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ON NONLOCAL VARIATIONAL AND QUASI-VARIATIONAL
INEQUALITIES WITH FRACTIONAL GRADIENT
JOSE´ FRANCISCO RODRIGUES AND LISA SANTOS
Abstract. We extend classical results on variational inequalities with convex sets with
gradient constraint to a new class of fractional partial differential equations in a bounded
domain with constraint on the distributional Riesz fractional gradient, the σ-gradient
(0 < σ < 1). We establish continuous dependence results with respect to the data,
including the threshold of the fractional σ-gradient. Using these properties we give
new results on the existence to a class of quasi-variational variational inequalities with
fractional gradient constraint via compactness and via contraction arguments. Using
the approximation of the solutions with a family of quasilinear penalisation problems
we show the existence of generalised Lagrange multipliers for the σ-gradient constrained
problem, extending previous results for the classical gradient case, i.e., with σ = 1.
1. Introduction
In a series of two interesting papers [13] and [14], Shieh and Spector have considered
a new class of fractional partial differential equations. Instead of using the well-known
fractional Laplacian, their starting concept is the distributional Riesz fractional gradient of
order σ ∈ (0, 1), which will be called here the σ-gradient Dσ, for brevity: for u ∈ Lp(RN),
1 < p <∞, we set
(1.1)
(
Dσu
)
j
=
∂σu
∂xσj
=
∂
∂xj
I1−σu, 0 < σ < 1, j = 1, . . . , N,
where ∂
∂xj
is taken in the distributional sense, for every v ∈ C∞0 (RN),〈∂σu
∂xσj
, v
〉
= −
〈
I1−σu,
∂v
∂xj
〉
= −
∫
RN
(I1−σu)
∂v
∂xj
dx,
with Iα denoting the Riesz potential of order α, 0 < α < 1:
Iαu(x) = (Iα ∗ u)(x) = γN,α
∫
RN
u(y)
|x− y|N−α dy, with γN,α =
Γ(N−α
2
)
pi
N
2 2α Γ(α
2
)
.
As it was shown in [13], Dσ has nice properties for u ∈ C∞0 (RN), namely
(1.2) Dσu ≡ D(I1−σu) = I1−σ ∗Du,
(1.3) (−∆)σu = −
N∑
j=1
∂σ
∂xσj
∂σ
∂xσj
u,
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where the well-known fractional Laplacian may be given, for a suitable constant CN,σ, by
(see, for instance, [4]):
(−∆)σu ≡ CN,σ P.V.
∫
RN
u(x)− u(y)
|x− y|N+2σ dy.
It was also observed in [14] that the σ-gradient is an example of the non-local gradients
considered in [9], which can be also given by
(1.4) Dσu(x) = R(−∆)σ2 u(x) = (1− σ −N)γN,1−σ
∫
RN
u(x)− u(y)
|x− y|N+σ
x− y
|x− y| dy,
in terms of the vector-valued Riesz transform (see [15], with ρN = Γ
(
N+1
2
)
/pi
N+1
2 ):
Rf(x) = ρN P.V.
∫
RN
f(y)
x− y
|x− y|N+1 dy.
We observe that, from the properties of Dσ and a result of [7] on the Riesz kernel as
approximation of the identity as α→ 0, the σ-gradient approaches the standard gradient
as σ → 1: if Du ∈ Lp(RN)N ∩ Lq(RN)N , 1 < q < p, then Dσu −→
σ→1
Du in Lp(RN)N .
Introducing the vector space of fractional differentiable functions, which turns out to
be the fractional Sobolev space
Hσ,p(RN) =
{
u ∈ Lp(RN) : Dσu ∈ Lp(RN)N}, 0 < σ < 1, p > 1,
in [13] the solvability of the fractional partial differential equations with variable coeffi-
cients and Dirichlet data was treated in the case p = 2, as well as the minimization of the
integral functionals of the σ-gradient with p-growth was also considered, leading to the
solvability of a fractional p-Laplace equation of a novel type.
In this work we are concerned with the Hilbertian case p = 2 in a bounded domain
Ω ⊂ RN , with Lipschitz boundary, where the homogeneous Dirichlet problem for a general
linear PDE with measurable coefficients is considered under an additional constraint on
the σ-gradient. We shall consider all solutions in the usual Sobolev space
(1.5) Hσ0 (Ω), with norm ‖u‖Hσ0 (Ω) = ‖Dσu‖L2(Ω)N , 0 < σ < 1,
which is equivalent to the usual Hilbertian norm induced by Hσ,2(RN) = W σ,2(RN) in the
closure of the Cauchy sequences of functions in C∞0 (Ω) (see [13]).
For positive functions g ∈ L∞(Ω), we consider the nonempty convex sets of the type
(1.6) Kσg =
{
v ∈ Hσ0 (Ω) : |Dσv| ≤ g a.e. in Ω
}
.
Let f ∈ L1(Ω) and A : Ω → RN×N be a measurable, bounded and positive definite
matrix. We shall consider, in Section 2, the well-posedness of the variational inequality
(1.7) u ∈ Kσg :
∫
Ω
ADσu ·Dσ(v − u) ≥
∫
Ω
f(v − u), ∀v ∈ Kσg .
3In particular, we obtain precise estimates for the continuous dependence of the solution
u with respect to f and g, and so we extend well-known results for the classical case σ = 1
(see [12] and its references).
Extending the result of [2] for the gradient (σ = 1) case, we prove in Section 3 the ex-
istence of generalised Lagrange multipliers for the σ-gradient constrained problem. More
precisely, we show the existence of (λ, u) ∈ L∞(Ω)′ ×Υσ∞(Ω) such that
〈λDσu,Dσv〉(
L∞(Ω)N
)′
×L∞(Ω)N
+
∫
Ω
ADσu ·Dσv =
∫
Ω
fv, ∀v ∈ Υσ∞(Ω),(1.8a)
|Dσu| ≤ g a.e. in Ω, λ ≥ 0 and λ(|Dσu| − g) = 0 in L∞(Ω)′(1.8b)
and, moreover, u solves (1.7).
Here, for each σ, we have set
(1.9) Υσ∞(Ω) =
{
υ ∈ Hσ0 (Ω) : Dσυ ∈ L∞(Ω)N
}
, 0 < σ < 1,
and
〈λα,β〉(L∞(Ω)N )′×L∞(Ω)N = 〈λ,α · β〉L∞(Ω)′×L∞(Ω) ∀λ ∈ L∞(Ω)′ ∀α,β ∈ L∞(Ω)N .
Finally, in the Section 4 we consider the solvability of solutions to quasi-variational
inequalities corresponding to (1.7) when the threshold g = G[u] and therefore also the
convex set (1.6) depend on the solution u ∈ KσG[u]. We give sufficient conditions on the
nonlinear and nonlocal operator v 7→ G[v] to obtain the existence of at least one solution u
of (1.7) with Kσg replaced by KσG[u], by compactness methods, as in [6] for the case σ = 1.
In a special case, when G[u](x) = γ(u)ϕ(x) is strictly positive and separates variables
with a Lipschitz functional γ : L2(Ω) → R+, we adapt an idea of [5] (see also [12]) to
obtain, by a contraction principle, the existence and uniqueness of the solution of the
quasi-variational inequality under the “smallness of the product” of f with the Lipschitz
constant of γ and the inverse of its lower bound.
2. The variational inequality with σ-gradient constraint
For some a∗, a∗ > 0, let A = A(x) : Ω→ RN×N be a bounded and measurable matrix,
not necessarily symmetric, such that, for a.e. x ∈ RN and all ξ ∈ RN :
(2.1) a∗|ξ|2 ≤ A(x)ξ · ξ ≤ a∗|ξ|2.
Fixed ν > 0, we define
(2.2) L∞ν (Ω) =
{
v ∈ L∞(Ω) : v(x) ≥ ν > 0 a.e. x ∈ Ω}.
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For any g ∈ L∞ν (Ω) it is clear that the convex set Kσg defined in (1.6) is non-empty,
closed and, by Sobolev embeddings, we have, using the notation (1.9), for all 0 < β < 1:
(2.3) Kσg ⊂ Υσ∞(Ω) ⊂ C 0,β(Ω) ⊂ L∞(Ω),
where C 0,β(Ω) is the space of Ho¨lder continuous function with exponent β. Indeed, we
recall (see for instance [3]) the embedding for the fractional Sobolev spaces 0 < σ ≤ 1,
1 < p <∞:
W σ,p(Ω) ↪→ Lq(Ω), for every q ≤ Np
N−σp , if σp < N,(2.4a)
W σ,p(Ω) ↪→ Lq(Ω), for every q <∞, if σp = N,(2.4b)
W σ,p(Ω) ↪→ L∞(Ω) ∩ C 0,β(Ω), for every 0 < β ≤ σ − N
p
, if σp > N,(2.4c)
with continuous embeddings, which are also compact if also q < Np
N−σp in (2.4a) and
β < σ − N
p
in (2.4c). In particular, we have
(2.5) Hσ0 (Ω) ↪→ L2
∗
(Ω) and L2
#
(Ω) ↪→ H−σ(Ω) = (Hσ0 (Ω))′ , 0 < σ < 1,
where we set 2∗ = 2N
N−2σ and 2
# = 2N
N+2σ
when σ < N
2
, and if N = 1 we denote 2∗ = q,
2# = q′ = q
q−1 when σ =
1
2
and 2∗ =∞, 2# = 1 when σ > 1
2
.
Here we are also assuming that Ω ⊂ RN is an open, bounded domain with Lipschitz
boundary, and we may conclude (2.3) from (2.4a)-(2.4c) by using a bootstrap argument.
Therefore, in the right hand side of the variational inequality (1.7), for gi ∈ L∞ν (Ω), we
can take fi ∈ L1(Ω), and the first two theorems give continuous dependence results with
precise estimates for two different problems with i = 1, 2:
(2.15)i ui ∈ Kσgi :
∫
Ω
ADσui ·Dσ(v−ui) ≥
∫
Ω
fi(v−ui), ∀v ∈ Kσgi .
Theorem 2.1. Under the assumptions (2.1), for each fi ∈ L1(Ω) and each gi ∈ L∞ν (Ω),
there exists a unique solution ui to (2.15)i such that
(2.16) ui ∈ Kσgi ∩ C 0,β(Ω), for all 0 < β < 1.
When g1 = g2, the solution map L
1(Ω) 3 f 7→ u ∈ Hσ0 (Ω) is 12-Ho¨lder continuous, i.e.,
for some C1 > 0, we have
(2.17) ‖u1 − u2‖Hσ0 (Ω) ≤ C1‖f1 − f2‖
1
2
L1(Ω).
Moreover, if in addition fi ∈ L2#(Ω), i = 1, 2, 2# defined in (2.5) and g1 = g2, then
L2
#
(Ω) 3 f 7→ u ∈ Hσ0 (Ω) is Lipschitz continuous:
(2.18) ‖u1 − u2‖Hσ0 (Ω) ≤ C#‖f1 − f2‖L2# (Ω),
for C# = C∗/a∗ > 0, where C∗ is the constant of the Sobolev embedding Hσ0 (Ω) ↪→ L2∗(Ω).
5Proof. Suppose that fi ∈ L2#(Ω) ⊂ H−σ(Ω). Since the assumption (2.1) implies that A
defines a continuous bilinear and coercive form over Hσ0 (Ω), the existence and uniqueness
of the solution to (2.15)i is an immediate consequence of the Stampacchia Theorem (see,
for instance, [11, p. 95]), and (2.16) follows from (2.3).
With our notation (1.5), the estimate (2.18) follows easily from (2.15)i with g1 = g2
and v = uj (i, j = 1, 2, i 6= j) from
a∗‖u‖2Hσ0 (Ω) ≤
∫
Ω
ADσu ·Dσu ≤ ‖f‖
L2
#
(Ω)
‖u‖L2∗ (Ω) ≤ C∗‖f‖L2# (Ω)‖u‖Hσ0 (Ω),
where we have set u = u1 − u2 and f = f1 − f2.
By (2.3), letting κ be such that
(2.19) ‖v‖L∞(Ω) ≤ κ, ∀v ∈ Kσg1 ,
we may easily conclude the estimate (2.17) with C1 =
√
2κ/a∗ for f1, f2 ∈ L2#(Ω) ⊂ L1(Ω)
from (1.5)i and
a∗‖u‖2Hσ0 (Ω) ≤ ‖f‖L1(Ω)‖u‖L∞(Ω) ≤ 2κ‖f‖L1(Ω).
Finally, the solvability of (2.15)i for fi only in L
1(Ω) can be easily obtained by taking
an approximating sequence of fni ∈ L2#(Ω) such that fni →
n
fi in L
1(Ω) and using (2.17)
for that (Cauchy) sequence. The proof is complete. 
Remark 2.1. As in [13] it is possible to extend the variational inequality with σ-gradient
to arbitrary open domains Ω ⊂ RN with a generalised Dirichlet data ϕ ∈ Hσ(RN) such
that I1−σ ∗ ϕ is well-defined and Dσϕ ∈ L∞(RN). This would require in the definition
(1.6) of Kσg to replace Hσ0 (Ω) by the space
Hσϕ =
{
v ∈ Hσ(RN) : v = ϕ a.e. in RN \ Ω}
and, in addition, technical compatibility assumptions on ϕ and g to guarantee that the
new Kσg 6= ∅.
Remark 2.2. It is well-known that if, in addition, A is symmetric, i.e. A = AT , the
variational inequality (1.7) corresponds (and is equivalent) to the optimisation problem
(see, for instance, [11])
u ∈ Kσg : J (u) ≤ J (v), ∀v ∈ Kσg ,
where J : Kσg → R is the convex functional
J (v) = 1
2
∫
Ω
ADσv ·Dσv −
∫
Ω
fv.
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Theorem 2.2. Under the framework of the previous theorem, when f1 = f2 ∈ L1(Ω), the
solution map
L∞ν (Ω) 3 g 7→ u ∈ Hσ0 (Ω)
is also 1
2
-Ho¨lder continuous, i.e., there exists Cν > 0 such that
(2.20) ‖u1 − u2‖Hσ0 (Ω) ≤ Cν‖g1 − g2‖
1
2
L∞(Ω).
Proof. Let η = ‖g1 − g2‖L∞(Ω) and, for i, j = 1, 2, i 6= j, notice that
uij =
ν
ν + η
ui ∈ Kσgj ,
if ui denotes the unique solution of (2.15)i to gi and fi.
Denote by κ = max
i=1,2
{‖gi‖L∞(Ω), ‖ui‖L∞(Ω)} and observe that for i = 1, 2,
|ui − uij |+ |Dσ(ui − uij)| ≤
η
ν + η
(|ui|+ |Dσui|) ≤ 2κ η
ν
.
Hence, letting v = uij in (2.15)j and using (2.1) we get
a∗‖u1 − u2‖2Hσ0 (Ω) ≤
∫
Ω
ADσ(u1 − u2) ·Dσ(u1 − u2)
≤
∫
Ω
ADσu1 ·Dσ(u21 − u2) +
∫
Ω
ADσu2 ·Dσ(u12 − u1) +
∫
Ω
f
(
(u1 − u12) + (u2 − u21)
)
≤ 2κ η
ν
(
M‖g1‖L1(Ω) +M‖g2‖L1(Ω) + 2‖f‖L1(Ω)
)
= C2ν‖g1 − g2‖L∞(Ω),
with Cν =
√
2κ
(
M‖g1‖L1(Ω) +M‖g2‖L1(Ω) + 2‖f‖L1(Ω)
)
/a∗ν > 0,where M = ‖A‖L∞(Ω)N2
which yields (2.20). 
Remark 2.3. Using the trick of the above proof, if gn →
n
g in L∞(Ω) for a sequence
gn ∈ L∞ν (Ω), it is clear that, for any w ∈ Kσg we can choose wn ∈ Kσgn such that wn →n w
in Hσ0 (Ω). On the other hand, also for any sequence wn −⇀
n
w in Hσ0 (Ω)-weak, with each
wn ∈ Kσgn, gn →n g in L
∞(Ω) implies that also w ∈ Kσg . These two conditions determine
that if gn →
n
g in L∞ν (Ω) then the respective convex sets Kσgn converge in the Mosco sense
to Kσg . An open question is to extend this convergence to the case 0 < σ < 1, by dropping
the strict positivity condition on gn and g, as in [1] for σ = 1.
3. Existence of Lagrange multipliers
In this section we prove the existence of solution of the problem (1.8a)-(1.8b).
For ε ∈ (0, 1) and denoting k̂ε = k̂ε(Dσuε) = kε(|Dσuε| − g) for simplicity, we define a
family of approximated quasi-linear problems
(3.1)
∫
Ω
(
k̂ε(D
σuε)Dσuε + ADσuε
) ·Dσv = ∫
Ω
fv ∀v ∈ Hσ0 (Ω)
7where kε : R→ R is defined by
kε(s) = 0 for s < 0, kε(s) = e
s
ε − 1 for 0 ≤ s ≤ 1
ε
kε(s) = e
1
ε2 − 1 for s > 1
ε
.
Proposition 3.1. Suppose that g ∈ L∞ν (Ω), f ∈ L2#(Ω) and A : Ω → RN×N is a
measurable, bounded and positive definite matrix. Then the quasi-linear problem (3.1) has
a unique solution uε ∈ Hσ0 (Ω).
Proof. The operator Bε : H
σ
0 (Ω)→ H−σ(Ω) defined by
〈Bεv, w〉 =
∫
Ω
(
k̂ε(D
σv)Dσv + ADσv
) ·Dσw
is bounded, strongly monotone, coercive and hemicontinuous, so problem (3.1) has a
unique solution (see, for instance, [8]). 
Lemma 3.1. If g ∈ L∞ν (Ω), f ∈ L2#(Ω), A : Ω → RN×N is a measurable, bounded and
positive definite matrix and 1 ≤ q <∞, there exist positive constants C and Cq such that,
for 0 < ε < 1, setting k̂ε = kε(|Dσuε| − g), the solution uε of the approximated problem
(3.1) satisfies
‖k̂ε|Dσuε|2‖L1(Ω) ≤ C,(3.2a)
‖k̂ε‖L1(Ω) ≤ C,(3.2b)
‖k̂εDσuε‖(L∞(Ω)N )′ ≤ C,(3.2c)
‖k̂ε‖L∞(Ω)′ ≤ C(3.2d)
‖Dσuε‖Lq(ΩN ≤ Cq.(3.2e)
Proof. Using uε as test function in (3.1), we get∫
Ω
(
k̂ε + a∗
)|Dσuε|2 ≤ ∫
Ω
k̂ε|Dσuε|2 + ADσuε ·Dσuε
=
∫
Ω
fuε ≤ C
2
#
2a∗
‖f‖2
L2
#
(Ω)
+
a∗
2
‖Dσuε‖2L2(Ω)N ,
since Aξ · ξ ≥ a∗|ξ|2 for any ξ ∈ RN by the assumptions on A. But k̂ε ≥ 0 and so
a∗
2
∫
Ω
|Dσuε|2 ≤ C
2
#
2a∗
‖f‖2L2(Ω),
concluding then (3.2a).
Observing that the function ϕε = k̂ε (t
2 − g2) + g2k̂ε ≥ ν2k̂ε and using (3.2a), there
exists a positive constant C independent of ε such that
ν2
∫
Ω
k̂ε ≤ C.
8 J.F. RODRIGUES AND L. SANTOS
This implies the uniform boundedness of k̂ε in L
1(Ω) and also in L∞(Ω)
′
, i.e., (3.2b) and
(3.2d) respectively.
To prove (3.2c), it is enough to notice that, for β ∈ L∞(Ω)N ,
‖k̂εDσuε‖(L∞(Ω)N )′ = sup
β∈L∞(Ω)N
∫
Ω
k̂εD
σuε · β ≤
(∫
Ω
k̂ε|Dσuε|2
) 1
2
(∫
Ω
k̂ε|β|2
) 1
2
≤ C‖β‖L∞(Ω)N .
Because for t− g > 0 we have kε(t− g) ≥ 1m!(t− g)m, for any m ∈ N, then using (3.2b)
we conclude (3.2e),(for details see, for instance [10]). 
Proposition 3.2. For g ∈ L∞ν (Ω), f ∈ L2#(Ω) and A : Ω→ RN×N a measurable, bounded
and positive definite matrix, the family {uε}ε of solutions of the approximated problems
(3.1) converges weakly in Hσ0 (Ω) to the solution of the variational inequality (1.7).
Proof. The uniform boundedness of {uε}ε in Hσ0 (Ω) implies that, at least for a subse-
quence,
(3.3) uε −⇀
ε→0
u in Hσ0 (Ω).
For v ∈ Kσg we have, since k̂ε > 0 when |Dσuε| > g ≥ |Dσv|,
k̂εD
σuε ·Dσ(v − uε) ≤ k̂ε|Dσuε|(|Dσv| − |Dσuε|) ≤ 0
and so, multiplying the first equation of (3.1) by v − uε, we get∫
Ω
ADσuε ·Dσ(v − uε) ≥
∫
Ω
f(v − uε).
But∫
Ω
ADσuε ·Dσ(v − uε) =
∫
Ω
ADσ(uε − v) ·Dσ(v − uε) +
∫
Ω
ADσv ·Dσ(v − uε)
≤
∫
Ω
ADσv ·Dσ(v − uε)
So ∫
Ω
ADσv ·Dσ(v − u) ≥
∫
Ω
f(v − u).
Let w ∈ Kσg and setting v = u+ θ(w − u), then v ∈ Kσg for any θ ∈ (0, 1] and we get
θ
∫
Ω
ADσ(u+ θ(w − u)) ·Dσ(w − u) ≥ θ
∫
Ω
f(w − u).
Dividing this inequality by θ and letting θ → 0, we obtain (1.7). The proof is concluded
if we show that u ∈ Kσg . Indeed we split Ω in three subsets
Uε =
{|Dσuε| − g < 0}, Vε = {0 ≤ |Dσuε| − g ≤ 1ε}, Wε = {|Dσuε| − g > 1ε}
9and, following the steps in [10], we conclude that∫
Ω
(|Dσu| − g)+ = ∫
Ω
lim
ε→0
(|Dσuε| − g) ∨ 0 ∧ 1
ε
≤ lim
ε→0
(∫
Vε
(|Dσuε| − g)+ ∫
Wε
1
ε
)
≤ lim
ε→0
(
‖|Dσuε| − g‖L2(Ω) |Vε| 12 +
∫
Wε
1
ε
)
−→
ε→0
0,
because
|Vε| ≤
∫
Vε
k̂ε+1
e
1√
ε
≤ Ce
−1√
ε −→
ε→0
0 and
∫
Wε
1
ε
≤ 1
ε
∫
Wε
k̂ε+1
e
1
ε2
≤ C
ε
e−
1
ε2 −→
ε→0
0.
The uniqueness of solution of the variational inequality (1.7) implies that the whole
sequence {uε}ε converges to u in Hσ0 (Ω). 
Theorem 3.1. If g ∈ L∞ν (Ω), f ∈ L2#(Ω) and A : Ω→ RN×N is a mesaurable, bounded
and positive definite matrix, then problem (1.8a)-(1.8b) has a solution
(λ, u) ∈ L∞(Ω)′ ×Υσ∞(Ω).
Proof. By estimates (3.2c) and (3.2d) and the Banach-Alaoglu-Bourbaki theorem we
have, at least for a subsequence,
k̂εD
σuε −⇀
ε→0
Λ weak in
(
L∞(Ω)N
)′
and
k̂ε −⇀
ε→0
λ weak in L∞(Ω)′,
For v ∈ Hσ0 (Ω), since
(3.4)
∫
Ω
(
k̂εD
σuε + ADσuε
) ·Dσv = ∫
Ω
fv,
we obtain, letting ε→ 0,
(3.5) 〈Λ, Dσv〉 +
∫
Ω
ADσu ·Dσv =
∫
Ω
fv.
Taking v = uε in (3.4) and in (3.5) we get
(3.6)
∫
Ω
k̂ε|Dσuε|2 +
∫
Ω
ADσuε ·Dσuε = 〈Λ, Dσuε〉 +
∫
Ω
ADσu ·Dσuε
Observe first that
(3.7)
∫
Ω
ADσ(uε − u) ·Dσuε =
∫
Ω
ADσ(uε − u) ·Dσ(uε − u)
+
∫
Ω
ADσ(uε − u) ·Dσu ≥
∫
Ω
ADσ(uε − u) ·Dσu
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So, using that k̂ε(|Dσuε|2 − g2) ≥ 0, (3.6) and (3.7), we obtain
〈Λ, Dσu〉 = lim
ε→0
〈Λ, Dσuε〉 ≥ lim
ε→0
∫
Ω
k̂ε|Dσuε|2 ≥ lim
ε→0
∫
Ω
k̂εg
2 = 〈λ, g2〉 ≥ 〈λ, |Dσu|2〉.
We also have
0 ≤ lim
ε→0
∫
Ω
k̂ε|Dσ(uε − u)|2 = lim
ε→0
∫
Ω
k̂ε|Dσuε|2 − 2 lim
ε→0
∫
Ω
k̂εD
σuε ·Dσu+ lim
ε→0
∫
Ω
k̂ε|Dσu|2
≤ 〈Λ, Dσu〉− 2〈Λ, Dσu〉 + 〈λ, |Dσu|2〉
= −〈Λ, Dσu〉 + 〈λ, |Dσu|2〉,
concluding then that
〈Λ, Dσu〉 = 〈λ, |Dσu|2〉 and lim
ε→0
∫
Ω
k̂ε|Dσ(uε − u)|2 = 0.
Given v ∈ Kσg , we have
(3.8) lim
ε→0
∣∣∣ ∫
Ω
k̂εD
σ(uε − u) ·Dσv
∣∣∣
≤ lim
ε→0
(∫
Ω
k̂ε|Dσ(uε − u)|2
) 1
2
‖k̂ε‖L1(Ω)‖Dσv‖L∞(Ω) = 0,
since, by estimate (3.2b), k̂ε is uniformly bounded in L
1(Ω). So, for any v ∈ Kσg ,∫
Ω
fv = lim
ε→0
∫
Ω
(k̂εD
σuε +ADσuε) ·Dσv = lim
ε→0
(∫
Ω
(k̂εD
σ(uε− u) +ADσ(uε− u)) ·Dσv
+ lim
ε→0
∫
Ω
(k̂εD
σu+ ADσu) ·Dσv
)
= 〈λDσu,Dσv〉 +
∫
Ω
ADσu ·Dσv,
concluding the proof of (1.8a).
For v ∈ L∞(Ω) set v+ = max{v, 0}, v− = (−v)+. Since k̂ε(|Dσuε|2 − g2) ≥ 0 then
〈λ, g2 v±〉 ≤ lim
ε→0
∫
Ω
k̂ε|Dσuε|2v±
= lim
ε→0
(∫
Ω
k̂ε|Dσ(uε − u)|2v± − 2
∫
Ω
k̂εD
σ(uε − u) ·Dσuv± +
∫
Ω
k̂ε|Dσu|2v±
)
= 〈λ, |Dσu|2 v±〉, using (3.8),
concluding that
〈λ, (|Dσu|2 − g2) v±〉 ≥ 0.
Being k̂ε ≥ 0 and u ∈ Kσg , then, kε(|Dσu|2 − g2)v± ≤ 0 and, therefore, letting ε → 0,
〈λ, (Dσu|2 − g2) v±〉 ≤ 0, and so
〈λ, (|Dσu|2 − g2) v〉 = 0.
Writting v = w|Dσu|+g , for any w ∈ L∞(Ω), we conclude (1.8b). 
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4. The quasi-variational inequality with σ-gradient constraint
In this section we consider a map G such that
(4.1) G : L2
∗
(Ω)→ L∞ν (Ω)
is a continuous and bounded operator, where 2∗ is the Sobolev exponent as in (2.5) for
0 < σ < 1.
We set
(4.2) KσG[u] =
{
v ∈ Hσ0 (Ω) : |Dσv| ≤ G[u] a.e. in Ω
}
and we shall consider the quasi-variational inequality
(4.3) u ∈ KσG[u] :
∫
Ω
ADσu ·Dσ(v − u) ≥
∫
Ω
f(v − u), ∀v ∈ KσG[u].
Generalising a compactness argument of [6] where quasi-variational inequalities of this
type were considered for the gradient case σ = 1, we may give a general existence theorem.
Theorem 4.1. Under the assumptions (2.1), for continuous and bounded operators G
satisfying (4.1) and for any f ∈ L2#(Ω), with 2# as in (2.5), there exists at least one
solution for the quasi-variational inequality (4.3).
Proof. Let u = S(f, g) be the unique solution of the variational inequality (1.7) with
g = G[w] for any w ∈ L2∗(Ω). If C∗ > 0 denotes the Sobolev constant as in Theorem 2.1,
since f2 = 0 corresponds always to the solution u2 = 0, we have the a priori estimate
(4.4) ‖u‖L2∗ (Ω) ≤ C∗‖u‖Hσ0 (Ω) ≤ C∗a∗ ‖f‖L2# (Ω) ≡ cf ,
independently of g ∈ L∞ν (Ω).
Set Bcf =
{
v ∈ L2∗(Ω) : ‖v‖L2∗ (Ω) ≤ cf
}
and define the nonlinear map T = S ◦ G :
L2
∗
(Ω) 3 w 7→ u ∈ L2∗(Ω) where u = S(f,G[w]) ∈ KσG[w] ∩ C 0,β(Ω), 0 < β < 1 by (2.16).
Clearly, (4.4) implies T (Bcf ) ⊂ Bcf and, by the continuity of G and Theorem 2.2, T is
also a continuous map. On the other hand, G is bounded, i.e. transforms bounded sets in
L2
∗
(Ω) into bounded sets of L∞ν (Ω) and S ◦ T is also a bounded operator. Therefore, by
(2.16), T (Bcf ) is also a bounded set of C
0,β(Ω). Since the embedding C0,β(Ω) ↪→ L2∗(Ω)
is compact, the Schauder fixed point theorem guarantees the existence of u = Tu, which
solves (4.3). 
Example 4.1. Consider the operator G : L2
∗
(Ω)→ L∞ν (Ω) defined as follows:
(4.5) G[u](x) = F (x,w(x)),
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where F : Ω×R→ R is a function bounded in x ∈ Ω and continuous in w ∈ R, uniformly
in x ∈ Ω, satisfying, for some ν > 0,
(4.6) 0 < ν ≤ F (x,w) ≤ ϕ(|w|) a.e. x ∈ Ω,
and for some monotone increasing function ϕ. We may choose
(4.7) w(x) =
∫
Ω
ϑ(x, y)u(y) dy,
where we give ϑ ∈ L∞(Ωx;L2#(Ωy)). For un →
n
u in L2
∗
(Ω), from the estimate
sup
x∈Ω
|wn(x)− w(x)| = sup
x∈Ω
∣∣∣∣∫
Ω
ϑ(x, y)(un(y)− u(y))dy
∣∣∣∣ ≤ sup
x∈Ω
‖ϑ(x, ·)‖L2#(Ω)‖un− u‖L2∗ (Ω)
and by the uniform continuity of F , we have
‖G[un]−G[u]‖L∞(Ω) = ‖F (wn)− F (w)‖L∞(Ω) →
n
0,
implying the continuity of G.
The boundedness of G is a consequence of (4.6) and therefore G satisfies the assump-
tions of Theorem 4.1.
Example 4.2. Consider now the operator G : Hσ0 (Ω)→ L∞ν (Ω) given also by (4.5) with
F under the same assumptions as in the previous example, but now with
(4.8) w(x) = Φ(u)(x) =
∫
Ω
Θ(x, y) ·Dσu(y)dy,
where Θ ∈ C (Ωx;L2(Ωy)N). Now G is not only bounded but also completely continuous,
since Φ : Hσ0 (Ω) → C 0(Ω) is also completely continuous. Indeed, if un −⇀
n
u in Hσ0 (Ω)-
weak, then wn = Φ(un)→
n
Φ(u) = w in C (Ω), because {Dσun}n, being bounded in L2(Ω)N
implies {wn}n uniformly bounded in C 0(Ω),
|wn(x)| ≤ ‖Θ(x, ·)‖L2(Ω)N‖Dσun‖L2(Ω)N , ∀x ∈ Ω
and also equicontinuous in Ω by
|wn(x)− wn(z)| ≤ C‖Θ(x, ·)−Θ(z, ·)‖L2(Ω)N .
But G is not defined in the whole L2
∗
(Ω) and therefore we cannot apply Theorem 4.1
to solve (4.3). Nevertheless, the solvability of (4.3) in this example is an immediate
consequence of the following theorem.
Theorem 4.2. Assume (2.1) and let f ∈ L2#(Ω) as previously. If the nonlinear and
nonlocal operator G satisfies
(4.9) G : Hσ0 (Ω)→ L∞ν (Ω) is bounded and completely continuous
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then there exists a solution u to the quasi-variational inequality (4.3).
Proof. Due to the estimate (4.4) and the assumption (4.9), the proof is analogous by
applying the Schauder fixed point theorem to the nonlinear completely continuous map
T = S ◦G : Hσ0 (Ω) 3 w 7→ u = S(f,G[w]) ∈ Hσ0 (Ω).

Example 4.3. By restricting the domain of G and using the same type of Charathe´odory
function F as in Example 4.1, we can introduce the superposition operator
(4.10) G[u](x) = F (x, u(x)), u ∈ C 0(Ω), x ∈ Ω.
In order to guarantee that G : C (Ω) → L∞ν (Ω) is a continuous and bounded operator
in an appropriate space to obtain a fixed point, we need to require that the function F :
Ω×R→ R is a bounded function in x ∈ Ω in each compact for the variable u, continuous
in u ∈ R uniformly in x ∈ Ω, and satisfying (4.6), where the monotone increasing function
ϕ satisfies
(4.11) 0 < ν ≤ ϕ(t) ≤ C0 + C1t2∗/p, t ∈ R,
for some p > N
σ
and 2∗ the Sobolev exponent as in (2.5).
This situation is covered by the next theorem, since the assumption (4.11) implies the
condition (4.13) below.
Theorem 4.3. Assume (2.1), let f ∈ L2#(Ω) and the functional G be such that
(4.12) G : C 0(Ω)→ L∞ν (Ω) is a continuous operator
and satisfying, for some positive monotone increasing function η,
(4.13) ‖G[w]‖Lp(Ω) ≤ η
(‖w‖L2∗ (Ω))
for some p > N
σ
and 2∗ the Sobolev exponent of Hσ0 (Ω) ↪→ L2∗(Ω). Then there exists a
solution of the quasi-variational inequality (4.3).
Proof. As before, we set T = S ◦ G : C 0(Ω) → Hσ0 (Ω), where u = S(f,G[w]), for
w ∈ C 0(Ω) solves (1.7) with g = G[w].
In order to apply the Leray-Schauder principle, we set
S =
{
w ∈ C 0(Ω) : w = θTw, θ ∈ [0, 1]}
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and we show that S is a priori bounded. For any w ∈ S , u = Tw solves (1.7) with
g = G[w]. Hence, by (2.4c) and the assumption (4.13) we have, noting that w = θu,
‖w‖C 0(Ω) ≤ Cσ‖Dσw‖Lp(Ω)N ≤ Cσθ‖G[w]‖Lp(Ω)N
≤ Cση
(‖w‖L2∗ (Ω)) ≤ Cση(cf ),
by the a priori estimate (4.4).
Since, by (2.3), T (C 0(Ω)) ↪→ C 0,β(Ω) ↪→ C 0(Ω) and this last embedding is compact,
we may conclude that T is a completely continuous mapping into a closed ball of C 0(Ω)
and its fixed point u = Tu solves (4.3). 
It is clear that in general we cannot expect the uniqueness of solution to quasi-variational
inequalities of the type (4.3). However, the Lipschitz continuity of the solution map f 7→ u
to the variational inequality (1.7), given by Theorem 2.1, allows us to obtain, via the strict
contraction Banach fixed point principle, a uniqueness result in a special case of “small”
and controlled variations of the convex sets for the quasi-variational situation with sepa-
ration of variables in the nonlocal constraint G.
We denote, for R > 0,
BR =
{
v ∈ Hσ0 (Ω) : ‖v‖Hσ0 (Ω) ≤ R
}
.
Theorem 4.4. Let f ∈ L2#(Ω), ϕ ∈ L∞ν (Ω) and
(4.14) G[u](x) = ϕ(x)Γ(u), x ∈ Ω,
where Γ : Hσ0 (Ω)→ R+ is a functional satisfying
i) 0 < η(R) ≤ Γ(u) ≤ E(R), ∀u ∈ BR,
ii) |Γ(u1)− Γ(u2)| ≤ γ(R)‖u1 − u2‖Hσ0 (Ω), ∀u1, u2 ∈ BR,
for sufficiently large R ∈ R+, with η, E and γ being monotone increasing positive functions
of R.
Then the quasi-variational inequality (4.3) has a unique solution, provided
(4.15) 2C#
γ(Rf )
η(Rf )
‖f‖
L2
#
(Ω)
< 1,
where Rf ≡ C#‖f‖L2# (Ω) with C# = C∗/a∗ and C∗ is the constant of the Sobolev embed-
ding as in (4.4).
Proof. Let S : BR 3 v 7→ u ∈ Hσ0 (Ω) be the solution map with u = S(f,G[v]) being the
unique solution of the variational inequality (1.7) with g = G[v].
The a priori estimate (4.4) implies S(BRf ) ⊂ BRf .
Given vi ∈ BR, let ui = S(vi) = S(f, ϕΓ(vi)), i = 1, 2, and choose µ = Γ(v2)Γ(v1) > 1,
without loss of generality.
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Setting g = ϕΓ(v1), we have µ g = ϕΓ(v2) and
S(µ f, µ g) = µS(f, g),
µ− 1 = Γ(v2)− Γ(v1)
Γ(v1)
≤ γ(Rf )
η(Rf )
‖v1 − v2‖σ
by recalling the assumptions i) and ii) and denoting ‖w‖σ = ‖w‖Hσ0 (Ω) for simplicity.
Consequently, using (4.4) and (2.18) with f1 = f and f2 = µ f , we have
‖S(v1)− S(v2)‖σ ≤ ‖S(f, g)− S(µf, µg)‖σ + ‖S(µf, µg)− S(f, µg)‖σ
≤ (µ− 1)‖u1‖σ + (µ− 1)C#‖f‖L2# (Ω)
≤ 2C#(µ− 1)‖f‖L2# (Ω)
≤ 2C#γ(Rf )
η(Rf )
‖v1 − v2‖σ‖f‖L2# (Ω)
and the conclusion of the theorem follows immediately. 
Example 4.4. We can take Γ of the form
Γ(u) =
∫
Ω
e(y, u(y), Dσu(y)) dy, u ∈ Hσ0 (Ω),
with e : Ω × R × RN → [η,∞), for some η > 0, under a local Lipschitz condition of the
type
|e(y, v, ξ)− e(y, w, ζ)| ≤ γ(R)(|v − w|+ |ξ − η|)
for |v|, |w|, |ξ| and |ζ| less or equal to R.
Remark 4.1. Assumptions i) and ii) have been used in Appendiz B of [5] under the
implicit assumptions of smallness of the term f , and in [12] in a simplified and more
precise form in the case of gradient type (i.e. σ = 1) and for a class of general operators
of p-Laplacian type.
Remark 4.2. The existence of solution of the quasi-variational inequality (4.3) is obtained
in this section by finding a fixed point of the map w 7→ S(f,G[w]) = u, under suitable
assumptions. But when u = S(f,G[w]) is the solution of (1.7) then there exists λ ∈
L∞(Ω)′ such that (u, λ) solves problem (1.8a)-(1.8b) with data (f,G[w]). In particular,
when u is a fixed point u = S(f,G[u]) it solves the quasi-variational inequality, and
we immediately get existence of a solution (λ, u) of problem (1.8a)-(1.8b) for the quasi-
variational case.
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