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Abstract
Motivated by the quest for a logic for PTIME and recent insights that the descriptive complexity
of problems from linear algebra is a crucial aspect of this problem, we study the solvability of linear
equation systems over finite groups and rings from the viewpoint of logical (inter-)definability.
All problems that we consider are decidable in polynomial time, but not expressible in fixed-
point logic with counting. They also provide natural candidates for a separation of polynomial
time from rank logics, which extend fixed-point logics by operators for determining the rank of
definable matrices and which are sufficient for solvability problems over fields.
Based on the structure theory of finite rings, we establish logical reductions among various
solvability problems. Our results indicate that all solvability problems for linear equation systems
that separate fixed-point logic with counting from PTIME can be reduced to solvability over
commutative rings. Further, we prove closure properties for classes of queries that reduce to
solvability over rings. As an application, these closure properties provide normal forms for logics
extended with solvability operators.
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1 Introduction
The quest for a logic for PTIME [10, 13] is one of the central open problems in both finite
model theory and database theory. Specifically, it asks whether there is a logic in which a
class of finite structures is expressible if, and only if, membership in the class is decidable in
deterministic polynomial time.
Much of the research in this area has focused on the logic FPC, the extension of inflationary
fixed-point logic by counting terms. In fact, FPC has been shown to capture polynomial time
on many natural classes of structures, including planar graphs and structures of bounded
tree-width [12, 13, 15]. Most recently, it was shown by Grohe [14] that FPC captures
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polynomial time on all classes of graphs with excluded minors, a result that generalises most
of the previous partial capturing results. On the other side, already in 1992, Cai, Fürer
and Immerman [6] constructed a query on a class of finite graphs that can be decided in
polynomial time, but which is not definable by any sentence of FPC. But while this CFI
query, as it is now called, is very elegant and has led to new insights in many different
areas, it can hardly be called a natural problem in polynomial time. Therefore, it was often
remarked that possibly all natural polynomial-time properties of finite structures could be
expressed in FPC. However, this hope was eventually refuted in a strong sense by Atserias,
Bulatov and Dawar [3] who proved that the very important problem of solvability of linear
equation systems (over any fixed finite Abelian group) is not definable in FPC and that,
indeed, the CFI query reduces to this problem. This motivates the systematic study of the
relationship between finite model theory and linear algebra, and suggests that operators
from linear algebra could be a source of new extensions to fixed-point logic, in an attempt
to find a logical characterisation of PTIME. In [8], Dawar et al. pursued this direction of
study by adding operators for expressing the rank of definable matrices over finite fields to
first-order logic and fixed-point logic. They showed that fixed-point logic with rank operators
(FPR) can define not only the solvability of linear equation systems over any finite field, but
also the CFI query and essentially all other properties that were known to separate FPC
from PTIME. However, although FPR is strictly more expressive than FPC and to date
no examples are known to separate PTIME from FPR, it seems rather unlikely that FPR
suffices to capture PTIME on the class of all finite structures.
A natural class of problems that might witness such a separation arises from linear
equation systems over finite domains other than fields. Indeed, the results of Atserias,
Bulatov and Dawar [3] imply that FPC fails to express the solvability of linear equation
systems over any finite ring. On the other side, it is known that linear equation systems
over finite rings can be solved in polynomial time [1], but it is unclear whether any notion
of matrix rank is helpful for this purpose. We remark in this context that there are several
non-equivalent notions of matrix rank over rings, but both the computability in polynomial
time and the relationship to linear equation systems remains unclear. Thus, rather than
matrix rank, the solvability of linear equation systems could be used directly as a source of
operators (in the form of generalised quantifiers) for extending fixed-point logics.
Instead of introducing a host of new logics, with operators for various solvability problems,
we set out here to investigate whether these problems are inter-definable. In other words,
are they reducible to each other within FPC? Clearly, if they are, then any logic that
generalises FPC and can define one, can also define the others. We thus study relations
between solvability problems over (finite) rings, fields and Abelian groups in the context of
logical many-to-one and Turing reductions, i.e., interpretations and generalised quantifiers.
In this way, we show that solvability both over Abelian groups and over arbitrary (possibly
non-commutative) rings reduces to solvability over commutative rings. We also show that
solvability over commutative rings reduces to solvability over local rings, which are the basic
building blocks of finite commutative rings. Finally, in the other direction, we show that
solvability over rings endowed with a linear order and solvability over k-generated local rings,
i.e. local rings for which the maximal ideal is generated by k elements, reduces to solvability
over cyclic groups of prime-power order. These results indicate that all solvability problems
for linear equation systems that separate FPC from PTIME can be reduced to solvability
over commutative rings. Further, we prove closure properties for classes of queries that
reduce to solvability over rings, and establish normal forms for first-order logic extended
with operators for solvability over finite fields.
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2 Background on logic and algebra
Throughout this paper, all structures (and in particular, all algebraic structures such as
groups, rings and fields) are assumed to be finite. Furthermore, it is assumed that all groups
are Abelian, unless otherwise noted.
2.1 Logic and structures
The logics we consider in this paper include first-order logic (FO) and inflationary fixed-point
logic (FP) as well as their extensions by counting terms, which we denote by FOC and
FPC, respectively. We also consider the extension of first-order logic with operators for
deterministic transitive closure, which we denote by DTC. For details see [9, 10].
A vocabulary τ is a finite sequence of relation and constant symbols (R1, . . . , Rk, c1, . . . , cl)
in which every Ri has an arity ri ≥ 1. A τ -structure A = (D(A), RA1 , . . . , RAk , cA1 , . . . , cAl )
consists of a non-empty set D(A), called the domain of A, together with relations RAi ⊆
D(A)ri and constants cAj ∈ D(A) for each i ≤ k and j ≤ l. Given a logic L and a vocabulary
τ , we write L[τ ] to denote the set of τ -formulas of L. A τ -formula φ(~x) with | ~x | = k defines
a k-ary query that takes any τ -structure A to the set φ(~x)A := {~a ∈ D(A)k | A |= φ[~a]}.
Lindström quantifiers and extensions. Let σ = (R1, . . . , Rk) be a vocabulary and
consider a class K of σ-structures that is closed under isomorphism. With K we associate a
Lindström quantifier QK whose type is the tuple (r1, . . . , rk). For a logic L, we define the ex-
tension L(QK) by adding rules for constructing formulas of the kind QK~x1 . . . ~xk . (φ1, . . . , φk),
where φ1, . . . , φk are formulas and each ~xi has length ri. The semantics of the quantifier QK
is defined such that A |= QK~x1 . . . ~xk . (φ1, . . . , φk) if (D(A), φ1(~x1)A, . . . , φk(~xk)A) ∈ K as
a σ-structure (see [18, 20]). Similarly we can consider the extension of L by a collection Q of
Lindström quantifiers. The logic L(Q) is defined by adding a rule for constructing formulas
with Q, for each Q ∈ Q, and the semantics is defined by considering the semantics for each
quantifier Q ∈ Q, as above. For m ≥ 1, we write Km to denote the m-ary vectorisation of K.
If Qm is the Lindström quantifier associated with Km then we write 〈QK〉 := {Qm | m ∈ N}
to denote the vectorised sequence of Lindström quantifiers associated with K (see [7]).
Interpretations and logical reductions. Consider signatures σ and τ and a logic L. An
m-ary L-interpretation of τ in σ is a sequence of formulas of L in vocabulary σ consisting
of: (i) a formula δ(~x); (ii) a formula ε(~x, ~y); (iii) for each relation symbol R ∈ τ of arity k,
a formula φR(~x1, . . . , ~xk); and (iv) for each constant symbol c ∈ τ , a formula γc(~x), where
each ~x, ~y or ~xi is an m-tuple of free variables. We call m the width of the interpretation. We
say that an interpretation I associates a τ -structure I(A) = B to a σ-structure A if there is
a surjective map h from the m-tuples δ(~x) = {~a ∈ D(A)m | A |= δ[~a]} to B such that:
h(~a1) = h(~a2) if, and only if, A |= ε[~a1,~a2];
RB(h(~a1), . . . , h(~ak)) if, and only if, A |= φR[~a1, . . . ,~ak]; and
h(~a) = cB if, and only if, A |= γc[~a].
I Definition 1 (Logical reductions). Let C be a class of σ-structures and D a class of
τ -structures closed under isomorphism.
C is said to be L-many-to-one reducible to D (C ≤L D) if there is an L-interpretation I of
τ in σ such that for every σ-structure A it holds that A ∈ C if, and only if, I(A) ∈ D.
C is said to be L-Turing reducible to D (C ≤L-T D) if C is definable in L(〈QD〉). 
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2.2 Rings and systems of linear equations
We recall some definitions from commutative and linear algebra, assuming that the reader
has knowledge of basic algebra and group theory (for further details see Atiyah et al. [2]).
For m ≥ 2, we write Zm to denote the ring of integers modulo m.
Commutative rings. Let (R, ·,+, 1, 0) be a commutative ring. An element x ∈ R is a unit
if xy = yx = 1 for some y ∈ R and we denote by R× the set of all units. Moreover, we say
that y divides x (written y | x) if x = yz for some z ∈ R. An element x ∈ R is nilpotent if
xn = 0 for some n ∈ N, and we call the least such n ∈ N the nilpotency of x. The element
x ∈ R is idempotent if x2 = x. Clearly 0, 1 ∈ R are idempotent elements, and we say that an
idempotent x is non-trivial if x /∈ {0, 1}. Two elements x, y ∈ R are orthogonal if xy = 0.
We say that R is a principal ideal ring if every ideal of R is generated by a single element.
An ideal m ⊆ R is called maximal if m 6= R and there is no ideal m′ ( R with m ( m′. A
commutative ring R is local if it contains a unique maximal ideal m. We often consider chain
rings that are both local and principal. For example, all prime rings Zpn are chain rings and
so too are all finite fields. More generally, a k-generated local ring is a local ring for which
the maximal ideal is generated by k elements. See McDonald [19] for further background.
I Remark. When we speak of a “commutative ring with a linear order”, then in general the
ordering does not respect the ring operations (cf. the notion of ordered rings from algebra).
Systems of linear equations. We consider systems of linear equations over groups and
rings whose equations and variables are indexed by arbitrary sets, not necessarily ordered.
In the following, if I, J and X are finite and non-empty sets then an I × J matrix over X is
a function A : I × J → X. An I-vector over X is defined similarly as a function b : I → X.
A system of linear equations over a group G is a pair (A,b) with A : I × J → {0, 1} and
b : I → G. By viewing G as a Z-module (i.e. by defining the natural multiplication between
integers and group elements respecting 1 ·g = g, (n+1) ·g = n ·g+g, and (n−1) ·g = n ·g−g),
we write (A,b) as a matrix equation A · x = b, where x is a J-vector of variables that range
over G. The system (A,b) is said to be solvable if there exists a solution vector c : J → G
such that A · c = b, where we define multiplication of unordered matrices and vectors in
the usual way by (A · c)(i) = ∑j∈J A(i, j) · c(j) for all i ∈ I. We represent linear equation
systems over groups as finite structures over the vocabulary τles-g := {G,A, b}∪ τgroup, where
τgroup := {+, e} denotes the language of groups, G is a unary relation symbol (identifying
the elements of the group) and A, b are two binary relation symbols.
Similarly, a system of linear equations over a commutative ring R is a pair (A,b) where A
is an I × J matrix with entries in R and b is an I-vector over R. As before, we usually write
(A,b) as a matrix equation A · x = b and say that (A,b) is solvable if there is a solution
vector c : J → R such that A · c = b. In the case that the ring R is not commutative, we
represent linear systems in the form Al · x+ x ·Ar = b.
We consider three different ways to represent linear systems over rings as relational structures.
For simplicity, we restrict to commutative rings here. Firstly, we consider the case where
the ring is part of the structure. Let τles-r := {R,A, b} ∪ τring, where τring = {+, ·, 1, 0} is
the language of rings, R is a unary relation symbol (identifying the ring elements), and A
and b are ternary and binary relation symbols, respectively. Then a finite τles-r-structure S
describes the linear equation system (AS,bS) over the ring RS = (RS,+S, ·S). Secondly,
we consider a similar encoding but with the additional assumption that the elements of the
ring (and not the equations or variables of the equation systems) are linearly ordered. Such
systems can be seen as finite structures over the vocabulary τ6les-r := τles-r ∪ {6}. Finally, we
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consider linear equation systems over a fixed ring encoded in the vocabulary: for every ring R,
we define the vocabulary τles(R) := {Ar, br | r ∈ R}, where for each r ∈ R the symbols Ar
and br are binary and unary, respectively. A finite τles(R)-structure S describes the linear
equation system (A,b) over R where A(i, j) = r if, and only if, (i, j) ∈ ASr and similarly
for b (assuming that the ASr form a partition of I × J and that the bSr form a partition of I).
Finally, we frequently say that two linear equation systems S and S′ over a common
domain X are equivalent if either both systems are solvable over X or neither system is
solvable over X.
3 Solvability problems over different algebraic domains
It follows from the work of Atserias, Bulatov and Dawar [3] that FPC cannot express solvability
of linear equation systems (‘solvability problems’) over any class of (finite) groups or rings.
In this section we study solvability problems over such different algebraic domains in terms of
logical reductions. Our main result here is to show that the solvability problem over groups
(SlvAG) DTC-reduces to the corresponding problem over commutative rings (SlvCR) and
that solvability over commutative rings equipped with a linear ordering (SlvCR6) FP-
reduces to solvability over cyclic groups (SlvCycG). Note that over any non-Abelian group,
the solvability problem is NP-complete [11].
SlvCycG SlvAG
SlvCR6 SlvCR SlvR
SlvLRk SlvF SlvLR
FP DTC
DTC
FO-T
FP-T
Figure 1 Logical reductions between solv-
ability problems. Curved arrows (↪→) denote
inclusion of one class in another.
Our methods can be further adapted to
show that solvability over arbitrary (not ne-
cessarily commutative) rings (SlvR) DTC-
reduces to SlvCR. We then consider solvabil-
ity restricted to special classes of commutative
rings: local rings (SlvLR) and k-generated
local rings (SlvLRk), which generalises solvab-
ility over finite fields (SlvF). The reductions
that we establish are illustrated in Figure 1.
In the remainder of this section we describe
three of the outlined reductions: from com-
mutative rings equipped with a linear order
to cyclic groups, from groups to commutative
rings, and finally from general rings to com-
mutative rings. To give the reductions from commutative rings to local rings and from
k-generated local rings to commutative linearly ordered rings we need to delve further into
the theory of finite commutative rings, which is the subject of §4.
I Theorem 2. SlvCR6 ≤FP SlvCycG.
Proof. Consider a system of linear equations (A,b) over a commutative ring R of charac-
teristic m and let 6 be a linear order on R. In the following we describe a mapping that
translates the system (A,b) into a system of equations (A?,b?) over the cyclic group Zm
which is solvable if, and only if, (A,b) has a solution over R.
Let {g1, . . . , gk} ⊆ R be a (minimal) generating set for the additive group (R,+) and
let `i denote the order of gi. We consider the group generated by gi as a subgroup of
Zm, i.e. 〈gi〉 = Z`i ∼= (m/`i)Zm ≤ Zm. Then (R,+) ∼=
⊕
i(m/`i)Zm and we obtain a
unique representation for each element r ∈ R as r = (r1, . . . , rk) where ri ∈ (m/`i)Zm.
Similarly, we identify variables x ranging over R with tuples x = (x1, . . . , xk) where xi ranges
over (m/`i)Zm. Note that, in general, subgroups (m/`)Zm are definable in linear systems
over Zm: the equation ` · x = 0 ensures that the variable x takes values in (m/`)Zm.
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To translate linear equations over R into equivalent equations over Zm, we consider the
multiplication of a coefficient r ∈ R with a variable x with respect to the chosen representation,
i.e. the formal expression r · x = (r1, . . . , rk) · (x1, . . . , xk). If we write all products gi · gj of
pairs of generators as elements in
⊕
i(m/`i)Zm, then the product r ·x is uniquely determined
as a k-tuple of the form (
∑
i b
1
i,r · xi, . . . ,
∑
i b
k
i,r · xi), where for every ` ≤ k the coefficients
b`1,r, . . . , b
`
k,r only depend on r = (r1, . . . , rk) and `, and where xi ranges over (m/`i)Zm.
Furthermore, the decomposition
⊕
i(m/`i)Zm allows us to handle addition component-wise.
Hence, altogether we can translate each linear equation of the original system (A,b) into k
equations over Zm and obtain a system of linear equations (A?,b?) over Zm which is solvable
if, and only if, the original system (A,b) has a solution over R.
We proceed to show that the mapping (A,b) 7→ (A?,b?) can be expressed in FP. Here,
we crucially rely on the given order on R to fix a set of generators. More specifically, as we can
compute a set of generators in time polynomial in |R |, it follows from the Immerman-Vardi
theorem [17, 22] that there is an FP-formula φ(x) such that φ(x)R = {g1, . . . , gk} generates
(R,+) and g1 6 · · · 6 gk. Having fixed a set of generators, it is obvious that the map
ι : R→ (m/`1)Zm × · · · × (m/`k)Zm taking r 7→ (r1, . . . , rk), is FP-definable. Furthermore,
the map (l, i, r) 7→ bli,r can easily be formalised in FP, since we have bli,r =
∑k
j=1 rj · cijl
where cijl is the coefficient of gl in the expression gi · gj =
∑k
y=1 c
ij
y · gy. Splitting the original
system of equations component-wise into k systems of linear equations and combining them
again to a single system over Zm is trivial.
Finally, we note that a linear system over the ring Zm can be reduced to an equivalent
system over the group Zm, by rewriting terms ax with a ∈ Zm as x+x+ · · ·+x (a-times). J
So far, we have shown that solvability problems over linearly ordered commutative rings can
be reduced to solvability problems over basic groups. This raises the question whether a
translation in the other direction is also possible; that is, whether we can reduce solvability
over groups to solvability over commutative rings. Essentially, such a reduction requires an
interpretation of a commutative ring in a group, which is what we describe in the proof of
the following theorem.
I Theorem 3. SlvAG ≤DTC SlvCR.
Proof. Let (A,b) be a system of linear equations over a group (G,+G, e), where A ∈ {0, 1}I×J
and b ∈ GI . For the reduction, we first construct a commutative ring φ(G) from G and then
lift (A,b) to a system of equations (A?,b?) which is solvable over φ(G) if, and only if, (A,b)
is solvable over G.
We consider G as a Z-module in the usual way and write ·Z for multiplication of group
elements by integers. Let d be the least common multiple of the order of all group elements.
Then we have ordG(g) | d for all g ∈ G, where ordG(g) denotes the order of g. This allows us
to obtain from ·Z a well-defined multiplication of G by elements of Zd = {[0]d, . . . , [d− 1]d}
which commutes with group addition. We write +d and ·d for addition and multiplication
in Zd, where [0]d and [1]d denote the additive and multiplicative identities, respectively.
We now consider the set G × Zd as a group, with component-wise addition defined by
(g1,m1) + (g2,m2) := (g1 +G g2,m1 +d m2), for all (g1,m1), (g2,m2) ∈ G× Zd, and identity
element 0 = (e, [0]d). We endow G × Zd with a multiplication • which is defined as
(g1,m1) • (g2,m2) :=
(
(g1 ·Z m2 +G g2 ·Z m1), (m1 ·d m2)
)
.
It is easily verified that this multiplication is associative, commutative and distributive
over +. It follows that φ(G) := (G × Zd,+, •, 1, 0) is a commutative ring, with identity
1 = (e, [1]d). For g ∈ G and z ∈ Z we set g := (g, [0]d) ∈ φ(G) and z := (e, [z]d) ∈ φ(G). Let
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ι : Z ∪G→ φ(G) be the map defined by x 7→ x. Extending ι to relations in the obvious way,
we write A? := ι(A) ∈ ι(Zd)I×J and b? := ι(b) ∈ ι(G)I .
Claim. The system (A?,b?) is solvable over φ(G) if, and only if, (A,b) is solvable over G.
Proof of claim. In one direction, observe that a solution s to (A,b) gives the solution ι(s) to
(A?,b?). For the other direction, suppose that s ∈ φ(G)J is a vector such that A? · s = b?.
Since each element (g, [m]d) ∈ φ(G) can be written uniquely as (g, [m]d) = g +m, we write
s = sg + sn, where sg ∈ ι(G)J and sn ∈ ι(Zd)J . Observe that we have g •m ∈ ι(G) ⊆ φ(G)
and n •m ∈ ι(Zd) ⊆ φ(G) for all g ∈ G and n,m ∈ Z. Hence, it follows that A? · sn ∈ ι(Zd)I
and A? · sg ∈ ι(G)I . Now, since b? ∈ ι(G)I , we have b? = A? · s = A? · sg +A? · sn = A? · sg.
Hence, sg gives a solution to (A,b), as required.
All that remains is to show that our reduction can be formalised as a DTC-interpretation.
Essentially, this comes down to showing that the ring φ(G) can be interpreted in G by
formulas of DTC. By elementary group theory, we know that for elements g ∈ G of maximal
order we have ord (g) = d. It is not hard to see that the set of group elements of maximal
order can be defined in DTC; hence, we can interpret Zd in G. Also, it is not hard to show
that the the multiplication of φ(G) is DTC-definable, which completes the proof. J
We conclude this section by describing a DTC-reduction from the solvability problem over
general rings R to solvability over commutative rings. As a technical preparation, we first
give a first-order interpretation that transforms a linear equation systems over R into an
equivalent system with the following property: the linear equation system is solvable if, and
only if, the solution space contains a numerical solution, i.e. a solution over Z.
For convenience, we only consider left-multiplicative linear systems, which are systems of
the form A · x = b; however, the more general case of linear equation systems of the form
Al · x+ x ·Ar = b can be treated similarly.
I Lemma 4. There is an FO-interpretation I of τles-r in τles-r such that for every linear
system S : A · x = b over R, I(S) describes a linear system S? : A? ·Z x? = b? over the
Z-module (R,+) such that S is solvable over R if, and only if, S? has a solution over Z.
Proof (sketch). Let A ∈ RI×J and b ∈ RI . For S?, we introduce for each variable xj
(j ∈ J) and each element s ∈ R a new variable xsj , i.e. the index set for the variables of S? is
J ×R. Finally, we replace all terms of the form rxj by
∑
s∈R rsx
s
j . J
By Lemma 4, we can restrict to linear systems (A,b) over the Z-module (R,+) that have
numerical solutions. At this point, we reuse our construction from Theorem 3 to obtain a
linear system (A?,b?) over the commutative ring R? := φ((R,+)), where A? := ι(A) and
b? := ι(b). We claim that (A?,b?) is solvable over R? if, and only if, (A,b) is solvable
over R. For the non-trivial direction, suppose s is a solution to (A?,b?) and decompose
s = sg +sn into group elements and number elements, as explained in the proof of Theorem 3.
Recalling that r1 • r2 = 0 for all r1, r2 ∈ R, it follows that A? • (sg + sn) = A? • sn = b?.
Hence, there is a solution sn to (A?,b?) that consists only of number elements, as claimed.
I Theorem 5. SlvR ≤DTC SlvCR.
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4 The structure of finite commutative rings
In this section we study structural properties of (finite) commutative rings and present the
remaining reductions for solvability outlined in §3: from commutative rings to local rings,
and from k-generated local rings to commutative rings with a linear order. Recall that a
commutative ring R is local if it contains a unique maximal ideal m. The importance of the
notion of local rings comes from the fact that they are the basic building blocks of finite
commutative rings. We start by summarising some of their useful properties.
I Proposition 6 (Properties of local rings). For any finite commutative ring R we have:
If R is local, then the unique maximal ideal is m = R \R×.
R is local if, and only if, all idempotent elements in R are trivial.
If x ∈ R is idempotent then R = x ·R⊕ (1− x) ·R as a direct sum of rings.
If R is local then its cardinality (and hence its characteristic) is a prime power.
By this proposition we know that finite commutative rings can be decomposed into local
summands that are primary ideals generated by pairwise orthogonal idempotent elements.
Indeed, this decomposition is unique (for details, see e.g. [5]).
I Proposition 7 (Decomposition into local rings). Let R be a (finite) commutative ring. Then
there is a unique set B(R) ⊆ R of pairwise orthogonal idempotents elements for which it holds
that (i) e ·R is local for each e ∈ B(R); (ii) ∑e∈B(R) e = 1; and (iii) R = ⊕e∈B(R) e ·R.
We next show that the ring decomposition R =
⊕
e∈B(R) e · R is FO-definable. As a first
step, we note that B(R) (the base of R) is FO-definable over R.
I Lemma 8. There is φ(x) ∈ FO(τring) such that φ(x)R = B(R) for commutative rings R.
Proof (sketch). It can be shown that B(R) consists precisely of those non-trivial idempotent
elements of R which cannot be expressed as the sum of two orthogonal non-trivial idempotents,
which is a first-order definable property. In particular, if R is local then trivially B(R) = {1}.
To test for locality, it suffices by Proposition 6 to check whether all idempotent elements in
R are trivial and this can be expressed easily in first-order logic. J
The next step is to show that the canonical mapping R→⊕e∈B(R) e ·R can be defined in FO.
To this end, recall from Proposition 6 that for every e ∈ B(R) (indeed, for any idempotent
element e ∈ R), we can decompose the ring R as R = e ·R⊕ (1− e) ·R. This fact allows us
to define for all base elements e ∈ B(R) the projection of elements r ∈ R onto the summand
e ·R in first-order logic, without having to keep track of all local summands simultaneously.
I Lemma 9. There is a formula ψ(x, y, z) ∈ FO(τring) such that for all rings R, e ∈ B(R)
and r, s ∈ R, it holds that (R, e, r, s) |= ψ if, and only if, s is the projection of r onto e ·R.
It follows that any relation over R can be decomposed in first-order logic according to the
decomposition of R into local summands. In particular, a linear equation system (A | b)
over R is solvable if, and only if, each of the projected linear equation systems (Ae | be) is
solvable over eR. Hence, we obtain:
I Theorem 10. SlvCR ≤FO-T SlvLR.
In §3 we proved that solvability over rings with a linear ordering can be reduced in fixed-point
logic to solvability over cyclic groups. This naturally raises the question: which classes
of rings can be linearly ordered in fixed-point logic? By Lemma 9, we know that for this
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question it suffices to focus on local rings, which have a well-studied structure. The simplest
type of local ring are rings of the form Zpn and the natural ordering of such rings can be
easily defined by a formula of FP. Moreover, the same holds for finite fields as they have
a cyclic multiplicative group [16]. In the following lemma, we are able to generalise these
insights in a strong sense: for any fixed k ≥ 1 we can define an ordering on the class of all
local rings for which the maximal ideal is generated by at most k elements. We refer to such
rings as k-generated local rings. Note that for k = 1 we obtain the notion of chain rings which
include all finite fields and rings of the form Zpn . For increasing values of k the structure
of k-generated local rings becomes more and more sophisticated. For instance, the ring
Rk = Z2[X1, . . . , Xk]/(X21 , . . . , X2k) is a k-generated local ring which is not (k− 1)-generated.
I Lemma 11 (Ordering k-generated local rings). There is an FP-formula φ(x, z1, . . . , zk; v, w)
such that for all k-generated local rings R there are α, pi1, . . . , pik ∈ R such that
φR(α/x, ~pi/~z; v, w) = {(a, b) ∈ R×R | (R,α, ~pi; a, b) |= φ}, is a linear order on R.
Proof. Firstly, there are FP-formulas φu(x), φm(x), φg(x1, . . . , xk) that define in each k-
generated local ring R the set of units, the maximal ideal m (which is the set of non-units)
and the property of being a set of size k that generatesm, respectively. More specifically, for all
(pi1, . . . , pik) ∈ φRg we have that
∑
i piiR = φRm is the maximal ideal of R and R× = φRu = R\m.
In particular there is a first-order interpretation of the field k := R/m in R.
The idea of the proof is to represent the elements of R as polynomial expressions of
a certain kind. Let q := | k | and define Γ(R) := {r ∈ R : rq = r}. It can be seen that
Γ(R) \ {0} forms a multiplicative group which is known as the Teichmüller coordinate set [5].
Now, the map ι : Γ(R) → k defined by r 7→ r +m is a bijection. Indeed, for two different
units r, s ∈ Γ(R) we have r − s /∈ m. Otherwise, we would have r − s = x for some x ∈ m
and thus r = (s + x)q = s +
∑q
k=1
(
q
k
)
xksq−k. Since q ∈ m and r − s = x we obtain that
x = xy for some y ∈ m. Hence x(1− y) = 0 and since (1− y) ∈ R× this means x = 0.
As explained above, we can define in FP an order on k by fixing a generator α ∈ k×
of the cyclic group k×. Combining this order with ι−1, we obtain an FP-definable order
on Γ(R). The importance of Γ(R) lies in the fact that every ring element can be expressed as a
polynomial expression over a set of k generators of the maximal ideal m with coefficients lying
in Γ(R). To be precise, let pi1, . . . , pik ∈ m be a set of generators form, i.e.m = pi1R+· · ·+pikR,
where each pii has nilpotency ni for 1 ≤ i ≤ k. We claim that we can express r ∈ R as
r =
∑
(i1,...,ik)≤lex(n1,...,nk)
ai1···ikpi
i1
1 · · ·piikk , with ai1···ik ∈ Γ(R). (P)
To see this, consider the following recursive algorithm:
If r ∈ R×, then for a unique a ∈ Γ(R) we have that r ∈ a+m, so r = a+(pi1r1+· · ·+pikrk)
for some r1, . . . , rk ∈ R and we continue with r1, . . . , rk.
Else r ∈ m, and r = pi1r1 + · · ·+ pikrk for some r1, . . . , rk ∈ R; continue with r1, . . . , rk.
Observe that for all pairs a, b ∈ Γ(R) there exist elements c ∈ Γ(R), r ∈ m such that
apii11 · · ·piikk + bpii11 · · ·piikk = cpii11 · · ·piikk + rpii11 · · ·piikk . Since pii11 · · ·piikk = 0 if il ≥ nl for some
1 ≤ l ≤ k, the process is guaranteed to stop and the claim follows.
Note that this procedure neither yields a polynomial-time algorithm nor do we obtain a
unique expression, as for instance, the choice of elements r1, . . . , rk ∈ R (in both recursion
steps) need not to be unique. However, knowing only the existence of an expression of this
kind, we can proceed as follows. For any sequence of exponents (`1, . . . , `k) ≤lex (n1, . . . , nk)
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define the ideal R[`1, . . . , `k] E R as the set of all elements having an expression of the
form (P) where ai1···ik = 0 for all (i1, . . . , ik) ≤lex (`1, . . . , `k).
It is clear that we can define the ideal R[`1, . . . , `k] in FP. Having this, we can use the
following recursive procedure to define a unique expression of the form (P) for all r ∈ R:
Choose the minimal (i1, . . . , ik) ≤lex (n1, . . . , nk) such that r = apii11 · · ·piikk + s for some
(minimal) a ∈ Γ(R) and s ∈ R[i1, . . . , ik]. Continue the process with s.
Finally, the lexicographical ordering induced by the ordering on n1×· · ·×nk and the ordering
on Γ(R) yields an FP-definable order on R (with parameters for generators of k× and m). J
I Corollary 12. SlvLRk ≤FP-T SlvCR6 ≤FP SlvCycG.
5 Solvability problems under logical reductions
In the previous two sections we studied reductions between solvability problems over different
algebraic domains. Here we change our perspective and investigate classes of queries that
are reducible to solvability over a fixed commutative ring. Our motivation for this work was
to study extensions of first-order logic with generalised quantifiers which express solvability
problems over rings. In particular, the aim was to establish various normal forms for such
logics. However, rather than defining a host of new logics in full detail, we state our results
in this section in terms of closure properties of classes of finite structures that are themselves
defined by reductions to solvability problems. We explain the connection between the specific
closure properties and the corresponding logical normal forms in more detail below.
To state our main results formally, let R be a commutative ring and write Slv(R) to
denote the solvability problem over R, as a class of τles(R)-structures. Let ΣqfFO(R) and
ΣFO(R) denote the classes of queries that are reducible to Slv(R) under quantifier-free and
first-order many-to-one reductions, respectively. Then we show that ΣqfFO(R) and ΣFO(R) are
closed under first-order operations for any commutative ring R, which also shows that ΣqfFO(R)
contains any FO-definable query. Furthermore, we prove that if R has prime characteristic,
then ΣqfFO(R) and ΣFO(R) are closed under oracle queries. Thus, if we denote by ΣTFO(R) the
class of queries reducible to Slv(R) by first-order Turing reductions, then for all commutative
rings R of prime characteristic the three solvability reduction classes coincide, i.e. we have
ΣqfFO(R) = ΣFO(R) = ΣTFO(R).
To relate these results to logical normal forms, we let D = Slv(R) and write FOSR :=
FO(〈QD〉) to denote first-order logic extended by generalised Lindström quantifiers deciding
solvability over R. Then the closure of ΣFO(R) under first-order operations amounts to
showing that the fragment of FOSR which consists of formulas without nested solvability
quantifiers has a normal form which consists of a single application of a solvability quantifier
to a first-order formula. Moreover, for the case when R has prime characteristic, the closure
of ΣqfFO(R) = ΣFO(R) under first-order oracle queries amounts to showing that nesting of
solvability quantifiers can be reduced to a single quantifier. It follows that FOSR has a strong
normal form: one application of a solvability quantifier to a quantifier-free formula suffices.
5.1 Closure under first-order operations
Let R be a fixed commutative ring of characteristic m. In this section we prove the closure
of ΣqfFO(R) and ΣFO(R) under first-order operations. To this end, we need to establish a
couple of technical results. Of particular importance is the following key lemma, which gives
a simple normal form for linear equation systems: up to quantifier-free reductions, we can
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restrict ourselves to linear systems over rings Zm, where the constant term of every equation
is 1 ∈ Zm. The proof of the lemma crucially relies on the fact that the ring R is fixed.
I Lemma 13 (Normal form for linear equation systems). There is a quantifier-free interpretation
I of τles(Zm) in τles(R) so that for all τles(R)-structures S it holds that
I(S) is an equation system (A,b) over Zm, where A is a {0, 1}-matrix and b = 1; and
S ∈ Slv(R) if, and only if, I(S) ∈ Slv(Zm).
Proof. We describe I as the composition of three quantifier-free transformations: the first
one maps a system (A,b) over R to an equivalent system (B, c) over Zm, where m is the
characteristic of R. Secondly, (B, c) is mapped to an equivalent system (C,1) over Zm.
Finally, we transform (C,1) into an equivalent system (D,1) over Zm, where D is a {0, 1}-
matrix. The first transformation is obtained by adapting the proof of Theorem 2. It can be
seen that first-order quantifiers and fixed-point operators are not needed if R is fixed.
For the second transformation, suppose that B is an I × J matrix and c a vector indexed
by I. We define a new linear equation system T which has in addition to all the variables
that occur in S, a new variable ve for every e ∈ I and a new variable wr for every r ∈ R. For
every element r ∈ Zm, we include in T the equation (1− r)w1 + wr = 1. It can be seen that
this subsysem of equations has a unique solution given by wr = r for all r ∈ Zm. Finally,
for every equation
∑
j∈J B(e, j) · xj = c(e) in S (indexed by e ∈ I) we include in T the two
equations ve +
∑
j∈J B(e, j) · xj = 1 and ve + wc(e) = 1.
Finally, we translate the system T : Cx = 1 over Zm into an equivalent system over
Zm in which all coefficients are either 0 or 1. For each variable v in T, the system has the
m distinct variables v0, . . . , vm−1 together with equations vi = vj for i 6= j. By replacing
all terms rv by
∑
1≤i≤r vi we obtain an equivalent system. However, in order to establish
our original claim we need to rewrite the auxiliary equations of the form vi = vj as a set
of equations whose constant terms are equal to 1. To achieve this, we introduce a new
variable v−j for each vj , and the equation vj + v−j + w1 = 1. Finally, we rewrite vi = vj as
vi + v−j + w1 = 1. The resulting system is equivalent to T and has the desired form. J
I Corollary 14. ΣqfFO(R) = Σ
qf
FO(Zm), ΣFO(R) = ΣFO(Zm) and ΣTFO(R) = ΣTFO(Zm).
It is a basic fact from linear algebra that solvability of a linear equation system A · x = b is
invariant under applying elementary row and column operations to the augmented coefficient
matrix (A | b). Over fields, this insight justifies the method of Gaussian elimination, which
transforms the augmented coefficient matrix of a linear system into row echelon form. Over
the integers, a generalisation of this method can be used to transform a linear system into
Hermite normal form. The following lemma shows that a similar normal form exists over
chain rings. The proof uses the fact that in a chain ring R, divisibility is a total preorder.
I Lemma 15 (Hermite normal form). For every k × `-matrix A over a chain ring R, there
exists an invertible k × k-matrix S and an `× `-permutation matrix T so that
SAT =
(
Q
0
)
with Q =
a11 · · · ?0 . . . ...
0 0 akk
 ,
where a11 | a22 | a33 | · · · | akk and for all 1 ≤ i, j ≤ k it holds that aii | aij.
Now we are ready to prove the closure of ΣqfFO(R) and ΣFO(R) under first-order operations.
First of all, it can be seen that conjunction and universal quantification can be handled
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easily by combining independent subsystems into a single system. Thus, the only non-trivial
part of the proof is to establish closure under complementation. To do that, we describe an
appropriate reduction that translates from non-solvability to solvability of linear systems.
First of all, we consider the case where R has characteristic m = p for a prime p. In
this case we know that ΣqfFO(R) = Σ
qf
FO(Zp) and ΣFO(R) = ΣFO(Zp) by Corollary 14, where
Zp is a finite field. Over fields, the method of Gaussian elimination guarantees that a
linear equation system (A,b) is not solvable if, and only if, for some vector x we have
x · (A | b) = (0, . . . , 0, 1). In other words, the vector b is not in the column span of A if, and
only if, the vector (0, . . . , 0, 1) is in the row span of (A | b). This shows that (A | b) is not
solvable if, and only if, the system ((A | b)T , (0, . . . , 0, 1)T ) is solvable. In other words, over
fields this reasoning translates the question of non-solvability to the question of solvability.
In the proof of the next lemma, we generalise this approach to chain rings, which enables us
to translate from non-solvability to solvability over all rings of prime-power characteristic.
I Lemma 16 (Non-solvability over chain rings). Let (A,b) be a linear equation system over a
chain ring R with maximal ideal piR and let n be the nilpotency of pi. Then (A,b) is not
solvable over R if, and only if, there is a vector x such that x · (A | b) = (0, . . . , 0, pin−1).
Proof. If such a vector x exists, then (A,b) is not solvable. On the other hand, if no such x
exists, then we apply Lemma 15 to transform the augmented matrix (A | b) into Hermite
normal form (A′ | b′) with respect to A (that is, A′ = SAT as in Lemma 15 and b′ = Sb).
We claim that for every row index i, the diagonal entry aii in the transformed coefficient
matrix A′ divides the i-th entry of the transformed target vector b′. Towards a contradiction,
suppose that there is some aii not dividing b′i. Then aii is not a non-unit in R and can be
written as aii = upit for some unit u and t ≥ 1. By Lemma 15, it holds that aii divides
every entry in the i-th row of A′ and thus we can multiply the i-th row of the augmented
matrix (A′ | b′) by an appropriate non-unit to obtain a vector of the form (0, . . . , 0, pin−1),
contradicting our assumption. Hence, in the transformed augmented coefficient matrix,
diagonal entries divide all entries in the same row, which implies solvability of (A | b). J
Along with our previous discussion, Lemma 16 now yields the closure of ΣqfFO(R) and ΣFO(R)
under complementation if R has prime-power characteristic. For a linear systems (A,b) over
a non-local ring Zm (i.e. m is not a prime power), we can consider the decomposition of Zm
into a direct sum of local rings and apply the Chinese remainder theorem.
I Theorem 17. ΣqfFO(R), ΣFO(R) and ΣTFO(R) are closed under first-order operations.
5.2 Solvability over rings of prime characteristic
From now on we assume that the commutative ring R is of prime characteristic p. We prove
that in this case, the three reduction classes ΣqfFO(R), ΣFO(R) and ΣTFO(R) coincide. First
of all, we note that, by definition, we have ΣqfFO(R) ⊆ ΣFO(R) ⊆ ΣTFO(R). Also, since we
know that solvability over R can be reduced to solvability over Zp (Corollary 14), it suffices
for our proof to show that ΣqfFO(Zp) ⊇ ΣTFO(Zp). Furthermore, by Theorem 17 it follows
that ΣqfFO(Zp) is closed under first-order operations, so it only remains to prove closure
under oracle queries. Recalling that the original motivation for this study was to establish
normal forms for logics with solvability quantifiers, it can be seen that proving closure under
oracle queries corresponds to showing that for every formula of FOSR with nested solvability
quantifiers, where R has prime characteristic, there is an equivalent FOSR-formula with
no nested solvability quantifiers. Since ΣqfFO(R) is closed under first-order operations, any
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FO-definable query is contained in ΣqfFO(R); thus, we can conclude that every FOSR-formula
is equivalent to the single application of a solvability quantifier to a quantifier-free formula.
x
x
Ak
Al
~a
~b
·x = 1 O(A)
I(~a,~b)(A)
C~a~b · y = 1
Figure 2 Each entry (~a,~b) of the coefficient mat-
rix of the outer linear equation system O(A) is de-
termined by the corresponding inner linear system
C~a~b · y = 1 described by I(~a,~b)(A): this entry is 1
if I(~a,~b)(A) is solvable and 0 otherwise.
More specifically in terms of the classes
ΣqfFO(Zp), it can be seen that proving clos-
ure under oracle queries amounts to show-
ing that nesting of linear equation sys-
tems can be reduced to a single system
only. To formalise this, let I(~x, ~y) be a
quantifier-free interpretation of τles(Zp) in
σ with parameters ~x, ~y of length k and l,
respectively. We extend the signature σ to
σX := σ ∪ {X} and restrict our attention
to those σX -structures A (with domain A)
where the relation symbol X is interpreted
as XA = {(~a,~b) ∈ Ak×l | I(~a,~b)(A) ∈
Slv(Zp)}. Then it remains to show that
for any quantifier-free interpretation O of
τles(Zp) in σX , there is a quantifier-free interpretation of τles(Zp) in σ that describes linear
equation systems equivalent to O. Hereafter, for any σX -structure A and tuples ~a and ~b, we
will refer to O(A) as an “outer” linear equation system and refer to I(~a,~b)(A) as an “inner”
linear equation system. By applying Lemma 13 and Theorem 17, it is sufficient to consider
the case where for σX -structures A, O(A) describes a linear system (M,1), where M is the
{0, 1}-matrix of the relation XA. For an illustration of this setup, see Figure 2.
I Theorem 18 (Closure under oracle queries). For I, O as above, there exists a quantifier-free
interpretation K of τles(Zp) in σ such that for all σX-structures A it holds that O(A) ∈
Slv(Zp) if, and only if, K(A) ∈ Slv(Zp).
Proof. For a σ-structure A, let Mo denote the {0, 1}-coefficient matrix of the outer linear
equation system O(A). Then for (~a,~b) ∈ Ak×l we have Mo(~a,~b) = 1 if, and only if, the inner
linear system I(~a,~b)(A) is solvable. By identifying the variables of O(A) by {v~b | ~b ∈ Al},
we can express the equations of O(A) as ∑~b∈Al Mo(~a,~b) · v~b = 1, for ~a ∈ Ak.
We begin to construct the system K(A) over the set of variables {v~a,~b | (~a,~b) ∈ Ak×l}
by including the equations
∑
~b∈A v~a,~b = 1 for all ~a ∈ Ak. Our aim is to extend K(A) by
additional equations so that in every solution to K(A), there are values v~b ∈ Zp such that
for all ~a ∈ Ak, we have v~a,~b = Mo(~a,~b) · v~b. Assuming this to be true, it is immediate that
O(A) is solvable if, and only if, K(A) is solvable, which is what we want to show.
In order to enforce the condition “v~a,~b = Mo(~a,~b) · v~b” by linear equations, we need to
introduce a number of auxilliary linear subsystems to K(A). The reason why we cannot
express this condition directly by a linear equation is because Mo(~a,~b) is determined by
solvability of the inner system I(~a,~b)(A). Therefore, if we were to treat both the elements of
Mo(~a,~b) and the v~b as individual variables, then that would require to express the non-linear
term Mo(~a,~b) · v~b. To overcome this issue, we introduce new subsystems in K(A) to ensure
that for all ~a,~b,~c ∈ A:
if v~a,~b 6= 0 then Mo(~a,~b) = 1; and (∗)
if v~a,~b 6= v~c,~b then {Mo(~a,~b),Mo(~c,~b)} = {0, 1}. (†)
Assuming we have expressed (∗) and (†), it can be seen that solutions of K(A) directly
translate into solutions for O(A) and vice versa. To express (∗) we proceed as follows: for
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each (~a,~b) ∈ Ak×l we introduce I(~a,~b)(A) as an independent linear subsystem in K(A) in
which we additionally add to each single equation the term (v~a,~b + 1). Now, if in a solution
of K(A) the variable v~a,~b is evaluated to 0, then the subsystem corresponding to I(~a,~b)(A) is
trivially solvable (recall, that the target vector is 1). However, if a non-zero value is assigned
to v~a,~b, then this value is a unit in Zp and thereby a solution for K(A) necessarily contains a
solution of the subsystem I(~a,~b)(A); that is, we have Mo(~a,~b) = 1.
For (†) we follow a similar approach. For fixed tuples ~a, ~b and ~c, the condition on the
right-hand side of (†) is a simple Boolean combination of solvability queries. Hence, by
Theorem 17, this combination can be expressed by a single linear equation system. Again we
embed the respective linear equation system as a subsystem in K(A) where we add to each of
its equations the term (1 + v~a,~b − v~c,~b). With the same reasoning as above we conclude that
this imposes the constraint (†) on the variables v~a,~b and v~c,~b, which concludes the proof. J
I Corollary 19. If R has prime characteristic, then ΣqfFO(R) = ΣFO(R) = ΣTFO(R).
As explained above, our results have some important consequences. For a prime p, let us
denote by FOSp first-order logic extended by quantifiers deciding solvability over Zp, similar
to what we have discussed before. Corresponding extensions of first-order logic by rank
operators over prime fields (FORp) were studied by Dawar et al. [8]. Their results imply
that FOSp = FORp over ordered structures, and that both logics have a strong normal form
over ordered structures, i.e. that every formula is equivalent to a formula with only one
application of a solvability or rank operator, respectively [21]. Corollary 19 allows us to
generalise the latter result for FOSp to arbitrary structures.
I Corollary 20. Every φ ∈ FOSp is equivalent to a formula with a single solvability quantifier.
6 Discussion
Motivated by the question of finding extensions of FPC to capture larger fragments of
PTIME, we have analysed the (inter-)definability of solvability problems over various classes
of algebraic domains. Similar to the notion of rank logic [8] one can consider solvability
logic, which is the extension of FPC by (generalised Lindström) quantifiers that decide
solvability of linear equation systems. In this context, our results from §3 and §4 can be
seen to relate fragments of solvability logic obtained by restricting quantifiers to different
algebraic domains, such as Abelian groups or commutative rings. We have also identified
many classes of algebraic structures over which the solvability problem reduces to the very
basic problem of solvability over cyclic groups of prime-power order. This raises the question,
whether a reduction even to groups of prime order is possible. In this case, solvability logic
would turn out to be a fragment of rank logic.
With respect to specific algebraic domains, we proved that FPC can define a linear
order on the class of all k-generated local rings, i.e. on classes of local rings for which every
maximal ideal can be generated by k elements, where k is a fixed constant. Together with
our results from §4, this can be used to show that all natural problems from linear algebra
over (not necessarily local) k-generated rings reduce to problems over ordered rings under
FP-reductions. An interesting direction of future research is to explore how far our techniques
can be used to show (non-)definability in fixed-point logic of other problems from linear
algebra over rings.
Finally, we mention an interesting topic of related research, which is the logical study of
permutation group membership problems (GM for short). An instance of GM consists of a
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set Ω, a set of generating permutations pi1, . . . , pin on Ω and a target permutation pi, and
the problem is to decide whether pi is generated by pi1, . . . , pin. This problem is known to be
decidable in polynomial time (indeed it is in NC [4]). We can show that all the solvability
problems we have studied in this paper reduce to GM under first-order reductions (basically,
an application of Cayley’s theorem). In particular this shows that GM is not definable in
FPC. By extending fixed-point logic by a suitable operator for GM we therefore obtain a
logic which extends rank logics and in which all studied solvability problems are definable.
This logic is worth a further study as it can uniformly express all problems from (linear)
algebra that have been considered so far in the context of understanding the descriptive
complexity gap between FPC and PTIME.
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