1. document retrieval latency, 2. data availability, for example, through replication, 3. network resource utilization, and 4. network congestion.
Several techniques have been developed to meet the demand for faster and more efficient access to the Internet. These techniques include caching, prefetching, pushing, and replication.
Caching and prefetching are standard techniques used in distributed systems to reduce the user response time. Caching was applied to the Web early on for this reason. To improve its efficiency, the caching-proxy idea has been developed. Caching documents close to clients that need them reduces the number of server requests and the traffic associated with them. Client-side prefetching has recently gained much attention because of its potential performance benefits without requiring complicated changes or additions to Web servers. The basic idea of prefetching stems from the fact that, after retrieving a page from a server, a user usually spends some time viewing the page and, during this period, the generally idle network link can be used to fetch some files in anticipation.
Pushing, similarly to multicasting, saves the bandwidth usage by sending out the information just once instead of sending one copy to every single user. However, real pushing is difficult to implement in the Web due to the diversity of users' needs in terms of content, as well as time differences when users need to receive the information. For this reason, the push functions included in commercial browsers and servers are ªclient pulling,º i.e., the client requests the files periodically from the servers.
The primary aim of replication is to increase data availability and to reduce the load on a server by balancing the service accesses among the replicated Web Servers (WSs). Specific strategies have been proposed to distribute the processing load among replicated WSs. The vast majority of the load distribution strategies for replicated WSs assume that these WSs are replicated within a cluster of resources and that access to them is governed by the cluster DNS server. These strategies aim to maximize throughput at WSs rather than minimize the user response time and pay little attention to such issues as client latency time over the Internet.
A practical approach to the provision of responsive Web services is based on replicating Web servers at distinct sites distributed across the Internet, rather than within a single cluster. Different approaches have been proposed for geographical replication. In the push-caching approach, when the load of a Web server exceeds some limit, the server replicates (pushes) the most popular of its documents to other geographically distributed cooperating servers that have reduced load so that clients will be able to make future requests for these documents from other servers. Cooperating servers can be either ad hoc servers or client proxies. Push-caching improves the availability and decreases the access time only for popular documents. In addition, the replication of the information (when the load of a Web server exceeds some limit) introduces an additional load both on the server and on the network links that interconnects the server to the Internet.
This special section contains seven papers that tackle the above issues. Specifically, five papers employ caching as a mechanism to improve QoS in Web services. The impact of multimedia services and mobile users on caching is also investigated. Replication policies are investigated in the fifth paper. The next paper is about reducing load on Web servers, while the last paper stresses the importance of fair scheduling in routers to improve QoS.
In the first paper, Tang and Chanson propose a new cache management scheme for en-route Web caching. This scheme integrates object placement as well as replacement policies, unlike previous strategies which consider one or the other. In coordinated Web caching, when and where to place objects is determined by coordination among cache nodes.
The second paper, by Cao, addresses the issues of cache invalidation and proposes a proactive caching technique for mobile environments. His work is built on an existing technique that periodically broadcasts invalidation reports. The proposed scheme shows significant improvement in bandwidth utilization for data broadcasting and reduction in the battery consumption.
The delivery of video objects on the Internet has gained importance in recent times. Proxy caching is an important approach to improve efficiency of video delivery. Cachebased distribution of layered encoded video by Kangasharju et al. is the topic of the next paper. This paper studies the caching schemes for layered encoded video and considers constraints of both cache size and link capacity.
Pierre et al. describe self-replicating Web documents in the next paper. The authors study how to reduce userperceived response time through Web document replication and caching. A new policy for self-replication of Web documents and a formal method to select the best replication strategy for each document is investigated.
Bhide et al. investigate adaptive push-pull for disseminating dynamic Web data. This paper points out a new requirement for dynamic dataÐthe temporal coherency and takes advantage of the hierarchical organization of servers and proxies to address the problem of disseminating data on the Web. This research work is of significance as the amount of information on the Web is expected to increase.
Cherkasova and Phaal propose a session-based admission control scheme that prevents commercial Web servers from becoming overloaded and guarantees longer sessions will be completed. The paper provides both analytical and experimental results to evaluate the proposed admission control algorithm. The novelty is the use of admission control-based schemes to design dependable commercial Web applications.
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