Abstract-In robot and sensor networks, one of the key challenges is to decide when and where to deploy sensory resources to gather information of optimal value. The problem is essentially one of planning, scheduling and controlling the sensors in the network to acquire data from an environment that is constantly varying. The dynamic nature of the problem precludes the use of traditional rule-based strategies that can handle only quasi-static context changes. Automatic context derivation procedures are thus essential for providing fault recovery and fault pre-emption in such systems.
I. INTRODUCTION
Sensor and actuator networks are gaining increasing attention in cross disciplinary research in robotics and networking due to promising real-world applications that include environmental monitoring [9] , robotic swarms [6] , agricultural management [2] , elderly care [12] , habitat monitoring [8] , homeland security and transportation [7] .
Suppose a future sensing-network company is faced with the challenge of providing a deployment and operating solution to one such application. It must first decide on a configuration for the stationary sensors that provides maximal coverage while using minimal resources. Then it must come up with a strategy to plan, schedule and control the sensors in the network in order to acquire data from the dynamic environment. These two design specifications depart significantly from the current emphasis in sensor network research [1] that emphasizes system level issues, such as communication [5] , power consumption, miniaturization, scalability [9] , and security [3] . The complementary technology presented in this paper is necessary for practical and deployable sensor networks.
For a sensor network system to deliver on its promises, issues related to information acquisition as well as processing need more attention. Run-time failures can include node crashes and link failures, but also degradation in the quality of observed data or even blackouts caused by inadequate sensor coverage in high interest regions. Further, offline hand-coding of fixed courses of action doesn't respond well to changing situations. Automatic context derivation procedures are essential to deploy scalable information gathering networks. In this paper, we develop ideas based on these observations that lead to automatic context derivation and resource management policies in sensor networks. We shall demonstrate the effectiveness of our approach in a people tracking application using a network of multiple cameras.
Research on multi-sensor networks devoted to human tracking and identification that are closely related to this paper can be found in [11] , [10] and [13] . An integrated system has been proposed in [14] for human tracking and face recognition using an active camera network. In [4] , a practical distributed vision system based on dynamic memory has been presented. However, in most of the current systems the emphasis is on algorithms that are designed to function only in a preconfigured network configuration. Important issues concerning sensor reconfiguration in the event of failures to maintain information quality is not addressed.
We present a novel strategy for managing redundant camera resources using policies that are derived automatically from models of the environment and camera configurations. For example, when an object enters a region that is nearly directly between two cameras, the triangulation quality deteriorates predictably and can be addressed by switching to a different camera pair [15] . For a given multi-camera configuration (see Fig. 1 ), we can determine the pair that maximizes static triangulation quality offline. Such a determination yields a context switching policy provided that the environment is stationary. Dynamic environments are more difficult, in general.
In Sections II & III, we define utility of a camera pair based on both static and dynamic factors: including (i) the environment; (ii) motion patterns observed by the pair frequently; (iii) camera pair geometry; and (iv) the current state of the subject. In Section IV, we construct camera pair switching policies using the utility of camera pairs under different runtime contexts. Finally, we shall show the superiority of a reconfiguration policy that exploits inherent characteristics of the task (in this case the dynamics of the moving subject) over an offline policy that solely relies on camera pair geometry.
II. STATIONARY FACTORS THAT INFLUENCE A CAMERA PAIR'S UTILITY
Given a fixed stereo geometry, observational utility over areas of environment can be determined offline in terms of two properties: (1) their binocular field of view (FOV); and (2) the expected precision of triangulation. Within the binocular FOV, the precision of multi-camera localization varies as a function of sensor configuration.
A. Binocular FOV for a camera pair
The configuration of a camera is specified by its location, orientation and field of view. Given this information for both the cameras in a pair, we can easily determine their binocular FOV (Fig. 2) . We represent this region for a camera pair, R ij , as a uniform probability density, κ o , over p (which are centers of discretized grid cells) as follows :
where is 1/A and A is the total area of the region of overlap.
The camera pair R ij may continue to be used as long as its κ o measure is non-zero.
B. Quality of triangulation
We use a localizability metric to evaluate the triangulation quality of different camera pairs. The localizability metric is instantaneous uncertainty in the location of a subject. Fig. 3 illustrates the difference in localization precision for two pairs of cameras. Camera pair R BC is better suited to localize the subject instantaneously.
If B is the baseline between two cameras and θ 1 and θ 2 are the respective headings to the subject, the uncertainty Jacobian is given as follows :
The instantaneous localizability measure κ p is defined as |JJ T |, where | · | is the determinant of a matrix. The lower this measure is, the higher the precision of localization. Depending on the cost associated with switching to a different pair, the current pair may continue to be used as long as the uncertainty is within acceptable limits.
Since the precision as defined above is determined only by the kinematic configuration of the cameras and a location, we shall represent the triangulation quality measure as κ p (p, R ij ).
We can compose both the stationary measures defined above to get
Fig . 4 shows the composition of κ o and κ p for a camera pair in our environment. Thus, for every location in the room, we can determine a priori the camera pair that is best suited to localize the stationary object in those regions.
III. DYNAMIC FACTORS THAT INFLUENCE A CAMERA PAIR'S UTILITY
Aggregation of commonly observed track trajectories provides a wealth of information about the camera pair's utility that is distinct from the offline utility described in the previous section. For example, such models could predict: 1) where activities occur (and by implication where they don't or where they are unobservable); 2) where they occur most frequently; and 3) the correlation between activities occurring at one place with another. Such predictive models are very useful in planning allocation of cameras to monitor activities because resources are not wasted by looking at regions where there is very sparse or no activity. For instance, activities observed along narrow pathways can be observed better by cameras directed along those paths. Further, alternate pairs that are best suited to take over the tracking can also be identified.
In the following, the utility of a camera pair is modelled as a likelihood density abstracted from observed track trajectories.
A. Activity density for a camera pair
Comparing Fig. 2 with Fig. 5 , we see that the overlap region is not solely dependent on camera configurations. The presence of a single stationary object (like a partition) can carve up the space in complex ways. While some objects may create occlusion regions, others may not have any effect at all. Obviously, when the camera network has to cover large areas, it is a daunting task to model every occluding surface for all camera pairs.
Our strategy is, therefore, to observe activities in the scene over a long duration and record the camera pairs that observed an activity in a particular location. This helps us to model the activity density for a camera pair and such a model can in fact closely approximate the true overlap region. Although we propose to model the occluding boundaries in 2-D, our strategy can easily be extended to produce a 3-D version that would be more accurate and useful. Fig. 6 illustrates the process of abstracting the density of activity in different grid locations from long term observations made by a camera pair. We use kernel density estimation to model the activity density. The probability of observing motion (or activity) at a grid location p using a resource R ij is given by
where p k are the locations where motion was observed, N ij is the total number of observations made by R ij and K h (·) is a suitable kernel function with a bandwidth parameter h. Now, the overall probability of observing motion at a grid location from all resources is given by
where N = i N i is the total number of observations made. Finally, the likelihood of observing an activity at a grid P P k Fig. 6 . Modelling activity density using uniform kernel functions. For each location P , the past observations P k in its neighbourhood are used to estimate the probability of activity there.
P Resultant Vector V
Transformed kernel function Fig. 7 . Modelling activity density using deformed kernel functions based on locally dominant motion vectors location using a camera pair is given by
Note that, if p is in the invalid region of the cameras in R ij as determined by the offline utility measure κ, then ν(p, R ij ) is zero.
B. Activity density biased by trajectory dynamics
The discussion thus far has ignored the trajectory dynamics while evaluating the occupancy grid density from the observed data. The dynamic patterns observed most frequently by each camera pair can also inform the pair's utility. We propose to take advantage of this by doing anisotropic kernel density estimation. Fig. 7 shows how the bandwidth parameter of a kernel is modified for a location p in the grid. For each location p in the grid, we first compute the resultant V (p) of all the motion vectors passing through that grid. The uniform kernel K h is scaled and rotated using the magnitude | V | and the direction θ of the resultant vector respectively. The transformed kernel function K |V |,θ is then used to estimate the kernel density in (5) & (6). The modified likelihood ν is evaluated in the same way as in (7) . Fig. 8 compares the estimation of ν(·, R 12 ) using uniform and anisotropic kernels. We can see that uniform kernels tend to introduce significant likelihood even in regions of infrequent activity because they smooth uniformly in all directions. The anisotropic kernels produce likelihood density that is biased heavily along directions of dominant motion. Thus the utility of the camera pair remains high as long as the tracked object follows a direction of dominant motion that was observed frequently by the camera in the past. IV. CONTEXT-SWITCHING POLICIES Our ultimate goal is to construct useful camera pair switching policies. Such policies can either rely on the stationary factors (Section II) alone or include the dynamic environmental factors (Section III) in addition to the stationary factors. Therefore, we have two variations of policies for choosing the best camera pair -one that exploits the motion dynamics of the tracked object (D-policy) and one that doesn't (QPolicy). We shall now present the two policies, compare their performances and discuss their relative trade-offs.
LetR ≡ {R ij } be the set of all camera pairs available to track a moving object. Let the position of the tracked object at time t be denoted by p(t). The position vector may also be augmented with the velocity vector,ṗ, to take into account the object's motion.
A. Static switching policy : Q-Policy
The track quality for a camera-pair R ij given the current position estimate p(t) is computed using the Bayes' rule : The first probability term on the right hand side of the above equation is κ(p(t), R ij ) (from (3)). The second term can be ignored because all the camera-pairs are equally likely under the assumption of stationarity. Finally, the maximum a priori estimate of (8) gives us the best resource,
that should be used to track the object given the current context. Thus, Q-Policy is essentially a table-lookup in which, given the instantaneous state of the tracked object (estimated by the current camera pair), the corresponding optimal camera pair is chosen during the next time-step. Q-Policy is essentially greedy on the triangulation quality. Fig. 9 shows the result of the choosing the best camera pair using Q-Policy.
B. Dynamic switching policy : D-Policy
To account for environmental factors, the first probability term on the right hand side of (8) is replaced by ν (p(t), R ij ) (from (7)). As we have seen in Section III, ν is influenced by the expected observability of a state with the camera pair R ij as well as the expected localization uncertainty and region of overlap of R ij at that state.
The second term of (8) is the fraction of times R ij reported a valid observation. This term is the prior probability of a camera pair determined by considering the long-term participation of a camera pair in tracking the activities.
Finally, this policy takes the dynamic motion of the object into account. The choice of camera pair proceeds according to the algorithm shown in Algorithm 1. D-Policy minimizes the number of context switches by allowing for some degradation in the triangulation quality.
if R new = NONE then {object not in blind zone} 7: if ν (p * (t), R) < T hreshold then {only when utility below Threshold} 8: R ← R new {switch camera-pair} 9: end if 10: end if 11: t ← t + 1 12: p(t) ← EST IMAT E(R) {estimate state using observation from camera-pair R} 13 : end loop
C. Performance comparison of the policies
We compare the performance of the two camera pair switching policies described above by evaluating a few performance measures. The evaluation depends entirely on the user's preferences. For example, they can be evaluated based on (i) the total cost of context switches, (ii) tracking uncertainty and (iii) time to fail. It is generally desirable to keep the frequency of switching between camera pairs to a minimum as constant switching leads to instability in the tracking process itself. However, when tracking uncertainty must be kept below a certain threshold, frequent switching may become unavoidable. Similarly, the system should not wait for a failure to occur before switching resources. Incorporating dynamics can help predict such failures and consequently increase the average time to fail. The overall character of the system can thus be defined by carefully weighting these factors relative to one another.
V. EXPERIMENTAL RESULTS
Our experimental smart space facility consists of five Sony EVI-D100 PTZ cameras mounted on walls (see Fig. 1 ). A compute rack consisting of a cluster of ten VMIC single board computers each with a 928 Mhz processor and 256 MB RAM forms the computational backbone for the cameras. The nodes in the cluster share a 100Mbps and a 1000Mbps Ethernet link. Each node has a Leutron vision frame grabber to which a camera is connected. Each node acts as a server of raw video as well as processed information from the cameras.
The cameras are organized into camera pairs, each pair capable of localizing a target in the environment. The cameras are calibrated and using their stationary configurations we determine the uncertainty and overlap region density described in Section II. We observed typical activities in the room for 5 different episodes each for a duration of 1 hour using all possible camera pairs. From this data, we model the likelihood densities described in Section III.
The results of the two policies are shown for 5 typical paths in Fig. 10 . The performance evaluation based on the number Tables I, II & III. We can observe that the D-Policy indeed reduces the frequency of context switches. When the current dynamics of the tracked object is supported adequately by the current camera pair's activity density model, it is better off using the same resource instead of initiating the context switch. Whereas in Q-Policy, the preoccupation is more with precision of localization and thus costly context switches are not prejudicial. As a result, we see a pattern of frequent context switches there. Since by design, D-Policy cannot perform better than Q-Policy in terms of triangulation quality, we see that this is being traded-off for reduction in the number of context switches.
VI. CONCLUSION Sensor network research has thus far been focussed on systems level issues. Though these issues are vital, for sensor networks to really grow into real-world systems emphasis must include characterising and maximizing the quality of information gathered by individual sensors or subsets of sensors.
Traditional design approaches cannot be applied to sensor networks to accomodate this new emphasis because runtime contexts tend to be driven by the constantly changing environment. Thus, a complete specification that includes all input data sets is impossible a priori and techniques that optimize on-line are required.
In this paper, we propose a strategy for sensor targeting that is aware of the information generating processes in the environment. We have shown an automatic and scalable technique for deriving context-switching policies for a widely relevant application, that of tracking human subjects using multiple cameras. By observing human activities over extended periods of time, we model the routinely occurring events and rank the camera pairs that maintain fault-free tracking over different regions of the room. Camera pairs are also ranked based on stationary factors such as region of overlap and triangulation quality for different regions of the scene. Finally, we have derived two policies and have shown that the D-Policy minimizes the number of context switches by allowing for some degradation in the triangulation quality when compared to the Q-Policy.
One can observe that the placement of cameras in our room does not provide adequate coverage of all the activities in the room. In future, we plan to design an optimization technique that would generate an optimal camera network configuration. Such a network would provide maximal coverage with minimum cameras while guaranteeing a lower bound on expected triangulation quality for all regions of the room.
