The use of generalized distances (e.g. Bregman distances), instead of the Euclidean one, in the proximal point method for convex optimization, allows for elimination of the inequality constraints from the subproblems. In this paper we consider the proximal point method with Bregman distances applied to linearly constrained convex optimization problems, and study the behavior of the dual sequence obtained from the optimal multipliers of the linear constraints of each subproblem. Under rather general assumptions, which cover most Bregman distances of interest, we obtain an ergodic convergence result, namely that a sequence of weighted averages of the dual sequence converges to the centroid of the dual optimal set. As an intermediate result, we prove under the same assumptions that the dual central path generated by a large class of barriers, including the generalized Bregman distances, converges to the same point.
Introduction
The main goal of this paper is to analyze the behavior of dual sequences generated by generalized proximal point (GPP) algorithms with separable Bregman distances for solving the linearly constrained problem minff(x) : Ax = b; x 0g; according to (45) . In a more general form than described above, this method is a generalization of the classical proximal point method studied in 20].
The optimality condition for (2) naturally determines a sequence of dual variables fs k g de ned as s k k r'(x k ) ? r'(x k+1 )], which satis es the dual condition that s k 2 rf(x k+1 ) + Im A T but not necessarily s k 0. A natural question is whether, under appropriate conditions, fs k g converges to the set of optimal solutions of (1), or even stronger, to a speci c dual optimal solution of (1) . In this paper, we study the related issue of analyzing the behavior of the averaged dual sequence f s k g constructed from fs k g as s k P k i=1 ki s i , where the weights ki are determined as ki ?1 i = P k i=1 ?1 k for i = 1; : : : ; k. The main result we obtain is that f s k g, under appropriate
conditions, converges to a speci c dual optimal solution of (1), namely the centroid of the dual optimal set with respect to the barrier h. Partial results regarding the behavior of the dual sequence f s k g have been obtained in a few papers which we now discuss. Most of these results are described in a somewhat di erent framework, with a -divergence d (x; y) instead of a Bregman distance D ' (x; y) in (2) (see (60) and (61) in Section 5). For the entropic barrier, which can be seen as either the Bregman distance or the -divergence induced by the functions of Examples 1(a) and 2(b) in Section 3 respectively, it was proved in 22] that all cluster points of the sequence f s k g are dual optimal solutions. The case of the shifted logarithmic barrier (i.e., the -divergence induced by the function of Example 2(b) in Section 3) was considered in 9], where it was proved that some cluster points of f s k g are dual optimal solutions. This result was improved upon in 17], where it is proved that all cluster points of f s k g are dual optimal solutions for a larger class of -divergences, but with a rather restrictive assumption, namely log-convexity of the conjugate function j for j = 1; ; n. (see the paragraph following (62)). These papers deal with the more general case of convex (rather than linear)
constraints, but none of them establish convergence of the whole sequence f s k g. The only result of this type appears in 18], where convergence of f s k g to the centroid of the dual optimal set is proved, but only for linear programming with the shifted logarithmic barrier. We mention that, up to multiplicative and additive constants, the entropic barrier of Examples 1(a) and 2(a) in Section 3 is the only one which gives rise both to a Bregman distance and to a -divergence, so that all the results just mentioned apply essentially only to one Bregman distance, namely the entropic one.
With the goal of analyzing the behavior of the sequence f s k g, we rst study the behavior of the path of solutions of the following family of problems parametrized by a parameter > 0:
minff(x) + D ' (x; x 1 ) : Ax = bg:
The analysis of this path has been systematically studied in the paper by Iusem Our paper is organized as follows. In Section 2 we study the behavior the associated dual path of solutions of the family of problems (3) and develop a convergence result for dual sequences that asymptotically behave like the dual path. Using this asymptotic result and the fact that f s k g asymptotically approaches points of the dual path for (3), we establish in Section 4 the convergence of f s k g to a unique dual optimal solution of (1). In Section 3, we give several examples of well-known barriers that satisfy the required assumptions of the convergence results developed in Sections 2 and 4. We end the paper by giving in Section 5 some remarks and open problems.
Notation and terminology
The following notation is used throughout the paper. The superscript T denotes transpose. R p denotes the p-dimensional Euclidean space. The set of all p q matrices with real entries is denoted by R p q . If J is a nite index set then jJj denotes its cardinality, that is the number of elements of J. The Euclidean norm is denoted by k k. For a matrix E, Im(E) denotes the subspace generated by the columns of E and Null(E) denotes the subspace orthogonal to the rows of E.
The i-th component of a vector w 2 R n is denoted by w i for every i = 1; : : : ; n. Given an index set J f1; : : : ; ng and a vector w 2 R n , we denote the subvector w i ] i2J by w J ; conversely, a vector x 2 R jJj is often denoted by x J (when we want to index its components by elements of J) and the set of these indexed vectors is denoted by R J . For Y R n , we let int Y and ri Y denote, respectively, the interior and relative interior of Y . Given a convex function g : R n ! R f1g, we denote its e ective domain by dom g, its conjugate function by g and its subdi erential by @g; moreover, we denote the set fx 2 R n : @g(x) 6 = ;g by dom(@g).
The dual central path associated with general barriers
We consider the linearly constrained convex programming problem min ff(x) : Ax = b; x 0g ; (4) with f : R n ! R convex and di erentiable, A 2 R m n , b 2 R m . We make two assumptions on problem (4), whose solution set will be denoted as X .
A1) X 6 = ;. A2) fx 2 R n : Ax = bg \ R n ++ 6 = ;.
Associated with problem (4), we have the Lagrangian dual problem maxf (s) : s 0g;
where : R n ! R f?1g is de ned as (s) = infff(x) ? x T s : Ax = bg for all s 2 R n . Under condition A1, it is known that the set of optimal solutions of (5), which we denote by S , is a nonempty polyhedral set, which is bounded when in addition A2 holds.
We consider separable barrier functions h for the nonnegative orthant of the form h(x) P n j=1 h j (x j ), where the functions h j : R ++ ! R satisfy A3) h j is strictly convex and di erentiable for j = 1; : : : ; n.
A4) there existsx 2 R n ++ such that Ax = b and rh(x) = 0. A5) lim t!0 h 0 j (t) = ?1 for j = 1; : : : ; n.
We also need a joint assumption on problem (4) and the barrier function h: A6) either i) lim t!0 h j (t) < 1 for j = 1; : : : ; n, or ii) X is bounded, or iii) f is linear.
Condition A6(i) means that h can be continuously extended to R n + .
The central path fx( ) : > 0g with respect to the barrier h is de ned as follows. For 2 R ++ , let x( ) argmin We next present some properties of the central path established in 7] . In this reference, the central path is de ned for a general variational inequality problem with monotone operator T : R n ! P(R n ) and constraint set C R n as being the path fx( ) : > 0g where, for every > 0, x( ) is the unique solution of 0 2 T(x) + rh(x); (7) with h having the property that rh \diverges" on the boundary of C (h is not required to be separable). Problem In some cases it is possible to prove that the central path converges to a speci c point in X .
We present a result dealing with this issue in the next proposition, though we will not need it in our analysis of the dual central path. Let B fj : x j > 0 for some x 2 X g and N f1; : : :; ng n B. Proposition 3. Under conditions A1{A5, the following two implications hold. Proof. See Theorem 1 of 7] for a proof of (i) and Theorem 2 of 7] for a proof of (ii).
For every > 0, de ne s( ) 2 R n as
The optimality condition for x( ) to be a solution of (6) is that s( ) 2 rf(x( )) + Im A T :
The path fs( ) : > 0g will be called the dual central path with respect to the barrier h. We are interested in the behavior of s( ) as goes to 0. We start by characterizing s( ) as the solution of a convex optimization problem. De nê
We need a preliminary result on domĥ . 
Proof. Observe that by (9), s( ) is a feasible solution of (11) . Using (8), (10) 
which shows that s( ) satis es the optimality conditions of (11) . Strict convexity of h j implies strict convexity of h j , and hence ofĥ . As a consequence, it follows that s( ) is the unique optimal solution of problem (11).
Next we prove that the dual central path fs( ) : > 0g is bounded. We need rst a preliminary result of some interest on its own, which requires some notation. Let P denote the set of all triplets P = (I; J; K) where I; J; K are pairwise disjoints subsets of f1; : : :; ng satisfying I J K = f1; : : :; ng. For a 2 R n and P 2 P de ne O a P R n as O a P fx 2 R n : x j > a j for j 2 I; x j = a j for j 2 J; x j < a j for j 2 Kg: (14) For Y R n and a 2 R n , let
fO a P \ Y : P 2 P such that O a P \ Y is nonempty and boundedg : (15) For an arbitrary Y R n , the set BP a (Y ) may be empty. As a consequence of Lemmas 1 and 2 stated below, it follows that BP a (Y ) is nonempty whenever Y is an a ne manifold, or, more generally, a certain set of parallel a ne manifolds. Observe that BP a (Y ) is always bounded since it is the union of a nite number of bounded sets.
Lemma 1. Let vectors a; u 2 R n and a linear subspace H R n be given. Suppose that g : R n ! R f1g is a closed convex function of the form g(w) = P n j=1 g j (w j ) such that ri(dom g)\(H+u) 6 = ; and, for each j = 1; : : : ; n, g j is strictly convex and 0 2 @g j (a j ). Then, the problem min fg(w) : w 2 H + ug (16) has a unique solution w which belongs to BP a (H + u).
Proof. Observe that a is the unique unconstrained minimizer of g since 0 2 @g(a) = @g 1 (a 1 ) @g n (a n ) and each g j , and hence g, is strictly convex. Since g is a closed convex function, it follows that all nonempty level sets of g are compact. The assumption implies that dom g \ (H + u) 6 = ;, which together with the compactness of the level sets of g and the closedness of H + u guarantees that (16) has a solution w 2 H + u. Moreover, w is unique due to the strict convexity of g. The assumption that ri(dom g) \ ri(H + u) 6 = ; and Theorem 27.4 of 19] imply that w satis es the optimality condition that for some q 2 @g( w),
We now show that w 2 BP a (H + u). Since (18) d j < 0 ) w j < a j : (19) Noting that @g j is strictly monotone due to the strictly convexity of g j and using the fact that 0 2 @g j (a j ) and q j 2 @g j ( w j ), we conclude that w j > a j ) q j > 0;
w j < a j ) q j < 0:
(21) It follows from the implications (18)- (21) The following result allows us to show that the solution w of problem (16) remains bounded when the (parameter) vector u varies in a bounded set. We omit its trivial proof. Lemma 2. If U R n is a bounded set and H R n is a linear subspace then, for any a 2 R n , we have u2U BP a (H + u) = BP a (H + U):
Next we use Lemmas 1 and 2 to establish boundedness of the dual central path fs( )g. Proposition 6. Under conditions A1{A6, the curve fs( ) : > 0g de ned by (8) is bounded. Proof. We will cast the optimization problem (11) in the framework of Lemma 1. Take H Im A T , u rf(x( )), a 0 and g(s) = P n j=1 g j (s j ), where g j (t) x j t + h j (?t= ) for every t 2 R andx is as in A4. By (10) and Proposition 5 withx =x, s( ) is the solution w of problem (16) for this choice of g, H and u. We now check now that the hypotheses of Lemma 1 hold. The strict convexity of h j implies that h j , and hence g j , is strictly convex. The closeness of g follows from the closeness of the conjugate functions h j . By Proposition 5, s( ) 2 int (domĥ ) \ (Im A T + rf(x( ))) = int (dom g)\(H +u). Finally, we check that 0 2 @g j (a j ), or equivalently g 0 j (0) = 0, for j = 1; : : : ; n. Note that g 0 j (t) =x j ? (h j ) 0 (?t= ), so that g 0 j (0) =x j ? (h j ) 0 (0). By A4 and the relation between h 0 j and h 0 j , we conclude that g 0 j (0) = 0. Since all the assumptions of Lemma 1 hold, it follows that s( ) 2 BP 0 (H + u) = BP 0 (H + rf(x( ))) for all > 0. Now, let U frf(x( )) : > 0g. Note that the set fx( ) : > 0g is bounded by Proposition 2. Together with the convexity and di erentiability of f, whose e ective domain is R n , this implies that U is bounded. Hence, by Lemma 2 we conclude that s( ) 2 BP 0 (H + rf(x( ))) BP 0 (H + U) for all > 0. Since BP 0 (H + U) is bounded, the result follows.
A point s 2 R n will be said to be a cluster point of fs( )g if s = lim k!1 s( k ) for some f k g R ++ such that lim k!1 k = 0. We prove next that the cluster points of fs( )g, which exist by Proposition 6, are dual solutions of problem (4) 
for some x 2 X . Assume that s = lim k!1 s( k ) with lim k!1 k = 0. In view of Proposition 2, we can assume without loss of generality (by re ning the sequence f k g if necessary) that x lim k!1 x( k ) exists. By Proposition 2, x 2 X . By (9), we have s( k ) 2 rf(x( k )) + Im A T for all k. Letting k ! 1 in this relation, and using the fact that Im A T is a closed set and the gradient of a convex and di erentiable function is continuous in the interior of its e ective domain, which in the case of f is the whole R n , we obtain the rst relation of (22) . To verify the second and third relations of (22), it su ces to show that s j = 0 whenever x j > 0, and s j 0 whenever x j = 0. Indeed, by (8) We have established that all cluster points of fs( k )g are dual optimal solutions. We would like to characterize them in a way similar to the primal result in Proposition 3. For this purpose, we need to impose a slightly convoluted assumption on h. We will show later on that this assumption holds in most signi cant cases. Let N 0 f1; : : :; ng be de ned as N 0 = fj : s j > 0 for some s 2 S g;
B 0 = f1; : : :; ng n N 0 :
We remark that for linear f, i.e. in the linear programming case, it holds that N 0 = N and B 0 = B, with B and N as de ned just before Proposition 3. This is not true for nonlinear f. 
Since x 2 X and s; s 2 S , we have x T s = x T s = 0, from which it follows that x Tŝk = x Tsk for all k. Using this in (27), we conclude that We will see in the next section that in all but one of the examples, it is possible to nd such that N 0 is strictly convex on S . In the other case (perhaps the most relevant one) N 0 is convex but not strictly convex. For this case, the convergence of fs( )g can be proved by using a re nement of Proposition 8 which we discuss next.
When N 0 is not strictly convex on S , the problem minf N 0(s N 0) : s 2 S g may have multiple solutions. Let S 1 denote the optimal solution set of this problem and de ne the index set N 1 fj 2 N 0 : s j is not constant on S 1 g. Consider now the problem minf N 1 (s N 1 ) : s 2 S 1 g. Let S 2 denote its optimal solution set and de ne the index set N 2 fj 2 N 1 : s j is not constant on S 2 g. Continuing in this way, we obtain a sequence of sets S = S 0 S 1 S 2 and a sequence of index sets N 0 = N 0 N 1 N 2 . The result stated below imposes the following condition on these sequences. A8) There exists r 0 such that S r = fs c g for some s c 2 R n (and hence N r = ;).
The point s c is referred to as the centroid of S with respect to the barrier h. Note that condition A8 holds if and only if the sequence N 0 = N 0 N 1 N 2 is strictly decreasing, i.e. when at least one variable s i with i 2 N i?1 is constant on S i , for i = 1; 2; . Proposition 9. Assume that conditions A1{A8 hold and N 0 6 = ;. Then, the dual path fs( )g converges to the centroid s c .
Proof. The proof is similar to the one of Proposition 8 except for a few minor points which we now discuss. Again, let s be as before. To show that s = s c , it is su cient to prove that s 2 S i for every i = 1; : : : ; r, due condition to A8. Clearly, by Proposition 8, we have s 2 S 1 . Assume that s 2 S i and i < r. We will show that s 2 S i+1 . Clearly, this implies that s 2 S r = fs c g, and hence that the proposition holds. Indeed, let s 2 ri S i be given and x 2 (0; 1). De ne the sequences fŝ k g and fs k g as in the proof of Proposition 8. Arguing as in that proof, we easily see that (28) holds. Now since s; s 2 S i , we have s i = s i for every i 6 2 N i , due to the de nitions of the sets N j 's. This implies thatŝ k i =s k i for every k and i 6 2 N i . Hence, from (28) we deduce that (29) holds with N 0 replaced by N i . The rest of the proof goes exactly like in Proposition 8 with N 0 and S replaced by N i and S i , respectively, and yields the conclusion that s minimizes the problem minf N i (s N i ) : s 2 S i g, i.e. s 2 S i+1 .
We observe that a convergence result similar to Proposition 9 has been derived in 2] under di erent assumptions on the barrier h and for the case of linear objective function f.
We will now provide a variation of the results stated above which will be used in Section 4 to analyze the behavior of dual sequences generated by generalized proximal point methods with Bregman distances. Proposition 10. Suppose that conditions A1-A5 hold and let fx k g fx 2 R n : Ax = b; x > 0g, fs k g R n , fg k g R n and f k g R ++ be sequences such that s k + k rh(x k ) = 0; s k 2 g k + Im A T ; 8k 0: (4); c) the sequence fs k g is bounded and all its cluster points are contained in S ; d) if in addition conditions A7 and A8 hold then fs k g converges to the centroid s c of S with respect to h.
Proof. The proof of (a) is similar to the proof of Proposition 5. The boundedness of fs k g can be proved with the same arguments of the proof of Proposition 6 using the set U fg k : k 0g, which is clearly bounded due to the assumption that fx k g is bounded and lim k!1 g k ? rf( It is worth emphasizing that Proposition 10 does not assume condition A6. Instead, it explicitly assumes that fx k g is bounded and lim k!1 g k ? rf(x k )] = 0.
Observe that for any sequence f k g R n ++ such that lim k!1 k = 0, the hypotheses of Proposition 10 are satis ed when the sequences fx k g, fs k g and fg k g are given by x k x( k ), s k s( k ) and g k rf(x k ) for all k. Conclusions (a), (c) and (d) of Proposition 10 for this special case are analogous to the ones obtained earlier in Propositions 5, 6, 7 and 9; moreover, conclusion (b) yields an alternative proof of the second part of Proposition 2 (assuming that its rst part is known).
It follows easily that h 0 j (x j ) = 0 and that conditions A3{A5 hold. In this case the function h J of (26) 
The divergence type barriers are of the form
with each ' j : R n ++ ! R strictly convex, di erentiable and satisfying ' j (1) = ' 0 j (1) = 0 and lim t!0 ' 0 j (t) = ?1. In the notation of the previous section, we have
Again, it is easy to check that conditions A3{A5 hold for this type of barriers. The function h J of (26) 
Proposition 5 holds for the dual central path of any barrier of either type. To have establish convergence of the whole dual central path, i.e. Proposition 9, we need to check conditions A6{A8.
We will do this for several examples of each type. In each case we give the expressions of ' j , ' j , h J , T , and J . 1) Bregman type. a) Let ' j (t) = t log t, and so ' j (t) = e t?1 and h J (s J ) = 2) Divergence type. a) Let ' j (t) = t log t ? t + 1. De ne h J , T , and J as in Example 1(a). b) Let ' j (t) = t ? log t ? 1, and so ' j (t) = ? log(1 ? t). The following result on the convergence of fx k g given by (46){(47) is known. Proposition 11. Assume that conditions A1 and A2 hold and that ' is a boundary coercive Bregman function with zone R n + . Then, the sequence fx k g generated by (46){(47) converges to a solution of problem (4).
Proof. See Theorem 4.1 of 6]. We mention that in 6] a condition stronger than (48), namely boundedness of f k g, is assumed, but the proof can be easily modi ed to hold under our weaker assumption (48), as done in 3], which on the other hand imposes a condition on ' stronger than A5, namely that r' is onto.
The optimality condition for x k+1 to be a solution of (47) is that s k 2 rf(x k+1 ) + Im A T ;
where, for every k 0, s k k r'(x k ) ? r'(x k+1 )]:
We are interested in the convergence properties of the dual sequence fs k g. Using the relation between ' 0 j and (' j ) 0 and the fact that '(x) = P n j=1 ' j (x j ), we see that (50) Proof. Observe that by (52), s k is a solution of problem (16) with u rf(x k+1 ), H Im A T and g j (t) x k j t + k ' j (' 0 j (x k j ) ? t= k ). Since, by Proposition 11, the set U frf(x k ) : k 0g is bounded and g 0 j (0) = 0 for all j, it follows from Lemma 1 with a 0 and Lemma 2 that s k 2 BP 0 (H + rf(x k+1 )) BP 0 (H + U) for every k. The result now follows from the fact that BP 0 (H + U) is a bounded set.
An interesting question is whether the cluster points of fs k g are dual solutions of (4); or equivalently, that any cluster points s of fs k g satis es (22) for some x 2 X . It is easy to check that the rst two relations of (22) hold with x lim k!1 x k . The di culty lies in establishing the third relation of (22) , that is s 0. Indeed, writing (50) component-wise, we have
If lim k!1 x k j = x j = 0, then both terms in the right hand side of (53) diverge to ?1 and nothing can be said of the sign of s j .
Instead of trying to answer the above question, we will consider the related issue of analyzing the behavior of the sequence f s k g of weighted averages de ned as Proof. Elementary.
We are now ready to state the main result of this section. Proposition 14. Assume that conditions A1 and A2 hold and that ' is a boundary coercive separable Bregman function with zone R n + . Then, the sequence f s k g de ned by (50) and (54){(56) is bounded, and all its cluster points are dual solutions of problem (4) . Furthermore, if in addition conditions A7 and A8 hold then the whole sequence f s k g converges to the centroid of S with respect to the barrier h. 
Final Remarks
In the case of linear programming where, for some c 2 R n , rf(x) = c for all x 2 R n , we have g k P k i=1 ki rf( x i ) = c = rf( x k ) for all k. Thus, by examining (8), (9), (57) and (59) we see that the pair (x( k ); s( k )) and ( x k ; s k ) are solutions of the system s + rh(x) = 0 and s 2 rf(x) + Im A T , which is known to have a unique solution. Hence, it follows that s k = s( k ) and x k+1 = x k = x( k ) for all k. Therefore, the primal (resp. average dual) proximal sequence fx k g (resp. f s k g) is contained in the primal (resp. dual) central path corresponding to the barrier h D ' . (The result about the primal sequence fx k g rst appeared in Theorem 3 of 7].)
A proximal method has also been developed for divergence-type barriers (see (42) 
A result on the corresponding averaged dual sequence f s k g similar to Proposition 14 can be found in 17] for the more general case of convex, rather than linear, constraints. Assuming that 1 = = n , that f k g is constant, that j satis es (62) and that log( j (t)) is convex, it is proved in 17] that f s k g is bounded and that all its cluster points are dual optimal solutions. Finally, we mention three open problems related to our results. The rst one is to prove that the cluster points of fs k g as given by (50) are dual optimal solutions. As mentioned above, the basic di culty is to prove that they are nonnegative.
The second one is the convergence of the primal sequence fx k g in the absence of A6(i) (e.g. Example 1(b)). For linear programming fx k g converges to a primal solution, since x k = x( k ) as discussed above and fx( k )g converges by Proposition 3(ii). However, the problem is open for other situations (e.g. under A6(ii)).
The third problem is to decide whether the limits of fx( )g and fx k g coincide, when both exist (e.g. under A6(i)). It has been proved in ( 7] , Corollary 1) that they do coincide under the additional assumption that the rank of the Hessian matrix of f is constant over the feasible set of problem (4), but the problem remains open without this hypothesis.
