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摘 要:聚类可以看成是寻找K 个最佳聚类中心的过程。文中把一组聚类中心视为一个粒子(P ) ,把各个数据到各自聚类
中心的欧式距离之和看成优化函数( f ( P) ) , 使用带混沌搜索的粒子群聚类算法( C- PSO) 算法寻找最优函数值,从而找
到最佳聚类中心。该算法改进了粒子速度的初始化,把混沌搜索嵌入到粒子群的搜索过程中,提高了粒子群的搜索能力。
实验结果表明,该算法的聚类效果明显好于 K- means和 PSO聚类。
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Abstract: Clustering can be regarded as the process of f in ding K opt imal centers. Considered that a group of centers can be seen as a parti
cle ( P ) , and the sum of Euclidean distance betw een data and it s clustering center as opt imal funct ion ( f ( P) ) , and then using part icle
sw arm opt imizat ion clustering algorithm w ith chaos search to f ind the opt imal funct ion value, so as to f ind the opt imal centers. This algo
rithm improved on init ializat ion of part icle velocity, embeding the chaos search into particle search, so improved the capability of global
search of particle sw arm. The experiment show ed that the clustering result of this algorithm was bet ter than K- means and PSO cluster
ing.















果,但是计算复杂度较高。Ching- Y i Chen 提出了粒
子群聚类算法[ 2] ; Y i- Tung Kao提出了基于带单纯形




实验结果和 K- means、PSO 以及文献[ 3]中的 NM-
PSO 做了比较。
1 粒子群算法
粒子群优化算法 ( PSO)是由 James Kennedy 博士
和 R. C. Eberhart 博士于 1995年提出[ 4]。该算法源于




个解叫做个体极值( pbest ) ;另一个极值是整个种群目
前找到的最优解, 这个极值是全局极值( gbest)。PSO
算法简单易实现,不需要调整很多参数。
假设用 X i = ( x i1 , x i2 , x i 3, , x id ) 表示第 i 个粒
子,其中 d是粒子的维数,它经历过的最好位置表示为
Pi = ( p i 1, p i2 , p i3 , , p id) ,而整个群体经历过的最好
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位置表示为 G = ( g 1, g 2, g 3, , gd)。粒子 i 的速度用
Vi = ( v i1 , v i2 , v i3 , , v id ) 表示。对于每一代个体,在
找到两个最优值时, 粒子根据如下公式来更新自己的
速度和位置:
v ik ( t + 1) = w  v ik ( t ) + c1  rand( )  ( p ik ( t )
- x ik( t ) ) + c 2  rand( )  ( gk ( t ) - x ik ( t ) ) ( 1)
x ik ( t + 1) = x ik( t ) + v ik ( t + 1) ( 2)
其中, w 为惯性权重因子[ 5 ] , 用惯性权重来控制前面
的速度对当前速度的影响,较大的 w 可以加强 PSO的
全局搜索能力, 而较小的 w 能加强局部搜索能力。
v ik ( t ) 是粒子当前的速度, v ik( t + 1) 是粒子的新速
度, x ik( t ) 是粒子当前的位置, x ik ( t + 1) 是粒子产生
的新位置; c 1, c 2为加速系数,是正常数,也称为学习因
子, c 1, c 2分别调节向全局最好粒子和个体最好粒子方
向飞行的最大步长, 若太小, 则粒子可能远离目标区
域,若太大则会导致突然向目标区域飞去,容易错过最
优解。合适的 c1 , c2可以加快收敛且不易陷入局部最







第一步, 产生一个 d 维的随机初始向量 m0 =
( m0, 1, m 0, 2 , m0 , 3, , m 0, d ) , 其中 m 0k ! [ 0, 1 ] , 并且
各个值之间的差异较小。
第二步,在初始向量 m0 的基础上,使用 Logistic
方程( 3)迭代产生混沌序列 m0, m1 , , mn。
m i+ 1= m i ( 1- m i ) ( 3)




第三步,利用混沌序列和公式( 4 )遍历粒子 X i 的
邻域,得到更好的位置 X∀i。
X∀i= X i+ R  rand( )  m t ( 4)
其中 rand( ) ! { - 1, 1} , t ! [ 0, n] , R 是粒子X i 的邻域
半径。






者认为,当全局最优粒子的适应值连续 N 次( N 是根




C- PSO 算法(见图 1)说明:
初始化粒子群:初始化粒子的位置和速度,个体最
好位置 pbest 设置为当前位置,计算出全局最好位置




好于 pbest,则更新 pbest 为当前位置;如果所有粒子的
个体极值中最好的好于当前的全局极值,则将 gbest 设
置为该粒子的位置。count 是 gbest连续变化小于阈值
( T 1) 的计数器。
混沌搜索是对所有粒子的个体极值和全局极值的
邻域进行混沌遍历,从而找到适应值更好的位置。
图 1 C- PSO流程图
3. 2 带混沌搜索的粒子群聚类算法( C- PSO)
( 1)粒子的表示:一个粒子代表一组聚类中心,是
K 行D列的矩阵, K 是聚类中心的个数, D是数据的维
数。粒子群用 3维矩阵 P[ N ] [ K ] [ D ] 表示,其中 N 是
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粒子的个数。
( 2) 优化函数 f :





( x - P[ i ] [ k] ) 2 ( 5)
表示各个数据到各自聚类中心的欧式距离之和, 其中
ck 代表属于第 k 个聚类中心的数据集合。f ( P[ i ] ) 越
小,代表聚类越紧凑。
( 3) 粒子位置初始化: 随机选择原始数据 x , 令
P[ i ] [ k] = x ,其中 i ! [ 0, N ] , k ! [0, K ]。
( 4) 粒子速度初始化:扫描原始数据,分别得到各
个维的最大和最小值, 第 d 维的值记为 max( d) 和
min( d) ,令 e( d) = max( d) - min( d ),则
V [ i] [ k] [ d ] =  e ( d )  rand( ) ( 6)




据的维空间 e( d) ,并用 进行调节,使得粒子各维的
初始速度与 e( d) 成正比,从而提高粒子的搜索能力 。
4 实验分析
4. 1 实验数据介绍
本实验的数据来源于 ft p: / / ft p. ics. uci. edu/ pub/
machine- learning- databases/ ,数据的情况见表 1。其





数据集名称 数据集大小 数据维数 聚类个数 各聚类包含的数据个数
Iris 150 4 3 50, 50, 50
Cmc 1473 9 3 629, 334, 510
Wine 178 13 3 59, 71, 48
4. 2 实验结果
比较了 K- means、PSO、NM- PSO 和 C- PSO的





为 K- means 的初始中心, 再做 K- means 聚类, 从而
得到更好的解。例如在文献[ 3]中, 作者把 NM- PSO
和 K- means结合,从而得到 K- NM- PSO,从实验结
果看,聚类效果略有改善。笔者认为,从创新的角度出
发,这样的工作没有太大意义。
从表 2和表 3 可以看出, PSO 比 K- means 更稳
定, PSO每次执行的结果都较接近于平均解, 而 K-
means容易受初始中心的影响, 导致聚类结果差异较
大。由于在 PSO 中嵌入混沌搜索, C- PSO 比 PSO具
有更好的搜索能力; 从实验结果也可以看出, C- PSO




数据集 类型 K- means PSO NM- PSO[ 3] C- PSO
best 89. 4% 90% 92% 90%
Iris average 82. 7% 87. 5% 88. 7% 90%
worst 67. 7% 83. 3% % 90%
best 45. 6% 45. 7% 45. 62% 45. 81%
Cmc average 45. 3% 45. 6% 45. 53% 45. 47%
worst 44. 8% 45. 32% % 45. 34%
best 70. 1% 71. 3% 71. 9% 72. 0%
Wine average 70. 2% 70. 1% 71. 5% 71. 4%
worst 69. 1% 70. 8% % 70. 8%
表 3 各算法的聚类优化函数值
数据集 类型 K- means PSO NM- PSO[ 3] C- PSO
best 97. 32 96. 66 96. 66 96. 65
Ir is average 104. 3 102. 4 100. 72 96. 65
worst 123. 84 110. 5 % %% 96. 65
best 5542. 1 5538. 3 5537. 3 5534. 4
Cmc average 5560. 8 5734. 2 5563. 4 5536. 5
worst 5961. 2 5876. 5 % %% 5539. 2
best 16555. 2 16326. 4 16292 16294. 3
Wine average 16701. 5 16371 16303 16299. 7
worst 18022. 2 16486. 9 % %% 16316. 2
5 结束语




题。实验结果表明 C- PSO 算法的聚类效果比 K-
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型是  Y 时,则他需要构建一个独立集。因为这个问题
是 NPC问题,猜想代理 1将不总能构建这样的一个集
合,是合理的。如果代理 1确实不能构建此情况下的独
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Min- Min算法的高效特性和 Max- Min 算法的负载





并介绍了如何将 A- MM 算法融入到 GridSim 中去,
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