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The n coe$cients of a "xed linear recurrence can be expressed through its m42n
terms or, equivalently, the coe$cients of a polynomial of a degree n can be expressed
via the power sums of its zeros*by means of a polynomial equation known as the key
equation for decoding the BCH error-correcting codes. The same problem arises in
sparse multivariate polynomial interpolation and in various fundamental computa-
tions with sparse matrices in "nite "elds. Berlekamp's algorithm of 1968 solves the key
equation by using order of n2 operations in a "xed "eld. Several algorithms of
1975}1980 rely on the extended Euclidean algorithm and computing PadeH approxi-
mation, which yields a solution in O(n (logn)2 log log n) operations, though a consider-
able overhead constant is hidden in the &&O11 notation. We show algorithms (depending
on the characteristic c of the ground "eld of the allowed constants) that simplify the
solution and lead to further improvements of the latter bound, by factors ranging from
order of log n, for c"0 and c’n (in which case the overhead constant drops
dramatically), to order of min (c, log n), for 24c4n; the algorithms use Las Vegas
type randomization in the case of 2(c4n. ( 2000 Academic Press
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94 VICTOR Y. PAN1. INTRODUCTION
The main topic of this paper is the computation of linear recurrence
coe$cients, which has applications to sparse multivariate polynomial inter-
polation [B-OT88, KLW90] and sparse matrix computations in "nite "elds
[W87, KP91, K95, P99] and is equivalent to the solution of the key equation
for decoding the BCH error-correcting codes (cf. [Be68, pp. 178}188;
Mas69]). The problem is also equivalent to the problem I )POWER )
SUMS(min) of the recovery of the coe$cients of the minimum degree poly-
nomial from a given sequence of 2n power sums of its zeros.
In [Be68], Berlekamp proposed a solution algorithm for the key equation
(a KEY ) SOLVER) that used order of n2 operations in a "xed "eld F of
constants. (Hereafter, we will refer to such operations as ops.) Another group
of KEY ) SOLVERs relies on the reduction to the extended Euclidean algo-
rithm for polynomials (hereafter, we will refer to such an algorithm as eEa).
Such KEY ) SOLVERs have been proposed in [SKHN75, Mi75, Man77, and
BGY80] (see also [Pat75, S75, Sa77]). By using a fast version of the eEa
(based on the construction of [Mo73] and completed in [BGY80]), one may
decrease the asymptotic cost bound n2 dramatically, almost by a factor of n.
The resulting KEY )SOLVERs require O(k(n) log n) ops provided that k(n)
ops su$ce to multiply modulo xn a pair of polynomials in x. Since
k(n)"O((n log n) log log n) (1.1)
over any "eld of constants [CK91], the bound O(k (n) log n) means
O(n(log n)2 log log n) (over the "elds of constants supporting FFT, we have
k(n)"O(n log n), and then the factor log log n can be dropped).
Such an asymptotic improvement, however, has a drawback because the
cited KEY ) SOLVERs supporting the latter nearly linear asymptotic cost
bound rely on application of the fast version of the eEa; consequently, they
share its major de"ciency: these KEY )SOLVERs are not well structured and
imply a considerable overhead constant hidden in the above &&O11 notation of
O(k(n) log n). This is a high price for the asymptotic decrease of the ops bound
unless n is large. The alternative reduction to fast Toeplitz matrix computa-
tions yields the same asymptotic cost bound for the key equation [BGY80,
BP94], but similar problems arise here, too. In applications to decoding, n is
usually not large, and as a result, the present day hardware for solving the key
equation relies on Berlekamp-like KEY ) SOLVERs, using order of n2 ops,
rather than on the asymptotically fast solution algorithms. The situation is
more favorable to the asymptotically fast algorithms in other cited applica-
tions, but further simpli"cations are certainly desired there, too.
As we will see in Section 3, over the "elds of constants that have character-
istic c"0 or c’n, with Brent's modi"cation of Newton's iteration [Br75]
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O((n log n) log log n) ops. Furthermore, in this case the resulting KEY )
SOLVER is much better structured than the fast eEa, and the overhead
constant is much smaller, that is, we yield substantial and uniform advantage
over the fast eEa approach. In Sections 3 and 11, we reduce the entire
solution to a simple chain of c!1 recursive steps, c"vlog
2
(n#1)w ; the
computational cost of performing the ith step, i"1,2, c!1, essentially
amounts to a few polynomial multiplications modulo xh for h42i`1, which
can be performed fast by means of FFT or binary segmentation (cf. [BP94,
pp. 276}279]). Even where such a KEY )SOLVER relies on the straightfor-
ward algorithm, it involves a total of at most (8/3)n2#O(n) ops provided that
c"0 or c’n, and n#1 is a power of 2. Assuming FFT-based fast polynomial
arithmetic and 2i`3th roots of 1 available, the overall cost of performing the ith
step of our algorithm of Section 3 is roughly the cost of performing FFT three
times on the 2i`2th roots of 1 and four times on the 2i`3th roots of 1, which
gives us the overall cost bound of 66n log
2
n#O(n) ops (see Section 11).
Furthermore, since the algorithm is reduced essentially to a rather short
sequence of polynomial multiplications, it can be e!ectively parallelized, which
is an advantage over both Berlekamp's algorithm and the fast eEa approach.
It is interesting that the Read}Solomon codes, which are the most popular
BCH codes, allow their natural construction over a "eld of characteristic n#1,
in which case our algorithm of Section 3 applies. The transition to such a "eld,
however, would require that the current practice of building the codes in the
"elds of characteristic 2 be changed. For this reason and even more so because,
as mentioned, n is rather small in the practice of decoding, our approach seems
to be of purely theoretical interest for decoding. For the other cited applica-
tions, our results seem to be more promising practically. We also believe that
our Section 3 provides some new insight into the solution of the key equation.
The same can be said about our algorithms that handle the cases where
24c4n. In these cases, the algorithm of Section 3 does not apply directly.
The more re"ned techniques of Sections 4}10 enable us to extend Newton's
iteration (at the cost of performing O (k(n))"O((n log n) log log n) ops) to
reduce the key equation to the PadeH approximation problem. Our progress
versus the known reduction of this kind [BGY80] is in the decrease by
a factor of c of the size of the resulting PadeH problem and, therefore, of the
cost of its fastest known solution. The asymptotically slower solutions, using
order of n2 ops with small overhead constants, are accelerated by a factor of
c2. For c of the order Jn2/k(n), say, this means the cost order decreases from
n2 to k(n); for much larger c the computational cost of solving the PadeH
problem becomes negligible versus the reduction cost of O(k(n)).
More precisely, we present two KE> ) SO‚<ERs in the case where
0(c4n. One of these, our deterministic Algorithm 8.1, reduces KEY )
SOLVE(n) to at most c!1 PadeH problems of smaller sizes, of at most (n/c, n/c)
96 VICTOR Y. PANeach. All these c!1 problems can be e!ectively solved concurrently, on c!1
processors; such a solution requires no data exchange among the processors.
Even without using parallelism, however, our deterministic reduction to
c!1 PadeH problems means acceleration by roughly a factor of c compared
to the reduction of the KEY ) SOLVE(n) to a single PadeH problem of the size
(n, n) shown in [BGY80], provided that one uses PadeH solvers that have
quadratic costs; the new reduction supports the same asymptotic cost bound
as [BGY80] does if the PadeH solvers rely on the fast eEa. For a large class of
inputs, we only need to solve a single PadeH problem of the smaller size, which
means further acceleration by a factor of c!1. Moreover, we may achieve
this e!ect for any input by means of randomization of Las Vegas type.
Namely, our Algorithm 9.1 uses c!1 random parameters and either solves
the key equation correctly by reducing it, at the cost of performing O(k(n))
ops, to a single PadeH problem of size at most (n/c, n/c) or fails with a small
probability, but never outputs a wrong answer. Furthermore, in the unlikely
case of the failure, we may reuse the results of the computations and the
random parameters to yield an extension to the deterministic solution (cf. our
Algorithm 9.2 and Remark 10.1).
Remark 1.1. Technically, the present paper extends [P96], whose tech-
nical origin can be further traced back to [V900, K25, K27, N27, Sc93, and
BP94]. It should be noted, however, that even the upper estimates of [P96]
for the computational complexity of I )POWER ) SUMS, which improve the
estimates of [Sc93, BP94], still exceed the order of n2 ops; that is, the upper
estimates of the present paper are smaller by an order of magnitude than
those of [Sc93, BP94, P96].
We will organize our paper as follows. In Section 2, we de"ne the inverse
power sums problem and the key equation for the BCH decoding. In Section
3, we show how to compute the coe$cients of P(x) rapidly, provided that
c’n or c"0. In Section 4, we state some auxiliary facts and de"nitions. In
Section 5, we consider the case of the computations over the "elds of
characteristic 2. In Sections 6}10, we extend this study to devise and analyze
new asymptotically faster KEY ) SOLVERs over any "eld. In Section 11, we
estimate the cost of computations by the algorithm of Section 3 (in the case
where c"0 or c’n) "rst assuming classical polynomial arithmetic and then
fast FFT-based polynomial arithmetic.
2. THE PROBLEM I )POWER ) SUMS(min) AND
THE KEY EQUATION FOR BCH DECODING
The inverse power sum problem (which we will denote by I )POWER )
SUMS(n)) is the problem of computing the coe$cients p
1
,2, pn of a
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P (x)" n+
i/0
p
i
xi" n<
j/1
(1!xz
j
), p
0
"1, (2.1)
where we are given the power sums of the zeros of this polynomial,
s
k
" n+
j/1
zk
j
, k"1, 2,2, 2n. (2.2)
The converse problem of computing the "rst 2n power sums from given
coe$cients of p (x) is simpler: it amounts to computing modulo x2n at "rst the
reciprocal 1/P(x) and then its product by P@(x) (cf. Eq. (2.3) below).
We will assume computations over a "eld F of a characteristic c ; to ensure
uniqueness of the solution, we will additionally require the minimum degree
(not exceeding n) for the output polynomial. In the above form, the problem
will be referred to as I )POWER )SUMS(min). Without the minimization
requirement, the problem would not be well de"ned for positive c, as can be
seen from the following simple observation:
FACT 2.1. If Eqs. (2.1) and (2.2) hold over a ,eld F of characteristic c for
some polynomial P (x), then they also hold for any scalar z and for P (x) replaced
by the polynomial P(x)(1!xz)c.
Proof. The impact of the c-fold zero x"1/z of P(x) (1!xz)c on the power
sum s
k
amounts to adding czk, which is 0 mod c; that is, such an impact is nil
over F, for all k. j
Next, we will restate the problem I )POWER ) SUMS(min) in the form
closely related to decoding the BCH error-correcting codes. First, recall that
P@(x)
P (x)
"! n+
j/1
z
j
1!xz
j
.
Substitute 1/(1!xz
j
)"+=
i/0
(xz
j
)i and obtain that
!P@(x)
P(x)
" n+
j/1
z
j
=
+
k/0
(xz
j
)k" =+
k/0
xk
n
+
j/1
zk`1
j
.
Substitute (2.2) on the right-hand side and express the above ratio via the
generating function for the power sums as
P@(x)
P(x)
"! =+
k/0
s
k`1
xk. (2.3)
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right-hand side modulo x2n`1, and obtain that
=(x)"!P(x) 2n+
k/0
s
k
xk mod x2n`1, (2.4)
where we write
=(x)"P(x)#xP@(x), s
0
"!1. (2.5)
Note that
P(0)"=(0)"1, (2.6)
due to (2.1). After Berlekamp [Be68], (2.4) is called the key equation for
decoding the BCH error-correcting codes. We will cite the problem of
computing the pair of polynomials P(x) and =(x) that have the minimum
degrees (not exceeding n) and satisfy the equations (2.4)} (2.6), for some "xed
s
1
,2, s2n , as the problem KEY ) SOLVE(n), which is clearly equivalent to
I )POWER )SUMS(min).
The computation of the minimum span for a linear recurrence is another
equivalent formulation of the same problem [Be68, Mas69, BGY80], where
for a natural n and 2n scalars v
0
,2, v2n~1 , one has to compute the minimum
k4n and the k coe$cients c
0
,2, ck~1 such that vi"ck~1vi~1#2#
c
0
v
i~k
for i"k, k#1,2, 2n. (We assume that the problem has a solution.)
Besides decoding the BCH codes, the latter problem has well-known applica-
tions to sparse multivariate polynomial interpolation [BOT88, KLW99] and
sparse matrix computations in "nite "elds [W87, KP91, K95, P99].
Remark 2.1. Assuming that the zeros z
1
,2, zn are indeterminates in (2.1),
one may prove that there are exactly n algebraically independent power sums
s
k
of (2.2) among s
1
,2, sm`n , where m"0 if c"0, m"x(n!1)/(c!1)y
otherwise [Ka25, Ka27, Sc93]. Note that s
ci
"sc
i
for all i and cO0.
3. A KEY )SOLVER OVER THE FIELDS OF CHARACTERISTICS 0
OR GREATER THAN n
Let us write !„(x)"(lnP(x))@"P@(x)/P(x), S(x)"+=
k/1
(s
k
/k)xk and de-
duce from (2.3) that S@(x)"„(x) and (lnP(x))@"!S@(x). Over the "elds of
characteristic c"0, we may integrate the latter equation and obtain that
F
P
(x)"lnP(x)#S(x)"0 (3.1)
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solution of Eq. (3.1) by Newton's iteration, which recursively computes all the
remaining n coe$cients of P(x) in O(k(n)) ops for k(n)"O((n log n) log log n)
of (1.1) [Br75]. For c’0, we may de"ne 1/k for 0(k(c and S(x) mod xc.
Then we may apply Newton's iteration in order to compute P(x) mod xh at
cost O(k(h)) for any h4c. In particular, if c’n, we choose h"n#1 and
obtain P(x) mod xn`1 in O(k(n)) ops.
We next specify Newton's iteration in some detail, to prepare also its
subsequent extension to the case where 0(c4n. We write c"
vlog
2
(n#1)w ,
R
h
(x)"P(x) modxh, R@
h
(x)"P@(x) modxh, h"2, 4,2, 2c, (3.2)
and observe that 2c5n#1 and R
2c
(x)"P(x) modx2c"P(x). Then we
obtain from (2.3) that
R@
2h
(x)
R
2h
(x)
"!2h~1+
k/0
s
k`1
xk modx2h. (3.3)
We also observe that
R
2
(x)"P(x)mod x2"1!s
1
x. (3.4)
Now, by following [Br75] (cf. also [Sc82; P90; BP94, pp. 34}35; P96]), we
recursively compute R
4
(x), R
8
(x),2, R2c(x). Namely, by applying Newton's
iteration to the equation F
p
(x)"0 of (3.1) and observing that F @
p
(x)"1/P(x),
we obtain that
R
2h
(x)"R
h
(x)!F
Rh
(x)/F@
Rh
(x)"R
h
(x) (1!lnR
h
(x)!S(x))modx2h
(cf. [Br75]). Rewrite the latter equation as
R
2h
(x)"R
h
(x)M
h
(x) modx2h, (3.5)
where M
h
(x)"1!lnR
h
(x)!S(x) mod x2h. Deduce that
M
h
(x)"1!2h~1+
i/h
m
h,i
xi, (3.6)
!M@
h
(x)"R@h(x)
R
h
(x)
#S@(x) mod x2h~1,
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!M@
h
(x)"R@h(x)
R
h
(x)
#2h~2+
k/0
s
k`1
xk modx2h~1. (3.7)
Note that the relations (3.5)} (3.7) depend on „(x)"S@(x) (but not on S(x))
and hold for any c, even where S(x) is not de"ned. (One may ignore (3.1).
introduce (3.5) and (3.6) for the unknown parameters m
h,i
, i"h,2, 2h!1,
and obtain (3.7) via the division modulo x2h~1 of the two polynomials, that is,
of R@
2h
(x)"R@
h
(x)M
h
(x)#R
h
(x)M@
h
(x) mod x2h~1 by R
2h
(x)"R
h
(x)M
h
(x)
mod x2h (cf., e.g., [BP94, pp. 34}35]).)
Now, suppose again that c"0 or c’2c. Combine (3.4) and (3.7) for h"2
in order to compute M@
2
(x). Integrate M@
2
(x) and obtain M
2
(x). Substitute
R
2
(x) and M
2
(x) into (3.5) for h"2 and obtain R
4
(x). This completes the "rst
step of a recursive process. At its ith recursive step, for i"1, 2,2, c!1, we
assume the input R
h
(x), s
1
,2, s2h~1 , for h"2i, and successively compute
M@
h
(x) of (3.7), M
h
(x) (by means of the integration of M@
h
(x)), and R
2h
(x) of (3.5)
(by means of polynomial multiplication modulo x2h). We arrive at
P(x)"R
2c
(x) for i"c!1.
For each h, h"2, 4,2, 2c~1, the computation is reduced essentially to two
polynomial multiplications modulo x2h~1 and x2h, respectively, and to com-
puting the reciprocal of a polynomial modulo x2h~1. Furthermore, since
1/R
2g
(x)"1/R
g
(x) mod xg, we may partly reuse each computed reciprocal at
the next recursive step, thus performing only two steps of Sieveking and
Kung's version of Newton's iteration per reciprocal. Summarizing, we only
need O(k(h))"O((h log h) log log h) ops at the hth step and a total of
O(k(c))"O((c log c) log log c) ops at all steps (see Section 11 for further details
and more speci"c complexity estimates).
Now assume that 2c~14n(c and let us try to apply the same process in
order to compute R
2h
(x) for h"2c~1. Then, if 2h’c, the algorithm will
stumble at the integration stage. Indeed, if c divides i and if 2h’i5h, then
we cannot recover the coe$cient m
h,i
from M@
h
(x) because (xgc)@"0 mod c for
all integers g. The algorithm, however, recovers M
h
(x) mod xc and, conse-
quently, R
c
(x)"R
2h
(x) mod xc, within the same asymptotic cost bound.
Formally, we will proceed with the above recursive computation of R
h
(x)
until we arrive at R
h
(x) for h4n(2h; then we will perform its single step
modulo xn`1, to obtain M
h
(x) mod xn`1 and, "nally, R
2h
(x) mod
xn`1"R
n`1
(x)"P(x), by using a total of O(k(n))"O((n log n) log log n) ops.
Summarizing, we obtain the following theorem:
THEOREM 3.1. „he problems KEY )SOLVE(n) and I )POWER )SUMS(min)
can be solved by using O(k(n))"O((n log n) log log n) ops over any ,eld of
characteristic c"0 or c’n.
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OVER ANY FIELD
Fact 2.1 shows that over a "eld of a positive characteristic we have an
in"nite set of polynomials P(x) satisfying (2.3) for a "xed sequence s
1
, s
2
,2 .
The approach of the previous section does not give us any means for selecting
a polynomial of minimum degree in this set. To extend the solution of the key
equation in the case of a "eld of an arbitrary characteristic, we need some
additional techniques. We will start with recalling some de"nitions and
auxiliary results.
We will write gcd (;
i
(x), i"1,2, k) and lcm(;i(x), i"1,2, k) to denote
the greatest common divisor (gcd) and the least common multiple (lcm) of
k polynomials ;
1
(x),2, ;k(x).
We write deg;(x) to denote the degree of a polynomial ;(x).
For a formal power series
A(x)" =+
i/0
a
i
xi, (4.1)
its PadeH approximation table (to which we will refer as its PadeH table) is
de"ned as follows: for two nonnegative integers g and h, the (g, h)th entry of
such a table is represented by a nonzero pair of polynomials ;(x) and <(x)
satisfying the relations
;(x)!<(x)A(x)"0 modxg`h`1, (4.2)
deg;(x)4g, deg<(x)4h. (4.3)
THEOREM 4.1 [Gr72]. Over any ,eld of constants, for any pair of non-
negative integers g and h and for any formal power series A(x) of (4.1), there
exist pairs of polynomials ;(x) and <(x) satisfying (4.2) and (4.3); furthermore,
the ratio ;(x)/<(x) is de,ned uniquely.
Due to Theorem 4.1, we may ensure uniqueness of the pair ;(x) and <(x)
satisfying (4.2) and (4.3) if we require that the polynomials;(x) and<(x) have
minimal degrees and if we scale these polynomials to make the nonvanishing
trailing coe$cient of <(x) equal to 1. We will cite the problem of computing
the polynomials ;(x) and <(x) satisfying the latter requirements as
PADED (min) of size (g, h).
We have the following simple observation:
FACT 4.2. If it is known that
<(0)"1 (4.4)
102 VICTOR Y. PANfor a solution ;(x), <(x) to PADED (min), then such a solution is unique and
satis,es the equation
gcd(;(x),<(x))"1. (4.5)
Remark 4.1 (cf. [Gat86]). Generally, it is not possible to satisfy (4.5)
without assuming (4.4).
Hereafter, we will only deal with the entries of PadeQ tables normalized so as
to satisfy (4.4).
THEOREM 4.3 (cf. [BGY80, CK91]). For two polynomials of degrees at
most n, their gcd and lcm can be computed over any ,eld of constants by using
O(k(n) log n)"O((log n)2n log log n) ops. Furthermore, O(k(n) log n)"
O ((log n)2n log log n) ops su.ce to compute, over any ,eld of constants, a solu-
tion to PADED (min) of size (g, h) provided that g#h&O(n).
Now, we observe that the solution (=(x), P(x)) to the problem
KEY )SOLVE(n) is also the solution (;(x), <(x)) to the associated problem
PADED (min) of size (g, h), for g"h"n and for the input power series
A(x)"!+
k
s
k
xk (cf. (2.4)). (Note that both problems share the requirement
for the minimization of the degrees of the output polynomial.)
COROLLARY 4.4. Over any ,eld of constants, the problem KEY )SOLVE(n) has
a unique solution shared with a problem PADED (min) of size (n,n). Such a solution
can be computed in O(k(n) log n) ops; furthermore, it satis,es the equation
gcd(=(x),P(x))"1. (4.6)
We will conclude this section with the following result, which we will use in
Section 8.
FACT 4.5. If (over a ,eld F of constants having a positive characteristic c)
a polynomial „(xc) divides P(x), the solution polynomial to I )POWER )
SUMS(min), then „(y) is a constant.
Proof. We recall that;(xc)"(;(x))c for any polynomial;(x) over a "eld
of a positive characteristic c. Therefore, „(xc)"(„ (x))c, and all the zeros of
„(xc) are the c-fold zeros of P(x). Such zeros make no impact on the power
sums s
k
of (2.2) computed over F. Due to the assumption that the degrees of
P(x) is minimum, we conclude that „(y)"„(xc) is a constant. j
5. A KEY ) SOLVER OVER THE FIELDS OF CHARACTERISTIC 2
Our next goal is to decrease by about 50% the size of the PadeH entry
involved in the solution of the problems I )POWER )SUMS(min) and
TECHNIQUES FOR COMPUTATION 103KEY )SOLVE(n) in the important case of the computations over a "eld F of
characteristic c"2. Similar e!ect was achieved by a distinct technique in
[Be68, Chap. 7.6]; our approach is conceptually simpler and also gives us
a chance to introduce some useful techniques for our KEY ) SOLVERs over
any "eld. In the case where c"2, we have
P@(x)" n
1
+
i/0
p
2i`1
yi"P
1
(y), (5.1)
=(x)"P(x)#xP@(x)" n
0
+
i/0
p
2i
yi"P
0
(y), (5.2)
P(x)"P
0
(y)#xP
1
(y), (5.3)
where y"x2,
degP
0
(y)"n
0
"xn/2y , degP
1
(y)"n
1
"x(n!1)/2y , n
0
#n
1
"n!1.
(5.4)
Now, we recall that !s
k
"s
k
for all k and that !1"1 since we work over
a "eld F of characteristic 2, and we apply (5.1)} (5.3) to rewrite (2.4) as
P
0
(y)
P
0
(y)#xP
1
(y)
" =+
k/0
s
k
xk ,
1#xP1(y)
P
0
(y)
"1N
=
+
k/0
s
k
xk,
P
1
(y)
P
0
(y)
"A1#1N
=
+
k/0
s
k
xk)BNx"
=
+
i/0
b
i
yi . (5.5)
The following algorithm (over "elds of characteristic 2) relies on the
equation (5.5) and yields the desired size decrease.
ALGORITHM 5.1 (A KEY )SOLVER for c"2).
Input: The "rst 2n!1 power sums, s
1
,2, s2n~1 of (2.2).
Output: The coe$cients of the polynomials P(x) of (2.1) and=(x) of (2.5)
and (5.2).
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1. Compute the coe$cients of the polynomial
B(y)"Ax~1AA
2n~1
+
k/0
s
k
xkB
~1#1BB mod x2n~1"
n~1
+
i/0
b
i
yi, for y"x2.
2. Compute the (n
1
, n
0
)th entry, (P
1,1
(y), P
0,1
(y)), of the PadeH table for
B(y).
3. Compute and output the polynomial P(x)"P
0,1
(x2)#xP
1,1
(x2).
4. Output the polynomial =(x)"P
0,1
(x2).
Correctness of the algorithm immediately follows from Eqs. (5.1)} (5.5) and
Theorem 4.1.
Stage 1 amounts to computing modulo x2n~1 the reciprocal of a poly-
nomial; this only requires O(k(n)) ops (see, e.g., [BP94]). Stage 2 can be
performed in O(k(n) log n) ops, due to Theorem 4.3. Note that we only need to
compute the (n
1
, n
0
)th PadeH entry for n
0
and n
1
of (5.4), where n
1
4n
0
4n/2,
versus the computation of the (n!1, n)th or (n, n)th PadeH entry, required in
the solution of [BGY80], cited in Section 4.
We will also show an alternative derivation of (5.5), which may be of some
technical interest. Represent the formal power series „(x)"!P@(x)/P(x) as
„(x)"„
0
(y)#x„
1
(y), (5.6)
y"x2, „
0
(y)" =+
k/0
s
2k`1
yk, „
1
(y)" =+
k/1
s
2k`2
yk. (5.7)
Recall that
P@(x)"!P(x)„(x). (5.8)
Di!erentiate both sides, observe that PA(x)"0 over F, and obtain that
P@(x)„(x)#P (x)„ @(x)"0.
Substitute (5.1), (5.3), and (5.6) into the latter equation, observe that
„@(x)"„
1
(y), and obtain that P
1
(y) („
0
(y)#x„
1
(y))#(P
0
(y)#xP
1
(y))„
1
(y)"0.
Since 2P
1
(y)„
1
(y)"0 over F, it follows that
P
1
(y)„
0
(y)#P
0
(y)„
1
(y)"0.
TECHNIQUES FOR COMPUTATION 105Since 1"!1 in F, we rewrite this equation as follows [cf. (5.5)]:
P
1
(y)
P
0
(y)
"„1(y)„
0
(y)
" =+
i/0
b
i
yi. (5.9)
Remark 5.1. Over a "eld of characteristic c’0, we may di!erentiate (5.8)
c!1 times and obtain c!1 equations in P(x) and „(x) and its derivatives
and higher order derivatives, which would enable us to express
P(k)(x)/P(k~1)(x) via „(x), „@(x),2, „(k)(x). For instance, for c"3, we deduce
that PA(x)/P@(x)"2„ @(x)/„(x)#„A(x)/„@(x).
6. TOWARDS THE REDUCTION OF KEY ) SOLVE(n) TO c!1
PROBLEMS PADED (min) OF SIZES AT MOST (n/c, n/c)
(PRELIMINARIES AND AN OUTLINE)
Extension of Algorithm 5.1 to the case of a "eld F of any positive
characteristic c is not straightforward. The idea is to reduce KEY )SOLVE(n)
to computing the (g, h)th entry of a PadeH table of some formal power series
Q(x) (associated with P(x) and c) for smaller g and h, not exceeding n/c. In this
section, we will make the "rst step in this direction, by preparing the
reduction to c!1 problems PADED (min), each of size at most (n/c, n/c). We
will start with the respective extension of the equations (5.1)}(5.9).
Represent P(x) of (2.1) in the form
P(x)"c~1+
k/0
P
k
(xc)xk , (6.1)
where
P
k
(y)" n
k
+
i/0
p
k`ic
yi, k"0, 1,2, c!1, (6.2)
n
0
"xn/cy , n
0
!14n
k`1
4n
k
, k"0, 1,2, c!2, n"
c~1
+
k/0
n
k
. (6.3)
Observe that
P
0
(0)"P(0)"p
0
"1 (6.4)
106 VICTOR Y. PAN(cf. (2.1)). De"ne the formal power series
Q(x)" P(x)
P
0
(xc)
" =+
i/0
q
i
xi, (6.5)
Q
k
(y)"Pk (y)
P
0
(y)
" =+
i/0
q
k`ic
yi, k"1, 2,2, c!1, (6.6)
and observe that
Q(x)"1#c~1+
k/1
xkQ
k
(xc). (6.7)
Equation (6.7) implies that
q
0
"1, q
jc
"0, j"1, 2,2, (6.8)
q
i
"p
i
, i"1, 2,2, c!1.
We will need some further properties of P
k
(xc) and Q(x). In particular, we
note that
DP
k
(xc)]@
x
"0 for all k, P@(x)"c~1+
k/1
kxk~1P
k
(xc) (6.9)
over the "eld F (since (xc )@
x
"0 mod c) and deduce that
Q@(x)"(P(x)/P
0
(xc))@"P@(x)/P
0
(xc).
Consequently, Q{ (x)
Q(x)
"P{(x)
P(x)
. Substitute (2.3) and obtain that
Q@(x)
Q(x)
"! =+
k/0
s
k`1
xk. (6.10)
Hereafter, we will write
l"(n
0
#n
1
)c42cxn/cy42n. (6.11)
Based on Eqs. (6.1)} (6.11), we will reduce the solution of KEY )SOLVE(n)
to performing the following stages:
(a) Compute the coe$cients of Q(x) mod xl.
(b) Solve c!1 problems PADED (min) of sizes (n
k
, n
0
) with inputs Q
k
(y),
where n
k
4n
0
4n/c, k"1,2, c!1.
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0
(y) from these solutions; then immediately recover P
k
(y)
for k"1,2, c!1 from (6.6) and P (x) from (6.1).
The above algorithm extends the solution from the easy case of c"2,
covered in the preceding section. For a general c we will cover stage (a) in
Section 7 and stages (b) and (c) in Section 8. The main computational
advantage of this approach versus the reduction of KEY ) SOLVE(n) to
a single problem PADED (min) of size (n, n) is the option of solving concurrently
all the c!1 problems PADED (min) of smaller sizes. In Section 9, we will
simplify the computations even further, by applying randomization (or heu-
ristics) to replace the bottleneck stage (b) by the solution of a single problem
PADED (min) of small size (n
1
, n
0
).
7. EFFICIENT COMPUTATION OF THE AUXILIARY
POLYNOMIAL Q(x) mod xl#1
We are going to describe stage (a) outlined in the previous section. The
transition from P(x) to P(x) (1!xz)c"P(x) (1!xczc) for c’0 changes P
0
(x)
into P
0
(x)(1!xczc) but leaves invariant the power sums s
1
, s
2
,2 (cf. the
proof of Fact 2.1) and the ratio Q(x)"P(x)/P
0
(x) of (6.5). Therefore, the
power sums s
1
, s
2
,2 cannot uniquely de"ne P(x), but we will next show that
they uniquely de"ne Q(x); moreover, we will extend the algorithm of Section
3 to compute (over any "eld with positive characteristic c) the unique ratio
Q(x) of (6.5) as soon as we are given the values s
1
, s
2
,2 . To yield such an
extension, we rede"ne R
h
(x) of (3.2) by writing R
h
(x)"Q(x) mod xh for all h.
Then (6.10) will enable us to apply Newton's process of Section 3 to compute
the "rst c coe$cients of Q(x) at a low computational cost. We will next extend
this process, by using Eqs. (6.8), to compute all other coe$cients of Q(x)
recursively, at a low computational cost.
In [Sc93] this was done by reduction to solving a triangular linear system
of xn/cy equations, which requires order of (n/c)2 ops for n coe$cients of Q(x),
in addition to O(k(n))"O((n log n) log log n) ops needed for the reduction.
We will follow [P96], where a total of O (k(n)) ops were used. At "rst, from
Eqs. (3.5) and (3.6) for h4c42h, we deduce that
q
c
"!c~h+
i/0
q
i
m
h,c~i
. (7.1)
Now, substitute the equations q
0
"1, q
c
"0 of (6.8) into (7.1) and deduce that
m
h,c
"!c~h+
i/1
q
i
m
h,c~i
.
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q
jc
"!jc~h+
i/0
q
i
m
h,jc~i
(which turns into (7.1) for j"1). Substitute q
0
"1 and q
jc
"0 of (6.8) and
arrive at the equation
m
h,jc
"!jc~h+
i/1
q
i
m
h,jc~1
. (7.2)
Observe that the coe$cients m
h,jc~i
on the right-hand side are computed in
the integration stage of the algorithm of Section 3 (cf. (3.7)), except for those
coe$cients m
h,jc~i
for which c divides i. We will replace the latter coe$cients
by 0. This will not change Eq. (7.2) since q
i
"0 if i’0 and if c divides i, this is
due to (6.8).
Such a replacement turns the vector m
h
"Mm
h,jc
, j"1, 2,2, gN,
g"x(2h!1)/cy , into a subvector of the convolution vector for two known
vectors, that is, !(q
1
,2, qgc~h) and (m*h,h,2, m*h,gc~1), where m*h,i"0 if
c divides i, m*
h,i
"m
h,i
otherwise. O(k(h))"O((h log h) log log h)) ops su$ce to
compute such a convolution vector m
h
[CK91]. By repeating the latter
process recursively, for all h, n5h"2a5c/2, we obtain the remaining
coe$cients of the polynomials M
h
(x) and R
2h
(x) for all h, at the cost of
performing O (k(n))"O((n log n) log log n) additional ops, and then we extend
Theorem 3.1 as follows:
THEOREM 7.1. Given the power sums s
1
,2, sl , where l"(n0#n1)c42n
(cf. (2.1), (2.2), and (6.11)), the coe.cients of the polynomial Q(x) modxl#1 (cf.
6.1)} (6.5)) can be computed over any ,eld of any positive characteristic c by
using O(k(n))"O((n log n) log log n) ops.
8. RECOVERY OF THE OUTPUT POLYNOMIAL P(x) FROM
THE AUXILIARY POLYNOMIAL Q(x) mod xl#1
The relations (6.1)}(6.11) imply that all the coe$cients of the polynomials
Q
k
(y) mod ynk#n0#1"Q
k
(xc) modx(nk`n0)c`1, k"1, 2,2, c!1, (8.1)
are among the coe$cients of the polynomial Q(x) modxl#1, computed by the
algorithm of the previous section. The next algorithm enables us to recover
the coe$cients of the polynomials P
k
(y)"P
k
(xc ) from the entries of PadeH
tables for Q
k
(y), for k"0, 1,2, c!1, which will immediately de"ne P(x),
due to (6.1).
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Input: Integers c52, n51, n
0
, n
1
,2, nc~1, satisfying (6.3), a "eld F of
characteristic c, the values s
1
,2, sl , and the coe$cients of the polynomial
Ql (x)"Q(x) modxl#l , for Q(x) of (6.5)} (6.7) and for l of (6.11), where
Q(x)I0, Q(x) is a formal power series satisfying (6.10) modulo xl#1 for
a given set Ms
1
,2, slN.
Output: The coe$cients of the solution polynomial P(x) for
KEY )SOLVE(n) and I )POWER )SUMS(min).
Computations:
1. Express the coe$cients of all polynomials Q
k
(y) mod
ynk`n0`1"Q
k
(xc) mod x(nk#n0)c#1 , for k"1, 2,2, c!1, as the appropriate
coe$cients of Q(x) mod xl#1 (cf. Eqs. (6.5)} (6.7), (8.1)). Successively or
concurrently, for k"1, 2,2, c!1, compute the normalized (nk , n0)th entries
(P
k,k
(y), P
0,k
(y)) of the PadeH tables for Q
k
(y), such that P
0,k
(0)"1 (cf. (4.4) and
(6.4)).
2. Compute
‚
0
(y)"lcm(P
0,k
(y), k"1, 2,2, c!1), (8.2)
such that ‚
0
(0)"1.
3. Write
P
0
(y)"‚
0
(y) . (8.3)
Recall (6.6) and compute the polynomials
P
k
(y)"Q
k
(y)P
0
(y) mod ynk#1, k"1, 2,2, c!1. (8.4)
Output the coe$cients of the polynomial P(x) of (6.1).
Let us prove correctness of Algorithm 8.1; that is, let us deduce (8.3). The
"rst step of the proof is to show that ‚
0
(y) divides P
0
(y). By the de"nition of
PadeH entries, we have P
k,k
(y)/P
0,k
(y)"Q
k
(y) mod ynk#n0#1, for all k. The
latter equation, Eq. (6.6), and Theorem 4.1 together imply that
P
k,k
(y)/P
0,k
(y)"P
k
(y)/P
0
(y) for all k
or, equivalently,
P
k
(y)"P
k,k
(y)P
0
(y)/P
0,k
(y) for all k. (8.5)
Due to the normalization assumption that P
0,k
(0)"1, we have
gcd(P
k,k
(y), P
0,k
(y))"1 for all k (8.6)
110 VICTOR Y. PAN(cf. Fact 4.2). Equations (8.5) and (8.6) together imply that P
0,k
(y) divides P
0
(y)
for all k. Consequently, ‚
0
(y) divides P
0
(y) (cf. (8.2)).
Now, let „(y) denote the quotient polynomial P
0
(y)/‚
0
(y). It remains to
prove that „(y) is identically 1. Equation (8.2) implies that „(y) divides
P
0
(y)/P
0,k
(y), for all k. Therefore, due to (8.5), „(y) divides P
k
(y), for all k.
Consequently, (6.1) implies that „(xc) divides P(x). By the virtue of Fact 4.5,
„(y) is a constant. Moreover, due to the normalization assumptions that
P
0
(0)"‚
0
(0)"1, we have „(0)"1 and, consequently, „(y),1. Therefore,
we arrive at (8.3) and (8.4). This completes the proof of correctness of
Algorithm 8.1. j
9. SIMPLIFICATION OF ALGORITHM 8.1 BY MEANS OF
HEURISTICS AND RANDOMIZATION;
DERANDOMIZATION TECHNIQUE
In this section we will propose some heuristics and randomization to
decrease (ideally to 1) the number c!1 of the problems PADED (min) whose
solution was required at stage (b) of the algorithm outlined in Section 6. At
the end, we will also comment on derandomization.
For c"2, stage 1 of Algorithm 8.1 is reduced to computing the single
(n
1
, n
0
)th entry of the PadeH table for Q
1
(y), whereas stages 2 and 3 are not
needed at all, since in this case, ‚
0
(y)"P
0,1
(y) (cf. (8.2) for c"2 and k"1)
and, consequently, P
1
(y)"P
1,1
(y) (cf. (8.4) for c"2, k"1). The next obser-
vations will enable us to obtain a similar simpli"cation for any c4n by using
randomization.
Fact 9.1.
P
0
(y)"P
0,k
(y), P
k
(y)"P
k,k
(y) (9.1)
if
degP
0,k
(y)"n
0
and/or degP
k,k
(y)"n
k
, (9.2)
for some k, 14k(c.
Proof. The implication of (9.1) by (9.2) immediately follows from
(8.5)} (8.7) and the normalization assumption for the entries of PadeH tables.
j
For any "xed k, relations (9.2) hold for a large class of inputs to
I )POWER )SUMS(min). This suggests the following heuristic practical sim-
pli,cation of Algorithm 8.1: compute the pairs (P
0,k
(y), P
k,k
(y)) successively, for
k"1, 2,2, c!1, each time checking if (9.2) holds; if this is the case for
a current value of k, skip stage 2, write P
0
(y)"P
0,k
(y), and compute P
k
(y) for
all k by using (8.4).
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the worst case, (9.2) is never achieved, and we proceed as in the original
Algorithm 8.1, completing both stages 1 and 2. The next (Las Vegas random-
ized) algorithm enables us to skip stage 2 and go to stage 3 after computing
the (n
1
, n
0
)th entry of a single PadeH table, for the formal power series
+c~1
k/1
a
k
Q
k
(y) where a
k
are random scalars. This enables us to produce the pair
(+c~1
k/1
a
k
P
k
(y),P
0
(y)) with a high probability (cf. (8.4)). The algorithm includes
veri"cation that (unless FAILURE is output) the output polynomial P(x) is
indeed the solution of KEY )SOLVE(n) and I )POWER )SUMS(min).
ALGORITHM 9.1 (A randomized KEY ) SOLVER).
Input: The same as in Algorithm 8.1 and, in addition, a "nite set S of
elements of the "eld F or of its algebraic extension E.
Output: Either the coe$cients of the solution polynomial P(x) for
KEY )SOLVE(n) and I )POWER )SUMS(min) or FAILURE, with a prob-
ability at most (n
0
#1)/DSD, where DSD denotes the cardinality of the set S.
Computations:
0. Choose c!1 random values a
1
,2, ac~1 from the set S, independent
of each other and assuming the uniform probability distribution on S.
1. Compute the normalized (n
1
, n
0
)th entry, (PI a (y), (PI 0 (y)), of the PadeH
table for the formal power series Qa(y)"+ c~1
k/1
a
k
Q
k
(y), such that PI
0
(0)"1 (cf.
(4.4) and (6.4)).
2. Compute PI
k
(y) for k"1,2, c!1, by using (8.4), where Pk(y) and
P
0
(y) are replaced by PI
k
(y), respectively. If deg PI
0
(y)(n
0
"xn/cy and if deg
PI
k
(y)’degPI a (y) for some k51, output FAILURE. Otherwise compute
PI (x)"+c~1
k/1
a
k
PI
k
(y) (cf. (6.1)).
3. If degPI
0
(y)"n
0
, output P(x)"PI (x). Otherwise check if
PI @(x)#PI (x)„(x)"0 mod x2n`1 (9.3)
for „(x)"+=
k/0
s
k`1
xk (cf. (2.3)). If so, output P(x)"PI (x). Otherwise, output
FAILURE.
Let us prove correctness of the algorithm. Let P(x) denote the solution to
I )POWER )SUMS(min) for the input values s
1
,2, sl of Algorithms 8.1 and
9.1 and let us show that PI (x)"P(x) unless the algorithm outputs FAILURE.
Indeed, unless the algorithm outputs FAILURE, the polynomial PI (x) satis-
"es Eq. (9.3), and since P(0)"PI (0)"1, it remains to show that
degPI (x)4degP(x). (9.4)
We have
Qa(y)"Pa (y)/P0(y)"PI a (y)/PI 0(y) mod yn0
#n
1
#1,
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0
(x), P
1
(x),2, Pc~1(x) denote the c polynomials satisfying Eqs.
(6.1)}(6.4), (8.4), and Pa(y)"+c~1
k/1
a
k
P
k
(y). Now, by Theorem 4.1 and the
de"nition of PI a (y) and PI 0(y) (at stage 1 of Algorithm 9.1), we have
Pa(y)/P0
(y)"PI a(y)/PI 0(y).
Fact 4.2 and the normalization assumptions PI
0
(0)"P
0
(0)"1 together im-
ply that PI
0
(y) divides P
0
(y) and PI a(y) divides Pa(y); furthermore, it follows that
PI
0
(y)"P
0
(y), PI a(y)"Pa (y) (9.5)
unless we have simultaneously
degP
0
(y)’degPI
0
(y), degPa(y)’degPI a(y). (9.6)
If (9.5) holds, then (8.4) implies that PI
k
(y)"P
k
(y) for all k, and, therefore,
PI (x)"P(x) (cf. (6.1)).
Now, suppose that (9.5) does not hold. Then (9.6) holds, and it follows that
max
k50
degP
k
(y)’max
k50
degPI
k
(y)
unless FAILURE has been output at stage 2 of Algorithm 9.1. The latter
inequality, the de"nition of PI (x) as +c~1
k/1
a
k
PI
k
(y) at stage 2 of Algorithm 9.1,
and Eq. (6.1) combined imply (9.4) also in this case.
To complete the correctness proof, let us estimate the failure probability for
Algorithm 9.1. Due to the de"nition of PI
k
(x) and PI (x), Theorem 4.1, and Fact
4.2, we arrive at the equations
P(x)"PI (x) (9.7)
and
P
k
(x)"PI
k
(x) for k"0,2, c!1. (9.8)
provided that
gcd (Pa (y), P0
(y))"1. (9.9)
Surely, under (9.7) we cannot have failure at stage 3 of Algorithm 9.1. On the
other hand, (9.9) holds unless the resultant R of the two polynomials Pa(y) and
P
0
(y) vanishes [vdW53]. Therefore, failure at stage 3 implies that R vanishes.
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rely on the following fundamental result, due to [DL78] though more
frequently cited from [S80, Z79].
THEOREM 9.1 [DL78, S80, Z79]. ‚et p(X)"p (x
1
,2, xm) be a nonzero
m-variate polynomial of a total degree d. ‚et S be a ,nite subset of cardinality
DSD in the domain of the de,nition of p(X) and let X*"Mx*
1
,2, x*mN be a point in
Sm, whose coordinates x*
1
,2, x*m have been chosen at random in S, independent
of each other and under the uniform probability distribution on S. „hen
Probability Mp(X*)"0N4d/ DSD.
We recall that the resultant R is a polynomial of degree at most n
0
in the
coe$cients of Pa(y) (cf., e.g., [BP94]). Therefore, R is a polynomial of degree at
most n
0
in a
1
,2, ac~1 . This polynomial does not vanish identically in
a
1
,2, ac~1. Indeed, we surely have
gcd(P
0
(y), P
1
(y),2, Pc~1(y))"1,
for otherwise P(x) would not be the solution to I )POWER ) SUMS(min), that
is, the minimum degree solution of (2.3) (cf. (6.1) and (6.9)).
Now, the upper bound n
0
/DSD on the probability of failure at stage 3 follows
from Theorem 9.1. Also, under (9.8), failure at stage 2 would have implied
a nondegenerating linear equation in a
1
,2, ac~1 . Therefore, Theorem 9.1
immediately implies the upper bound 1/ DSD on the probability of failure at
stage 2. This gives us the desired estimate for the overall probability of failure
of Algorithm 9.1 and, consequently, completes the entire proof of its correct-
ness. j
If Algorithm 9.1 outputs FAILURE (and this occurs with a probability of
at most d"(n
0
#1)/ DSD, which is small for large DSD), we may generate (c!1) j
random parameters and apply the same algorithm j times, to decrease the
FAILURE probability to or below dj. Alternatively, we may reuse the same
c!1 parameters. For instance, we may adopt the following policy: at the ith
application of Algorithm 9.1, for i"1,2, c!1, replace Qa (y)"Qa(1) (y) by
Qa(i) (y)"+c~1
k/1
a
k`i~1
Q
k
(y), i"1, . . . , c!1, a
h
"0 for h5c. With a high
probability, the algorithm outputs P(x) for some i4c!1 (rather than
FAILURE for all i ), but even if FAILURE has been output for all i, we may
compute the polynomial P
0
(y) as lcm(PI
0,1
(y),2, PI 0,c~1(y)), where (PI a(i)(y),
PI
0,i
(y)) is the (n
1
, n
0
)th entry of the PadeH table for Qa(i) (y); then we may yield
derandomization, that is, obtain P(x) deterministically, by using (8.4) and (6.1).
The correctness proof for the latter deterministic algorithm (to which we refer
as Algorithm 9.2) is similar to one for Algorithm 8.1, since for every k,
k"1,2, c!1, one may express P1(y),2, Pk(y) linearly via Pa(1)(y),2,
Pa(c!1) (y), and vice versa.
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COST ESTIMATES
Let us next deduce deterministic complexity estimates for the problems
I )POWER )SUMS(min) and KEY ) SOLVE(n). The case where c"0 or
c’n is covered by Theorem 3.1. Let 0(c4n. Then the computational cost
of performing stages 1 and 2 of Algorithm 8.1 is immediately estimated based
on Theorem 4.3. Stage 3 amounts to c!1 multiplications of polynomials
having degree at most xn/cy . Such multiplications require a total of O(ck(n/c))"
O(k(n))"O ((n log n) log log n) ops for 0(c4n [CK91]. Summarizing and
taking into account the equivalence of the computational problems
KEY )SOLVE(n) and I )POWER )SUMS(min) to each other, Theorems 3.1
and 7.1, and simpli"cations implied by (9.2), we arrive at the next result:
THEOREM 10.1. „he problems I )POWER )SUMS(min) and KEY )SOLVE(n)
can be solved over a ,eld of a characteristic c by using O(k(n))"
O((n log n) log log n) ops if c"0 or c’n and by using O (k(n)#
ck(n/c) log (n/c))"O((n log n) log log n#(log(n/c))2n log (1#log (n/c)))) ops
for 0(c4n. „he latter bound decreases to O(k(n)#kk(n/c)log (n/c))"
O((n log n) log log n#k (log (n/c))2 (n/c) log (1#log (n/c))) ops in the case where
(9.2) holds for some k, 14k(c.
Similar analysis of Algorithm 9.1 leads us to the following result:
THEOREM 10.2. „he problems I )POWER )SUMS(min) and KEY )
SOLVE(n) can be solved over a ,eld of a characteristic c, 0(c4n, by means
of a randomized ‚as<egas algorithm, which generates c!1 parameters chosen
at random (independent of each other) from a ,xed ,nite set S (under the uniform
probability distribution on S) and in addition involves
O(k(n)#k(n/c) log (n/c))"O((n logn) log logn#(log(n/c))2(n/c) log (1#log (n/c)))
ops. „he algorithm fails with a probability at most (1#xn/cy )/ DSD where DSD
denotes the cardinality of the set S.
Remark 10.1. Based on Algorithm 9.2, one may combine the results of
Theorems 10.1 and 10.2 to yield a deterministic solution of the key equation
(at the price of performing some additional computations) in the unlikely
event of the failure of the probabilistic algorithm.
11. APPLICATION AND EXTENSION OF THE TWO-STEP
NEWTON'S ITERATION FOR POLYNOMIAL RECIPROCALS
The hth recursive step of the algorithm of Section 3, h"
1,2, xlog2 n#1)y !1, is reduced essentially to two polynomial multiplica-
TECHNIQUES FOR COMPUTATION 115tions modulo x2g~1, for the transition from (1/R
2g
(x)) mod xg~1 to (1/R
2g
(x))
mod x2g~1, and to two other polynomial multiplications modulo x2g~1 and
x2g, respectively, for g"2h. This means that (8/3)n2#O(n) ops su$ce at all
steps, provided that n#1 is a power of 2 and that all the polynomial
products are computed by the classical method. We will next estimate the
computational cost of a recursive step of the same algorithm of Section 3
assuming fast (FFT based) polynomial arithmetic.
We will reuse the results of the preceding computations, in particular, when
we apply Sieveking and Kung's algorithm, which speci"es Newton's iteration
to computing polynomial reciprocals (cf. [BP94, p. 22]). The next subal-
gorithm incorporates the relevant steps of this iterative algorithm into the ith
recursive step of our algorithm of Section 3. In the description of this
subalgorithm, we let )
k
denote the set of kth roots of 1, let g"2i~1, so that
2g"2i, and assume that the set )
8g
is available.
SUBALGORITHM 11.1.
Input: The values s
1
,2, s4g~1, the coe$cients of the polynomial R2g(x)
and „
g
(x)"!(1/R
g
(x)) mod xg, the set )
8g
, and the values of „
g
(x) on the
subset )
4g
of )
8g
.
Output: the coe$cients of the polynomials R
4g
(x) and „
2g
(x)"
!(1/R
2g
(x)) modx2g and the values of the polynomial „
2g
(x) on the set )
8g
.
Computations:
1. Evaluate R
2g
(x) and R@
2g
(x) on the set )
8g
, including evaluation on the
subset )
4g
of )
8g
.
2. Evaluate „1
2g
(x)"„
g
(x) (2#R
2g
(x)„
g
(x)) on the set )
4g
.
3. Compute the coe$cients of the polynomials „1
2g
(x) (interpolation)
and „
2g
(x)"„1
2g
(x) mod x2g.
4. Evaluate „
2g
(x) on the set )
8g
.
5. Evaluate MM @
2g
(x)"R@
2g
(x)„
2g
(x) (2#R
2g
(x)„
2g
(x)) on the set )
8g
(by
using the results of steps 1 and 4).
6. Compute the coe$cients of the polynomials M1 @
2g
(x) (interpolation)
and M1 @
2g
(x) mod x4g~1.
7. Compute the coe$cients of the polynomials M@
2g
(x)"M1 @
2g
(x)
modx4g~1#+4g~2
k/0
s
k`1
xk and M
2g
(x)"1#x2gM*
2g
(x).
8. Evaluate M*
2g
(x) on the set )
4g
.
9. Evaluate R
2g
(x)M*
2g
(x) on the set )
4g
(by using the results of steps
1 and 8).
10. Compute the coe$cients of the polynomial R
2g
(x)M*
2g
(x) (interpola-
tion).
11. Compute the coe$cients of the polynomial R1
4g
(x)"R
2g
(x)#
x2gR
2g
(x)M*
2g
(x)"R
2g
(x)M
2g
(x) and R
4g
(x)"R1
4g
(x) mod x4g.
Correctness of this algorithm follows from Eqs. (3.4)} (3.7) and
„
h
(x) (2#R
2h
(x)„
h
(x))"!(1/R
2h
(x)) mod x2h, for h"g, h"2g (the
116 VICTOR Y. PANlatter equation de"nes Newton's iteration for the reciprocal (cf., e.g., [BP94,
p. 22])).
To estimate the computational cost, let C
F(k)
denote the computational cost
of the discrete Fourier transform on the set )
k
. We have
C
F(k)
41.5k log
2
k"3i2i~1, for k"2i. (11.1)
The overall computational cost bound is dominated by the sum of the cost
bounds 3C
F(8g)
#C
F(4g)
, for performing four forward FFTs on stages 1, 4,
and 8 (for polynomial evaluation on )
8g
and )
4g
), and 2C
F(4g)
#C
F(8g)
, for
performing three inverse FFTs (for polynomial interpolation on )
4g
and )
8g
).
The other stages only require O(g) ops. The overall cost of performing
Subalgorithm 11.1 is, therefore, bounded by
3C
F(4g)
#4C
F(8g)
#O(g)"66g log
2
g#O(g)
(cf. (11.1)), which only slightly exceeds the cost of multiplying two pairs of
polynomials modulo x2g and x4g, respectively.
Summarizing all applications of the subalgorithm during the computations
of Section 3 and assuming that n#1 is a power of 2, we arrive at the overall
cost bound of 66n log
2
n#O(n) ops.
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