The polynomial chaos (PC) method has been widely adopted as a computationally feasible approach for uncertainty quantification (UQ). Most studies to date have focused on non-stiff systems. When stiff systems are considered, implicit numerical integration requires the solution of a nonlinear system of equations at every time step. Using the Galerkin approach the size of the system state increases from n to S × n, where S is the number of PC basis functions. Solving such systems with full linear algebra causes the computational cost to increase from O(n 3 ) to O(S 3 n 3 ). The S 3 -fold increase can make the computation prohibitive. This paper explores computationally efficient UQ techniques for stiff systems using the PC Galerkin, collocation, and collocation least-squares (LS) formulations. In the Galerkin approach, we propose a modification in the implicit time stepping process using an approximation of the Jacobian matrix to reduce the computational cost. The numerical results show a run time reduction with no negative impact on accuracy. In the stochastic collocation formulation, we propose a least-squares approach based on collocation at a low-discrepancy set of points. Numerical experiments illustrate that the collocation least-squares approach for UQ has similar accuracy with the Galerkin approach, is more efficient, and does not require any modification of the original code.
Introduction
With the increase of complexity of physical models used in scientific and engineering studies, it becomes increasingly more important to quantify uncer-tainties associated with model predictions. In general, these uncertainties are divided into two categories: aleatory (random) and epistemic (subjective) (1) . The epistemic uncertainties come from the model itself, they can be in the initial conditions, boundary conditions or model parameters, etc. Many uncertainty quantification (UQ) techniques have been developed to characterize, propagate and quantify epistemic uncertainties. These techniques have been successfully applied in many scientific applications (2; 3; 4; 5; 6; 7).
The traditional statistical approach for UQ is the Monte Carlo (MC) method (8; 9) . With the brute force MC implementation, one first generates an ensemble of random realizations with each parameter drawn from its uncertainty distribution. Deterministic solvers are then applied to each member to obtain an ensemble of results. The ensemble of results is post-processed to obtain the relevant statistical properties of the results such as the mean and standard deviation, as well as the probability density function (PDF). Since the estimation of the variance converges with the inverse square root of the number of runs, the MC approach is computationally expensive. Although techniques such as Latin hypercube sampling (10) , the quasi-Monte Carlo (QMC) method (11) , and the Markov Chain Monte Carlo (MCMC) methods (12) can significantly improve the MC convergence rate, their applications are limited. The advantages of the sampling-based methods are their conceptual simplicity and the relative ease of implementation, which allow them to be applied to almost any model regardless of its size and complexity. The disadvantages are the requirements for a large number of runs to obtain relatively accurate statistics.
In non-sampling techniques, uncertainties are represented by a spectral approximation that allows high order representations. The PC approach is one of the most frequently used non-sampling approaches. The PC method originates from the homogeneous chaos concept defined by Wiener (13) . Ghanem and co-workers (14) have demonstrated that PC is a feasible computational tool for scientific and engineering studies. Karniadakis and Xiu (15) generalized and expanded the concept by using orthogonal polynomials from the Askey-scheme class as the expansion basis. They further proposed that if the Wiener-Askey polynomial chaos expansion is chosen according to the probability distribution of the random input, then the chaos expansion can reach the optimal exponential convergence rate. The generalized PC expansion provides more flexibility to the basis and the matching PDF of the uncertain variables. Xiu has applied those expansions to stochastic differential equations extensively (16; 17; 18) . Based on the PC expansion, several methods have been proposed that include the Non-Intrusive Polynomial Chaos (NIPC) method (19) , the Stochastic Response Surface Method (SRSM) (20) , and the Deterministic Equivalent Modeling Method (DEMM) (21) . In all of them, the system dynamic is treated as a black-box. With the SRSM method, the system is expanded on a set of standard random variables, in case the uncertainties can not be expressed as a standard random variables, the transformation process is required. The PC method is suitable for systems that involve a small number of uncertainties with large degree of uncertainties. The numerical challenges are discussed in (22) .
Both the above mentioned sampling and nonsampling techniques approximate the probability distribution of the uncertainties with a PDF either generated directly from MC or sampled from the PC results. Another approach for uncertainty quantification is to approximate the PDF of the uncertainties by a piecewise continuous function interpolation (23) . This approach is suitable for stochastic processes that involve strong nonlinearities and critical points.
In the following, we will introduce the PC method for UQ purpose. Consider a complete probability space (Ω, F , P ), in which Ω is a sample space, F a σ-algebra of subsets of Ω, and P a probability measure. A general second-order random process X(θ) ∈ L 2 (Ω, F , P ) can be represented as:
where θ is a random event, and Φ i (ξ(θ)) are polynomial functionals defined in terms of the multi-dimensional random variable ξ(θ) = (ξ 1 (θ), . . . , ξ n (θ)) with the joint probability density function of w(ξ). The family {Φ i } satisfies the orthogonality relations:
where the inner product on the Hilbert space of random functionals is the ensemble average ·, · :
If the uncertainties in the model are independent random variables ξ = (ξ 1 , · · · , ξ n ) with a joint probability distribution w(ξ) = w (1) (ξ 1 ) · · · w (n) (ξ n ), then a multidimensional orthogonal basis is constructed from the tensor products of onedimensional polynomials {P (k) m } m≥0 orthogonal with respect to the density w (k) (6):
In this case, the evaluation of n-dimensional scalar products is reduced to n independent one-dimensional scalar products.
In practice, we consider a truncated PC expansion with S terms. We denote the number of random variables by n, and the maximum degree of the polynomials by p. S is given by (14) :
With the growth of the polynomial order and the number of the random variables, the total number of terms in the expansion increases rapidly. Using PC expansion, the original ODE is replaced by an ODE for the PC coefficients, and the uncertainty information is embedded in these coefficients.
Let's take a simple example to illustrate the idea of the PC method. For the deterministic system
after we choose the maximum degree of the polynomial and determine S, we can expand the state vector y along the PC basis:
and insert it into the deterministic system to obtain
The evolution equation for the stochastic coefficients can then be obtained by Galerkin or collocation approaches as explained below.
In the Galerkin PC approach, we project the system (3) on the space spanned by the orthogonal polynomials, i.e, we take the inner product of (3) with Φ i (ξ) to obtain:
The original state variable y(t) is now replaced by the coefficients in the PC expansion: a 1 (t), . . . , a S (t). The revised system has n × S components and their evolution is coupled. With this approach, the entire stochastic system needs to be evolved in time, but the integration is only executed once.
The collocation method is a non-intrusive approach that can be used to solve for the unknown coefficients. This approach has been used by different authors and has been referred to by different names, such as the "Non-Intrusive Polynomial Chaos (NIPC) method in (19) . Related techniques include the Stochastic Response Surface Method (SRSM) and the Deterministic Equivalent Modeling Method (DEMM) (20; 21) . In all of these works, the collocation points are random point sets. In this paper, we refer to this approach as PC collocation approach and experiment with low discrepancy data sets.
The collocation approach imposes the system (3) to be satisfied at a given set of points
With matrix A defined using the basis function values at the collocation points
the collocation points in the system state space are:
With this notation, the equation (5) becomes:
There are Q independent integrations of the deterministic system (2) with the initial condition:
After integration, we recover the stochastic coefficients at the final time T by solving the linear system of equations for a i (t):
which is equivalent to:
where
An important issue when applying the collocation approach is the selection of the collocation points. As far as we know, the best choice of the collocation point is still an open problem. In (7; 19) , random collocation point sets are used. A necessary criterion for selecting these points is that the system coefficients matrix A in equation (7) is well conditioned.
We first test the random data sets by restricting the magnitude of the condition number of the system matrix. Although it is convenient to use the random collocation points, an accurate and consistent solution generated by the randomly chosen collocation points can not be guaranteed for each run. Moreover, the alignment or clustering of the data points sometimes cause the rank deficiency for the system matrix. Therefore, we consider other sets of collocation points that include the low-discrepancy dataset and Smolyak data set.
The low discrepancy sequences (24) have been explored in the area of the quasiMonte Carlo integration with large number of variables. The commonly used data sets include Hammersley points (25), Halton points (26) and Sobol points (27) . The Hammersley points and Halton points are closely related, sometimes they are referred to as the Hammersley/Halton points. Halton points has a hierarchical structure and is useful for incremental hierarchical data sampling. A comparison of these data sets has been made in (28) for numerical integration purposes.
In this paper, we address the UQ problem using PC method for stiff systems. We compare the prevalent UQ techniques, and propose an improved algorithm to apply the Galerkin PC method. We show that the Galerkin PC and the collocation PC method are both superior to the MC approach for stiff systems.
With the improved techniques of applying Galerkin PC, the computation time can be further reduced. In the collocation setting, we propose a least-squares (LS) collocation method that uses more points than the unknown coefficients, i.e., Q > S, we show that the numerical LS collocation solutions converge to the theoretical LS solutions.
The rest of the paper is organized as follows: Section 2 describes the difficulties of applying the Galerkin PC to implicit stiff systems. We implement different orderings of the system Jacobians, and propose a modification of the Jacobian to improve the computational efficiency. In Section 3, we propose a least-squares collocation approach and compare the numerical results against those obtained through the high order Lagrange interpolation using Smolyak algorithm. The conclusions are made in Section 4.
Application of the Galerkin Polynomial Chaos to Stiff Systems
We illustrate our approach using a stiff system arising from chemical kinetics.
The simple Chapman-like mechanism from stratospheric chemistry is specified by (9):
The model involves five variable chemical species (O, O 1D , O 3 , NO, NO 2 ) and two fixed species (M, O 2 ). The model predicts the concentration of the species at future times from a given initial concentration. The deterministic model codes are generated with Kinetic Preprocessor (KPP) (29; 30) version 1.2. KPP parses the chemical mechanism, builds the derivative function and Jacobian to describe the chemical transformation, and offers support for treating sparsity. As the chemical system is stiff, (meaning the lifetime of some species involved in the reactions are many orders of magnitude shorter than those of other species,) a Rosenbrock numerical integrator is used for time integration (31) . For the stochastic model, we assume that the uncertainties only come from the initial condition. The uncertainties are uniformly distributed in the range ±20% of the reference solution. We expand the uncertain initial concentrations using PC Legendre basis. After the expansion, each species contains S stochastic modes to represent the statistical information. We re-arrange the expanded five species into a single long state vector to perform the integration (two different orderings will be explored further in Section 2.2). After the time integration, we re-assemble the solution to extract the mean and standard deviation of the final result. The results of the stochastic solutions are shown in Fig. 1 . We make a comparison for the 24-hour integration results among a deterministic run (solid line), a MC run with 500 members (dashed line) and a Galerkin PC order 3 result (dash dot line). The "error bar" result using the Galerkin PC approach is comparable with the MC result. In most cases, the PC result gives a smaller standard deviation compared to the MC method. These results show that the Galerkin PC approach works well for stiff systems. Fig. 2 shows a PDF comparison of the MC and Galerkin PC results after 24 hours integration. We see that the PDF shapes of the two results match well, which means that the Galerkin PC method can be used in place of the MC method to capture the initial condition uncertainties propagation. In order to generate the MC PDF, 500 deterministic system runs are required. However, for PC PDF, as long as the PC coefficients are available, we simply sample the random variables and plug into the PC expansion to obtain an ensemble of system states. Fig. 2 shows a 500 draws to compare with MC PDF. In practice, a very smooth PC PDF can be generated by sampling a large number of random variables.
Difficulties of Applying the Galerkin Approach to Stiff Systems
Using the Galerkin approach, most of the computation time is consumed in the construction of the right hand side ODE function and its Jacobian matrix. The increasing computational cost is illustrated using the implicit Euler scheme applied to (2):
The implicit system is solved using the modified Newton formula which uses the Jacobian matrix evaluated at time t n . We solve the equation
for z using iterations of the form:
To solve this system of equations with n unknowns, the complexity is O(n 3 ) if full linear algebra is used. Using Galerkin PC, the size of the stochastic system is S × n, and the complexity of the linear algebra will be O(S 3 n 3 )-an increase by a factor of S 3 . In our experiment, the original state variable has length n = 5. With order 3 PC expansion, the number of the stochastic modes is S = 56, as computed by (1) . The deterministic Jacobian is a 5 × 5 matrix as shown in Fig. 3 (a) . However, in the stochastic system, by introducing the additional stochastic dimension, the system state is expanded to n × S = 5 × 56 = 280. The Jacobian size increases to 280 × 280, and the computational complexity associated with the full linear algebra solver increases by 56 3 ≈ 176 000 times! The solution process can become infeasible.
In order to overcome this difficulty, we explore different orderings of the PC coefficients, and propose an approximation to the Jacobian matrix.
Orderings of the Polynomial Chaos Coefficients
There are two different ways to order the PC coefficients into a one-dimensional vector. One method is to use the PC index first, the other uses the system index first.
We refer to the first method as the S × n ordering of the Galerkin Jacobian. After the arrangement, the index (i, j) in the S × n space with 1 ≤ i ≤ S and 1 ≤ j ≤ n corresponds to k = (j − 1)n + i in the 1-dimensional vector. The corresponding Jacobian matrix of the S × n ordering has the same sparsity structure as the deterministic Jacobian matrix. Fig. 3 (b) shows the Jacobian sparsity structure of the PC order 3 model. Comparing with (a), we can see that each entry in the deterministic Jacobian matrix corresponds to a S × S block in the Galerkin Jacobian matrix.
The second ordering is referred to as the n×S ordering (the system index first, followed by the PC index). The index (i, j) in the n × S space with 1 ≤ i ≤ n and 1 ≤ j ≤ S corresponds to index k = (j − 1)S + i in 1-dimensional ordering. The sparsity structure of the Jacobian matrix is shown in Fig. 3 (c) . The Jacobian is now a S × S block matrix, with each n × n block having the structure of the deterministic Jacobian.
Comparing with the MC method, which requires solving a 5×5 system repeatedly, using Galerkin PC, we solve one big linear system of dimension 280 ×280 once. However, it takes much longer to solve such a large system than solving the small system repeatedly.
Approximation of the Jacobian Matrix
Using the exact Jacobian matrix requires its evaluation at every time step, which is computationally costly. An eigenvalue analysis of the Jacobian matrix provides additional information. We find that in our stochastic system (with n states, S stochastic modes), the eigenvalues of the full Galerkin Jacobian matrix are similar to the eigenvalues of the deterministic Jacobian matrix repeated S times, as shown in Fig. 4 .
Considering the n×S ordering and the eigenvalue information, we approximate the stochastic Jacobian by a block diagonal matrix with the blocks on the diagonal being the n × n deterministic Jacobian repeated S times. Starting from the PC stochastic formulation (4), we obtain the Galerkin Jacobian for each n × n block (i, j) with 1 ≤ i, j ≤ S as follows:
Justified by the above eigenvalue analysis, we use the approximation:
Then the approximated Jacobian has a diagonal block structure:
The approximated Jacobian can be used in implicit time stepping in two ways. First, the modified Newton method (11) can use the simplified Jacobian for fully implicit numerical methods. Second, we consider Rosenbrock-Wanner methods (32) that maintain the order of accuracy when inexact Jacobians are employed. The particular scheme we are using is the Ros-2 integrator (33; 34) formulated as follows:
in which the matrix J is the approximated Jacobian. The method is secondorder consistent for γ = 1 + 1/ √ 2.
The sparsity structure of the approximated Jacobian is shown in Fig. 3 (d) . As a result, instead of solving the large Sn × Sn system required by full Galerkin Jacobian at each time iteration, we repeatedly solve S smaller systems with the fixed deterministic Jacobian and corresponding stochastic mode on the right-hand side of the stochastic system. Since we have the same n × n matrix for all S systems, we can use the same LU decomposition for each stochastic mode.
Numerical Results
We now compare the accuracy of the solutions for all three schemes that use the n × S ordering, the S × n ordering, and the approximate Jacobian after 4 hours integration.
Reference Solution
The reference solution is obtained by MC method with 500 000 runs. The MC runs use the Rodas-4 integrator with Rtol = 1 × 10 −6 and Atol = 0. The Rodas-4 integrator is a stiffly stable Rosenbrock method of order 4 with 6 stages (32). To estimate the accuracy of the MC reference solution, we run five MC cases with ensemble size N ens = 50, 500, 5 000, 50 000 and 500 000. Using the 500 000 run solution as reference, we can compute the root mean square error (RMSE) for the concentration mean and standard deviation of the first four cases for each of the n = 5 chemical species (12) . ens . We extrapolate the error for the MC test cases and estimate the RMSE error for N ens = 500 000 is about 2 × 10 −6 for both mean and standard deviation. Fig. 5 . MC reference solution RMSE for mean and std for 50, 500, 5 000 and 50 000 ensemble runs, using 500 000 solution as reference (the first four data points). As expected, the error decreases in the order of 1/ √ n. Based on extrapolating these data points, we expect the error in the MC reference (500 000 runs) (the last data point) mean and std to be about 2 × 10 −6 . 
Time Convergence Analysis
We implement the PC method using the Ros-2 integrator with the S × n ordering, the n × S ordering, and the approximate diagonal Jacobian. By setting different error tolerances, the Ros-2 integrator adjusts the time steps automatically to yield solutions of different accuracies (12) . The RMSE for the covariance is computed with (13):
(i, j = 1, . . . , n), n is the number of the system states.
From the time convergence plot, we see the expected order two convergence for the Ros-2 integrator. Interestingly, slightly more accurate results are ob-tained with the approximate Jacobian. This maybe due to the simplification of the Jacobian evaluation process that has avoided a significant amount of computational errors associated with the solutions of large linear systems.
We next consider improvements in the computation speed for the 4-hour integration test. We consider three different PC orders. Table 1 shows runtime comparison (in seconds) for three different cases with Rtol = 1 × 10 −4 for PC order 1, 2 and 3. From the results presented above, we conclude that the approximation using the diagonal Jacobian generates similarly accurate numerical solution with a reduced CPU time for our chemical system. A run time profiling provides us additional information as to where most of the computing time is spent. The total CPU time is used in the function evaluation, Jacobian computation and the linear algebra. The computation time reduction obtained via the proposed approximation affects only the Jacobian and the linear algebra part. The evaluation of the right-hand side function of (4) involves multiple nested loops and remains the main contributor to the total CPU time.
PC Order Convergence Analysis
The PC order convergence analysis is implemented with the Rodas-4 integrator due to its better numerical accuracy. We use the full Jacobian scheme for our testing; the approximate Jacobian test leads to similar results. We choose a tight tolerance Rtol = 10 −9 to ensure that the time integration error is negligible. The RMSE with respect to all species as well as errors for two species (O 3 and NO) are shown in Table 2 . These results indicate that a significant accuracy improvement from PC order 1 to 2 is obtained. But from PC order 2 to 3, due to the impact of the numerical error, the improvement is not significant. By analyzing the errors in each species, we observe that for species that respond linearly to the system, such as O 3 , the errors do not decrease significantly when the order of PC expansion increases. However, for species that respond nonlinearly, such as NO, the error decreases significantly when PC order increases from 1 to 2, showing that the PC order 2 expansion does capture the nonlinear system response. However, it seems that PC expansion of order 2 is suffice to capture the nonlinearity in the system response for this test. Increasing the PC order to 3 does not result in further accuracy gain. Table 2 PC order convergence test (Rtol = 10 −9 ). The RMSE decreases when the PC order increases. For O 3 that responses linear to the system, there's no significant error decreasing. For N O, we observe a significant error decrease when the PC order increases. This shows that the nonlinear response of N O can be captured by the higher order terms in the PC expansion. We next present results from the comparison of the different numerical integrators. The purpose of this comparison is to check the accuracy of the Ros-2 integrator.
We use the n × S ordering and test for the following three cases: 1. Ros-2 integrator (Fortran implementation) with Rtol = 3 × 10 −8 ; 2. LSODE integrator (Fortran implementation) with Rtol = 3 × 10 −8 ; 3. Matlab ODE15s integrator with Rtol = 1 × 10 −10 , Atol = 1 × 10 −3 . In LSODE, the Jacobian is automatically computed with the finite difference scheme. In Matlab, the Jacobian is provided by the ODE15s using the finite difference scheme. The RMSE comparison and PC runtime comparisons are made in the Table 3 and  Table 4 . Due to its intrusive nature, Galerkin approach requires the modification of the original system, which is complicated and requires a long CPU time for large nonlinear models. The increase of the number of uncertainties will greatly Table 4 Runtime comparison of PC order 1, 2 and 3 for implementations with Ros-2, LSODE and Matlab ODE15s integrators (in seconds). As can be seen, the Fortran implementation of the LSODE is the fastest among all three cases. affect the size of the stochastic system. Although as proposed above, the approximate Jacobian uses only the deterministic Jacobian, the right hand side of the function evaluation still requires code modification. With the increasing of the system complexity, the work involved to modify the system is significant.
Collocation method provides a non-intrusive way to compute the stochastic coefficients by imposing the PC expansion system to be satisfied at a set of points. Typically, one requires Q = S in order to solve for S unknowns. Here we explore the setting where Q > S, hence the least-squares problem. In Section 3.1, the formulations are derived in detail to show that with the increase of the collocation points, the numerical least-squares solution for the unknown coefficients approaches the theoretical least-squares solution.
Least-Squares Convergence Analysis
We show that PC LS collocation solution converges to the theoretical LS solution for a large number of collocation points.
Consider a function f ∈ L 2 (Ω), we seek to approximate f by another function p in a finite dimensional subspace P of L 2 (Ω). Let Φ 1 , . . . , Φ S be a basis of this subspace, the LS solution finds p ∈ P to minimize:
Specifically, let p(ξ) = S i=1 a i Φ i (ξ), the LS coefficients can be calculated by taking the derivative of the error function with respect to the coefficients a i and set them to zero (15) :
For a numerical approach, we approximate the integral in (14) by MC formula at Q points ξ j ∈ Ω (j = 1, . . . , Q):
The minimum of (14) is replaced by the minimum of (16) . In order to find the optimal values of a i , we take the derivatives with respect to a i and set them to zero to obtain:
Define the collocation matrix:
, we have:
The relation (18) finds the coefficients a i by solving the linear system:
Numerically, a is obtained by solving the systemÃ · a =f. In least-squares sense,Ã will be a Q-by-S matrix, with Q > S.
In (18), the left hand side involves the MC approximation for Φ m , Φ i , which contains the approximation error ε mi . The right hand side involves the MC approximation for f, Φ i , which contains the approximation error δ i . So the numerical LS solutionâ i for:
is bounded by the following (note that Θ = I, the identity matrix):
With the increasing of Q, the MC ensemble numbers, the numerical integration errors ||ε|| ||Θ|| and ||δ|| ||γ|| → 0, therefore, a → a.
To illustrate the least-squares collocation approach, consider a simple 2-dimensional nonlinear function of the random variable ξ 1 and ξ 2 :
For the PC collocation approach, first, the system states x and y are expanded using order 3 Legendre basis, which results 10 unknown system coefficients. The PC collocation approach is applied to solve for these unknown coefficients. We tested Halton data sets that contain 10, 20, . . . , 100 points. The hierarchical Halton dataset has a feature that the smaller number of the dataset is a subset of the larger number data set. The RMSE is shown in Figures 7 (a) and 7 (b) for PC order 3 and 4 respectively. From the graph, we observe that the best possible number of the collocation points is around 30-40 for order 3 and 45-55 for order 4. The numerical example shows that the least-squares collocation method converges to the true solution with the increasing of the collocation points. We find that the optimal number of collocation points used is related with the number of PC expansion terms. We conclude that the appropriate collocation number should be about 3-4 times of the PC modes S.
Another possible data set is the Smolyak sparse grids (35; 36) generated with the Smolyak algorithm. The collocation least-squares approach that does not restrict the number of the collocation points motivates us to perform PC collocation with the Smolyak dataset, which is traditionally used for highdimensional interpolation. The details of Smolyak datasets are explained in (37; 38). Fig. 7 . The RMSE decreases with the increase of the number of collocation points for both PC order 3 and 4. 
Numerical Results
We assess the accuracy of the collocation LS method on a 2-dimensional problem and compare the results with the Lagrange interpolation results using the Smolyak grids. For collocation and collocation LS implementation, we use the Hammersley datasets. We implement the Lagrange interpolation with the Clenshaw-Curtis points in our stiff system with two uncertainties. We assume two independent uncertainties ξ 1 and ξ 2 in the initial concentrations as follows:
We compare the results of the Lagrange interpolation, the collocation approach, and the collocation least-squares approach for different numbers of collocation points. Fig. 8 shows the error mesh plot for species O 3 in each implementation. All errors are computed by dividing the absolute point-wise error by the maximum value in the Galerkin PC reference solution. For example, the O 3 collocation error is computed by the following formula:
We experimented with 10, 20 and 40 points. Collocation least-squares with Hammersley points generates smaller errors than the regular collocation approach. From the results of Fig. 8 , we see that both Lagrange interpolation and collocation least-squares methods generate similar results with the Galerkin PC approach. The run time of both approaches are much faster than the Galerkin PC. We further compare the collocation least-squares approach for different numbers of collocation points. We find that for our 2-dimensional test problem, with the increase of the number of the collocation points, the error can be further reduced. But at the same time, the computation time is increased due to the increase of the number of the deterministic runs.
For the stiff system with 5 uncertainties, we compare the numerical solution of the general collocation approach using different data sets and the Galerkin PC solution against the MC implementation. The numerical results are listed in Table 5 . These results are obtained by a 24 hour integration using polynomial chaos of order 3 with a Legendre basis. In the table, the collocation with 56 points is the regular collocation that solves the exact system. The one with 85 and 120 points are the collocation least-squares solution, in which we imposed the equation to hold at more points than the unknown coefficients. From the numerical test results, we conclude that although using more collocation points desensitizes the error with respect to the particular choice of the points in the computation, the error in solution does not decrease in general. Between collocation least-squares and the Lagrange interpolation approach, we favor collocation least-squares method although both of them generate similar errors. The collocation least-squares method is easier to implement. The key is choosing good collocation points, like the ones we are considering (Hammersley points). The Lagrange interpolation approach requires the construction of both sparse grids and the high order Lagrange interpolation polynomials. Although by using Smolyak algorithm to replace the full tensor product, the computational cost is greatly reduced, the implementation is not a trivial work. We found that it is better to pre-compute the Lagrange sparse grids as well as the high order, multi-dimensional interpolation polynomials corresponding to the sparse grids, save them to a file and use them later on.
Conclusions
Stiff numerical integration requires the solution of a nonlinear system of equations at each step. The cost of full linear algebra grows from O(n 3 ) in the deterministic case to O(S 3 n 3 ) in the Galerkin PC case. The focus of this paper is to find alternative methods to reduce the simulation cost for stiff systems with uncertainties.
optimal least-squares solution. Numerical tests show that the stochastic collocation/interpolation approach has a similar accuracy as the Galerkin PC, but is considerably more efficient. Compared with the collocation/interpolation approach, the collocation least-squares approach is more flexible and easier to implement.
In the future, we plan to apply the collocation method with Hammersley collocation points in a 3D atmospheric chemistry and transport model to account for the combined effects of uncertainties in the initial conditions, boundary conditions, as well as in the emissions. These uncertainties will be propagated through the stiff chemical reactions using the techniques developed in this paper. This improved model that incorporates the uncertainties will provide more realistic predictions to aid policy decision making.
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