This paper proposes a new generalized two dimensional learning approach for particle swarm based feature selection. The core idea of the proposed approach is to include the information about the subset cardinality into the learning framework by extending the dimension of the velocity. The 2D-learning framework retains all the key features of the original PSO, despite the extra learning dimension. Most of the popular variants of PSO can easily be adapted into this 2D learning framework for feature selection problems. The efficacy of the proposed learning approach has been evaluated considering several benchmark data and two induction algorithms: Naive-Bayes and k-Nearest Neighbor. The results of the comparative investigation including the time-complexity analysis with GA, ACO and five other PSO variants illustrate that the proposed 2D learning approach gives feature subset with relatively smaller cardinality and better classification performance with shorter run times.
Introduction
In recent years, the feature selection problem has been a major concern amongst the researchers in the machine learning field due to availability of huge volume of data from diverse fields such as finance, bio-medical, physical sciences and consumer electronics, etc. The feature selection problem arises from the fundamental question of the machine learning: How many input features are required to sufficiently capture the characteristics of a data pattern/model? In the absence of this information large number of input features are used to represent a pattern which often leads to inclusion of many redundant, irrelevant or noisy features. The determination of effective feature subset has been a fundamental problem in machine learning and a topic of active research since last few decades [1] .
Recognition of a pattern by a machine learning method involves induction of hypotheses by an induction algorithm which maps the input features to the output class/label. It is highly desirable to induce a classifier using fewer input features as possible for various reasons. For example, in most cases, only limited samples are available for training, whereas training samples required to achieve required accuracy rise exponentially with the number of input features [2] . Further, earlier studies [2, 3] suggest that good generalization capabilities can be achieved by a smaller feature subset following the principle of parsimony or Occam's razor. Moreover, there may be constraints imposed on number of input features due to limited resources, such as number and/or cost of measurements associated with features, storage requirements.
To understand the feature selection problem, consider a dataset with 'n' input features (U = {u 1 . . . u n }) and 'm' output labels (V = {v 1 . . . v m }). The task of the induction algorithm is to induce hypotheses in the classifier using the learning data pairs {U, V } which can later be used to determine appropriate label, v k ∈ V , corresponding to any future input pattern. The objective is to find a subset of input features,'X' (X ⊂ U , |X| < n), through which this task can be accomplished with same or improved accuracy. This can further be represented as follows,
where, 'J(· )' is a criterion function which estimates the 'goodness' of the given subset. An exhaustive search of all possible feature subsets to solve (1) requires the examination of large number of feature subsets ( n−1 k=1 n k ≈ 2 n ), which often becomes intractable even for moderate size problems. The feature selection problem is NP-hard [2, 4, 5] and its optimal solution is not guaranteed unless all possible 2 n feature subsets are examined [4] . The optimal solution of this problem requires the selection of both the subset size (cardinality) and the features themselves.
Most of the methods which have been proposed to address the feature selection problem can be broadly be classified into two categories: deterministic and meta-heuristic. Majority of deterministic search methods such as sequential search [1, 6, 7, 8] , branch and bound [9, 10] require monotonic criterion function, J(· ), and/or neglects correlation among features. Therefore, some of the recent search methods uses alternate search approach based on meta-heuristics [11] . The meta-heuristic search methods have proven to be very effective on various discrete and combinatorial problems. If properly adapted, they can provide optimal solution to the feature selection problem. The pioneer effort in this direction was the application of Genetic Algorithm (GA) for the feature selection problem in [12] . Apart from GA, various other meta-heuristics search such as Tabu Search (TS), Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) have been applied to the feature selection task [11, 13, 14, 15, 16] . Note that all of the meta-heuristic search paradigms have to be adapted for the feature selection task. Unlike PSO, the other search paradigms like GA, ACO can be adapted comparatively easily without any major changes in their learning strategies. For example, GA can be applied with a binary string representation and graph representation can be used for ACO. On the other hand, the similar task is quite challenging with canonical PSO due to euclidean distance based learning at its core [17] . Nevertheless, in the recent research, PSO is preferred due to its simplicity, its ability to avoid local minima and it does not require any heuristic information other than the criterion function, J(· ) [11] .
Unlike other evolutionary search paradigms, PSO has a single learning mechanism; known as velocity update. In canonical PSO, the velocity update involves evaluation of the euclidean distance of the particle from its learning exemplars, referred to as learning [17, 18] . The next move of the particle on the search landscape is evaluated based on this learning. Since the euclidean distance does not convey useful information in the discrete domain, a binary version of PSO (BPSO) was proposed in [19] , where the velocity is represented as the selection probability. However, BPSO has several limitations which severely affect its search performance (discussed at length in Subsection 2.3). Moreover, BPSO is intended to be a general search paradigm for any discrete problem and for this reason does not contain any specific search mechanism to cope with the feature selection problem. Most of the recent research on PSO based feature selection are either application of BPSO or some extension of it. The new search strategies dedicated to feature selection problem is still an open issue [11] .
The objective of this study is to bridge this gap by proposing a new learning framework for the PSO and its variants. The proposed learning framework is designed as generic learning framework which can be used to adapt any PSO variant for the feature selection problems. Since its introduction, PSO has attracted many researchers and over the years many PSO variants have been proposed to improve the performance of the original algorithm albeit the research has been mostly restricted to the 'continuous domain', i.e., x ∈ R. The introduction of a generalized learning framework can help in transferring most of the existing PSO related research from continuous domain (x ∈ R) to the feature selection problem (x ∈ N). This is the main motivation of this research.
The search for the optimal feature subset involves two aspects; selection of both cardinality and features.
However, most of the search methods focus only on the significance of feature/feature subset and to the best of our knowledge, none of the search methods directly exploit the information on subset cardinality to guide the search process. In the proposed learning framework, information about both the cardinality and features are jointly exploited to effectively guide the search. Contrary to the earlier practice of storing only selection probabilities of features in n-dimensional velocity vector, in this work, the velocity records the selection likelihood of both cardinality and features in a two-dimensional matrix. Due to this distinctive quality, the proposed learning framework is named '2D learning approach'. Moreover, a simple method is proposed to update the cardinality and feature selection likelihoods and generate a new feature subset based on this comprehensive information. The efficacy of the proposed approach is evaluated on wide variety of real-life datasets obtained from UCI Machine Learning repository [20] . Note that the search landscape of the feature selection problem is jointly defined by the dataset and the induction algorithm used to induce the classifier. For this reason, two widely used induction hypotheses based on Naive-Bayes and k-Nearest Neighbor (k-NN) [21] have been used to induce the classifier. Further, the well known PSO variant, Unified Particle Swarm Optimization (UPSO) [22] , is adapted for the feature selection problem using the 2D learning approach. The performance of the adapted UPSO (2D-UPSO) is compared with GA and five other PSO based feature selection methods.
The rest of the manuscript is organized as follows: the brief overview of the feature selection methods is provided in Section 2, followed by the detailed description of the proposed 2-D learning approach in Section 3. The application of 2-D learning approach to adapt PSO variants is illustrated in Section 4. The experimental setup, compared algorithms and results are discussed in Section 5 and 6, respectively. Finally, the conclusions of this study are discussed in the Section 7.
Brief Review of Feature Selection Methods
Since, in this study a new feature selection method has been proposed in a 2D learning framework, it is appropriate to briefly discuss the search behavior of the existing feature selection methods for the sake of completeness. Most of the existing feature selection methods can be classified into two distinctive categories on the basis of the nature of search: deterministic vs. meta-heuristic. Another important distinction arises from the different approaches to evaluate the criterion function, J(· ) (filters vs. wrappers).
Deterministic vs. Meta-Heuristic Search
Over the years several deterministic search methods have been proposed such as sequential search [1, 6, 7, 8] , branch and bound (BAB) [9, 10] . These methods are deterministic, since for a given dataset, each independent run of these methods will provide same solution. The core idea of the sequential search is to operate on a single feature, e.g., forward search (SFS) [6] starts with an empty set and a single feature is included in each step where as in backward search (SBS) [1] , the search begins with all the features and a single feature is discarded in each step. The drawback of this approach is the nesting effect, i.e., once the feature is included/excluded it cannot be discarded/included. To overcome this problem, 'plusl-minus-r' and floating search [7, 8] methods were suggested. The common drawback of the sequential search is the emphasis on an isolated feature which completely ignores the correlation among the features. Due to correlation, an isolated insignificant feature may become very effective when considered with others [23] . Further, most of deterministic search methods operate on strict assumption of monotonic criterion function, i.e., adding a feature will always lead to improvement. This assumption is impractical as in many cases, due to limited training samples larger input feature subset often leads to over-fitting and deteriorates the classifier's performance. Moreover, a priori selection of subset size (d) is required for most of the deterministic methods, consequently the search space reduces to only n d subsets instead of all possible 2 n subsets. Hence, it is highly possible that the optimal feature subset is not even included in the search space.
The meta-heuristic search methods such as Genetic Algorithm (GA), Tabu Search (TS), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO) can overcome most of the limitations exhibited by deterministic methods. These search methods are stochastic in nature and hence their solutions are nondeterministic, i.e., due to their inherent randomness, different runs may provide different solution for the same dataset. However, the chances of avoiding local minima are higher with the meta-heuristic search due to their inherent stochastic nature. Moreover, even-though not guaranteed, the meta-heuristic search can provide optimal solution, where as the deterministic methods will always provide sub-optimal solution. In addition, most of the meta-heuristic methods such as GA, ACO and PSO are in essence population based search. The immediate advantage of this is implicit parallelism, i.e., each population member can explore subset of different cardinality. Hence, a priori selection of subset size is not necessary. Consequently, during search process, the entire solution space containing 2 n subsets is sampled. Therefore, the chances of reaching to global optimal solution are comparatively higher. Further, in most of the meta-heuristic methods, the search progresses on the basis of significance/relevance of the entire subset, instead of a single feature. Thus if properly designed, the issue of feature correlation can be effectively addressed.
Filter vs. Wrapper
The other important characteristic which distinguishes the search methods is the approach which is used to evaluate the goodness of a feature/feature subset or criterion function, J(· ). The filter approach relies on a metric derived from statistical, information theory or rough sets to estimate J(· ) [11, 24, 25, 26, 27, 28, 29] . Since, J(· ) is estimated indirectly, the induction of the classifier is not required. Hence, the filters are computationally more efficient. Moreover, the subsets derived from filters are generalized, i.e., the subsets are independent of the induction algorithm and can be used with any induction algorithm. However, the filters are limited by the assumption of the ideal Bayesian classifier. Each induction algorithm has its own specific traits which significantly affects the performance of the induced classifier and optimal feature subset. This is ignored in the filter approach. The search landscape of the feature selection problem is conjointly defined by the dataset and the induction algorithm. This is the main motivation behind wrapper approach. In the wrapper approach, a classifier is induced for each subset under consideration and resulting accuracy is used as the criterion function, J(· ). The wrapper approach is more precise but computationally involved.
The selection of the either approach involves trade-off in either precision or complexity. The search dimension is the major factor that influences this decision. As a compromise, for very large datasets, hybrid of filter and wrapper is often used in which filters are applied first to reduce the dimensionality and wrappers are applied on the reduced subset [5] . In this work, we have experimented with the medium size datasets (n ≤ 1000). Hence, without the loss the generality the meta-heuristics are applied as wrappers. Note that the proposed approach can easily be extended to the filters with few modification.
Feature Selection through PSO
The aim of this section is to provide brief review of various learning approaches employed in PSO in the context of the feature selection problem. The detailed review of PSO based feature selection methods has been discussed in [11] .
The learning approach employed in most of the PSO based feature selection methods can be classified into three categories: (1) euclidean distance based [17] (2) probabilistic [19] and (3) Boolean logic based [30] . In the canonical PSO [17] , euclidean distance from the learning exemplar is used as a learning, as illustrated by the following velocity update rule for the d th dimension of the i th particle,
where, ω is inertia weight, c 1 , c 2 are acceleration constants and r 1 , r 2 are uniform random numbers which lie in [0,1]. The euclidean distance based learning has been used for the PSO based wrappers in [31, 32, 33] ; where a threshold was used to decide whether or not to include the feature. However, this approach is not recommended for the feature selection problem as the euclidean distance does not convey meaningful information in the discrete domain. The Boolean logic based learning relies on bit wise logical operations to learn from the exemplar. The major drawback of this approach is the need to tune the velocity limit, v max , defined in terms of cardinality of the particle. Further, this approach is limited by the scalability problem [30] .
Perhaps for this reason, majority of PSO based feature selection methods [34, 35, 36, 37, 38, 39, 40, 41] are based on the probabilistic learning. To handle the discrete problems, Kennedy and Eberhart proposed the probabilistic learning for the binary PSO (BPSO) in which the velocity v i,d serves as selection likelihood of the d th dimension. In the BPSO, particles are represented as binary strings and the velocity update rule is similar to (2) . However, instead of position update rule (3), a transformation function, 's(· )', is used to determine the probability of inclusion of the d th bit (
Despite its simplicity, BPSO has several limitations which can adversely affect the search process. Especially, due to non-monotonic nature of the transformation function s(· ) in (4), even a major increase in v i,d does not translate into significant improvement in the probability after particular threshold (|v i,d | ≥ 2.5). For example, consider the velocity of two dimensions/features j and k of the i th particle, v i,j = 3 and v i,k = 5. According to (4) , their corresponding probabilities will be 0.95 and 0.99, respectively. This may lead to inclusion of many redundant features. In addition, the search behavior of BPSO is very sensitive to velocity limit, v max [19] . The proper selection of v max is essential to balance the exploration and exploitation of the search space. Further, unlike the canonical PSO, the determination of the new position is completely independent of its current position.
Note that, even-though BPSO employs a new interpretation of velocity and new mechanism for the position update, the velocity update rule is unaltered, i.e., the euclidean distance is still being used to derive the learning. For this reason, the selection likelihood of the common features (features that are included in both learning exemplar and particle) are likely to decrease during the velocity update. As seen in (2), the selection likelihood of the features, which are present in the exemplar (pbest or gbest) but not in the particle position (x), will increase. However, the likelihood of the common features will decrease. This is not desirable, as the features included in the learning exemplars represent a subset with better performance.
Proposed Learning Approach
The core of idea of PSO is the search directed on the basis of information gained through 'self-learning' and 'social-learning' from peers. Usually, the 'learning' in most of the existing PSO based approaches is focused on identifying the promising features. However, as mentioned earlier, the selection of feature subset entails two decisions: 1) Which features to select? and 2) How many features to select? Note that the existing learning approaches only address the first decision and therefore are not effective in removing the redundant/irrelevant features. Therefore, the obvious question which arises is whether it is possible to include the information about the number of features. The philosophy of the proposed approach is to answer this question by including the information about cardinality into the learning process.
By extending the learning dimension to include the information about the cardinality, both decisions can be taken efficiently to form an effective feature subset. Through this additional learning dimension, the particle can learn both about the features and cardinality from the learning exemplars. In each iteration, the particle can effectively reduce search space by learning about the beneficial cardinality, which is expected to effectively discard the redundant features and improve the search performance. Further, since the particles are represented as binary vectors, the cardinality information can easily be obtained with less computations. This is achieved by embedding the following key elements into the proposed new 2D learning framework, • A simple method is developed to extract the learning from the exemplar to replace the Euclidean distance based learning.
• The latent information on subset cardinality is exploited and stored by extending the dimension of the velocity.
• A new method is developed to derive new position of the particle through inclusive learning on cardinality and feature.
• All the key characteristics of canonical PSO are retained, despite the additional learning dimension. As a result, the proposed learning framework is generic and it can be used to adapt any PSO variant for feature selection problems. The details about the proposed learning approach is described in the following: The learning in PSO is achieved through velocity update wherein a particle gains information from its learning exemplars and its own memory. As discussed in Section 2.3, in the most PSO variants the feature selection problem is addressed by storing probabilities of the features in an n-dimensional velocity vector, whereas the information about subset cardinality, which is implicitly present, is not considered. The proposed learning approach explicitly utilizes this information by representing it in an another dimension in the velocity matrix. In the proposed learning approach, a novel two dimensional (2 × n) velocity matrix is used (instead of an n-dimensional vector) to represent both the selection likelihood of subset cardinality and individual feature. In each iteration, the learning sets are derived from the learning exemplars to update these selection likelihoods.
In the present study, for a dataset having n number of features, each particle is represented as an 'n'-dimensional binary string. The presence of '1' in the string indicates that the feature is selected and '0' indicates otherwise. The number of '1' in the binary string denotes the subset cardinality.
As an example, consider the i th particle (x i ) for a dataset having five number of features (n = 5) with personal (pbest i ) and group best (gbest). Let,
Note that in x i , the '1' are located at positions 1,3 and 5. This implies that out of five features, features {1, 3, 5} are selected in the i th particle. The same can be extended for pbest i and gbest. Further, the binary string representing the particle also contains the information about the cardinality of the feature subset (denoted as ξ) which is being exploited in the present study. For the particle considered in this example, the total number of '1' equals to three and hence the cardinality of x i , denoted as (ξ i ) equals 3. Most of the PSO based approach [19, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 42, 43, 44] do not utilize this information about the subset cardinality. Given that the size of the optimal subset is not known a priori, inclusion of the subset cardinality in the learning can significantly improve the search performance of the swarm. For this reason, in the proposed learning approach, the velocity stores the probability of both subset cardinality (ξ) and features in a two dimensional matrix of size (2 × n) as follows:
The elements in the first row of the velocity matrix (p 11 , . . . , p 1n ) represent the selection probability of the subset cardinality, i.e., p 1,j represent the likelihood that a subset of size (cardinality) 'j' will be selected from n-number of features. For example, for a dataset with five features, if p 13 = 1.35, it implies that the likelihood of selecting three number of features out of five is 1.35. The elements in the second row of the velocity matrix, i.e., 'p 21 , . . . , p 2n ' represents the selection likelihoods of individual features, i.e., p 2,j represents the likelihood of selecting j th feature. For example, if p 23 = 0.57, it implies that the likelihood of selecting the third feature equals to 0.57. For each of the particle, new position is determined based on the selection likelihoods stored in a similar two-dimensional velocity matrix. The position update based on the proposed approach is discussed at length in Subsection 3.5.
After representing the velocity and position following the above procedure, the next step is to develop a new velocity update mechanism. The major challenge in this process is to update the selection likelihood of the cardinality and features in each iteration according to cognitive and social learning exemplars. In the Canonical version of the PSO, Euclidean distance from the exemplar is often used as a learning concept as illustrated in (2) . However, the same learning concept cannot be extended to the problems in discrete domain as the Euclidean distance does not convey useful information when the particle is represented as a binary string. It is therefore essential to develop a new learning approach that can extract learning from exemplar about both subset cardinality and features. This is the main motivation for the proposed learning approach.
In the present study, learning is performed in two stages; in the first stage of learning, the information about subset cardinality is acquired for the cardinality learning set, 'ϕ'. During the second stage of learning, the selection likelihood of the features is determined and stored in the learning set, 'ψ'. Once the learning is complete, both learning sets (ϕ and ψ) are combined into a two dimensional matrix of size (2 × n) to derive the final learning set, L. The first row of L, corresponds to the subset cardinality and the second row corresponds to the individual features. In each iteration,the velocity (v) of each particle is updated through learning sets 'L' derived from the learning exemplars.
A separate learning set is required for each exemplar such as pbest or gbest. In this work, learning set derived from pbest and gbest is denoted with subscript 'cog' and 'soc', respectively. Since in the Canonical PSO, the current position of the particle contributes to the new position, as illustrated by (2), in the proposed learning approach this property is retained by introducing another learning set, 'L self '. This learning set is derived from the current position of the particle (x). The following subsections provide more details on proposed learning stages and velocity update process.
Learning for Subset Cardinality
The objective of this stage is to learn about the subset cardinality from the learning exemplars such as pbest and gbest. For this purpose, consider a binary string 'α' of length n, which could represent either the position x of the particle, or the learning exemplars such as pbest or gbest.
The first step is to evaluate the cardinality of the subset represented by a binary string. The subset cardinality is obtained by counting the number of '1' in a binary string, since the bits with '1' in the binary string indicates that the corresponding feature is selected. The number of '1' in a given binary string α, denoted as ξ α , can be evaluated using 'zero-norm' or Hamming distance from the null vector.
The next step is to generate an n-dimensional learning set, ϕ α , corresponding to the cardinality, ξ α . Note that all the bits of ϕ α are zero except ξ th α bit (from the most the significant bit) which is set to '1'. For example, for a binary string α = {1 0 1 1 0}, the cardinality, ξ α = 3 and therefore the third bit of the string ϕ α (which represents cardinality learning set of α) is set to 1, i.e., ϕ α = {0 0 1 0 0}.
Learning for Individual Feature
In the second learning step, the objective is to identify the promising features through cognitive and social learning. The second learning set, 'ψ', is also an n-dimensional string which is derived by identifying all the features that are not included in the particle's current position x, but are present in the learning exemplars such as pbest and gbest.
For this purpose, consider generic n-dimensional binary strings, 'α and β', where the former represents any learning exemplar (pbest, gbest) and the later represents the position of the particle, x.
In order to derive the second learning set ψ α (which represents the learning set derived from α and β), a bit wise logical 'AND' operation is performed on α and β as follows:
where, β is the complement of β and '∧' represents the bit wise logical 'AND' operator. Apart from the learning acquired through cognitive thinking and social interactions, it is equally important to adjust the velocity based on the particle position. This can be achieved by adjusting the selection probability of the features included in the position. For this purpose, the position 'x' of the particle is used as the self learning set.
Consider a learning exemplar, α = {1 0 1 1 0} and a particle, β = {1 1 0 0 1}. Following the proposed approach the learning from the exemplar 'ψ α ' and particle's self learning 'ψ β ' can be derived as follows:
Algorithm 1: 2-D learning approach to the velocity update of the i th particle
Input : vi, xi, pbesti and gbest Output: vi */ Learning for Subset Cardinality 1 Determine the cardinality of the exemplars (pbesti,gbest) and the particle position (xi) 2 Evaluate the cardinality learning sets: ϕcog, ϕsoc and ϕ self */ Learning for Features 3 Evaluate Feature Learning Sets: ψcog and ψsoc using (6), ψ self = xi 4 Evaluate the final learning sets: Lcog, Lsoc and L self using (7) */ Velocity Update 5 Evaluate the influence of the self-learning (∆i) using (8) and (9) 6 Update velocity (vi) using (10) In the final stage of the learning process, the final learning set 'L' is derived by combining the cardinality and the feature learning sets into a single matrix, as follows:
The final learning set L α is obtained using above procedure and is given as,
Note that, the subscript α in L,ϕ and ψ represents the learning sets corresponding to string α.
Velocity Update
The next step in the learning process is to control the influence of the learning sets derived from the exemplars and through self-learning. The influence of the cognitive and social learning sets is controlled through acceleration constants c 1 and c 2 , similar to (2) .
This approach can be extended to control the influence of self-learning derived from the particle's current position. However, it would be more effective to embed the performance (fitness or criterion function) corresponding to the position for the influence control. For example, the particle with comparatively better performance than its peers should exert more influence, i.e., the selection probability of the features included in its position should receive comparatively higher increment. This is achieved by the following function,
where, "f t i " is the fitness of the i th particle at iteration t and "F t " is the vector containing the fitness of the entire swarm at iteration t. For each of the particle, the change in probability, δ, is limited between [0, 1] and it is evaluated on the basis of its relative performance through (8) . Further, the change in probability (δ) is positive only when the position is deemed beneficial, i.e., f
(for a minimization problem). For this purpose, the following function "∆" for the i th particle is used.
Note that the function "∆ i " is similar to the function used to evaluate the self contribution of the i th particle to the velocity update for the assignment problems in [45] . Finally, the velocity update based on the proposed approach is given by,
where, L cog is the cognitive learning set derived from pbest, L soc is the social learning set derived from gbest and L self is the self learning derived from the particle position, x i . In the proposed approach the velocity is not bounded, that is, there is no need to specify and adjust [v min , v max ], which has significant influence on the exploration/exploitation trade-off in the other binary versions of PSO [19] . The pseudo code for the proposed approach to velocity update is shown in Algorithm-1.
Illustrative Example
Consider a dataset having five number of features i.e., n = 5. Let the position, the velocity and the learning exemplars of the i th particle be,
Based on the proposed learning approach (as shown in Algorithm-1), the velocity of the i th particle is updated as follows:
1. Determination of the cardinality of all sets (ξ cog , ξ soc and ξ self ):
2. Evaluation of the cardinality learning sets (ϕ cog , ϕ soc , and ϕ self ):
3. Evaluation of the feature learning sets(ψ cog , ψ soc , and ψ self ):
5. Velocity update of the i th particle (v i ) as per (10)
Position Update
In the majority of binary PSO variants, the position update process entails the decision to exclude or include each feature. The probability of inclusion is supplied by the velocity. The major drawback of this approach is the inability to exclude redundant features, as pointed out earlier in the Section 2.3. This is probably due to emphasis given to the significance of the feature without considering about the subset cardinality. To overcome these drawbacks, in this study, additional dimension has been included which Algorithm 2: 2-D learning approach to the position update of the i th particle
Input : vi Output: xi 1 Set the new position xi to a null vector of dimension n, i.e., xi = {0 . . . 0} 2 Isolate the selection likelihood of the cardinality and feature into respective vectors, 'ρ' and 'σ' using (12) and (13) */ Roulette Wheel Selection of the Subset Cardinality, (ξi) 3 Evaluate accumulative probabilities, ρΣ,j = j k=1 ρ k , for j = 1. . . n. 4 Generate a random number, r ∈ [0, ρΣ,n].
5 Determine j ∈ [1, n] such that ρΣ,j−1 < r < ρΣ,j, this gives the size of the subset ξi, i.e., ξi = j.
*/ Selection of the features 6 Rank the features on the basis of their likelihood 'σj' and store the feature rankings in vector 'τ ' 7 for j = 1 to n do stores information about subset cardinality. Consequently, the position update requires the selection of subset cardinality (ξ) followed by the selection of features.
For the example considered in the Section 3.4, the velocity of the i th particle is updated using (11) For sake of clarity, we introduce to vectors 'ρ' and σ to represent the selection likelihood of cardinality and features,respectively. where,
For the example considered here, ρ = 0.14 2.56 1.35 0.38 0.71 and σ = 1.31 2.40 0.57 1.46 1.30 (14) There are several ways to select the cardinality (ξ i ) of the i th particle. The simplest approach is to select cardinality corresponding to the element with the highest likelihood in ρ. For example, in (14) the second element (ρ 2 ) has the highest probability (2.56). Hence, in the new position two features (ξ i = 2) can be selected. This approach is more exploitative in nature, as the size of the subset will always be selected based on the element with highest probability. Therefore, in this study an alternate approach based on roulette wheel has been used for the selection of the subset cardinality to balance the the exploration and exploitation of the search space. Note that in GA, the slot of the roulette wheel is assigned to each parent based on its fitness, whereas in this study the slot is assigned to each cardinality on the basis of its selection likelihood, as illustrated in Algorithm-2 (Line 3-5).
For example, for the i th particle, the accumulative likelihood (denoted as 'ρ Σ ') is derived from the cardinality likelihood ρ (12) as follows:
ρ Σ = 0.14 2.70 4.05 4.43 5.14 (15) Assuming the random number, r ∈ [0, ρ Σ,n ] is equal to 3.25. Since ρ Σ,2 < r < ρ Σ,3 , the cardinality of the i th particle is set to 3 (ξ i = 3). The next step is to select the features to fill the subset. For this purpose, all features are ranked on the basis of their likelihood (σ j ) and stored in a separate vector, 'τ '. Following this step, the features of the i th particle are ranked as follows:
In the final step, the features are selected based on their ranking; all the features with ranking less than or equal to the selected cardinality ξ are included in the new position, as shown in Algorithm-2 (Line 6-11).
As per these steps, the new position of the i th particle is derived as follows:
since ξ i = 3 and τ = 3 1 5 2 4 ⇒ x i = 1 1 0 1 0
Refresh Gap
To overcome the problem of premature convergence, the method of "restart" [45] is being used in this study to rejuvenate the search process. For this purpose, the personal best value (pbestval) of each particle is monitored. If the personal best of any particle does not improve for a pre-determined number of iterations, referred here as 'Refresh Gap' (RG), its velocity is randomly initialized between [0, 1]. The pseudo code of GPSO adapted according to 2D-learning framework is shown in Algorithm-3.
2-D learning framework for other PSO variants
The proposed learning framework is designed as a generalized learning framework to adapt the algorithm based on particle swarm theory, i.e., The majority of the PSO variants in the continuous domain can easily be adapted for the feature selection problems using the 2-D learning.
For example, the local version of PSO (LPSO) [46] , employs best particle in the particle's neighborhood (nbest) as the social learning exemplar instead of gbest, as revealed in its velocity update rule,
To adapt LPSO for the feature selection problem as per 2-D learning, the social learning set (L soc ) in (10) is derived from nbest i instead of gbest.
Another popular PSO variant, Comprehensive Learning PSO (CLPSO) [47] , uses only one learning exemplar (referred as pbest f ) instead of two, cognitive and social exemplar. Following 2-D learning, the velocity update rule for the adapted CLPSO is given by,
where, 'L' is the learning set derived from 'pbest f '. The results of our previous study [45] suggest that, Unified Particle Swarm Optimization (UPSO) ( [22] ) is quite effective for the problems in the discrete domain. For this reason, UPSO is selected for further analysis in this work. UPSO combines the global and local versions of PSO through unification factor, 'u'. The velocity update of UPSO is given by,
where,
and "nbest i " is the best particle in the neighborhood of the i th particle. By simple modifications in 'v gi ' and 'v li ', UPSO can be adapted for feature selection problem,
where, 'L soc,1 ' and 'L soc,2 ' are the social learning sets derived from global best (gbest) and neighborhood best (nbest i ). The pseudo code for velocity update of the adapted UPSO (denoted as 2D-UPSO) is illustrated in Algorithm-4. Note that apart from velocity update, rest of the procedure is similar to GPSO as outlined in Algorithm-3.
Comparative Evaluation: Benchmarking

Experimental Setup
The performance of the proposed 2-D learning framework is compared with the some of the existing algorithms following the wrapper approach [5] for the feature selection. Hence, it is necessary to induce a classifier for each particle (PSO based algorithms) or parent (GA) and use the consequent classification performance as criterion function, J in (1). Without loss of generality, the feature selection problem is modelled as a minimization problem with the objective to minimize the classification error. In this work, Algorithm 4: The velocity update of the i th particle in 2D-UPSO Input : vi, xi, pbesti and gbest Output: vi 1. Locate the best particle in the neighborhood of the i th particle and set it as the second learning exemplar,
Lcog, L self , Lsoc−1 and Lsoc−2, using (7) 3. Evaluate the influence of the self-learning (∆i) using (8) and (9) 4. Update Velocity, vi using (18), (19) and (20) the mean classification error after 10-fold stratified cross validation [21] is being used as the criterion function, i.e. for a subset given by a particle/parent (x i ), it is given by,
, where, e f = Number of Misclassified of Samples Total Number of Samples (21) The use of 10-fold cross validation often removes any bias in the validation data [21] . One of the major factor which influences the effectiveness of the feature subset is the nature of the induction algorithm used to induce a classifier. For a given dataset, an optimal feature subset, obtained using a particular classifier, may provide suboptimal performance for the other classifier. In other words, the landscape of the feature selection problem is jointly defined by the dataset and the induction algorithm. For this reason, the efficacy of all the algorithms was evaluated using two induction hypotheses; Naive Bayes (NB) and k-Nearest Neighbor (k-NN) [21] due to their simplicity and wide scale use. For a k-NN based classifier, number of neighbors in this study were chosen to be 5 (k = 5).
All the compared algorithms were implemented in MATLAB, R2015b. Due to stochastic nature of the search algorithms, 40 independent runs of each algorithm were performed on each dataset as listed in Table  1 (More detail on the datasets is provided in the next subsection). In each run, the best feature subset, its cardinality and its fitness were recorded along with the total execution time. For fair comparison, each algorithm was allowed to run for 6000 Function Evaluations (FEs) on each dataset. The process is repeated for both NB and k-NN classifier.
Data Sets
The efficacy of the proposed learning approach and the other compared algorithms was evaluated using a test bench consisting of 14 data-sets from the UCI Machine Learning Repository [20] . The selected datasets, listed in Table 1 , are representative of different application areas (Financial, Bio-medical and Physical Sciences). In addition, the number of features varies from 13 to 591, output classes vary from 2 to 16 and training instances vary from 27 to 1847. Among sixteen datasets, two datasets, namely 'LSVT' and 'Lung Cancer' have higher number of input features (n) than number of samples (Ñ ), (n >Ñ ) and are ill-defined. As shown in Section 6, the proposed learning framework performs well on these problems as well.
In addition to the datasets, Table 1 also lists the mean classification error after 10-fold stratified cross validation with NB and 5-NN classifier (k-NN classifier with five neighbors), when all available features are used. These classification errors were used as the reference to evaluate percentage improvement in the classification error obtained with the reduced subsets. The results are discussed at length in Section 6. 'ps' -swarm size, 'ω' -inertia weight, 'c1, c2' -acceleration constants, vmin, vmax -velocity limits 'N ' -GA population size, pc, pm -crossover and mutation probability 'as' -colony size, 'a' -pheromone update factor, 'ρ' -pheromone trail evaporation, [τmin, τmax] -pheromone boundaries 'C' -catfish particles, 'θ' -threshold to select feature, xmin, xmax -position limits, u -unification factor
Compared Algorithms
To evaluate the potency of the proposed learning approach following seven algorithms were included as benchmarking algorithms in the comparative evaluation: Genetic Algorithm (GA) [12] , Ant Colony Optimization (ACO) [16, 15] , Binary PSO (BPSO) [19] , Catfish Binary PSO (CBPSO) [49] , Chaotic Binary PSO (chBPSO) [50] , variant based on continuous PSO (ErFS) [31, 32] and PSO with different update mechanisms for 'gbest' (PSO-42) [33] .
The proposed approach is in essence a new learning strategy for PSO hence it would be interesting to benchmark its performance using existing PSO based feature selection approaches. For this purpose, Kennedy and Eberhart's binary version of PSO (BPSO) [19] is a natural choice, as majority of the PSO based feature selection approaches are either directly based on it or some extension of it. Catfish-BPSO (CBPSO) has a learning mechanism which is similar to BPSO; however it employs the concept of 'Refresh Gap' in [47] to replace fraction of worst performing particles if 'gbest' does not improve for the pre-determined iterations. This measure is in essence a 'Restart' approach and is expected to perform better than BPSO. Since, the proposed approach also include restart mechanism, it would be interesting to have comparative analysis with Catfish-BPSO. On the other hand, ErFS [31, 32] and PSO-42 [33] are extension of continuous PSO and represent different learning approaches and therefore are included as the benchmarking algorithms. The last benchmarking algorithm is Chaotic Binary PSO (chBPSO) [50] , which is in essence extension of BPSO with an updated control strategy for the inertia weight based on chaotic map theory. Even though its learning approach is similar to BPSO, chBPSO represents the PSO variant with a parameter control and for this reason is included in the benchmarking algorithms. In addition to PSO variants, two other search paradigms, GA and ACO, have been included as benchmarking algorithms. Note that GA is, arguably, the most widely used meta-heuristics algorithm for the feature selection problems and therefore included as a benchmarking algorithm. ACO is selected as another benchmarking algorithm, since its underlying search principle is similar to PSO.
Note that, all benchmarking algorithms were implemented in MATLAB following the procedure and parameters provided in [12, 16, 15, 19, 49, 31, 33, 50] . The search parameters for the all algorithms are listed in Table 2 . Note that even-though, GA has been used widely, there is no common consensus on the good parameter setting, i.e., population size, crossover and mutation rate (N, p c , p m ) . In this work, several preliminary runs of GA were carried out with different parameter settings suggested in the earlier works [12, 48, 51, 52, 53] . In this test the parameter settings suggested by [48] were found to be more effective and hence were selected for further analysis. Moreover, Chuang et. al. [50] suggested two control strategies for the inertia weight: based on logistic map and tent map. In this work, logistic map based approach is being used for the inertia weight control given by,
, where, ω 0 = 0.48 and t is the iteration number
The unification factor, 'u' in (18), plays a major role in determining the search behavior of UPSO. Several approaches including linearly increasing, modular and exponential changes therefore have been proposed to adapt u during search process [54] . In the present study, linearly increasing u with iterations (from 0.2 to 0.4) was found to be most effective and hence selected for the analysis.
Results and Discussion
The objective of the comparative analysis is to evaluate the performance of the proposed learning approach with the benchmarking algorithms. The performance of these algorithms is compared using two metrics: the reduction in the classification error and subset cardinality. Moreover, the algorithms are applied as wrappers to two classifiers k-NN and NB. Due to stochastic nature of these algorithms, the performance is compared using the average values of the metrics obtained from 40 independent runs.
Improvement in Classification Performance
The results of the classification performance for all the compared algorithms on the benchmark datasets (Table 1) are given in Table 3 for NB classifier and in Table 4 for k-NN classifier. The last columns of these tables show the results obtained by the proposed 2-D learning approach.
For each of the dataset, the average (Mean) and standard deviation (SD) of the classification error were obtained after 40 independent runs of each algorithm. Since the main objective is to minimize the classification error, the algorithms were compared using Performance Improvement (PI) metric which is defined as:
where, J(U ) is the classification error obtained with all features (U = {u 1 . . . u n }) and J(X) is the classification error obtained with the reduced subset X = {u 1 . . . u ξ } which is found by the various algorithms. Further, for each dataset, a rank is assigned to each algorithm based on its Performance Improvement (PI). For example, in Table 3 for 'wine' dataset, the best PI is obtained by chBPSO and ACO (65.3%), whereas PSO-42 provided worst 'PI' (59.2%). Consequently, both chBPSO and ACO are ranked '1' and rank '8' is assigned to PSO-42. The results of this experiment corroborate the hypothesis that the search landscape is conjointly defined by the dataset and the induction algorithm. The results shown in Tables 3-4 indicate that, for a given dataset, the classification performance is critically dependent on the nature of the induction algorithm being used to induce the classifier. For example, for 'WDBC' dataset, the PI obtained with NB classifier by all the algorithms lies in the range of [0, 7.1%] (as seen in Table 3 ), whereas this lies in the range of [60.4%, 62.2%] with k-NN classifier (as seen Table 4 ).
Note that for several datasets, the PI from some of the algorithms is negative, as highlighted in italics in Tables 3 and 4 . A negative value of PI indicates that the corresponding algorithm failed to provide a feature subset that can provide better classification performance compared to the original set containing all the features. As seen from Table 3 , with NB classifier, the GA failed to provide better accuracy for the 'Ozone' dataset. Further, for the 'LSVT ' dataset (Table 4) , none of the compared algorithm provided the performance improvement over the original dataset, however, the proposed 2D-UPSO, improves the performance by 29.6%. Note that for all the datasets and both the classifiers, the value of PI obtained by 2D-UPSO is positive (as seen in Tables 3 and 4 ) which implies that, for all the dataset, 2D-UPSO is able to provide feature subset that can provide enhanced performance over the original set with all the features.
Among PSO variants, ErFS and PSO-42 performed very poorly, which was expected as these variants are slightly updated version of the continuous PSO and does not include any meaningful learning mechanism. For most of the datasets, both ErFS and PSO-42 performed poorly with the ranks in the range of 4-7, as seen in Tables 3 and 4 . Only on few datasets, PSO-42 performed better than other chBPSO (Sonar with NB; Musk-1 and Libras with k-NN), BPSO (WDBC with NB) and CBPSO (WDBC with NB; LSVT with k-NN). Nevertheless, on several datasets, PSO-42 outperforms GA (on 11 datasets with both NB and k-NN) and ACO (on 7 datasets with NB and on 5 datasets with k-NN).
To evaluate the overall performance of the algorithms, average rank over all the datasets was determined for each of the algorithm which forms the basis for the final rank, as shown in the last rows of Table 3 and 4. From Table 3 and 4, it is observed that 2D-UPSO gives the best overall performance with both the induction algorithms; its average rank equals to 1.7 (with NB classifier) and 2.1 (with k-NN classifier). The next best overall performance is obtained by BPSO, followed by chBPSO and CBPSO, with both NB and k-NN classifier. The overall performance of GA was inferior compared to the other algorithms, which is probably due to its inability to escape local minima. Note that, interestingly, BPSO outperformed not only GA and ACO but all the compared PSO variants, i.e.,CBPSO,chBPSO, ErFS and PSO-42. Further, with both the classifiers, ACO achieved overall fifth rank; performing better than GA and only two PSO variants, ErFS and PSO-42. Relatively poor performance of ACO can be ascribed to a common pheromone trail based search strategy; in each iteration all ants rely on a common pheromone trail to generate a solution. On the other hand, in PSO, each particle has its own velocity which improves the 'exploration' of search space and consequently translates into better performance.
Further, paired t-tests were used to evaluate the statistical significance of the results relative to the compared algorithm. The tests were evaluated for 95% confidence interval (p = 0.05) between the results obtained by 2D-UPSO and the compared algorithm. The results of this test are given in Table 5 (for both NB and k-NN) wherein the entries with '+' indicates that the performance of 2D-UPSO is significantly better than the compared algorithm while entries with '−' indicates otherwise. For some datasets, the compared algorithms have similar results which are shown in Table 5 by '=' entries. For several datasets where the test results are inconclusive, they are indicated by '?' in Table 5 .
The results of paired t-test indicate that, irrespective of the induction algorithms, the results obtained with 2D-UPSO are significantly better than GA, ErFS and PSO-42 for all the datasets investigated in the present study. Moreover, with NB classifier, for most of the datasets, the 2D-UPSO significantly outperformed ACO (12 out 16), BPSO (9 out of 16), CBPSO (11 out of 16) and chBPSO (11 out of 16), as shown in Table 5 . The performance of the 2D-UPSO is similar with k-NN classifier as seen in (Table 5) ; with k-NN based classifier UPSO outperformed BPSO and CBPSO on eight datasets, chBPSO on nine datasets and ACO on ten datasets.
Reduction in Subset Cardinality
The average subset cardinality obtained by all the compared algorithms are shown in Table 6 for NB classifier and in Table 7 for k-NN classifier. For each dataset, the average cardinality (ξ avg ) of the subsets for each algorithm, after 40 independent runs, is shown in Tables 6 and 7 . Further, the percentage reduction in the cardinality with respect to total number of features (n) is used to rank each algorithm. This metric is denoted here as Ξ (%) and is given by Ξ(%) = n − ξ avg n × 100 Since the cardinality is not explicitly included in the criterion function, J(· ), (as seen in (21)), any reduction in the cardinality is the direct consequence of the algorithm's ability to distinguish irrelevant features. The results of the comparative evaluation confirms the utility of the cardinality information; 2D-UPSO was able find smallest feature subset (as seen in Tables 6 and 7 ) with a better classification performance (Table 3-4) for most of the datasets. Out of 16 benchmark datasets, 2D-UPSO obtained smallest subset for twelve datasets with NB classifier (Table 6 ) and for ten datasets with k-NN classifier (Table 7) and achieved overall best performance with both the classifiers. Among compared algorithms, ACO and chBPSO performed better with both the classifiers. Further, the results indicate that GA is more susceptible to the change in the search landscape caused by the induction algorithm.This is evident by the change in GA's relative performance, from the seventh rank with NB classifier (Table 6 ) to the fourth rank with k-NN classifier (Table 7 ).
Timing Analysis
The time complexity of the algorithms is usually expressed in terms of 'Big-O-notations'. However, such analysis will provide a very loose estimate of the 'time-complexity', especially for meta-heuristic wrappers [55] . This is because, in the wrapper approach, for a given pair of dataset and algorithm, the 'subset evaluation time' is expected be a major part of the total run time. Further, the subset evaluation time is dependent on the cardinality of the selected subsets. The algorithm, which selects smaller subsets throughout the run, will have a lower subset evaluation time and, therefore, a lower total run time. Since all the compared algorithms, alongwith 2D-UPSO, are in essence meta-heuristic wrappers, in this study, a different approach based on the procedure outlined in [56] , is used to investigate the time-complexity of the algorithms.
For a given dataset, ten independent runs of each of the compared algorithm were carried out. Each run was set to execute for 6000 Function Evaluations (FEs). During each run, two time measurements were recorded: 'total run time' of the algorithm (t) and the time spent in 'subset evaluation' (t 2 ). From these two time measurements, the time spent only on the algorithm (t 1 ) was estimated as t 1 = t − t 2 . The results of this test are shown in Table 8 (with NB classifier) and Table 9 (with k-NN classifier), wherein 'T 1 ', 'T 2 ' and 'T ' represent the average values of 'algorithm run time' (t 1 ), 'subset evaluation time' (t 2 ) and 'total run time' (t) obtained over ten independent runs. For this test, GA, ACO and BPSO were selected for the benchmarking; since the remaining PSO variants are based on BPSO, their performance in terms of time is not likely to significantly differ from BPSO. Further, each algorithm was ranked based on the corresponding average total run time (T ), i.e., for a given dataset, algorithm with the lowest T is ranked '1'.
The results of the timing analysis indicate that the 'subset evaluation time' (T 2 ) is indeed the major contributor to total run time and it is significantly higher than 'algorithm run time' (T 1 ), i.e., T 2 T 1 . The comparative analysis indicates that for majority of the datasets, the lowest subset evaluation time (T 2 ) was obtained with 2D-UPSO (on 11 datasets with NB and 9 datasets with k-NN). It is obvious from the results (Table 8 and 9) , that the subset evaluation time (T 2 ) in the the proposed 2D-UPSO is significantly less. This can be ascribed to efficient use of cardinality information. This observation is further corroborated by Tables 6 and 7 . Since T 2 dominates the total run time, T , for most of the datasets, 2D-UPSO is faster than all the compared algorithms and provides overall best performance with both NB and k-NN classifiers (Table 8 and 9 ). Note that the 'algorithm run time' (T 1 ) can be used as a metric to measure the time complexity of the algorithm. The comparative evaluation of T 1 (Table 8 and 9) indicates that, compared to BPSO, the time-complexity of 2D-UPSO does not increase significantly despite the additional computations associated with the integration of cardinality information. For example, even for a larger dataset such as 'SECOM', there is aproximately one second increase in algorithm run time of 2D-UPSO compared to BPSO, as seen in Tables 8 and 9 . Given that the total run time for this dataset is in the range of thousands of seconds (approx. 2000 s witn NB, Table 8 ; approx. 5000 s with k-NN, Table 9 ), one second increase in algorithm run time is almost negligible. Finally, on the basis of T 1 , time complexity of the compared algorithms can be ranked as follows: ACO<GA<BPSO<2D-UPSO. Nevertheless, due to consistent discovery of smaller subsets and the fact that T 2 T 1 , 2D-UPSO is able to complete the search in shorter time compared to other algorithms.
Dynamic Search Behavior
In order to have better insight into the search dynamics of the algorithms, both P I(%) and Ξ(%) of the best particle (gbest) were recorded at each iteration for few datasets. Note that since amongst the compared algorithms, BPSO provides the best overall performance, it would interesting to compare its performance with 2D-UPSO. The average variation in P I(%) and Ξ(%) obtained from 2D-UPSO and BPSO algorithms, after 40 runs are shown in Fig. 1 for two datasets, 'LSVT' and 'Ionosphere'.
As seen from Fig. 1a-1d , throughout the search process, Ξ(%) obtained with 2D-UPSO is significantly higher than BPSO. This indicates that the cardinality (ξ) of the gbest obtained from 2D-UPSO is significantly smaller. The superior performance of the 2D-UPSO can be ascribed to the exploitation of the cardinality information in the proposed 2D-learning approach. This distinctive quality of the 2D learning approach often discards the redundant features without the need of any additional heuristic information. This results smaller cardinality and significant reduction in the classification error. Further, it is to be noted that the improvement in Ξ(%) is not monotonic as seen in Fig. 1 . Since the primary search objective is to obtain better classification performance, in each iteration the best particle or gbest is updated on the basis of its classification performance. Therefore, it does not necessarily have same or smaller cardinality compared to the previous iteration resulting non-monotonic behavior.
The similar improvements are observed in P I(%) with 2D-UPSO. For both the datasets, as seen in Fig.  1a-1d , throughout the search the P I(%) obtained by 2D-UPSO is comparatively higher. Further, since LSVT is ill-defined problem, the curse of dimensionality is more likely to affect the classifier. This can be observed in Fig. 1b , when k-NN is used as the induction algorithm. As discussed earlier, the results indicate that the search landscape defined by LSVT and k-NN classifier is quite deceptive. For this reason, during initial search stages (Fig. 1b) , both 2D-UPSO and BPSO failed to find a subset with classification performance better than U , this results in a negative value of P I(%) in the beginning. However, as the search progressed ( fig. 1b) , 2D-UPSO quickly attained positive P I(%) whereas BPSO was unable to come out from local minima and failed to provide performance improvement over the original subset, U . 
Conclusions
The performance of a new 2D learning framework has been investigated for feature selection problem. One of the important characteristic of this framework is that it exploits the information about the cardinality and integrates it into the search process by extending the dimension of the velocity. The efficacy of the proposed framework is demonstrated by adapting one of the popular PSO variant, UPSO, by considering two different induction algorithms,i.e., NB and k-NN. The time-complexity of this algorithm has been investigated and is compared with many existing algorithms. The comparative study performed on wide variety of datasets demonstrate that, for most of the datasets, the 2D-UPSO could find smaller feature subset with better classification performance in shorter running time and provides overall best performance irrespective of the induction algorithm being used.
However, the current study is focused on the single objective approach to the feature selection where the main focus is to improve the classification performance. In some cases, a designer may be interested to trade-off the classification performance in favor of smaller subset. In such scenario, a multi-objective search criteria, with focus on both classification accuracy and cardinality, can be very helpful. Further, in this study the search parameters such as inertia weight (ω), acceleration constant (c 1 , c 2 ), unification factor (u) were selected empirically. A detailed study on parameter control, similar to the existing studies in the continuous domain, can further improve the search performance. This could be the subject of further research.
