Nonlinear subdivision schemes that operate on manifolds are of use whenever manifold valued data have to be processed in a multiscale fashion. This paper considers the case where the manifold is a Lie group and the nonlinear subdivision schemes are derived from linear interpolatory ones by the so-called log-exp analogy. The main result of the paper is that a multivariate interpolatory Lie group valued subdivision scheme derived from a linear scheme is at least as smooth as the linear scheme, where smoothness is understood in terms of Hölder exponents.
Introduction
Nonlinear subdivision has received considerable attention in the past few years from many fields such as geometric design, approximation theory, computer graphics, and others (see e.g. Wallner & Pottmann (2006) ; Ur Rahman et al. (2005) ). For the handling of structured data that live in a manifold it is sometimes desirable to adapt a linear refinement procedure so as to operate in the manifold. This has been done for several cases (see the references above and also Wallner & Dyn (2005) ; Wallner (2006) ). The first question that comes to mind is how many of the properties of the linear refinement scheme are also shared by the nonlinear manifold-valued scheme. For example: how smooth is the nonlinear scheme, if the linear scheme is of a given smoothness? This question has been adressed in several papers (see Wallner & Dyn (2005) ; Grohs & Wallner (2008) ; Grohs (2006 Grohs ( , 2007 ; Wallner (2006) ), where low levels of smoothness are considered. General smoothness equivalence results for arbitrary smoothness orders are considered in Xie & Yu (2007) for interpolatory subdivision schemes operating on the sphere and related manifolds. In the present work we combine the ideas of Grohs & Wallner (2008) and Xie & Yu (2007) to prove smoothness equivalence for the so-called log-exp analogues of interpolatory multivariate subdivision schemes that are defined in an arbitrary Lie group.
Aside from obvious applications in computer aided freeform design or kinematics, this result is also important for the multiscale handling of Lie group valued data. In Ur Rahman et al. (2005) a wavelet type transformation for Lie group valued functions is introduced. This transformation is a nonlinear generalization of the concept of interpolatory wavelet transforms obtained from interpolatory subdivision schemes, as introduced in Donoho (1992) .
To ensure that this Lie group valued "wavelet transform" shares the properties of the linear interpolatory wavelet transform (such as relations between the smoothness of a transformed function and the decay rate of the "wavelet coefficients"), it is necessary that the underlying subdivision scheme is of a certain smoothness. With the results presented in this paper this condition poses no problem: we consider the Lie group valued log-exp analogue of the Deslauriers-Dubuc family (see Deslauriers & Dubuc (1986) ), and we obtain a family of G valued subdivision schemes that are of arbitrarily high smoothness.
Linear subdivision
We briefly recall some well-known facts about linear subdivision schemes. All of the stated results can be found in Cavaretta, Miccelli & Dahmen (1991) ; Dyn (1992) for dilation factor 2, and the extension to arbitrary dilation factors N > 1 is not hard. In the following we use boldface letters for vectors in Z s .
A linear, s-variate subdivision scheme with dilation factor N > 1 is defined as a linear operator on the sequence space R Z s that can be written as
where (p j ) j∈Z s is an element of R Z s , k ∈ {0, . . . N} s \ {(N, . . . , N)}, and a j is an svariate sequence of real numbers, called the mask of S. S is called interpolatory, if (a Ni ) i∈Z s = δ 0 , where δ 0 is the Kronecker sequence. We usually apply a subdivision scheme to a sequence of vectors, rather than to a sequence of real numbers. In that case everything has to be understood componentwise. A subdivision scheme together with its iterates can be interpreted as an approximation of a function on the sequence of grids 1 N j Z s . An interpolatory scheme not only approximates, but interpolates the given function.
A subdivision scheme is said to converge, if the s-multilinear interpolation of the data S j p on the grid 1 Z j converges to a continuous function as j → ∞. The critical Hölder smoothness of a subdivision scheme is defined as the critical Hölder smoothness of this limit function for generic input data.
For a linear interpolatory subdivision scheme to converge, it is necessary that
for all k ∈ Z s , and therefore we from now on assume that (2) holds.
There is a special property that holds for interpolatory schemes, namely the polynomial reproduction property. It is stated as follows: If S is an interpolatory subdivison scheme of smoothness p > 0 (p ∈ Z), then S reproduces polynomials of degree p, i.e. if we apply S on the samplings of a polynomial q of degree p on Z s , we get the samplings of q on the grid
Generally, smoothness analysis of a subdivision scheme is done by looking at the difference sequences of subdivided points. To this end we introduce the operator∆ that maps a sequence (p j ) j∈Z s to the vector sequence ((∆p) j ) j∈Z s , where
and e i is the i-th canonical basis vector of Z s . The∆ operator can be iterated:
If p = (p i ) i∈Z s is a scalar s-variate sequence, then∆ n p is a sequence with values in R s n .
The log-exp analogue
A linear subdivision scheme maps the initial point grid to a grid of linear combinations of the original points. Since this only makes sense in a linear space, we need a different definition in nonlinear spaces. We consider the case where the nonlinear space is a Lie group (G, ·) with Lie algebra g. The definition of a linear subdivision scheme S is given by (1), and our goal is to define an analogue of S that operates in G. First, by (2), we can write (1) as
Now the refinement rule can be interpreted as adding a vector v to the point p i , where
the vector pointing from p i to p j . In a Lie group there also exists a point-vector addition. Vectors associated with a Lie group are the elements v of the Lie algebra g, and adding v to the point p is defined by p · exp(v).
The function "exp" is called the exponential function of G and provides a diffeomorphism of a neighbourhood of 0 ∈ g onto a neighbourhood of e ∈ G. Its inverse, the logarithm mapping, can be used to define the vector pointing from one element of G to another. For p, q ∈ G we define the vector pointing from p to q as log(p −1 · q).
Considering these analogies, we define the log-exp analogue T of S as follows:
The vector v
is the vector pointing from p i to p j . EXAMPLE 1.1 We want to look more closely at the special case where G is a matrix group i.e. G is a smooth subgroup of GL n with the matrix multiplication as group operation. In that case the Lie algebra g is a subalgebra of gl n , i.e. the Lie algebra of square matrices with Lie bracket [A, B] = AB − BA. For instance the Lie algebra of the orthogonal group O n consists of all matrices A with A + A T = 0.
For our purposes it is convenient to work in matrix groups. This is mainly for two reasons: for one we have a canonical embedding in a Euclidean ambient space, and therefore we are able to compare linear R n 2 -valued schemes with G-valued schemes. The second advantage of matrix groups is that we have an explicit representation of the exponential mapping in terms of a Taylor series:
where v ∈ g, and v 0 := I.
Preserving symmetries
Some linear subdivision schemes enjoy certain symmetry properties like invariance under reversing the indexing order. For computational reasons, among others, it is desireable to preserve these symmetries for the log-exp analogue. However with our definition (5) we cannot expect such symmetries, even in the univariate case. Thus we propose the following alternative definition of the log-exp analogue: Clearly it is possible to write the linear subdivision rule in the form
where (m i ) i∈Z s is any family of points. Therefore we can define the log-exp analogue of S asT
where the vectorṽ
is the vector pointing from m i to p j . Of course the points m i must lie sufficiently close to the points p i for the logarithm mapping to be defined.
To preserve symmetries, one must now define the points m i in a symmetric way. We only discuss how to preserve symmetries in the bivariate case (i.e., s = 2). For a bivariate sequence (p i, j ) i, j∈Z , invariance under reversing the indexing order means invariance with respect to reversing the indexing order in i and j seperately. For the univariate case see Grohs & Wallner (2008) . Let
Note that mean(p, q) = mean(q, p). Then define
If S is a linear bivariate subdivision scheme symmetric with respect to reversing the index order, then the scheme T defined via (7) and (8) also has this property. A prominent family of bivariate interpolatory subdivision schemes that satisfies the above symmetry property is the family of the bivariate tensor product schemes of the Deslauriers-Dubuc schemes with themselves. Smoothness analysis for the alternative log-exp analogue (7) is completely analoguous to the smoothness analysis of the log-exp analogue (5), and all our results are also valid for schemes of the form (7).
The method of proximity
The smoothness analysis of manifold valued subdivision schemes that are derived from linear schemes is usually done as follows:
One first establishes a proximity condition that in some sense quantifies the difference between the linear scheme and the nonlinear scheme. Then one shows that generally a proximity condition, together with a certain smoothness of the linear scheme implies a certain smoothness of the nonlinear scheme.
To give an example, we mention a proximity condition used to prove C 2 smoothness of the nonlinear scheme T derived from S, provided S is of at least C 2 smoothness. It looks as follows: If we let p = (p j ) j∈Z s := sup j∈Z s p j , where · is any norm on the Euclidean space in which the p j 's live, then
for a constant C > 0. It can be shown that such a proximity condition is always satisfied between a C 2 (possibly non-interpolatory) scheme S and its log-exp analogue T (see Grohs (2007) ) . Analysis of interpolatory subdivision schemes is much easier than for generic schemes. This is mainly due to the polynomial reproduction property. This special property will be used to deduce proximity conditions that suffice to prove smoothness equivalence results. This is done in Section 2 using some ideas already used in Grohs & Wallner (2008) ; Grohs (2007).
Hölder regularity
We briefly describe the concept of Hölder regularity, which gives a finer notion of smoothness than conventional smoothness order. We further recall some known facts about the characterization of Lipschitz classes from discrete samplings.
6
Let f : R s → R a function, and define the operators
We further define ∆
We say that f is in Lip α if for all h ∈ R s and k > α
The critical Hölder smoothness γ of f is defined as
It is known that the Lipschitz class can be determined by the function values of a grid. Let N > 1. Then with
Outline
In Section 2 we derive the proximity condition we later use to prove our smoothness equivalence result. At this point we only work in matrix groups which has the advantage of an explicit representation of the exponential function. With this expansion we can quantify the difference between a linear interpolatory scheme S and its log-exp analogue T and finally arrive at a proximity condition as in (12). In Section 3 we show the implication "proximity ⇒ smoothness", and in Section 4 we extend our considerations to general Lie groups.
The Proximity Relation
This section contains the main result of this paper. We show that under the condition that S reproduces polynomials, S and its log-exp analogue T satisfy a proximity condition. For the proof we assume that G is a closed matrix group, i.e. a Lie subgroup of GL n . In that case
Clearly, this series is absolutely convergent for all v.
To prove that a proximity condition holds, we use the following simple, but crucial lemma. Rewriting the differences of two schemes in a certain way is related to the vanishing of certain derivatives of a Laurent polynomial. This idea has already been used in Grohs & Wallner (2008); Grohs (2007) to prove C 2 smoothness results also for noninterpolatory schemes. We state the lemma and fix the convention to write sdimensional vectors (x 1 , . . . , x s ) ∈ R s and ( j 1 , . . . , j s ) ∈ Z s in bold-face x resp. j. The 
with A j 1 ,...,j k ∈ R and (v j ) j∈Z s a finite sequence with elements of gl n , where the multiplication is the ordinary multiplication of matrices. For A to be expressible in the form
it is necessary and sufficient that all derivatives of order ≤ n of the ks-variate Laurent polynomialÃ
Proof. We translate the statment into a statement about Laurent polynomials. It is easy to see that the operation
corresponds to multiplication with the polynomial (1−(x i ) r ). It follows that a rewriting rule of the form (11) translates to the fact thatÃ k (x 1 , . . . , x k ), can be written in the form
with Laurent polynomials
Now if we use Taylor's theorem, at (1, . . . , 1) ∈ R ks , the lemma follows. We continue and prove that a proximity condition always holds between a linear scheme S and its log-exp analogue T , provided that S reproduces polynomials. LEMMA 2.2 Let S be a linear subdivision scheme that reproduces polynomials up to degree n and T its Log-exp analogue operating in a matrix group. Then
for a constant C > 0.
Proof. For the remainder of the proof we assume that there are only finitely many distinct data points p i (this can be assumed since S is of finite mask and thus only a finite number of initial data points contributes to the local behaviour of the limit function) and that they are dense enough for all the manipulations below to be welldefined. Recall that v j i = log(p −1 i p j ) ∈ gl n , and
where k ∈ {0, . . . , N} s \ {(N, . . . , N)}.
We use the exponential series to obtain
where r = O( v j i n+1 ). Let us now look at the terms E 1 , . . . , E n defined by
By construction, the coefficients which occur in the expressions E k have the following form:
Our goal is to rewrite each E k in the form (11). To achieve this goal, we define the ks-variate Laurent polynomial
By Lemma 2.1 we have to show that the first n derivatives ofẼ k (x 1 , . . . , x k ) at the point (1, . . . , 1) ∈ R sk vanish. Observe that
Now consider a differential operator D of the form
, with l = l 11 + · · · + l ks ≤ n.
(13) Define the polynomials
We apply D toẼ k (x 1 , . . . , x k ) and get
where q j := ∏ s i=1 p i j and q := ∏ k j=1 q j . By construction, deg(q), deg(q j ) ≤ n for all j = 1, . . . , s. Thus we can use the polynomial reproduction property (3) of S to obtain that
This means that DẼ k (1, . . . , 1) = 0 for all D of the general type given by Equation (13). By Lemma 2.1, we have found a representation of E k in the form (11). We conclude that
Since the sequence v j i has finite support it follows, that
with another constant C. If we set α i := |{ j : n j = i}|, then regrouping gives us the estimate
Note that E k , and thus the constant C in (15), depends on i and k. We can take the supremum over all i's and all k's (which are only finitely many by our assumption that only a finite number of initial data points are involved) and arrive at
with a different constant C. Note that sup i p i is finite. We still have to estimate r. Clearly, r also depends on both i and k. We already know that r ≤ C v Grohs (2006) . These constants again depend on i and k. We take the supremum over i and k and combine this estimate with (16) to get another constant C > 0, such that (12) holds.
Note that the proximity condition (12) 
Smoothness from proximity
In this section we show that a proximity condition of the form (12) is enough to ensure that the critical Hölder smoothness of T is as least as high as the critical Hölder smoothness of S.
For the proof of our main theorem we use a result from Daubechies, Runborg & Sweldens (2004) , that has also been used in Xie & Yu (2007) . Originally the theorem has been stated for the univariate case, but looking at the original proof, we see that by replacing ordinary univariate differences by the∆ operator and 2 by N, the result can be extended to our setting just by repeating the arguments given. THEOREM 3.1 Let S be a linear subdivision scheme of critical Hölder smoothness γ > 0. Let T be another subdivision scheme with
for some ν > 0. Then the critical Hölder smoothness of the limit function of T is at least min(γ, ν).
We need another result from Xie & Yu (2007) , again originally for the univariate case and N = 2. With the by now familiar strategy (replace ∆ by∆ and 2 by N), we can adapt the result to the multivariate setting.
LEMMA 3.1 Let S be a linear subdivision scheme and T another subdivision scheme such that there exist C, A, δ > 0, 0 < µ < 1 and α > 1 with ∆ S j p ≤ Cµ j ∆ p , ∀ j ∈ N, and
Then for any ε > 0 there exist δ , C > 0 with
From the results in Grohs (2006) it follows that for general convergent linear subdivision schemes S a proximity condition of order 0 is satisfied between S and its log-exp analogue T . This means that the difference between S and T can be bounded:
for every p in the domain of T , which essentially means that ∆ p is sufficiently small (cf. the discussion in Wallner (2006)). Now that we have collected these results, we can proceed with the proof of our main theorem. THEOREM 3.2 Let S be a linear interpolatory subdivision scheme of critical Hölder smoothness γ and (G, ·) a closed matrix group. Then the G-valued log-exp analogue T of S has critical Hölder smoothness at least γ.
Proof. The proof follows the proof of (Xie & Yu, 2007, Theorem 3.8) , where the projection analogue of a univariate scheme on the sphere and related manifolds is considered.
Let 0 < β < min(1, γ). Then there exists a constant C > 0 with
This is a direct consequence of (10). From the proximity condition (18) and Lemma 3.1 we get
for any β < β . Again because of (18), it follows that
for any β < β and any β < min(1, γ). It follows from Theorem 3.1 with ν = 2β that the critical Hölder smoothness of T is at least min(2β , γ). As β is arbitrarily close to min(1, γ),
The proof for γ ≤ 2 is now complete. So we assume γ > 2. Let q be the integer with
Recall that S reproduces polynomials of degree up to q. Now we inductively prove that the critical Hölder smoothness of T is at least q. Choose k such that 2 ≤ k < q. Our induction hypothesis is that the critical Hölder smoothness of T is at least k. By Lemma 2.2 we have
where
and f is the limit function of T . Since log is C ∞ , the function log( f (y) −1 f (x)) is of critical Hölder smoothness at least k, and thus (10) implies that for any ε > 0
Further, (10) implies that
Finally (19) shows that
withε > 0 arbitrary small. We can use Theorem 3.1 and obtain that the critical Hölder smoothness of T is at least
for allε > 0. It follows that the critical Hölder smoothness of T is at least k + 1. By the same argument that led us to (20), we can now show that (20) is also valid for k = q, and this gives us, by Theorem 3.1, that the critical Hölder smoothness of T is at least
This concludes the proof.
Extending the results to arbitrary Lie groups
We want to free ourselves from the assumption that G must be a matrix group. To achieve this, we use Ado's theorem, which states that every finite dimensional Lie group is locally isomorphic to a local matrix group. For a less detailed presentation of this argument the reader may consult Grohs & Wallner (2008) .
THEOREM 4.1 Theorem 3.2 is valid for any finite-dimensional Lie group (H, ·).
Proof. We use a prime to distinguish constructions defined in GL n from the respective constructions in the group H. For the Lie algebra h of H by Ado's theorem there exists a Lie algebra h of matrices and an isomorphism ψ : h → h, such that φ = exp •ψ •(log ) −1 is a local group isomorphism between H = exp (h ) ⊆ GL n and H (see e.g. (Varadarajan, 1984, Th. 3.17.8) ). More precisely, if U is a ball w.r.t. the Frobenius norm of some radius such that exp | U is a diffeomorphism then φ (x · y) = φ (x)φ (y) whenever x, y, x · y ∈ exp (U ∩ h ) =: H 0 .
The construction of the log-exponential analogue T of S in GL n is obviously intrinsic to H 0 , if input data are chosen such that no step of the construction leaves the ball exp(U ). To guarantee this, we first observe that only finitely many data points p i contribute to any compact piece of the limit S ∞ p. Lemma 5.4 in Grohs (2006) implies that ∀ r ∈ (0, 1) ∃ ρ, σ ∈ R + such that v i < ρ, ∆ j v i ≤ σ , p i = exp v i for all i ∈ Z s and j ∈ {1, . . . , s} imply that T k p ∈ exp(r ·U ∩ h ) for all k. As exp (r ·U · h ) = exp(r ·U ∩ h ) is compact for r < 1, the limit T ∞ p is contained in exp(r ·U ∩ h ) ⊂ H 0 . By Theorem 3.2, T ∞ p is smooth as a GL n -valued function. H 0 is an embedded surface, so T ∞ p is also smooth in H 0 .
The C ∞ isomorphism φ transfers this result to data near e in H. For data close to a point h ∈ H we observe that then h −1 p i are close to e and T is constructed such that it commutes with left translations: T ∞ p = h · T ∞ (h −1 · p i ) i∈Z s . This shows that T ∞ p is smooth for dense enough input data also in the general case. REMARK 4.1 A Lie group not representable as a matrix group is the universal cover SL 2 of SL 2 (R). It is homotopy equivalent to SO 2 via Gram-Schmidt orthonormalization of columns. Thus data in SL 2 would be 2 by 2 matrices of determinant 1, where a winding number is assigned to the first column.
Conclusion
We have established a smoothness equivalence result between linear interpolatory subdivision schemes and natural analogues operating in a Lie group. The analogy stems from the fact that a point-vector addition can be defined in Lie groups via the exponential mapping. Our result is that the Lie group analogue of a linear subdivision scheme is at least as smooth as the linear scheme in terms of Hölder exponents, provided the linear scheme reproduces polynomials. This result is of importance for the handling of Lie group valued data in a multiscale fashion.
The present paper was motivated by an announcement that the univariate version of our main result is true. This has been achieved independently by G. Xie and T. Yu (see Xie & Yu (2007a) ).
