Abstract: In this paper, we study the following two-component systems of nonlinear Schrödinger equations
Introduction
In this paper, we consider the following two-component systems of nonlinear Schrödinger equations      ∆u − (λa(x) + a 0 (x))u + µ 1 u 3 + βv 2 u = 0 in R 3 , Two-component systems of nonlinear Schrödinger equations like (P λ,β ) appear in the HartreeFock theory for a double condensate, that is, a binary mixture of Bose-Einstein condensates in two different hyperfine states |1 and |2 (cf. [25] ), where the solutions u and v are the corresponding condensate amplitudes, µ j are the intraspecies and interspecies scattering lengths. The interaction is attractive if β > 0 and repulsive if β < 0. When the interaction is repulsive, it is expected that the phenomenon of phase separations will happen, that is, the two components of the system tend to separate in different regions as the interaction tends to infinity. This kind of systems also arises in nonlinear optics (cf. [2] ). Due to the important application in physics, the following system where Ω ⊂ R 2 or R 3 , has attracted many attentions of mathematicians in the past decade. We refer the readers to [7, 8, 9, 15, 17, 19, 20, 29, 30, 31, 33, 34, 36, 37, 39, 43] . In these literatures, various existence theories of the solutions were established for the Bose-Einstein condensates in R 2 and R 3 . Recently, some mathematicians devoted their interest to the two coupled Schrödinger equations with critical Sobolev exponent in the high dimensions, and a number of the existence results of the solutions for such systems were also established. See for example [13, 14, 15, 16, 18] .
On the other hand, if the parameter λ is sufficiently large, then λa(x) and λb(x) are called the steep potential wells under the conditions (D 1 )-(D 3 ). The depth of the wells is controlled by the parameter λ. Such potentials were first introduced by Bartsch and Wang in [3] for the scalar Schrödinger equations. An interesting phenomenon for this kind of Schrödinger equations is that, one can expect to find the solutions which are concentrated at the bottom of the wells as the depth goes to infinity. Due to this interesting property, such topic for the scalar Schrödinger equations was studied extensively in the past decade. We refer the readers to [4, 5, 10, 24, 35, 41, 42, 44, 50] and the references therein. In particular, in [24] , by assuming that the bottom of the steep potential wells consists of finitely many disjoint bounded domains, the authors obtained multi-bump solutions for scalar Schrödinger equations with steep potential wells, which are concentrated at any given disjoint bounded domains of the bottom as the depth goes to infinity.
We wonder what happens to the two-component Bose-Einstein condensate (P λ,β ) with steep potential wells? In the current paper, we shall explore this problem to find whether the solutions of such systems are concentrated at the bottom of the wells as λ → +∞ and when the phenomenon of phase separations of such systems can be observed in the whole space R 3 .
We remark that the phenomenon of phase separations for (1.1) was observed in [13, 16, 20, 21, 38, 48, 49] for the ground state solution when Ω is a bounded domain. In particular, this phenomenon was also observed on the whole spaces R 2 and R 3 by [47] , where the system is radial symmetric! However, when the system is not necessarily radial symmetric, the phenomenon of phase seperations for Bose-Einstein condensates on the whole space R 3 , has not been obtained yet. For other kinds of elliptic systems with strong competition, the phenomenon of phase separations has also been well studied; we refer the readers to [11, 12, 22] and references therein.
We recall some definitions in order to state the main results in the current paper. We say that (u 0 , v 0 ) ∈ H 1 (R 3 ) × H 1 (R 3 ) is a non-trivial solution of (P λ,β ) if (u 0 , v 0 ) is a solution of (P λ,β ) with u 0 = 0 and v 0 = 0. We say (u 0 , v 0 ) ∈ H 1 (R 3 ) × H 1 (R 3 ) is a ground state solution of (P λ,β ) if (u 0 , v 0 ) is a non-trivial solution of (P λ,β ) and J λ,β (u 0 , v 0 ) = inf{J λ,β (u, v) | (u, v) is a non-trivial solution of (P λ,β )}, where J λ,β (u, v) is the corresponding functional of (P λ,β ) and given by J λ,β (u, v) = 1 2 R 3 |∇u| 2 + (λa(x) + a 0 (x))u 2 dx + 1 2 R 3 |∇v| 2 + (λb(x) + b 0 (x))v 2 dx
In section 2, we will give a variational setting of (P λ,β ) and show that the solutions of (P λ,β ) are equivalent to the positive critical points of J λ,β (u, v) in a suitable Hilbert space E.
Let I Ωa (u) and I Ω b (v) be two functionals respectively defined on H and by
Then by the condition (D 5 ), it is well-known that I Ωa (u) and I Ω b (v) have least energy nonzero critical points. We denote the least energy of nonzero critical points for I Ωa (u) and I Ω b (v) by m a and m b , respectively. Now, our first result can be stated as the following.
Theorem 1.1 Assume (D 1 )-(D 5
. Then there exists Λ * > 0 such that (P λ,β ) has a ground state solution (u λ,β , v λ,β ) for all λ ≥ Λ * and β < 0, which has the following properties:
(1) R 3 \Ωa |∇u λ,β | 2 + u Furthermore, for each {λ n } ⊂ [Λ * , +∞) satisfying λ n → +∞ as n → ∞ and β < 0, there exists
as n → ∞ up to a subsequence.
(5) u 0,β is a least energy nonzero critical point of I Ωa (u) and v 0,β is a least energy nonzero critical point of I Ω b (v).
Next, we assume that the bottom of the steep potential wells consists of finitely many disjoint bounded domains. It is natural to ask whether the two-component Bose-Einstein condensate (P λ,β ) with such steep potential wells has multi-bump solutions which are concentrated at any given disjoint bounded domains of the bottom as the depth goes to infinity. Our second result is devoted to this study. Similar to [24] , we need the following conditions on the potentials a(x), b(x), a 0 (x) and b 0 (x). 
Remark 1.3 Under the conditions (D
Then by the conditions (D , it is well-known that I Ωa,i a (u) and I Ω b,j b (v) have least energy nonzero critical points for every i a = 1, · · · , n a and every j b = 1, · · · , n b , respectively. We denote the least energy of nonzero critical points for I Ωa,i a (u) and I Ω b,j b (v) by m a,ia and m b,j b , respectively. Now, our second result can be stated as the following. Furthermore, for each β < 0 and {λ n } ⊂ [Λ * (β), +∞) satisfying λ n → +∞ as n → ∞, there exists (u Ja 0,β , v
as n → ∞ up to a subsequence. (Ω a,ia ) and is a least energy nonzero critical point of I Ωa,i a (u) for all i a ∈ J a , while the restriction of v 
Remark 1.4 (i)
To the best of our knowledge, it seems that Theorem 1.2 is the first result for the existence of multi-bump solutions to system (P λ,β ).
(ii) Under the condition (D ′ 3 ), we can see that . Now, by Theorem 1.2, we can find a solution of (P λ,β ) with the same concentration behavior as the ground state solution obtained in Theorem 1.1 as λ → +∞. However, we do not know these two solutions are the same or not.
Next we consider the phenomenon of phase separations for System (P λ,β ), i.e., the concentration behavior of the solutions as β → −∞. In the following theorem, we may observe such a phenomenon on the whole space R 3 .
is the ground state solution of (P λ,β ) obtained by Theorem 1.1. Furthermore, for every {β n } ⊂ (−∞, 0) with β n → −∞ and λ ≥ Λ * * , there exists
) satisfying the following properties:
and is a least energy solution of
while v λ,0 ∈ H 1 0 ({v λ,0 > 0}) and is a least energy solution of
Remark 1.5 In Theorem 1.2, the multi-bump solutions have been found for λ ≥ Λ * (β). By checking the proof of Theorem 1.2, we can see that Λ * (β) → +∞ as β → −∞. Due to this fact, the multi-bump solutions obtained in Theorem 1.2 can not have the same phenomenon of phase separations as the ground state solution described in Theorem 1.3.
Before closing this section, we would like to cite other references studying the equations with steep potential wells. For example, in [45] , the Kirchhoff type elliptic equation with a steep potential well was studied. The Schrödinger-Poisson systems with a steep potential well were considered in [32, 51] . Non-trivial solutions were obtained in [26, 27, 28] for quasilinear Schrödinger equations with steep potential wells, while the multi-bump solutions were also obtained in [28] for such equations.
In this paper, we will always denote the usual norms in H 1 (R 3 ) and L p (R 3 ) (p ≥ 1) by · and · p , respectively; C and C ′ will be indiscriminately used to denote various positive constants; o n (1) will always denote the quantities tending towards zero as n → ∞.
The variational setting
In this section, we mainly give a variational setting for (P λ,β ). Simultaneously, an important estimate is also established in this section, which is used frequently in this paper. 
respectively. The corresponding norms of E a and E b are respectively given by
Now, by a similar argument as (2.7), we get that
and
for all i a = 1, · · · , n a and j b = 1, · · · , n b if λ sufficiently large. Without loss of generality, we may assume (2.9) and (2.10) hold for λ ≥ Λ 1 . It follows that Lemma 2.1 still holds under the conditions
By Lemma 2.1, we observe that R 3 |∇u| 2 + (λa(x) + a 0 (x))u 2 dx and R 3 |∇v| 2 + (λb(x) + b 0 (x))v 2 dx are norms of E a and E b for λ ≥ Λ 1 , respectively. Therefore, we set
A ground state solution
Our interest in this section is to find a ground state solution to (P λ,β ) under the conditions (D 1 )-(D 5 ). For the sake of convenience, we always assume the conditions (D 1 )-(D 5 ) hold in this section. Since J λ,β (u, v), the corresponding energy functional of (P λ,β ), is C 2 in E, it is well-known that all non-trivial solutions of (P λ,β ) lie in the Nehari manifold of J λ,β (u, v), which is given by
is the Frechét derivative of the functional J λ,β in E at (u, v) and E * is the dual space of E. If we can find (u λ,β , v λ,β ) ∈ E such that J λ,β (u λ,β , v λ,β ) = m λ,β and D[J λ,β (u λ,β , v λ,β )] = 0 in E * , then (u λ,β , v λ,β ) must be a ground state solution of (P λ,β ), where
In what follows, we drive some properties of N λ,β .
. These functions are called the fibering maps of J λ,β (u, v), which are closely linked to N λ,β . Clearly,
(1, 1) = 0 if and only if (u, v) ∈ N λ,β . Let
Then A β = ∅ for every β < 0. Now, our first observation on N λ,β can be stated as follows.
Lemma 3.1 Assume λ ≥ Λ 1 and β < 0. Then we have the following.
(
where t λ,β (u, v) and s λ,β (u, v) are given by
and by
Proof. 
Then it is easy to see that
Suppose (u, v) ∈ A β , λ ≥ Λ 1 and β < 0. Then by Lemma 2.1, the two-component systems of algebraic equations, given by T
) is characterized as (3.2) and (3.3). Hence, by (3.4), (t λ,β (u, v), s λ,β (u, v)) is the unique one in R + × R + such that
. Indeed, by a direct calculation, we have
It follows from the uniqueness of (t λ,β (u, v), s λ,β (u, v)), T λ,β,u,v (t, s) > 0 for |(t, s)| sufficiently small and
T λ,β,u,v (t, s).
On the other hand, since (u, v) ∈ A β , λ ≥ Λ 1 and β < 0, by Lemma 2.1, (3.5) has no solution in R + × R + , which is a contradiction. Hence, we must have
By Lemma 3.1, we know that N λ,β ⊂ A β for λ ≥ Λ 1 and β < 0. Moreover, m λ,β is well defined and nonnegative for λ ≥ Λ 1 and β < 0. Let Then by (2.3)-(2.6), I a,λ (u) is well defined on E a and I b,λ (v) is well defined on E b . Moreover, by a standard argument, we can see that I a,λ (u) and I b,λ (v) are of C 2 in E a and E b , respectively. Denote 
which together with the condition (D 3 ) once more, implies
for λ ≥ Λ 1 and β < 0. 
Proof. A similar result was obtained in [16] . But as we will see, some new ideas are needed due to the fact that a 0 (x) and b 0 (x) are sign-changing. Suppose the contrary. Since
, where A β is given in (3.1). Clearly, one of the following two cases must happen: 
for λ ≥ Λ 1 and β < 0, where C 1 , C 2 are nonnegative constants with C 1 + C 2 > 0. It follows from β < 0 that
for n large enough, which contradicts to
, which is impossible for λ ≥ Λ 1 and β < 0 due to Lemma 3.2. Now, we must have case (b). It follows that u n 4 = o n (1) or v n 4 = o n (1) up to a subsequence. Without loss of generality, we assume u n 4 = o n (1). Since
On the other hand, since λ ≥ Λ 1 and {(u n , v n )} ⊂ N λ,β , by Lemma 2.1 and N λ,β ⊂ A β , for all n ∈ N, there exists a unique t * (u n ) > 0 such that t * (u n )u n ∈ N a,λ . It follows from Lemma 3.1 and β < 0 that
for λ ≥ Λ 1 and β < 0, which is also impossible for n large enough. Thus, there exists
for λ ≥ Λ 1 and β < 0.
We also have the following.
Lemma 3.4 Suppose λ ≥ Λ 1 and β < 0. Then N λ,β is a natural constraint.
It follows from Lemma 3.2 that N λ,β is a natural constraint for λ ≥ Λ 1 and β < 0. Now, we can obtain a ground state solution for (P λ,β ).
and lim
Proof. Let λ ≥ Λ 1 and β < 0. Then for every
, we can see from Lemma 2.1 that
which together with the condition (D 4 ) and λ ≥ Λ 1 , implies
. Now, by Lemma 3.3, we can apply the implicit function theorem and the Ekeland variational principle in a standard way (cf. [13, 36] ) to show that there exists
by similar arguments as (3.8) and (3.9), we have (
Then by the fact that E a is embedded continuously into H 1 (R 3 ), we have
Combining with the condition (D 2 ) and the Hölder and the Sobolev inequalities, we get
. It follows from (3.8) and (3.10) that
for λ ≥ Λ 1 . Note that {(u n , v n )} ⊂ N λ,β and β < 0, from (3.8) and (3.11), we have 12) which then implies that there exists Λ 2 ≥ Λ 1 such that u n a,λ = o n (1) for λ ≥ Λ 2 and β < 0. It follows from Lemma 2.1, the Hölder and the Sobolev inequalities and the boundedness of
for λ ≥ Λ 2 and β < 0. However, it is impossible, since {(u n , v n )} ⊂ N λ,β , Λ 2 ≥ Λ 1 and Lemma 3.3 holds for λ ≥ Λ 1 . Therefore, there exists Λ 2 ≥ Λ 1 such that u λ,β = 0 for λ ≥ Λ 2 and β < 0. Similarly, we can also show that v λ,β = 0 for λ ≥ Λ 2 and β < 0. Since (u n , v n ) ⇀ (u λ,β , v λ,β ) weakly in E as n → ∞, by the fact that E is embedded continuously into
It follows from the boundedness of {(u n , v n )} in E and the conditions (D 2 ) and ( 
Note that by Lemma 3.4, N λ,β is a natural constraint, we can follow the argument as used in [6, Theorem 2.3 ] to show that
Thus, without loss of generality, we may assume u λ,β and v λ,β are both nonnegative. Now, since (u λ,β , v λ,β ) ∈ E, by (2.1) and (2.2), we have u λ,β , v λ,β ∈ H 1 (R 3 ). It follows from the conditions (D 1 ) and (D 4 ) and the Calderon-Zygmund inequality that u λ,β , v λ,β ∈ W 2,2 loc (R 3 ). By combining the Sobolev embedding theorem and the Harnack inequality, u λ,β and v λ,β are both positive. Hence, (u λ,β , v λ,β ) is a ground state solution of (P λ,β ) for β < 0 and λ ≥ Λ 2 . It remains to show that (3.6) and (3.7) are true. Indeed, let Ω ′′ a be a bounded domain with smooth boundary in
Then by a similar argument as (2.7), we can show that
for λ large enough. Without loss of generality, we assume (3.14) holds for λ ≥ Λ 2 . Since (u λ,β , v λ,β ) is a ground state solution for λ ≥ Λ 2 , by combining Lemma 2.1, (3.14) and similar arguments of (3.8) and (3.9), we can see
It follows from the Hölder and the Sobolev inequalities that We close this section by
Proof of Theorem 1.1: By Proposition 3.1, we know that there exists Λ 2 ≥ Λ 1 such that (P λ,β ) has a ground state solution (u λ,β , v λ,β ) for λ ≥ Λ 2 and β < 0. In what follows, we will show that (u λ,β , v λ,β ) has the concentration behaviors for λ → +∞ described as (1)-(5). We first verify (3)- (5) . Let (u λn,β , v λn,β ) be the ground state solution of (P λn,β ) obtained by Proposition 3.1 with λ n → +∞ as n → ∞. Then by Lemma 3.2 and Proposition 3.1, {(u λn,β , v λn,β )} is bounded in E with lim
Without loss of generality, we assume (
. For the sake of clarity, the verification of (3)- (5) is further performed through the following three steps.
Step 1. We prove that (u 0,β , v 0,
is a ground state solution of (P λn,β ), by Lemma 3.2 and a similar argument as (3.8), we get that
2 ). Now, by the condition (D 4 ) and a similar argument as (3.8) again, we have 
Step 2. We prove that (u λn,β , v λn,β ) → (u 0,β , v 0,β ) strongly in
Indeed, by the choice of Ω ′ a and the Sobolev embedding theorem, we can see that u λn,β → u 0,β strongly in L 2 (Ω ′ a ) as n → ∞ up to a subsequence. Without loss of generality, we may assume
. It follows from u 0,β = 0 on R 3 \Ω a , (2.8) and (3.18) that u λn,β → u 0,β strongly in L 2 (R 3 ) as n → ∞. By the Hölder and the Sobolev inequalities and the boundedness of {(u λn,β , v λn,β )} in E, we can see that u λn,β → u 0,β strongly in L 4 (R 3 ) as n → ∞. On the other hand, by a similar argument as (3.13), we have
which together with D[J λn,β (u λn,β , v λn,β )] = 0 in E * and β < 0, implies 
By the conditions (D 1 )-(D 3 ), the Fatou lemma and the fact u 0,β = 0 on R 3 \Ω a , we can see from (3.20) 
Step 3.
We prove that u 0,β and v 0,β are least energy nonzero critical points of I Ωa (u) and
Indeed, since (u λn,β , v λn,β ) is the ground state solution of (P λn,β ), by Lemma 3.2, we can see that
By a similar argument as used in
Step 2, we can show that
These together with Step 2 and (3.21), imply
We claim that
Indeed, suppose the contrary, we have either
λn,β dx = o n (1) up to a subsequence. Without loss of generality, we assume lim n→∞ R 3 u 4 λn,β dx = 0. By the boundedness of {(u λn,β , v λn,β )} in E and the Hölder and Sobolev inequalities, β R 3 u 2 λn,β v 2 λn,β = o n (1), which implies J λn,β (u λn,β , v λn,β ) = I b,λn (v λn,β ) + o n (1). By Lemma 2.1 and N λ,β ⊂ A β , for every n, there exists a unique t * n (β) > 0 such that t * n (β)u λn,β ∈ N a,λn . It follows from Lemma 3.1 and β < 0 that It follows from (3.22) that u 0,β is a least energy nonzero critical point of I Ωa (u) and v 0,β is a least energy nonzero critical point of
We close the proof of Theorem 1.1 by verifying (1) and (2) . Supposing the contrary, there exists {λ n } with λ n → +∞ as n → ∞ such that one of the following cases must happen:
By Steps 1-3 and the condition (D 3 ), it is easy to see that (c) and (d) can not hold, which then implies that we must have (a) or (b). Since (3.21) holds for {(u λn,β , v λn,β )}, by Steps 2-3 and the condition (D 3 ), we can see that
as n → ∞. It follows from the conditions (D 2 ) and (D 4 ) and Steps 1-2 that
which then together with the conditions (D 2 ) and (D 4 ) and and Steps 1-2 once more, implies
λn,β dx → 0 as n → ∞ and it is a contradiction. We now complete the proof by taking Λ * = Λ 2 .
Multi-bump solutions
The main task in this section is to find multi-bump solutions to (P λ,β ) described as in Theorem 1. 
The penalized functional and the (P S) condition
Since we want to find multi-bump solutions of (P λ,β ) described as in Theorem 1.2, we will make some modifications on J λ,β (u, v). Similar technique was developed by del Pino and Felmer [23] and was also used in several other literatures, see for example [10, 24, 28, 44] and the references therein.
Let J a × J b be a given subset of {1, · · · , n a } × {1, · · · , n b } with J a = ∅ and J b = ∅. Without loss of generality, we assume
. We also denote the characteristic functions of Ω Ja a
and Ω , respectively. Now, let
where C a,b is given by Lemma 2.1, and define f a (x, t) = χ Ω Ja a
)h(t, s), where
and h(t, s) =
Then it is easy to see that f a (x, t) and f b (x, t) are the modifications of t 3 and h(x, t, s) is the modification of ts. Let us consider the following functional defined on E,
where
Clearly, by the construction of f a (x, t), f b (x, t) and h(x, t, s), we can see that
On the other hand,by Lemma 2.1, we have
It follows that J * λ,β (u, v) is well defined on E for λ ≥ Λ 1 and β < 0. Moreover, by a standard argument, we can see that for λ ≥ Λ 1 and β < 0, J * λ,β (u, v) is C 1 on E and the critical point of J * λ,β (u, v) is the solution of the following two-component systems:
In what follows, we will make some investigations on the functional J * λ,β (u, v).
Proof. By the construction of f a (x, t), it is easy to see that 1 4 f a (x, t)t − F a (x, t) = 0 for x ∈ Ω Ja a . If x ∈ Ω Ja a , then by the construction of f a (x, t), we have
It follows that for every u ∈ E a , we have
By a similar argument, for every v ∈ E b , we have
On the other hand, since Ω = ∅, by the construction of h(x, t, s), we can see that
b , then also by the construction of h(x, t, s), we have
It follows that for every (u, v) ∈ E, we have
which completes the proof.
With Lemma 4.1 in hands, we can verify that J * λ,β (u, v) actually satisfies the (P S) condition for λ ≥ Λ 1 and β < 0. Lemma 4.2 Assume λ ≥ Λ 1 and β < 0. Then J * λ,β (u, v) satisfies the (P S) c condition for all c ∈ R, that is, every {(u n , v n )} ⊂ E satisfying J * λ,β (u n , v n ) = c+o n (1) and D[J * λ,β (u n , v n )] = o n (1) strongly in E * has a strongly convergent subsequence in E.
* . Then by β < 0, Lemmas 2.1 and 4.1 and a similar argument of (3.8), we have
2)
It follows from Lemma 2.1 and (4.
). This together with Lemma 2.1 and the condition (D 4 ), implies
weakly in E as n → ∞ for some (u 0 , v 0 ) ∈ E up to a subsequence. Without loss of generality, we assume (
By the construction of f a (x, t), we can see that
Since (u n , v n ) ⇀ (u 0 , v 0 ) weakly in E as n → ∞, by (2.1) and the Sobolev embedding theorem, we have
due to the choice of Ω Ja a and the Hölder inequality. On the other hand, we also see from (4.4) and the Hölder inequality that 2δ
Since (2.2) holds, we can also obtain the following estimates in a simiar way:
On the other hand, by the construction of h(x, t, s), we can see that
By using similar arguments of (4.5) and (4.6), we can see from (4.7) and (4.8) that
Combining (4.3), (4.5)-(4.6) and (4.9)-(4.10), we can conclude that
It follows from Lemma 2.1 and
for λ ≥ Λ 1 and β < 0. Thus, (u n , v n ) → (u 0 , v 0 ) strongly in E as n → ∞ for λ ≥ Λ 1 and β < 0, which completes the proof.
In the final of this section, we will show that J *
Proof. (1) Since λ ≥ Λ 1 and β < 0, by a similar argument as (4.2), we can conclude that 
We complete this proof by taking
), for the sake of clarity, we divide this proof into the following two steps.
Step 1.
We prove that
Indeed, let {Ω ′′ a,ia } be a sequence of bounded domains with smooth boundaries in R 3 and satisfy
Denote Ω
for λ large enough. Without loss of generality, we assume (4.16) holds for λ ≥ Λ 1 . Since Lemma 2.1 and (4.12) hold, we can obtain 8(( Let Ψ ∈ C ∞ (R 3 ) be given by (3.16) .
Since β < 0, by (2.8) and the construction of f a (x, t) and h(x, t, s), we have
Thanks to (4.13) and (4.17), we know from (4.18) that (4.14) holds. By a similar argument, we can also conclude that (4.15) is true.
Step 2.
In fact, let {Ω ′′′ a,ia } be a sequence of bounded domains with smooth boundaries in R 3 and satisfy
Then by a similar argument as (4.18), the choice of Ω ′′′ a,ia and the construction of f a (x, t) and h(x, t, s), we can obtain that
Thanks to the choice of Ω ′′′ a,ia and (4.13), for i a ∈ {1, · · · , n a }\J a , we have
It follows from (2.9), (4.1) and (4.17) that (4.19) holds. A similar argument implies that (4.20) holds too. Now, the conclusion follows immediately from (4.14)-(4.15) and (4.19)-(4.20).
(3) By (2.9) and (4.19), we have
which together with (4.17), implies 
By the Sobolev embedding theorem, we can see that
Let α n = 3α n−1 with α 0 = 2 and r n = (1 + ( 2 3 ) n−1 )r, n ∈ N. Then (4.22) can be re-written as
(4.23) We replace α 0 , r 0 and r 1 in (4.23) by α n , r n and r n+1 . Then we can obtain
. (4.24) Clearly, one of the following two cases must happen:
λ,β dx up to a subsequence. If case (1) happen, then by (4.24), we can see that
By iterating (4.24) and using the choice of r n and α n , we have
where C ′ β is a constant independent of λ and x. If case (2) happen, then by iterating (4.24) and using the choice of r n and α n once more, we have 
Construction of critical points
In this section, we will construct critical values of J * λ,β (u, v) by a minimax argument. The idea of such a construction traces back to Séré [40] and also was applied in [10, 24, 28, 44] .
We first recall some well-known results, which are useful in this construction. For all i a = 1, · · · , n a and
) as follows:
By (2.9) and (2.10), E Ω ′ a,ia 
On the other hand, let W a,ia ∈ H 
where R > 2 is a large constant satisfying 
for all i a = 1, · · · , n a and j b = 1, · · · , n b . Now, we can define a minimax value of J * λ,β (u, v) for λ ≥ Λ 1 and β < 0 as follows:
m Ja,J b ,λ,β may be a critical value of J * λ,β (u, v). In order to show it, we need the following.
Then there exist (t
Note that for every (γ a , γ b ) ∈ Γ, we have
With Lemma 4.4 in hands, we can obtain the following energy estimate, which can be viewed as a linking structure of J * λ,β (u, v). 
On the other hand, since the condition (D 
) by u * and v * . Then by (2.8)-(2.10), we have
} are two sequences of bounded domains with smooth boundaries, so the restriction of u * on Ω ′ a,ia lies in
) for every j b = 1, · · · , n b . Now, by β < 0, (4.1) and the construction of f a (x, t), f b (x, t) and h(x, t, s), we have 
as n → ∞ up to a subsequence. 
Thanks to the construction of m Ja,J b ,λ,β and Lemma 4.2, we can use the linking theorem (cf. [1] ) to show that m Ja,J b ,λ,β is a critical value of J *
In what follows, we will show that (1)- (3) hold. Suppose {λ n } ⊂ [Λ * 2 (β), +∞) satisfying λ n → +∞ as n → ∞. Then by Lemmas 4.3 and 4.5, {(u λn,β , v λn,β )} is bounded in E with
Without loss of generality, we assume (u λn,β , v λn,β ) ⇀ (u Ja 0,β , v
For the sake of clarity, we divide the following proof into two steps.
We prove that (u Step 2. We prove that (u λn,β , v λn,β ) → (u Ja 0,β , v
up to a subsequence, and the restriction of u Ja 0,β on Ω a,ia lies in H 1 0 (Ω a,ia ) and is a critical point of I Ωa,i a (u) for every i a ∈ J a , while the restriction of v 3 ), by the construction of f a (x, t), f b (x, t) and h(x, t, s) and a similar argument as used in Step 2 of the proof for Theorem 1.1, we can conclude that (u λn,β , v λn,β ) → (u Ja 0,β , b
as n → ∞.
In the following part, we will use a deformation argument to obtain the solution described by Theorem 1.2.
Then we have the following.
Proposition 4.2 Assume β < 0 and 0 < ε < ε 0 . Then there exists Λ *
Proof. Suppose the contrary, since Lemma 4.2 holds, there exist {λ n } and {c n,β } with λ n → +∞ as n → ∞ and c n,β > 0 for all n such that
(4.39)
For the sake of clarity, we divide the following proof into several steps.
Step 1. We prove that there exists N ∈ N and a constant σ 0 > 0 such that
Step 3. For every n ≥ N , we construct a map − → ρ ) by (u n,1 , v n,1 ) and (u n,2 , v n,2 ). Since Lemma 2.1 holds for λ ≥ Λ 1 , by a similar argument as used for (4.14) in [24] , we can see that one of the following four cases must happen: which implies (u
We prove that u λ,0 , v λ,0 ∈ C(R 3 ) and are all local Lipschitz in R 3 . Indeed, since the conditions (D 1 )-(D 5 ) hold, by [46, Theorem 1.7] and Step 2, we can see that {∇u λ,βn } and {∇v λ,βn } are bounded in L ∞ (R 3 ). On the other hand, for every n, by a similar argument as used in (3) of Lemma 4.3, we can show that u λ,βn , v λ,βn ∈ L γ (R 3 ) for all γ ≥ 2. Thanks to the Calderon-Zygmund inequality and conditions (D 1 )-(D 5 ), we have u λ,βn , v λ,βn ∈ W 2,γ loc (R 3 ) for all γ ≥ 2. Together with the Sobolev embedding theorem, it implies u λ,βn , v λ,βn ∈ C 1 (R 3 ). It follows that {u λ,βn } and {v λ,βn } are bounded in C 1 (R 3 ). Now, by applying the Ascoli-Arzelá theorem, we can conclude that u λ,βn → u λ,0 and v λ,βn → v λ,0 strongly in C loc (R 3 ) as n → ∞ with u λ,0 , v λ,0 ∈ C(R 3 ). This together with the boundness of {u λ,βn } and {v λ,βn } in C 1 (R 3 ) again, implies u λ,0 and v λ,0 are all local Lipschitz in R 3 .
Step 4. We prove that (u λ,βn , v λ,βn ) → (u λ,0 , v λ,0 ) strongly in H 1 (R 3 ) × H 1 (R 3 ) as n → ∞. Furthermore, u λ,0 ∈ H 1 0 ({u λ,0 > 0}) and is a least energy solution of (1.3), while v λ,0 ∈ H 1 0 ({v λ,0 > 0}) and is a least energy solution of (1.4).
Indeed, since u λ,0 ∈ C(R 3 ) and is local Lipschitz in R 3 , we can conclude that ∂{u λ,0 > 0}, the boundary of the set {u λ,0 > 0}, is local Lipschitz. It follows from u λ,0 ∈ H 1 (R 3 ) and u λ,0 = 0 in R 3 \{u λ,0 > 0} that u λ,0 ∈ H Since {(u λ,βn , v λ,βn )} is bounded in E, by the fact that (u λ,βn , v λ,βn ) is the ground state solution (P λ,βn ) and β n → −∞, we have R 3 u On the other hand, note that (u λ,βn , v λ,βn ) is the ground state solution (P λ,βn ) and (u λ,βn , v λ,βn ) ⇀ (u λ,0 , v λ,0 ) weakly in E as n → ∞, by β n < 0, we can see that 
