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Abstract In this paper, we present a geometric form of the Hahn-Banach extension theorem
for L0−linear functions and prove that the geometric form is equivalent to the analytic form of the
Hahn-Banach extension theorem. Further, we use the geometric form to give a new proof of a known
basic strict separation theorem in random locally convex modules. Finally, using the basic strict
separation theorem we establish the Goldstine-Weston theorem in random normed modules under the
two kinds of topologies—-the (ε, λ)−topology and the locally L0−convex topology, and also provide
a counterexample showing that the Goldstine-Weston theorem under the locally L0−convex topology
can only hold for random normed modules with the countable concatenation property.
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1 Introduction
It is well known that the classical Hahn-Banach extension theorem for linear functionals has both
its algebraic form and geometric form. The corresponding algebraic form of the Hahn-Banach
extension theorem for random linear functionals are due to Guo in [1, 2]. The Hahn-Banach
extension theorem for L0−linear functions, namely Proposition 1.1 below, is due to [3, 4], an
extremely simple proof of which was given in [5].
Before giving Proposition 1.1, we first recall some notation and terminology.
In the sequel of this paper, (Ω,F , P ) denotes a probability space, N the set of all positive
integers, K the real number field R or the complex number field C, R¯ = [−∞,+∞], L¯0(F , R)
the set of equivalence classes of extended real-valued random variables on (Ω,F , P ), L0(F ,K)
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the algebra of equivalence classes ofK−valued random variables on (Ω,F , P ) under the ordinary
scalar multiplication, addition and multiplication operations on equivalence classes, the null and
unit elements are still denoted by 0 and 1, respectively.
It is well known from [6] that L¯0(F , R) is a complete lattice under the ordering 6: ξ 6 η
iff ξ0(ω) 6 η0(ω), for almost all ω in Ω (briefly, a.s.), where ξ0 and η0 are arbitrarily chosen
representatives of ξ and η, respectively (see also Proposition 2.1 below). Furthermore, every
subset G of L¯0(F , R) has a supremum and an infimum, denoted by
∨
G and
∧
G, respectively.
In particular, L0(F , R), as a sublattice of L¯0(F , R), is also a complete lattice in the sense that
every subset with an upper bound has a supremum.
Specially, L0+ = {ξ ∈ L
0(F , R) | ξ > 0}, L0++ = {ξ ∈ L
0(F , R) | ξ > 0 on Ω}, where for
A ∈ F , “ξ > η” on A means ξ0(ω) > η0(ω) a.s. on A for any chosen representatives ξ0 and η0
of ξ and η, respectively. As usual, ξ > η means ξ > η and ξ 6= η.
Given a random locally convex module (E,P) over K with base (Ω,F , P ), let Tε,λ and Tc
denote the (ε, λ)−topology and the locally L0−convex topology for E, respectively, see [5, 7]
and also Section 2 for the definitions of these two kinds of topologies.
Proposition 1.1 (The algebraic form of Hahn-Banach theorem for L0−linear func-
tions [3, 4, 7]). Let E be a left module over the algebra L0(F , R),M an L0(F , R)−submodule
in E, g :M → L0(F , R) an L0−linear functional and p : E → L0(F , R) an L0−sublinear func-
tional such that g(x) 6 p(x), ∀x ∈ M . Then there exists an L0−linear functional f : E →
L0(F , R) such that f extends g and f(x) 6 p(x), ∀x ∈ E.
In this paper we present the following geometric form of Proposition 1.1, namely Proposition
1.2 below, and point out that the geometric form is equivalent to the algebraic form stated above.
Proposition 1.2(The geometric form of Hahn-Banach theorem for L0−linear func-
tions). Let E be a left module over the algebra L0(F , R), M an L0(F , R)−submodule in E
and G an L0−convex and L0−absorbent subset of E. If g : M → L0(F , R) is an L0−linear
functional and g(y) 6 1 for any y ∈ M ∩ G, then there exists an L0−linear functional
f : E → L0(F , R) such that f extends g and f(x) 6 1, ∀x ∈ G.
In addition, we make use of the geometric form to give a new proof of the following known
basic strict separation theorem in random locally convex modules:
Proposition 1.3 ([8]). Let (E,P) be a random locally convex module over K with base
(Ω,F , P ), G a Tε,λ−closed and L
0−convex subset of E, x0 ∈ E\G, ξQ =
∧
{‖x0−h‖Q | h ∈ G}
for each Q ∈ F(P) and ξ =
∨
{ξQ | Q ∈ F(P)}. Then there exists a continuous module
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homomorphism f from (E, Tǫ,λ) to (L
0(F ,K), Tǫ,λ) such that
(Ref)(x0) >
∨
{(Ref)(y) | y ∈ G},
where Ref denotes the real part of f , namely f(x) = (Ref)(x)− i(Ref)(ix), ∀x ∈ E and
(Ref)(x0) >
∨
{(Ref)(y) | y ∈ G} on [ξ > 0].
In the final part of this paper, we establish the Goldstine-Weston theorem in random normed
modules under the two kinds of topologies, namely the (ε, λ)−topology and the locally L0−convex
topology, which are stated as follows:
Theorem 1.1. Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ), J the natural
embedding mapping: E → E∗∗ defined by J(x)(g) = g(x) for any x ∈ E and g ∈ E∗, E(1) =
{x ∈ E | ‖x‖ 6 1} and J(E(1))
w∗
ε,λ the closure of J(E(1)) with respect to σε,λ(E
∗∗, E∗). Then
J(E(1))
w∗
ε,λ = E
∗∗(1), where E∗∗(1) = {φ ∈ E∗∗ | ‖ϕ‖∗∗ 6 1}.
Theorem 1.2. Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ) such that E has
the countable concatenation property, J and E(1) the same as in Theorem 1.1, and J(E(1))
w∗
c
the closure of J(E(1)) with respect to σc(E
∗∗, E∗). Then J(E(1))
w∗
c = E
∗∗(1).
Further, we give an example to show that J(E(1)) may not be dense in E∗∗(1) under σc(E
∗∗, E∗)
if (E, ‖ · ‖) has not the countable concatenation property.
The remainder of this paper is organized as follows: in Section 2 we will recapitulate some
known basic facts, in Section 3 we will prove that the geometric form of Hahn-Banach extension
theorem for L0−linear functions is equivalent to the algebraic form and in Section 4 we will
prove the Goldstine-Weston theorem in random normed modules.
2 Preliminaries
Proposition 2.1 ([6]). For every subset G of L¯0(F , R) there exist countable subsets {an | n ∈
N} and {bn | n ∈ N} of G such that
∨
G =
∨
n>1 an and
∧
G =
∧
n>1 bn. Further, if
G is directed (dually directed) with respect to 6, then the above {an | n ∈ N} (accordingly,
{bn | n ∈ N}) can be chosen as nondecreasing (correspondingly, nonincreasing) with respect to
6.
For an arbitrarily chosen representative ξ0 of ξ ∈ L0(F ,K), define the two random variables
(ξ0)−1 and |ξ0| by (ξ0)−1(ω) = 1/ξ0(ω) if ξ0(ω) 6= 0, and (ξ0)−1(ω) = 0 otherwise, and by
|ξ0|(ω) = |ξ0(ω)|, ∀ω ∈ Ω. Then the equivalent class Q(ξ) of (ξ0)−1 is called the generalized
inverse of ξ and the equivalent class |ξ| of |ξ0| the absolute value of ξ.
3
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Besides, for any A ∈ F , Ac denotes the complement in Ω, A˜ := {B ∈ F | P (A∆B) = 0}
the equivalence class of A, where ∆ is the symmetric difference operation, IA the characteristic
function of A and I˜A the equivalence class of IA. Given two ξ and η in L
0(F , R), and A = {ω ∈
Ω | ξ0 6= η0}, where ξ0 and η0 are arbitrarily chosen representatives of ξ and η respectively, then
we always write [ξ 6= η] for the equivalence class of A and I[ξ 6=η] for I˜A, one can also understand
the implication of such notations as I[ξ6η], I[ξ<η] and I[ξ=η].
Definition 2.1 ([9, 10]). (1) Let E be a linear space over K, then a mapping f : E →
L0(F ,K) is called a random linear functional on E if f is linear;
(2) If E is a linear space over R, then a mapping f : E → L0(F , R) is called a random
sublinear functional on E if f(αx) = α · f(x) for any positive real number α and x ∈ E, and if
f(x+ y) 6 f(x) + f(y), ∀x, y ∈ E;
(3) Let E be a linear space over K, then a mapping f : E → L0+ is called a random seminorm
on E if f(αx) = |α| · f(x), ∀α ∈ K and x ∈ E, and if f(x+ y) 6 f(x) + f(y), ∀x, y ∈ E;
(4) Let E be a left module over the algebra L0(F ,K), then a mapping f : E → L0(F ,K) is
called a L0−linear function on E if f is a module homomorphism;
(5) Let E be a left module over the algebra L0(F , R), a mapping f : E → L0(F , R) is
called an L0-sublinear functional on E if f is a random sublinear function on E such that
f(ξ · x) = ξ · f(x), ∀ξ ∈ L0+ and x ∈ E;
(6) Let E be a left module over the algebra L0(F ,K), then a mapping f : E → L0+ is called an
L0-seminorm on E if f is a random seminorm on E such that f(ξ ·x) = |ξ|·f(x), ∀ξ ∈ L0(F ,K)
and x ∈ E.
Definition 2.2 ([5, 9, 11]). An ordered pair (E,P) is called a random locally convex space
over K with base (Ω,F , P ) if E is a linear space over K and P is a family of random seminorms
on E such that the following axiom is satisfied:
(1)
∨
{‖x‖ | ‖ · ‖ ∈ P} = 0 implies x = θ (the null element of E ).
In addition, if E is a left module over the algebra L0(F ,K) and each ‖·‖ in P is an L0−seminorm,
then such a random locally convex space is called a random locally convex module.
Remark 2.1. Let (E,P) be a random locally convex space (a random locally convex module)
over K with base (Ω,F , P ). If P degenerates to a singleton {‖ · ‖}, then (E, ‖ · ‖) is exactly
a random normed space (briefly, an RN space) (correspondingly, a random normed module
(briefly, an RN module)). Specially, (L0(F ,K), | · |) is an RN module.
In the sequel, for a random locally convex space (E,P) with base (Ω,F , P ) and for each
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finite subfamily Q of P , ‖ · ‖Q : E → L
0
+(F) always denotes the random seminorm of E defined
by ‖x‖Q =
∨
{‖x‖ | ‖ · ‖ ∈ Q}, ∀x ∈ E, and F(P) the set of finite subfamilies of P .
For each random locally convex space (E,P) over K with base (Ω,F , P ), P can induce
the following two kinds of topologies, namely the (ε, λ)−topology and the locally L0−convex
topology.
Definition 2.3 ([5, 9, 11]). Let (E,P) be a random locally convex space over K with base
(Ω,F , P ). For any positive real numbers ε and λ such that 0 < λ < 1, and any Q ∈ F(P), let
Nθ(Q, ε, λ) = {x ∈ E | P{ω ∈ Ω | ‖x‖Q(ω) < ε} > 1 − λ}, then {Nθ(Q, ε, λ) | Q ∈ F(P), ε >
0, 0 < λ < 1} is easily verified to be a local base at the null vector θ of some Hausdorff linear
topology, called the (ε, λ)−topology for E induced by P.
From now on, the (ε, λ)−topology for each random locally convex space is always denoted
by Tε,λ when no confusion occurs.
Definition 2.4([7, 11]). Let (E,P) be a random locally convex space over K with base
(Ω,F , P ). For any Q ∈ F(P) and ε ∈ L0++, let Nθ(Q, ε) = {x ∈ E | ‖x‖Q 6 ε}. A subset G of
E is called Tc−open if for each x ∈ G there exists some Nθ(Q, ε) such that x +Nθ(Q, ε) ⊂ G,
Tc denotes the family of Tc−open subsets of E. Then it is easy to see that (E, Tc) is a Hausdorff
topological group with respect to the addition on E. Tc is called the locally L
0−convex topology
for E induced by P.
From now on, the locally L0−convex topology for each random locally convex space is
always denoted by Tc when no confusion occurs.
Now, we present the definition of random conjugate spaces of a random locally convex space.
Historically, the earliest two notions of a random conjugate space of a random locally convex
space were introduced in [9, 12], respectively. As shown in [5, 11], it turned out that they
just correspond to the (ε, λ)−topology and the locally L0−convex topology in the context of a
random locally convex module, respectively!
Definition 2.5([12]). Let (E,P) be a random locally convex space over K with base (Ω,F , P ).
A random linear functional f : E → L0(F ,K) is called an a.s. bounded random linear functional
of type I if there are some ξ ∈ L0+ and Q ∈ F(P) such that |f(x)| 6 ξ ·‖x‖Q, ∀x ∈ E. Denote by
E∗I the set of a.s. bounded random linear functional of type I on E. The module multiplication
operation · : L0(F ,K)× E∗I → E
∗
I is defined by (ξf)(x) = ξ(f(x)), ∀ξ ∈ L
0(F ,K), f ∈ E∗I and
x ∈ E. It is easy to see that E∗I is a left module over L
0(F ,K), called the random conjugate
space of type I of E.
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Definition 2.6([10]). Let (E,P) be a random locally convex space over K with base (Ω,F , P ).
A random linear functional f : E → L0(F ,K) is called an a.s. bounded random linear functional
of type II on E if there exist a countable partition {Ai | i ∈ N} of Ω to F , a sequence {ξi | i ∈ N}
in L0+ and a sequence {Qi | i ∈ N} in F(P) such that |f(x)| 6 Σ
∞
i=1I˜Ai · ξi · ‖x‖Qi , ∀x ∈ E.
Denote by E∗II the L
0(F ,K)−module of a.s. bounded random linear functional of type II on E,
called the random conjugate space of type II of E.
Definition 2.7. Let (E,P) be a random locally convex module over K with base (Ω,F , P )
and define E∗ε,λ, E
∗
c as follows:
(1) E∗ε,λ = {f | f is a continuous module homomorphism from (E, Tε,λ) to (L
0(F ,K), Tε,λ)},
(2) E∗c = {f | f is a continuous module homomorphism from (E, Tc) to (L
0(F ,K), Tc)}.
Propositions 2.2 and 2.3 below give the topological characterizations of an element in E∗I
and E∗II , respectively.
Proposition 2.2([5, 9]). Let (E,P) be a random locally convex module over K with base
(Ω,F , P ) and f : E → L0(F ,K) a random linear functional. Then f ∈ E∗I iff f is a continuous
module homomorphism from (E, Tc) to (L
0(F ,K), Tc), namely E
∗
I = E
∗
c .
Proposition 2.3([5, 13]). Let (E,P) be a random locally convex module over K with base
(Ω,F , P ) and f : E → L0(F ,K) a random linear functional. Then f ∈ E∗II iff f is a continuous
module homomorphism from (E, Tǫ,λ) to (L
0(F ,K), Tǫ,λ), namely E
∗
II = E
∗
ε,λ.
Remark 2.2. It is clear that E∗c ⊂ E
∗
ε,λ from Proposition 2.2 and 2.3. Specially, if (E, ‖ · ‖)
is an RN module over K with base (Ω,F , P ), then E∗c = E
∗
ε,λ (see [5] for details), in which
case we denote E∗ε,λ or E
∗
c by E
∗, further define ‖ · ‖∗ : E∗ → L0+ by ‖f‖
∗ =
∨
{|f(y)| | y ∈
E and ‖y‖ 6 1} and · : L0(F ,K) × E∗ → E∗ by (ξ · f)(x) = ξ · (f(x)) for any ξ ∈ L0(F ,K),
f ∈ E∗ and x ∈ E. Then it is clear that (E∗, ‖ · ‖∗) is an RN module over K with base
(Ω,F , P ), called the random conjugate space of (E, ‖ · ‖) (see [14]).
The following notion of a gauge function was presented by D.Filipovic´, M.Kupper and
N.Vogelpoth in [7] for the first time.
Definition 2.8 ([5, 7]). Let E be a left module over the algebra L0(F ,K) and A a subset of
E. Then
(1) A is called L0−convex if ξ · x + η · y ∈ E for any x and y in A and for any ξ and η in
L0+ such that ξ + η = 1;
(2) A is called L0−absorbent if for each x ∈ E there exists some ξ ∈ L0++ such that
x ∈ ξ · A := {ξ · a | a ∈ A};
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(3) A is called L0−balanced if ξ · x ∈ A for any x ∈ A and ξ ∈ L0(F ,K) such that |ξ| 6 1.
Definition 2.9 ([7]). Let E be a left module over L0(F ,K). Then the gauge function
pG : E → L¯
0
+ of a set G ⊂ E is defined by
pG(x) :=
∧
{ξ ∈ L0+ | x ∈ ξ ·G}.
Proposition 2.4 ([7]). Let E be a left module over L0(F ,K). The gauge function pG of an
L0−absorbent set G ⊂ E has the following properties:
(i) pG(x) 6 1 for all x ∈ G;
(ii) I˜A · pG(I˜A · x) 6 I˜A · pG(x) for all x ∈ E and A ∈ F ;
(iii) ξ ·pG(I˜[ξ>0] ·x) = pG(ξ ·x) for all x ∈ E and ξ ∈ L
0
+; in particular, ξ ·pG(x) = pG(ξ ·x)
if ξ ∈ L0++.
A non-empty L0−absorbent L0−convex set G ⊂ E always contains the origin; depending
on the choice of G ⊂ E, the gauge function may be an L0−sublinear or an L0−seminorm.
Proposition 2.5 ([7]). Let E be a left module over L0(F ,K). Then the gauge function pG
of an L0−absorbent L0−convex set G ⊂ E satisfies:
(i) pG(x) =
∧
{ξ ∈ L0++ | x ∈ ξ ·G} for all x ∈ E;
(ii) ξ · pG(x) = pG(ξ · x) for all ξ ∈ L
0
+ and x ∈ E;
(iii) pG(x + y) 6 pG(x) + pG(y) for all x, y ∈ E;
(iv) for all x ∈ E there exists a sequence {ηn}
∞
n=1 in L
0
++ such that
ηn ց pG(x) a.s.,
in particular, pG is an L
0−sublinear functional since 0 ∈ G;
if G is also L0−balanced, then pG satisfies:
(v) pG(ξ · x) = |ξ| · pG(x) for all ξ ∈ L
0 and for all x ∈ E, namely pG is an L
0−seminorm.
Proposition 2.6 ([7]). Let E be a left module over L0(F ,K). Then the gauge function pG of
an L0−absorbent L0−convex set G ⊂ E satisfies that pG(x) > 1 for all x ∈ E with I˜A ·x /∈ I˜A ·G
for all A ∈ F with P (A) > 0.
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3 The geometric form of Hahn-Banach extension theorem
for L0−linear functions
Theorem 3.1 Proposition 1.1 is equivalent to Proposition 1.2.
Proof. Let pG be the gauge function of G, namely
pG(x) =
∧
{ξ ∈ L0++ | ξ · x ∈ G}, ∀x ∈ E.
Since G is an L0−convex and L0−absorbent subset of E, pG is an L
0−sublinear functional on E
by Proposition 2.5, and since g(y) 6 1 for any y ∈M ∩G, then for any x ∈M and λ ∈ L0++ we
can obtain g(x) 6 λ when x ∈ λ · G, namely g(x) 6 pG(x). From Proposition 3.1, there exists
an L0−linear functional f : E → L0(F , R) such that f extends g and f(x) 6 pG(x), ∀x ∈ E.
Therefore, we have that
f(x) 6 1, ∀x ∈ G.
Conversely, let G = {x ∈ E | p(x) 6 1}, then it is clear that g, M and G satisfy Proposition
1.2, hence there exists an L0−linear functional f : E → L0(F , R) such that f extends g and
f(x) 6 1, ∀x ∈ G
by Proposition 1.2, so that we can have that f(x) 6 p(x), ∀x ∈ E. 
If K = C, we have the following geometric form:
Theorem 3.2. Let E be a left module over the algebra L0(F , C),M an L0(F , C)−submodule
in E and G an L0−convex and L0−absorbent subset of E. If g : M → L0(F , C) is an L0−linear
functional and (Reg)(y) 6 1 for any y ∈ M ∩ G, then there exists an L0−linear functional
f : E → L0(F , C) such that f extends g and (Ref)(x) 6 1, ∀x ∈ G.
Now, we give a new proof of Proposition 1.3 by the geometric form of Hahn-Banach extension
theorem for L0−functions. In fact, we need only to prove the following basic strict separation
theorem for the case of RN modules, namely Proposition 3.1 below, since by Proposition 3.1
one can easily complete the remaining part of the proof of Proposition 1.3, see [8] for details.
Let (E, ‖ · ‖) be an RN module, G a Tε,λ−closed L
0−convex subset of E and x0 ∈ E \G.
Then {‖x0 − g‖ | g ∈ G} is a dually directed subset in L
0
+ and one can obtain the following
claim: there exists A ∈ F with P (A) > 0 such that
∧
{‖x0− g‖ | g ∈ G} > 0 on A from Lemma
3.8 in [5].
Proposition 3.1 ([8]). Let (E, ‖ · ‖) be an RN module over R with base (Ω,F , P ), G a
Tε,λ−closed and L
0−convex subset of E, x0 ∈ E \G, and ξ =
∧
{‖x0−h‖ | h ∈ G}. Then there
8
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exists a continuous module homomorphism f from (E, Tǫ,λ) to (L
0(F , R), Tǫ,λ) such that
f(x0) >
∨
{|f(y)| | y ∈ G}
and
f(x0) >
∨
{|f(y)| | y ∈ G} on [ξ > 0].
Proof. Without loss of generality, we can assume θ ∈ G (otherwise, by a translation). It is
easy to see that I˜B · x0 6∈ G for any B ∈ F with B ⊂ A and P (B) > 0. In fact, assume
that I˜B · x0 ∈ G, then ξ = 0 on B, which is contradict to A˜ = [ξ > 0] and B ⊂ A. Let
M = {x ∈ E | ‖x‖ 6 13 I˜A · ξ on A}, then it is clear that M is L
0−convex and L0−absorbent.
Further, let G + M = {h + x | h ∈ G, x ∈ M}, then G + M is also an L0−convex and
L0−absorbent subset of E. Since θ ∈ G + M and G + M is an L0−convex, we have that
I˜F · (G+M) ⊂ G+M for every subset F ∈ F with P (F ) > 0.
Let pG+M be the gauge function of G +M , then pG+M is an L
0−sublinear functional on
E by Proposition 2.5. It is easy to see that pG+M (x) = 0 on A
c for any x ∈ E. Now we prove
that pG+M (x0) > 1 on A. In fact, for any z = zG + zM , where zG ∈ G and zM ∈ M , since
‖(x0−z)‖ > ‖x0−zG‖−‖zM‖, we can obtain that ‖(x0−z)‖ >
2
3ξ > 0 on A from ‖x0−zG‖ > ξ
and ‖zM‖ 6
1
3 ·ξ on A. Thus x0 6∈ G+M and pG+M (x0) 6= 0 by Definition 2.8. From Proposition
2.5, there exists a sequence {ηn | n ∈ N} ⊂ L
0
++ such that x0 ∈ ηn·(G+M) and ηn ց pG+M (x0).
According to x0 ∈ E \ (G+M) and
∧
{‖x0− h‖ | h ∈ G+M} >
1
3ξ on A, we have that ηn > 1
on A for any n ∈ N and hence pG+M (x0) > 1 on A. Let D˜ = [pG+M (x0) = 1]∩ A˜, then we will
prove that P (D) > 0 is impossible: if P (D > 0), it is clear that ηn ց I˜D and Q(ηn)ր I˜D on D;
since x0 ∈ ηn · (G+M) and ηn > 1 on D, we have Q(ηn) ·x0 ∈ (Q(ηn) · ηn) · (G+M) ⊂ G+M
and ‖x0 − Q(ηn) · x0‖ = ‖(1 − Q(ηn)) · x0‖ ց 0 on D, which contradicts to the fact that
∧
{‖x0 − h‖ | h ∈ G+M} >
1
3ξ on A. Hence P (D) = 0 and pG+M (x0) > 1 on A.
Now we prove that the gauge function pG+M ofG+M is continuous under the (ǫ, λ)−topology.
Let x be an arbitrary element of E, H˜x = [‖x‖ 6= 0] and t =
1
3 I˜A∩Hx · ξ · ‖x‖
−1, then
t · x ∈M ⊂ G+M . Thus we have
pG+M (x) = 0
on Hcx and
pG+M (x) 6 3I˜A∩Hx ·Q(ξ) · ‖x‖
on Hx.
9
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Therefore we can obtain that
pG+M (x) 6 (3Q(ξ) + 1) · ‖x‖
and pG+M is continuous under the (ǫ, λ)−topology.
Let U = {k · x0 | k ∈ L
0(F , R)}, then U is an L0−submodule of E. Define an L0−linear
function g : U → L0(F , R), where g(x0) = I˜A · pG+M (x0). Then we have that g(y) 6 1, ∀y ∈
U ∩ (G +M). By Proposition 1.2, there exists an L0−linear function g¯ : E → L0(F , R) such
that g¯ extends g and g¯(x) 6 1, ∀y ∈ G+M . Hence, g¯(x0) > 1 on A and
g¯(x0) >
∨
{|f(y)| | y ∈ G} on A.
Let f = I˜A · g¯, since f 6 pG+M from Remark 3.1, it is easy to see that f ∈ E
∗
ε,λ and f(x) = 0
on Ac. Therefore, it is clear that
f(x0) >
∨
{|f(y)| | y ∈ G}
and
f(x0) >
∨
{|f(y)| | y ∈ G} on A. 
4 The Goldstine-Weston theorem in RN modules
Before giving the proofs of Theorem 1.1 and 1.2, we first present some necessary definitions and
lemmas.
Definition 4.1 ([5, 11]). Let E be a left module over the algebra L0(F ,K). Such a formal
sum
∑
n>1 I˜Anxn for some countable partition {An, n ∈ N} of Ω to F and some sequence
{xn | n ∈ N} in E, is called a countable concatenation of {xn | n ∈ N} with respect to {An, n ∈
N}. Furthermore a countable concatenation
∑
n>1 I˜Anxn is well defined or
∑
n>1 I˜Anxn ∈ E
if there is x ∈ E such that I˜Anx = I˜Anxn, ∀n ∈ N . A subset G of E is called having the
countable concatenation property if every countable concatenation
∑
n>1 I˜Anxn with xn ∈ G for
each n ∈ N still belongs to G, namely
∑
n>1 I˜Anxn is well defined and there exists x ∈ Gsuch
that x =
∑
n>1 I˜Anxn.
Lemma 4.1 ([5]). Let (E,P) be a random locally convex module over K with base (Ω,F , P ),
G ⊂ E a subset having the countable concatenation property. Then G¯ε,λ = G¯c.
Now, let us recall the random weak topology and the random weak star topology.
Definition 4.2 ([10, 11]). Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ),
(E∗, ‖ ·‖∗) the random conjugate space of E. For any f ∈ E∗, define ‖ ·‖f : E → L
0
+ by ‖x‖f =
10
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|f(x)|, ∀x ∈ E, and denote {‖ · ‖f | f ∈ E
∗} by σ(E,E∗), it is clear that (E, σ(E,E∗)) is a
random locally convex module over K with base (Ω,F , P ). Then the (ε, λ)−topology σε,λ(E,E
∗)
and the locally L0−convex topology σc(E,E
∗) on E induced by σ(E,E∗) are called random weak
(ε, λ)−topology and random weak locally L0−convex topology on E, respectively.
Remark 4.1. Similarly, we can define the random weak star (ε, λ)−topology σε,λ(E
∗, E) and
the random weak star locally L0−convex topology σc(E
∗, E) on E∗, respectively.
Lemma 4.2 ([10]). Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ), then
(E∗, σc(E
∗, E))∗ = E. Furthermore, if E has the countable concatenation property, then
(E∗, σε,λ(E
∗, E))∗ = E.
If (B, ‖ · ‖) is a normed space and (B′, ‖ · ‖′) is the classical conjugate space of B, we have
that B′(1) = {f ∈ B′ | ‖f‖′ 6 1} is compact under the weak star topology by the well known
Banach-Alaoglu theorem. Hence, B′(1) is closed with respect to the weak star topology. Let
(E, ‖ · ‖) be an RN module over K with base (Ω,F , P ) and (E∗, ‖ · ‖∗) the random conjugate
space. In [15], Guo proved that E∗(1) = {f ∈ E∗ | ‖f‖∗ 6 1} is not compact under σc(E
∗, E)
unless (Ω,F , P ) is essentially purely P−atomic. But Lemma 4.3 below indicates that E∗(1) is
still closed with respect to both σε,λ(E
∗, E) and σc(E
∗, E).
Lemma 4.3. Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ) such that E has the
countable concatenation property. Then E∗(1) = {f ∈ E∗ | ‖f‖∗ 6 1} is closed with respect to
both σε,λ(E
∗, E) and σc(E
∗, E).
Proof. Since it is clear that E∗(1) has the countable concatenation property, we need only
to check that E∗(1) is closed with respect to σc(E
∗, E). For any f ∈ E∗ \ E∗(1), there exists
A ∈ F such that P (A) > 0 and ‖f‖∗ > 1 on A. From ‖f‖∗ =
∨
{|f(x)| | ‖x‖ 6 1}, there are
xf ∈ E, ‖xf‖ 6 1 and B ∈ F , B ⊂ A with P (B) > 0 such that |f(xf )| > 1 on B. Let
ε = I˜Bc +
|f(xf )| − 1
2
· I˜B
and
B(xf , ε) = {g ∈ E
∗ | |g(xf )| 6 ε},
then B(xf , ε) is a neighborhood of θ in E
∗ with respect to σc(E
∗, E) and, for any h ∈ B(xf , ε)
it is easy to see that
|(f + h)(xf )| > |f(xf )| − |h(xf )|
and
(f + h)(xf )| >
|f(xf )|+ 1
2
> 1
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on B. Hence, f + h 6∈ E∗(1), namely f +B(xf , ε) ⊂ E
∗ \E∗(1). Consequently, E∗(1) is closed
with respect to σc(E
∗, E). 
Lemma 4.4 Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ) such that E has the
countable concatenation property, J , E(1), J(E(1)) and J(E(1))
w∗
ε,λ the same as in Theorem
1.1. Then J(E(1))
w∗
ε,λ = E
∗∗(1).
Proof. Since E∗∗(1) = {ϕ ∈ E∗∗(1) | ‖ϕ‖∗∗ 6 1} is closed with respect to σε,λ(E
∗∗, E∗)
from Lemma 4.3, it follows that J(E(1))
w∗
ε,λ ⊂ E
∗∗(1).
Now, we prove that E∗∗(1) ⊂ J(E(1))
w∗
ε,λ. We only need to prove that for any ψ ∈ E
∗∗ \
J(E(1))
w∗
ε,λ there is Aψ ∈ F such that P (Aψ) > 0 and ‖ψ‖
∗∗ > 1 on Aψ . Since E has the
countable concatenation property, we have that (E∗∗, σε,λ(E
∗∗, E∗))∗ = E∗ by Lemma 4.2 and
that there exists f¯ ∈ E∗ such that
(Ref¯)(ψ) >
∨
{(Ref¯)(g) | g ∈ J(E(1))
w∗
ε,λ}
and
(Ref¯)(ψ) >
∨
{(Ref¯)(g) | g ∈ J(E(1))
w∗
ε,λ} on [ξ > 0]
by Proposition 1.3, where ξ is the same as in Proposition 1.3. For any y ∈ J(E(1))
w∗
ε,λ, it is
easy to see that ||f¯(y)| · Q(f¯(y))| 6 1 on Ω, (|f¯(y)| · Q(f¯(y))) · y ∈ J(E(1))
w∗
ε,λ and f¯((|f¯ (x)| ·
Q(f¯(y))) · y) = |f¯(y)|. Hence, we have that
∨
{(Ref¯)(g) | g ∈ J(E(1))
w∗
ε,λ} =
∨
{(|f¯(g)| | g ∈ J(E(1))
w∗
ε,λ}.
Let f = Q(‖f¯‖∗) · f¯ and Aψ = [ξ > 0], then we have that ‖f‖
∗ = 1 on Aψ and
(Ref)(ψ) >
∨
{(Ref)(g) | g ∈ J(E(1))
w∗
ε,λ}
and
(Ref)(ψ) >
∨
{(Ref)(g) | g ∈ J(E(1))
w∗
ε,λ} on Aψ.
Consequently, we can obtain
‖ψ‖∗∗ > |f(ψ)| > (Ref)(ψ) >
∨
{(Ref)(g) | g ∈ J(E(1))
w∗
ε,λ}
=
∨
{|f(g)| | g ∈ J(E(1))
w∗
ε,λ} >
∨
{|f(y)| | y ∈ E(1)} = ‖f‖∗ on Aψ,
namely ‖ψ‖∗∗ > 1 on Aψ. 
Definition 4.4 ([5]). Let E be a left module over the algebra L0(F ,K) and G a subset of
E. The set of countable concatenations Σn>1I˜Anxn with xn ∈ G for each n ∈ N is called the
countable concatenation hull of G, denoted by Hcc(G).
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Proof of Theorem 1.1. Denote Hcc(E) by Ecc and define ‖ · ‖cc : Ecc → L
0
+ by ‖x‖cc =
∑
n61 I˜An · ‖xn‖ for any x =
∑
n61 I˜An ·xn in Ecc, where {An | n ∈ N} is a countable partition
of Ω to F and xn ∈ E for any n ∈ N . It is easy to see that E
∗∗
cc = E
∗∗. By Theorem 4.1, we
can obtain that J(Ecc(1))
w∗
ε,λ = E
∗∗(1). Since J(E(1)) is dense in J(Ecc(1)) with respect to the
(ε, λ)−topology which is induced by ‖ · ‖cc and stronger than σε,λ(E
∗∗, E∗), our desired result
follows from the fact that the (ε, λ)−topology is stronger than σε,λ(E
∗∗, E∗). 
Proof of Theorem 1.2. It follows immediately from Theorem 1.1 and Lemma 4.1. 
The following example shows that J(E(1)) may be not dense in E∗∗(1) under σc(E
∗∗, E∗)
if E has not the countable concatenation property.
Example 4.1. Let Ω = {1, 2, 3, · · · }, F = 2Ω, P¯ : F → R such that P¯ (Λ) = the number
of points in Λ if Λ is any finite subset in Ω and P¯ (Λ) = ∞ otherwise and P : F → [0, 1]
such that P (Λ) =
∑∞
n=1
1
2n
P¯ (Λ∩{n})
P¯ ({n})
for each subset Λ of Ω, then (Ω,F , P ) is a probability
space. Let (E, ‖ · ‖) = (L0(F ,K), | · |) and F = {ϕ ∈ E | there is a positive integer nϕ such
that ϕ(k) = 0, ∀k > nϕ}, then it is clear that F is an L
0−submodule of E and (F, | · |) is
an RN module over K with the base (Ω,F , P ). Let F (1) = {x ∈ F | |x| 6 1}, then it is
easy to check that F (1) is a closed subset in both (E, | · |) and (F, | · |) under Tc induced by
| · |. Hence, we have that F (1) is not dense in E(1) under Tc. Furthermore, it is clear that
(F ∗, ‖ · ‖∗) = (F ∗∗, ‖ · ‖∗∗) = (E, | · |) and σc(F
∗∗, F ∗) is also the locally L0− convex topology
induced by | · |. Consequently, J(F (1)) is not dense in F ∗∗(1) under σc(F
∗∗, F ∗).
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