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Abstract
The excluded volume effects of randomly branched polymers are investigated. To approach this
problem we assume the Gaussian distribution of segments around the center of gravity. Once this ap-
proximation is introduced, we can make use of the same method as employed for linear molecules. By
simulating a model-polymer system, it is found that the excluded volume effects of branched polymers
are manifested pronouncedly under any conditions from the dilution limit to the melt, including the Θ
state; every result satisfies the restraining condition:
〈
s2
〉1/2
≥ N1/d in accord with our experiences.
As a result the Gaussian approximation extracts the essential features of the excluded volume effects
of branched molecules.
Key Words: Branched Molecules/ Excluded Volume Effects/ Gaussian Approximation/
Inhomogeneity Term/ Concentration Dependence
1 Introduction
The excluded volume problem of branched molecules is the last frontier in polymer physics. To date,
only a few experimental and theoretical works have been reported on this problem [12–18, 29, 30].
Branched molecules can be produced by means of polyaddition/polycondensation of multifunctional
monomers, cross-linking of linear molecules and so forth. Chemical and physical structures of resul-
tant branched molecules are interpreted on the basis of the assumption that the molecules are made
randomly under the principle of the equal reactivity of functional units. In this paper, we investigate
the problem of the excluded volume effects of branched polymers synthesized according to this ran-
dom reaction, but without ring closure. To develop the theoretical analysis, it is essential to obtain
some information about the distribution of segments. Unfortunately, to date little is known about the
segment distribution function of a branched molecule even for the unperturbed one. For this reason
we introduce the assumption of the Gaussian distribution. This is a strong assumption [28]. Then the
present work is necessarily focused on the problem of whether a theory constructed on this assumption
extracts the core features of the excluded volume effects of branched polymers.
2 Local Free Energy
The local free energy of mixing polymers and solvents has the form:
δGmixing = δHmixing − TδSmixing (1)
So we can discuss the enthalpy and the entropy terms separately. We solve eq. (1) according to
the lattice model [4]. We directly follow the standard lattice representation, and assume the random
occupation of sites.
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2.1 Mixing Entropy
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Fig. 1: Overlapping of segments of branched
molecules in the small volume element δV .
Consider the small volume element δV comprising δm0
cells which can be occupied by δn1 solvent molecules and
δb segments of branched molecules, so that δm0 = δb+δn1.
We identify a segment with a local section (including
branching units) on a polymer molecule so that the seg-
ment volume is equal to the solvent volume. Suppose
that each segment has z neighboring sites. Let those
segments stem from some different molecules. Every
segment in the volume element δV is indexed, in or-
der, such that k = 1, 2, · · · . By the assumption, each
site is randomly occupied by a segment or a solvent
molecule. Let gk be the probability that a site is oc-
cupied by a segment when k segments are already put
in the volume element δV , so that gk = k/δm0. The
mean number of the neighboring sites which are vacant is∑zk−rk
m=0 m
(zk−rk
m
)
(1− gk)
m gzk−rk−mk = (zk − rk)(1 − gk),
where rk is the number of sites forbidden because of the
presence of the neighboring segments contiguous with a
given segment; this number is 1 for chain molecules, while
rk ≥ 1 for branched molecules because of the presence of the branching unit. For the model polymer
system illustrated in Fig. 1, rk = 1 for k = 1 and 2, rk = 2 for k = 3 and rk = 3 for k = 4, and so
forth. There is a finite probability that a given segment overlaps with the other segments on the same
molecule, so that the number of vacant sites for the segment is, depending on the location, k, always
smaller than is expected from the pseudo self-avoiding molecule assumption [27]. Hence z must be
replaced with zk (zk ≤ z ). To date zk’s are unknown [15, 19, 20], but it has no effects on our final
result, as will be seen shortly. Then the total configurations that the δb segments can take †1 will be
ΩδV =
δb−1∏
k=0
(zk − rk)(1− gk) (2)
Eq. (2) represents the total number of self-avoiding configurations. The local entropy is then of the
form:
δSmixing + δS0 = k log ΩδV = k
{
δb−1∑
k=0
log (zk − rk) + log
δm0!
δmδb0 (δm0 − δb)!
}
(3)
Using the Stirring formula, eq. (3) can be approximated as
δSmixing + δS0 = −k
{
δn1 log v1 + δb−
δb−1∑
k=0
log (zk − rk)
}
(4)
where v1 = δn1/δm0 is the volume fraction of the solvent in the volume element, δV . Since δS0 =
δS01(δb = 0) + δS02(δn1 = 0) = −k
{
δb−
∑δb−1
k=0 log (zk − rk)
}
, we have the mixing entropy of the
pure self-avoiding branched molecules and the pure solvent:
δSmixing = −k δn1 log v1 (5)
which is the same form as the expression for the chain molecules [4].
†1 The formulation of eq. (2) incorporates the segment connectivity only partially [7]. However, if both k and δm0 are
very large numbers (this is true for the real system!), the approximation will be sufficiently exact.
2
2.2 Mixing Enthalpy
Let w denote the heat of formation for contact. Heat-gain per one contact between a solvent molecule
and a segment on a branched polymer may be written as
∆w = w12 −
1
2
(w11 + w22) (6)
where the subscripts 1 and 2 denote solvents and polymers, respectively. There are δb segments in
the volume element δV , so that there are (z − s¯k)δb possible sites of such contacts around the δb
segments, with s¯k being the average segment number of the immediate neighbors. Let us assume that
the probability of the contact is proportional to the volume fractions of respective components. Since
the solvent volume fraction is v1, the heat of formation through the mixing process becomes
δHmixing = (z − s¯k)∆wδbv1 (7)
The volume fractions of solvent molecules and polymer segments are given, respectively, by
v1 =
δn1
δn1 + δb
v2 =
δb
δn1 + δb
(8)
so that v1 = 1− v2. Then eq. (7) may be recast in the form:
δHmixing = (z − s¯k)∆wδn1v2 (9)
which may further be recast in the known form [4]:
δHmixing = kTχδn1v2 (10)
where
χ =
(z − s¯k)∆w
kT
(11)
is the enthalpy parameter that measures the strength of the interaction between a segment and solvent
molecules. Only one difference from the linear case is the quantity, s¯k.
2.3 Mixing Free Energy
Substituting eqs. (5) and (10) into eq. (1), we arrive at the expression for the local free energy in the
volume element δV
δGmixing = kT {log (1− v2) + χv2} δn1 (12)
Eq. (12) represents the free energy difference between the mixture of the self-avoiding branched
molecules and solvents, and the respective pure components. Eq. (12) is the same formula as derived
for linear molecules. It is again realized that the classic theory [4] is constructed on great generality
and sound physical basis [27].
In eq. (12), if the parameter χ can be determined independently, all the constraints of the lattice
representation can be removed. Then we can introduce the new definition that the size of the “segment”
is equal to that of the repeating unit of a polymer molecule.
3 Expansion Factor
The expansion factor, α, is determined by the force balance between the osmotic potential and the
elastic potential. Our final goal is to find out the minimum point of the free energy:(
∂∆G
∂α
)
T,P
=
(
∂∆Gosmotic
∂α
)
T,P
+
(
∂∆Gelastic
∂α
)
T,P
= 0 (13)
3
3.1 Osmotic Potential (∆Gosmotic)
Let V1 be the volume of the solvent. With δn1 = (1 − v2)δV/V1, the free energy of mixing the
self-avoiding branched molecules and the solvent becomes
∆Gmixing =
kT
V1
∫
(1− v2) {log (1− v2) + χv2} δV (14)
The most central point of the theory is to formulate the potential difference between the inside (hill :
the concentrated region) of a branched molecule and the outside (valley : the dilute region). Expanding
eq. (14) into the Taylor series and taking the difference, we have
∆Gosmotic =∆Gmixing,hill −∆Gmixing,valley
=
kT
V1
∫ {
− (1− χ)J1 + (1/2 − χ)J2 +
1
6
J3 + · · ·
}
δV (15)
where J ′ks (= v
k
hill− v
k
valley) represent inhomogeneity terms with v denoting the local volume fraction
of segments. Eq. (15) is the general expression of the osmotic potential. Because of the constraint,
0 ≤ v2 ≤ 1, we have collected, for linear molecules, the first two terms only. However, in branched
molecules the segments are highly crowded so that the density is much greater in the interior, and we
can no longer ignore the higher terms of eq. (15). For this reason we investigate the first three terms.
3.2 Gaussian Trees
The excluded volume problem is not rigorously soluble, since the local segment concentration cannot
be formulated exactly. In the case of linear molecules, we have assumed the Gaussian distribution.
This assumption is not correct. It is well-known that for both the ideal chain and the expanded
coil, the segment distribution around the center of gravity is not Gaussian [2, 3, 6]. Notwithstanding,
the consequences derived from the Gaussian approximation are in good accord with experimental
observations, and those have given birth to new predictions [27]. Encouraged by this success, we
apply the same Gaussian distribution approximation to branched molecules.
Before proceeding to theoretical development, it is important to notice that there are two ways to
approximate the distribution of expanded molecules. One is the equality employed by Flory [4]:
p(x, y, z)dxdydz =
(
β
piα2
)3/2
exp
{
−β
[
(x− a)2 + (y − b)2 + (z − c)2
]}
α3dxdydz (16)
where β = 3/2〈s2N 〉0 with 〈s
2
N 〉0 being the mean square radius of gyration of an unperturbed molecule;
the subscript N denotes the number of segments constituting a branched polymer. The expansion
factor, α, is defined as α2 = 〈s2N 〉/〈s
2
N 〉0. Eq. (16) leads us to the previous expression [27] for the
segment density:
ρN = N
(
β
piα2
)3/2
exp
{
−β
[
(x− a)2 + (y − b)2 + (z − c)2
]}
(17)
The other is
pˆ(x, y, z)dxdydz =
(
β
piα2
)3/2
exp
{
−
β
α2
[
(x− a)2 + (y − b)2 + (z − c)2
]}
dxdydz (18)
which yields the alternative density formula:
ρˆN = N
(
β
piα2
)3/2
exp
{
−
β
α2
[
(x− a)2 + (y − b)2 + (z − c)2
]}
(19)
Here δV = α3dxdydz for ρN , but δV = dxdydz for ρˆN . Note that eq. (16) is nothing but the distribu-
tion function for the unperturbed molecule. In this respect it is obvious that ρˆN is an approximation
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more proper than ρN . Quite unexpectedly when applied to the dilution limit (C → 0), the two ex-
pressions yield, through the triple integral followed by the differentiation, ∂
∫∫∫
∆G(α)dxdydz/∂α,
the same classic result: the fifth power rule, α5 − α3 = const.(1/2 − χ)N1/2. In contrast, when
these formulae are combined with the more general case represented by eq. (15), while ρN gives the
elementary solution, ρˆN leads us to complicated mathematics. For this reason we have so far made
use of ρN in place of ρˆN [27]. As is seen shortly, for linear molecules the difference does not arise
explicitly between ρN and ρˆN , since the inhomogeneity, ∆ρ = ρhill − ρvalley, disappears very rapidly
with increasing N and φ¯. As a result ρN and ρˆN make no appreciable difference, both the expressions
reproducing well the experimental points [10,23,25].
The situation changes radically in branched molecules. Unperturbed branched molecules are unre-
alistically closely packed, and the segment density increases indefinitely with increasingN as ρN ∝ N
1
4 .
Meanwhile it was found that the application of the unperturbed distribution, ρN , leads us to an answer
incompatible with the one derived from another viewpoint [27]. On this basis in this paper we employ
ρˆN . Then the polymer number concentration in δV may be expressed in the form:
Cˆ =N
(
β
piα2
)3/2 ∑
{a,b,c}
exp
{
−
β
α2
[
(x− a)2 + (y − b)2 + (z − c)2
]}
=N
(
β
piα2
)3/2
Gˆ (x, y, z) (20)
Although Gˆ represents, as with G, a quantity associated with segment concentration at the coordinate
(x, y, z), Gˆ is also a function of α. Let V2 be the segment volume and we have vˆ2 = V2Cˆ. By virtue
of the equality, dV = d(x− a)d(y − b)d(z − c) = dxdydz, eq. (15) may be recast in the form:
∆Gosmotic ≃
kT
V1
∫∫∫ {
− (1− χ) Jˆ1 + (1/2− χ) Jˆ2 +
1
6
Jˆ3
}
dxdydz (21)
where Jˆk = vˆ
k
hill − vˆ
k
valley. In eq. (21), we have ignored the higher terms, Jˆ4, Jˆ5, · · · . We are
interested in the concentration dependence of the Gibbs potential. To find the equilibrium condition,
eq. (21) must be differentiated with respect to α under constant T and P, namely(
∂∆Gosmotic
∂α
)
T,P
Unfortunately the solution is much complicated and appears irreducible to an elementary mathematics.
Then our first approximation is to drop the first linear term from the equation so that(
∂
∫∫∫
Jˆ1 dxdydz/∂α
)
T,P
= 0
which amounts to applying ρN to the first term, but ρˆN to the higher terms. Such treatment is
not mathematically consistent, but has some physical rationales: firstly, we know that the first term
rigorously vanishes at C = 0; secondly, in terms of the chemical potential, ∆δµ, which is a measure
of the osmotic pressure exerted between two imaginary solutions (“hill” and “valley”) separated by a
semipermeable membrane, the first term behaves as if a constant, namely, by eq. (12), it vanishes to
yield
∆δµ = ∂∆δGosmotic/∂δn1 = −kT
{
(1/2 − χ) (vˆ2hill − vˆ
2
valley) +
1
3
(
vˆ3hill − vˆ
3
valley
)
+ · · ·
}
Thirdly, the excluded volume problem can be interpreted as a phenomenon due to the many-body
interaction between segments. On this basis, we introduce the approximation:(
∂∆Gosmotic
∂α
)
T,P
≃
kT
V1
∂
∂α
∫∫∫ {
(1/2− χ) Jˆ2 +
1
6
Jˆ3
}
dxdydz (22)
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A striking aspect of branched molecules distinguished from linear molecules is the fact that un-
perturbed branched molecules have the extremely compact radius [1, 5, 8, 11,13]:
〈s2N 〉0 =
l2
2N2
N !{(f − 2)N + 2}!
{(f − 1)N}!
N−1∑
k=1
(
(f − 1)k
k − 1
)(
(f − 1)(N − k)
N − k − 1
)
≃
(
(f − 1)pi
23(f − 2)
)1/2
N
1
2 l2 (as N →∞)
(23)
which shows that the segment density increases indefinitely as ρN ≈ N/〈s
2
N 〉
3/2
0 ∝ N
1/4 for N → ∞,
so it cannot have reality. Because of this anomalous property, the Jˆ3 term in eq. (22) (it was
negligible in linear molecules) plays an essential role in branched molecules. A natural consequence
is that, contrary to the case of linear molecules, the excluded volume effects of branched molecules
never disappear under any condition realizable in this real world (d = 3) including the choice of the
solvent-solute combination and the adjustment of the parameter χ. This consequence is necessary in
order for the segment density not to diverge at large N .
While eqs. (19) and (23) suggest that the density of the unperturbed branched molecule diverges
for N → ∞, it must be that vˆ2 = V2Cˆ ≤ 1 by definition. This problem can be resolved through the
adjustment of the expansion factor, α.
3.3 Elastic Potential (∆Gelastic) for a Single Branched Molecule
Whether a molecule is linear or branched, the elastic entropy has the form:
∆S = k logW (deformed)− k logW (undeformed)
=−
k
2
{
(α2x − 1) + (α
2
y − 1) + (α
2
z − 1)
}
+ k log (αxαyαz) (24)
S is again a function of α alone, and αx = αy = αz = α. Hence
∆S = −
3k
2
(
α2 − 1
)
+ 3k log α (25)
Since the enthalpy term has already been taken into account in the calculation of the osmotic potential,
we have by the thermodynamic relation(
∂∆Gelastic
∂α
)
T,P
= −T
(
∂∆S
∂α
)
T,P
= 3kT (α− 1/α) (26)
3.4 Formulation of Expansion Factor
The equilibrium expansion factor, αeq, can be obtained by substituting eqs. (22) and (26) into eq.
(13).
kT
V1
∂
∂α
∫∫∫ {
(1/2− χ) Jˆ2 +
1
6
Jˆ3
}
dxdydz + 3kT (α− 1/α) = 0 (27)
It is seen that the expansion factor, α, is a strong function of the inhomogeneity, Jˆk, as well as
the enthalpy parameter, χ. Jˆk is the quantity related to the movement of segments from a more
concentrated region to a more dilute region, and χ the quantity closely related to the inflow of solvents
into a molecule. It is seen also from eq. (27) that under the Θ state (χ = 1/2), a branched molecule is
still in the expanded state because of the existence of the Jˆ3 term. Eq. (27) reveals that the molecule
should cease to expand as the homogeneous state of Jˆk = 0 is approached, which may be interpreted
in the following way: Suppose a branched molecule having a large molecular radius
〈
s2N
〉
that can be
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equated with α2
〈
s2N
〉
0
, not because of the volume expansion, but because of a large constant term
where
〈
s2N
〉
= constant · N1/2. If this polymer satisfies the condition, Jˆk = 0, then (α− 1/α) = 0
by eq. (27), and we have α = 1. This tells us that when a molecule expands to a large extent so
that Jˆk → 0, it can not expand farther, because the molecule no longer possesses the extra energy
to expand beyond that size.
Unfortunately eq. (27) is generally insoluble analytically except for the limiting case of C = 0.
For this reason we consider the present problem separately for the two cases: the dilution limit and
the concentrated solution.
3.5 Dilution Limit
In the dilution limit (C → 0) containing a single molecule in the reaction bath, it follows that
Gˆhill = exp
{
− β
α2
(x2 + y2 + z2)
}
and Gˆ valley = 0. Then integrating the Jˆk terms in eq. (27) from
−∞ to +∞, we obtain
α5 − α3 = N2
V 22
V1
(
β
pi
) 3
2
{
1
2
3
2
(1/2 − χ) +
V2N
3
3
2
+1α3
(
β
pi
) 3
2
}
(28)
Using the generalized expression Gˆ hill = exp
{
− β
α2
(x21 + x
2
2 + · · · + x
2
d)
}
, we may recast eq. (28) in
the form:
αd+2 − αd = N2
V 22
V1
(
β
pi
)d
2
{
1
2
d
2
(1/2 − χ) +
V2N
3
d
2
+1αd
(
β
pi
)d
2
}
(29)
with β = d/2〈s2N 〉0.
3.5.1 Good Solvents
Let 〈s2N 〉
1
2 ∝ Nν for N →∞. Then eq. (29) gives for good solvents
〈s2N 〉 = α
2〈s2N 〉0 ∝ N
4(1+ν0)
d+2 (30)
with the subscript 0 denoting the unperturbed state, so that
νC→0 =
2 (1 + ν0)
d+ 2
(31)
in agreement with the Issacson-Lubensky result [14, 18]. Since ν0 = 1/4 for branched molecules
[1, 5, 8, 27], this gives νC→0 = 5/8 = 0.625 for d = 2 and 1/2 for d = 3, which are commensurate with
the simulation result on lattices, 0.615 and 0.46 respectively, by Seitz and Klein [16]. If we take into
account the fact that the simulation has been performed for smaller molecules, N = 20− 600, on the
square lattice and, N = 10− 60, on the cubic lattice, the agreement is satisfactory.
3.5.2 Θ Solvents
Substituting χ = 1/2 into eq. (29), we have
α2d+2 − α2d = N3
V 32
3
d
2
+1V1
(
β
pi
)d
(32)
which, for N →∞, gives
〈s2N 〉 = α
2〈s2N 〉0 ∝ N
3+2ν0
(d+1) (33)
Hence
νΘ =
3 + 2ν0
2(d+ 1)
(34)
in agreement with the Daoud result [17].
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3.6 Concentrated Solutions
According to eq. (22), the excluded volume effects in concentrated solutions are dictated by the
inhomogeneity terms:
∫∫
· · ·
∫
Jˆk dx1dx2 · · · dxd =(V2N)
k
(
β
piα2
)3
2
k ∫∫
· · ·
∫ (
Gˆ
k
hill − Gˆ
k
valley
)
dx1dx2 · · · dxd
=(V2N)
k
(
β
piα2
)3
2
k
J kα (35)
(k = 2, 3), so no simple scaling relations may appear to exist. Let us examine this problem more
closely by simulating the hypothetical branched polymer solutions of the R−Af model (f = 3). As
in the case of linear molecules, we solve eq. (27) according to the lattice model (d = 3): branched
polymers are put on the sites of the simple cubic lattice with the unit lengths (p × p× p), so that
φ¯ = V2
N
p3
(36)
The inhomogeneity terms are approximated by the integral in the intervals: [−p/4, p/4] for Gˆhill for
each axis and [p/4, 3p/4] for Gˆ valley, so that J
k
α may be recast in the form (d = 3):
J kα =
∫∫
· · ·
∫ p/4
−p/4
Gˆ
k dxdydz −
∫∫
· · ·
∫ 3p/4
p/4
Gˆ
k dxdydz (37)
(k = 2, 3). Then eq. (27) can be solved numerically, with the help of eqs. (20), (36) and (37), as
functions of the average volume fraction, φ¯, of polymers and the degree of polymerization, N .
4 Assessment of Theory
Before proceeding with our discussion, it is necessary to have a confirmation that the equation (27)
has sound physical basis. For this purpose let us put eq. (27) to the test by applying to the
poly(styrene)(PSt, N=1096)−CS2 and the PMMA(N=5900)−CHCl3 systems [9,10,23,25]. The sim-
Fig. 2: Expansion factor vs φ¯ plot for PSt−CS2.
Solid line (−): theoretical line by eq. (27) for χ =
0.4; open circles (◦): observed points by Daoud and
coworkers (the observed value of 82 A˚ at φ¯ = 1 was
replaced by the revised one 93 A˚) [10].
Fig. 3: Expansion factor vs φ¯ plot for
PMMA−CHCl3. Solid line (−): theoretical line by
eq. (27) for χ = 0.3; open circles (◦): observed
points by Cheng, Graessley and Melnichenko [25].
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ulation was performed using the data employed in the preceding papers [27] assuming Jˆ3 = 0. The
results are illustrated in Figs. 2 and 3. Comparing these figures with the corresponding figures in the
preceding papers [27] which were theorized using ρN (eq. (17)), it is found that ρˆN (eq. (19)) and ρN
yield almost the same curves. Even though there are some fine differences between them, for instance
ρˆN yields softer curvatures than ρN , both the equations reproduce well the observed points within the
experimental error.
Having confirmed the soundness of the approximate formula (27), let us apply this formula to the
excluded volume problem of branched molecules in concentrated region.
5 Simulation of a Branched Polymer System
Consider the branched polymer solutions of the R−Af model having f = 3. We give this polymer
system the parameters shown in Table 1 (the mean bond length l¯ and the enthalpy parameter χ are
arbitrary). This system is a hypothetical one, but is roughly modeled after the cyclotrimerization
polymer of bisphenol A dicyanate in N-methylpyrrolidone solution [22].
Table 1: Parameters of a hypothetical branched polymer solution (d = 3)
parameters notations values
branched polymer volume of a solvent (NMP a) V1 160 A˚
3
volume of a segment V2 387 A˚
3
mean bond length l¯ 10 A˚
enthalpy parameter χ 0
a. N-methylpyrrolidone.
Fig. 4: The average volume fraction φ¯ dependence of the expansion factor, α, for the hypothetical branched
polymer system with (a) N = 102 and (b) N = 104 (d = 3). Calculated numerically according to eq. (27) with
the help of eqs.(36) and (37) using the parameters shown in Table 1.
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The simulation results of eq. (27) are summarized in Fig. 4 for the polymers having (a) N = 102
and (b) N = 104 (d = 3). It is seen that i) α decreases with increasing concentration, as expected,
but ii) contrary to the case of linear molecules, the volume expansion still survives in the concentrated
region; the molecules don’t contract to the unperturbed size (α = 1) even in the melt state [24].
Since, according to eqs. (19) and (23), the segment density inside a molecule increases as ρs ∝
N1−νd, we must have ν ≥ 1/d in order for the density not to diverge. This is the packing density
criterion that must be obeyed. The results, eqs. (31) and (34), for the dilution limit just satisfy this
criterion, namely we observe that νC→0, νΘ ≥ 1/d. Our question is whether eq. (27) satisfies ν ≥ 1/d
for all concentration range. In the following, we examine this problem.
We would like to emphasize that the curves shown in Figs. 2, 3 and 4 do not necessarily represent
unique solutions. From purely a mathematical point of view, it is impossible that such a complicated
implicit function as eq. (27) yields only one solution. In the simulations shown above, we have ignored
physically unrealistic solutions. The excluded volume problem by no means belongs to an elementary
science.
5.1 Expansion Factor in Melt State
The N dependence of α in the melt state can be evaluated by putting φ¯ = 1 in eq. (27). We are
interested in the exponent of the scaling hypothesis: α = constant · Nκ. The numerical results are
illustrated with the symbols (×) in Fig. 5. It is seen that the gradient, κ = d log α/d logN , is slowing
down throughout the interval, N = [103, 1011]; e.g., the numerical value at N = 1011 is κ ≈ 0.1 (solid
line), but still not in the steady state. The situation becomes clearer by inspecting the κ vs N plot
shown in Fig. 6 which suggests strongly κ ≤ 0.1.
From this result we can evaluate the exponent ν defined by 〈s2N 〉
1/2 ∝ Nν (N → ∞) [11–18].
Since 〈s2N 〉
1/2 = α 〈s2N 〉
1/2
0 and 〈s
2
N 〉
1/2
0 ∝ N
1/4 [1,5,8] for randomly branched polymers, it follows that
νmelt ≤
1
4
+ 0.1 = 0.35. We have finally
0.33 · · · ≤ νmelt ≤ 0.35 (38)
with the lowest bound 0.33 · · · = 1/3 being the critical packing density (νcritical = 1/d). The result
is consistent with the value in the preceding paper [27] which was evaluated on the basis of the
disappearance of the inhomogeneity.
Fig. 5: N dependence of the expansion factor in the melt state φ¯ = 1: (×) simulation points according to eq.
(27) for d = 3 with the help of eq. (37) (ω = 2 and 3); the red solid line is the tangent, κ = d logα/d logN , at
N = 1011 having the value κ ∼= 1/10.
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Fig. 6: N dependence of the gradient, κ = d logα/d logN , for the simulation points (×) in Fig. 5. The gradient
(κ) is not in the steady state, but falling slowly throughout this region, suggesting κ ≤ 1
10
.
A More Problems
Through the present work we have learned that a branched polymer undergoes the volume expansion
under all conditions including the Θ state. The result raises a new question: Why is the theory
of gelation not taking into consideration the excluded volume effects so successful? If a branched
molecule expands, it may be expected that the end-to-end distance, 〈r2N 〉
1/2, of a “chain” (embedded
in the branched molecule) increases as well, which will lower the probability of cyclization. The total
ring concentration, [Γ(p)], in the R−Af model can be approximated in the form:
[Γ(p)] ≃
∞∑
k=1
ϕk
2NAvk
+ (f − 1)
∞∑
k=1
ϕk
2NAv
(p− pc0) (pc0 ≤ p ≤ pc) (39)
with ϕk being the relative cyclization frequency of a k -chain, and NAv the Avogadro number. It is
important to notice that eq. (39) is independent of the monomer concentration, C0, in the system,
the natural consequence of the invariance principle of ring concentration [26]. ϕk has the form:
ϕx =
(
d/2pid/2lds
) ∫ d/2νx
0
t
d
2
−1e−tdt (40)
where νx = 〈r
2
x〉/l
2
s , and ls the length of the cyclic bond. It is seen that the excluded volume effects
have the influence, through the quantity d/2νx, on the cyclization probability. So eq. (39) has the weak
concentration dependence in the gelling system. As the volume expansion advances, the cyclization
probability must decrease accordingly. As a result the assumption of the unperturbed chains tends to
estimate excessively the ring concentration and hence overestimate the gel point, pc, because of the
equality: pc = p(inter) + p(ring).
The present work showed that α≈ constant·N0.1 for a large N in the melt state of the monodisperse
system. Putting aside the problem of the applicability of the present theory to the gelling system with
the broad dispersity, if we apply the present result to eq. (40), the cyclization frequency, ϕk, falls to
≈ 70% of the unperturbed chains (α = 1). This is not a minor change, but by no means a major
one. It is most probable that the influence of the excluded volume effects on pc may be, in the event,
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absorbed into the uncertainty of the characteristic constant, 〈CF〉
†2, along with the quality of the
Gaussian approximation for short chains.
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