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МОДЕЛИ ВЫБОРА ТОПОЛОГИИ СЕТЕЙ ТЕЛЕКОММУНИКАЦИЙ 
Представлена оптимизация выбора топологии сетей телекоммуникаций. Предлагаются мо-
дели проектирования оптимальной топологии сети телекоммуникаций для маршрутизации инфор-
мационных потоков по двум критериям – стоимость и качество обслуживания. 
Введение  
Анализ текущего состояния сети Интернет показывает, что недифференцированная обра-
ботка всего трафика приводит к серьезным проблемам, особенно при ограниченной пропускной 
способности каналов связи. Так, пересылка важнейших данных может быть временно заблоки-
рована передачей, например, некоторого файла достаточно большого объема. В связи с этим 
при создании сетей с комбинированными функциями (мультисервисных сетей) нужно гаранти-
ровать необходимый уровень сервиса для каждого приложения.  
В настоящее время многие интернет-провайдеры пытаются привлечь клиентов дополни-
тельными информационными услугами: IP-телефонией, интерактивными играми, доступом к 
разнообразным базам данных и депозитариям, электронными магазинами, видеоконференция-
ми, видеотелефонией и т. д. В последние годы именно с этим сопряжен повышенный интерес к 
разработкам основополагающих документов. По этой же причине многие компании, в первую 
очередь производящие сетевое оборудование, уделяют повышенное внимание средствам 
управления трафиком  и обеспечению требований, предъявляемых к качеству обслуживания 
(Quality of Service – QoS). Среди таких требований можно выделить следующие: широкая поло-
са пропускания каналов связи, минимальное время ответа конечных узлов, минимальное значе-
ние вариации времени ответа конечных узлов сети, минимальное количество потерянных паке-
тов, а также повышенный уровень надежности. 
При достижении заданного уровня отказоустойчивости функционирования элементов се-
ти телекоммуникаций одной из главных проблем обеспечения гарантированного качества пре-
доставляемых услуг является определение маршрутов, которые удовлетворяли бы QoS-
требованиям [1–7]. Однако выбранный самый короткий путь не всегда является оптимальным. 
На практике гораздо важнее не столько длина телекоммуникационного пути, сколько выбор 
такого пути, при котором обеспечивались бы заданные пропускные способности каналов при 
минимальной стоимости передачи единицы потока информации. Одновременно к требованиям 
обеспечения заданных пропускных способностей и минимальной стоимости передачи инфор-
мации добавляются требования QoS сетей телекоммуникаций. В такой постановке проблема 
нахождения оптимального пути между источником и конечным узлом, при котором обеспечи-
валось бы заданное качество обслуживания и стоимость передачи единицы потока была мини-
мальной, специалистами изучена недостаточно полно. 
1. Постановка задачи обеспечения живучести компьютерных сетей при заданном 
уровне качества обслуживания  
В работе [1] вводится граф требований H = (V, D), содержащий ребро (s, t)  D всякий 
раз, когда имеется требование для передачи данных между s и t. Сеть рассматривается в [1] в 
виде графа топологий G = (V, E). Вершинам графа G соответствуют узлы сети телекоммуника-
ций, а ребрам – возможные телекоммуникационные услуги (технологии). Другими словами, 
ребра представляют собой множество каналов связи. 
Каждый канал (s, t)  E определяется посредством соответствующего весового вектора с 
компонентами m аддитивных QoS-канальных весов wi(s, t)   0 для всех 1  i  m [8, 9]. Для ад-
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дитивных QoS-параметров вес пути P = 121 ...  hnnn , состоящего из h узлов (каналов), 
равен вектор-сумме весов составляющих его каналов, где n – длина хопа, h – число хопов в пути: 
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Далее в [1] производится выбор нескольких кратчайших путей от некоторого источника 
до конечного узла, удовлетворяющих критериям QoS, а затем проводится оптимизация по од-
ному критерию – стоимости.  
Отличие данной работы от результатов, изложенных в [1], состоит в том, что оптимиза-
ция выбора пути проводится одновременно по двум критериям – стоимости и обеспечения за-
данного качества обслуживания, т. е. QoS. 
2. Модели обеспечения оптимальной топологии для маршрутизации информационных 
потоков  
Обозначим через P(u; s, t) множество всех путей из s в t (u показывает операционное со-
стояние сети, при u = 0 все узлы и ребра функционируют). По аналогии с [7] введем понятие 
стоимости передачи единицы потока по пути P P(0; s, t) для требования (s, t) как 
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 – стоимость передачи по дуге e единицы информа-
ции; Kτ – стоимость технологии τ; f(0; s, t; P) – величина потока от s к t вдоль пути P. Пусть 
T(e) – множество технологий, обеспечивающих передачу необходимого трафика; )(0 eC – на-
чальная пропускная способность для ребра e; ( )c e  – потенциальная пропускная способность 
для ребра e; ( )x e  – некоторая переменная [8]. 
В работах [1, 7, 10] задача построения оптимальной топологии сети для дискретных про-
пускных способностей может быть представлена в виде 
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при следующих ограничениях: 
– на обеспечение требуемой пропускной способности 
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где ( )x e  – переменная, которая принимает значение, равное 1, если выбрана технология τ , и 
равное 0, если выбрана иная технология, т. е. 
 ( ) 0,1x e  , 1, ( )T e  , e E  ; 
– на величину потока требований 
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– на неотрицательность потоковых переменных 
 (0; , ; ) 0f s t P   для всех ( , )s t D  и (0; , )P P s t . (5) 
Для синхронных линий передачи информации вводятся ограничения на пропускные 
способности [8]: 
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Для асинхронных каналов эти же ограничения будут иметь следующий вид: 
– для прямых дуг 
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– для обратных дуг 
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где d(s, t) – величина требуемого потока информации. Более подробно смысл представленных 
выше ограничений описан в [11]. 
В выражении (2) оптимизация производится по критерию стоимости. Запишем задачу оп-
тимизации по критериям стоимости и обеспечения QoS одновременно. Для этого введем новую 
функцию ( , )iF s t , которая характеризует длину пути и зависит от m ограничений Li; Li есть ог-
раничения, обеспечивающие заданное качество обслуживания: полосу пропускания, время от-
вета конечных узлов, вариации времени ответа, количество потерянных пакетов. В данном слу-
чае m = 4. Необходимо отметить, что перечень ограничений, обеспечивающих заданный уро-
вень качества обслуживания, может быть расширен и дополнен. 
Итак, 
 ( , ) ( , ) /i i iF s t w s t L   (9) 
для всех 1  i  m, i – целое число. 
Используя ( , )iF s t , модель построения оптимальной топологии по критериям стоимости и 
QoS для дискретных пропускных способностей может быть представлена в виде следующей 
многокритериальной задачи линейного программирования: 
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при ограничениях (3)–(8). 
Аналогичным образом решается задача построения оптимальной топологии сети и для 
кратных пропускных способностей каналов связи. В этом случае задача выбора оптимальной 
топологии может быть представлена в виде модели 
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при следующих ограничениях на обеспечение требуемой пропускной способности: 
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для всех 1  i m, i – целое число. Здесь x(e) – целое для всех Ee  и )(eT  – означает крат-
ность )(ec  и может быть ограничено сверху некоторой величиной )(eu , т. е. 
0 ( ) ( )x e u e   . 
Ограничения представленной модели на величину потока требований, на неотрицатель-
ность потоковых переменных и на пропускные способности каналов связи определяются соот-
ветственно выражениями (4)–(8).  
Если необходимо сформулировать дополнительные условия, при которых будет обеспе-
чиваться заданный уровень живучести при использовании различных стратегий (например, пе-
ремаршрутизации, разнообразия или резервирования), в представленные выше модели необхо-
димо добавить соответствующие ограничения, приведенные в [1]. 
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Заключение 
Представлена оптимизация выбора топологии сетей телекоммуникаций для маршрутиза-
ции информационных потоков с учетом требований обеспечения функциональности, мини-
мальной стоимости передачи информации и заданного качества обслуживания. Разработанные 
модели отличаются от известных (например, представленных в [1]) тем, что при выборе опти-
мального пути с точки зрения минимальной стоимости единицы передаваемой информации 
учитывается также требование обеспечения заданного качества обслуживания (10), (11). 
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MODELS OF MAINTENANCE OF PROPER QUALITY  
SERVICE IN TELECOMMUNICATION NETWORKS 
Optimization of the choice of topology in telecommunication networks is presented. The models 
of optimal topology design of telecommunication network for data flows routing by two criteria – cost 
and quality of service – are suggested. 
