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Abstract
Mass spectrometry proteomics, characterized by spiky, spatially heterogeneous func-
tional data, can be used to identify potential cancer biomarkers. Existing mass spec-
trometry analyses utilize mean regression to detect spectral regions that are differen-
tially expressed across groups. However, given the inter-patient heterogeneity that is
a key hallmark of cancer, many biomarkers are only present at aberrant levels for a
subset of, not all, cancer samples. Differences in these biomarkers can easily be missed
by mean regression, but might be more easily detected by quantile-based approaches.
Thus, we propose a unified Bayesian framework to perform quantile regression on func-
tional responses. Our approach utilizes an asymmetric Laplace working likelihood, rep-
resents the functional coefficients with basis representations which enable borrowing of
strength from nearby locations, and places a global-local shrinkage prior on the basis
coefficients to achieve adaptive regularization. Different types of basis transform and
continuous shrinkage priors can be used in our framework. An efficient Gibbs sampler
is developed to generate posterior samples that can be used to perform Bayesian esti-
mation and inference while accounting for multiple testing. Our framework performs
quantile regression and coefficient regularization in a unified manner, allowing them to
inform each other and leading to improvement in performance over competing meth-
ods as demonstrated by simulation studies. We apply this model to identify proteomic
biomarkers of pancreatic cancer missed by previous mean-regression based approaches.
Supplementary materials for this article are available online.
Keywords: Functional data analysis, Functional response regression, Quantile regression,
Bayesian hierarchical model, Global-local shrinkage, Proteomic biomarker
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1 Introduction
1.1 Mass Spectrometry Proteomics
The rapid advancement of molecular biotechnology has led to the ability to make large-scale
molecular measurements using high-throughput technologies at various molecular resolution
levels, including DNA, mRNA, epigenetic, metabolite, and protein levels. DNA and mRNA
have been most frequently studied, largely because nucleotide sequences are easier to study
and analyze in nature than proteins and metabolites. However, it is proteins, rather than
DNA or messenger RNA, that play a fundamental functional role in the molecular processes
underlying various diseases including cancer. As a result, there is great interest in studying
proteins directly and identifying proteomic biomarkers of cancer that can potentially be used
for early detection, new drug target identification and precision medicine strategies.
Mass spectrometry is an analytical technique to survey a large number of different pro-
teins, peptides, or metabolites in a biological sample by first ionizing the particles from
the sample, then separating the ions based on their mass-to-charge ratio, and detecting
the ions and assembling them into a mass spectrum for each sample. Commonly used ion-
ization techniques for solid and liquid biological samples include MALDI (matrix assisted
laser desorption and ionization) and ESI (electrospray ionization), and popular mass analyz-
ers which separate charged particles include TOF (time-of-flight) analyzer and quadrupole
mass analyzers. Regardless of the ionization and separation techniques used, the resulting
mass spectrum is a highly spiky and irregular function with many peaks, with the spectral
intensity y(t) approximating the relative abundance of a protein or peptide with the mass-
to-charge ratio of t in the given biological sample. To further enhance its capability for
protein identification and quantification, mass spectrometry is often used in tandem with
liquid chromatography, which first separates the proteomic sample through an LC column
over a series of elution times based on hydrophobicity or other physical properties before the
mass spectrometry procedure, resulting in 2D mass spectrometry data (LC-MS) with one di-
mension representing elution time and the other dimension representing the mass-to-charge
ratio (Zhang et al., 2009; Liao et al., 2014).
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1.2 Interpatient Heterogeneity and Pancreatic Cancer Proteomic
Markers
At the University of Texas M.D. Anderson Cancer Center, a study was conducted using
MALDI-TOF to discover potential proteomic markers of pancreatic cancer. The left col-
umn of Figure 1 displays the raw spectrum of a pancreatic cancer patient and a normal
control from this dataset, which demonstrates the highly spiky and irregular nature of mass
spectrometry data. In this study, researchers collected the blood serum samples from 139
pancreatic cancer patients and 117 normal controls and ran them on a MALDI-TOF mass
spectrometer to produce a mass spectrum for each sample (Koomen et al., 2005; Morris
et al., 2008). The primary goal is to identify proteins, represented by spectral regions, with
differential abundance between pancreatic cancer and normal samples, and potentially useful
as diagnostic, prognostic, or predictive biomarkers.
Figure 1: Sample spectra from the pancreatic cancer dataset. The first column shows the
raw spectrum of a normal control (a) and a cancer patient (c) randomly chosen from the pancreatic
cancer MALDI-TOF mass spectrometry dataset. The second column displays the corresponding
spectra of the normal control (b) and the cancer patient (d) after preprocessing, which includes
baseline correction, normalization, denoising and log2 transformation.
Classic approaches to analyzing mass spectrometry data depend on first performing peak
detection, and then only analyzing the detected locations and sometimes intensities of those
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peaks. For example, after applying a feature detection method to identify m peaks for each
of N spectra, these can be put together into an N ×m matrix and analyzed to find which of
the m features are associated with factors of interest (cancer/normal). While this two-step
approach seems intuitive and reasonable, important proteomic differences across factors of
interest might be missed if the feature detection procedure in the first step fails to detect
peaks corresponding to the corresponding protein. An alternative to this feature extraction-
based approach is to model the entire mass spectra as functional data using functional data
analysis techniques. Morris (2012) applied the wavelet-based functional mixed model intro-
duced by Morris and Carroll (2006) to this pancreatic cancer dataset to identify differentially
expressed regions between cancer and control in the range from t = 4, 000 to t = 20, 000
Daltons, and flagged approximately 50% more significant spectral regions than the more
commonly used peak detection approach, suggesting that the functional modeling approach
can yield greater power for biomarker discovery.
As is the case for nearly all mass spectrometry analyses, both of these feature extraction
and functional data approaches utilize mean regression, in which the mean expression levels
are compared across pre-defined groups. However, given the interpatient heterogeneity that
is a hallmark of cancer, for many potentially useful proteomic biomarkers only a subset of
cancer patients may have protein levels that differ from the normal controls. These may
be difficult to detect using statistical methods focused on the mean, and might be more
easily detected by quantile-based methods. In those cases, we may have more power to find
cancer-normal differences when looking in the tails of the distributions rather than the mean.
To explore this possibility, we computed the difference in the mean and sample quantiles
between the cancer and normal groups for each spectral position between 5000D and 8000D
in Figure 2 (a). Note that in the region (5700D, 6000D), there appear to be huge differences
in the 90th percentile in the upper tail, while there is little evidence of a difference in the
median or mean. More closely inspecting one location at 5764.1D, Figure 2 (b) and (c) show a
strongly right skewed pattern of the spectral intensity distribution for the cancer cohort and a
slightly left skewed distribution with a similar mode for the normal cohort. This observation
suggests that a small subset of pancreatic cancer patients have much higher protein levels
than other patients and healthy controls at 5764.1D, but mean or median regression might
not be able to detect this important pattern. While these plots are suggestive of some
difference, formal statistical methods are needed to assess these potential differences, and
these methods need to account for the multiple testing problem inherent to these high-
dimensional data. Our goal in this paper is to develop such methods.
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1.3 Literature review: Quantile Regression and Functional Quan-
tile Regression
Quantile regression, first introduced by Koenker and Bassett Jr (1978), has been widely used
in many application areas to study the effect of predictor variables on a given quantile level
of the response, and can reveal important information about how the entire distribution
of response varies with predictors in ways that might not be captured by mean regression.
Traditionally, quantile regression is formulated as an optimization problem in which the
regression coefficients are estimated by minimizing the check loss function (Koenker, 2005).
Recently, Bayesian quantile regression has gained a lot of attention, partly because pos-
terior samples drawn from Markov Chain Monte Carlo procedure can be used to perform
Bayesian inference on any model parameter in a straightforward manner. A great variety
of likelihoods have been proposed to perform Bayesian quantile regression; see Lum et al.
(2012) and Yang et al. (2016) for a comprehensive overview. Among them, asymmetric
Laplace (AL) error distribution (Yu and Moyeed, 2001) is widely adopted in conditional
quantile regression models, based on the fact that the maximization of an AL likelihood is
equivalent to the minimization of the check loss function.
In the present context, we would like to perform quantile regression for each spectral lo-
cation, which is a generalization consisting of quantile regression of functional responses on
scalar predictors that we henceforth refer to as functional quantile regression(FQR). An ap-
proach has recently been proposed to model the effect of scalar predictors on the conditional
quantile of a scalar response nonparametrically under additive modeling framework (Fasiolo
et al., 2018). There has also been recent work on scalar-on-function quantile regression where
the conditional quantile of a scalar response is modeled as an inner product of a functional
predictor and an unknown coefficient function (Cardot et al., 2005; Ferraty et al., 2005; Chen
and Mu¨ller, 2012; Kato, 2012; Li et al., 2016). However, to our knowledge, very few statistical
methods have been developed to perform FQR, i.e., function-on-scalar quantile regression.
One approach would be to simply fit independent quantile regressions for each t, which is
unbiased but expected to be inefficient since it does not borrow strength from nearby t as
is typical in functional data modeling approaches. As emphasized in a review of functional
regression techniques in Morris (2015), most functional regression methods borrow strength
across t by using basis functions and penalization to induce smoothness and regularization in
the functional coefficients. The functional linear array model proposed by Brockhaus et al.
(2015) is a general framework for functional regression which could be used to perform FQR if
6
the check loss function is chosen. However, as we show, this framework’s utilization of spline
basis functions and global L2 penalization may not work well for complex, irregular func-
tions like the mass spectrometry data here, and the FDboost fitting approach (Brockhaus
and Ruegamer, 2017) has scalability problems in this setting. New methods for performing
functional response quantile regression are needed for data like these.
In this paper, we present a new unified Bayesian FQR framework that performs quan-
tile regression across all t by adopting an AL likelihood and adaptively regularizing the
functional regression coefficients using a basis representation with shrinkage priors on the
corresponding basis coefficients. Our framework is highly general in that any basis functions
and computationally tractable shrinkage priors can be chosen, depending on the character-
istics of the functional data to be analyzed. We develop an efficient Gibbs sampler to fit this
fully Bayesian hierarchical model in an automated fashion with no tuning required, which
yields posterior samples that can be used to perform Bayesian inference on the regression
coefficients that adjusts for multiple testing over t. Our approach is computationally efficient
and can handle functional data observed on grids of hundreds to thousands.
The rest of this paper is organized as follows. We introduce the Bayesian functional
quantile regression framework in Section 2.1, describe the procedures for posterior computa-
tion of our proposed model in Section 2.2, and discuss posterior inference in Section 2.3. We
conduct simulation studies to assess the performance of our proposed model and compare to
other alternatives in Section 3, apply our model to the motivating pancreatic cancer mass
spectrometry dataset and discuss the findings in Section 4, and conclude the paper with a
discussion in Section 5.
2 Methods
2.1 Bayesian functional quantile regression (FQR) model
Suppose a sample of N curves Y(t) = (Y1(t), . . . , YN(t))
′ are observed on the same compact
set T , and X is the N × p design matrix. For the τth quantile, the model we use to perform
Bayesian functional quantile regression is given by
Y(t) = XBτ (t) + Eτ (t), (1)
where Bτ (t) = (Bτ1 (t), . . . , B
τ
p (t))
′ is a vector of regression coefficient functions measuring
the effect of covariates X on the τth quantile of response function Y at position t, and
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Eτ (t) = (Eτ1 (t), . . . , E
τ
N(t))
′ is a vector of residual error functions that follow asymmetric
Laplace distribution AL(0, τ, σ(t)) at position t, independently across positions and samples.
The probability density function of AL(0, τ, σ(t)) is given by
f(|µ, τ, σ) = τ(1− τ)
σ
exp
[
−ρτ (− µ)
σ
]
,
where ρτ (u) = u(τ − 1(u≤0)) is the check loss function. The τth quantile of the asymmetric
Laplace distribution AL(0, τ, σ(t)) is zero, therefore, model (1) impliesQτ (Y(t)|X) = XBτ (t)
for ∀t ∈ T , with Qτ (Y(t)|X) denoting the τth quantile of Y(t) conditional on X, and Bτa(t)
representing the partial effect of the covariate a on the τth quantile of Y(t). An asymmetric
Laplace random variable  can be represented as a scale mixture of normal distributions (Reed
and Yu, 2009), i.e.,

d
=
1− 2τ
τ(1− τ)ξ +
√
2σξ
τ(1− τ)Z,
where Z is a standard normal random variable and ξ is an independent exponential random
variable with mean σ. This representation allows the development of an efficient partially
collapsed Gibbs sampler for Bayesian quantile regression as detailed in Section 2.2.
To simplify notation, henceforth we omit the quantile level τ in the hierarchical model-
ing assumptions we make for the functional quantile regression coefficients Bτ (t), with the
understanding that the coefficients correspond to a particular choice of quantile τ .
Basis Representation and Shrinkage Priors:. As is typical for functional regression
methods, we will induce regularization in the functional coefficients Ba(t) using a basis
representation and penalization induced by sparsity priors. For a given chosen finite basis
representation {φk(t), k = 1, . . . , K}, we specify a basis representation for Ba(t),
Ba(t) =
K∑
k=1
B∗akφk(t). (2)
Common choices of the basis functions include splines, functional principal components,
Fourier bases and wavelets.
We induce regularization of Ba(t) by penalizing the basis coefficients B
∗
ak using an appro-
priate global-local shrinkage prior (Polson and Scott, 2010). For extra flexibility in regular-
ization, we group the basis functions k = 1, . . . , K into regularization subsets j = 1, . . . , J ,
each containing Hj basis functions such that K =
∑J
j=1Hj. This allows different sets of basis
functions to experience different levels of shrinkage, which can lead to more adaptive regu-
larization of Ba(t). For example, for wavelet bases, j can index the wavelet scale, allowing
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higher and lower frequency wavelets to experience different levels of shrinkage. For functional
principal components analysis, the Hj eigenfunctions that share the same blog10(ηk)c, where
ηk denotes the corresponding eigenvalue, can be grouped into the same regularization subset
j, allowing the possibility that dimensions explaining a higher proportion of the functional
variability may also be more important for representing the functional predictor Ba(t), as
well, and be allowed to experience less shrinkage.
Given the regularization groups, a general global-local prior can be expressed as
B∗ajh ∼ N(0, λ2ajhψ2aj), λajh ∼ g1, ψaj ∼ g2(Θaj). (3)
This prior is comprised of a scale mixture of Gaussians, with a global shrinkage parameter
ψ2aj and local shrinkage parameter λ
2
ajh. The local shrinkage parameters λajh are assigned
some prior g1, allowing different amount of shrinkage on B
∗
ajh within the regularization subset
j. The global shrinkage parameter ψaj controls the overall level of shrinkage in the subset j,
and is assigned a prior g2 indexed by the hyperparameter Θaj.
Conditioning on ψaj and integrating out λajh, different choices of g1 result in different
marginal distributional forms that lead to different types of penalization and forms of reg-
ularization. A degenerate distribution λajh ∼ δ1 induces a Gaussian prior on B∗ajh, leading
to L2 penalization which would be a natural choice of regularization if spline basis functions
are used. λ2ajh ∼ Exp(12) induces a Laplace prior on B∗ajh, leading to L1 penalization and for
which the maximum a posteriori estimator is equivalent to the lasso estimate widely used for
variable selection. λajh ∼ C+(0, 1) induces a horseshoe prior (Carvalho et al., 2009, 2010)
on B∗ajh, leading to non-linear adaptive shrinkage particularly desirable for wavelet trans-
form, which tends to concentrate the signals in the data space on a relatively small number
of wavelet coefficients that are usually large in magnitude, with the remaining coefficients
being small and mostly consisting of noise. The infinitely tall spike of the horseshoe prior at
the origin can strongly shrink the small coefficients, and its symmetric flat and Cauchy-like
tails can avoid over-shrinkage of the large coefficients and retain the dominant local features
in the observed data (Carvalho et al., 2009).
To summarize, our proposed model performs quantile regression on functional responses
based on model (1), represents the coefficient functions using an appropriate basis repre-
sentation as specified by model (2), and regularizes the basis coefficients by employing a
global-shrinkage prior in model (3). Henceforth, we term this model as Bayesian functional
quantile regression (FQR).
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In practice, the functional responses are observed only on some discrete grid. Because
our model is built for functional data sampled on a sufficiently dense grid, interpolation can
be reasonably used to get a common grid for functional observations across subjects. If we
assume that Y(t) = (Y1(t), . . . , YN(t))
′ are all observed on a common grid t = (t1, . . . , tT )′,
and utilize the scale mixture representation of AL, we can represent the discrete version of
model (1) as
Yi(tl) = X
′
iB
τ (tl) +
1− 2τ
τ(1− τ)ξi(tl) +
√
2ξi(tl)σ(tl)
τ(1− τ) Zi(tl), (4)
for sample i = 1, . . . , N and position l = 1, . . . , T . In model (4), Y is an N × T matrix
of functional responses with Yi(tl) being the observation for sample i at position l, B is a
p×T matrix of functional coefficients with its lth column Bτ (tl) = (Bτ1 (tl), . . . , Bτp (tl))′ being
the vector of quantile regression coefficients at position l, σ(tl) is the scale parameter of the
AL distribution at position l, ξi(tl) is the latent variable for sample i at position l following
exponential distribution with mean σ(tl) independently across positions and samples, and
Zi(tl) is a standard normal variable i.i.d across positions and samples.
Equation (2) can now be expressed as
B = B∗Φ, (5)
where B∗ is a p ×K matrix of basis coefficients, Φ is a full rank K × T matrix whose kth
row corresponds to the basis function φk evaluated on the discrete grid t.
2.2 Posterior computation
We take a fully Bayesian approach to fit the FQR model. For appropriately chosen priors g1
and g2, posterior sampling proceeds via an efficient blocked Gibbs sampler with data aug-
mentation if necessary. We outline the steps to draw posterior samples of the parameters in
model (4) as follows, and leave the full computational details in the supplementary materials.
1. For each l, sample (σ(tl)|B(tl),y(tl)) from an inverse Gamma distribution;
2. For each i and l, sample (1/ξi(tl)|B(tl), σ(tl),y(tl)) from an inverse Gaussian distribu-
tion;
3. For each a, sample (B∗a|B∗−a,λa,ψa, ξ,σ,Y) from multivariate normal;
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4. For each a, j, h, sample the local shrinkage parameter (λajh|B∗ajh, ψaj); for each a, j,
sample the global shrinkage parameter (ψaj|λaj,B∗aj);
5. Project the rows of the updated basis coefficients B∗ back to the data space using
equation (5).
2.3 Posterior inference
The posterior samples obtained from the MCMC procedure can be used to construct a
Bayesian estimator and perform Bayesian inference for any function of the parameters in
model (4). In particular, for the functional coefficient Ba = (Ba(t1), . . . , Ba(tL))
′, a 100(1−
α)% simultaneous credible band can be constructed from the posterior samples of Ba using
the method described by Ruppert et al. (2003) for α ∈ (0, 1). Suppose {B(g)a , g = 1, . . . , G}
are the G posterior samples of Ba, where B
(g)
a = (B
(g)
a (t1), . . . , B
(g)
a (tT ))
′. Let m(Ba(tl)) and
sˆd(Ba(tl)) denote the mean and standard deviation of Ba(tl) estimated from the G posterior
samples, a 100(1− α)% simultaneous credible band can be constructed by[
m(Ba(tl))− qαsˆd(Ba(tl)),m(Ba(tl)) + qαsˆd(Ba(tl))
]
, l = 1, . . . , T,
where qα is the (1− α) sample quantile of
max
1≤l≤T
∣∣∣∣∣B(g)a (tl)−m(Ba(tl))sˆd(Ba(tl))
∣∣∣∣∣ , g = 1, . . . , G.
Given a quantile level τ and covariate a, it is often of interest to identify the locations t
for which Ba(t) is significantly different from zero while adjusting for multiple testing in the
functional data context. For example, in the pancreatic cancer mass spectrometry dataset,
if the covariate a denotes cancer status, then the identified locations t would correspond
to the spectral regions for which the τth quantile of protein expressions significantly differs
between the cancer and normal populations. In this paper, we consider an approach that
performs functional inference based on simultaneous band scores, or SimBaS (Meyer et al.,
2015), which involve inverting the joint credible bands for each t. SimBaS of a functional
location tl is defined as the minimum α for which the 100(1 − α)% simultaneous credible
band excludes zero at tl. At a pre-chosen level α, we flag tl as significant if its SimBaS is less
than or equal to α. Given that it is based on the 100(1−α)% simultaneous credible band for
which there is a 100(1− α)% posterior probability that the entire function Ba(t) lies within
the corresponding band, use of this measure effectively adjusts for multiple testing based on
an experimentwise error rate criterion.
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In terms of flagging significant spectral regions, the SimBaS account for statistical sig-
nificance, but not practical significance. One may wish to also require a difference of some
minimum effect size to flag a spectral region as significant, which can be specified as a mini-
mum fold change δ if the log spectral intensities are measured. In that case, one may require
SimBaS< α and |Ba(t)| ≥ log2 δ, requiring at least a δ-fold change for the τth quantile of
protein expressions between cancer and normal groups, quantified by posterior mean esti-
mates of Ba(t). To consider a region as significant, we also require at least 3 consecutive
locations to be flagged based on the SimBaS and effect size.
3 Simulation studies
We conducted simulation studies to evaluate the performance of our proposed model and
compare to several straightforward approaches that some might use in the FQR setting.
Simulation design: The shapes of mass spectrometry peaks can be approximated by
Gaussian densities (Zhang et al., 2009), with the heights of the peaks roughly quantifying
the relative abundance of proteins at the corresponding spectral locations. Thus, in con-
structing a simulation to mimic mass spectrometry data, we utilize peaks with Gaussian
shapes. While the peak shapes were chosen to be Gaussian, the distributions of peak in-
tensities across samples were not. Instead, they were chosen to have skewed or heavy tailed
distributions to mimic the distributions we see in the real protein data. For some peaks,
we simulate the data such that there is no difference in peak intensity between cancer and
normal groups and for others, we simulate them to have identical peak shape but differ-
ent intensity distributions. These distributions were constructed to have identical means (if
they exist) but either different degrees of skewness or tail heaviness so that there would be
a difference in the distributional tails but not in the means.
Specifically, we considered two different settings for the distribution of peak magnitudes
across subjects, which we refer to as (i) symmetric heavy tailed setting and (ii) right skewed
setting, respectively. For one simulated dataset from each setting, functional data were
generated for two groups based on the following model, with 200 curves per group
ya(t) =
7∑
k=1
ck,af (t | µk, σk) + e(t),
where a(= 1, 2) denotes the group status, f (t | µk, σk) is the probability density function
of a normal distribution with mean µk and standard deviation σk, which corresponds to a
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Gaussian shaped peak in ya(t) centered at µk, and ck,a is a random variable that dictates the
magnitudes of this peak across subjects in group a. e(t) is a Gaussian AR(1) process with lag
1 autocorrelation ρ = 0.8 and a marginal distribution e(t) ∼ N(0, 9). The functional response
ya(t) is observed on an equally spaced grid of 501 on the interval [0, 15]. The distributions of
ck,a and the values taken by µk and σk are provided in Table 1. We simulated 100 replicate
datasets for each setting.
Table 1: Parameter specifications of the data generating models in simulations.
Basis index Both settings Setting (i) Setting (ii)
k µk σk ck,1 ck,2 ck,1 ck,2
1 1.209 0.145 N(30, 1.52) N(30, 1.52) N(30, 1.52) N(30, 1.52)
2 2.938 0.150 N(30, 1.52) N(30, 1.52) IG(1, 0.35) + 30 N(30.6, 0.42)
3 4.700 0.155 1.75t2 + 30 N(30, 1
2) N(30, 1.52) N(30, 1.52)
4 7.267 0.160 N(30, 1.52) N(30, 1.52) N(30, 1.52) N(30, 1.52)
5 9.013 0.165 N(30, 1.52) N(30, 1.52) N(30, 1.52) N(30, 1.52)
6 10.545 0.170 N(30, 12) 1.75t2 + 30 N(30.5, 0.4
2) IG(1, 0.35) + 30
7 13.200 0.175 N(30, 1.52) N(30, 1.52) N(30, 1.52) N(30, 1.52)
For both settings, the design matrix X is a 400× 2 matrix, with the first column being
the intercept and the second column denoting the group status (= 1 for group 1 and −1
for group 2). At a given quantile τ , the model Y = XBτ + Eτ is fitted to perform FQR.
The quantity of interest is the group main effect function Bτ2 (t), which quantifies the group
difference in the τth quantile at position t.
The true group main effect functions Bτ2 (t) at various levels of τ in setting (i) and (ii)
are demonstrated in Figure 3 (a) and (b). Obvious group differences are present at τ =
0.1, 0.2, 0.8, 0.9 in setting (i), and at τ = 0.8, 0.9 in setting (ii). Figure 3 (c) and (d) show
one spectrum per group in a simulated dataset respectively for the two different settings,
and it can be seen that each spectrum contains seven peaks that are identically located but
allowed different heights across groups.
In setting (i), mean or median regression on the simulated data would detect no group
difference because the magnitudes associated with each peak are purposely designed to have
identical mean and median between two groups, but the symmetric heavy tailed t2 leads
to obvious group difference in the simulated spectral intensities around the associated peak
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Figure 3: Group main effect functions and sample curves in simulations. The true group
main effect functions at multiple quantile levels are shown respectively for the symmetric heavy
tailed setting (i) in (a), and the right skewed setting (ii) in (b). One simulated curve per group is
displayed in (c) for the symmetric heavy tailed setting (i), and in (d) for the right skewed setting
(ii).
at more extreme quantiles. In setting (ii), the choice of an inverse Gamma distribution
without a finite mean for peak magnitudes renders it theoretically implausible to perform
mean regression on the simulated data, while its heavily right skewed nature makes the
distributions of the simulated spectral intensities at the associated peak greatly differ in the
upper tail but not the median or lower tail across two groups. This scenario was designed
to mimic the characteristics of the cancer main effect in the region (5700D, 6000D) that we
observed from Figure 2 and described in Section 1.2. These two scenarios are motivated
by the setting whereby group differences are evident in the tails but not the center of the
distribution, and allow us to examine the performance of our proposed approach in different
types of heavy tailed settings.
Bayesian FQR model: We applied our Bayesian FQR model to these simulated data,
using a wavelet basis with a Daubechies wavelet with 4 vanishing moments, periodic bound-
ary conditions, and a decomposition level J = 7, and a horseshoe regularization prior. Note
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that the asymmetric Laplace likelihood, wavelet basis representation, and horseshoe prior
were not any part of the data generating process for the simulated data, so our method does
not have any unfair advantage over others in its performance.
Alternative approaches: In addition to our proposed Bayesian FQR approach, we also
considered a few alternative approaches and assessed their performance, including 1) the
na¨ıve Bayesian quantile regression, or Bayesian QR (Yu and Moyeed, 2001) which performs
Bayesian quantile regression separately at each location t using the asymmetric Laplace
likelihood; 2) the na¨ıve quantile regression, or QR (Koenker, 2005) which does quantile
regression at each individual location t by minimizing the check loss function; 3) QR with
spline smoothing which smooths the functional coefficients estimated by QR using splines; 4)
QR with wavelet denoising which denoises the functional coefficients estimated by QR using
wavelets; 5) FDboost which fits a functional linear array model by component-wise gradient
boosting. The alternatives based on minimization of the check loss function do not require
a likelihood function, while the Bayesian approaches adopt an AL likelihood. To ensure
a fair comparison between non-Bayesian and Bayesian methods, we did not simulate data
with AL distributed residual errors. We implemented the Bayesian approaches in MATLAB
(MATLAB, 2016) and ran each MCMC chain for 8000 iterations, discarding the first 2000
and keeping every 3. The ”quantreg” package (Koenker, 2017) in R (R Core Team, 2017)
was called to do quantile regression in the approaches 2)-4) and 2000 bootstrap samples were
generated per case to perform functional inference. The ”FDboost” package (Brockhaus and
Ruegamer, 2017) in R was called to implement approach 5).
Evaluation criteria: At each of the quantile levels 0.1, 0.2, 0.5, 0.8 and 0.9, Bayesian
FQR model and alternative methods were applied to the simulated datasets to perform
FQR. We used SimBaS to identify significantly different regions of the functions between two
groups at each quantile. For non-Bayesian approaches, bootstrap samples were generated and
used in place of posterior samples to construct simultaneous confidence bands and compute
SimBaS. At a given level α, we flagged a location t as significant if its corresponding SimBaS
is less than or equal to α, and computed the sensitivity and false positive rate of detecting at
least a group difference of δ = 0.3 for each approach, averaging over 100 simulated datasets.
We also evaluated the estimation performance of these methods using a) the integrated
mean squared error (IMSE) which measures the variability of the mean estimate around
the truth, and b) the integrated variability (IVar) which measures the variability of the
posterior samples around the posterior mean estimate for Bayesian approaches, and the
variability of bootstrap samples around the mean estimate for bootstrap-based approaches,
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also averaging over 100 replications. For a functional parameter θ(t)(t ∈ T ) with true value
θ0(t), suppose
{
θ(g)(t), g = 1, . . . , G
}
are the G posterior samples for Bayesian approaches,
or the G bootstrap samples for bootstrap-based alternatives. θˆ(t) is the mean estimate of
θ(t) computed by θˆ(t) = G−1
∑G
g=1 θ
(g)(t). IMSE is defined as
∫
T
{
θˆ(t)− θ0(t)
}2
dt, and
IVar is defined as G−1
∑G
g=1
∫
T
{
θ(g)(t)− θˆ(t)
}2
dt.
Simulation results: The simulation results are presented in Table 2, which summa-
rizes their estimation and inferential performance for each quantile at which the simulated
spectra demonstrate remarkable group differences as shown in Figure 3 (a) and (b) (results
for quantile levels with little or no group differences are not shown), respectively for the
symmetric heavy tailed setting (i) and right skewed setting (ii).
The total time to perform FQR on a simulated dataset at the 5 quantile levels on a
64-bit operating system with 2 processors and an RAM of 256GB was about 40 minutes
for Bayesian QR, 110 minutes for Bayesian FQR and 70 minutes for the bootstrap-based
approaches with or without smoothing. This indicates the Bayesian FQR is computationally
scalable to high-dimensional functional datasets along with the competing approaches.
For each quantile τ considered in both settings, the Bayesian FQR model clearly outper-
formed the na¨ıve Bayesian QR in both estimation accuracy (IMSE) and variability (IVar),
and had substantially increased sensitivity at the cost of a slightly higher false positive rate
at each of the commonly used levels α. The same conclusions applied to the comparison
between the bootstrap-based two-step approaches and their na¨ıve counterpart. These com-
parisons indicate that regularization of the functional coefficients leads to greatly improved
performance in both estimation and inference.
Compared to the two-step alternatives, the Bayesian FQR model had essentially similar
estimation accuracy but dramatically reduced estimation variability (IVar) in each case,
which resulted in a much tighter simultaneous credible band and considerably increased
sensitivity for detecting regions with at least a group difference of δ = 0.3. It is worth noting
that at the most commonly chosen threshold α = 0.05, all the bootstrap-based approaches
have a quite low sensitivity (< 0.3) at each quantile τ considered in each setting. One
explanation for the improved performance of the Bayesian FQR is that quantile regression
and regularization are done simultaneously in a unified model, in which they can inform
each other, while the two-step methods first perform quantile regression independently for
each t and only post-smooth the results after model fitting, which in principle can sacrifice
efficiency.
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τ Methods Sensitivity (×10−2) False Positive Rate (×10−2) IMSE IVar
α 0.001 0.01 0.05 0.10 0.001 0.01 0.05 0.10
0.1
Bayes QR 38.0 49.6 59.3 64.2 0.02 0.05 0.21 0.28 40.3(5.8) 15.1(0.7)
Bayes FQR 71.8 81.3 86.6 88.9 0.28 1.18 2.65 4.01 24.0(5.3) 4.5(0.4)
QR 0 0.2 1.3 2.9 0 0 0 0 37.8(5.6) 50.2(3.5)
QR (+s) 2.6 8.4 23.1 30.9 0 0 0.01 0.03 23.1(5.5) 27.4(3.0)
QR (+w) 0.1 2.9 16.1 25.4 0 0 0.03 0.06 22.4(5.3) 20.4(3.5)
0.2
Bayes QR 4.9 10.3 16.9 21.1 0.01 0.01 0.03 0.05 26.6(3.4) 14.5(0.3)
Bayes FQR 37.5 54.7 68.3 72.9 0.06 0.41 1.62 2.72 14.3(3.3) 3.0(0.3)
QR 0 0 0.8 1.3 0 0 0 0 25.2(3.3) 31.3(0.9)
QR (+s) 1.1 4.6 10.2 15.3 0 0 0.02 0.03 15.6(3.1) 17.5(0.7)
QR (+w) 0 0.8 8.5 15.3 0 0 0.01 0.05 13.3(2.8) 11.5(0.7)
0.8
Bayes QR 4.2 10.0 17.3 20.9 0 0 0.02 0.05 26.9(3.8) 14.4(0.3)
Bayesian FQR 35.5 48.6 61.5 67.4 0.13 0.51 1.76 2.82 14.7(3.4) 3.0(0.2)
QR 0 0.1 0.3 0.8 0 0 0 0 25.5(3.7) 31.2(0.8)
QR (+s) 0.7 3.4 9.4 14.2 0 0 0 0 15.8(3.5) 17.4(0.7)
QR (+w) 0.1 2.2 7.8 12.3 0 0 0.02 0.07 13.5(3.2) 11.5(0.7)
0.9
Bayes QR 35.1 46.8 55.4 59.5 0 0.04 0.17 0.26 41.2(6.7) 15.0(0.6)
Bayes FQR 66.9 77.3 83.1 85.2 0.24 1.08 2.71 4.00 25.4(6.1) 4.5(0.3)
QR 0 0 0.7 2.2 0 0 0 0 38.6(6.5) 49.6(2.3)
QR (+s) 1.7 8.7 20.4 28.9 0 0 0.02 0.03 23.9(6.3) 27.0(2.1)
QR (+w) 0.2 2.9 14.6 23.2 0 0 0.05 0.11 23.7(5.6) 19.7(2.7)
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τ Methods Sensitivity (×10−2) False Positive Rate (×10−2) IMSE IVar
α 0.001 0.01 0.05 0.10 0.001 0.01 0.05 0.10
0.8
Bayes QR 1.2 4.2 8.7 12.7 0 0.01 0.04 0.08 26.6(3.4) 19.9(21.9)
Bayes FQR 25.4 44.2 57.8 65.0 0.08 0.43 1.55 2.54 14.1(3.2) 3.1(0.3)
QR 0 0.2 0.4 0.6 0 0 0 0 25.2(3.3) 30.0(0.8)
QR (+s) 1.0 7.6 19.0 26.1 0 0 0.01 0.04 15.6(3.2) 16.5(0.7)
QR (+w) 0.7 6.4 26.3 39.5 0 0 0.02 0.09 12.4(2.9) 10.4(0.6)
0.9
Bayes QR 9.7 17.0 25.3 29.8 0.02 0.04 0.12 0.27 45.9(13.8) 37.3(87.0)
Bayes FQR 43.9 59.1 70.2 74.0 0.30 1.17 2.82 4.04 29.4(11.1) 5.0(0.7)
QR 0 0 0 0 0 0 0 0 43.6(13.9) 58.1(11.3)
QR (+s) 0 0.8 5.2 9.5 0 0 0.01 0.01 29.0(13.6) 34.8(10.5)
QR (+w) 0 0.1 3.7 9.7 0 0 0.02 0.05 26.9(10.3) 27.4(11.4)
Table 2: Simulation results at selected quantile levels. For the Bayesian FQR and alternative methods, the
sensitivity (×10−2) and false positive rate (×10−2) of detecting at least a group difference of δ = 0.3 based on SimBaS
at commonly used levels of α, as well as the estimation performance in terms of integrated mean squared error (IMSE)
and integrated variability (IVar) with standard deviations in parentheses, are presented for the symmetric heavy tailed
setting (i) in the upper table, and the right skewed setting (ii) in the lower table. QR (+s) and QR (+w) refer to the
bootstrap-based two-step approaches with spline smoothing and wavelet denoising respectively.
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FDboost had difficulty modeling these spiky, spatially heterogeneous data. For example,
when applying FDboost with the default arguments to perform FQR on a simulation dataset
in the right skewed setting at τ = 0.9, the point estimate of the group main effect function
B0.92 (t) turned out to be identically 0. We suspected this was due to the spline basis, L2
penalty, and the use of gradient boosting for model estimation, which performed variable
selection and never selected the predictor coding the highly sparse group difference B0.92 (t)
in any iteration. Although we were able to get a reasonable estimate of B0.92 (t) with a
more suitable choice of arguments, this process required a lot of manual tuning by the user.
Additionally, it took 5 minutes to get this reasonable point estimate including the necessary
parameter tuning process, suggesting that it would take more than 160 hours to generate
2000 bootstrap samples to perform simultaneous inference using this approach. We repeated
this fitting process to 10 replicate datasets which led to the same conclusions each time.
Therefore, we decided that FDboost was not appropriate for our simulation settings, and
did not apply it to all the simulated datasets or other quantile levels.
4 Functional Quantile Regression for Protein Biomarker
Discovery
We applied our Bayesian FQR model using wavelet basis functions, as well as the alternative
methods described in Section 3 to perform FQR on the pancreatic cancer mass spectrometry
dataset at τ = 0.1, 0.25, 0.5, 0.75, 0.9. We are primarily interested in identifying regions
of the mass spectra that significantly differ between the cancer and normal group at each
quantile level while adjusting for multiple testing, and comparing the flagged regions across
quantiles. For comparative purpose, we also applied the wavelet-based functional mixed
model, or WFMM (Morris and Carroll, 2006) to perform functional mean regression to assess
which results found by the Bayesian FQR would have been missed had only functional mean
regression been done.
Our analysis is focused on the part of the spectra from t = 5, 000 to t = 8, 000 Daltons
including 1, 659 observations per spectrum. To draw meaningful biological conclusions from
the mass spectrometry data, it is critical to perform appropriate preprocessing before further
statistical analysis (Sorace and Zhan, 2003). The preprocessing steps for MALDI-TOF
mass spectrometry data include baseline correction, normalization and denoising, which were
performed using the methods described by Coombes et al. (2005). The spectral intensities
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can span several orders of magnitude across mass-to-charge ratio t for a given sample, and
demonstrate extreme skewness across samples at a given t. To mitigate these issues, we took
log2 transformation on the mass spectrometry data, which also allows an absolute difference
of one on the log2 scale to be interpreted as a two-fold change on the original scale. These
samples were processed in four different blocks over a span of several months. Previous
studies (Baggerly et al., 2003, 2004) show that block effects associated with MALDI-TOF
instruments can often be severe, so we estimated and subtracted the block-specific mean from
the preprocessed mass spectra to adjust for the block effects. In Figure 1, the right column
displays the corresponding preprocessed spectra of the raw spectra in the left column, and
this comparison clearly shows the effect of preprocessing.
The design matrix X for this dataset is a 256× 2 matrix, with the first column being the
intercept and the second column denoting cancer (=1) or normal (=−1) status. The models
Y = XBτ + Eτ (τ = 0.1, 0.25, 0.5, 0.75, 0.9) and Y = XBmean + Emean are individually fitted
to perform FQR and functional mean regression. The cancer main effect functions Bτ2 (t)
and Bmean2 (t) respectively quantify the difference in the τth quantile and mean of the log2
spectral intensities between cancer and normal groups at the spectral location t. For the
Bayesian FQR model, we performed discrete wavelet transform (DWT) using the Daubechies
wavelet with 4 vanishing moments, periodic boundary conditions, and a decomposition level
J = 8. We placed a horseshoe prior on B∗ajh, assuming λajh ∼ C+(0, 1) and ψaj ∼ C+(0, sa),
where sa is a hyperparameter with a vague hyperprior. For the WFMM, we used the same
wavelet basis functions to perform DWT and implemented the MCMC procedures as de-
scribed in Morris et al. (2008) to draw posterior samples. For Bayesian approaches, we ran
each MCMC chain for 15000 iterations, discarding the first 5000 and keeping every 5. The
trace plots and Geweke diagnostic results of various parameters which are provided in the
supplementary materials indicate good mixing of the chains. Using the posterior samples
of Bτ2 (t) or B
mean
2 (t), we computed the posterior mean estimate, the 100(1 − α)% simulta-
neous credible band for α ∈ (0, 1) and SimBaS of the corresponding functional coefficient
at each spectral location t. We flagged t as significantly different in the τth quantile or
mean between the cancer and control groups if its SimBaS is less than or equal to 0.05 and
its posterior estimate is greater than 1
2
log2(1.5) in magnitude, corresponding to at least a
1.5-fold change. Such flagging criteria allow us to identify regions that are both statistically
and practically significant. For each non-Bayesian method, we generated 2000 bootstrap
samples to compute the mean estimate of Bτ2 (t) and perform functional inference.
To perform FQR on the pancreatic dataset at each quantile level, it took about 1 hour for
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Bayesian QR, 4.5 hours for Bayesian FQR and 2.5 hours for each bootstrap-based alternative
under the computer setting specified in Section 3. We summarized the mean estimate of
Bτ2 (t)(τ = 0.1, 0.25, 0.5, 0.75, 0.9) and the corresponding 95% simultaneous credible band
obtained from our Bayesian FQR model and each alternative approach in plots. For the
Bayesian FQR, we ran several parallel MCMC chains with different initial values at each
quantile level, and obtained essentially the same point estimates and credible bands for
Bτ2 (t). At τ = 0.1, 0.25, 0.5, no region was identified as significant by any of the approaches
used. At τ = 0.75, 0.9, the regions flagged by each approach were marked on the x-axis in
the corresponding plot. All these plots are available in the supplementary materials, and
here we highlighted the results for τ = 0.9 produced by our proposed model as well as QR
with wavelet denoising, an intuitive alternative that people might use to perform FQR for
spiky and irregular functional data, and compared to the functional mean regression results
from WFMM in Figure 4.
Both the Bayesian FQR model and QR with wavelet denoising produced an estimate of
B0.92 (t) that are clearly greater in magnitude than B
mean
2 (t) in the region (5700D, 6000D),
which coincided with what we observed from the empirical quantiles and mean in Figure 2
(a). Both methods identified far more locations than WFMM, which only flagged one narrow
contiguous region [5841.5D, 5844.9D]. This suggested that functional mean regression failed
to detect most of the spectral locations whose protein expressions differ significantly in the
90th quantile between two groups.
Compared to QR with wavelet denoising, the Bayesian FQR model produced much tighter
95% simultaneous credible band, allowing it to detect more locations. Our model flagged
three contiguous regions [5690.6D, 5881.2D] (except for the single location 5706D), [5912.4D,
5957.7D] and [7607.8D, 7619.6D], which covered the two contiguous regions [5704.3D, 5789.8D]
and [5817.4D, 5872.6D] flagged by QR with wavelet denoising but included many more loca-
tions. Notably, the regions [5912.4D, 5957.7D] and [7607.8D, 7619.6D] were identified by our
model but entirely missed by the two-step approach. In addition, the two-step alternative
appeared to have an over-smoothed estimate of B0.92 (t). For example, the Bayesian FQR de-
tected three adjacent sharp peaks located at 5696D, 5745D and 5761D, whereas the two-step
approach only recognized one broader peak in this region; the Bayesian FQR flagged two
separate peaks at 5824D and 5842D, but the two-step alternative seemed to over-smooth
them into one single peak.
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Figure 4: Estimated cancer main effect functions for the pancreatic cancer dataset.
(a) B0.92 (t) estimated by the Bayesian FQR model. (b) B
0.9
2 (t) estimated by the bootstrap-based
QR with wavelet denoising. (c) Bmean2 (t) estimated by the WFMM model. The estimated cancer
main effects are plotted on log2 scale along with the corresponding 95% pointwise and simultaneous
credible bands. A spectral location is flagged as significant and marked on the x-axis if its SimBaS
is less than or equal to 0.05 and the estimate corresponds to at least 1.5-fold change indicated by
the two horizontal lines.
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The proteins corresponding to the regions flagged by our model might serve as potential
biomarkers of pancreatic cancer. We assessed the possible protein identities of the flagged
spectral regions using TagIdent (Gasteiger et al., 2005), an online protein identification tool
that can create a list of proteins from one or more organisms within a range of the pH
and mass-to-charge ratio specified by the user. In particular, the flagged region [5690.6D,
5881.2D] may correspond to basic salivary proline-rich peptide IB-7 (5769D) and peptide
IB-8c (5843D) coded by PRB2 gene, whose single-nucleotide polymorphism (SNP) has been
found to be significantly associated with the response of pancreatic cancer patients to gem-
citabine based on a genome-wide association study (Innocenti et al., 2012). The flagged
region [5912.4D, 5957.7D] may correspond to a variant of transient receptor potential cation
channel subfamily M member 8 (TRPM8, 5940D) which has been reported to be aber-
rantly expressed in pancreatic adenocarcinoma and have the potential to become a clinical
biomarker and therapeutic target for pancreatic cancer (Yee et al., 2012). The narrow re-
gion [7607.8D, 7619.6D] which was flagged only by our approach may correspond to stromal
cell-derived factor 1 (SDF1, 7610D) coded by CXCL12 gene, and it has been discovered
that CXCL12-CXCR7 signaling axis is significantly associated with the invasive potential
of pancreatic tumor cells and the overall survival of pancreatic cancer patients (Guo et al.,
2016). To definitively find the protein identities of these spectral regions it would be neces-
sary to conduct a tandem mass spectrometry (MS/MS) experiment (Kinter and Sherman,
2005; Deutsch et al., 2008), but this is beyond the scope of our current study.
5 Discussion
In this paper, we introduced a fully Bayesian approach to perform quantile regression on
functional responses. The existing work on functional response regression has focused pre-
dominantly on mean regression. However, sometimes predictors may not strongly influence
the conditional mean of functional responses, but other aspects of their conditional dis-
tributions instead, as illustrated by our analysis of the motivating pancreatic cancer mass
spectrometry dataset. In this case, performing functional quantile regression to delineate the
relationship between functional responses and predictors is warranted. This can straight-
forwardly be done by performing quantile regression at each individual functional location,
but as we demonstrate this is not an efficient strategy since it fails to borrow strength from
nearby functional locations. Our proposed approach is able to borrow strength across nearby
locations by representing the functional coefficients with appropriate basis functions, and in-
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duce adaptive penalization on the basis coefficients by placing a global-local shrinkage prior.
Our framework is very flexible in that it allows different types of basis transform and contin-
uous shrinkage priors, which are chosen based on the characteristics of functional data. We
assumed the conditional quantile to be linear in the covariates in this paper, but our model
can be easily extended to model nonparametric effect of covariates (Fasiolo et al., 2018) by
using spline design matrix. We developed an efficient data augmented block Gibbs sam-
pler to do posterior computation, which can be implemented automatically without tuning
parameters and scale up well to moderately-sized functional data consisting of hundreds of
observations per curve. The posterior samples can be used to perform Bayesian estimation
and inference on any parameter of interest.
We applied our approach to perform FQR on the pancreatic cancer MALDI-TOF data
set at multiple quantile levels, using wavelet basis functions and a horseshoe prior on the
wavelet coefficients. Compared to WFMM, our Bayesian FQR model identified many more
spectral locations in the range [5000D, 8000D], which correspond to proteins whose intensity
levels differ significantly in the 90th quantile but not the mean between the cancer and
normal populations. While we chose to use wavelets and a horseshoe prior to present our
approach, which are well-suited for the highly spiky and irregular mass spectrometry data,
other basis functions including functional principal components, Fourier series and splines
and a great variety of shrinkage priors can also be used in this framework, as elaborated
in Section 2.1. In addition, our framework can accommodate multi-dimensional functional
data by applying a multi-dimensional basis transform. For example, a 2D wavelet transform
can be applied to the 2D mass spectrometry data collected in LC-MS experiment (Zhang
et al., 2009; Liao et al., 2014), so this approach can be used to perform FQR on data from
these assays as well.
We simulated functional data with Gaussian shaped peaks to mimic mass spectra, eval-
uated the performance of our method under different simulation settings and compared to
simpler alternatives that people might use to perform FQR. Our approach consistently out-
performed the na¨ıve Bayesian quantile regression in both estimation and inference, showing
that it is clearly inefficient to ignore the functional nature of data and do quantile regres-
sion separately for each location. In addition to borrowing strength, our model adopted a
sparsity prior that can effectively shrink small wavelet coefficients to zero and avoid attenu-
ation of large coefficients, minimizing bias and substantially reducing variation in parameter
estimation. Compared to the bootstrap-based two-step alternatives that seemed intuitively
appealing, our approach achieved comparable estimation accuracy (IMSE) but considerably
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smaller variability (IVar), which lead to much tighter simultaneous credible band and greatly
improved sensitivity for identifying regions with significant group differences at particular
quantile levels.
The improvement of our Bayesian FQR model over the bootstrap-based two-step alter-
natives could be explained by the following facts. First, quantile regression and penalization
of functional coefficients are performed jointly in a unified manner in our Bayesian frame-
work, which we believe to have the potential to achieve more adaptive regularization than
performing them separately as done in the two-step approaches. Second, given the connec-
tion between the asymmetric Laplace distribution and the check loss function, the likelihood
term in our Bayesian model corresponds to a more flexible loss function than the two-step
alternatives, which could contribute to its superior performance. To be more specific, con-
ditioning on σ(tl) and integrating out ξi(tl), the likelihood part in our Bayesian formulation
is a weighted sum of check loss over t. The weights 1
σ(tl)
(l = 1, . . . , T ) are updated at
each MCMC iteration and marginalized over their posterior distributions. In contrast, the
check loss functions of the non-Bayesian alternatives have an equal weight over t. While our
Bayesian hierarchical model is convenient to implement, it would be very challenging to fit a
non-Bayesian counterpart with the same flexibility and complexity, and yield estimation and
inference of B while choosing the scale parameters σ(tl) and various penalization parameters
λajh and ψaj by cross-validation.
To our knowledge, there exists very limited work on FQR in the statistical literature.
Based on our simulations, the framework proposed by Brockhaus et al. (2015) appears to
work satisfactorily for simple and homogeneous functions sampled on a relatively sparse grid,
but not as well for high-dimensional spiky and complex functions in terms of coefficient es-
timation and computational feasibility. In addition, their framework does not automatically
yield pointwise or joint inference.
We proposed a highly flexible and computationally tractable Bayesian framework to per-
form quantile regression for functional responses, but there is still room for improvement.
Our modeling approach is built for functional data sampled on a sufficiently fine grid where
interpolation can be reasonably used to obtain a common grid for subjects. Further adapta-
tions of our model and code would be required to handle functional data sampled on sparse
grids that vary across subjects, and are left for future work. Also, we assumed independent
residual errors across t for the functional observations, but observations from nearby func-
tional locations are typically correlated with each other. The assumption of independent
errors may tend to make the inference more conservative, thus further efficiency and power
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gains are possible if within-function correlations could be accommodated (Morris, 2017).
However, the tractability of our proposed framework breaks down if we are to model this
dependence structure, and this challenging problem has never yet been addressed in the
existing literature to our best knowledge. We leave it as a topic for future investigation to
model functionally correlated residual errors in high dimensional FQR with tractable com-
putation. It should be pointed out that our proposed approach beats all the simpler methods
that people might use to perform FQR as shown by the simulations, so our work is still a
significant step forward in this area. In addition, an asymmetric Laplace likelihood is used
in our framework due to its computational efficiency, and further theoretical studies on the
properties of the posterior inference based on this possibly misspecified working likelihood
would be insightful (Yang et al., 2016; Syring and Martin, 2018).
SUPPLEMENTARY MATERIAL
The supplementary materials include mathematical details of the MCMC sampling
procedure and additional results of mass spectrometry data application. The pancreatic
cancer mass spectrometry dataset, simulation datasets and the related MATLAB and R
code are available at https://github.com/MorrisStatLab/FunctionalQuantileRegression.
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1 Posterior computation via MCMC sampling
1.1 Detailed Gibbs sampling procedures for horseshor prior on
basis coefficients
We detail the Gibbs sampling procedures to draw posterior samples of the parameters in
model (4) in the main paper from their full conditional posterior distributions. We describe
how to update the global and local shrinkage parameters if a horseshoe prior is placed on
B∗ajh, which is used in simulation studies and real data application in this paper. Specifically,
it is assumed that λajh ∼ C+(0, 1) and ψaj ∼ C+(0, sa), where sa can either be fixed as
1 (Carvalho et al., 2009), or treated as a hyperparameter and given a vague hyperprior.
Here we choose to assign s2a a vague inverse Gamma hyperprior with a mode of 1. To update
λajh and ψaj, we make use of the inverse Gamma scale mixture representation for the half
Cauchy distribution (Makalic and Schmidt, 2016) and introduce the auxiliary variables νajh
and γaj, i.e.,
λ2ajh|νajh ∼ inverse Gamma
(
1
2
,
1
νajh
)
, νajh ∼ inverse Gamma
(
1
2
, 1
)
;
ψ2aj|γaj ∼ inverse Gamma
(
1
2
,
1
γaj
)
, γaj ∼ inverse Gamma
(
1
2
,
1
s2a
)
.
The parameters to be updated are {Ba(tl)}, {σ(tl)}, {ξi(tl)}, {B∗ajh}, {λajh}, {νajh},
{ψaj}, {γaj} and {sa}. For initialization, we compute the initial values of Ba(t) in model (1)
in the main paper by obtaining their maximum likelihood estimates (MLE) assuming i.i.d.
Gaussian errors for Ei(t), and initialize B
∗ using B∗ = BΦ−, where Φ− = Φ′(ΦΦ′)−1 is
the Moore-Penrose generalized inverse matrix of Φ in equation (5) in the main paper. The
initial value of sa is set to 1, and the initial values of λajh, νajh, ψaj and γaj are obtained
by sampling from their prior distributions respectively. Below are the steps of posterior
sampling with derivation.
1. For each position l, σ(tl) has a vague prior of inverse Gamma (ασl , βσl). Update σ(tl) by
(σ(tl) | B(tl),y(tl), ασl , βσl) ∼ inverse Gamma
(
N + ασl ,
N∑
i=1
ρτ (Yi(tl)−X′iB(tl)) + βσl
)
.
Note that the conditional distributions of σ(tl) are obtained by integrating out latent
variables ξi(tl), leading to a partially collapsed Gibbs step with improved mixing prop-
erties.
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2. For each subject i and position l, update ξi(tl) by (1/ξi(tl) | B(tl), Yi(tl), σ(tl)) ∼
inverse Gaussian (1/ {τ(1− τ) |Yi(tl)−X′iB(tl)|} , 1/ {2τ(1− τ)σ(tl)}) .
3. For each covariate a, update B∗a from f
(
B∗a | B∗−a,Y,σ, ξ,λa,ψa
)
, where B∗−a is the
(p − 1) × K matrix of basis coefficients with the ath row excluded from B∗, ξ is the
N × T matrix of latent variables with ξ(i, l) = ξi(tl), σ = {σ(tl)}l, λa = {λajh}j,h,
ψa = {ψaj}j. Projection of B into the basis space is performed in this step, which can
be computed by B∗ = BΦ−. It turns out that(
B∗a | Y,B∗−a,σ, ξ,λa,ψa
) ∼MVN(µa,Λa),
for some µa and Λa defined below.
We next elaborate the derivation of the full conditional distributions of B∗. For each
subject i and position l, let Y˜i(tl) = Yi(tl) − 1−2ττ(1−τ)ξi(tl), we can rewrite model (4) in
the main paper as
Y˜i(tl) = X
′
iB(tl) + εi(tl), εi(tl) ∼ N
(
0,
2ξi(tl)σ(tl)
τ(1− τ)
)
,
or in matrix form,
Y˜ = XB + ε, ε(tl) ∼MVN (0,Ξl) ,
where Ξl = diag
{
2ξi(tl)σ(tl)
τ(1−τ)
}N
i=1
. We rescale each column in the foregoing equation by
premultiplying by Ξ
− 1
2
l , and obtain
y˜+l = X
+
l B(tl) + ε
+
l , ε
+
l ∼MVN (0, IN) , (1)
where y˜+l = Ξ
− 1
2
l y˜(tl), X
+
l = Ξ
− 1
2
l X, and ε
+
l = Ξ
− 1
2
l ε(tl) are the rescaled ver-
sions of the responses, design matrix and residuals for position tl. Let y˜
++
l = y˜
+
l −
X+(−a)lB(−a)(tl), where X
+
al represents the a
th column of X+l and X
+
(−a)l is X
+
l with
the ath column removed, Bˆa(tl) =
(
X+
′
al X
+
al
)−1
X+
′
al y˜
++
l , Val =
(
X+
′
al X
+
al
)−1
, Bˆa =(
Bˆa(t1), . . . , Bˆa(tT )
)′
, Va = diag {Val}Tl=1, υa = diag
{
λ2ajhψ
2
aj
}
j,h
, B∗a = Φ
−′Ba,
Bˆ∗a = Φ
−′Bˆa, and Σa = Φ−
′
VaΦ
−. Note that Bˆa(tl) is the MLE of Ba(tl) in model (1)
conditional on B−a(tl), the scale parameter σ(tl) and the latent variables {ξi(tl)}Ni=1;
Val is the variance of this MLE. Assuming independent ε
+
l across l as done in our model
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and projecting into the basis space, Bˆ∗a takes the form of MLE of B
∗
a conditional on
B∗−a and scale parameters; Σa is the covariance matrix of Bˆ
∗
a.
Then the conditional distributions of B∗ are obtained by
f
(
B∗a | Y,B∗−a,σ, ξ,λa,ψa
) ∝ f (Y | B∗a,B∗−a,σ, ξ) f (B∗a | λa,ψa)
∝
T∏
l=1
f (y(tl)|B(tl), σ(tl), ξ(tl)) f (B∗a | λa,ψa)
∝
T∏
l=1
exp
[
−1
2
(
y˜+l −X+l B(tl)
)′
I−1N
(
y˜+l −X+l B(tl)
)]
f (B∗a | λa,ψa)
∝
T∏
l=1
exp
[
−1
2
(
y˜++l −X+alBa(tl)
)′ (
y˜++l −X+alBa(tl)
)]∏
j,h
f
(
B∗ajh | λajh, ψaj
)
∝
T∏
l=1
exp
−1
2
(
Ba(tl)− Bˆa(tl)
)2
Val
∏
j,h
exp
[
−1
2
B∗2ajh
λ2ajhψ
2
aj
]
∝ exp
[
−1
2
(
Ba − Bˆa
)′
V−1a
(
Ba − Bˆa
)]
exp
[
−1
2
B∗
′
a υ
−1
a B
∗
a
]
∝ exp
[
−1
2
(
B∗a − Bˆ∗a
)′
Σ−1a
(
B∗a − Bˆ∗a
)]
exp
[
−1
2
B∗
′
a υ
−1
a B
∗
a
]
∝ exp
[
−1
2
(B∗a − µa)′Λ−1a (B∗a − µa)
]
,
µa =
[
IK −Σaυ−1a (IK + Σaυ−1a )−1
]
Bˆ∗a and Λa =
[
IK −Σaυ−1a (IK + Σaυ−1a )−1
]
Σa.
The conditional mean µa of B
∗
a is a product of the unshrunken estimator Bˆ
∗
a and
the shrinkage factor IK − Σaυ−1a (IK + Σaυ−1a )−1, which includes the regularization
parameters through υa. Similarly, the conditional covariance matrix Λa of B
∗
a is a
product of this shrinkage factor and the unshrunken estimator Σa.
4. The updates of λajh, νajh, ψaj, γaj follow the standard procedures for the horseshoe
prior. For each covariate a and basis index j, h, update λ2ajh and νajh by
(
λ2ajh | B∗ajh, νajh, ψaj
) ∼ inverse Gamma(1, 1
2
B∗2ajh
ψ2aj
+
1
νajh
)
,
(νajh | λajh) ∼ inverse Gamma
(
1,
1
λ2ajh
+ 1
)
.
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For each covariate a and regularization subset j, update ψ2aj and γaj by
(
ψ2aj | B∗a,λa, γaj
) ∼ inverse Gamma
1
2
Hj +
1
2
,
Hj∑
h=1
B∗2ajh
2λ2ajh
+
1
γaj
 ,
(γaj | ψaj, sa) ∼ inverse Gamma
(
1,
1
ψ2aj
+
1
s2a
)
.
For each covariate a, the hyperparameter s2a has a vague hyperprior of inverse Gamma(
αs2a , βs2a
)
with the mode at 1. Update s2a by
(
s2a | γa, αs2a , βs2a
) ∼ inverse Gamma(J
2
+ αs2a ,
J∑
j=1
1
γaj
+ βs2a
)
.
5. Updata B by B = B∗Φ.
1.2 Other global-local shrinkage priors on basis coefficients
It is straightforward to modify the sampling step 4 in Section 1.1 to accommodate other
computationally tractable global-local shrinkage priors, including the Gaussian prior, Laplace
prior, Normal-Gamma Prior (Griffin et al., 2010), and Dirichlet-Laplace prior (Bhattacharya
et al., 2015).
2 Extra results of application to pancreatic cancer dataset
At each quantile level, we examined the trace plots and autocorrelation plots of the posterior
samples for various model parameters, which suggest good mixing of MCMC chains. Figure
S1 and Figure S2 display the trace plots of the MCMC samples respectively for Bτ2 (tl) and
στ (tl) (τ = 0.1, 0.25, 0.5, 0.75, 0.9), at 16 spectral locations indexed by the evenly spaced
vector l = 100, 200, . . . , 1600. We also conducted Geweke tests to perform a formal conver-
gence check on model parameters. Figure S3 demonstrates the distributions of the p-values
from Geweke tests on Bτ2 (tl) and σ
τ (tl) for all the location indices l = 1, 2, . . . , 1659, which
do not suggest a violation of the null distribution Unif(0, 1) in each case. The propor-
tions of p-values that are smaller than 0.05 are 0.058, 0.058, 0.061, 0.053, 0.059 respectively
for τ = 0.1, 0.25, 0.5, 0.75, 0.9.
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The mean estimates of Bτ2 (t)(τ = 0.1, 0.25, 0.5, 0.75, 0.9) and the corresponding 95%
pointwise and simultaneous bands calculated from each approach are provided in Figure S4.
A spectral location is flagged as significant if its SimBaS is less than or equal to 0.05 and
its posterior estimate is greater than 1
2
log2(1.5) in magnitude (corresponding to at least a
1.5-fold change and indicated by two horizontal lines in Figure S4), and is marked by a
vertical line on the x-axis in the corresponding plot. For each approach, the mean estimate
of Bτ2 (t) and identified locations differ greatly across quantiles. At τ = 0.1, 0.25, 0.5, none
of the approaches identify any location as significant; at τ = 0.75, 0.9, certain locations are
flagged by at least one approach. These comparisons across quantiles suggest that functional
mean regression assuming a Gaussian distribution for the expression levels of a given protein
within the same group could miss out on important proteomic differences between the cancer
and normal cohorts, and functional quantile regression is strongly warranted in this case.
Comparing across methods at a given quantile, the two na¨ıve approaches produce very
wiggly estimate of Bτ2 (t), while the two-step bootstrap-based approaches appear to over-
smooth the separate peaks in Bτ2 (t) that are recognized by the Bayesian FQR model into one
single broader peak. The Bayesian FQR model consistently produces substantially tighter
95% simultaneous band than the alternatives, among which the na¨ıve bootstrap-based QR
always results in the widest simultaneous band. At τ = 0.75, 0.9, the na¨ıve Bayesian QR
and our proposed model flag essentially the same set of spectral locations as significantly
different between the cancer and normal populations; the two-step bootstrap-based methods
are able to identify most of these locations and the na¨ıve bootstrap-based QR nearly miss
all of them.
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Figure S1(a): Trace plots of B0.12 (tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S1(b): Trace plots of B0.252 (tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S1(c): Trace plots of B0.52 (tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S1(d): Trace plots of B0.752 (tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S1(e): Trace plots of B0.92 (tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S2(a): Trace plots of σ0.1(tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S2(b): Trace plots of σ0.25(tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S2(c): Trace plots of σ0.5(tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S2(d): Trace plots of σ0.75(tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S2(e): Trace plots of σ0.9(tl) in the pancreatic cancer dataset for a chosen subset of location
indices l.
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Figure S3: Distribution of p-values from Geweke tests on Bτ2 (tl) and σ
τ (tl) for all location indices
l in the pancreatic cancer dataset, respectively for (a) τ = 0.1, (b) τ = 0.25, (c) τ = 0.5, (d)
τ = 0.75, (e) τ = 0.9.
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Figure S4(a): Cancer main effect function B0.12 (t) in the pancreatic cancer dataset estimated by
various methods, with 95% pointwise and simultaneous credible bands.
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Figure S4(b): Cancer main effect function B0.252 (t) in the pancreatic cancer dataset estimated by
various methods, with 95% pointwise and simultaneous credible bands.
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Figure S4(c): Cancer main effect function B0.52 (t) in the pancreatic cancer dataset estimated by
various methods, with 95% pointwise and simultaneous credible bands.
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Figure S4(d): Cancer main effect function B0.752 (t) in the pancreatic cancer dataset estimated by
various methods, with 95% pointwise and simultaneous credible bands. Spectral locations that are
flagged as significant are marked on the x-axis.
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Figure S4(e): Cancer main effect function B0.92 (t) in the pancreatic cancer dataset estimated by
various methods, with 95% pointwise and simultaneous credible bands. Spectral locations that are
flagged as significant are marked on the x-axis.
S-22
3 Implementation details of FDboost package
We called the R package ”FDboost” (Brockhaus and Ruegamer, 2017) to apply the boosting
functional regression model proposed by (Brockhaus et al., 2015) to 10 replicate simulation
datasets in the right skewed setting to perform FQR for τ = 0.9.
A linear base learner with df = 1 was specified for the group effect covariate, and a smooth
P-spline base learner with df = 20 was specified for the non-linear effect in t direction. A
composed basis was constructed by combining these two base learners using the %A0%
operator, so that only the marginal basis in t direction was regularized by a L2 penalty.
Model estimation was performed by component-wise gradient boosting. As recommended
by the authors, we determined the optimal number of boosting iterations from a search grid
of 1 to 2000 by cross validation while fixing the step-length ν = 0.2. For each replicate
dataset, we found that the point estimate of the group main effect function B0.92 (t) based
on the model fit corresponding to the optimal number of boosting iterations was identically
0, and this process took 10 minutes on a 64-bit operating system with 2 processors and an
RAM of 256GB.
We then repeated the model fitting and tuning process above with different specifications,
which are manually chosen to be more appropriate for spiky and spatially heterogeneous
functional data. Specifically, we used 150 knots, 1st order regression spline, and ridge penalty
for the base learner modeling non-linear effect in t direction. This time we were able to get
a reasonable but very noisy point estimate of B0.92 (t).
References
Bhattacharya, A., D. Pati, N. S. Pillai, and D. B. Dunson (2015). Dirichlet–laplace priors for
optimal shrinkage. Journal of the American Statistical Association 110 (512), 1479–1490.
Brockhaus, S. and D. Ruegamer (2017). FDboost: Boosting Functional Regression Models.
Brockhaus, S., F. Scheipl, T. Hothorn, and S. Greven (2015). The functional linear array
model. Statistical Modelling 15 (3), 279–300.
S-23
Carvalho, C. M., N. G. Polson, and J. G. Scott (2009). Handling sparsity via the horseshoe.
In Artificial Intelligence and Statistics, pp. 73–80.
Griffin, J. E., P. J. Brown, et al. (2010). Inference with normal-gamma prior distributions
in regression problems. Bayesian Analysis 5 (1), 171–188.
Makalic, E. and D. F. Schmidt (2016). A simple sampler for the horseshoe estimator. IEEE
Signal Processing Letters 23 (1), 179–182.
S-24
