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Let Vk,, denote the Stiefel manifold which consists of m x k (m b k) matrices X 
such that x’X= I,. Let X,, . . . . X, be a random sample of size n from the matrix 
Langevin (or von Mises-Fisher) distribution on V,,,, which has the density 
proportional to exp(tr F’X), with F an m x k matrix, and let Z = (m/n)“’ c;= 1 X,. 
The exact expression of the distribution of Z in an integral form is intractable. In 
this paper, we derive asymptotic expansions, for large n and up to the order of ne3, 
for the distributions of Z, Z’Z, and related statistics in connection with testing 
problems on F, under the hypothesis of uniformity (F=O) and local alternative 
hypotheses. In the derivation, we utilize zonal and invariant polynomials in matrix 
arguments and Hermite and Laguerre polynomials in one-dimensional variable and 
matrix argument. 0 1991 Academic Press, Inc. 
1. INTR~DLJCTI~N 
Let Jkm denote the Stiefel manifold which consists of m x k (m 2 k) 
matrices X such that x’X= Zk, the k x k identity matrix. For m = k, the 
Stiefel manifold is the orthogonal group U(k). 
A random matrix XE V,,, is said to have the matrix Langevin (or 
von Mises-Fisher) distribution, denoted by L(m, k; F), if its probability 
density function (pdf) is given by (Downs [S] ) 
etr(F’X)/,F,(m/2; F/F/4), (l-1) 
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with respect to the normalized invariant measure [dX] of unit mass on 
V,,, such that j Vk m [&‘I = 1 (see James [ 131 and Farrell [ 10, Chaps. 6-81 
for a detailed discussion of manifolds and their invariant measures). Here, 
F is an m x k matrix, etr A = exp(tr A), and the oF1 is a hypergeometric 
function of matrix argument (see Appendix). 
It is noted here that, throughout this paper, pdf’s of distributions of a 
random matrix X on I’,,, are expressed with respect to the normalized 
measure [dX], while those on the spaces of all m x k matrices Y = ( yj,) or 
of all k x k symmetric matrices are expressed with respect to the Lebesgue 
measure (dY), where 
CdY) = fi fi dYjl 
/=I J=l 
= n dYj1, if Y is k x k symmetric. (1.2) 
l<j<l<k 
Here is given a brief discussion of the L(m, k; F) distribution. Letting the 
rank of F be p (0 6 p <k), we write the singular value decomposition (svd) 
of F as 
F= I- A@, (1.3) 
where r~ VP,,, , 0 E VP,,) and A = diag(1, , . . . . A,), lj > 0. For uniqueness, 
we shall assume that I1 > . . . > A,, > 0 and that the first nonzero element of 
each column of r is positive. r and 0 indicate “orientations,” extending the 
notion of directions for k = 1, and 1,) . . . . 1, are “concentration” parameters 
in the p directions determined by r and 0. The L(m, k; F) distribution has 
the “modal orientation” M = TO’; it is noted that the mode is not unique 
when F has multiple roots 1, or p < k. The distribution is “rotationally 
symmetric” around M, i.e., the value of the pdf at X= H,XH; is the 
same as that at X, for all H, E O(m) and H, E O(k) such that Hi r= r and 
H,O = 8, and hence, H, MH; = M. The case F= 0 gives the uniform 
distribution [dX] on vk,,. See Chikuse [ 11, Downs [S], Jupp and 
Mardia [15], and Khatri and Mardia [16] for detailed discussions of 
statistical inference and distribution theory on the matrix Langevin 
distribution. 
Watson [20, Section 2.23 derived asymptotic expansions, for large n and 
up to the order of ne2, for the distributions of z = (m/n)“* EYE i xi, a’z, 
with any constant a E Vl,m, and z’z, where x1, . . . . x, is a random sample of 
size n from the uniform distribution on the hypersphere V,,, (for k = 1). 
These statistics are of great import and use in testing of uniformity of 
distributions on VI,,. 
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Let Xi, . . . . X, be a random sample of size n from the L(m, k; I;) distribu- 
tion, with the svd (1.3), and let 
Z= (m/n)‘12 i X, (1.4) 
j= 1 
be its (normalized) matrix resultant or sum. We are interested in the 
problem of testing the null hypothesis H, of uniformity against a local 
alternative hypothesis H, , i.e., testing 
H,: F=O (or A = 0), 
against 
H,: F=np’12F, (orA=A,=n-“2A0,withthesvdF,=I’,A,B~). (1.5) 
The matrix resultant Z may play an important role in the test. The dis- 
tribution of Z has been given, by Khatri and Mardia [16, (3.5)], in an 
integral form which seems to be intractable (see also Chikuse [ 1 ] for exact 
sampling distribution theory based on J$= I Xi). 
In this paper, we shall derive asymptotic expansions, for large n and up 
to the order of n-‘, for the distributions of Z, W= Z’Z and related 
statistics in connection with testing problems on F, under the hypothesis of 
uniformity (F=O) and the local alternative hypothesis H, for the study of 
powers. 
In Section 2, the pdf’s of Z and W are expanded with the limiting 
matrix-variate normal and (noncentral) Wishart distributions, respectively, 
and correction terms expressed in terms of the Hermite and Laguerre 
polynomials in matrix argument, respectively. Section 3 presents further 
asymptotic results in connection with testing problems on the L(m, k; F) 
distribution. We derive asymptotic expansions for the pdf’s of related 
statistics constructed from Z and W. 
Zonal polynomials and invariant polynomials in two matrix arguments 
are utilized for the derivation and are biefly summarized in the Appendix, 
together with some results on Hermite and Laguerre polynomials in one- 
dimensional variable and matrix argument. 
It may be worth noting some related works. Watson [22,23] considered 
some large sample theory in statistical inference on the hypersphere Vi,,. 
For a random sample X,, . . . . X, from the uniform distribution on Vk,m, 
Mardia and Khatri [ 173 derived the limiting normality of xi”= I XjXj/n, for 
large n, in connection with testing of uniformity. Limit theorems on V,,, 
for high dimension m and for large concentrations 2, , . . . . A, have been 
considered; see Chikuse [3] for the former, extending Watson [20, 211 for 
V l,WIP and Khatri and Mardia [16] for the latter. 
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2. ASYMPTOTIC DISTRIBUTIONS OF Z AND Z’Z 
The moment generating function (mgf) of Z given by (1.4) is, for an 
m x k matrix T, 
!Fz(T) = [a,( [F+ (m/n)“’ T]‘[F+ (rn/r~)~‘~ T])/a,(d’)]“, (2.1) 
where, throughout this paper, we use the notation 
%?(A) = cJr(N2; A/4), (2.2) 
where the ,,F, is a hypergeometric function in matrix argument (see 
Appendix). The inversion formula yields the pdf of Z, under the hypothesis 
H, given in (1.5), 
f=(Z) = (27~-~‘“[a,(~f&k)] Pn etr(mP’/*Z’FO) 
x 
I 
etr( -iZ’T)[a,( -mT’T/n)]” (dT), (2.3) 
where the integration is over the space of all m x k matrices. 
Now, we have 
[a,( -mT’T/n)]” = 
[ 
1 + f 1 m’C1( - T’T)/n’4’(m/2),1! 1 n, from (A.2), I=1 a 
= [l +A,/n+A2/n2+A,/n3+O(n-4)]“, say, (2.4) 
=(expA,)[1+n-1B2+n-2(B3+B~/2)+O(n-3)], (2.5) 
where 
A, = C,,,( - T’T/2) = tr( - T’T/2), 
B2=A2-A;/2, 
B,=A,-A,A,+A;/3. 
(2.6) 
We shall express the correction terms of order n-j, j= 1,2, in (2.5) in terms 
of zonal polynomials in S= -TIT. From (2.4) and (2.6), we have 
A: = CC,&Wl* = 1 C,(S)/49 
a+2 
and, hence, 
B, = c [rr1~/32(m/2)~ - l/S] C,(S) 
it--2 
= -C&S)/4(m + 2) + C,,q(WVm - 1) = 1 c,CJS), 
A-2 
say, (2.7) 
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where the sum Czc2 ranges over all ordered partitions L of 2 (see 
Appendix A.l). Similarly, we have 
B, = { [3m* + 12~ + 16 - 3m(m + 4) g&,,]/48(m + 2)(m + 4)) C,,,(S) 
+ ([3m* + 2m - 4 - 3m((m - 1) g&f:r, 
+(m+2) g(*,‘) ~12~,~1~W48(m - l)(m + 2)) G,I(S) 
+ ([3m* - 6m + 4 - 3m(m - 2) g&,,]/48(m - 2)(m - l)} C,,S,(S) 
= 1 c,C,(V, say, (2.8) 
Al-3 
and 
= 2 1 c,?C,@), 
lb-4 
say. (2.9) 
Here, the coefficients g’s are defined by (A.4), and we refer to the tables 
(Davis [6]) of possible irreducible representations [U] (LEE .o) 
occurring in the decomposition of the Kronecker product [2p] @ [2o]. 
Thus, we obtain 
[a,( -mT’T/n)]“= (etr S/2) 1 +n-’ C clC,(S) 
[ A-2 
+ne2 C cACA(S)+ O(np3) . 1 (2.10) ICI== 3.4 
Utilizing the multivariate Rodrigues’ formula (A.9) for the Her-mite HimkJ 
polynomials in matrix argument (see Appendix), we obtain 
(27~~~” j etr( -iZ’T)[a,( -mT’T/n)]” (dT) 
= qPyZ) [ 1 +.-I ,F, c,H,(Z) 
+n-* c CnH, (““‘(Z) + O(np3) . 
h-3.4 1 (2.11) 
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Similarly, we obtain 
[a,(A~/n)] pn = [etr( -djj/2m)] 
[ 
1 --n-l 1 c,C,(di/m) 
A-2 
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+y ~34(-1)‘CiCl(A~/m)+O(n-3) . (2.12) 
+- , 1 
Thus, from (2.3), (2.11), and (2.12), we establish 
THEOREM 2.1. Let X,, . . . . X,, be a random sample of size n from the 
L(m, k; F) distribution (F= Z A@‘). Then the pdf of Z = (m/n)‘/’ xJ’= L xi, 
under the hypothesis HI given in (1 S), is expanded for large n as 
q(mk)(Z-m-“2F0) 1 + n-l c c,[H:“~‘(Z) - CA(Ai/m)] 
i 
+n-’ [ -( 1 cAkf ii;! 1 cA H:+(Z) 
A+2 A-2 
+ 1 c,(H~;“~‘(Z) + (- l)‘C,(Af$m)) + O(n3) , (2.13) 
I-l= 3.4 1 I 
Here, cpfmk’( .) is the pdf of the N,,,.,JO, Z,,,QZk) distribution, the Himk’( .) 
are the Hermite polynomials in matrix argument (see Appendix), and cl, 
,I I- 1= 2, 3,4, are defined by (2.7), (2.8), (2.9), respectively. 
The case F= 0 (i.e., F,, = 0) yields 
COROLLARY 2.1. If Xl,..., X,, is a random sample of size n from the 
uniform distribution on V,,,, then the pdf of Z= (m/n)‘f2 ,Yzl Xi is 
expanded for large n as 
cpfmk’(Z) [ 1 + n-* ,c, c,H;yk’(Z) + n-’ ;+z,,, c,Hl;“k’(Z) + O(n-‘)I. 
(2.14) 
Thus, Z is asymptotically distributed as N,,,(O, I,,, @ Zk) and 
N, xk(m-1’2F0, Zm@Zk) for large n under the hypotheses Ho and H,, 
respectively. 
Next, the distributions of W= Z’Z are obtained from those of Z in 
Theorem 2.1 and Corollary 2.1, by referring to Herz [ 12, Lemma 1.43 and 
also Muirhead [lS, Theorem 2.1.141, and taking the relationship (A.12) 
into consideration. Thus, we establish 
276 YASUKO CHIKUSE 
THEOREM 2.2. Under the condition of Theorem 2.1, the pdf of W = Z’Z is 
expanded for large n as 
wk( W, m, Ik, At/m) 1 + n-l 1 c,[~L$“-~~ ‘)I*( W/2)- Cn(Ai/m)] 
.a+2 
+n-* 1 ~,Ljr”-~-~‘/*(W/2) 
A+2 
’ + 1 (-l)‘c,(2Lj m-k-1)‘2( W/2)+ C,(Ai/m)) + O( -3) . (2.15) 
At--l= 3,4 In1 
Here, wk( 0; m, Ik, Q) is the pdf of the noncentral Wishart W,(m, Ik; l2) 
distribution, i.e., 
wk( w m, Ik, 8) = [2”“‘*rk(m/2)] -’ etr( -!&i?) 
x oFl(m/2; QW/4) etr( - W/2)1 WI(mpk-1)/2, (2.16) 
where r,(a) = nkck- lV4 nj”=, r(a- (j- 1)/2), and the L~“m-k-1)‘2(.) are the 
Laguerre poIynomials in matrix argument (see Appendix). 
COROLLARY 2.2. Under the condition of Corollary 2.1, the pdf of 
W= Z’Z is expanded for large n as 
wk( K m, zk, 0) 1 + n-l4 1 cALjln-k-1”2( w/2) 
1-2 
+n-* 1 ( -2)‘c,L$.m-k-1)‘2( W/2) + O(ne3) . (2.17) 
A+-/= 3.4 1 
The limiting Wishart W,(m, 1,) distribution of W under HO has been 
noticed by Downs [8]. 
3. FURTHER RESULTS ON ASUMPTOTIC DISTRIBUTIONS 
AND RELATED TESTING PROBLEMS 
In this section, we shall consider furthermore asymptotic distributions 
and related testing problems on the L(m, k; F) distribution, including the 
uniform (i.e., F=O) distribution, on I’,,,, based on the sample resultant 
Cy= 1 xj* 
THEOREM 3.1. We assume the condition of Theorem 2.1. 
(i) For a subspace V of R” of dimension p, let Y’ and PYL be its 
orthogonal complement and the orthogonal projection matrix onto *tr’, 
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respectively. Then, PVIZ and Z’Py-l Z are asymptotically distributed, for 
large n, as N,,,xk(m-1~2PIYIF0, PVI@I,) and W,(m-p, Ik; F6P,#LF0/m), 
respectively (with possible rank deficiency due to the rank m - p of PV-l). 
(ii) In particular, consider the case when V = J+!(r), the space 
spanned by the columns of the population orientation r (or, equivalently, of 
the population modal orientation r@‘), and hence P,i = I,,, - fr’. Then, 
(I,,, - TT’) Z and Z’(I,,, - IT’)Z are asymptotically distributed, for large n, 
as N,,, x JO, (I- TT’) Q Z,) and W,(m - p, I,), respectively. 
Proof: The proof is straightforward, especially by noting that 
-m = -w,,,,n tKcr.) = rr’. (3.1) 
The above result (ii) may be useful for the problem of testing that 
F = n - ‘12F0 and, furthermore, that r = r,. 
We now consider the problem of testing, on the concentration A of the 
L(m, k; F) distribution (F= r A@‘), 
H,,: A=O, against H,: A=A,#O (put F, = r A, O’), (3.2) 
when the population orientations r and 0 are known. Given a random 
sample X,, . . . . X, from the L(m, k; F) distribution, the best critical region 
by the Neyman-Pearson lemma is seen to be 
tr(F;U) > K,,, with U= i X,, 
/=I 
(3.3) 
where K0 is determined such that Pr(tr(F;U) > KO( H,,) = ~1, a given 
significance level. We shall derive an asymptotic expansion of the distribu- 
tion of the test statistic tr(F,‘U) under the null hypothesis H,. 
Inverting the characteristic function (c.f.) d,,(t) = [a,( -mt2 AT/n)]” 
gives the pdf of ui = (m/n) 1/2 tr(F;U), in view of (2.10), 
fu,(ul) = (2~)~‘s e-iu1t-(trAf)r2/2 
[ 
1 +n-’ 1 c,C,(AT) t4 
I.+2 
+ ne2 1 z3 4 cE.Ci.(A:)( - t’)‘+ 0(n-‘) 1 dt. (3.4) + . 
Making the transformation s = or t, where 0: = tr A:, and then utilizing 
Rodrigues’ formula (AS) for the Hermite H,(x) polynomials of one- 
dimensional variable in (3.4) we establish 
THEOREM 3.2. Let X, , . . . . X,, be a random sample of size n from the 
L(m, k; F) distribution (F= r A@‘). Then, the pdf of the test statistic 
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u1 = (m/n)‘j2 tr(F,’ cJ’= 1 Xi) for the test (3.2), under the null hypothesis H,, 
of untformity, is expanded for large n as 
~F’cp(ul/~~) 1 +n-‘aL4 c cnC,ddf) H4(~l/~l) [ AC2 
+n2 C a;2’cAC,(A:) H,,(u,/o,) + O(nP3) , with o: = tr A:, 
I+/= 3.4 I 
(3.5) 
where q( .) and the H,( .) are the pdf of the N(0, 1) distribution and the 
Hermite polynomials in one-dimensional variable, respectively. 
Finally, we consider the statistic v = tr W, where W= Z’Z, Z = 
(m/n)‘/2 cj”= r X,. It is seen from Theorem 2.2 that v is asymptotically 
distributed, for large n, as noncentral &,,(tr Ai/m) under the local alter- 
native hypothesis H, given in (1.5). Let us derive an asymptotic expansion 
of the distribution of v under the null hypothesis Ho, for the sake of 
simplicity of argument. 
From (2.17), it is seen that the cf. of v has the limiting form 
(1 - 2it)-k”/2 and correction terms of order n -j, j = 1,2, expressed in terms 
of the form (for J c- 2,3,4) 
PA(t) = [2km’2r,(m/2)]-’ 
x etr[-(l-2it) W/2]jWJ 
s 
(m-k-1)‘2 L~m-k-1)‘2( W/2)(dW), (3.6) 
where the integration is over the space of all k x k positive definite matrices. 
Utilizing (A.1 1 ), we have 
PA(t) = (m/2)ncA(zk)( -2it)’ (1 - 2it)-km’2-‘, 
the inversion of which is 
(3.7) 
QAv) = (m/2),C,(Lk)(2n)-’ I (- 2it)’ (1 - 2it)-k”‘2-’ e-‘“’ dt 
= C(m/2),C,(Zk)/(km/2),l x:,(v) ~5f”‘~-~l(v/2), from (A.7), (3.8) 
where &( .) is the pdf of the x’&, distribution. 
Thus, we establish 
THEOREM 3.3. Under the condition of Corollary 2.2 (or Corollary 2.1), 
the pdf of v = tr W is expanded for large n as 
x2,(v) 1 +n-‘4(km/2);’ C (m/2),C,(Lk) c~L~“/~-‘(v/~) 
1 Ah-2 
+np2 1 z, 4 (-2)‘(km/2);‘(m/2),C,(Zk) c1Lf”‘2-1(v/2)+ O(nV3) , 
+- , I 
(3.9) 
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where the Lfm12 - ‘( . ) are the Laguerre polynomials in one-dimensional 
variable. 
The limiting x:,,, distribution of v under the hypothesis of uniformity has 
been noticed by Jupp and Mardia [ 151. The C,(I,) are evaluated, e.g., by 
James [14, (21)], i.e., 
C,(I,)=22’1!(k/2), i (21,-2Zj-i+j) fi (2l,+s-j)!, 
i-cj i j=l 
for II= (II, . . . . I,). (3.10) 
APPENDIX 
A.l. Zonal and Invariant Polynomials in Two Matrix Arguments, and the 
Function OF,(a; A) 
The zonal polynomials C,(A) in a k x k symmetric matrix A were defined 
by the theory of group representations of the real linear group Gl(k, R) of 
k x k nonsingular matrices on the vector space P, of homogeneous polyno- 
mials of degree 1 on the space of k x k symmetric matrices. Here, [21] 
indexes each irreducible representation, where 1 is an ordered partition 
of 1, i.e., L = (l,, . . . . l,), 1, 2 . . . > Ik 2 0, CT= I 1, = 1; being denoted by 1+1. 
The C,(A) span each of irreducible invariant subspaces occurring in the 
corresponding direct sum decomposition, induced by the representation 
of Gl(k, R), of the vector space P,(A) of homogeneous polynomials of 
degree I in the elements of A, having the property of invariance under the 
transformation A -+ Z-ZAH’, HE O(k). The polynomial (tr A)’ then has a 
unique decomposition (tr A)‘= & C,(A), where the sum ranges over all 
,I t- 1; note that 
C,,,(A) = tr A. (A.11 
The C,(A), h I- 1 = 0, 1, . . . . constitute a basis of the space of all 
homogeneous symmetric polynomials in the latent roots of A. We note 
that, when the rank of A is p ( <k), C,(A) = 0 if Z, + r # 0. 
The hypergeometric function ,,F,(a; A) in matrix argument has a serial 
representation (Constantine [4]) 
d’,(a; A)= f c CAA)/(a)Al!, I=0 i. 64.2) 
where 
(a),= Ii (a-C- 1)/24, (a),=a(a+ l)...(a+I- 1). (A.3) 
j=l 
683/39/2-S 
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See James [14] and Constantine [4] for a detailed discussion of zonal 
polynomials and hypergeometric functions of matrix argument. 
The invariant polynomials Cr”(A, B) in two k x k symmetric matrix 
arguments A and B were defined (Davis [6,7]), extending the zonal poly- 
nomials, by the theory of group representations .of GZ(k, R) on the vector 
space p,., of polynomials in two arguments, homogeneous of degree r, s on 
the space of k x k symmetric matrices. C$“(A, B) is defined when the 
irreducible representation indexed by [24] ($ + (r + s)) occurs (possibly 
with multiplicity greater than one) in the decomposition of the Kronecker 
product [2p] 0 [20] is the irreducible representations indexed by [2p] 
and [2a]. The C$“(A, B) span each of irreducible invariant subspaces 
occurring in the corresponding direct sum decomposition, induced by the 
representation of Gl(k, R), of the vector space P,,,(A, B) of homogeneous 
polynomials of degree r, s in the elements of A, B, respectively, having the 
property of invariance under the simultaneous transformations A -+ HAH’, 
B + HBH’, HE O(k). The following property is very useful in this paper 
(Davis [6, (2.10)]): 
C,(A) C,(A)= c ‘&s,(4, 
dep.0 
g$,, = @x+ cq~vk~ ~k)lq~kH2~ 
(A.4) 
where the sum xdEp .~ ranges over the inequivalent irreducible representa- 
tions [2#] occurring in the decomposition of [2p] 0 [2a], and the sum 
&+ ranges over the representations [2@] equivalent to [24]. The 
coefficients g’s for the first few low degrees r, s can be evaluated by referring 
to the tables (Davis [6]) of invariant polynomials. 
A.2. Hermite and Laguerre Polynomials in One-Dimensional Variable and 
Matrix Argument 
The Hermite H,(x) and Laguerre L;(x) polynomials, 1 =O, 1, . . . . in one- 
dimensional variable x, known as classical orthogonal polynomials, have 
been discussed thoroughly in a large literature (e.g., Erdelyi [9] and 
Szego [ 191). It is known that each of the classical orthogonal polynomials 
satisfies Rodrigues’ formula (a differential equation). The H,(x), I= 0, 1, . . . . 
are the complete orthogonal polynomials associated with the normal 
N(0, 1) distribution, whose pdf is q(x) = (27r-li2 eex2/‘, and satisfy 
H,(x) v(x) = ( - 1)’ &Wlldx 
= (27r)’ 1 (it)‘epi-r’-‘2’2 dt, by the inversion formula. (A.5) 
The L;(x), I = 0, 1, . . . . are the complete orthogonal polynomials associated 
with a gamme distribution, whose pdf is w,(x) = xrepx/r(r + l), and satisfy 
L;(x) w,(x) = d’[w,(x) x’]/dx’. (A.6) 
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Now, (A.6) can be expressed in an alternative form, which is more useful 
in this paper, by the inversion formula 
L ;‘*-‘-‘(x/2)Xi_2i(x)/(v/2-[)i=(2rr)~’~(-2it)’(1-2ir)~“*e’”’dt, 
(A.7) 
where X:(X) is the p.d.f. of the xt distribution. 
An m x k rectangular random matrix Y is said to have the normal 
N, xk(M, C, 02,) distribution, if the pdf is 
IC,I~k”lC21-m’2(P(mk)((C:‘*)-‘(Y-M)(~:’*’)-1). (A.81 
Here, cpcmk)( Y) = (27~) Pkmi2 etr( - YY’/2) is the pdf of the standard 
N,,, xk(O, I,,, @ 1,) distribution, &t is an m x k matrix, C, and C, are m x m 
and k x k positive definite matrices, respectively, and a square matrix A i/’ 
is defined by A 1J2A’/2’ = A f or a positive definite matrix A. The Hermite 
polynomials H, (rnk)( Y), 1 b-- I = 0, 1) . ..) constitute the complete system of 
orthogonal polynomials associated with the N, x k(O, I,,, 0 Z,) distribution 
(see, e.g., Herz [12] and Hayakawa [ll]). Chikuse [Z] derived the multi- 
variate Rodrigues’ formula for the Himk’( Y), 
ZYI$~“( Y) cpcmk’( Y) = C,(a Y 8 Y’) cpcmk’( Y), where 8 Y = (8/3yj1), Y = ( yjl), 
= (2~)~~” J” C,( - T’T) etr( -I’Y’T-- T’T/2)(dT), 
by the inversion formula, (A.9) 
where the integration is over the space of all m x k matrices T (see also the 
above-cited two articles). It is noted that we normalized Chikuse’s [2] 
Hermite polynomials Hj;“k’*( Y), say, such that 
4’(m/2),Hji”k’*( Y) = H:.mk’( Y). (A.10) 
The Laguerre polynomials L;(S), I I- 1= 0, 1, . . . . in a k x k symmetric 
matrix argument S constitute the complete system of orthogonal polyno- 
mials associated with the Wishart Wk(2r + k + 1, 1k/2) distribution (see, 
e.g., Herz [12] and Constantine [S]). The Laplace transform is given by 
(e.g., Constantine [S, (lS)]) 
s etr( -AS) ISI’ L’,(S)(&) 
= r,(a)(a), JAI --(I c,(zk - A - ‘), a=r+(k+ 1)/2, (A.ll) 
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where the integration is over the space of all k x k positive definite matrices. 
There exists the relationship 
Hyk’(Y)=(-2yLyk-l)‘*(Y’Y/2). (A.12) 
The Laguerre L’, polynomials and, hence, the Hermite Him’) polynomials 
are expressed in terms of zonal polynomials (e.g., Constantine [S, 20)]). 
Therefore, these polynomials for the first few low degrees 1 can be evaluated 
by referring to the tables (e.g., James [14]) of zonal polynomials. 
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