Defining the large-scale behavior of brain circuits with cell type specificity is a major goal of neuroscience. However, neuronal circuit diagrams typically draw upon anatomical and electrophysiological measurements acquired in isolation. Consequently, a dynamic and cell-type-specific connectivity map has never been constructed from simultaneous measurements across the brain. Here, we introduce dynamic causal modeling (DCM) for optogenetic fMRI experiments-which uniquely allow cell-typespecific, brain-wide functional measurements-to parameterize the causal relationships among regions of a distributed brain network with cell type specificity. Strikingly, when applied to the brain-wide basal ganglia-thalamocortical network, DCM accurately reproduced the empirically observed time series, and the strongest connections were key connections of optogenetically stimulated pathways. We predict that quantitative and cell-type-specific descriptions of dynamic connectivity, as illustrated here, will empower novel systems-level understanding of neuronal circuit dynamics and facilitate the design of more effective neuromodulation therapies.
INTRODUCTION
Many of the nervous system's key functions are orchestrated by large-scale distributed networks across the brain, including the basal ganglia-thalamocortical circuit, responsible for motor control. Therefore, to truly understand the circuit mechanism underlying motor control, the effective connectivity among multiple brain regions and neuronal populations must be defined. Effective connectivity is conventionally defined as the causal or directed coupling between brain regions, whereas functional connectivity refers to the correlations between them (Friston, 2011) . Illuminating these causal relationships will facilitate a better understanding of neurological disease involving the basal ganglia and allow for the optimization of therapies for movement disorders including deep brain stimulation (DBS) for Parkinson's disease.
fMRI is an important tool that provides non-invasive measurements of neural activity across large-scale brain networks through surrogate hemodynamic responses like the blood oxygenation level dependent (BOLD) signal (Bandettini, 2012; Friston, 2009; Glover, 2011) . Over the last several decades, significant progress has been made on understanding the relationship between neuronal activity and BOLD responses (Bandettini, 2014; Bandettini et al., 1992; Huettel et al., 2004; Huttunen et al., 2008; Kilner et al., 2005; Logothetis, 2008; Wang et al., 2012) . However, normally, the measurements made with fMRI cannot be linked to specific cell types, complicating the interpretation of these studies. On the other hand, while advanced modeling approaches have been increasingly applied to study the functional interactions underlying brain-wide network activity measured with fMRI (Deco and Kringelbach, 2014; Friston et al., 2014b; Sporns, 2010) , these too would be more powerful if combined with measurements that provide cell-type-specific network function.
The basal ganglia-thalamocortical network motivates the importance of defining cell-type-specific network function. The striatum-the primary input structure of the basal ganglia-has distinct cell types including D1-and D2-receptor-expressing medium spiny neurons (D1-and D2-MSNs), which send unique inhibitory projections to surrounding basal ganglia nuclei (Bertran-Gonzalez et al., 2010; Deng et al., 2006; Gerfen et al., 1990) . D1-MSNs project directly to the two output nuclei of the basal ganglia-the internal globus pallidus and the substantia nigra pars reticulata-and are thought to promote motor behavior via disinhibition of downstream thalamocortical circuits, while D2-MSNs project indirectly to the two output nuclei via the external globus pallidus and subthalamic nucleus, and are thought to inhibit movement by suppressing thalamocortical circuits (Albin et al., 1989; DeLong, 1990; Kravitz et al., 2010) . Because different cell types have clear, distinct functions, it is critical that experimental measurements of motor control by this network be performed with cell type specificity.
Optogenetic fMRI (ofMRI) now uniquely enables monitoring of brain-wide functional activity resulting from cell-type-specific perturbations (Abe et al., 2012; Desai et al., 2011; Duffy et al., 2015; Gerits et al., 2012; Kahn et al., 2013; Lee et al., 2010; Liu et al., 2015; Ohayon et al., 2013; Weitz et al., 2015; Weitz and Lee, 2013) . Recently, we used this platform to characterize the opposing patterns of activity across the basal ganglia-thalamocortical network upon selective stimulation of either D1-or D2-MSNs (Lee et al., 2016) . Importantly, we precisely traced temporal signal patterns across the brain and found that they generally matched the underlying single-unit electrophysiology (Lee et al., 2016) . However, given the multi-dimensional nature of the data and the high degree of connectivity across brain regions, it was impossible to infer causal influences among different regions by observation alone. Furthermore, complex downstream effects may also contribute to brain-wide network dynamics and complicate interpretations. To overcome this problem, here, we applied dynamic causal modeling (DCM) to parameterize these causal relationships.
DCM is a Bayesian procedure that allows one to estimate coupling (effective connectivity) and evidence for different network models of neuroimaging data (Friston et al., 2003) . A wide variety of models have been proposed, ranging from non-linear models (Stephan et al., 2008) to stochastic approaches (Li et al., 2011) and spectral formulations (Friston et al., 2014a) . In stochastic DCM, both the effective connectivity and endogenous (neuronal) fluctuations are estimated. Importantly, stochastic DCM has been subject to neurobiological validation using simultaneous EEG-fMRI recordings (Daunizeau et al., 2013) and has been shown to offer high reproducibility in a multicenter study (Bernal-Casas et al., 2013) . However, stochastic DCM is computationally very intensive. In contrast, spectral DCM (spDCM) parameterizes endogenous fluctuations and adapts a deterministic model of neuronal activity, which leads to a significant increase in computation speed. Its validity has also been examined in relation to the biophysically validated stochastic DCM (Razi et al., 2015) . In this study, we used spectral DCM to investigate the interactions among basal ganglia-thalamocortical network regions with cell type specificity and link the observed activation patterns to quantitative parameters that represent effective connectivity strengths. We also discuss implications of this dynamic causal modeling approach for revealing functional relationships underpinning brain-wide networks with cell type specificity beyond the basal ganglia.
RESULTS

Dynamic Causal Modeling of ofMRI Data
In order to computationally model the D1-and D2-MSN stimulation ofMRI data and identify effective connective strengths, we implemented spectral DCM. For fMRI, DCMs can either be fitted to the time series directly (standard DCM) or to the cross spectral density of the data after applying a Fourier transform (spectral DCM). Both standard and spectral DCM can also include endogenous fluctuations beyond experimental effects. Although experimental effects and endogenous fluctuations are normally not considered together, our fMRI time series were elicited under optogenetically controlled experimental stimuli (i.e., a deterministic input), giving us the opportunity to compare deterministic and stochastic models of the same data and to ask whether stochastic endogenous fluctuations were necessary for explaining our data. We therefore performed Bayesian model comparison using spectral DCM with and without endogenous fluctuations.
To quantify the quality of fit of the spectral DCM, we used the posterior estimates from the spectral DCM as priors in a standard (stochastic) DCM and reinverted the time series. This provided predicted responses in the time domain that were then compared to the observed signal. We selected a network model to use as the a priori generative model based on known basal ganglia anatomy. Based on recent publications (Calabresi et al., 2014; Schroll and Hamker, 2013) , we implemented a seven-node brain network including the caudate-putamen (CPu), external globus pallidus (GPe), internal globus pallidus (GPi), subthalamic nucleus (STN), substantia nigra (SN), thalamus (THL), and motor cortex (MCX). We also modeled an alternative network defined by the replacement of motor cortex with sensory cortex (SCX) to examine the network's stability, defined here as the stability of connectivity estimates upon perturbations to the network.
We defined anatomical regions of interest for each node and extracted a voxel-averaged fMRI time series (Figure 1 ). Figure 2 depicts the a priori connection scheme of the generative model employed throughout the study. Connectivity estimates were computed after low-pass filtering the time series with ten different cutoff frequencies, and the significance of each connection was determined at each cutoff by testing its connectivity estimate against zero across subjects (D1: n = 12 and D2: n = 10). We then used false discovery rate (FDR) to correct the resulting p values for multiple tests of network connections (at the between-subject level). Significant variability in the p values was observed across cutoff frequencies ( Figure S1 ). For the model's final output, we selected the filter cutoff that maximized a weighted sum of the number of significant and close-to-significant connections. Connections with a corrected p value less than 0.05 were considered significant, while those having a corrected p value between 0.05 and 0.10 were considered close-to-significant. The same criteria were applied for statistical significance when comparing connections under D1-and D2-MSN stimulations and MCX and SCX networks.
To model endogenous fluctuations and observation noise parameters within the model, we used autoregressive models of order one to four, parameterized by amplitude and autoregressive model coefficients. As described above, we also investigated the importance of endogenous fluctuations in each network by comparing results with and without endogenous fluctuations in the model equations for stochastic and deterministic modeling, respectively. In particular, random effects Bayesian model selection (BMS) was used to select which of the two modeling approaches provided the greatest model evidence-in other words, the best balance between accuracy and complexity-and to examine the optimal order of autoregressive processes (Penny et al., 2004; Stephan et al., 2009) . Full mathematical details can be found in the STAR Methods section.
Throughout this study, we utilize the DCM framework introduced by Friston et al. (2003) . Novelties in our approach include autoregressive modeling, a comparison of models with and without endogenous fluctuations, and the optimized selection of a low-pass filter cutoff frequency.
D1-and D2-MSN Stimulation Networks
Significant connections during D1-MSN stimulations were largely consistent with direct pathway activation (Figures 3A and 3D) . Mean connectivity estimates with 95% confidence intervals across subjects and uncorrected and corrected p values are provided in Table S1 . Remarkably, the projections exhibiting the strongest connectivity estimates in both MCX and SCX networks were those from CPu to GPi (mean connectivity estimate: 0. posterior estimates from the spectral DCM as priors in a standard (stochastic) DCM, the resulting time series reproduced the amplitude, polarities, and delays of the empirically observed BOLD responses across brain regions for both MCX and SCX network models ( Figures 3B and 3E ). In general, stochastic models (with endogenous fluctuations) were better than deterministic models. For the MCX network, the exceedance probability of stochastic modeling (i.e., the probability that this modeling approach was more likely than any other modeling approach considered) was 0.9148 ( Figure 3C ). For the SCX network, the model exceedance probability of stochastic modeling was 0.5918 ( Figure 3F ). The brain-wide fMRI responses to D2-MSN stimulation significantly differed from those evoked by D1-MSN stimulation. In particular, many of the subcortical regions exhibited a decrease in signal during stimulation. Importantly, using the same a priori network described above now led to significant connections that reflected activation of the indirect pathway ( Figures 4A and 4D) . Mean connectivity coefficients with 95% confidence intervals across subjects and uncorrected and corrected p values are shown in Table S2 . The greatest connection in both MCX and SCX network models was from GPe to STN (mean connectivity estimate: 1.1176 Hz, p value [corrected]: 5.7809 3 10
À4
, in the MCX network), a key projection of the indirect pathway. The time series calculated from these posterior estimates also accurately matched the distinct BOLD responses elicited by D2-MSN stimulation, such as the robust negative signal within the thalamus (Figures 4B and 4E) . As with D1-MSN stimulations, stochastic models were better than deterministic models in a majority of subjects. The exceedance probability of stochastic modeling was 0.6025 for the MCX network ( Figure 4C ) and 0.7529 for the SCX network ( Figure 4F ).
In light of the close relationship between model estimates and underlying physiology, it should again be emphasized that the same modeling framework was used to estimate networks during D1-and D2-MSN stimulations. The generative model, fluctuations, and priors remained the same. This demonstrates that the proposed algorithm can be generalized for use in parameterizing different optogenetic fMRI experiments.
Comparison between MCX and SCX Network Models
We next examined the stability of D1-MSN-driven networks. The exchange of MCX with SCX did not change the strength of any connection within the model ( Figure 5A ; Table S3 ), supporting the idea that motor and sensory cortices generally exert homologous influence on basal ganglia circuitry during D1-MSN stimulations. Similarly, the replacement of motor cortex with sensory cortex for the D2-MSN stimulation models did not significantly change the strength of inter-regional connectivity estimates ( Figure 5B ; Table S3 ). Only the self-connection within cortex was different in strength after replacement (close-to-significant, p < 0.10). Collectively, these results demonstrate the stability of dynamic causal modeling in D1-and D2-MSN stimulation networks.
Comparison between D1-and D2-MSN Stimulation Network Models
To provide a quantitative comparison of the D1-and D2-MSN stimulation network models, we performed statistical comparisons of each model's resulting connectivity estimates ( Figure 6 ; Table S4 ). Connections from CPu to GPi and from CPu to SN-the defining projections of the direct pathway-were significantly greater during D1-MSN stimulations in both MCX and SCX networks. The connection from STN to SN-a key projection within the indirect pathway-was greater during D2-MSN stimulations in the SCX network (close-to-significant, p < 0.10). We also observed differences in the strength of cortical efferents between the D1-and D2-MSN stimulations. Specifically, the connection from MCX to THL was significantly greater during D1-MSN stimulations. This projection was positive during D1-MSN stimulation and negative during D2-MSN stimulations.
There were also several significant differences in intra-regional estimates between D1-and D2-MSN stimulations (Table S4) . The self-connection parameters within the CPu were significantly greater in magnitude (more negative) during D1-MSN stimulations in both MCX and SCX networks. In the GPe, the self-connection parameter was significantly greater in magnitude (more negative) during D2-MSN stimulations in the MCX network. The self-connection parameters in GPi were also greater in magnitude (more negative) during D2-MSN stimulations in the SCX network (close-to-significant, p < 0.10). Likewise, the self-connection parameter in STN was greater in magnitude (more negative) during D2-MSN stimulations in the MCX network (close-to-significant, p < 0.10). The self-connection parameters within SN were significantly greater in magnitude (more negative) during D2-MSN stimulations in both MCX and SCX networks. Finally, in the SCX network, the self-connection parameter in SCX was significantly greater in magnitude (more negative) during D2-MSN stimulations.
DISCUSSION
While circuit diagrams of basal ganglia pathways have been traditionally delineated by measuring anatomical connectivity and electrophysiological activity in isolation, they have never been simultaneously and directly measured across the brain. Our model makes use of brain-wide optogenetic fMRI measurements to construct the first cell-type-specific dynamic brain circuit diagram based on data measured in live subjects. In this study, we developed a computational approach that can parameterize the brain-wide network function measured by fMRI responses evoked during cell-type-specific stimulations of D1-or D2-receptor-expressing striatal MSNs. Strikingly, the strongest connections during D1-MSN stimulation were the efferents from the CPu to GPi and SN, while the strongest connection during D2-MSN stimulation was from GPe to STN, the key (C and F) According to Bayesian model selection, the stochastic modeling fits the observed BOLD responses better than the deterministic modeling for both MCX (C) and SCX (F) networks.
projections of the direct and indirect pathways, respectively. Comparisons of connectivity estimates between the two stimulation groups also revealed that connections belonging to the direct pathway were greater during D1-MSN stimulation, and connections belonging to the indirect pathway were greater during D2-MSN stimulation. These findings confirm our method's ability to detect selective changes in effective connectivity within a distributed network under cell-type-specific interventions and underscore how effective connectivities among regions may depend on the cell types activated. Formally, this paper offers a construct validation of DCM for optogenetic fMRI by appealing to the known functional anatomy and synaptic circuitry of the basal ganglia-thalamocortical system. We found that stochastic models were better than deterministic models across networks and stimulation groups. The greater model evidence exhibited by the stochastic models suggests that there are neuronal processes that cannot be explained strictly by the experimental stimulus. Stochastic modeling, which accounts for endogenous fluctuations, may therefore be optimal for future modeling studies and offer greater generalization across experiments, as it provides the best balance between accuracy and complexity for explaining the measured data (i.e., the greatest model evidence) ( Figures S2A-S2D ). The optimal degree of complexity for these endogenous fluctuations was also examined by fitting autoregressive models of increasing order. Our results indicate that a relatively low order of local temporal correlations (e.g., AR(1) or AR(2) processes) was optimal across networks and stimulation groups ( Figures S2E-S2H) .
Replacement of the motor cortex with sensory cortex revealed a stability of the connectivity parameters within the basal (C and F) According to Bayesian model selection, the stochastic modeling fit the observed BOLD responses better than the deterministic modeling in a majority of animals for both MCX (C) and SCX (F) network models. ganglia-thalamocortical circuit. No significant differences were observed in the strength of inter-regional connectivity estimates when replacing MCX by SCX (Table S3) , and both network models yielded similar connections (Tables S1 and S2 ). This is a crucial property that must hold true in order for a causal estimation algorithm to be considered robust. It should be noted, however, that the selection of one model or the other did alter statistical effects across D1-and D2-MSN stimulations (Tables  S1 and S2 ). For example, the connection from thalamus to cortex was not statistically significant in the SCX network model during D2-MSN stimulations, leaving no pathway from the stimulation site to cortex and thus compromising the interpretation of causality within the basal ganglia-thalamocortical system (Figure 4D) . In this respect, the MCX network model may offer more mechanistic insight than the SCX network model, as it exhibited causality between regions across the overall system, including connections from thalamus to cortex and from cortex to striatum during both perturbations (Figures 3 and 4) . Our failure to detect a causal relationship from thalamus to sensory cortex during D2-MSN stimulation suggests that thalamus may directly influence motor-but not sensory-cortex during D2-MSN stimulations. Notably, this did not prevent the accurate pre- (B) Comparison of connectivity estimates during D2-MSN stimulations between MCX and SCX network models. No differences were observed in the connectivity estimates during D2-MSN stimulations with the exception of the self-connection within CTX. In both panels, the error bars represent the SE of the connectivity estimates over subjects. ''cts'' indicates a close-to-significant difference across subjects after applying a multiple comparison correction across a priori connections with FDR (p < 0.10).
diction of observed responses with either network model. This is possibly due to the inclusion of endogenous fluctuations in the model equations, which were able to account for hidden neuronal responses that were not explicitly included in the network models.
We also found that the signs of significant connections during D1-and D2-MSN stimulations were consistent with the diversity of temporal profiles and polarities of fMRI responses. During D1-MSN stimulations, for example, the time series throughout the basal ganglia increased during stimulation. As expected, significant connectivity estimates throughout the basal ganglia-thalamocortical system were positive (Figure 3 ; Table  S1 ). While the initial drop in sensory cortex may be seen as an exception to this, our proposed model interprets this transient as a reflection of a delay in cortical activations. During D2-MSN stimulations, connectivity estimates were positive all the way from CPu to cortex (Figure 4 ; Table S2 ). However, the BOLD responses-especially in thalamus-generally decreased during stimulation. The feedforward aspect of the indirect pathway therefore fails to explain the decreasing responses observed within STN, GPi, SN, and thalamus. Nevertheless, this issue might be resolved once the signal passes through the cortex. As shown in Figure 4 , the connection from cortex to STN was significantly negative, while the connections from STN to GPi, GPi to THL, and STN to SN were positive. Applying the multiplication operation along this pathway leads to a negative response within the STN, GPi, SN, and THL and suggests that it may be the hyperdirect pathway, which is statistically significant and negative during D2-MSN stimulations, that explains the negative BOLD responses within these regions.
Beyond an understanding of normal basal ganglia information processing, our results offer insight into the mechanisms of movement disorders that originate from defects in this network. Optogenetically driving D2-MSNs, for example, simulates the loss of dopamine in striatum that is associated with Parkinson's disease (PD) by creating an imbalance in direct and indirect pathway activity. Interestingly, our connectivity analyses from D2-MSN stimulation revealed several features commonly observed in PD. First, we observed systematically more negative self-connection parameters within the basal ganglia's nuclei (STN, GPe, GPi, and SN) during D2-MSN stimulations compared to D1-MSN stimulations. Many of the self-connections exhibited a statistically significant or close-to-significant difference between D1-and D2-MSN stimulations for both the MCX and SCX network models (Table S4) . Based on the mathematical solution of the state equation (see STAR Methods, Method Details), a more negative self-connection strength indicates that less time is needed to reach the activation state. One plausible interpretation of this is that brain regions within the basal ganglia synchronize faster during D2-MSN stimulation. Increased synchrony and neural oscillations in the STN and GPi have been observed in primate (Albin et al., 1989; Bergman et al., 1994; Nini et al., 1995) and rodent (Costa et al., 2006; Magill et al., 2001 ) models of PD. It has also been shown that STN activity correlates with downstream basal ganglia activity in PD monkeys (Deffains et al., 2016) . Although the causal link between STN oscillations and PD symptoms remains elusive (B) Comparison of connectivity estimates between D1-and D2-MSN stimulations for the SCX network model. Statistical differences were observed in the connectivity estimates between D1-and D2-MSN stimulations. In both panels, the error bars represent the SE of the connectivity estimates over subjects. * indicates p < 0.05 and *** indicates p < 0.001 across subjects after applying a multiple comparison correction across a priori connections with FDR and ''cts'' indicates a close-to-significant difference (p < 0.10). (K€ uhn et al., 2009; Weinberger et al., 2009) , it has been shown that pathological oscillations are suppressed by volitional movement (Amirnovin et al., 2004) , dopamine replacement therapy (Brown et al., 2001; Levy et al., 2002; Priori et al., 2004; Weinberger et al., 2009) , and STN-DBS therapy (K€ uhn et al., 2008; Wingeier et al., 2006) . As another possible link to PD, we observed statistically significant MCX-STN and close-to-significant SCX-STN connections during D2-, but not D1-MSN stimulations. Indeed, cortical-STN interactions have previously been implicated in PD mechanisms (Payoux et al., 2004; Ridding et al., 1995) . It has even been suggested that the antiparkinsonian effects of STN stimulation result from selective activation of the M1-STN pathway (Gradinaru et al., 2009) .
Neurostimulation therapy for PD aims at modulating neuronal activity of the basal ganglia-thalamocortical system. Clinically, the most common brain regions targeted to treat PD motor symptoms with DBS are the STN and GPi. While the exact mechanism of action for DBS in PD remains unclear, many hypotheses have been proposed (Chang et al., 2008; Hammond et al., 2008; McIntyre et al., 2004) . For example, DBS may modulate abnormal synchronous oscillatory activity between the basal ganglia and cortical regions such as M1 (Walker et al., 2009; Whitmer et al., 2012) . As a therapeutic alternative, recent data have suggested that epidural chronic motor cortex stimulation (MCS) could also improve symptoms resulting from movement disorders like PD (Priori and Lefaucheur, 2007) . Among the possible mechanisms of action for MCS, it is hypothesized to reduce synchronized oscillatory activities in basal ganglia nuclei, similar to STN stimulation. We speculate that the connectivity analyses developed in this study can help elucidate the effectiveness of different regions as therapeutic targets. For example, the finding that motor cortex exhibits greater connectivity with subcortical structures during D2-MSN stimulation supports the hypothesis that motor cortex modulation may restore balance to Parkinsonian circuitry and suggests that this region plays a critical role in the descending modulation of basal ganglia network activity.
It is worth noting that there were distinct, approximately orthogonal patterns of significant and close-to-significant interregional connections between D1-and D2-MSN stimulations (Pearson's r = À0.0036 and À0.0165 for MCX and SCX network models, respectively). In distributed spatial representations, orthogonal arrangements of effective connectivity may be useful to maximize discriminability (Duncan, 2010) . For example, they could be valuable in maintaining the separate identity and processing content of two populations with distinct cell types. In addition, orthogonal patterns can be employed to emit two independent sequences (e.g., a set of motor programs) simultaneously and to separate the received information afterward (e.g., within the cerebral cortex).
In conclusion, these findings will open new research directions for characterizing functional brain systems. In future studies, causal influences among brain regions driven by a specific cell type can be quantified and compared in the healthy and diseased brain by utilizing optogenetic fMRI and the network models examined here. Knowing how neural pathways driven by specific cell populations contribute to diseases like PD will aid the development of treatments based on quantitative circuit mechanisms of disease, which will lead to improved targeted therapies with better efficacy and reduced adverse effects.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS Mice
Details of the experimental model and information related to the subjects are provided in a previous publication (Lee et al., 2016) . Briefly, bacterial artificial chromosome (BAC)-mediated transgenic mouse lines from the gene expression nervous system atlas (GENSAT) were used as subjects (male, 18-20 g, $4 weeks old channelrhodopsin2 expression in either D1-or D2-expressing medium spiny neurons. Virus was acquired from the University of North Carolina vector core using Addgene plasmid #20298, a gift from Karl Deisseroth. Animals were housed individually following cannula implantation and provided with food and water ad libitum. All experimental procedures and animal husbandry were performed in strict accordance with the NIH, UCLA Institutional Animal Care and Use Committee (IACUC), and Stanford University IACUC guidelines. Animals were involved in behavioral rotation tests to confirm functional opsin expression prior to ofMRI experiments, but were otherwise naive and healthy. No randomization procedure was necessary for allocating animals to experimental groups, since the groups being compared (D1-and D2-MSN stimulation) were determined simply by the genetic strain of the animal (i.e., D1-Cre and D2-Cre). No procedures were used for sample size estimation.
METHOD DETAILS ofMRI Experiments
Details of the ofMRI experiment and image acquisition are provided in a previous publication (Lee et al., 2016) , but are provided again here for clarity. Briefly, fMRI scanning was performed using a 7 Tesla Bruker Biospec small animal MRI system. A single ofMRI scan consisted of six 20 s pulse trains of optical stimulation delivered once per minute over 6 min. Photostimulation was delivered at 20 Hz with a 30% duty cycle via a 105 mm diameter optical fiber. The optical fiber, coupled to a 473 nm laser source (Laserglow Technologies, Toronto, ON), was calibrated to have a 2.5 mW output power. During fMRI scanning, animals were placed into the iso-center of the magnet while very lightly anesthetized with a calibrated vaporizer (Vet Equipment, Pleasanton, CA, USA) using a mixture of O 2 (35%), N 2 O (65%), and isoflurane (0.4%-0.7%; Henry Schein, Melville, NY, USA). Body temperature was maintained at 36-38 C using an airflow heater (SA Instrument, Stony Brook, NY, USA). Gradient recalled echo (GRE) BOLD methods were used to acquire fMRI images during photostimulation. The fMRI image acquisition was designed to have 25 3 25 mm 2 in-plane field of view (FOV) and 0.36 3 0.36 3 0.5 mm 3 spatial resolution with a sliding window reconstruction to update the image every repetition time (TR) (Fang and Lee, 2013) . The two-dimensional, multi-slice gradient-echo sequence used a four-interleave spiral readout (Glover and Lee, 1995; Kim et al., 2003) , 750 ms TR, and 12 ms echo time, resulting in 23 coronal slices. The spiral k-space samples were reconstructed through a 2-dimensional gridding reconstruction method (Jackson et al., 1991) . Finally, real-time motion correction was performed using a custom-designed GPU-based system (Fang and Lee, 2013) . Precautions were taken during ofMRI experiments to avoid heating and visual-related artifacts. To ensure that we did not evoke any visual-related artifacts, the eyes of each subject were carefully covered with black electrical tape. The connection between the fiber optic cable and the implanted cannula was also covered with black tape to prevent any leakage of light. Furthermore, to prevent heating, we limited our stimulations to 2.5 mW with a 30% duty cycle. These numbers, taking into account the 105 mm diameter fibers employed, lead to a time-averaged light power density of 86.6 mW/mm 2 . According to recent measurements with experiment settings used in our lab (Duffy et al., 2015) , the time-averaged light-intensity range of 56-167 mW/mm 2 is far below the range that generates any artifact-derived responses ( Figure S1 of Duffy et al., 2015) . These data, in addition to our finding that optogenetic D1-and D2-MSN stimulations only led to positive local BOLD signals, suggest that heating confounds were not present in the current experiment.
ofMRI Data Processing
The motion-corrected images corresponding to individual scans of each animal were first aligned to a single, common coordinate frame using the NiftyReg toolbox (Ourselin et al., 2001) . Next, the signal quality of each image was quantified by calculating the average coherence value (Lee et al., 2010) at the site of stimulation using the mrVista software package (Vision Imaging Science and Technology Laboratory, Stanford University, CA) in MATLAB (MathWorks, Natick, MA). For each scanning session and animal, the best N motion-corrected images were averaged together, with N typically being 14 and no less than 10. Finally, slice-timing correction and image smoothing (4 mm FWHM Gaussian kernel) were performed using the Statistical Parametric Mapping toolbox (SPM12, Welcome Trust Centre for Neuroimaging, London, UK; http://www.fil.ion.ucl.ac.uk/spm). Time series were calculated for each voxel as the percent modulation of the BOLD signal relative to a 30 s baseline period collected prior to stimulation. After temporal detrending to correct for possible scanner drift and mean-correction, anatomical regions from an MRI and digital mouse brain atlas (Paxinos and Franklin, 2001; Bai et al., 2012) were used to segment the brain for region of interest (ROI)-specific analyses. Finally, time series were averaged over all voxels within each ROI. These data are provided in the supplemental files Data S1 and Data S2.
Dynamical Causal Modeling
Dynamic causal modeling (DCM) models the brain as a dynamic system of interconnected regions during a series of specific perturbations or experimental tasks. Here, the perturbation is optical stimulation. Assuming that a single deterministic input defined by u(t) encodes the influence of optogenetic manipulation (i.e., a square function of zeros when the laser is OFF and ones when the laser is where x(t) is the neuronal state, q n = (A,C) are the neuronal parameters, A is a matrix of endogenous connection strengths, C is the strength of optogenetic input, g(x(t),q h ) is a nonlinear operator that links the neuronal state x(t) to a predicted BOLD signal y(t) via changes in vasodilatation, blood flow, blood volume, and deoxyhemoglobin content, q h are the hemodynamic parameters, and ε(t) is observation noise. In this study, the input function u(t) was specifically applied to the CPu network node, modeling the effect of in vivo optogenetic stimulation. Functions f(x(t),q n ,u(t)) and g(x(t),q h ) are identical to those introduced by Friston and colleagues in their seminal work (Friston et al., 2003) .
Spectral DCM Spectral DCMs are based on deterministic models that predict cross-spectra from a biophysically plausible model of coupled endogenous fluctuations in a distributed neural system (Friston et al., 2014a) . Ideally, endogenous fluctuations and observation noise must be taken into account to formulate an appropriate brain network model. As such, the nature of the endogenous fluctuations (and observation noise) must be parameterized. In this study, we opted for autoregressive models of order one to four [i.e., AR(1) to AR(4) processes] that parameterized endogenous fluctuations u(t) and observation noise ε(t) with amplitude and autoregressive coefficients as free parameters. This step was performed by modifying the function spm_csd_fmri_mtf.m in the SPM12 toolbox. As described above, spectral DCM predicts the cross-spectral density of the observed BOLD responses YðfÞ. Equation 3 shows the cross-spectral responses of a DCM for ofMRI:
where G u ðfÞ = PSDfuðtÞg, G u;n ðfÞ = ðs 2 u;n = 1 À P n AR u;n e Àj2pfn 2 Þ, and G ε;n ðfÞ = ðs 2 ε;n = 1 À P n AR ε;n e Àj2pfn 2 Þ.
Here, G u ðfÞ is the power spectral density of the experimental input, G u;n ðfÞ is the spectral density of endogenous fluctuations parameterized as autoregressive processes of order n, and G ε;n ðfÞ is the spectral density of the observation noise also parameterized as autoregressive processes of order n. These terms are the same as those introduced by Friston and colleagues (Friston et al., 2014a) , but with G u;n ðfÞ and G ε;n ðfÞ parameterized as autoregressive processes. s For technical details and a fuller explanation of the equations, we refer readers to Figure 1 of Friston et al. (2014a) .
Experimental Design D1-and D2-MSN stimulation experiments were performed in randomized order. The researcher implementing the models was not blinded to the experimental group of individual subjects. No procedures were used for sample-size estimation.
QUANTIFICATION AND STATISTICAL ANALYSIS Computing Effective Connectivity Estimates
Generative models were estimated after low-pass filtering raw time series to avoid over-fitting of the data. For each of the four network models, appropriate cutoff frequencies were estimated region-by-region by fitting the averaged time series across subjects in the frequency domain to an AR(1) process and calculating the frequency at which the first derivative of the AR(1) process was equal to or less than 4 3 10 À5 . During D1-MSN stimulation, across regions, we obtained a mean cutoff frequency of 0.2489 Hz and a 95% confidence interval of 0.2137 to 0.2841 Hz for the MCX network, and a mean cutoff frequency of 0.2533 Hz and a 95% confidence interval of 0.2209 to 0.2858 Hz for the SCX network. During D2-MSN stimulation, we obtained a mean cutoff frequency of 0.2623 Hz and a 95% confidence interval of 0.2241 to 0.3004 Hz for the MCX network, and a mean cutoff frequency of 0.2563 and a 95% confidence interval of 0.2105 to 0.3022 Hz for the SCX network. We therefore evaluated generative models using cutoff frequencies from 0.21 to 0.30 Hz with a step size of 0.01 Hz, and generated distributions of connectivity estimates and p values from these 10 cutoff frequencies. The optimal cutoff frequency was selected as the one which maximized the discriminability of the p values (in accord with the Matched Filter theorem). Specifically, we selected the cutoff that maximized the weighted sum of the number of significant and close-to-significant connections (weights of 1.0 and 0.5, respectively). These were 0.29 and 0.24 Hz for the MCX and SCX networks during D1-MSN stimulation, respectively, and 0.27 and 0.22 Hz for MCX and SCX networks during D2-MSN stimulation, respectively. Using the cross-spectral responses described in Equation 4, network models were inverted (i.e., the network parameters were estimated) by minimizing variational free energy under the Laplace approximation. In particular, we used an estimate of the negative free energy as an approximation of the log model evidence (Friston et al., 2007) . This step was performed by invoking the function spm_nlsi_GN.m in SPM12. To select the optimal modeling approach (i.e., stochastic or deterministic) and the optimal order of autoregressive processes within the winning approach, we used Bayesian model selection (BMS) and a random effects BMS scheme at the group level that accounts for potential heterogeneity across subjects (Penny et al., 2010; Stephan et al., 2009) .
We first compared the two families of models: stochastic and deterministic, each family consisting of autoregressive models of order one to four. To do so, we first used Bayesian model selection to calculate the exceedance probabilities of stochastic and deterministic families. This step was performed for each of the seven low-pass filter cutoff frequencies using the function spm_run_bms_dcm.m in SPM12. After finding that stochastic modeling was optimal across cutoff frequencies for each stimulation and network of interest ( Figures S2A-S2D) , we used Bayesian model comparison to determine the autoregressive model order that provided the greatest negative free energy (i.e., model evidence) under stochastic assumptions. The reason for testing AR processes of different order was to explore whether increasing the complexity of the models (i.e., the number of free parameters) minimized free energy. Analyses did not reveal one winning model but a subset of models having comparable exceedance probabilities. With D1-MSN stimulations, AR(1) processes were optimal in both network cases, while with D2-MSN stimulations, AR(2) processes were superior in the MCX model and AR(1) processes were optimal in the SCX case ( Figures S2E-S2H ). Because we did not obtain a clear winning model for either optogenetic manipulation, we used Bayesian model averaging (BMA) to compute reliable parameter estimates and account for model uncertainty. This computation was done by invoking the function spm_run_bms_dcm.m in SPM12. BMA averages network estimates over generative models (e.g., autoregressive processes) by weighting parameter estimates by their corresponding model posterior probabilities (Penny et al., 2010) .
Before BMA, we carefully checked for winning models at the subject level to identify possible outliers. A subject within the D2-MSN stimulation group exhibited a winning model of AR(3) with exceedance probability equal to 1.00. To confirm the existence of this outlier, after BMA, we computed Euclidean distances as a measure of (dis)similarity among group mean estimates and individual estimates across subjects of the same type of stimulation. We observed that the Euclidean distance computed for this subject did not lie within the confidence intervals defined by the distribution of mean Euclidean distances of the D2-MSN stimulation group and excluded the subject from subsequent analyses.
Statistics
Finally, following BMA, we used the resulting connectivity estimate means from the averaged stochastic models for examining statistical significances in D1-and D2-MSN stimulations at the between subject level in the usual way (using classical t tests; see below for assessment of statistical test assumptions). We utilized the resulting network parameters estimated at each cutoff frequency to determine statistical significance within and between optogenetic stimulations. The statistical significance of connectivity strengths within the same stimulation at each cutoff frequency was assessed by a one-sample t test, and 95% confidence intervals were computed across cutoff frequencies. Likewise, statistical differences between MCX and SCX networks, and between D1-and D2-MSN stimulation networks, at each cutoff frequency were assessed by a two-sample t test and 95% confidence intervals were computed across cutoff frequencies. We then employed false discovery rate (FDR) to correct for multiple testing, with the number of tests being equal to the number of a priori network connections, i.e., 24 connections/tests as illustrated in Figure 2B . Exact p values for statistical tests are reported in Tables S1-S4 . For all reported modeling results (Figures 3, 4 , 5, 6, S1, and S2; Tables S1-S4), the numbers of subjects used for statistical testing were n = 12 for D1-MSN stimulation and n = 10 for D2-MSN stimulation. As explained in the previous section, one subject from the D2-MSN stimulation group had been excluded as an outlier. The time series presented in Figure 1 represent the average of the 11 subjects originally scanned during D2-MSN stimulation (i.e., including the outlier).
We tested for normality in our connectivity estimates using the Lilliefors test (as implemented in MATLAB). More specifically, we tested for Gaussianity in the 24 connectivity estimates calculated in each of the 2 optogenetic stimulations, the 2 networks of interest, and the 10 cutoff frequencies, giving a total of 960 statistical tests. In the majority of tests (88%), the null hypothesis that connectivity estimates were normally distributed was not rejected (uncorrected p > 0.05). Thus, we opted for parametric tests (classical t tests) for examining statistical significances within and between groups. 
