Abstract-We present sampling results for certain classes of twodimensional (2-D) signals that are not bandlimited but have a parametric representation with a finite number of degrees of freedom. While there are many such parametric signals, it is often difficult to propose practical sampling schemes; therefore, we will concentrate on those classes for which we are able to give exact sampling algorithms and reconstruction formulas. We analyze in detail a set of 2-D Diracs and extend the results to more complex objects such as lines and polygons. Unlike most multidimensional sampling schemes, the methods we propose perfectly reconstruct such signals from a finite number of samples in the noiseless case. Some of the techniques we use are already encountered in the context of harmonic retrieval and error correction coding. In particular, singular value decomposition (SVD)-based methods and the annihilating filter approach are both explored as inherent parts of the developed algorithms. Potentials and limitations of the algorithms in the noisy case are also pointed out. Applications of our results can be found in astronomical signal processing, image processing, and in some classes of identification problems.
'(0x; 0y) (anti-aliasing step). The sampled signal is given by g (p; q) = g (x; y)(x 0 p; y 0 q).
the common feature that they allow for a parametric representation with a finite number of degrees of freedom and can be perfectly reconstructed from a finite set of samples. The proposed methods were intended for one-dimensional (1-D) signals, but when going to higher dimensions, the problem becomes more involved and does not allow direct extension of 1-D results. In this paper, we consider the problem of developing exact sampling schemes and reconstruction formulas for certain classes of parametric nonbandlimited 2-D signals that have a finite number of degrees of freedom. The sampling setup we will be using is shown in Fig. 1 , where the original 2-D signal is filtered with a smoothing kernel , and a uniform set of samples is taken from the filtered version , that is (1) The above setup is typical for acquisition devices encountered in practice, and the key question is under what conditions we can reconstruct from . While this question is fundamental in signal processing, the problem we consider differs from standard problems in sampling theory in the following way. Namely, the space of signals we analyze is not a vector space but, rather, a nonlinear space of finite dimension, whereas the classic assumption is that the signals belong to shift-invariant vector spaces (e.g. bandlimited space or spline spaces [16] ).
There are a few important issues that will be addressed throughout the paper. We investigate if it is possible to develop a sampling scheme for a signal with degrees of freedom that requires on the order of samples and which kernels allow for such a scheme. In effect, this would substantially reduce computational and storage requirements compared to existing methods. Another important point is the numerical performance of the algorithms, i.e., we will be interested in developing techniques that can recover the signal from a set of its samples with high numerical precision, regardless of the signal complexity (e.g., the value of the parameter ) or signal structure. Finally, we expect the algorithms to be computationally efficient and, if possible, robust to noise and model mismatch. We will show that under certain conditions, one can develop methods that satisfy all of the above requirements. Some of the techniques we will be using are encountered in spectral analysis [6] [7] [8] [9] [10] [11] [12] , [14] , [15] , [17] [18] [19] or in error correction coding [2] , [3] , [10] . The proposed methods, while being more complex than the existing schemes for bandlimited signals, still offer efficient algorithmic implementations. We will analyze in detail the case of a signal made up of 2-D Diracs, which is of particular interest to the field of astronomical image processing, and discuss a possible extension of the results to the problem of sampling some simple objects, such as lines and polygons.
The outline of the paper is as follows. In Section II, we review classes of nonbandlimited two-dimensional (2-D) signals that will be of interest in the sequel. In Section III, we develop sampling methods for a periodic set of Diracs in two dimensions in continuous space and extend the results to signals that can be modeled as a convolution of Diracs and a known point spread function. In Section IV, we consider the problem of sampling finite length signals and derive sampling theorems using the Gaussian kernel. A possible application of the previous results to the problem of sampling some simple objects, such as polygons, is addressed in Section V. In Section VI, we analyze the problem of estimating the model order and discuss numerical performance of the proposed methods as well as their robustness to model mismatch and noise. In particular, we modify the algorithms in order to improve their numerical precision in the case of noisy data. Simulation results that indicate desirable properties both in the deterministic case and in the presence of noise are given in Section VII. We also address limitations due to ill-conditioning in the Gaussian finite length case. Finally, we discuss some directions for future work in the concluding remarks.
II. TWO-DIMENSIONAL SIGNALS OF FINITE COMPLEXITY
An intuitive way to introduce the concept of signals of finite complexity is to think of them as having a parametric representation with a finite number of degrees of freedom. The main reason for considering the sampling problem for such a class of signals is the fact that the number of degrees of freedom can be often directly related to the minimum sampling density or to the minimum number of samples that allows for a perfect reconstruction. For example, consider the simple case of a 2-D bandlimited real signal , with a Fourier transform that is nonzero over a finite region in the frequency space. If we let and represent the widths in the and directions of the smallest rectangle that encloses the region , then appropriately spaced samples can perfectly represent the signal, i.e., (2) where and are such that and . The above relation implies that we can think of the bandlimited signal as having and degrees of freedom per unit of length in the and direction, respectively, which correspond to minimum sampling densities and . A more general form of (2) is given by (3) where and are arbitrary shifts. For example, when and both and are i.i.d. random variables with exponential density, then describes a separable 2-D Poisson process. Other examples of finite complexity signals include simple lines and polygonal lines, planar parametric curves, as well as some parametric signals whose boundaries have a finite number of degrees of freedom. In general, the space of signals we will be considering is a finite-dimensional nonlinear space. By exploiting this property, we will develop sampling schemes that allow for a perfect reconstruction from a finite number of samples.
III. PERIODIC SET OF 2-D DIRACS IN CONTINUOUS SPACE

A. Fourier Series
One of the most basic forms of nonbandlimited signals of finite complexity is a set of Diracs, that is, one particular realization of a 2-D Poisson process. Although this signal has a simple parametric representation, the problem of extracting its parameters from a set of samples is a more involved task than in the 1-D case. In this section, we present sampling methods for a periodic set of Diracs in continuous space. Specifically, we will show that a lowpass approximation of the signal, which is essentially a projection of the signal onto the subspace of proper dimension, provides sufficient information for perfect reconstruction.
Let be a periodic 2-D signal given by (4) where is assumed to be known, and . Consider the Fourier series representation of (5) where and are the Fourier series coefficients given by (6) (7) (8) (9) that is, a linear combination of complex exponentials. We will first analyze the case where the set of Diracs has no common components along one direction, that is, all are distinct (or alternatively all have different values) and present a method that can perfectly recover the signal from samples.
B. Annihilating Filter Method for the Separable Case
Consider the Fourier Series coefficients and given by (9) (10) (11) where , and define a filter of order , having zeros at (12) Let coeff . Since has the form of a weighted sum of exponentials, i.e., , the following relation must be satisfied:
In other words, each exponential in is being zeroed out by one of the roots of ; thus, the filter is called the annihilating filter, and its zeros uniquely define the set of locations . A more detailed analysis of the annihilating filters is given in [15] and [20] . Therefore, we will only outline the basic steps of the algorithm and discuss its application to the 2-D problem.
Annihilating Filter Algorithm:
• Find the Fourier series coefficients and , from a set of samples (14) where is a 2-D sinc sampling kernel 1 
where is the Fourier transform of , which satisfies otherwise.
If the sampling periods and satisfy the above requirements, this system of equations is invertible and will yield a unique solution for and , .
• Find the filter coefficients , from a system of equations (19) If we let , the above system reduces to (20) Assuming without loss of generality that , the filter coefficients can be computed from the Yule-Walker system (21) which has a unique solution if the 's are distinct. If that condition is satisfied, the Fourier series coefficients , provide sufficient information to solve uniquely for the filter coefficients and, hence, for the set by factorization. , where . Then, the samples are a sufficient representation of . In the case when the coordinates of the Diracs are distinct along the direction but not along the direction, the algorithm remains virtually the same. The only difference is the use of an alternative sinc sampling kernel of bandwidth , whereas the signal parameters can be found from the Fourier series coefficients and , . The presented method thus yields a unique solution by taking only samples of the signal, but its numerical stability typically degrades as the number of Diracs increases due to the root-finding part of the algorithm. Another disadvantage is that the method fails when the Diracs have common components along both directions, which also points to numerical instability if the coordinates are very close.
It is worth noting that it is also possible to solve for the signal parameters from the same set of the Fourier series coefficients by using alternative algorithms, based on 1-D subspace methods for harmonic retrieval, such as ESPRIT [8] or the state space method [12] . As opposed to the annihilating filter algorithm, a basic principle inherent in the subspace methods is the singular value decomposition (SVD). However, the same necessary condition for the success of these methods holds, namely, the set of Diracs must have no common components along the or the direction. If such is not the case, one possible way of handling this problem is discussed in the next subsection.
C. Sampling Schemes in the Nonseparable Case
The algorithm we described is based on the idea of reducing the 2-D sampling problem to one dimension and applying the 1-D annihilating filter method. We have seen that this approach imposes certain constraints in terms of the locations of the Diracs in the set, i.e., the necessary condition is that the problem is separable in the , or alternatively, direction. In order to avoid this constraint, it seems natural to try to extend the idea of annihilating filters to two dimensions. In other words, if we can find an FIR filter having zeros at , which satisfies , then the problem would essentially be equivalent to the one we discussed in the 1-D case. Yet, it turns out that this approach cannot be used. The main reason is that in the 2-D case, there is no general relationship between the degree of a bivariate polynomial and the number of its zeros. For example, consider a filter that is a 2-D counterpart of the annihilating filter defined in Section III.
is a polynomial in and of degree and satisfies the relation but has an infinite number of zeros over the complex field, which is located at hyperbolas . Clearly, the problem in two dimensions is more involved, and a simple extension of the method from the 1-D case will not lead to the solution.
An alternative way to estimate the locations and weights of Diracs is to use the SVD as the inherent part of the algorithm. Two-dimensional SVD-based algorithms have been studied extensively in the context of harmonic retrieval, typically for distinguishing and tracking signals of interest and extracting relevant information from noisy measurements. In that particular framework, subspace methods are used with the aim to estimate the signal parameters from noisy data, and a model that approximately fits all the available information is more desirable. We will prove that in the deterministic case, 2-D subspace methods can be adapted in such a way that the exact values of the parameters , , and can be found from only samples of the signal .
D. Subspace Methods
Consider again the Fourier series coefficients given by (9) (24)
To make the notation simpler, we can write the above system as (25) where , and . If we let and , (25) can be written as , with matrices , , and defined as
. . .
If projections of the set of Diracs on the and the directions are distinct, then the rank of the matrix is equal to , and the values and can be obtained from the principal left or right singular vectors of . If this condition is not satisfied, the algorithm fails due to the rank deficiency of . Among the earliest spectral estimation techniques that addressed this problem was the matrix enhancement and matrix pencil (MEMP) algorithm [7] . The method introduces so-called "enhanced matrices," both of rank , from which the sets and could be obtained, yet an additional step is required to form the correct pairs . This often involves a costly minimization procedure, making this algorithm unattractive due to its computational cost. In response to that, there has been a lot of work toward developing high-resolution methods that would link the estimation problems in both dimensions [6] , [14] , [17] [18] [19] . We will show how one of them, the algebraic coupling of matrix pencils (ACMP) algorithm, can be efficiently applied to our sampling problem. A more detailed discussion of the method can be found in [17] .
E. Outline of the ACMP Algorithm
Let the enhanced matrix be defined as 
and are diagonal matrices diag , diag , while and are given by . . .
Define a top-left matrix obtained by omitting the last row and the last column of the block components of , i.e. the top-left matrix has block components
where denotes the operation of deleting the last column of , whereas denotes the operation of deleting the last row of . Define in a similar way top-right and bottom-left matrices and . The outline of the ACMP algorithm is then the following.
• Compute the singular value decomposition of (37)
• Find , , , and from
• Compute the eigenvalue decomposition of a matrix (40) where is a scalar introduced with the aim of avoiding multiple eigenvalues.
• Apply the eigentransformation to and to find and , i.e.,
Since the same transformation is used to diagonalize both matrices, and correspond to the same sinusoidal component. A necessary condition for this property to hold is that all the matrices involved in the two matrix pencils and can be written as the product of the same left and right matrices, . . .
with possibly a different matrix in the middle. On the other hand, a sufficient condition for and to have the full rank is (43) Equation (43) implies that if we set , the sufficient condition for having a unique solution is , . In other words, it suffices to know , , ; 2 therefore, only samples of will yield a unique solution for the set of pairs . Note that do not necessarily have to correspond to the lowpass version of the signal, and it is possible to obtain a perfect reconstruction from any subspace of the same dimension. While this is true for deterministic signals, in the presence of noise, it is desirable to use oversampled schemes and estimate the signal parameters from a frequency band where a signal-to-noise ratio (SNR) is highest.
Finally, the corresponding set of weights can be found from (31), i.e.,
, where denotes a pseudoinverse of . Since both and are of rank , the above system will have a unique solution for the matrix of coefficients . This leads us to the following proposition. , where , then in the general case, the samples are a sufficient characterization of . In our analysis, we specifically considered the sinc sampling kernel because it allows for a straightforward computation of the Fourier series coefficients of the signal from the set of samples. However, we can use any bandlimited kernel whose spectrum is nonzero over the same region , assuming that the inverse of over that frequency range exists and is numerically stable. That is, the only modification is that the Fourier series coefficients of the sampled signal have to be divided by the corresponding Fourier series coefficients of the sampling kernel before running the estimation algorithm. This allows us to use the same approach based on the shift-invariant subspace property together with a much wider class of antialiasing filters.
F. Point Spread Function
The previous results can be directly extended to the case of signals modeled as a "blurred" version of the set of Diracs or, more precisely, as a convolution of the signal with a certain point spread function (PSF). This case is of interest to the field of optical astronomy, where the image formation, without noise, can be modeled as a convolution of the object being made up of point sources (i.e. stars) with the PSF, which may be a result of the imperfections of imaging optics, atmospheric processes, etc. 2 In our case G[m; n] are the Fourier series coefficients of g(x; y).
There is no exact expression describing the shape of the PSF; however, many authors [11] , [13] prefer to model the blurring process due to the atmospheric turbulence by a Gaussian function of the form (44) or, equivalently, in the frequency domain, as (45) which turns out to be a good approximation in the case of aberration-free imaging optics. Clearly, the only modification of the sampling scheme is that we have to deconvolve a blurred signal prior to estimating relevant parameters. This can be done in the frequency domain by multiplying the Fourier series coefficients of the blurred signal with the inverse of . Under the noise-free assumption, this step is sufficient to obtain a set of coefficients that can be expressed as a linear combination of exponentials. However, this step is appropriate if the parameter is sufficiently large so that finding the inverse of over the frequency range of interest is numerically stable. While the above analysis is valid for periodic signals, the method does not substantially change in the case of finite length signals, which is of more practical importance and will be discussed in the next section.
IV. FINITE LENGTH SIGNALS
The previous results on sampling the 2-D point process have been derived under the assumption that the signal is modeled as a periodic pattern of Diracs so that the relevant parameters can be extracted from the appropriate set of the Fourier series coefficients. In this section, we analyze the problem of sampling 2-D signals made up of a finite number of weighted Diracs.
Let a signal be given by
Consider the samples obtained by filtering the signal with the Gaussian kernel taken at ( , )
Extending a technique used in [20] , let us denote and . Then, (48) reduces to (49)
The set of modified samples can thus be expressed as a linear combination of real exponentials, and in order to deter- mine and , we can apply the method described in the previous section. Thus, we have the following proposition.
Proposition 3: Consider a finite set of weighted 2-D Diracs , and let be the Gaussian sampling kernel . If and , then the sample values are sufficient to reconstruct the signal. Note that if the problem is separable in the or the direction, the above result holds for the sinc kernel as well, yet the algorithm becomes more complicated [20] . The Gaussian kernel, however, is more important in practical applications. Besides, it allows for an almost local reconstruction, due to the exponential decay of the Gaussian function. In the presence of noise, the width of the reconstruction window must be chosen carefully; otherwise, the system can become ill-conditioned, as we will show in Section VII. While in the separable case there are methods to improve the numerical behavior of the algorithm [4] , they cannot be directly extended to the nonseparable problem, and improving the conditioning of the system in such a case is still an open question.
V. GENERALIZATION OF THE RESULTS ON 2-D DIRACS
The results we derived so far can be applied to a larger class of 2-Dsignals, such as simple lines, polygonal lines, as well as some simple 2-D objects. Although the extensions are not straightforward and typically become more intricate as we increase the complexity of the model, our results still indicate that developing new sampling schemes for such objects is rather intriguing and potentially entails many interesting applications.
A. Line of Finite Length
Consider a periodic signal represented within one period as otherwise.
(50) The above notation assumes that the line is not vertical; otherwise, a similar expression can be written by swapping and . The Fourier series coefficients of are given by
Clearly, no longer has the form of a linear combination of complex exponentials since both and appear in the denominator. Therefore, neither the annihilating filter method nor the subspace methods can be used directly with the set of the Fourier series coefficients. Yet, the problem can be handled in the following way. Consider the coefficients (55) and define . Since , 3 we can solve for the set by using the 1-D annihilating filter with zeros and . The filter coefficients coeff can be found from the system of equations , . Next, consider the coefficients (56) 3 We assumed that the line is not vertical, otherwise we have to consider the coefficients G[0; n].
There are three unknowns , , and that can be found from , . Along with the set , this uniquely defines the line.
B. Polygonal Line
A straightforward extension of the previous result is the case of a 2-D signal made up of a periodic pattern of a polygonal line, that is, a closed curve made up of a finite number of linear pieces. Let the vertices be located at points , . Since we can think of as being composed of lines, the Fourier series coefficients can be found using (54) The above relation holds if there are no vertical segments in the signal and is obtained after grouping the terms with the same denominator. Consider the set of coefficients , :
and let (57) where . Since has the form of a weighted sum of complex exponentials, the sets and can be found from the coefficients , using the annihilating filter method. In order to obtain a unique solution, two conditions need to be satisfied. Namely, all must be different, and none of the coefficients should be equal to zero. The second condition is always satisfied, given the fact that the adjacent segments of the polygonal line must have different slopes ( and ). On the other hand, the first condition poses further constraints on the location of the vertices.
Next, consider a set of coefficients given by (58) The above relation is a system of nonlinear equations with unknowns that can be solved for and . Together with the corresponding values , this uniquely defines the polygonal line. While all the signal parameters can be extracted from the above set of samples, the described method includes solving the system of nonlinear (58), which may yield a mediocre numerical precision and high complexity. One possible way to overcome this problem is to solve separately for the and the coordinates of vertices and then use a combinatorial approach, that is, find a set of pairs that best matches the lowpass approximation obtained from the samples. Although this solution requires twice the number of samples compared with the previous method and involves an optimization procedure as well, its numerical precision is typically much better. Clearly, both methods yield a solution by taking samples; however, the necessary condition for their success is that the vertices of the polygonal line have no common components along the and directions. 
C. Bilevel 2-D Signals
A further extension of the previous results includes the case of a bilevel signal made up of a periodic pattern of polygons. As in the previous case, assume that does not contain vertical lines. Under this assumption, we can take a partial derivative with respect to , and by denoting , we get
Since is a signal made up of a polygonal line, its Fourier series coefficients are given by (60) Therefore, instead of taking a derivative of the signal itself, the derivation can be done on the Fourier series coefficients, and the values should be used in the algorithm developed in Section III.
VI. NUMERICAL PERFORMANCE AND ALGORITHMS IN THE PRESENCE OF NOISE
So far, we have assumed deterministic signals and considered the possibility of developing the sampling schemes that allow for perfect reconstruction from as few samples as possible. Questions that naturally arise from this approach are related to numerical precision and stability of the developed algorithms as well as to their performance in the presence of noise.
A. Complexity
In Section II, we proved that under certain conditions, the annihilating filter algorithm leads to perfect reconstruction from only samples. However, in the presence of noise, this approach has several disadvantages. Namely, the annihilating filter method is basically a 1-D approach, that is, the coordinates of Diracs along one direction are estimated by finding the roots of the annihilating filter, whereas the corresponding coordinates along the other direction are then found by solving a Vandermonde system (i.e., the information is extracted from a set of weighting coefficients). In general, the root-finding part of the algorithm is more robust to noise than the estimation of the weighting coefficients, which then results in a different numerical precision in the and directions. Besides, even in the case of noiseless data, the numerical accuracy of the method decreases if there are closely spaced Diracs in the set (particularly for large values of ), due to the root-finding part of the algorithm. On the other hand, the approach based on 2-D subspace methods exploits the shift-invariance property and relies only on a right deployment of matrix manipulations. It avoids the problem of different precision in and and typically yields better performances at the expense of a higher computational complexity. The major computational requirement of the annihilating filter method is associated with the root-finding part of the algorithm so that the overall computational order is . On the other hand, the computational requirement of the ACMP algorithm is dominated by the SVD of the matrix , which results in the overall order of .
B. Noisy Case
In the case of noisy signals, critically sampled schemes typically result in poor numerical accuracy. In practice, this problem can be dealt with by using oversampling and truncation of the SVD of certain matrices. For example, we can exploit this idea to modify the ACMP algorithm presented in Section III. Since the presence of noise destroys the low rank property of the matrix defined in (36), we have to truncate the SVD of explicitly to rank , i.e., (61) with being a full-rank matrix. The presence of noise thus necessarily degrades the performance of the algorithm due to the fact that the eigentransformation will no longer perfectly diagonalize both matrix pencils.
The same approach can be used to modify the annihilating filter method, that is, we should consider an extended system of (21) 
C. Estimation of the Model Order and Model Mismatch
Note that in the methods presented so far, we required prior knowledge of the model order . Therefore, an obvious question is how do we know in advance the number of parameters that have to be estimated? This question is at the core of a model-based approach to nonlinear estimation problems encountered in signal and data analysis [5] , [12] . For example, if we use the ACMP algorithm, can be estimated as the number of dominant singular values of , which is a very good estimate of the model order if the smallest singular value of the original low-rank matrix is not dominated by the noise variance. On the other hand, for low values of SNR, it is often difficult to discriminate between small singular values corresponding to the signal from extraneous ones due to noise, and typically, only dominant signal components can be reliably estimated. That is, in such a case, overmodeling the signal can give rise to spurious poles that can be incorrectly identified as signal poles. Similarly, if the annihilating filter algorithm is used, the number of dominant singular vectors of the extended matrix (assuming that the number of columns is greater than ) should be used as an estimate of the model order. A more detailed treatment of this problem can be found in [5] .
Another interesting question is how well we can reconstruct the signal if the number of samples is less than the minimum number theoretically required for perfect reconstruction? Intuitively, if the signal has only dominant components, one might expect to extract only these components from the undersampled signal, provided that the number of samples is still sufficient for that. This turns out to be true, as we will demonstrate in the next section, which points to some robustness of the algorithms to model mismatch.
VII. EXPERIMENTAL RESULTS
We illustrate the performance of the proposed sampling schemes with some simulation examples. A noiseless periodic signal made up of weighted Diracs that have common components along the direction but not along the direction is presented in Fig. 2(a) . The signal is filtered with the sinc sampling kernel of bandwidth , which is shown in Fig. 2(b) , leading to the lowpass approximation in Fig. 2(c) . All the signal parameters are estimated using the annihilating filter method, and the reconstructed signal is illustrated in Fig. 2(d) . The algorithm provides almost perfect reconstruction in this case, with an RMSE of less than . Fig. 3(a) illustrates a noiseless signal consisting of weighted Diracs that have common components in both directions. Since the annihilating filter method would fail in this case, we will use the ACMP algorithm to recover the signal from its lowpass approximation. The signal is sampled with the sinc sampling kernel, shown in Fig. 3(b) , and reconstructed with an RMSE of less than . However, as opposed to the annihilating filter method, the numerical precision of this algorithm is not considerably affected by the spacing of Diracs in the set. This is shown in Fig. 4 , where a reconstruction error is plotted as a function of average spacing of the Diracs in the set. Clearly, for small values of , the performance of the annihilating filter method degrades as the number of Diracs increases, whereas the ACMP method retains good numerical properties, even for large values of . The case of finite-length signals, namely finite sets of Diracs, is considered next. Fig. 5(a) illustrates a signal made up of weighted Diracs. The signal is filtered with the Gaussian kernel shown in Fig. 5(b) , and a set of uniform samples is taken from a filtered version shown in Fig. 5(c) . The reconstructed signal is presented in Fig. 5(d) , and the reconstruction error is less than . Note that in this case, the width of the Gaussian kernel (i.e. the value of the parameter ) must be chosen carefully in order to ensure the good numerical performance of the method, as illustrated in Fig. 6 .
We next analyze robustness of the algorithms to model mismatch, in particular, how well they perform if the signal is undersampled. Fig. 7(a) shows a signal made up of weighted Diracs with of them being dominant. The locations of the Diracs are randomly chosen according to a uniform distribution over [1, 150] [1,150]. The signal is sampled with the sinc kernel of bandwidth , and the ACMP method is used to find the signal parameters from its lowpass approximation. In Fig. 7(b) , we show a reconstructed signal where only the dominant components have been extracted, whereras the precision with which we can estimate them depends on the number of nondominant components and their overall power, as illustrated in Fig. 7(c) . Fig. 7(d) shows the behavior of the ACMP algorithm in the presence of noise. We considered the signal made up of eight Diracs, this time having equal weights, embedded in additive white Gaussian noise. The method was tested for different values of a SNR and different values of the sampling kernel bandwidth . For each value of the SNR, as well as , we plotted an average RMSE over 50 different realizations of the signal. The results clearly indicate that the numerical precision of the method is improved by increasing the bandwidth of the sampling kernel and estimating the signal parameters from a larger set of samples. Roughly speaking, in order to reduce the RMSE by a factor of , the bandwidth of the sampling kernel has to be increased times. Some extensions of the developed sampling schemes to simple objects are considered next. One example is presented in Fig. 8 , which demonstrates the performance of the algorithm when applied to a set of two finite lines. The signal is filtered with the sinc kernel of bandwidth , leading to a lowpass approximation shown in Fig. 8(b) . A set of lines is almost perfectly reconstructed by using the annihilating filter method [see Fig. 8(c) ]. Another example is illustrated in Fig. 9(a) , that is, sampling a bilevel pentagon. The signal is first filtered with a sinc kernel of bandwidth (where ), and a set of samples is taken from a lowpass approximation shown in Fig. 9(b) . Although the signal is completely specified by this set of samples, we extracted only the coordinates of vertices from the given set, whereas the coordinates are found from sample values taken with the sinc kernel of bandwidth . The reason for doing this is to avoid solving the system of nonlinear equation (58), which typically results in less numerical precision than the above approach. The corresponding pairs are then found by using a combinatorial method, that is, by choosing a set that corresponds to a signal with a lowpass version that best matches the lowpass approximation from Fig. 9(b) . Fig. 9(c) shows the polygonal line reconstructed using the annihilating filter method, whereas in Fig. 9(d) , a 1-D subspace method (the state space method [12] ) is applied, which clearly performs better.
VIII. CONCLUSION
We have presented several algorithms for sampling certain classes of 2-D signals that are not bandlimited but have a finite number of degrees of freedom. Our approach differs form standard multidimensional sampling schemes since we tried to develop methods that can perfectly reconstruct such signals from a finite set of samples. We analyzed in detail the signal made up of 2-D Diracs, whose algebraic structure gives a good insight into the basic principles inherent in all our algorithms, and discussed possible extensions of the results to more complex classes of signals. In order to derive exact sampling formulas, we used some techniques already encountered in the context of spectral estimation. Although the sampling results were derived under the noise-free assumption, the case of noisy data was considered as well. With the exception of one case that is very sensitive to noise (the nonseparable Gaussian case with finite length signals), the methods have desirable numerical properties, given good choices of parameters and sufficient oversampling. The proposed algorithms potentially have impact in certain signal processing applications like image processing. We are currently looking into one application to super-resolution videogrammetry, where the position of 3-D objects can be determined with subpixel precision by locating some clearly marked features, such as points or edges, using a set of 2-D images taken from various angles [4] . Finally, we would like to mention that while the methods we presented are rather specific, we believe there is a much larger class of nonbandlimited signals that can be perfectly reconstructed from a finite set of samples. We are investigating some alternative techniques, such as Radon transform sampling, that would be applicable to more general classes of signals, and the first results are promising [9] .
