We derive upper and lower bounds on the smallest and largest eigenvalues, respectively, of real symmetric Toeplitz matrices. The bounds are rst obtained for positive-de nite matrices and then extended to the general real symmetric case. Our bounds are computed as the roots of rational and polynomial approximations to spectral, or secular, equations. The decomposition of the spectrum into even and odd parts is exploited to obtain separate bounds on the even and odd eigenvalues. This leads to signi cantly improved bounds, as illustrated by extensive numerical results.
Introduction
The study of eigenvalues of Toeplitz matrices continues to be of interest, due to the occurrence of these matrices in a host of applications (see 4] for a good overview) including linear prediction, a well-known problem in digital signal processing.
In this work we present improved bounds on the extreme eigenvalues of real symmetric positive-de nite Toeplitz matrices and describe their extension to matrices that are not positive-de nite. The computation of the smallest eigenvalue of such matrices was considered in, e.g., 8 23] , where it serves as a basis for computing other eigenvalues as well. In this approach, the eigenvalues of the matrix are computed as the roots of a one-dimensional rational function. The extreme eigenvalues can then be bounded by computing bounds on the roots of the aforementioned equation, often called a spectral equation, or secular equation (see 12] ).
In 10] the bounds are obtained by using a Taylor series expansion for the secular equation. We propose to improve this in two ways, rst of all by considering \better" secular equations (of a similar rational nature) and, secondly, by considering rational approximations to the secular function, rather than a Taylor series, which is an inappropriate 1 On leave from Ben-Gurion University, Beer-Sheva, Israel.
approximation for a rational function. As an added advantage of our di erent equations, we obtain separate bounds on the even and odd eigenvalues.
To put matters in perspective, we note that these \better" equations are hinted at in 10] without being explixitly stated and they also appear in 9] in an equivalent form that is less suitable for computation. No applications of these equations were considered in either paper. In 16] , an equation such as one of ours is derived in a di erent way which does not take into account the spectral structure of the submatrices of the matrix, thereby obscuring key properties of the equation. It is used there to compute the smallest even eigenvalue and it too uses polynomial approximations.
The idea of a rational approximation for secular equations is not new. In a di erent context, it was already used in, e.g., 5] and many other references, the most relevant to this work being 19] . However, apparently because of the somewhat complicated nature of their analysis, it seems that these rational approximations are rarely considered beyond the rst order. We consider a di erent approach that enables us to consider higher order rational approximations, which we prove to be better than polynomial ones. To our knowledge, the equations for the even and odd spectra have not been combined with rational approximations to compute bounds and the resulting improvement is quite signi cant.
The paper is organized as follows. Section 1 contains de nitions, a brief overview of the properties of Toeplitz matrices and basic results for a class of rational functions. In Section 2 we develop spectral equations and in Section 3 we consider the approximations which lead, in Section 4, to the bounds on the extreme eigenvalues. Finally, we present numerical results in Section 5. In Sections 2 and 3, we have included a summary of parts of 21], to improve readability and to make the paper as self-contained as possible.
The identity matrix is denoted by I throughout this paper, without speci cally indicating its dimension, which is assumed to be clear from the context.
Preliminaries
A symmetric matrix T 2 IR (n;n) is said to be Toeplitz if its elements T ij satisfy T ij = t jj?ij for some vector t = (t 0 ; : : : ; t n?1 ) T 2 IR n . Many early results about such matrices can be found in, e.g., 3], 6] and 9]. Toeplitz matrices are persymmetric, i.e., they are symmetric about their southwestnortheast diagonal. For such a matrix T, this is the same as requiring that JT T J = T, where J is a matrix with ones on its southwest-northeast diagonal and zeros everywhere else (the n n exchange matrix). It is easy to see that the inverse of a persymmetric matrix is also persymmetric. A matrix that is both symmetric and persymmetric is called doubly symmetric.
A symmetric vector v is de ned as a vector satisfying Jv = v and an antisymmetric vector w as one that satis es Jw = ?w. If these vectors are eigenvectors, then their associated eigenvalues are called even and odd, respectively. It was shown in 6] that, given a real symmetric Toeplitz matrix T of order n, there exists an orthonormal basis for IR n , composed of n ? bn=2c symmetric and bn=2c antisymmetric eigenvectors of T, where b c denotes the integral part of . In the case of simple eigenvalues, this is easy to see from the fact that, if Tu = u, then T(Ju) = (Ju), because JTJ = T and J 2 = I. Therefore u and Ju must be proportional, and therefore u must be an eigenvector of J, which means that either Ju = u or Ju = ?u. Finally, we note that for 2 IR, the matrix (T ? I) is symmetric and Toeplitz, whenever T is.
We now state two lemma's, the proofs of which can be found in 20]. They concern the relation between a class of rational functions, which will be considered later, and their approximations. A positive-de nite matrix T will therefore certainly have an eigenvalue in the interval (0; ! 1 ). An upper bound can then be found by approximating the function in (1) at = 0 in such a way that the approximation always lies below that function, and by subsequently computing the root of this approximation. This is the approach used in 10], where the approximations are the Taylor polynomials. However, such polynomials are inadequate for rational functions and we shall return to this matter after deriving additional spectral equations.
It would appear that our previous partition of T is inappropriate, given the persymmetry of Toeplitz matrices. We therefore consider the following, more natural, partition for a matrix that is both symmetric and persymmetric: T = 0 B @ t 0t T t n?1 t G Jt t n?1 (Jt ) T t 0 1 C A ; wheret = (t 1 ; :::; t n?2 ) T and G is an (n?2) (n?2) symmetric Toeplitz matrix, generated by the vector (t 0 ; :::; t n?3 ) T . This partition is also used in Theorem 4 of 10], but no use was made of this partition in the computation or bounding of eigenvalues in any of the aforementioned references. In what follows, we denote the even and odd eigenvalues of T by e i and o i , and the even and odd eigenvalues of G by i and i , respectively. We then have the following theorem, which yields two equations: one for even and one for odd eigenvalues of T. 
Proof. The proof is based on nding the conditions under which (T ? I)x = 0 has a nontrivial solution for x. These conditions take the form of a factorable equation, which then leads directly to equations (4) and (5). For more details, we refer to 21]. 2
To gain a better understanding of equations (4) and (5) Equations (4) and (5) 
which shows that the rational functions in each of equations (4) and (5) 
We note that equation (8) was also obtained in 16] , where it was used to compute the smallest eigenvalue which was known in advance to be even. However, the derivation of the equation is quite di erent, concentrating exclusively on the smallest eigenvalue and disregarding the spectral structure of the submatrices of T, which obscures important properties of that equation.
To evaluate the functions ( ), e ( ) and o ( ) and their derivatives, as we will need to do later on, we need to compute expressions of the form s T S ?k s for a positive integer k, where S is the real symmetric Of course, there are other algorithms such as the fast Toeplitz solvers (see, e.g., 1] and 2]), and these could be substituted for the LDA. However, this in uences only the complexity of computing our bounds and not the bounds themselves, which are the focus of this work.
Approximations
As we mentioned before, our bounds will be obtained by the roots of approximations to the secular equations. In the case of the smallest eigenvalue, those approximations will be shown to be dominated by the spectral function, so that their root will provide an upper bound on the smallest eigenvalue. Bounds for the largest eigenvalue will be based on the bounds for the smallest eigenvalue of a di erent matrix. In the derivation of the bounds, we will assume that the matrices are positive-de nite, even though a slight modi cation su ces to extend our results to general symmetric matrices. All this will be explained in Section 4.
We shall now construct approximations to our spectral equations. These will be of two types: rational and polynomial, each of which will be of three kinds: rst, second and third order.
Throughout this section we will consider approximations, obtained by interpolation at = 0, for a function g of the form
where j > 0, 0 < 1 < 2 < ::: < m and m 2. Functions of this form occur in all the equations considered in this paper. We note that g has simple poles at the j 's and is a positive, monotonely increasing convex function (or g; g 0 ; g 00 > 0), on the interval (?1; 1 ). Our results are applicable for interpolation at a point 2 (?1; 1 ), di erent from zero, simply by translating the origin to that point. As mentioned before, we consider both rational and polynomial approximations of rst, second and third order and we will denote them, respectively, 1 , 2 , 3 for the rational ones and 1 , 2 , 3 for the polynomial ones. The polynomial approximations are nothing but the Taylor polynomials of degree 1,2 and 3. We now de ne these approximations, while cautioning that some of the parameters are de ned \locally", i.e., the same letter may have di erent meanings in di erent contexts, when no confusion is possible. (19) Equations (16) and (17) ? x+ = 0. Lemma 2.2 with = ?1; ?2 yields g 000 =3g 00 g 00 =2g 0 g 0 =g, so that v + w > 0 and vw > 0, which in turn means that v; w > 0. As a direct consequence from equations (16), (17) , (18) and (19), we then have that either w < g 0 =g and v > g 000 =3g 00 , or vice versa. This is the same as saying that d > g=g 0 and b < 3g 00 =g 000 , or vice versa. In both cases, using these inequalities in the expressions for a and c show that a; c > 0. All the above put together means that 3 is a positive, monotonely increasing convex function on the interval (?1; minfb; d; 1 g). The minimum is, in fact, 1 , but this will be shown in the next theorem. We note therefore, that the smallest pole of 3 
Proof. We rst remark that some inequalities will be proved on the larger interval Integrating back twice, we obtain once again our inequality for 2 (0; 1 ).
Let us now consider inequalities (23), starting with the inequality between 1 and 2 . We rst note that 1 approximates 2 up to rst order. We also have For the inequality between 2 and 3 , it su ces to note that 2 approximates 3 up to second order and that 3 is a function of the same form and with the same properties as g. An argument analogous the one used to prove that 2 ( ) g( ) then also yields that 2 ( ) 3 ( ) for 2 (0; 1 ).
Inequalities (24) all follow by an analogous argument to the one used to prove the inequalities between i ( ) (i = 1; 2; 3) and g( ), after observing that 1 is the rst-order approximation to 2 , which itself is the second-order approximation to 3 . 2 
Bounds
We now nally derive our bounds on the extreme eigenvalues and we start by considering the smallest eigenvalue. We rst consider matrices that are positive-de nite. Upper bounds are then obtained by computing the roots of the various approximations at = 0 to the secular equations ( ), e ( ) and o ( ), which were de ned in (2), (8) and (9 One of the advantages of the rational approximations is that, contrary to polynomial approximations, they always generate bounds that are guaranteed not to exceed the largest pole of f, f e or f o , whichever applies, as is obvious from their properties, regardless of how badly behaved the matrix is. In addition to providing separate bounds on the even and odd eigenvalues, the approximations to the functions e ( ) and o ( ) should be more accurate than those for the function ( ) since now only roughly half of the terms appear in the function to be interpolated. There is also the additional bene t that both the smallest and the largest roots are now farther removed from the nearest singularity in the equation so that once again an improved approximation can be expected. All this is borne out by our numerical experiments.
Better upper bounds can be obtained if a positive lower bound is known on the smallest eigenvalue. The only di erence in that case is that the approximations are performed at that lower bound, rather than at = 0. As was mentioned before, all our results can be aplied in this case to the same spectral equations, but with the origin translated to the lower bound.
Before presenting numerical comparisons in the next section, we will rst establish a theoretical result. We denote the smallest even and odd eigenvalues of T by e min and o min , respectively and its smallest eigenvalue by min . We note that min = minf e min ; o min g.
The theoretical comparisons between the various bounds are then given in the following theorem:
Theorem 5. Proof. The proof follows immediately from the properties of the approximations that de ne the bounds, which were proved in Theorem 4.1.
2
This theorem shows that the bounds, obtained by rational approximations, are always superior to those obtained by polynomial approximations, which should not be surprising, as the functions they approximate are themselves rational. It also con rms the intuitive result that, as the order of the approximations increases, then so does the accuracy of the bounds. This also means that the bounds obtained in 10] (the best currently available), which are all based on polynomial approximations and correspond to our p 1 , p 2 To conclude this section we brie y consider the fact that the same procedure for obtaining bounds for real symmetric postive-de nite matrices can be used for general real symmetric matrices as well, provided that a lower bound on the smallest eigenvalue is available. Any known lower bound can be used (see, e.g., 10] or 14]), or one could be obtained by a process where a trial value is iteratively lowered until it falls below the smallest eigenvalue. Calling such a trial value , Sylvester's law of inertia can then be applied to the decomposition of (T ? I), which was used in Section 3, to determine its position relative to the smallest eigenvalue of T. Such a procedure is extensively described and used in, e.g., 8], 15] and 23], and we refer to these papers for further details.
Numerical results
In this section we will test our methods on four classes of positive semi-de nite matrices.
For each class and for each of the dimensions n = 100; 200; 400, we have run 200 experiments to examine the quality of the bounds on the smallest eigenvalue and 200 separate experiments doing the same for the maximal eigenvalue. The tables report the average values (with their standard deviations in parentheses) of the bound to eigenvalue ratio for the smallest eigenvalue and eigenvalue to bound ratio for the largest eigenvalue. The closer this ratio is to one, the better the bound. Each entry in the table has a left and right part, separated by a slash. The left part pertains to the use of e and o (i.e., the bound is obtained by taking the minimum of the bounds on the even and odd extreme eigenvalues), whereas the right part represents the use of . The gures represent the distribution of the ratios among the 200 experiments, with the total range of the ratios divided into ve \bins". The frequency associated with those bins is then graphed versus their midpoints. We note that the x-axis is scaled di erently for each gure to accomodate the entire range of ratios. The solid line represents the bounds obtained by using e and o , whereas the dashed line represents the use of . The dimension is indicated by n. The polynomial approximation-based bounds are denoted by \Taylor", followed by the order of the approximation. Let us now list the four classes of matrices.
(1) CVL matrices. These are matrices de ned in 8] (whence their name) as
where n is the dimension of T, is such that T kk = 1, k = 1; :::; n, and (T ) ij = cos( (i ? j)) :
These matrices are positive semi-de nite of rank two. We generated random matrices of this kind by taking the value of to be uniformly distributed on 0; 1].
(2) KMS matrices. These are the Kac-Murdock-Szeg o matrices (see 17]), de ned as T ij = ji?jj ; where 0 < < 1 and i; j = 1; :::; n, where n is the dimension of the matrix. These matrices are positive de nite and are characterized by the fact that their even and odd eigenvalues lie extremely close together. Random matrices of this kind were generated by taking the value of to be uniformly distributed on 0; 1].
(3) UNF matrices. We de ne UNF matrices by rst de ning a random vector v of length n whose components are uniformly distributed on ?10; 10]. We then modify that vector by adding to its rst component 1.1 times the absolute value of the smallest eigenvalue of the Toeplitz matrix generated by v. Finally, the vector v is normalized by dividing it by its rst component, provided that it is di erent from zero. The Toeplitz matrix generated by this normalized vector is then called an UNF matrix. From their construction, these matrices are positive semi-de nite.
(4) NRM matrices. We de ne NRM matrices exactly like UNF matrices, the only di erence being that the random vector v now has its components normally distributed with mean and standard deviation equal to 0 and 10, respectively. As in the uniform case, these matrices are positive semi-de nite.
Theoretically, some of the matrices generated in the experiments might be singular, although we never encountered this situation in practice. A typical distribution of the spectra (even on top, odd at the bottom) for these four classes of matrices is shown in Figure 1 . The experiments clearly show that exploiting the even and odd spectra yields better bounds. The magnitude of the improvement diminishes the closer the even and odd eigenvalues are lying together, as is obviously true for the KMS matrices. The superiority of rational bounds is also clearly demonstrated, both in their smaller average ratios and smaller standard deviations. They may yield a ratio of up to three times smaller than polynomial ones and in many cases, lower-order rational bounds are better than higherorder polynomial ones. This is especially true for larger matrix dimensions. These results also con rm our previous remark that the bounds obtained in 10] are inferior to rational approximation-based bounds.
Although we did not report results on bounds for the even and odd eigenvalues separately, we did verify that they are virtually identical to those obtained for the smallest eigenvalue proper.
All experiments were run in MATLAB on a Pentium II 233MHz machine. We conclude that computing separate, rational approximation-based, bounds on the even and odd spectra leads to a signi cant improvement over existing bounds. 
