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Heterogeneity in dynamics in the form of non-Gaussian molecular displacement distributions
appears ubiquitously in soft matter. We address the quantification of such heterogeneity using an
information-theoretic measure of the distance between the actual displacement distribution and its
nearest Gaussian estimation. We explore the usefulness of this measure in two generic scenarios
of random walkers in heterogeneous media. We show that our proposed measure leads to a better
quantification of non-Gaussianity than the conventional ones based on moment ratios.
The usual laws of Fickian diffusion have dominated the
world of molecular transport for more than a century [1].
Fickian diffusion models the evolving probability distri-
bution of the molecular displacement in a medium as a
Gaussian when there is an extreme separation of time
scales between the molecular solute and the atomistic
solvent particles [1, 2]. Since the relaxation of atom-
istic solvent particles is many magnitudes faster than the
larger solute particles, the solute dynamics is treated as
a molecular dynamics with effective fluctuations due to
constant thermal kicks by the bath particles. However,
this is not a priori valid locally in systems with rough
energy landscapes and multiple time-scales of relaxation
[1, 3].
In the presence of multiple relaxation time-scales, the
molecular displacement distributions do deviate from
Gaussianity[3–9]. This is observed ubiquitously in soft
matter[3, 6], from soft glasses to bio-molecules [4, 7], even
if the dynamics is essentially bounded by the central limit
theorem and thus the distribution reverts to a Gaussian
form at timescales much larger than those of molecular
relaxation[8, 10–13]. Also, in presence of domains, ef-
fective polydispersity can give rise to heterogeneity in
dynamics where each of the molecular hops from one do-
main to another corresponds to unique time scales while
the intra-domain movements mostly mimic the dynam-
ics in bulk[14]. Similar heterogeneity is seen in glassy
liquids due to intermittency caused by local metastabil-
ity, where motion in the vicinity of a local cage becomes
arrested, and becomes diffusive again when it gets out of
the cage overcoming the free energy barrier[15, 16]. Thus
the coexistence of competing relaxation processes leads to
dynamic heterogeneity in soft matter[15, 16]. This neces-
sarily asks for validation and generalisation of Einstein-
Stokes in many physical systems where relaxation pro-
cesses undergo heterogeneity.
One phenomenological approach to understand non-
Gaussian diffusion is to consider that the effective single
particle dynamics is characterized by a diffusion spec-
trum, P (D), instead of a unique diffusion coefficient
D[8]. Non-Gaussian probability distributions of par-
ticle displacements are thus modeled as an ensemble
of diffusive processes, G(x, t;D), given by Png(x, t) ∼∫
dD P (D) G(x, t;D) [8, 9]. Here the weighted dis-
tribution, P (D) captures the dynamical fluctuations in
molecular diffusion. In fact, this picture of Fickian yet
Non-Gaussian diffusion has been quite successful in ex-
plaining some natural processes which earlier seemed
anomalous[8–11]. From here, one ends with a surpris-
ing conclusion is that the linearity of the mean squared
displacements no longer ensures the Gausianity of the
underlying probability distribution function[8]. Thus,
a system with a diffusivity spectrum, P (D) can yield
Png(x, t) ∼ exp(− x√t ), leading to a linear MSD: 〈x2〉 =
Defft =
∫
dDP (D)D, the effective distribution of parti-
cle displacements Png(x, t) remains non-Gaussian. Thus
the actual distribution of particle displacements contains
information about the heterogeneity which is masked if
one approximates the diffusion by the Gaussian approx-
imation, Peff(x, t) ≈ P gng(x, t) ∼ 1√tDeff e
−x2/4Deff t.
In this letter, we introduce a new information-theoretic
quantification to tackle the immense challenge of extract-
ing the heterogeneity in molecular diffusion. We discuss
an approach to detect such heterogeneity in the form of
non-Gaussian information more efficiently than conven-
tional approaches. This is difficult because the informa-
tion needs to be separated from the expected increase
in information due to diffusion. This expected increase
is that which happens even for simple random walks, as
the intrinsic Shannon information even in a spreading
Gaussian increase logarithmically with elapsed time. We
compare two quantities in extracting this non-trivial in-
formation. We explicitly show that the new quantifica-
tion we propose leads to more efficient detection of the
true non-Gaussian information than what the standard
non-Gaussian parameter captures. We exemplify this in
two generalised cases where the existence of dynamic het-
erogeneity is well known and is known to appear due to
the intrinsic structural heterogeneity of the medium.
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2The conventional approach of quantifying non-
Gaussianity in a distribution considers deviation from
moment relationships which hold for a Gaussian distribu-
tion. The standard Non Gaussian Parameter is defined
as
α2 =
〈x4〉
3〈x2〉2 − 1 (in 1D)
3〈r4〉
5〈r2〉2 − 1 (in 3D). (1)
This relies on the fact that for a 1D Gaussian, 〈x4〉 =
3〈x2〉2, and for a 3D Gaussian, 〈r4〉 = 53 〈r2〉2, where r is
the radial coordinate and < xn >=
∫
dxxnP (x).
However, the reliance of this quantity on the fourth
moment necessarily limits the amount of information it
captures. Quantifications involving higher moments can
also be defined, but there is no sensible way to integrate
the information in these separate quantities to form a
unified picture of non-Gaussianity.
Non-gaussianity from relative entropy: We now define
our new information theoretic quantification to capture
the similarity between the given function and it’s closest
Gaussian. The definition is based on Kullback-Leibler
(KL) divergence [17] between the given non-Gaussian
probability distributions, Png and it’s Gaussian counter-
part, P gng having the same first two moments same as
Png,
DKL(Png||P gng) = −
∫
dxPng(x) ln
[
P gng(x)
Png(x)
]
(2)
When quantifying non-Gaussianity, the information
gain over the best Gaussian estimate, a simplification
occurs,
∆Sgain = DKL(Png||P gng) = Sgng − Sng (3)
where Sng = S[Png], S
g
ng = S[P
g
ng] and S(P (x)) =∫
dx 1√
2pi
P (x) lnP (x), the Shannon entropies [18] of the
distributions. Thus, for a Gaussian distribution,PG,
∆Sgain = DKL(PG||P gG) = 0. This quantification has
earlier been proposed in analysing non-Gaussianity in
quantum optical states [19]. This is also sometimes re-
ferred as Negentropy.
Fickian yet Non-Gaussian Random walk: We first con-
sider a typical case of molecular heterogeneity adopting
the phenomenological picture discussed in Ref.[8] when
the single particle dynamics is estimated as a convolution
of diffusive processes with the distribution of diffusivities,
P˜ (D) instead of a single diffusion coefficient:
Png(x, t) =
∫
dDG(x, t;D)P˜ (D) (4)
where the normal diffusive process be given by
G(x, t;D)(∼ e−
x2
Dt√
2piDt
). The peculiarity of this kind of
diffusion is that, it leads to the linear mean-squared
displacements as in normal diffusion. But in con-
trast to normal diffusion, it has a diffusion spectrum
to represent it’s single particle dynamics. Since, diffu-
sion is generally found finite and range bounded (D ∈
[D0, Dl]) in physical systems, we consider, Png(x, t) =∫Dl
D0
dDG(x, t;D)P˜ (D).
For such a form of Png(x, t), using expression of Eq.
(4) in Eq. (1), we obtain,
α2 =
〈D2〉 − 〈D〉2
〈D〉2 =
∆D2
〈D〉2 (5)
where ∆D2 = 〈D2〉 − 〈D〉2. One can check that for
P (D) ∼ δ(D −Deff ), we get α2 = 0.
The relative entropy based quantification in Eq. (2)
and (3) uses statistical distance of Png(x, t) from its best
Gaussian approximation P gng(x, t), which is given by
P gng =
1
2pi〈D〉te
− x2
4〈D〉t . (6)
This quantifies the non-Gaussianity of Png(x, t)
also, in turn, provides the gain in information
due to heterogeneity, ∆Sgain. Using the concavity
of the logarithm, i.e., ln
[∫Dl
D0
dDG(x, t;D)P˜ (D)
]
≥∫Dl
D0
dDP˜ (D) ln[G(x, t;D)][20], we obtain
Sng(t) = 〈D〉
〈
1
D
〉
+
1
2
(−1 + ln[2pi] + 〈ln[Dt]〉)−F1(D),
(7)
where F1(D) is a strictly positive quantity and only a
function of P (D). We have also used the fact that
−
∫
C
dxG(x, t;D) ln[G(x, t;D)] =
1
2
(1 + ln[2piDt]). (8)
The origin of F1(D) lies in the convex combination of
different local diffusive processes. As the heterogeneity
increases, F (D) becomes larger indicating higher depar-
ture from the unique diffusivity.
On the other hand the entropy of the best Gaussian
approximation, eqn. (6), is given by
Sgng(t) = −
∫
C
dxP gng(x, t) ln
[
P gng(x, t)
]
=
1
2
(1 + ln[2pi〈Dt〉])
≥ 1
2
(1 + ln[2pi] + 〈ln[Dt]〉
=
1
2
(1 + ln[2pi] + 〈ln[Dt]〉+ F2(D). (9)
Similar to F1(D), F2(D) in Eq. (9) also arises due
to the convolution over all the local Gaussian distribu-
tions. However, unlike the previous case, it only yields
the excess entropic contribution due to the Gaussian ap-
proximation.
3Putting the results from Eq. (7) and Eq. (9) in Eq.
(3) we get
∆Sgain = F2(D) + F1(D) + 1− 〈D〉
〈
1
D
〉
= F1(D) + F2(D)−
(
〈D〉
〈
1
D
〉
− 1
)
, (10)
as by Jensen’s inequality [20]
〈
1
D
〉 ≥ 1〈D〉 for any bonafide
distribution P (D). The positivity of ∆Sgain, ensured by
the positivity of KL divergence, sheds some light on the
functional dependence between F1(D) and F2(D). How-
ever, the exact form of these quantities depends on the
details of the system under consideration.
As an example, we now consider a typical class of non-
Gaussian yet Fickian Random walk which is represented
by a diffusion spectrum P (D;λ) with a parameter λ that
controls the heterogeneity in the system. We take a form
of P (D;λ) such that ∂ lnP (D)∂D remains a constant[8]:
P (D;λ) = λe−λ(D−1) for D > 1 (11)
The displacement distribution for such a random
walker after a time t is given byPng(x, t;λ) =∫∞
1
P (D;λ)√
4piDt
e−
x2
4Dt . The best Gaussian approximation to
this distribution at time t is the one with the same vari-
ance as Png(x, t;λ), viz. 2〈D〉t = 2(1 + λ−1). We denote
this distribution by P gng(x, t;λ). For the P (D) given in
eqn. (11), we can calculate a closed form for Png(x, t;λ):
Png(x, t;λ) =
√
λeλ
4
√
t
(
e−|x|
√
λ
t Erfc
(√
λ− |x|√
4t
)
+
e|x|
√
λ
t Erfc
(√
λ+
|x|√
4t
))
(12)
Where Erfc(x) is the complementary Error function.
We use Png(x, t;λ) as in Eq.(12) to obtain the non Gaus-
sian parameter:
α2 =
λ−2
λ−2 + 2λ−1 + 1
(13)
Using the form of P (x, t;λ) derived above in Eq. 11,
we compute ∆Sgain by numerical integration with the
suitable construction of instantaneous P gng(x, t, λ) that
has the same first two moments equal to the one of
Png(x, t;λ), following Eq. (3).
We now compare the conventional measure of non-
Gaussianity with our measure based on the KL diver-
gence, see Fig. 1(a). The two measures, α2 and ∆S,
show a non linear correlation. We see that although α2
saturates for high values of λ−1 = 〈D〉 − 1, ∆Sgain does
not. We thus see that ∆S represents more information
about the non-Gaussianity than α2, and can distinguish
between cases where α2 might not differ appreciably.
(a)
(b)
FIG. 1. (a) Comparing the information theoretic quantifica-
tion (∆S) with the conventional measure (α2) for the case of
(a) Fickian yet Non Gaussian Random walk whose dynamics
is governed by Eqn. (10) (b) a walker in a super-cooled liquid
following Ref.[21].
The diffusions considered so far can all be expressed as
superpositions of Gaussian diffusions with a distribution
of diffusion constants, P (D). For this case, it is easy to
see that the measure of non-Gaussianity ∆Sgain does not
change with time. This is because the time-dependent
parts of both Sng and S
g
ng are equal and equal to
d
2 log (t),
where d is the number of dimensions.
Difffusion in a super-cooled Liquid: In order to validate
this non linear dependence of the two quantifications of
non-Gaussianity, we now switch to a more realistic model
of heterogeneous system where we look at the transient
development of heterogeneity and how its disappearance.
The model was proposed by Langer and Mukhopadhyay
[21] in the context of the diffusion of tracer particles in
a supercooled liquid, with distinct domains which can
be glassy or non-glassy. When in a glassy domain, the
particle does not move at all, and only moves once the
walls of the domain, which diffuse at a rate 1, cross the
position of the walker, thus leaving it in an non-glassy
(or mobile) domain. The waiting time of the walker,
assuming a distribution of glassy domain sizes W (ρ) ∼
ρ2 exp (−ρ2), comes out to be ψG(t) = 2e−2
√
t. In a
4mobile region, the particle is free to diffuse, and it diffuses
with a diffusion constant ∆, which is assumed to be larger
than 1. It now diffuses until it crosses a domain wall into
a glassy domain. The distribution of waiting times in a
mobile domain is ψM (t) = ∆e
−∆t.
If the walker begins in an unfrozen domain, and as-
suming spherical symmetry (thus integrating over the an-
gles), one can use the theory of continuous-time random
walks to find that [21]
˜Png(k, u) =
1
u
1− ψ˜G(u) + u/∆
1− ψ˜G(u) + k2/2 + u/∆
(14)
which is the Fourier- and Laplace-transformed form of
the three-dimensional spherically symmetric probability
distribution Png(r, t) of the position of the particle at
time t, and ψ˜G(u) is the Laplace transform of the waiting
time distribution in glassy domains. The above equation
can be numerically inverted in Fourier and Laplace space
to find Png(r, t).
It was shown in [21] that the distribution for very short
( ∆) and very long ( ∆) times is Gaussian, but with
different variances, ∆t and 2t respectively. The crossover
period in between is where the non-Gaussianity, mea-
sured in [21] by the quantity α2 =
3〈r4〉
5〈r2〉2 − 1, reaches a
peak at times of the order of ∆−1. Fig. 2 shows that
our measure of non-Gaussianity, ∆Sgain, captures these
basic properties as well.
Fig. 1 (b) shows a plot of α2 vs. ∆Sgain for ∆ = 3.
We see significant differences in the dynamic behavior
between α2 and ∆Sgain. Time moves counter-clockwise
along the loop. For low and high times (the lower left
hand corner, near the origin), the behavior is mostly
identical when the dynamics is essentially a Gaussian,
and both α2 and ∆Sgain are small. In the intermittent
regime, however, heterogeneity is captured differently in
α2 and ∆Sgain as is clearly seen in Fig. 1(b).
We now show the time dependent behavior of ∆Sgain
for the same system in Fig. 2 for ∆ = 3.0 that corre-
sponds to the case in Fig. 1(b). We see ∆Sgain has small
values at t → 0 and when is t sufficiently larger than
the timescale associated with the heterogeneity. ∆Sgain
has a peak near t ≈ ∆−1. The behavior is qualita-
tively similar to the behavior of α2 reported in glassy
systems[16, 21–24]. However, as seen from Fig. 1 (b),
the two quantities show maximum deviation near the
peak. This is because for intermediate times, the het-
erogeneous nature of the medium strongly affects the
displacement distribution Png. At t  τS , ∆Sgain =
DKL
(
Png||P gng
) ≈ DKL (P gng||Peff) ∼ ln G(x,t;DL)Png(x,t) → 0 as
Png(x, t;DL)→ P gng(x, t;DL)→ G(x, t;DL) where DL is
the long time diffusion coefficient. This is also consistent
with Figs. 1(b) and 2. In Fig. 1(b), for smaller values of
α2, we observe ∆Sgain ≈ α2. This happens at t→ 0 and
t τS when Png has a shape close to Gaussian.
FIG. 2. (a) Time dependent behavior of ∆Sgain for a walker
in a super-cooled liquid following Ref.[21].
The potential of information theory based frameworks
in understanding thermodynamic and physical transi-
tions has been demonstrated recently[26–29]. As we
have shown, the relative entropy based construction not
only captures the essential factors of the non-Gaussianity,
but also provides higher order information coming from
higher order moments. We have shown that this infor-
mation is most relevant when the heterogeneity in the
system is large. For the specific model, [21] this occurs
at t ≈ ∆−1.
Discussion: Our analysis adds a new, sophisticated
tool for gaining insights into heterogeneity via the role
of non-Gaussianity in physical systems. The information
extracted via the newly proposed relative entropy based
quantification shows that the non Gaussianity inferred by
moment ratios like α2 is not adequate in handling het-
erogeneous situations, as we have shown with the study
of two concrete models of soft-matter systems, namely
a non-Gaussian walker with a distribution of diffusivi-
ties, and a walker in a super-cooled liquid. The relative
entropy integrates information from the whole distribu-
tion of walker displacements and thus provides a more
complete picture than looking at the first few moments.
Our study also has the potential to address the issue of
modeling diffusion in heterogeneous super-cooled liquids
through a distribution of diffusivities P (D), since the en-
tropic metric we introduce could be a useful tool to guide
such modeling.
In brief, we extract physical information in dynamic
heterogeneity when molecular motion undergoes hetero-
geneity in diffusion. The heterogeneity appears as a
competition between intrinsic disorder due to diffusion
and order arising out of spatial localization of molec-
ular mobilities. Such interplay has been realized as a
non-monotonic non-Gaussianity in the particle displace-
5ment distributions in a host of systems. In this work, we
gain insights into these complex transport processes via
an information-theoretic description. Out of many fur-
ther possibilities, connecting microscopic heterogeneity
to thermodynamics becomes an immediate natural chal-
lenge. In future, we would also investigate how the new
development finds its relevance in gaining fundamental
insights into the complex structural relaxation in simi-
lar systems. Our development is not at all limited to
glass-forming systems, and we believe it will continue to
surprise scientists from different domains where micro-
scopic heterogeneity governs the complex transport pro-
cesses and molecular metastability in the energy basin is
of key interest.
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