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A CLASS OF DIFFERENTIAL QUADRATIC ALGEBRAS
AND THEIR SYMMETRIES
GIOVANNI LANDI, CHIARA PAGANI
Abstract. We study a multi-parametric family of quadratic algebras in four genera-
tors, which includes coordinate algebras of noncommutative four-planes and, as quotient
algebras, noncommutative three-spheres. Particular subfamilies comprise Sklyanin alge-
bras and Connes–Dubois-Violette planes. We determine quantum groups of symmetries
for the general algebras and construct finite-dimensional covariant differential calculi.
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1. Introduction
Many important examples of noncommutative spaces and quantum groups (from FRT
bialgebras and Woronowicz quantum groups, to Manin’s quantum plane, θ-planes and
spheres, and beyond ...) have a description as quadratic algebras, finitely generated
and finitely presented, or as quotients of quadratic algebras. In this paper we introduce
a multi-parametric family of non commutative quadratic algebras Aℓ,p (over a ground
field K), depending on parameters ℓ = (ℓµν) and p = (pµν), with µ, ν = 0, 1, 2, 3, that
obey some minimal conditions (see Definition 2.1). The algebras Aℓ,p are generated by
degree-one elements xµ, µ = 0, 1, 2, 3 with defining relations in degree two given by
xµxν = ℓµνxνxµ + pµνxν′xµ′ ∀µ, ν ∈ {0, 1, 2, 3}
(see below for the notation used). The family of algebras Aℓ,p have well-known sub-
families: with special classes of the parameters we can recover relevant algebras, notably
Sklyanin algebras, or (the algebras of) θ-planes and Connes–Dubois-Violette four-planes.
When all parameters pµν vanish and all ℓµν are equal to 1 the algebra Aℓ,p becomes
the commutative algebra of polynomials in four coordinates x0, . . . , x3 and we recover
the classical case of a commutative four-plane. Thus we may think of Aℓ,p as being
Aℓ,p =: A(R
4
ℓ,p), that is the coordinate algebra of a noncommutative four-plane R
4
ℓ,p.
The algebras Aℓ,p can be given a finite-dimensional differential calculus. In §3 we
construct a differential graded algebra Ωℓ,p, with Aℓ,p as degree-zero part, together with
a degree one operator d (the differential) obeying the Leibniz rule. We show that the
calculus is finite of order four. One of its peculiarity is that in the top component Ω4ℓ,p, in
addition to ‘usual’ forms dxνdxµdxτdxσ with indices all different, there are also ‘quantum’
elements of the type dxνdxµdxνdxµ, with ν 6= µ. Nevertheless, the space of four-forms
turns out to be one-dimensional, with a volume form ω which we explicitly determine.
The center of the algebra Aℓ,p is in general difficult to determine completely (and could
be rather big for some parameters). We single out (in Proposition 4.2) a condition on the
parameters ℓ and p under which certain degree-two elements of the type Rc :=
∑3
µ=0 cµx
2
µ,
belong to the center of the algebra Aℓ,p, for polynomial coefficients cµ ∈ K[ℓµν , pµν ].
One possibility is that all these coefficients are cµ = 1 for all indices (in Corollary 4.3)
and using the corresponding central element R :=
∑3
µ=0 x
2
µ we can introduce a family
of noncommutative algebras, A(S3ℓ,p) := Aℓ,p/〈
∑3
µ=0 x
2
µ − 1〉 describing the algebra of
coordinate functions of quantum three-spheres S3ℓ,p. The calculus (Ωℓ,p, d) descends to a
differential calculus on S3ℓ,p.
In the last part of the paper we focus on the study of quantum groups of symmetries for
the algebras Aℓ,p. We construct a bialgebra Mℓ,p with a coaction δ : Aℓ,p →Mℓ,p ⊗Aℓ,p
which endows Aℓ,p with the structure of a leftMℓ,p-comodule algebra. The bialgebraMℓ,p
is a quantum matrix algebra defined by quadratic relations among its noncommutative
coordinate functions. The coaction δ is required to be compatible with the differential
d, that is it extends to a coaction on the graded algebra Ωℓ,p. Thus, the differential
calculus (Ωℓ,p, d) on Aℓ,p is covariant. In the classical limit (with all parameters pµν
vanishing and all ℓµν = 1), the bialgebra Mℓ,p reduces, as expected, to the commutative
coordinate bialgebra of 4 × 4 matrices in Mat4(K). Future work will be devoted to the
study of quotient algebras of the bialgebra Mℓ,p describing matrix quantum groups, and
in particular a quantum group of orthogonal matrices acting on S3ℓ,p.
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2. The quadratic algebras Aℓ,p
We work over a field K of characteristic zero and denote by 1 its (multiplicative) unit.
Greek indices will run in {0, 1, 2, 3}; latin indices run in {1, 2, 3}. Having fixed two distinct
indices µ, ν ∈ {0, 1, 2, 3} with (say) µ > ν, we denote by µ′, ν ′ the (uniquely defined)
indices µ′, ν ′ ∈ {0, 1, 2, 3}\{µ, ν} with µ′ > ν ′. When ν = µ, we define ν ′ = µ′ = µ = ν.
Clearly (µ′′, ν ′′) = (µ, ν). We sometimes write (µ, ν)′ to indicate (µ′, ν ′). With this
notation, in the following each identity which holds for µ, ν, will also hold by replacing
µ↔ µ′ and ν ↔ ν ′, provided the replacement is done simultaneously.
2.1. Generators and relations. We study a family of quadratic algebras finitely pre-
sented in terms of generators and relations and depending on a set of parameters.
Definition 2.1. For all µ, ν ∈ {0, 1, 2, 3} let ℓµν and pµν ∈ K satisfy the conditions
(a) ℓµµ = 1 ; ℓµν = ℓνµ ; ℓµ′ν′ = ℓµν ;
(b) pµν = −pνµ ;
(c) ℓ2µν + pµνpν′µ′ = 1.
We denote by Aℓ,p the graded associative K-algebra (with K as degree zero component)
generated in degree one by algebra generators xµ, µ ∈ {0, 1, 2, 3} and defining relations
in degree two given by
xµxν = ℓµνxνxµ + pµνxν′xµ′ ∀µ, ν ∈ {0, 1, 2, 3}. (2.1)
Due to the above conditions on the parameters ℓ’s and p’s, one easily verifies that there
are no additional relations in degree two: when using the relations (2.1) in the right hand
side (for the proper pairs of indices) one obtains an identity,
xµxν = ℓµνxνxµ + pµνxν′xµ′ = ℓµν(ℓνµxµxν + pνµxµ′xν′) + pµν(ℓν′µ′xµ′xν′ + pν′µ′xµxν)
= (ℓ2µν + pµνpν′µ′)xµxν + ℓµν(pνµ + pµν)xµ′xν′ = xµxν .
We stress that indeed it is enough to consider equations (2.1) for µ > ν; those for µ < ν
are then implied. Indeed, assume (2.1) holds for indices µ > ν fixed, then
ℓνµxµxν + pνµxµ′xν′ = ℓνµ(ℓµνxνxµ + pµνxν′xµ′) + pνµ(ℓµ′ν′xν′xµ′ + pµ′ν′xνxµ)
= (ℓ2µν + pνµpµ′ν′)xνxµ + (ℓνµpµν + pνµℓµν)xν′xµ′ = xνxµ .
Generically, for the family of quadratic algebras Aℓ,p the number of independent param-
eters is six. There are six parameters ℓj0 and pj0, with j = 1, 2, 3, and three parameters
pjk, with j > k ∈ {1, 2, 3}. They are related by the three conditions (c) of Definition 2.1.
Explicitly the relevant commutation relations are
x1x0 = ℓ10x0x1 + p10x2x3 , x3x2 = ℓ10x2x3 + p32x0x1 ,
x2x0 = ℓ20x0x2 + p20x1x3 , x3x1 = ℓ20x1x3 + p31x0x2 , (2.2)
x3x0 = ℓ30x0x3 + p30x1x2 , x2x1 = ℓ30x1x2 + p21x0x3 .
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One important aspect of the relations (2.1), as shown by their explicit form (2.2) is that
they are ordered so that the six ordered binomials xµxν , with µ < ν, together with the
four binomials x2µ, form a basis of degree-two polynomials. This fact will turn out to be
useful later on.
Remark 2.2. The quadratic relations (2.1) that define the algebrasAℓ,p can be expressed
in the form
xµxν =
∑
σ,τ
R στµν xσxτ , R
στ
µν := ℓµνδµτδνσ + pµνδµ′τδν′σ (2.3)
for all pair of indices (µ, ν). It is easy to see that the matrix R ∈ Mat42(K) is invertible
and involutive, that is R2 = 1l⊗ 1l, for 1l the identity matrix; indeed one easily finds:∑
α,β
R αβµν R
στ
αβ = (ℓ
2
µν + pµνpν′µ′)δµσδντ = δµσδντ ,
using condition (c) in the Definition 2.1. On the other hand, for generic parameters ℓµν
and pµν , the matrix R does not satisfy the quantum Yang–Baxter equations. An analysis
of these equations for our algebras Aℓ,p will be reported elsewhere.
2.2. Examples. The family of algebras Aℓ,p comprises a few interesting subfamilies.
2.2.1. Extreme cases. There are some ‘extreme’ families.
• All pµν = 0. Conditions (c) of Definition 2.1 reduce to ℓµν = ±1 and we have:
xµxν = ±xνxµ.
In particular, if all ℓµν = 1, the algebra Aℓ,p is the commutative K-algebra in four-
generators. We stress that ℓµν = ±1 does not imply pµν = 0 but only that pµνpν′µ′ = 0.
• All ℓµν = 1, but pµν not all zero. As mentioned, condition ℓµν = 1 for all µ, ν does
not force the vanishing of all pµν . For conditions (c) in Definition 2.1 to be satisfied, it
is enough that pµνpν′µ′ = 0 for each pair of indices µ, ν. We shall mention examples of
these occurrences in the next section §2.2.2 and later on in §2.3.1.
• All ℓµν = 0. For conditions (c) of Definition 2.1 one needs pµν and pν′µ′ different from
zero with pν′µ′ = (pµν)
−1. The relations (2.2) for the corresponding algebra Aℓ,p become:
x1x0 = p10 x2x3 , x3x2 = −(p10)
−1 x0x1 ,
x2x0 = p20x1x3 , x3x1 = −(p20)
−1 x0x2 , (2.4)
x3x0 = p30x1x2 , x2x1 = −(p30)
−1 x0x3 .
2.2.2. Sklyanin algebras. Another important subfamily is made by the Sklyanin algebras
that we shall now briefly describe.
Let a, b, c ∈ K with a, c 6= 1 and b 6= −1. Define parameters
ℓ01 :=
1 + a
1− a
, p01 :=
2a
1− a
= (ℓ01 − 1) , p23 :=
2
1− a
= (1 + ℓ01)
ℓ02 :=
1− b
1 + b
, p02 :=
2b
1 + b
= (1− ℓ02) , p13 :=
−2
1 + b
= −(1 + ℓ02)
ℓ03 :=
1 + c
1− c
, p03 :=
2c
1− c
= (ℓ03 − 1) , p12 :=
2
1− c
= (1 + ℓ03) , (2.5)
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with ℓµν = ℓνµ = ℓµ′ν′ , ℓµµ = 1 and pµν = −pνµ. Then it is easy to show that for all µ, ν,
it holds that ℓ2µν + pµνpν′µ′ = 1, that is condition (c) in Definition 2.1.
The family of algebras Aℓ,p corresponding to this choice of the parameters were intro-
duced by Sklyanin in [6] in the context of quantum Yang-Baxter equations and extensively
studied in [7]. In fact for a proper Sklyanin algebra one needs the additional condition
a + b + c + abc = 0. (2.6)
This, or equivalently (1 + a)(1 + b)(1 + c) = (1− a)(1− b)(1− c), reads
ℓ02 = ℓ01ℓ03, (2.7)
thus giving an additional constraint on the ℓ’s. Originally, the algebra was introduced as
the quadratic algebra generated by degree one elements xµ with relations
[x0, x1]− = a[x2, x3]+ , [x2, x3]− = [x0, x1]+ ,
[x0, x2]− = b[x3, x1]+ , [x3, x1]− = [x0, x2]+ ,
[x0, x3]− = c[x1, x2]+ , [x1, x2]− = [x0, x3]+ . (2.8)
where [ , ]− and [ , ]+ stand for the commutator and anticommutator respectively.
Remark 2.3. When a = b = c = 0, one has ℓ01 = ℓ02 = ℓ03 = 1 and p01 = p02 = p03 = 0
while p23 = p31 = p12 = 2. In the corresponding algebra the generator x0 is central:
[x0, x1]− = [x0, x2]− = [x0, x3]− = 0, and the defining relations reduce to
[x2, x3]− = 2 x0x1 , [x1, x3]− = 2 x0x2 , [x1, x2]− = 2 x0x3 . (2.9)
2.3. ∗-structures. Let K = C. The algebra Aℓ,p is made into a ∗-algebra by taking the
generators to be hermitian ones:
∗ (xµ) = xµ . (2.10)
This requires that the deformation parameters obey the conditions
ℓ¯µν = ℓµν , and pµν = pνµ . (2.11)
Again we have important subfamilies that we describe next.
2.3.1. Connes–Dubois-Violette four-planes R4
u
. Let K = C. In [1, §2] the authors in-
troduce a three-parameter family R4
u
of deformations of the four-dimensional Euclidean
space R4 by solving some K-theoretic equations put forward in [3]. The noncommutative
four-plane R4
u
is the quantum space dual to an algebra Au = Calg(R
4
u
), with parame-
ters u = (eiϕ1 , eiϕ2 , eiϕ3) ∈ T3. The unital ∗-algebra Au is generated by elements zµ,
z∗µ = ∗(zµ), µ = 0, 1, 2, 3 satisfying the relations
zkz
∗
0 − z0z
∗
k +
∑
µ,ν
ǫklmzlz
∗
m = 0 ,
z∗0zk − z
∗
kz0 +
∑
µ,ν
ǫklmz
∗
l zm = 0 , ∀k = 1, 2, 3, (2.12)
where ǫklm is completely antisymmetric in k, l,m ∈ {1, 2, 3}, with ǫ123 = 1, and
3∑
µ=0
(
zµz
∗
µ − z
∗
µzµ
)
= 0.
Moreover, the generators satisfy
z∗µ =
∑
ν
Λµνzν (2.13)
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where Λµν are the entries of a symmetric unitary matrix
Λ =


e−2iϕ0
e−2iϕ1
e−2iϕ2
e−2iϕ3

 . (2.14)
Due to an overall symmetry, zµ 7→
∑
ν ρSµνzν , for ρ ∈ U(1) and S ∈ SO(4), one can
further assume one of the angles ϕµ to vanish, say ϕ0 = 0, thus Au with u ∈ T
3. Finally,
by rescaling the generators zµ the algebra Au = Calg(R
4
u
) admits hermitian generators as
xµ := e
−iϕµzµ, ∗(xµ) = x
∗
µ = xµ.
The algebrasAu belong to the family of quadratic algebrasAℓ,p introduced in Definition
2.1 above, as we will now show.
Recall that for fixed two indices µ, ν ∈ {0, 1, 2, 3} with µ > ν, we denote by µ′, ν ′ the
unique indices µ′, ν ′ ∈ {0, 1, 2, 3}\{µ, ν} with µ′ > ν ′; one has (−1)µ
′+ν′ = (−1)µ+ν . Let
λµ := e
−2iϕµ be the entries of the matrix Λ in (2.14). For µ, ν ∈ {0, 1, 2, 3} consider then
aµν := λµλν′ + λνλµ′ , bµν := λµλµ′ + λνλν′ , cµν := (−1)
µ+ν(λ2µ′ − λ
2
ν′) . (2.15)
Clearly cµν is antisymmetric, while both aµν and bµν are symmetric with in addition
aµν = aµ′ν′ and bµν = bµ′ν′ . Some little algebra also shows that
(i) a2µν = b
2
µν + cµνcν′µ′ ,
(ii) λνaµν − λµbµν = (−1)
ν+µλµ′cν′µ′ .
Proposition 2.4. The generators zµ of the algebra Au satisfy the following relations
aµνzµzν = bµνzνzµ + cµνzν′zµ′ , ∀µ, ν ∈ {0, 1, 2, 3}. (2.16)
In particular, for {λµ, µ = 0, . . . , 3} such that aµν 6= 0 for all µ, ν, equations (2.16) hold
if and only if equations (2.12) hold, that is the generators zµ satisfy the commutation
relations (2.12) if and only if they satisfy relations (2.16).
Proof. Firstly note that for all pairs of indices µ, ν ∈ {0, 1, 2, 3}, by using the notation
µ′, ν ′ equations (2.12) can be rewritten respectively as
zνz
∗
µ + (−1)
µ′+ν′zν′z
∗
µ′ = zµz
∗
ν + (−1)
µ′+ν′zµ′z
∗
ν′ (2.17)
z∗µzν − (−1)
µ′+ν′z∗µ′zν′ = z
∗
νzµ − (−1)
µ′+ν′z∗ν′zµ′ (2.18)
or, using (2.13), as
λµzνzµ − λνzµzν = (−1)
µ′+ν′ (λν′zµ′zν′ − λµ′zν′zµ′) (2.19)
λµzµzν − λνzνzµ = (−1)
µ′+ν′ (λµ′zµ′zν′ − λν′zν′zµ′) . (2.20)
Since the λµ never vanish, one can take the difference of λν′ times equation (2.19) with
λµ′ times equation (2.20), thus obtaining
(λµλν′ + λνλµ′)zνzµ − (λνλν′ + λµλµ′)zµzν = (−1)
µ′+ν′(λ2ν′ − λ
2
µ′)zµ′zν′
that is aνµzνzµ = bνµzµzν + cνµzµ′zν′.
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Conversely, suppose that (2.16) hold; then, by using the symmetry properties of the
parameters aµν , bµν and cµν given above and in particular (i), (ii), we obtain (2.19):
λµaνµzνzµ = λµbνµzµzν + λµcνµzµ′zν′
=
(
λνaµν − (−1)
µ+νλµ′cν′µ′
)
zµzν + (−1)
µ′+ν′ (λν′aµ′ν′ − λµ′bµ′ν′) zµ′zν′
= λνaµνzµzν + (−1)
µ′+ν′λν′aµνzµ′zν′ − (−1)
µ+νλµ′(cν′µ′zµzν + bµνzµ′zν′)
= λνaµνzµzν + (−1)
µ′+ν′λν′aµνzµ′zν′ − (−1)
µ+νλµ′aµνzν′zµ′)
that is, up to multiplication by aµν 6= 0, just (2.19). With an analogous procedure,
starting from λµaµνzµzν , we obtain (2.20) out of (2.16). 
Hence we have that the defining commutation relations for the generators of Au can
equivalently be rewritten as in (2.16) (for aµν 6= 0). In order to describe the algebras Au
as Aℓ,p algebras, we need the following additional notation.
Let {λµ, µ = 0, . . . , 3} be such that aµν 6= 0 for all µ, ν. Define
ℓµν := a
−1
µν bµν ; qµν := a
−1
µν cµν (2.21)
Then the following identities hold
(iii) ℓµν = ℓνµ = ℓµ′ν′ = ℓν′µ′ ; ℓµν′ = ℓµ′ν ; qµν = −qνµ ,
(iv) ℓ2µν + qµνqν′µ′ = 1 ,
(v) λµℓµν = λν + (−1)
µ+νλµ′qµ′ν′ .
The above are easily obtained by using the symmetry properties of the parameters aµν ,
bµν and cµν and the relations (i), (ii). Thus for parameters λ’s for which aµν 6= 0, the
relations (2.16) are equivalent to
zµzν = ℓµνzνzµ + qµνzν′zµ′ , ∀µ, ν ∈ {0, 1, 2, 3}. (2.22)
If we consider the real generators xµ = e
−iϕµzµ, the commutation relations (2.22) read
xµxν = ℓµνxνxµ + pµνxν′xµ′ ∀µ, ν ∈ {0, 1, 2, 3} (2.23)
where
pµν = qµνe
i(−ϕµ−ϕν+ϕµ′+ϕν′ ).
From properties (iii)-(v) above, the parameters ℓµν and pµν satisfy the conditions in
Definition 2.1. Moreover, from aµν b¯µν = a¯µνbµν it follows that ℓ¯µν = ℓµν . And also, being
aµν c¯µνλµ′λν′ = a¯µνcνµλµλν , one has that q¯µν λ¯µλ¯νλµ′λν′ = qνµ and in turn p¯µν = pνµ. Thus
conditions (2.11) are satisfied and the corresponding algebra Aℓ,p is a ∗-algebra.
While equations (2.22) (or (2.23)) are equivalent to (2.12), they are easier to handle, at
least for the purposes of the present paper. In particular, if we use the lexicographic order
x0 < x1 < x2 < x3 for the generators xµ of Au, we can use (2.23) to rewrite elements of
Au in terms of ordered monomials which are independent and thus can be compared.
Remark 2.5. Thus, for those {λµ, µ = 0, . . . , 3} (or u ∈ T
3 taking ϕ0 = 0) such that
aµν are non zero, the relations (2.22) or (2.23) give a different parametrization of the
∗-algebra Au of the noncommutative four-plane R
4
u
. Let us have a closer look at the
number of actual parameters ℓ and p entering the construction for these algebras Au.
Being aµν and bµν symmetric with aµν = aµ′ν′ and bµν = bµ′ν′ (see after (2.15)), a priori
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there are only a01, a02, a03 and b01, b02, b03 (say) which are distinct. A further direct
computation shows that
a01 = a02 ; b01 = a03 ; b02 = b03 . (2.24)
This also says that aµν 6= 0 is just a01, a03 6= 0. Moreover for each fixed µ,
∑
ν cνµ = 0, so
we may select c01, c02, c12 (say) with
c23 = c02 + c12 ; c13 = c01 − c12 ; c03 = −c02 − c01 . (2.25)
Next, by (iii) above, there are only three ℓµν , with ℓ02 = ℓ01ℓ03 out of (2.24). Finally
thanks to (2.25) and (2.24), the six parameters qµν are not all independent:
q23 = q02 + q12ℓ01 ; q13 = q01 − q12ℓ01 ; q02 = −q01 − q03ℓ01. (2.26)
Summarizing we are left with 5 parameters
ℓ01 ; ℓ03 ; q01 ; q03 ; q12
subject to two conditions (obtained by taking quotients of (2.25) by suitable aµν)
ℓ203 = 1 + q03q12 ; ℓ
2
01 + q
2
01 + ℓ01q01(q03 − q12) = 1 . (2.27)
2.3.2. Example. Take the three angles in u ∈ T3 to be equal. With notations as in (2.14)
we have that λ0 = 1, λ1 = λ2 = λ3 =: λ 6= ±1. Then all ℓµν = 1, while q01 = q02 = q03 = 0
but the q23, q13, q12 are non zero, and are each proportional to λ
−1(1−λ). The generator
z0 is central: [z0, z1]− = [z0, z2]− = [z0, z3]− = 0, while the remaining relations become
[z2, z3]− = −λ
−1(1− λ) z0z1 ,
[z1, z3]− = −λ
−1(1− λ) z0z2 ,
[z1, z2]− = −λ
−1(1− λ) z0z3 . (2.28)
This is in analogy with the case in (2.9) for the Sklyanin algebra.
2.3.3. θ-deformations. The algebra of polynomial functions on the noncommutative four-
plane R4θ defined in [3] corresponds to angles ϕ0 = ϕ3 = 0 and ϕ1 = ϕ2 = −θ/2 in (2.14).
With complex coordinates ζ1 = x0 + ix3 and ζ2 = x1 + ix2 it has commutation relations:
ζ1ζ2 = λζ2ζ1 , ζ1ζ
∗
2 = λ¯ζ
∗
2ζ1 , ζ1ζ
∗
1 = ζ
∗
1ζ1 , ζ2ζ
∗
2 = ζ
∗
2ζ2 ,
together with the conjugated ones, with parameter λ := eiθ. These can be written in the
form of the present paper, that is as in (2.23) for appropriate parameters ℓ’s and p’s. A
direct computation yields: λ0 = λ3 = 1 and λ1 = λ2 = e
iθ = λ. In turn:
ℓ01 = ℓ02 =
2λ
1 + λ2
, ℓ03 = 1 ,
p01 = p13 = −p02 = −p23 =
1− λ2
1 + λ2
, p03 = p12 = 0 ,
which requires to take θ 6= π
2
.
8
2.3.4. Skylanin algebras for K = C. Originally Sklyanin algebras were considered for
the case K = C. Let us return to the family of algebras addressed in §2.2.2 above and
consider the case K = C. If we set x∗µ = xµ, for each µ = 0, 1, 2, 3, this would not define
a ∗-structure: the commutation relations (2.8), in particular those in the right column,
would not be preserved regardless of the choice of α, β, γ. This problem can be overcome
and a ∗-structure, compatible with the algebra structure, can be introduced by taking
the generator x0 to be anti-hermitian, that is x
∗
0 = −x0. By renaming the generators as
x0 := −ix0 , xk =: xk for k = 1, 2, 3 (2.29)
the relations (2.8) can be rewritten in terms of the xµ as (cf. [6, eq. (32)])
[x0, x1]− = iα[x2, x3]+ , [x2, x3]− = i[x0, x1]+ ,
[x0, x2]− = iβ[x3, x1]+ , [x3, x1]− = i[x0, x2]+ ,
[x0, x3]− = iγ[x1, x2]+ , [x1, x2]− = i[x0, x3]+ (2.30)
with α := −a, β := −b and γ := −c still satisfying condition (2.6):
α + β + γ + αβγ = 0 . (2.31)
With this different choice of generators xµ for the Sklyanin algebra, the parameters ℓ
and p, analogous to those for xµ in (2.5), are computed to be
ℓ01 :=
1− α
1 + α
, p01 :=
2iα
1 + α
= i(1− ℓ01) , p23 :=
2i
1 + α
= i(1 + ℓ01)
ℓ02 :=
1 + β
1− β
, p02 :=
2iβ
1− β
= i(ℓ02 − 1) , p13 :=
−2i
1− β
= −i(1 + ℓ02)
ℓ03 :=
1− γ
1 + γ
, p03 :=
2iγ
1 + γ
= i(1− ℓ03) , p12 :=
2i
1 + γ
= i(1 + ℓ03) , (2.32)
which now require α, γ 6= −1 and β 6= 1. These new parameters ℓ and p still satisfy the
three conditions in Definition 2.1, as well as the constraint (2.7).
Taking α, β, γ to be real (in accordance with the original choice of [6]), one sees that
ℓ¯µν = ℓµν for all µ, ν and thus that p¯µν = −pµν = pνµ. Conditions (2.11) are hence
satisfied and the choice x∗µ = xµ, for all µ, defines a well-defined ∗-structure on the
algebra Aℓ,p corresponding to the Sklyanin algebra.
Remark 2.6. There is quite an overlap between the family of Sklyanin algebras and
that of Connes–Dubois-Violette algebras described in §2.3.1. For ‘generic’ values of the
deformation parameters u, both families depend only on two parameters [1, §3] (cf. also
[2]). The θ-deformations of §2.3.3 are not Sklyanin algebras.
3. The exterior algebra of Aℓ,p
There is a natural calculus on the quadratic algebras Aℓ,p. This section is dedicated to
the construction of the Grassmann algebra (Ωℓ,p, d) of Aℓ,p.
3.1. Differential calculus. We denote by Ωℓ,p = Ωℓ,p(Aℓ,p) the unital associative graded
K-algebra Ωℓ,p := ⊕n∈NΩ
n
ℓ,p generated by elements xµ, µ ∈ {0, 1, 2, 3}, of degree 0 satisfy-
ing relations (2.1) and by elements dxµ, µ ∈ {0, 1, 2, 3}, of degree 1 satisfying relations
dxµxν = ℓµνxνdxµ + pµνxν′dxµ′ , xµdxν = ℓµνdxνxµ + pµνdxν′xµ′ (3.1)
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and
dxµdxν = −ℓµνdxνdxµ − pµνdxν′dxµ′ (3.2)
for all µ, ν ∈ {0, 1, 2, 3}. From the properties of the parameters ℓµν , pµν , from (3.2)
one has that dxµdxµ = 0 for each µ. Also, conditions (3.1) are consistent in that by
substituting the second one in the first one or vice-versa one gets an identity. The same
consideration applies to (3.2): when reusing (3.2) in the right hand side it yields an
identity.
Remark 3.1. When writing the defining relation (2.1) via an R-matrix as in (2.3), the
relations for the forms in (3.1) and (3.2) can be written as
dxµxν =
∑
σ,τ
R στµν xσdxτ , xµdxν =
∑
σ,τ
R στµν dxσxτ , (3.3)
dxµdxν = −
∑
σ,τ
R στµν dxσdxτ . (3.4)
Next we define the linear operator d : Aℓ,p → Ω
1
ℓ,p, by xµ 7→ dxµ and extend it to a
differential d on Ωℓ,p by imposing that d
2 = 0 and that it satisfies a graded Leibniz rule.
From this rule it also follows that each space Ωnℓ,p is an Aℓ,p-bimodule.
For K = C we further require Ωℓ,p to be a ∗-algebra with ∗(dxµ) = d(x
∗
µ) = dxµ.
3.2. Higher order forms. Let us analyse the structure of higher order forms. Firstly,
we observe that relation (3.2) follows by any-one of the relations in (3.1) by applying d
and using the graded Leibniz rule. Next, by multiplying the relation (3.2) on the left or
the right by one-forms (and using dxµdxµ = 0), in degree 3 we have several identities.
3.2.1. Three-forms. We fix indices µ, ν. By multiplying (3.2) on the left and on the
right by all possible one forms, dxµ, dxν dxµ′ and dxν′ , we obtain all the identities that
three-forms have to satisfy. The eight equations we obtain are respectively
0 = −ℓµνdxµdxνdxµ − pµνdxµdxν′dxµ′ (3.5)
dxνdxµdxν = −pµνdxνdxν′dxµ′ (3.6)
dxµ′dxµdxν = −ℓµνdxµ′dxνdxµ − pµνdxµ′dxν′dxµ′ (3.7)
dxν′dxµdxν = −ℓµνdxν′dxνdxµ (3.8)
together with
dxµdxνdxµ = −pµνdxν′dxµ′dxµ (3.9)
0 = −ℓµνdxνdxµdxν − pµνdxν′dxµ′dxν (3.10)
dxµdxνdxµ′ = −ℓµνdxνdxµdxµ′ (3.11)
dxµdxνdxν′ = −ℓµνdxνdxµdxν′ − pµνdxν′dxµ′dxν′ (3.12)
Lemma 3.2. Suppose that for each pair of indices (µ, ν), µ, ν = 0, 1, 2, 3 identities (3.6),
(3.8), (3.9) and (3.11) hold, then the remaining identities follow.
Proof. First, by using (3.6) and then (3.8) we get (3.5):
ℓµνdxµdxνdxµ = ℓµνpµνdxµdxµ′dxν′ = −pµνdxµdxν′dxµ′ .
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Next, by using first (3.8), property (c), and next (3.6) we get (3.7):
−ℓµνdxµ′dxνdxµ = ℓ
2
µνdxµ′dxµdxν = (1 + pµνpµ′ν′)dxµ′dxµdxν
= dxµ′dxµdxν + pµνdxµ′dxν′dxµ′ .
Similarly, by using (3.9) and then (3.11) we promptly obtain (3.10):
ℓµνdxνdxµdxν = ℓµνpµνdxµ′dxν′dxν = −pµνdxν′dxµ′dxν .
Finally, by using first (3.11), property (c), and then (3.9) we get:
−ℓµνdxνdxµdxν′ = ℓ
2
µνdxµdxνdxν′ = dxµdxνdxν′ + pµνdxν′dxµ′dxν′ .
that is the last relation. 
Summing up, three-forms should satisfy, for all pair of indices (τ, σ), the relations
dxτ ′dxσdxτ = −ℓτσdxτ ′dxτdxσ (3.13)
dxτdxσdxτ ′ = −ℓτσdxσdxτdxτ ′ (3.14)
together with
dxτdxσdxτ = −pτσdxσ′dxτ ′dxτ = pτσdxτdxτ ′dxσ′ . (3.15)
It is to be stressed that, despite being dxτdxτ = 0, in general dxτdxσdxτ 6= 0; of course
these vanish in the classical limit where pτσ = 0.
The relations above, while not all independent (and this will lead to some requirement
on the parameters) allow one to find a basis of three-forms. To get a grasp of how this
work, let us write explicitly the relations (3.13) and (3.14) that do not contain dx0:
dx3dx1dx2 = −ℓ03 dx3dx2dx1 ; dx2dx1dx3 = −ℓ03 dx1dx2dx3
dx2dx1dx3 = −ℓ02 dx2dx3dx1 ; dx3dx1dx2 = −ℓ02 dx1dx3dx2
dx1dx2dx3 = −ℓ01 dx1dx3dx2 ; dx3dx2dx1 = −ℓ01 dx2dx3dx1 .
We see that on the left-hand side there do not appear neither the three-form dx1dx3dx2
nor dx2dx3dx1. This suggests using one of them as the independent one and express the
remaining forms as a multiple of the chosen one. With the former dx1dx3dx2, out of the
above relations we get:
ℓ03 dx3dx2dx1 = ℓ02 dx1dx3dx2 ; dx2dx1dx3 = ℓ01ℓ03 dx1dx3dx2
ℓ02 dx2dx3dx1 = −ℓ01ℓ03 dx1dx3dx2 ; dx3dx1dx2 = −ℓ02 dx1dx3dx2
dx1dx2dx3 = −ℓ01 dx1dx3dx2 ; ℓ01ℓ03 dx2dx3dx1 = −ℓ02 dx1dx3dx2 .
In fact, for the last one we need to assume that ℓ03 6= 0. Next, comparing the second
relation in the first column with the last one in the second column we get a condition on
the parameters, that is ℓ02 = ±ℓ01ℓ03; thus the above become
ℓ03 dx3dx2dx1 = ±ℓ01ℓ03 dx1dx3dx2 ; dx2dx1dx3 = ℓ01ℓ03 dx1dx3dx2
± ℓ01ℓ03 dx2dx3dx1 = −ℓ01ℓ03 dx1dx3dx2 ; dx3dx1dx2 = ∓ℓ01ℓ03 dx1dx3dx2
dx1dx2dx3 = −ℓ01 dx1dx3dx2 ; ℓ01ℓ03 dx2dx3dx1 = ∓ℓ01ℓ03 dx1dx3dx2 .
Had we taken dx2dx3dx1 as a basis, we would have obtained an analogous and compatible
result (again requiring ℓ03 6= 0). To proceed and simplify expressions, we assume that
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also ℓ01 is different from zero. Then, the relations on three-forms not containing dx0 are:
dx2dx3dx1 = ∓dx1dx3dx2
dx1dx2dx3 = −ℓ01 dx1dx3dx2
dx3dx2dx1 = ±ℓ01 dx1dx3dx2
dx2dx1dx3 = ℓ01ℓ03 dx1dx3dx2
dx3dx1dx2 = ∓ℓ01ℓ03 dx1dx3dx2 . (3.16)
Next, we list all relations (3.15) whose right hand side does not contain dx0:
dx1dx0dx1 = p01 dx2dx3dx1 = −p01 dx1dx3dx2
dx2dx0dx2 = p02 dx1dx3dx2 = −p02 dx2dx3dx1
dx3dx0dx3 = p03 dx1dx2dx3 = −p03 dx3dx2dx1
and using (3.16) we arrive at
dx1dx0dx1 = ∓p01 dx1dx3dx2 = −p01 dx1dx3dx2
dx2dx0dx2 = p02 dx1dx3dx2 = ±p02 dx1dx3dx2
dx3dx0dx3 = −ℓ01p03 dx1dx3dx2 = ∓ℓ01p03 dx1dx3dx2 . (3.17)
From this, we see that the choice ℓ02 = −ℓ01ℓ03 will lead to
p01 = p02 = p03 = 0,
while the choice ℓ02 = ℓ01ℓ03 yields
dx1dx0dx1 = −p01 dx1dx3dx2
dx2dx0dx2 = p02 dx1dx3dx2
dx3dx0dx3 = −ℓ01p03 dx1dx3dx2 . (3.18)
Equations (3.16) and (3.18) list all three-forms that can be expressed in terms of the
three-form θ0 := dx1dx3dx2. We can repeat the analysis above for each index ν ∈
{0, 1, 2, 3}. For this it is convenient to tabulate all possible values of the indices. For
each index ν ∈ {0, 1, 2, 3} fixed, we define indices ν˜, µν , µ˜ν by
ν ν˜ µν µ˜ν
0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0
. (3.19)
These are such that for (ν, µν) fixed, then (ν
′, µ′ν) = (ν˜, µ˜ν). This then gives:
(ν, µν)
′ = (ν˜, µ˜ν) , (ν, µ˜ν)
′ = (ν˜, µν) and (ν, ν˜)
′ = (µν , µ˜ν). (3.20)
Furthermore, an explicit computation for each ν ∈ {0, 1, 2, 3} fixed yields that
{(µ, ν ′, µ′)}µ6=ν = {(µν, ν˜, µ˜ν), (µ˜ν, ν˜, µν), (ν˜, µν , µ˜ν)}. (3.21)
Finally, using the table (3.19) again with a direct computation one finds for each index ν
ℓµνν = ℓ02 , ℓµν µ˜ν = ℓ01 , ℓµν ν˜ = ℓ03 , ∀ν = 0, 1, 2, 3 . (3.22)
In the relations (3.13) and (3.14), the ones not containing dxν are those for indices σ, τ
such that neither σ nor τ are equal to ν and also such that τ ′ 6= ν. The first assumption
gives for the pair (τ, σ) that
(τ, σ) = (ν˜, µν), (ν˜, µ˜ν), (µν , µ˜ν), (µν , ν˜), (µ˜ν, ν˜), (µ˜ν, µν)
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but from (3.20) each of the first three cases gives τ ′ = ν and so it has also to be excluded.
Thus, only the last three choices are possible and (3.13) and (3.14) give the following six
equations:
dxµ˜νdxν˜dxµν = −ℓµν ν˜dxµ˜νdxµνdxν˜ ; dxµνdxν˜dxµ˜ν = −ℓµν ν˜dxν˜dxµνdxµ˜ν
dxµνdxν˜dxµ˜ν = −ℓµ˜ν ν˜dxµνdxµ˜νdxν˜ ; dxµ˜νdxν˜dxµν = −ℓµ˜ν ν˜dxν˜dxµ˜νdxµν
dxν˜dxµνdxµ˜ν = −ℓµ˜νµνdxν˜dxµ˜νdxµν ; dxµ˜νdxµνdxν˜ = −ℓµ˜νµνdxµνdxµ˜νdxν˜ .
Now on the left-hand side there do not appear neither the three-form dxν˜dxµ˜νdxµν nor
dxµνdxµ˜νdxν˜ and we can use one of them as the independent one. With the former, if we
denote θν := dxν˜dxµ˜νdxµν , the above become
dxµ˜νdxν˜dxµν = −ℓµν ν˜dxµ˜νdxµνdxν˜ ; dxµνdxν˜dxµ˜ν = ℓµν ν˜ℓµ˜νµνθν
dxµνdxν˜dxµ˜ν = −ℓµ˜ν ν˜dxµνdxµ˜νdxν˜ ; dxµ˜νdxν˜dxµν = −ℓµ˜ν ν˜θν
dxν˜dxµνdxµ˜ν = −ℓµ˜νµνθν ; dxµ˜νdxµνdxν˜ = −ℓµ˜νµνdxµνdxµ˜νdxν˜
and next
ℓ02θν = ℓ03dxµ˜νdxµνdxν˜ ; dxµνdxν˜dxµ˜ν = ℓ03ℓ01θν
ℓ03ℓ01θν = −ℓ02dxµνdxµ˜νdxν˜ ; dxµ˜νdxν˜dxµν = −ℓ02θν
dxν˜dxµνdxµ˜ν = −ℓ01θν ; dxµ˜νdxµνdxν˜ = −ℓ01dxµνdxµ˜νdxν˜ .
Again we need ℓ03 6= 0 and thus ℓ02 = ±ℓ01ℓ03. Then, with ℓ01 different from zero we get
dxν˜dxµ˜νdxµν := θν
dxµνdxµ˜νdxν˜ = ∓θν
dxµ˜νdxµνdxν˜ = ±ℓ01θν
dxν˜dxµνdxµ˜ν = −ℓ01θν
dxµνdxν˜dxµ˜ν = ℓ01ℓ03θν
dxµ˜νdxν˜dxµν = ∓ℓ01ℓ03θν . (3.23)
Next, the relations in (3.15) not containing dxν in the right hand side are
dxν˜dxνdxν˜ = pνν˜ dxµνdxµ˜νdxν˜ = −pνν˜ dxν˜dxµ˜νdxµν
dxµνdxνdxµν = pνµν dxν˜dxµ˜νdxµν = −pνµν dxµνdxµ˜νdxν˜
dxµ˜νdxνdxµ˜ν = pνµ˜ν dxν˜dxµνdxµ˜ν = −pνµ˜ν dxµ˜νdxµνdxν˜ .
And using (3.23) we arrive at
dxν˜dxνdxν˜ = ∓ pνν˜ θν = −pνν˜ θν ,
dxµνdxνdxµν = pνµν θν = ± pνµν θν ,
dxµ˜νdxνdxµ˜ν = −ℓ01pνµ˜ν θν = ∓ ℓ01pνµ˜ν θν .
As before the choice ℓ02 = −ℓ01ℓ03 leads to
pνν˜ = pνµν = pνµ˜ν = 0, (3.24)
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while the choice ℓ02 = ℓ01ℓ03 yields
dxν˜dxνdxν˜ = −pνν˜ θν ,
dxµνdxνdxµν = pνµνθν ,
dxµ˜νdxνdxµ˜ν = −ℓ01pνµ˜ν θν . (3.25)
We may conclude that the space Ω3ℓ,p of three-forms is generated as a bi-module by the
four elements θν = dxν˜dxµ˜νdxµν , for ν ∈ {0, 1, 2, 3}.
3.2.2. Four-forms. We move to the analysis of the bi-module Ω4ℓ,p of four-forms. In this
section we take all ℓµν to be non zero, ℓ01, ℓ02, ℓ03 6= 0 and (avoiding the case where all
pµν vanish, see (3.24) above)
ℓ02 = ℓ01ℓ03 . (3.26)
These are the natural assumptions in order to include the classical commutative case
(where ℓµν = 1 for all µ, ν) and they, in particular (3.26), are satisfied by the Connes–
Dubois-Violette four-planes (cf. after (2.25)) and Sklyanin algebras (cf. (2.7)).
Firstly, since for a fixed index ν all three-forms that do not contain dxν are proportional
to θν , we observe that
dxτθν = 0 = θνdxτ for all τ 6= ν .
Hence, a priori, as candidates for basis elements we need to analyse only the four-forms
dxνθν and θνdxν for all ν = 0, 1, 2, 3 .
We show that all these forms are proportional and, as a consequence, the bi-module Ω4ℓ,p
of four-forms is one-dimensional. Out of (3.23), we observe that
dxµdxτdxσ = −dxσdxτdxµ for all distinct indices µ, τ, σ . (3.27)
Using this result twice, we promptly obtain
ω3 = dx3θ3 = dx3(dx2dx0dx1) = −(dx3dx1dx0)dx2 = dx0dx1dx3dx2 = ω0
ω2 = dx2θ2 = dx2(dx3dx1dx0) = −(dx2dx0dx1)dx3 = dx1dx0dx2dx3 = ω1 .
Moreover, by using (3.2), we compute
ω1 = (dx1dx0)(dx2dx3) = (ℓ01dx0dx1 + p10dx2dx3)(ℓ01dx3dx2 + p23dx1dx0)
= ℓ201dx0dx1dx3dx2 − p01p23dx2dx3dx1dx0
= ℓ201ω0 − p01p23ω2.
Thus, ℓ201ω0 = (1 + p01p23)ω1 = ℓ
2
01ω1 (being (1 + p01p23) = ℓ
2
01 from condition (c) of
Definition 2.1) giving the further identity ℓ201ω1 = ℓ
2
01ω0 and hence, being ℓ01 6= 0, ω1 = ω0.
Summarizing we have found that
ω0 = ω1 = ω2 = ω3 =: ω = dx0dx1dx3dx2 . (3.28)
We next show that for each index ν, the form θνdxν is proportional to ω too. By using
(3.27) we easily compute
θ0dx0 = dx1(dx3dx2dx0) = −dx1(dx0dx2dx3) = −ω1 = −ω
θ1dx1 = dx0(dx2dx3dx1) = −dx0(dx1dx3dx2) = −ω0 = −ω
θ2dx2 = dx3(dx1dx0dx2) = −dx3(dx2dx0dx1) = −ω3 = −ω
θ3dx3 = dx2(dx0dx1dx3) = −dx2(dx3dx1dx0) = −ω2 = −ω
14
as wished. This also shows that θνdxν = −dxνθν for each ν. We can thus conclude
that the bi-module of four-forms is one-dimensional, generated by the form ω (say). This
top form ω will be shown to be not zero in §3.3 by identifying it with the (differential
calculus representation of the) volume form of a pre-regular multilinear form for our
family of algebras Aℓ,p.
As a final remark, it is worth stressing to observe that in Ω4ℓ,p, in addition to ‘usual’
forms dxνdxµdxτdxσ with ν 6= µ 6= τ 6= σ, there are also ‘quantum’ elements of the form
dxνdxµdxνdxµ, with ν 6= µ. Nevertheless these forms are proportional to ω, accordingly
to the following relations deduced from (3.25):
dxνdxν˜dxνdxν˜ = −pνν˜ ων ,
dxνdxµνdxνdxµν = pνµνων ,
dxνdxµ˜νdxνdxµ˜ν = −ℓ01pνµ˜ν ων .
Thus they vanish in the ‘classical’ commutative case all pµν being zero then.
3.3. The volume form. In this section we shall make contact with the theory of pre-
regular multilinear forms of [4, 5]. Let W be the linear form on K4 with components
W (eα, eβ, eρ, eσ) =: Wαβρσ = Lαβρσεαβρσ + Pαβδαρδβσεαβα′β′ (3.29)
in the canonical basis {eµ, µ = 0, 1, 2, 3} of K
4, where εαβρσ is the completely antisym-
metric tensor with ε0123 = 1 and where, for distinct indices α, β, ρ, σ, the components
Lαβρσ and Pαβ are determined (uniquely) by the properties
(1) Lαβρσ = Lσαβρ ; Lαβρσ = Lβασρ ;
(2) Lαβα′β′ = ℓβ′α′Lαββ′α′ ;
(3) Pαβ = pβ′α′Lαββ′α′
and by setting L0132 := 1. One easily shows that
Pβα = pα′β′Lβαα′β′ = −pβ′α′Lαββ′α′ = −Pαβ . (3.30)
In relation to [5, Def. 2] we have the following result
Lemma 3.3. The linear form W is pre-regular (without twist), that is
(I) Wσαβρ = −Wαβρσ for all indices α, β, ρ, σ
(II) If v ∈ K4 is such that W (v, eβ, eρ, eσ) = 0 for all indices β, ρ, σ, then v = 0.
Proof. By using the defining properties (1), (2) and (3) and in particular (3.30), for all
indices α, β, ρ, σ one verifies that
Wσαβρ = Lσαβρεσαβρ + Pσαδσβδραεσασ′α′ = −Lαβρσεαβρσ − Pαβδαρδβσεαβα′β′
= −Wαβρσ ,
showing that W is cyclic. Next, suppose there is a vector v = (vα) ∈ K
4 such that for all
indices β, ρ, σ it holds that
0 = W (v, eβ, eρ, eσ) =
∑
α
vαWαβρσ =
∑
α
vα
(
Lαβρσεαβρσ + Pαβδαρδβσεαβα′β′
)
.
Then, from the properties of the L’s and P ’s before one gets that v = 0; thus W is 1-site
non-degenerate. The two properties (I) and (II) say that W is pre-regular. 
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Lemma 3.4. Let A(W, 2) be the quadratic algebra generated by elements xµ, µ = 0, 1, 2, 3,
with relations ∑
ρ,σ
Wαβρσ xρxσ = 0, ∀ α, β = 0, 1, 2, 3 . (3.31)
Then A(W, 2) coincides with the algebra Aℓ,p.
Proof. By the antisymmetry of εαβρσ, fixing α, β, the only possibilities for the last pair
of indices in Lαβρσ are (ρ, σ) = (β
′, α′) or (ρ, σ) = (α′, β ′). Moreover, taking ℓ01, ℓ02 6= 0
one has that Lαββ′α′ 6= 0 for all α, β. Then, for α, β (arbitrary but) fixed we have∑
ρσ
Wαβρσxρxσ = 0 ⇐⇒ εαβα′β′ (Lαβα′β′xα′xβ′ − Lαββ′α′xβ′xα′ + Pαβxαxβ) = 0
⇐⇒ εαβα′β′Lαββ′α′ (ℓβ′α′xα′xβ′ − xβ′xα′ + pβ′α′xαxβ) = 0
⇐⇒ xβ′xα′ = ℓβ′α′xα′xβ′ + pβ′α′xαxβ ,
showing that the generators elements xµ satisfy conditions (3.31) if and only if they satisfy
(2.1). Thus the algebras A(W, 2) and Aℓ,p are the same. 
By the theory of pre-regular forms the element 1⊗W is a nontrivial Hochschild cycle
on A(W, 2) (see e.g. [5, Prop. 10]). We are lead to define as a volume form the four-form
vol :=
∑
α,β,ρ,σ
Wαβρσdxαdxβdxρdxσ
=
∑
α,β,ρ,σ
Lαβρσ εαβρσdxαdxβdxρdxσ +
∑
α,β
Pαβ εαβα′β′dxαdxβdxαdxβ . (3.32)
Remark 3.5. The family R4
u
of nocommutative four-planes introduced in [1] and de-
scribed briefly in §2.3.1 was obtained in connection with a problem in K-homology. In
particular, out of the top Chern class of a unitary there was defined a Hochschild cycle
playing the role of the volume form of R4
u
. This cycle is of the form (cf. [1, eq. (2.14)]).
v =
∑
α,β,ρ,σ
εαβρσSαβρσ 1l⊗ xα ⊗ xβ ⊗ xρ ⊗ xσ −
∑
α,β
Tαβ 1l⊗ xα ⊗ xβ ⊗ xα ⊗ xβ ,
with explicit tensors Sαβρσ and Tαβ which depend on the deformation parameters u ∈ T
3.
A comparison with the volume form in (3.32) (for the algebras Aℓ,p of §2.3.1) shows that
the latter is a differential calculi representation of the homology class v.
3.3.1. Explicit expression of the volume form. Let us have a closer look at the components
Wαβρσ of vol. Firstly, by the properties Lαβρσ = Lσαβρ = Lβασρ, we have that
L0132 = L2013 = L3201 = L1320 = L1023 = L3102 = L2310 = L0231
L0123 = L3012 = L2301 = L1230 = L1032 = L0321 = L3210 = L2103
L0312 = L2031 = L1203 = L3120 = L3021 = L1302 = L2130 = L0213 (3.33)
with
L0132 = 1 , L0123 = ℓ01 , L0312 = ℓ01ℓ03 = ℓ02
from the properties Lαβα′β′ = ℓβ′α′Lαββ′α′ and the condition L0132 = 1.
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Next, being Pαβ = pβ′α′Lαββ′α′ , we have
P01 = p32 , P02 = p31 , P03 = ℓ01p21 ,
P13 = p20 , P23 = p10 , P12 = ℓ01p30 , (3.34)
with Pαβ = −Pβα.
On the other hand, we have shown in §3.2.2 that all 4-forms are proportional. In
particular, for distinct indices α, β, ρ, σ we have found that
dxαdxβdxρdxσ = ηαβρσ ω
where ω is the generator of Ω4ℓ,p introduced in (3.28) and explicitly:
ηνν˜µ˜νµν = η0132 = η1023 = η2310 = η3201 = 1 = −ǫνν˜µ˜νµν
ηνµν µ˜ν ν˜ = η0231 = η1320 = η2013 = η3102 = −1 = −ǫνµν µ˜ν ν˜
ηνµ˜νµν ν˜ = η0321 = η1230 = η2103 = η3012 = ℓ01 = −ℓ01ǫνµ˜νµν ν˜
ηνν˜µν µ˜ν = η0123 = η1032 = η2301 = η3210 = −ℓ01 = −ℓ01ǫνν˜µν µ˜ν
ηνµν ν˜µ˜ν = η0213 = η1302 = η2031 = η3120 = ℓ01ℓ03 = −ℓ01ℓ03ǫνµν ν˜µ˜ν
ηνµ˜ν ν˜µν = η0312 = η1203 = η2130 = η3021 = −ℓ01ℓ03 = −ℓ01ℓ03ǫνµ˜ν ν˜µν (3.35)
with, as above, ǫαβρσ the completely antisymmetric tensor with ǫ0123 = 1. Moreover, for
all α 6= β we have found
dxαdxβdxαdxβ = ηαβαβω ,
where now
ηνν˜νν˜ = −pνν˜ ⇒ η0101 = −η1010 = −p01 η2323 = −η3232 = −p23
ηνµννµν = pνµν ⇒ η0202 = −η2020 = p02 η1313 = −η3131 = p13 (3.36)
ηνµ˜ννµ˜ν = −ℓ01pνµ˜ν ⇒ η0303 = −η3030 = −ℓ01p03 η1212 = −η2121 = −ℓ01p12 .
Hence the volume form vol in (3.32) is proportional to the generator ω too. We next
determine the explicit coefficient of proportionality. By a comparison between (3.33) with
(3.35) and between (3.34) with (3.36), we observe that
ηαβρσ = −Lαβρσ εαβρσ ; ηαβαβ = −Pβ′α′ εαβα′β′ (3.37)
for all distinct indices α, β, ρ, σ. We thus compute
vol =
∑
α,β,ρ,σ
Lαβρσ εαβρσdxαdxβdxρdxσ +
∑
α,β
Pαβ εαβα′β′dxαdxβdxαdxβ
= −
∑
α,β,ρ,σ
L2αβρσ ε
2
αβρσ ω −
∑
α,β
PαβPβ′α′ ε
2
αβα′β′ ω
= −
∑
α6=β
(
L2αβα′β′ + L
2
αββ′α′ + PαβPβ′α′
)
ω
= −
∑
α6=β
L2αββ′α′
(
ℓ2αβ + 1 + pβ′α′pαβ
)
ω
= −2
∑
α6=β
L2αββ′α′ ω
= −2(8 + 4ℓ201) ω
where in the last equality we have used (3.33) and the relation ℓ2αβ + pβ′α′pαβ = 1.
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4. The quantum spheres S3ℓ,p
In this section we introduce quantum three-spheres as quotients of the algebrasAℓ,p. To
do that we study the center of the algebras Aℓ,p and show that, under suitable conditions
for the parameters ℓµν and pµν , the quadratic element R :=
∑
x2µ is central in Aℓ,p.
We start with the following preliminary result.
Lemma 4.1. For all µ, ν ∈ {0, 1, 2, 3} fixed, it holds that:
xµxµ′xν′ + xν′xµ′xµ = ℓµν (xµxν′xµ′ + xµ′xν′xµ) . (4.1)
Proof. For this statement, we use (2.1), that is xµxν = ℓµνxνxµ + pµνxν′xµ′ . Firstly,
multiply it on the left by xµ′ , thus getting
xµ′xµxν = ℓµνxµ′xνxµ + pµνxµ′xν′xµ′ .
Then, exchange µ↔ ν and multiply it by xµ′ on the right, thus getting
xνxµxµ′ = ℓνµxµxνxµ′ + pνµxµ′xν′xµ′ .
By summing these two equalities, and using the antisymmetry of pµν we obtain
xµ′xµxν + xνxµxµ′ = ℓµν (xµ′xνxµ + xµxνxµ′)
or equivalently, by the simultaneous exchange µ↔ µ′ and ν ↔ ν ′, equation (4.1). 
Proposition 4.2. Let ℓµν and pµν be parameters as in Definition 2.1. With the notation
of the table (3.19), suppose that for each ν ∈ {0, 1, 2, 3} the parameters satisfy the relation
cµνpµνν + cµ˜νpµ˜νν + cν˜ℓµ˜ννpν˜ν = 0 (4.2)
for some cσ ∈ K[ℓµν , pµν ], σ ∈ {0, 1, 2, 3}. Then, the element Rc :=
∑3
µ=0 cµx
2
µ belongs to
the center of the algebra Aℓ,p.
Proof. For each ν we need to show that∑
µ
cµx
2
µxν − xν
∑
µ
cµx
2
µ = 0.
Let us start with (2.1) for fixed indices µ, ν. Multiplying it from the left by xµ we get
x2µxν = ℓµνxµxνxµ + pµνxµxν′xµ′ .
Then exchange µ↔ ν in (2.1) and multiply the result by xµ on the right to obtain:
xνx
2
µ = ℓνµxµxνxµ + pνµxµ′xν′xµ .
When comparing these two expressions we have:
cµ(x
2
µxν − xνx
2
µ) = cµpµν (xµxν′xµ′ + xµ′xν′xµ) .
Thus for each index ν, by using Lemma 3.21 on the possible values of the indices (and
recalling that pµµ = 0), we arrive at:∑
µ
cµ(x
2
µxν − xνx
2
µ) =
∑
µ6=ν
cµpµν (xµxν′xµ′ + xµ′xν′xµ)
= cµνpµνν (xµνxν˜xµ˜ν + xµ˜νxν˜xµν ) + cµ˜νpµ˜νν (xµ˜νxν˜xµν + xµνxν˜xµ˜ν )
+ cν˜pν˜ν (xν˜xµνxµ˜ν + xµ˜νxµνxν˜)
= (cµνpµνν + cµ˜νpµ˜νν) (xµνxν˜xµ˜ν + xµ˜νxν˜xµν )
+ cν˜pν˜ν (xν˜xµνxµ˜ν + xµ˜νxµνxν˜) .
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Formula (4.1) for ν = ν and µ = µ˜ν leads to:
xµ˜νxµνxν˜ + xν˜xµνxµ˜ν = ℓµ˜νν (xµ˜νxν˜xµν + xµνxν˜xµ˜ν )
having used that if (µ, ν) = (µ˜ν , ν), then (µ
′, ν ′) = (µν , ν˜), as from relations (3.20). Hence∑
µ
cµ(x
2
µxν − xνx
2
µ) = (cµνpµνν + cµ˜νpµ˜νν + cν˜ℓµ˜ννpν˜ν) (xµνxν˜xµ˜ν + xµ˜νxν˜xµν ) = 0
due to the hypothesis (4.2) on the parameters. 
Notice that for fixed parameters ℓµν and pµν , there might be different coefficients cσ
for which (4.2) is satisfied. This is the case for instance for Sklyanin algebras (and
Connes–Dubois-Violette planes), as shown in Lemma 4.8 below. In particular, as a direct
consequence of the above Proposition, we have
Corollary 4.3. Let the parameters ℓµν and pµν satisfy the relation
pµνν + pµ˜νν + ℓµ˜ννpν˜ν = 0 . (4.3)
Then, the quadratic element R :=
∑3
µ=0 x
2
µ belongs to the center of the algebra Aℓ,p.
Suppose in addition there exist coefficients cσ ∈ K[ℓµν , pµν ], for σ ∈ {0, 1, 2, 3} such that
(cµν − cν˜)pµνν + (cµ˜ν − cν˜)pµ˜νν = 0 , ∀ν ∈ {0, 1, 2, 3}. (4.4)
Then, the quadratic element Rc :=
∑3
µ=0 cµx
2
µ belongs to the center of the algebra Aℓ,p.
Definition 4.4. Let ℓµν and pµν as in Definition 2.1 be constrained by the relation (4.3),
so that the element R :=
∑3
µ=0 x
2
µ is central. We denote by
A(S3ℓ,p) := Aℓ,p/〈R− 1〉 (4.5)
the quotient of the algebra Aℓ,p by the two-sided ideal generated by R− 1.
We refer to S3ℓ,p as a quantum three-sphere with coordinate algebra A(S
3
ℓ,p). In the
‘classical limit’, where for each µ, ν we take ℓµν = 1 and pµν = 0, the algebra A(S
3
ℓ,p)
reduces to the algebra of polynomial functions on a three-sphere.
Using the result in (3.22), conditions (4.3) read, with ℓ30 = ℓ21 = ℓ12 = ℓ03,
p20 + p30 + ℓ03 p10 = 0 ; p31 + p21 + ℓ03 p01 = 0
p02 + p12 + ℓ03 p32 = 0 ; p13 + p03 + ℓ03 p23 = 0 . (4.6)
Only three of these conditions are necessary, the fourth one p13 + p03 + ℓ03p23 = 0 (say),
follows from the other three identities by simple substitutions.
Conditions (4.3) are verified for parameters ℓ’s and p’s of the quantum planes Au of
[1] that we have described in §2.3.1:
Lemma 4.5. Let the parameters ℓµν and pµν be as in §2.3.1 for the four-planes of [1].
Then condition (4.3) is satisfied for each ν ∈ {0, 1, 2, 3}.
Proof. First observe that for each ν fixed, condition pµνν+pµ˜νν+ℓµ˜ννpν˜ν = 0 is equivalent
to λµνqµνν + λµ˜νqµ˜νν + λν˜ℓµ˜ννqν˜ν = 0. The proof is then by explicit computation for each
of the three cases ν = 0, 1, 2. For instance, for ν = 0, using (2.21) and (2.24),
p20 + p30 + ℓ30p10 = 0 ⇐⇒ λ2q20 + λ3q30 + λ1ℓ30q10 = 0
⇐⇒ λ2a03c20 + λ3a01c30 + λ1b03c10 = 0
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and this latter can be proved with some algebra after substituting (2.15). 
For the sub-family in Example 2.3.3 it is even easier to see that (4.3) is verified.
By Proposition 4.2, the above lemma gives that the element R =
∑3
µ=0 x
2
µ is central in
the algebra Au. The corresponding quantum three-spheres S
3
ℓ,p are the noncommutative
spherical manifolds S3
u
introduced in [1]. The centrality of the element R was there
deduced directly from the relations (2.12).
The centrality of the quadratic element Q = −(x0)
2 + (x1)
2 + (x2)
2 + (x3)
2 for the
Sklyanin algebras in §2.2.2 was originally mentioned in [6, Thm.2], (c.f. also [7, page
276]). In our setting, condition (4.3) is verified for parameters ℓµν and pµν as in (2.32)
characterizing the Sklyanin algebras over C described in §2.3.4. Indeed, by direct com-
putation one shows that:
Lemma 4.6. The parameters ℓµν and pµν in (2.32) satisfy condition (4.3) and thus
∑
µ x
2
µ
is central in the corresponding algebra Aℓ,p. In particular for each ν = 0, 1, 2, 3, condition
(4.3) is equivalent to the Sklyanin condition ℓ02 = ℓ01ℓ03 (or the equivalent one in (2.31)).
Remark 4.7. It is worth noticing that the parameters ℓµν and pµν for the Sklyanin
algebras as in (2.5) do not satisfy condition (4.3). Indeed the above lemma shows that
in terms of the generators xµ of §2.2.2, the central element is rather −x
2
0 + x
2
1 + x
2
2 + x
2
3.
Finally, as shown in [6, Thm.2] for the Sklyanin algebras there is a second central
element. In parallel with this we also have the following result:
Lemma 4.8. Let Aℓ,p be the algebra defined by the parameters ℓµν and pµν in (2.32). Set
c0 := 0 ; c1 := ℓ03(1 + ℓ01) ; c2 := (1 + ℓ02) ; c3 := (1 + ℓ03) .
Then condition (4.4) is satisfied for each index ν = 0, 1, 2, 3 and thus the element
ℓ03(1 + ℓ01)x
2
1 + (1 + ℓ02)x
2
2 + (1 + ℓ03)x
2
3
belongs to the center of the algebra Aℓ,p, in addition to the element
∑3
µ=0 x
2
µ .
Proof. The proof reduces to an explicit computation for each index ν = 0, 1, 2, 3:
ν = 0 : (1− ℓ03)p20 + (1− ℓ02)p30 = −ip03p20 + ip02p30 = 0
ν = 1 : (1 + ℓ03)p31 + (1 + ℓ02)p21 = −ip12p31 + ip13p21 = 0
ν = 2 : −(1 + ℓ03)p02 − (1− ℓ02)p12 = ip12p02 − ip02p12 = 0
ν = 3 : −(1− ℓ03)p13 − (1 + ℓ02)p03 = ip03p13 − ip13p03 = 0 ,
showing that condition (4.4) is satisfied. 
The differential calculi Ωℓ,p = Ωℓ,p(Aℓ,p) constructed in §3 can be restricted to the
noncommutative spheres S3ℓ,p. The differential graded algebra Ω(S
3
ℓ,p) of the calculus on
the sphere S3ℓ,p is defined to be the quotient of Ωℓ,p by the differential ideal generated by
R− 1, equipped with the induced differential d. Explicitly, at first order,
Ω0(S3ℓ,p) := A(S
3
ℓ,p) = Ω
0
ℓ,p/〈
∑
µ
x2µ − 1〉 , Ω
1(S3ℓ,p) := Ω
1
ℓ,p/〈
∑
µ
xµdxµ〉 ,
with xµdxµ = dxµxµ for each µ, as from the relations (3.1).
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5. Symmetries of Aℓ,p
In Definition 2.1 we have introduced a class of quadratic algebras Aℓ,p, associated to
parameters ℓµν and pµν satisfying some suitable conditions, and in §3 we have constructed
their exterior algebras (Ωℓ,p, d). In the present section we proceed with the study of the
quadratic differential algebras Aℓ,p and construct transformation bialgebras for them.
5.1. The symmetry bialgebra Mℓ,p. We aim at the construction of a bialgebra Mℓ,p
and an algebra map δ : Aℓ,p → Mℓ,p ⊗ Aℓ,p which defines a coaction of Mℓ,p on the
quadratic differential algebra Aℓ,p. Recall that Aℓ,p is the N-graded algebra, finitely
presented with degree one generators xµ, µ = 0, 1, 2, 3 and finite homogeneous relations
(2.1) of degree 2:
Aℓ,p =
⊕
n∈N
Anℓ,p = K〈x0, x1, x2, x3〉/I ,
where I is the ideal of relations generated by all quadratic relations (2.1), and A0ℓ,p = K.
We determine the bialgebraMℓ,p and the algebra map δ : Aℓ,p →Mℓ,p⊗Aℓ,p by requiring:
(I) δ is an algebra map that preserves the N-grading: δ : Anℓ,p →Mℓ,p ⊗A
n
ℓ,p ,
(II) δ extends to a coaction on the differential algebra (Ωℓ,p, d) of Aℓ,p by requiring
δ ◦ d = (id⊗ d) δ . (5.1)
Firstly, since δ should be an algebra map, it is determined by its value on the algebra
generators of Aℓ,p. And since it has to respect the N-grading of Aℓ,p, that is condition
(I), it has to be of the form
δ : Aℓ,p →Mℓ,p ⊗Aℓ,p , xµ 7→
∑
ν
Mµν ⊗ xν (5.2)
for elements Mµν inMℓ,p, µ, ν = 0, 1, 2, 3. We wishMℓ,p to be an algebra which is finitely
generated by these elementsMµν and determine the minimal algebra properties they have
to satisfy in order for δ : xµ 7→
∑
ν Mµν ⊗ xν to preserve the ideal of relations: δ(I) = 0.
For this, fix indices µ, ν ∈ {0, 1, 2, 3} and apply the algebra map δ to the corresponding
defining relation (2.1) to compute:
δ(xµxν − ℓµνxνxµ − pµνxν′xµ′) = δ(xµ)δ(xν)− ℓµνδ(xν)δ(xµ)− pµνδ(xν′)δ(xµ′)
=
∑
α,β
(MµαMνβ − ℓµνMναMµβ − pµνMν′αMµ′β)⊗ xαxβ
=
∑
α
(MµαMνα − ℓµνMναMµα − pµνMν′αMµ′α)⊗ x
2
α
+
∑
α<β
(MµαMνβ − ℓµνMναMµβ − pµνMν′αMµ′β)⊗ xαxβ
+
∑
α<β
(MµβMνα − ℓµνMνβMµα − pµνMν′βMµ′α)⊗ ℓαβxαxβ
+
∑
α<β
(Mµβ′Mνα′ − ℓµνMνβ′Mµα′ − pµνMν′β′Mµ′α′)⊗ pβ′α′xαxβ , (5.3)
where the last two summands have been obtained by expressing xαxβ for α > β in terms
of xβxα and xβ′xα′ via (2.1) and then renaming the indices.
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As observed after (2.2) the monomials xαxβ, α ≤ β form a vector space basis for
A2ℓ,p. Thus, the map δ preserves the algebra relations, that is the right hand side of the
expression in (5.3) vanishes if and only if the coefficients of x2α and of xαxβ for α ≤ β
vanish, that is the elements Mµν satisfy
MµαMνα = ℓµνMναMµα + pµνMν′αMµ′α (5.4)
for all α, µ, ν, and for all α < β, and for all µ, ν:
0 =MµαMνβ − ℓµνMναMµβ − pµνMν′αMµ′β + ℓαβMµβMνα − ℓαβℓµνMνβMµα
− ℓαβpµνMν′βMµ′α + pβ′α′Mµβ′Mνα′ − pβ′α′ℓµνMνβ′Mµα′ − pβ′α′pµνMν′β′Mµ′α′ . (5.5)
In fact, we could equally have expressed (5.3) in terms of xαxβ for α > β and the
expression would have been the same. Thus, condition (5.5) should hold for all α, β, in
particular also for α = β since in this case it reduces to (5.4).
We next require that δ satisfies condition (II). Property (5.1) yields δ on one-forms:
δ : dxµ 7→
∑
ν
Mµν ⊗ dxν for all µ = 0, 1, 2, 3 .
Extending δ to an algebra map on Ωℓ,p which now preserves conditions (3.2) on basis
one-forms, by proceeding as before, we compute
0 = δ(dxµ)δ(dxν) + ℓµνδ(dxν)δ(dxµ) + pµνδ(dxν′)δ(dxµ′)
=
∑
α<β
(MµαMνβ + ℓµνMναMµβ + pµνMν′αMµ′β)⊗ dxαdxβ
−
∑
α<β
(MµβMνα + ℓµνMνβMµα + pµνMν′βMµ′α)⊗ ℓαβdxαdxβ
−
∑
α<β
(Mµβ′Mνα′ + ℓµνMνβ′Mµα′ + pµνMν′β′Mµ′α′)⊗ pβ′α′dxαdxβ .
That is, for each µ, ν, α 6= β (again with either the condition α < β or α > β), we get
0 =MµαMνβ + ℓµνMναMµβ + pµνMν′αMµ′β − ℓαβMµβMνα − ℓαβℓµνMνβMµα
− ℓαβpµνMν′βMµ′α − pβ′α′Mµβ′Mνα′ − pβ′α′ℓµνMνβ′Mµα′ − pβ′α′pµνMν′β′Mµ′α′ . (5.6)
Comparing (5.6) with equation (5.5) obtained for the zero-forms part, we have that in
order for these equations to be satisfied the elements Mµν have to fulfil the conditions
MµαMνβ − ℓαβℓµνMνβMµα − ℓαβpµνMν′βMµ′α
− pβ′α′ℓµνMνβ′Mµα′ − pβ′α′pµνMν′β′Mµ′α′ = 0 ,
−ℓµνMναMµβ − pµνMν′αMµ′β + ℓαβMµβMνα + pβ′α′Mµβ′Mνα′ = 0 . (5.7)
In Proposition 5.2 below, we will show that these two conditions are equivalent, that
is, it is enough that one of them is satisfied for the other to be satisfied as well. We are
hence led to give the following definition.
Definition 5.1. Let Mℓ,p be the associative N-graded algebra generated in degree-one
by elements Mµα, µ, α = 0, 1, 2, 3 and defining relations in degree-two
MµαMνβ = ℓµνℓβαMνβMµα + pµνℓβαMν′βMµ′α + ℓµνpβ′α′Mνβ′Mµα′ + pµνpβ′α′Mν′β′Mµ′α′
(5.8)
for all µ, ν, α, β ∈ {0, 1, 2, 3}, and where (µ′, ν ′) = (µ, ν)′ and (α′, β ′) = (α, β)′.
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In the spirit of quantized algebras of coordinate functions on matrix groups, we can
think at Mℓ,p as the algebra generated by the entries (coordinate functions) of a matrix
M = (Mµν , µ, ν = 0, 1, 2, 3) subject to the commutation relations (5.8).
The relations (5.8) do not generate additional relations in degree-two in the sense that
by applying them twice we return to the monomial we started from. Using the defining
conditions on the parameters: ℓµν = ℓνµ = ℓµ′ν′ = ℓν′µ′ and pµν = −pνµ we compute
MµαMνβ =
= ℓµνℓβα
(
ℓµνℓβαMµαMνβ + pνµℓβαMµ′αMν′β + ℓµνpα′β′Mµα′Mνβ′ + pνµpα′β′Mµ′α′Mν′β′
)
+ pµνℓβα
(
ℓµνℓβαMµ′αMν′β + pν′µ′ℓβαMµαMνβ + ℓµνpα′β′Mµ′α′Mν′β′ + pν′µ′pα′β′Mµα′Mνβ′
)
+ ℓµνpβ′α′
(
ℓµνℓβαMµα′Mνβ′ + pνµℓβαMµ′α′Mν′β′ + ℓµνpαβMµαMνβ + pνµpαβMµ′αMν′β
)
+ pµνpβ′α′
(
ℓµνℓβαMµ′α′Mν′β′ + pν′µ′ℓβαMµα′Mνβ′ + ℓµνpαβMµ′αMν′β + pν′µ′pαβMµαMνβ
)
=
(
ℓ2µνℓ
2
βα + pµνℓ
2
βαpν′µ′ + ℓ
2
µνpβ′α′pαβ + pµνpβ′α′pν′µ′pαβ
)
MµαMνβ
+
(
ℓµνℓ
2
βαpνµ + ℓ
2
βαℓµνpµν + ℓµνpβ′α′pνµpαβ + pµνpβ′α′ℓµ′ν′pαβ
)
Mµ′αMν′β
+
(
ℓ2µνℓβαpα′β′ + pµνℓβαpν′µ′pα′β′ + ℓ
2
µνpβ′α′ℓβα + pµνpβ′α′pν′µ′ℓβα
)
Mµα′Mνβ′
+
(
ℓµνℓβαpνµpα′β′ + pµνℓβαℓµνpα′β′ + ℓµνpβ′α′pνµℓβα + pµνpβ′α′ℓµνℓβα
)
Mµ′α′Mν′β′
=
(
ℓ2µνℓ
2
βα + pµνℓ
2
βαpν′µ′ + ℓ
2
µνpβ′α′pαβ + pµνpβ′α′pν′µ′pαβ
)
MµαMνβ
where in the last step we have simply used the properties of the ℓ’s and the p’s to conclude
that all coefficients vanish, but for the first one. Finally, by using(c) in Definition 2.1,
the coefficient in parenthesis is worked out to be just
ℓ2µνℓ
2
βα + pµνℓ
2
βαpν′µ′+ℓ
2
µνpβ′α′pαβ + pµνpβ′α′pν′µ′pαβ
= ℓ2βα
(
ℓ2µν + pµνpν′µ′
)
+ pβ′α′pαβ
(
ℓ2µν + pµνpν′µ′
)
= ℓ2βα + pβ′α′pαβ = 1 .
This gives again MµαMνβ for the right hand side.
We next show that the two conditions in (5.7) are equivalent.
Proposition 5.2. The generators Mµα of Mℓ,p satisfy conditions (5.8) if and only if, for
all µ, ν, α, β ∈ {0, 1, 2, 3}, with (µ′, ν ′) = (µ, ν)′ and (α′, β ′) = (α, β)′, they satisfy
ℓαβMµαMνβ + pα′β′Mµα′Mνβ′ = ℓµνMνβMµα + pµνMν′βMµ′α . (5.9)
Proof. Firstly we show that equations (5.8) imply that
−ℓµνMναMµβ − pµνMν′αMµ′β + ℓαβMµβMνα + pβ′α′Mµβ′Mνα′
is zero for all µ, ν, α, β. Indeed, by applying (5.8) to the first two addends of the above
expression, this is modified to
− ℓµν
(
ℓµνℓαβMµβMνα + pνµℓβαMµ′βMν′α + ℓνµpβ′α′Mµβ′Mνα′ + pνµpβ′α′Mµ′β′Mν′α′
)
− pµν
(
ℓνµℓβαMµ′βMν′α + pν′µ′ℓβαMµβMνα + ℓνµpβ′α′Mµ′β′Mν′α′ + pν′µ′pβ′α′Mµβ′Mνα′
)
+ ℓαβMµβMνα + pβ′α′Mµβ′Mνα′
=−
(
ℓ2µνℓαβ + pµνpν′µ′ℓβα − ℓαβ
)
MµβMνα −
(
ℓνµpνµℓβα + pµνℓν′µ′ℓβα
)
Mµ′βMν′α
−
(
ℓ2νµpβ′α′ + pµνpν′µ′pβ′α′ − pβ′α′
)
Mµβ′Mνα′ −
(
ℓνµpνµpβ′α′ + pµνℓν′µ′pβ′α′
)
Mµ′β′Mν′α′
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which vanishes since all coefficients are zero.
We are left to prove the converse: relations (5.9) imply (5.8), that is that
ℓµνℓβαMνβMµα + pµνℓβαMν′βMµ′α + ℓµνpβ′α′Mνβ′Mµα′ + pµνpβ′α′Mν′β′Mµ′α′ = MµαMνβ .
By using (5.9) twice we can rewrite the left hand side as
ℓβα
(
ℓµνMνβMµα + pµνMν′βMµ′α
)
+ pβ′α′
(
ℓµνMνβ′Mµα′ + pµνMν′β′Mµ′α′
)
= ℓβα
(
ℓβαMµαMνβ + pα′β′Mµα′Mνβ′
)
+ pβ′α′
(
ℓβαMµα′Mνβ′ + pαβMµαMνβ
)
=
(
ℓβαℓβα + pβ′α′pαβ
)
MµαMνβ
which is indeed equal to MµαMνβ because of condition (c) in Definition 2.1. 
Before to proceed and introduce a coalgebra structure for Mℓ,p let us observe the
following. By comparing (2.1) with (5.8), we can immediately conclude that
Lemma 5.3. For each α ∈ {0, 1, 2, 3} fixed, the map
Mℓ,p → Aℓ,p , Mµα 7→ xµ (5.10)
is an algebra isomorphism between the subalgebra of Mℓ,p generated by the elements
{Mµα}µ∈{0,1,2,3} in the α-th column of the matrix M and the algebra Aℓ,p.
Next we introduce coproduct and counit for the matrix algebra Mℓ,p, compatible with
its algebra structure.
Proposition 5.4. The linear maps defined on the generators by
∆ :Mℓ,p →Mℓ,p ⊗Mℓ,p , Mµν 7→
∑3
α=0Mµα ⊗Mαν
ε :Mℓ,p → K , Mµν 7→ δµν 1 , (5.11)
and extended as algebra morphisms, endow Mℓ,p with a bialgebra structure.
Proof. We need to show that the maps ∆ and ε preserve the commutation relations (5.8)
and thus are well-defined algebra maps. As for the counit, it is well-defined if and only if
δµαδνβ = ℓµνℓβαδνβδµα + pµνℓβαδν′βδµ′α + ℓµνpβ′α′δνβ′δµα′ + pµνpβ′α′δν′β′δµ′α′
that is, if and only if
δµαδνβ = (ℓµνℓβα + pµνpβ′α′) δνβδµα + (pµνℓβα + ℓµνpβ′α′) δν′βδµ′α .
By using the conditions in Definition (2.1) one directly verifies that this is the case:{
ℓµνℓβα + pµνpβ′α′ = 1 when ν = β, µ = α
pµνℓβα + ℓµνpβ′α′ = 0 when ν = β
′, µ = α′
.
For the coproduct we compute
∆(Mµα)∆(Mνβ)− ℓµνℓβα∆(Mνβ)∆(Mµα) + pµνℓβα∆(Mν′β)∆(Mµ′α)
+ ℓµνpβ′α′∆(Mνβ′)∆(Mµα′) + pµνpβ′α′∆(Mν′β′)∆(Mµ′α′)
=
∑
γ,τ
[
MµγMντ ⊗MγαMτβ − (ℓµνℓβαMντMµγ + pµνℓβαMν′τMµ′γ)⊗MτβMγα+
− (ℓµνpβ′α′MντMµγ + pµνpβ′α′Mν′τMµ′γ)⊗Mτβ′Mγα′
]
.
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We now use equations (5.8) to rewrite the first factor of the tensor product in the first
addend and the second factors in the second and third addends:∑
γ,τ
[(
ℓµνℓτγMντMµγ + pµνℓτγMν′τMµ′γ + ℓµνpτ ′γ′Mντ ′Mµγ′ + pµνpτ ′γ′Mν′τ ′Mµ′γ′
)
⊗MγαMτβ
−
(
ℓµνℓβαMντMµγ + pµνℓβαMν′τMµ′γ
)
⊗
(
ℓτγℓαβMγαMτβ + pτγℓαβMγ′αMτ ′β
+ ℓτγpα′β′Mγα′Mτβ′ + pτγpα′β′Mγ′α′Mτ ′β′
)
−
(
ℓµνpβ′α′MντMµγ + pµνpβ′α′Mν′τMµ′γ
)
⊗
(
ℓτγℓα′β′Mγα′Mτβ′ + pτγℓα′β′Mγ′α′Mτ ′β′
+ ℓτγpαβMγαMτβ + pτγpαβMγ′αMτ ′β
)]
thus obtaining∑
γ,τ
{(
ℓµνMντMµγ + pµνMν′τMµ′γ
)
⊗
[(
ℓτγ − ℓ
2
βαℓτγ − pβ′α′ℓτγpαβ
)
MγαMτβ
−
(
ℓ2βαpτγ + pβ′α′pτγpαβ
)
Mγ′αMτ ′β −
(
ℓβαℓτγpα′β′ + pβ′α′ℓα′β′ℓτγ
)
Mγα′Mτβ′
− (ℓβαpτγpα′β′ + pβ′α′ℓα′β′pτγ)Mγ′α′Mτ ′β′
]
+
(
ℓµνpτ ′γ′Mντ ′Mµγ′ + pµνpτ ′γ′Mν′τ ′Mµ′γ′
)
⊗MγαMτβ
}
.
Now in the squared parenthesis, the coefficient
(
ℓ2βαpτγ + pβ′α′pτγpαβ
)
= pτγ is the only
one which does not vanish. Thus the above reduces to∑
γ,τ
[
− pτγ (ℓµνMντMµγ + pµνMν′τMµ′γ)⊗Mγ′αMτ ′β
(ℓµνpτ ′γ′Mντ ′Mµγ′ + pµνpτ ′γ′Mν′τ ′Mµ′γ′)⊗MγαMτβ
]
=
∑
γ,τ
(
− pτ ′γ′ℓµνMντ ′Mµγ′ − pτ ′γ′pµνMν′τ ′Mµ′γ′ + ℓµνpτ ′γ′Mντ ′Mµγ′ + pµνpτ ′γ′Mν′τ ′Mµ′γ′
)
⊗MγαMτβ = 0,
after a replacement γ ↔ γ′ and τ ↔ τ ′ (on summed indices) in the first addend. 
Summarizing, the algebra Mℓ,p of Definition 5.1 is a bialgebra with coproduct and
counit in (5.11) and it is a transformation bialgebra for Aℓ,p. In particular we have:
Theorem 5.5. The algebra Aℓ,p is a left Mℓ,p-comodule algebra with coaction
δ : Aℓ,p →Mℓ,p ⊗Aℓ,p , xµ 7→
∑
ν
Mµν ⊗ xν (5.12)
defined on the generators of Aℓ,p, and extended to the whole of Aℓ,p as an algebra mor-
phism. The map δ extends to a coaction on the differential algebra (Ωℓ,p, d) by requiring
δ ◦ d = (id⊗ d)δ . (5.13)
Also, the bialgebra Mℓ,p is universal among the bialgebras with these properties.
The fact that the bialgebra Mℓ,p is universal (the initial object) in the category of
graded bialgebras coacting on the graded differential algebra Aℓ,p follows from the fact
25
that we have determined Mℓ,p by imposing the minimal conditions under which the
requirements (I) and (II) are satisfied.
5.2. The ∗-bialgebra structure of Mℓ,p. We conclude this section by showing that
when K = C, the bialgebra Mℓ,p can further be endowed with a ∗-structure, and that all
maps constructed above in §5 are compatible with it.
Let hence K = C and ℓ¯µν = ℓµν , p¯µν = pνµ as in (2.11), (cf. §2.3).
Lemma 5.6. The antilinear map ∗ on Mℓ,p, defined on generators as
∗ :Mℓ,p →Mℓ,p , Mµν 7→ (Mµν)
∗ := Mµν (5.14)
and extended as an anti-algebra map, endows Mℓ,p with a well-defined ∗-structure. Fur-
thermore, the coproduct ∆ and counit ε of Mℓ,p, given in (5.11), are ∗-morphisms for it.
Thus, Mℓ,p is a ∗-bialgebra.
Proof. We have to show that the commutation relations (5.8) definingMℓ,p are preserved
by the map ∗, that is that
∗
(
MµαMνβ − ℓµνℓβαMνβMµα − pµνℓβαMν′βMµ′α
− ℓµνpβ′α′Mνβ′Mµα′ − pµνpβ′α′Mν′β′Mµ′α′
)
= 0 . (5.15)
By using ℓ¯µν = ℓµν and p¯µν = pνµ, we see that this is just (5.8) for indices µ, ν exchanged:
MναMµβ = ℓνµℓβαMµβMνα + pνµℓβαMµ′βMν′α + ℓνµpβ′α′Mµβ′Mνα′ + pνµpβ′α′Mµ′β′Mν′α′ .
One easily shows, in a similar way, the statement concerning the coalgebra structures. 
It is a direct observation that for Mℓ,p endowed with the above ∗-structure and Aℓ,p
with (2.10), the isomorphism in Lemma 5.3 is an isomorphism of ∗-algebras. Finally,
Proposition 5.7. The coaction
δ : Aℓ,p →Mℓ,p ⊗Aℓ,p , xµ 7→
∑
ν
Mµν ⊗ xν
given in (5.2) is a ∗-map with respect to the ∗-structures of Aℓ,p and Mℓ,p defined respec-
tively in (2.10) and (5.14).
6. On symmetries of S3ℓ,p
In the previous section we have constructed a family of matrix bialgebrasMℓ,p coacting
on the quantum spaces represented by Aℓ,p. When all parameters pµν vanish and all ℓµν
are equal to 1 we recover the classical case: the algebra Aℓ,p becomes the commutative
algebra of polynomials in four coordinates x0, . . . , x3 and the bialgebra Mℓ,p reduces to
the commutative coordinate bialgebra of 4× 4 matrices Mat4(K).
We expect it is possible to determine conditions on the parameters ℓµν , pµν under which
the corresponding bialgebra Mℓ,p admits suitable ideals that allow one to define quotient
algebras (of Mℓ,p) describing matrix quantum groups, as for the classical case.
In particular we would like to determine conditions under which it is possible to define a
quantum group of orthogonal matrices acting on S3ℓ,p. For this we need to assume at least
that conditions (4.3) are satisfied (so that S3ℓ,p is defined), but we do not know whether
these conditions are enough in general. One needs to show that I := 〈M tM−1l , MM t−1l〉
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is a well-defined ideal, for 1l the identity matrix, i.e. that the diagonal entries ofM tM and
MM t are central in the algebraMℓ,p. Then one would define Oℓ,p(4) to be the quotient of
Mℓ,p by the ideal I. Since I is a bialgebra ideal, Oℓ,p(4) would inherit a bialgebra structure
and become a Hopf algebra with antipode S(M) := M t. Moreover, the coaction δ in (5.2)
would restrict to a coaction on S3ℓ,p, being the sphere relation preserved by the coaction:
δ(
∑
µ
xµxµ) =
∑
µ,α,β
MµαMµβ ⊗ xαxβ =
∑
α,β
δαβ ⊗ xαxβ = 1l⊗
∑
α
xαxα
(indeed for this we only need M tM = 1l).
As shown in [1] this construction can be carried out for the θ-family described in §2.3.3.
A similar analysis for the more general families will be reported elsewhere.
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