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Abstract
The rank of an eigenvector of an unreduced real symmetric tridiagonal matrix can be de-
termined by just knowing the signs of the elements of the eigenvector and the signs of the
off-diagonal entries of the tridiagonal matrix. Surprisingly, no arithmetic operations involving
real numbers are required to determine this ordinal count. The absence of real arithmetic
operations guarantees an error free algorithm. Thus, it is possible to rank and order eigen-
vectors without knowing the corresponding eigenvalues. It is known that the singular value
decomposition (SVD) of bidiagonal matrices are closely related to three tridiagonal eigen-
value problems. Using this connection, it is possible to order singular vectors of bidiagonal
matrices without knowing the singular values. Again, no real arithmetic is needed. The ordinal
count is a theoretical result, which is valid in exact arithmetic. If eigenvectors and singular
vectors are poorly determined in floating-point arithmetic then the ordering procedure can
detect faulty eigenpairs. Three standard symmetric eigenproblem routines and two SVD rou-
tines from LAPACK are investigated to verify whether the ordinal counts give valid results
for computed eigenvectors. For some difficult problems such as the Wilkinson W+n matrix,
the ordinal counts disagree with that given by the routines for n  25. In general, standard
LAPACK routines appear to be reasonably resilient even though the routines are not particularly
designed to be robust in this context. For some classes of tridiagonals, no failures were detected
for n exceeding 3000. However, one of the new LAPACK routines cannot be considered to be
robust since it destroys information by thresholding small eigenvector elements to zero. An SVD
routine also gave poor results for graded matrices. This could be due to a bug. Many eigenvalue
algorithms do a global sort of the eigenvalues. However, if the ordinal count is reliable then
ranking of eigenvectors across processors can be achieved without global communication.
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1. Introduction and summary
We show that the rank of an eigenvector of an unreduced real symmetric tri-
diagonal matrix can be determined by just knowing the signs of the elements of
the eigenvector and the signs of the off-diagonal entries of the tridiagonal matrix.
Surprisingly, no arithmetic operations involving reals are required to determine this
ordinal count. The absence of real arithmetic operations guarantees an error free
algorithm for the determination of this ordinal count. Thus, it is possible to rank and
order eigenvectors without knowing the corresponding eigenvalues.
It is known [7] that the singular value decomposition (SVD) of bidiagonal ma-
trices are closely related to three tridiagonal eigenvalue problems. Using this con-
nection, we are also able to order singular vectors of bidiagonal matrices without
knowing the singular values. Again, no real arithmetic operations are required.
In the real symmetric eigenvalue problem (SEP) [14,22,24], the computed eigen-
values are usually arranged in a non-decreasing (or less frequently, non-increasing)
sequence and this sequence determines the ordering of the corresponding eigenvec-
tors. Most algorithms for the SEP are based on first reducing the dense matrix to
the tridiagonal form using orthogonal transformations or via the Lanczos process,
especially for large problems; the main exception is the Jacobi method which does
not go through this phase. Reduction to a real symmetric tridiagonal matrix also
takes place in the solution of the complex Hermitian eigenvalue problem. Since the
computed eigenvalues are (or can be) ordered after the solution of the real symmetric
tridiagonal eigenvalue problem, the matching eigenvectors are (or can be) put in
order at this stage.
In the case of the SVD [14], rectangular matrices are reduced to bidiagonal form
using orthogonal transformations. An exceptionally accurate algorithm for bidiago-
nalization is now available; see [2]. For large problems, a modified Lanczos process
can be also used [14]. The singular vectors can be ordered after the solution of the
bidiagonal SVD problem.
We assume that the computed eigenvalues of an unreduced tridiagonal matrix
T are arranged as a non-decreasing sequence. If x(k) denotes an eigenvector corre-
sponding to the eigenvalue λk then we say that the ordinal count of x(k) is k. If n is
the order of the matrix then the ordinal count goes from 1 to n.
Our presentation is based on the Sylvester–Jacobi inertia theorem [22,23], which
has become the cornerstone for bisection type algorithms for finding accurate ei-
genvalues of tridiagonals and very accurate singular values of bidiagonals [7,13,18].
This is implemented by running a well known two-term recurrence. An alternative
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derivation is also possible via Sturm sequences and three-term recurrences as pio-
neered by Givens [10–12] and we give an overview of that approach.
The gist of our analysis is very straightforward. Wilkinson [24] demonstrated that
an eigenvector of a symmetric tridiagonal matrix can be computed using an associ-
ated Sturm sequence. In floating-point arithmetic, the computed eigenvectors could
be inaccurate due to numerical instability and hence this approach was discarded
by Wilkinson. Our intention is to do the converse operation. That is, compute the
eigenvector using a numerically stable method and extract the Sturm sequence from
the eigenvector. Since, we require only signs of the terms of the Sturm sequence and
not the actual values, this procedure should give reliable information. However, we
show that even LAPACK routines, which are claimed to be numerically backward
stable [1], can get the signs wrong.
The main result given in this report is not completely new. Fiedler [8, Theorem
8.11] obtained a version of our result for Jacobi matrices.1
Theorem 1 (Fiedler). Let T be a real tridiagonal matrix with the Jacobi property
bici > 0, = 1, . . . , n − 1, where ci and bi denotes the lower and upper off-diagonal
elements, respectively, of the matrix. Let λ be an (real) eigenvalue and x be the
corresponding (real) eigenvector. Then
1. x1 /= 0 and xn /= 0.
2. If xk = 0 then ck−1bkxk−1xk+1 < 0.
3. If the zeros are deleted from the sequence x1, b1x2, . . . ,
∏n−1
i=1 bixn and if the
eigenvector x relates to the rth eigenvalue, then there are exactly r − 1 changes
of signs in the above sequence.
An immediate extension to this theorem is possible.
Corollary 1. Instead of deleting zero elements of the eigenvector x in part 3 of
Theorem 1, a positive or negative sign can be assigned arbitrary to the zero element.
Since the appearance of exact zero values in floating-point arithmetic, except due
to underflow, is fortuitous, this corollary provides a more appropriate result. However,
this corollary is redundant, if IEEE signed zeros [16] are used. In that case, it not
required to check for zero values.
Fiedler provided a proof for this theorem for the case with no zero elements in the
eigenvector but stated that the case with zero elements can be handled using conti-
nuity arguments. We do not have this restriction and the results are fully consistent
with the algorithms proposed by Fernando [4–6] for computing eigenvectors.
An analogue result is available in the framework of the Sturm–Liouville prob-
lem; see Fort [9, Theorem 2, Chapter 10] or Buttazzo et al. [3, Theorem 5.5]. It is
1 There is a typo in part 2 of the published result.
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difficult to reproduce these theorems here without an excursion to Sturm–Liouville
eigenproblems and the associated notation. They are well understood and well used
in both classical physics and quantum physics; see for example Morse and Feshbach
[20, p. 724] and Jackson [17, p. 42]. In fact, Morse and Feshbach explicitly state that
eigenvectors could be used to order eigenvalues.
Our algorithms could reveal the exact ordering even when there are numerically
non-distinct eigenvalues. It is well known [24] that there are no non-distinct eigen-
values in real unreduced symmetric tridiagonals. However, eigenvalues of unreduced
tridiagonal matrices can be almost non-distinct; the Wilkinson matrix W+21 is a well
known example. When such a tie exists, the computed eigenvalues are of little use in
finding the correct ordering but our ordinal count can often resolve such disputes.
The ordinal counts calculated by our algorithms could differ from the ordering
determined by software. Eigenvectors of tridiagonals are not always determined to
high relative accuracy and small perturbations, which could be very small in absolute
sense, can change the sign of an element. Thus, some eigenvector elements could be
relatively very inaccurate, while still having high absolute accuracy.
Given the same test problem, different standard algorithms (qr, divide and con-
quer, inverse iterations) could give different results. Thus, the ordinal count invented
in this report can be used to check the relative accuracy of different algorithms and
their implementations.
The traditional way to check the accuracy of an eigenvalue and the corresponding
eigenvector is to compute the residual ‖T x − λx‖, ‖x‖ = 1; a tiny norm confirm
the accuracy of the computed solution. In general, the residual computation itself is
prone to rounding errors and thus it is not an ideal way to determine the accuracy
of tiny elements of an eigenvector. The proposed algorithms do not use arithmetic
operations involving reals and so they are completely immune from rounding errors.
This property enables us to locate eigensolutions which are inaccurate or suspect.
The ordinal count is a formal result, which is valid in exact arithmetic. However,
algorithms in floating-point arithmetic should strive to achieve to get the correct ordi-
nal count; deliberate thresholding of elements to zero, as in some LAPACK routines,
prevents this objective.
Three standard SEP routines and two SVD routines from LAPACK [1] are inves-
tigated to verify whether the ordinal counts give valid results for computed eigen-
vectors. For some difficult problems such as the Wilkinson W+n matrix, the ordinal
counts disagree with that given by the routines for n  25. However in general, with
IEEE arithmetic [16] in force, standard LAPACK routines appear to be resilient even
though the routines are not particularly designed to be robust in this context. For
some classes of tridiagonals, no failures were detected even for n exceeding 3000.
However, one of the new LAPACK routines cannot be considered to be robust since
it destroys valuable information by thresholding small eigenvector elements to zero.
An SVD routine also gave poor results for graded matrices.
One of the primary applications of the results described in this paper will be in
testing and validation of software for eigenvalue problems and the SVD. Testing
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of mathematical software is a tedious, laborious process. In the case of LAPACK,
this involves thousands of lines of code. However, with the methods in this paper, a
preliminary test can be done very rapidly. In fact, such tests can be incorporated in
to codes themselves because of the simplicity of the proposed method.
Our tests are comparable to parity tests in (non-floating point) computer science.
A wrong ordinal count will correctly flag an error. However, the absence of an ordinal
count error does not guarantee that the results are correct.
This paper is organized as follows. After this initial section, Section 2 describes
the notation and preliminaries. In Section 3, algorithms are developed for ordering
eigenvectors. Testing of eigenvectors computed by LAPACK routines is the topic in
Section 4. Section 5 deals with ordering singular vectors of a bidiagonal matrix B via
tridiagonal matrices B tB and BB t. The ordering of singular vectors via the Golub–
Kahan form is discussed in Section 6. Section 7 provides a summary of ordering
eigenvectors using Sturm sequences. Final comments are reported in Section 8.
2. Notation and preliminaries
We denote real symmetric tridiagonal matrices by T . The subdiagonal, diagonal
and superdiagonal elements in row i of T are bi−1, ai and bi , respectively. Real upper
bidiagonal matrices are represented by B; their diagonal and superdiagonal elements
in row i are specified by αi and βi , respectively. A bold font is used to emphasize
column vectors (usually, x) but not for their elements (e.g. x1, xn).
It is assumed that the reader knows the LDLt factorization of a symmetric tridi-
agonal matrix, where L is lower bidiagonal and D is diagonal; the diagonal values
of L are all unity. We consider the LDLt factorization of the unreduced tridiagonal
matrix T − τI in the form L(τ)D(τ)Lt(τ ), where the real scalar τ is a shift. For
brevity, we often omit the argument τ from di(τ ). The following two-term recur-
sion for computing the pivots di(τ ) (which are the diagonal values of D(τ)) is well
known.
di(τ ) = ai − τ − b2i−1
/
di−1(τ ), i = 2, . . . , n, with d1(τ ) = a1 − τ. (1)
Let ντ (j : k), ζ τ (j : k) and πτ (j : k) be the number of negative, zero and positive
elements, respectively, of di(τ ), i = j, . . . , k, for a given shift τ . If the LDLt fac-
torization of T − τI exists then ζ τ (1 : n) can take only zero or unity. If ζ τ (1 : n) is
unity then dn is zero indicating that τ is an exact eigenvalue of T . See [6] for further
details. The Sylvester–Jacobi inertia theorem [22,23] directly leads to the following
result.
Lemma 1. If the LDLt factorization of T − τI exists then the number of eigen-
values of T , which are greater, equal, or less than τ are given by πτ (1 : n), ζ τ (1 :
n), ντ (1 : n), respectively.
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We recall a couple of technical lemmata from previous work; the following was
Lemma 3.2 in [6].
Lemma 2. Let x be an eigenvector of the unreduced tridiagonal matrix T corre-
sponding to the eigenvalue λ. Then no two contiguous elements of (xi−1, xi, xi+1)
can be zero, where 1  i  n, with the extended end conditions x0 = xn+1 = 0
(which we assume for notational convenience). Furthermore, xi−1 and xi+1 cannot
both be zero if ai − λ /= 0.
Remark 1. The above lemma is closely related to the fact that no two contiguous
elements of a Sturm sequence can be zero [19]. However, the proof of this lemma
does not require Sturm sequences.
Remark 2. The new LAPACK routine dstegr intentionally thresholds small eigen-
vector elements to zero as such it violates the above lemma. Großer [15] also found
that dstegr does not give accurate results and so we have not attempted to test it.
We also need Lemma 8.1 from [6].
Lemma 3. If the LDU factorization of the matrix T − τI exists where the shift τ
is an exact eigenvalue of T , then dn is zero.
The following lemma (Theorem 8.3 from [6]) provides an algorithm to compute
an eigenvector.
Lemma 4. If τ is an exact eigenvalue of T then the eigenvector corresponding to
the eigenvalue τ is given by
xj = −(bj /dj )xj+1 for j = n − 1, . . . , 1
with xn set to any non-zero finite value.
3. Ordering eigenvectors
If x is an eigenvector then it is possible to determine the pivots di using the fol-
lowing result.
Lemma 5. If none of the elements of an eigenvector x of a real symmetric tridiago-
nal matrix T are zero then pivots dj are given by
dj = −bjxj+1/xj , j = 1, . . . , n − 1. (2)
Proof. Eq. (2) is obtained trivially from Lemma 4. 
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Remark 3. Eq. (2) is numerically backward stable in the absence of overflow or
underflow. It is elementary to show that if the eigenvector elements xj are exact then
the computed dj are the exact value of a minutely perturbed problem. Specifically,
the off-diagonal values bj are changed by up to two ulps due to perturbations of the
form bj (1 + ηj )(1 + ηˆj ), where |ηj | and |ηˆj | are less than the machine precision.
However, the signs of dj are unaffected by these round-off errors.
To compute the inertia of T − λI , it is not necessary to do any real arithmetic
operations; only the signs of di have to be computed as we show in the next result.
The proof is obvious from Lemma 5.
Lemma 6. For the unreduced symmetric tridiagonal matrix T with the eigenvalue
shift λ and the corresponding eigenvector x, which is assumed to be devoid of zero
elements,
sign(dj ) = −sign(bj )sign(xj+1)sign(xj ), j = 1, . . . , n − 1.
Our main interest is to find the signs of pivots, rather than the actual value of dj , to
determine the inertia of T − λI . Our algorithm is undefined when an (non-extreme)
element xj is zero. We use a continuity argument to resolve this problem.
Lemma 7. Let a zero eigenvector element xj follow one of the following two limit-
ing processes:
xj = +|η|, η −→ 0,
xj = −|η|, η −→ 0,
as τ → λ. The inertia of T − τI, for small enough η, does not depend upon the sign
of η and
sign(dj−1) = −sign(dj ).
Furthermore, νλ(1 : n)  m and πλ(1 : n)  m where m is the number of zero
elements in the eigenvector under the assumption that there are at least two non-
zero elements between two zero elements.
Proof. Without loss of generality, we assume that xj−1 = 1. If xj = η then from
Lemma 5,
dj−1 = −bj−1η,
dj = (aj − τ) − b2j−1
/
dj−1 ≈ bj−1/η,
dj+1 = (aj+1 − τ) − b2j η
/
bj−1 ≈ aj−1 − τ
for small enough η. Then, sign(dj−1) = −sign(dj ), irrespective of the sign of η and
signs of dj+1 . . . dn are unchanged.
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To obtain the bounds for the inertia counts, we note that if there is a zero element
then at least one of di is positive and another di is negative. If there are m zeros then
m number of dis are positive and a similar number is negative provided that there are
at least two non-zero elements between two zeros. 
Remark 4. Zero elements are not present in eigenvectors corresponding to the two
extreme eigenvalues and they are most expected in the eigenvectors corresponding
to middle eigenvalues.
Remark 5. Signed zeros in IEEE arithmetic [16] provide the perfect setting for
determining inertia in the presence of zero eigenvector elements.
Theorem 2. Let the eigenvalues of the unreduced tridiagonal matrix T be ordered
such that λ1 < λ2 < · · · < λn. If{
πλ(1 : n − 1), νλ(1 : n − 1)} = {n − k − 1, k}
then the eigenvector corresponds to the eigenvalue λk+1.
Proof. Suppose that there are no zero elements in the eigenvector. In that case, all di
are non-zero except dn which gives ζ λ(1 : n) = 1. The rest is obvious from Lemma
1. If there are m (non-contiguous) zero elements in the eigenvector then we invoke
Lemma 7, m times, perturbing the zero values to non-zero values. This gives the
required result. 
Remark 6. In floating-point arithmetic, dn does not have to be zero even with a
perfect shift. If dn is positive (negative) then a slightly perturbed matrix T has an
eigenvalue which is greater (less) than the shift. However, in our inertia estimate, we
declare dn to be zero if a perfect shift is used.
Remark 7. All our computations are based on Theorem 2. This is also equivalent
to Corollary 1, which was derived via the theorem of Fielder. However, with IEEE
signed zeros it is not required to check for zero values.
4. Testing of computed eigenvectors
Experiment 1. We have determined, for five classes of matrices, the lowest value of
n at which the inertia count {πτ , ντ } breaks down for any eigenvector of these ma-
trices. Table 1 gives the details of the test matrices and Table 2 records the statistics
of failures. Eigenvectors were computed using LAPACK [1] routines dstein (inverse
iterations), dsteqr (qr algorithm) and dstevd (divide and conquer).
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Table 1
Tridiagonal test matrices
Matrix B ai bi Remarks
Wilkinson W+ |n/2 − i + 1| 1 Odd n
Wilkinson W− n/2 − i + 1 1 Odd n
Cosine 2 1 a1 = 3, an = 3
Sine 2 1
Symmetric Kac 0
√
i(n − i)
Table 2
The smallest n for which the ordinal counts fail
Matrix Inverse qr d&c Remarks
dstein dsteqr dstevd
Wilkinson W+ 25 29 27
Wilkinson W− 43 179 33
Symmetric Kac 314 115 112
Cosine >3000 >3000 >3000 Some exceptions
Sine >3000 >3000 >3000 Some exceptions
The ordinal counts for the sine and cosine matrices, in general, do not break down
even for very large n. However, we have observed isolated failures, especially for odd
n. As an example, it failed when the inverse iterations routine was used on the sine
matrix for n = 13. We did not test for each and every value of n for these matrices
but used random samples going up to 3000. The Wilkinson matrix W+ fails for
small n because of numerically non-distinct eigenvalues. If eigenvalues are used for
ordering then there is a 50 percent chance that the ordering will be wrong if the
eigenvalue comes from a non-distinct pair. The failure of W− can be ascribed to tiny
eigenvector elements which can get perturbed to the opposite sign. Generally, the qr
algorithm offers the least number of failures, the inverse iterations coming as a close
second.
All primary floating-point computations were carried out on a PC with an AMD
Duron 800 MHz processor. The GNU Fortran 77 compiler g77 (version 2.95.3
19991030) was used under Linux (Mandrake 7.2) with IEEE double precision arith-
metic. However, on a system with an Intel Pentium III 500 MHz processor,
W+ matrix failed at n = 27 instead at n = 29, when the qr algorithm was used.
Otherwise, the failure statistics were reasonably consistent across PC architectures.
However, the actual computed eigenvectors could be very different on different
architectures.
Experiment 2. We have computed the last two eigenvectors of the Wilkinson W+31
matrix using LAPACK routines; see Table 3. The last two eigenvalues are equal in
double precision arithmetic and hence the computed eigenvectors could wander any-
where in the invariant subspace defined by the two true eigenvectors. Wilkinson [24]
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Table 3
The last two eigenvectors of W+31 and ordinal counts
i Inverse iterations qr d&c
dstein dsteqr dstevd
x(30) x(31) x(30) x(31) x(30) x(31)
1 −4.665E−01 6.214E−01 −8.773E−15 7.770E−01 −7.754E−01 −4.966E−02
2 −3.481E−01 4.637E−01 −6.547E−15 5.798E−01 −5.786E−01 −3.706E−02
3 −1.413E−01 1.883E−01 −2.658E−15 2.354E−01 −2.350E−01 −1.505E−02
4 −4.007E−02 5.338E−02 −7.533E−16 6.675E−02 −6.661E−02 −4.266E−03
5 −8.773E−03 1.169E−02 −1.715E−16 1.461E−02 −1.458E−02 −9.340E−04
6 −1.568E−03 2.089E−03 2.372E−17 2.612E−03 −2.607E−03 −1.669E−04
7 −2.370E−04 3.158E−04 −7.082E−17 3.948E−04 −3.940E−04 −2.524E−05
8 −3.106E−05 4.138E−05 1.381E−16 5.174E−05 −5.164E−05 −3.307E−06
9 −3.594E−06 4.788E−06 1.409E−16 5.987E−06 −5.975E−06 −3.827E−07
10 −3.724E−07 4.961E−07 −2.699E−16 6.203E−07 −6.190E−07 −3.964E−08
11 −3.493E−08 4.653E−08 2.087E−16 5.818E−08 −5.807E−08 −3.719E−09
12 −2.994E−09 3.988E−09 2.436E−16 4.987E−09 −4.977E−09 −3.187E−10
13 −2.362E−10 3.147E−10 −1.703E−16 3.935E−10 −3.927E−10 −2.515E−11
14 −1.727E−11 2.301E−11 −6.137E−16 2.877E−11 −2.871E−11 −1.838E−12
15 −1.169E−12 1.572E−12 −8.252E−15 1.959E−12 −1.956E−12 −1.167E−13
16 2.492E−14 1.750E−13 −1.249E−13 1.250E−13 −1.327E−13 1.167E−13
17 1.562E−12 1.183E−12 −1.959E−12 8.518E−15 −1.337E−13 1.955E−12
18 2.301E−11 1.727E−11 −2.877E−11 6.232E−16 −1.839E−12 2.871E−11
19 3.147E−10 2.362E−10 −3.935E−10 4.923E−17 −2.515E−11 3.927E−10
20 3.988E−09 2.994E−09 −4.987E−09 4.225E−18 −3.187E−10 4.977E−09
21 4.653E−08 3.493E−08 −5.818E−08 3.963E−19 −3.719E−09 5.807E−08
22 4.961E−07 3.724E−07 −6.203E−07 3.422E−20 −3.964E−08 6.190E−07
23 4.788E−06 3.594E−06 −5.987E−06 −6.282E−20 −3.827E−07 5.975E−06
24 4.138E−05 3.106E−05 −5.174E−05 −5.836E−19 −3.307E−06 5.164E−05
25 3.158E−04 2.370E−04 −3.948E−04 −4.458E−18 −2.524E−05 3.940E−04
26 2.089E−03 1.568E−03 −2.612E−03 −2.949E−17 −1.669E−04 2.607E−03
27 1.169E−02 8.773E−03 −1.461E−02 −1.650E−16 −9.340E−04 1.458E−02
28 5.338E−02 4.007E−02 −6.675E−02 −7.537E−16 −4.266E−03 6.661E−02
29 1.883E−01 1.413E−01 −2.354E−01 −2.658E−15 −1.505E−02 2.350E−01
30 4.637E−01 3.481E−01 −5.798E−01 −6.547E−15 −3.706E−02 5.786E−01
31 6.214E−01 4.665E−01 −7.770E−01 −8.773E−15 −4.966E−02 7.754E−01
ν(1 : n − 1) 29 30 24 29 30 29
π(1 : n − 1) 1 0 6 1 0 1
has shown that the elements of x(30) are skew-symmetric around the element x15; that
is xk = −x32−k . In the case of x(31), the elements are symmetric with xk = x32−k . A
reasonable solution for this difficult problem is given by the inverse iterations routine
dstein and the ordinal counts are correct. The computed solution x(30) is approxi-
mately skew-symmetric and x(31) is symmetric. In the solutions given by dsteqr and
dstevd, the symmetrical and skew-symmetrical properties are not present. It appears
that the qr routine has got the ordinal count wrong in x(31). The eigenvectors given
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by the divide and conquer routine should be interchanged to get the correct ordinal
count.
Experiment 3. In this test we have computed the last eigenvector of the Wilkinson
matrix W−61, which has well separated eigenvalues; the results are in Tables 4 and 5.
It can be seen that half the values given by d&c are flushed to zero and thus we are
unable to get the correct ordinal count. The inverse iterations routine gives an ordinal
count of 47 instead of 60 and thus some of the elements of the eigenvector must have
got wrong signs. However, the qr algorithm indicates an ordinal count of 60, which
is the correct value.
Table 4
The last eigenvector of W−61
i Inverse qr d&c i Inverse qr d&c
dstein dsteqr dstevd dstein dsteqr dstevd
1 7.770E−01 7.770E−01 −7.770E−01 32 3.856E−34 3.856E−34 0
2 5.798E−01 5.798E−01 −5.798E−01 33 1.216E−35 1.216E−35 0
3 2.354E−01 2.354E−01 −2.354E−01 34 3.716E−37 3.716E−37 0
4 6.675E−02 6.675E−02 −6.675E−02 35 1.102E−38 1.102E−38 0
5 1.461E−02 1.461E−02 −1.461E−02 36 3.175E−40 3.175E−40 0
6 2.612E−03 2.612E−03 −2.612E−03 37 8.888E−42 8.888E−42 0
7 3.948E−04 3.948E−04 −3.948E−04 38 2.421E−43 2.421E−43 0
8 5.174E−05 5.174E−05 −5.174E−05 39 6.417E−45 6.417E−45 0
9 5.987E−06 5.987E−06 −5.987E−06 40 1.653E−46 1.657E−46 0
10 6.203E−07 6.203E−07 −6.203E−07 41 9.230E−48 4.172E−48 0
11 5.818E−08 5.818E−08 −5.818E−08 42 1.976E−48 1.025E−49 0
12 4.987E−09 4.987E−09 −4.987E−09 43 −2.943E−48 2.456E−51 0
13 3.935E−10 3.935E−10 −3.935E−10 44 4.073E−48 5.748E−53 0
14 2.877E−11 2.877E−11 −2.877E−11 45 3.943E−49 1.315E−54 0
15 1.959E−12 1.959E−12 −1.959E−12 46 3.308E−48 2.939E−56 0
16 1.249E−13 1.249E−13 −1.249E−13 47 −2.967E−49 6.428E−58 0
17 7.484E−15 7.484E−15 −7.484E−15 48 −7.040E−49 1.376E−59 0
18 4.230E−16 4.230E−16 −4.230E−16 49 1.699E−48 2.883E−61 0
19 2.263E−17 2.263E−17 −2.263E−17 50 −2.748E−48 5.916E−63 0
20 1.149E−18 1.149E−18 −1.149E−18 51 9.173E−49 1.190E−64 0
21 5.549E−20 5.549E−20 −5.549E−20 52 −2.158E−48 2.345E−66 0
22 2.557E−21 2.557E−21 −2.557E−21 53 8.091E−49 4.534E−68 0
23 1.126E−22 1.126E−22 −1.126E−22 54 −1.969E−48 8.599E−70 0
24 4.751E−24 4.751E−24 −4.751E−24 55 −1.177E−48 1.600E−71 0
25 1.923E−25 1.923E−25 −1.923E−25 56 1.316E−48 2.924E−73 0
26 7.480E−27 7.480E−27 −7.480E−27 57 −7.192E−49 5.247E−75 0
27 2.800E−28 2.800E−28 −2.800E−28 58 7.206E−49 9.250E−77 0
28 1.011E−29 1.011E−29 −1.011E−29 59 −1.544E−48 1.602E−78 0
29 3.519E−31 3.519E−31 −3.519E−31 60 −1.793E−48 2.728E−80 0
30 1.184E−32 1.184E−32 −1.145E−32 61 −1.835E−48 4.568E−82 0
31 3.856E−34 3.856E−34 0
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Table 5
The inertia counts for the last eigenvector of W−61
Inverse qr d&c
dstein dsteqr dstevd
ν(1 : n − 1) 47 60 29
π(1 : n − 1) 13 0 0
5. Ordering singular vectors via BtB and BBt
Singular vectors can be transformed into eigenvector problems in three different
ways; see [7,14] for more details. Let B = UV t be the singular value decompo-
sition of the unreduced upper bidiagonal matrix B, where U and V are orthogonal
matrices and  is a diagonal matrix which contains the singular values σ1 to σn.
It is easily seen that B tB = V2V t and BB t = U2U t and they give rise to two
eigenvalue problems.
The matrix product B tB is a symmetric tridiagonal matrix and the subdiagonal,
the diagonal and the superdiagonal entries in the ith row are given by αi−1βi−1,
α2i + β2i−1 and αiβi , respectively, where β0 is taken to be zero for notational conve-
nience. If the product B tB is set to the symmetric tridiagonal T then the off-diagonal
element bi of T is given by αiβi . To order the left singular vectors, Lemma 6 can be
reused with sign(bi) replaced by sign(αi)sign(βi).
Corollary 2. For the symmetric tridiagonal matrix B tB with the eigenvalue shift
τ(= σ 2) and the corresponding eigenvector v, which is assumed to be devoid of
zero elements, the signs of the pivots are given by
sign(dj ) = −sign(αj )sign(βj )sign(vj+1)sign(vj ), j = 1, . . . , n − 1.
Similarly, BB t is a symmetric tridiagonal matrix and the subdiagonal, diagonal
and superdiagonal entries in the ith row are given by αiβi−1, α2i + β2i and αi+1βi ,
respectively, where βn is taken to be zero for notational convenience. If the product
BB t is set to the symmetric tridiagonal T then the off-diagonal element bi of T is
given by αi+1βi . To order the right singular vectors, Lemma 6 can be again reused
with sign(bi) replaced by sign(αi+1)sign(βi).
Corollary 3. For the symmetric tridiagonal matrix BB t with the eigenvalue shift
τ(= σ 2) and the corresponding eigenvector u, which is assumed to be devoid of
zero elements, the signs of the pivots are given by
sign(dj ) = −sign(αj+1)sign(βj )sign(uj+1)sign(uj ), j = 1, . . . , n − 1.
Singular values are usually arranged in the non-increasing order; thus Theorem 2
should be suitably modified as follows.
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Table 6
Bidiagonal test matrices
Matrix B αi βi Remarks
Graded n − i + 1 1
Reversely graded i 1
Toeplitz 2 1
Kac-type
√
(n − 2i + 1)(2i − 1) √2i(n − 2i) Even n
Wilkinson-type |n/2 − i + 1| + 1 1 Odd n
Table 7
The failing n for left and right singular vectors
Matrix B qr/ql d&c
dbdsqr dbdsdc
Left Right Left Right
Graded 177 178 26 26
Reversely graded 143 142 26 26
Toeplitz >2000 >2000 >2000 >2000
Kac-type 60 58 68 60
Wilkinson-type 17 17 26 26
Corollary 4. Let the singular values of the unreduced bidiagonal matrix B be
ordered such that σ1 > σ2 > · · · > σn. If {πτ (1 : n − 1), ντ (1 : n − 1)} = {k, n −
k − 1} then the singular vector relates to the singular value σk+1.
Experiment 4. We have built a test bench with five bidiagonal matrices; Table 6
illustrates the details. Table 7 gives the smallest n at which the ordinal counts fail to
agree with the computed solutions for any singular vector. We have tested two LA-
PACK routines: dbdsqr (which is a qr/ql algorithm) and dbdsdc (a d&c algorithm).
The early failures for Wilkinson-type matrices are probably due to non-distinct sin-
gular values. The premature failure of dbdsdc for graded and reversely graded ma-
trices at n = 26 appears to be due to occurrence of small elements with wrong signs.
For n  25, dbdsdc reverts to a qr/ql algorithm and hence this problem is absent
for small n. The Golub–Kahan form of the bidiagonal Kac-type matrix was already
tested in Experiment 1 and the results are reasonably consistent when allowed for
the doubling of the matrix size in the Golub–Kahan form.
6. Ordering singular vectors via Golub–Kahan form
The Golub–Kahan form [7] of a bidiagonal matrix B is of the form
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TGK =


0 α1
α1 0 β1
β1 0 α2
α2 0 .
. 0 .
. 0 αn
αn 0


where TGK is an 2n by 2n symmetric tridiagonal matrix. The following is a known
fact [14].
Lemma 8. Let u and v be left and right singular vectors of a real upper bidiagonal
matrix B corresponding to a singular value σ,
u = (u1, . . . , un)t, v = (v1, . . . , vn)t.
Then y defined by y = (v1, u1, . . . , vn, un)t is an eigenvector of TGK corresponding
to the eigenvalue σ .
Corollary 5. For the Golub–Kahan form TGK with the eigenvalue shift τ(= σ) and
the corresponding eigenvector y, which is assumed to be devoid of zero elements,
the signs of the pivots are given by
sign(d2r ) = −sign(βr)sign(vr+1)sign(ur), r = 1, . . . , n − 1,
sign(d2r−1) = −sign(αr)sign(vr )sign(ur), r = 1, . . . , n.
We now propose something similar to Theorem 2.
Corollary 6. Let the singular values of the unreduced bidiagonal matrix B be or-
dered such that σ1 > σ2 > · · · > σn. If {πτ (1 : 2n − 1), ντ (1 : 2n − 1)} = {k,
2n − k − 1} with τ = σ then the singular vector relates to the singular value σk+1.
Table 8
The failing n with Golub–Kahan form
Matrix B qr/ql d&c
dbdsqr dbdsdc
Graded 177 26
Reversely graded 142 26
Toeplitz >2000 >2000
Kac-type 58 62
Wilkinson-type 17 26
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Experiment 5. We reprocessed the computed solutions given in Experiment 4 using
Corollary 6 and the results are given in Table 8. They are reasonably consistent with
the failure statistics given in Table 7.
7. Sturm sequences
The three-term recurrence to compute the leading principal minors of (T − τI )
are given by [14,24]
p1 = (a1 − τ)p0(τ ), (3)
pi = (ai − τ)pi−1(τ ) − b2i−1pi−2(τ ), i = 2, . . . , n,
with p0(τ ) = 1. These minors form a Sturm sequence and it gives a numerically un-
stable algorithm to compute an eigenvector corresponding to the eigenvalue τ = λ;
see [24, Sections 48 and 49]. Note that by dividing Eq. (3) by pi−1(τ ), we get the
two term recurrence (1) with di(τ ) = pi(τ )/pi−1(τ ).
Lemma 9. The kth element of the eigenvector corresponding to τ = λ is given by
xk = (−1)k−1pk−1
(
k−1∏
i=1
bi
)−1
, k = 2, . . . , n,
with xk = 1.
Proof. This follows from Lemma 5. 
The following result, which is obvious from previous lemma, gives an algorithm
to compute the Sturm count which can be used to determine the ordinal number of
the eigenvector. That is, instead of computing the Sturm sequence, we derive the
signs of the Sturm sequence via the computed eigenvector.
Theorem 3
sign(pk−1) = (−1)k−1sign(xk)
k−1∏
i=1
sign(bi), k = 2, . . . , n.
Remark 8. If the eigenvector has been computed using a stable method then the
Sturm count will be stable too.
Lemma 7 shows how to determine the correct sign when an element of an eigenvec-
tor is zero. In the context of Sturm sequences, Ortega [21] provided an answer but most
textbooks do not give a good explanation. However, MacDuffee gives the correct argu-
ment [19, Lemma 3, Section 29], which we reproduce here for completeness.
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Lemma 10. If τ is a zero of pi(τ ) and i > 0, then for η > 0 sufficiently small, the
sequences
p0(τ − η), p1(τ − η), . . . , pn(τ − η)
p0(τ + η), p1(τ + η), . . . , pn(τ + η)
show the same number of variations in signs.
Remark 9. In practice, η could be arbitrarily small and it might not be even rep-
resentable in working precision on a computer unless a clever scaling procedure is
used.
8. Final comments
We have identified a structural property of an eigenvector of a symmetric tri-
diagonal matrix which can be used to rank and order eigenvectors without know-
ing the eigenvalues. This was extended to singular vectors of bidiagonal matrices.
These procedures do not require floating-point operations and hence are immune
from round-off errors.
This paper proposes a simple but powerful method for testing of computed ei-
gensolutions and the SVD. Even LAPACK routines can violate this property. In our
opinion, the accuracy provided by some of the LAPACK routines are disappoint-
ing. However, this is partially a consequence of backward numerical stability, which
does not guarantee, per se, the accuracy of elements of computed eigenvectors and
singular vectors.
Finally, we believe that good algorithms and routines should, at least, try to get
the signs of eigenvectors correct. Numerical linear algebraists have standard excuses
for not getting accurate eigenvectors and singular vectors. The usual apology is the
absence of a relative gap between eigenvalues (singular values). It appears that too
much emphasis has been given to finding orthogonal eigenspaces and not for obtain-
ing accurate eigenvectors. However, our preliminary investigations indicate that it
may be possible to overcome such obstacles, at least for some problems, once the
defects in traditional algorithms are recognized.
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