INTRODUCTION
In this survey, we present various applications of algebraic cycles, considered as a topological group functor, to the study of complex algebraic varieties. In the classical literature in algebraic geometry, one can already find a vast number of results and techniques that can be considered as precursors of the approach presented here. For example, the study of divisors on Riemann surfaces, Picard groups and Albanese varieties [GH78] , Abel-Jacobi maps and generalized Jacobians [Gri68] , [Kin83] , all contain manifestations of many phenomena that occur when one studies algebraic cycles varying continuously on a family. In the theory presented here, one combines many of these classical ideas with homotopy theory techniques to create the appropriate framework for our study.
The approach used here was introduced in the pioneering work of H. B. Lawson [Law89] , whose main objective was to prove his complex suspension theorem(see Theorem 3.11) and, in particular, to compute the homotopy type of algebraic cycles on projective spaces. However, the techniques and ideas introduced in this paper went far beyond these results. In fact, the "complex suspension theorem" itself was a disguised form of a homotopy invariance (cf. Section 3.2). It was due to the insight of E. Friedlander [Fri91] that the techniques used in [Law89] were shown to yield highly non-trivial homology-like functors on projective varieties.
The basic premise is rather simple. Given an algebraic variety X, the group p (X) of algebraic p-cycles on X is the free abelian group generated by the irreducible p-dimensional subvarieties of X. The starting point is the fact that one can endow p (X) with a well-behaved topology, in a functorial fashion, and hence one can derive various invariants for the variety X in terms of homotopy invariants for p (X). The primary invariants obtained in this way are called the Lawson homology and the morphic cohomology of X, respectively.
We do not follow the historical development of the subject. Instead, we try to present the theory in a more structured way, providing a natural perspective on some of its fundamental features. We hope that this perspective, along with the various exercises included in the text, will have a sound pedagogical value for the non-specialists. In a few places we provide completely new and simpler proofs of key results, and prove generalizations of many others. However, we emphasize that this is not an extensive survey, but rather an incursion in various facets of the theory. For a more comprehensive historical account of the subject, we refer the reader to the excellent survey [Law95] .
We compiled result from various sources, notably the works of H. B. Lawson [Law89] ; H. B. Lawson and M.-L. Michelsohn [LM88] ; E. Friedlander [Fri91] , [Fri95] ; E. Friedlander and B. Mazur, [FM94] ; E. Friedlander and H. B. Lawson, [FL92] , [FL98] , [FL97] ; E. Friedlander and O. Gabber [FG93] ; P. Lima-Filho [LF92] , [LF93b] , [LF94] , [LF93a] ; H. B. Lawson, P. Lima-Filho and M.-L. Michelsohn [LLFM98] , [LLFM96] , [LLFM] ; P. dos Santos [dS] ; P. Lima-Filho and P. dos Santos [dSLF] . This is not a complete list, and the author hopes that any unintentional omission will be forgiven.
Each individual section of the survey contains an introduction to its contents, hence we will only give a brief outline of the material here, leaving most citations to the main text.
We start Section 2 with a presentation of three approaches to introduce a topology on p (X), each one having its own special features. Historically, the first approach used Chow varieties [Law89] , [Fri91] on projective varieties, and was subsequently extended to quasiprojective varieties in [LF92] . However, we first introduce topologies using suitable families of cycles, in an approach closer to subsequent works [FL92] , [LF94] . In many ways, this goes back to the aforementioned techniques in classical algebraic geometry. Ultimately, these three approaches are shown to coincide. Among their main properties one shows that the assignment X → p (X) is covariantly functorial for proper maps; contravariantly functorial for flat map and transforms closed inclusions into principal fibrations.
In the case where X is projective, the Chow monoid p (X) of effective p-cycles can be written as a disjoint union of Chow varieties, thus becoming an abelian topological monoid. The inclusion p (X) → p (X) is the universal (naïve) group-completion of p (X) in the category of topological monoids. It is certainly desirable that this group-completion, in the level of spaces, also have suitable homotopy theoretic properties. We conclude the section with a discussion of the homotopy theoretic properties of p (X), in projective case. This is done by exhibiting a simplicial space, a triple bar construction B( p (X) × p (X), p (X), * ), whose geometric realization is homotopy equivalent to the homotopy group completion ΩB p (X). It turns out that p (X) is also homotopy equivalent to the geometric realization of this simplicial space, and hence p (X) ∼ = ΩB p (X). We describe this simplicial variety in detail, for we will use this model subsequently, when we discuss mixed Hodge structures in Section 5.
In Section 3 we introduce the Lawson homology L * H * (X) of a complex variety X, a bigraded group where L p H n (X) is defined as the homotopy groups π n−2p ( p (X)). The topological properties of p (X) described in Section 2 immediately yield the functorial properties of Lawson homology, including localization sequences. We end the section by discussing Lawson's suspension theorem and its main consequence, the homotopy property, stating that the flat pull-back map p * : p (X) → p+e (E) induced by a vector bundle projection p : E → X is a homotopy equivalence, inducing, in particular, an isomorphism in Lawson homology.
The first applications of the properties above are described in Section 4, where we present Friedlander-Mazur's [FM94] s-map s : L p H n (X) → L p−1 H n (X) and its associated cycle map s p : L p H n (X) → H n (X; ) from Lawson homology to the Borel-Moore homology of X. We extend the definition of the s-map to arbitrary varieties and provide a novel presentation of the map and its functoriality. One of the most interesting applications of this construction is FriedlanderMazur's filtration on the Griffiths groups, interpolating between the filtrations introduced by Nori in [Nor93] and Bloch-Ogus in [BO84] .
In Section 5 we use the simplicial space model for p (X) described in §2.3 to provide a structure of colimits of mixed Hodge structures on the homology of cycle spaces p (X), for arbitrary complex varieties X. We show that this structure coincides with Friedlander-Mazur's in the case where X is projective. Using the Hurewicz map we also endow Lawson homology with a colimit of mixed Hodge structures.
The intersection theory for Lawson homology, developed by Friedlander and Gabber [FG93] , is explained in 6. Here we work directly on the homotopy category, instead of the original derived category approach, transforming the deformation to the normal cone technique into a homotopy lifting-extension problem. This gives Gysin (homotopy class of) maps j ! : p (X) → p−e associated to regular embeddings j : Y → X of codimension e. The intersection product for the Lawson homology of smooth varieties is then defined in the standard way using the Gysin map associated to the diagonal embedding X → X × X.
In the last section we briefly present the cohomological counterpart of Lawson homology, the morphic cohomology group L * H * (X), introduced by E. Friedlander and H. B. Lawson in [FL92] . A more thorough description of its properties and the body of work associated to morphic cohomology would require an equally lengthy survey, beyond the scope of this one. We simply present the natural relation between morphic and ordinary cohomology, as a motivation to its definition. Then we conclude displaying the surprisingly natural duality map from morphic cohomology to Lawson homology. In the deep and beautiful papers [FL98] and [FL97] , it is shown, among many other results that the duality map gives an isomorphism when the varieties are smooth.
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TOPOLOGICAL PROPERTIES OF ALGEBRAIC CYCLES
Throughout these lectures an algebraic variety is a reduced scheme of finite type over . To avoid excessive notation, we sometimes use the same letter X to denote either the variety X or the space of complex points X( ) of X with the analytic topology. We hope that the context will suffice to determine the meaning of the notation used.
Our goal here is to describe a topology on the group p (X) of algebraic p-cycles on an arbitrary complex variety X. We present this topology in detail below and prove some the following properties. These properties are a compilation of results proven in [Law89] , [Fri91] , [LF92] and [LF94] .
Property 1: p (X) is a Hausdorff topological group of the homotopy type of a CWcomplex.
Property 2:
The connected component p (X) o of the identity element 0 ∈ p (X) is the group p (X) alg of p-cycles algebraically equivalent to zero.
Remark 2.1. The fibration described in Property 4 is functorial with respect to maps of pairs satisfying the conditions of Property 3.
The following additional properties are instrumental in many situations.
Property 5:
The topology on p (X) is given as the direct limit topology of a filtering sequence
If X is quasiprojective, the successive differences p (X) ≤d+1 − p (X) ≤d are homeomorphic to quasiprojective varieties; (3) The filtration is compatible with the group operation.In other words,
We will present three different approaches to introduce such a topology on p (X), each one having its own merits and natural properties. At the end, one can show that the three approaches produce the same topology; cf. [LF94] .
2.1. The flat and equidimensional topologies. The first two approaches are introducedà la Bourbaki, using algebraic families of cycles.
Definition 2.2. Let = {i λ : S λ → T } λ∈Λ be a family of maps from topological spaces S λ into a set T . The collection τ of subsets U ⊂ T such that i
is open in S λ , for all λ ∈ Λ, defines a topology on T , the finest topology making all the maps i λ continuous. Denote by T or (T, τ ) the resulting topological space.
Remark 2.3. Given (T, τ ) as above, one can show that a map f : T → Y from T to a space Y is continuous if and only if for each i λ :
Our two primary examples are the following.
Example 2.4 (FLAT FAMILIES)
. Consider an algebraic variety X, and let (S, σ) be a pair consisting of an algebraic variety S of pure dimension k, and an algebraic cycle σ = i n i Γ i on S × X which is flat of relative dimension p over S. One can define a map
fl denote the group of all cycles in S × X which are flat of relative dimension p over S, and define
If one gives S( ) the analytic topology, then p (X) fl becomes a family of maps from a collection of topological spaces to the set p (X). Using Definition 2.2 one obtains a unique flat topology on p (X), which we denote by p (X) fl .
In a similar fashion, we can replace flat families over arbitrary base spaces by equidimensional families over smooth base spaces.
Example 2.5 (EQUIDIMENSIONAL FAMILIES). Let p (X/S)
eq denote the group of all cycles σ in S × X which are equidimensional of relative dimension p over a smooth base S.
eq and S is smooth. }.
If one gives S( ) the analytic topology, then p (X) fl becomes a family of maps from a collection of topological spaces to the set p (X). Using Definition 2.2 one obtains a unique equidimensional topology on p (X), which we denote by p (X) fl .
Exercise 2.1.
(1) Prove that, given an algebraic variety X, the flat topology is completely determined by the subfamily
(2) Let f : X → Y be a flat morphism of relative dimension k. Prove that the flat pull-back
The behavior of these topologies under proper push-forward is a bit more subtle. Consider a proper map f : X → Y , and let Γ ⊂ S × X be an irreducible subvariety, flat over a smooth variety S. 
where the map π Γ is defined as in Example 2.5 and π Γ is defined in Example 2.4. This observation, along with Remark 2.3, proves the following. Lemma 2.6. Give a proper morphism f : X → Y , the push-forward homomorphism f * :
eq is a continuous map.
This lemma provides the first step in comparing the two topologies. The next step, uses the following flattification/extension result. 
commutes, where πΓ ∈ p (X) fl and π Γ ∈ p (X) eq .
The next result follows from this proposition. 
Proof. It follows from the Theorem that the identity i : X → X induces a closed map i * : The definition, however, requires a few more steps than the flat and equidimensional topologies.
Case 1: Projective varieties.
Given a projective embedding X ⊆ È n , let
denote the Chow monoid of X. This is the free abelian monoid generated by the irreducible p-dimensional subvarieties of X. One can write p X as a disjoint union of Chow varieties p,α (X). These are connected projective varieties, indexed by the monoid Π p (X) of effective algebraic equivalence classes of effective algebraic p-cycles. There is a monoid morphism deg :
is a finite union of closed connected subvarieties of the classical Chow
Remark 2.11. The addition map + : p X × p X → p X induces algebraic maps + :
The group p (X) is the Grothendieck group of the monoid p X , which can be described as
ch as the quotient topology induced by the quotient map ρ :
Several properties follow from this definition. If one defines
then one can show that the topology on p (X) is the direct limit topology induced by this filtration, as described in Property 5. 
With this result, one shows that the following definition is independent of projective embeddings and compactifications.
Definition 2.13 ([LF92]
). Let U ⊂ È n be a quasiprojective variety. Define p (U) ch as the topo-
Case 3: Arbitrary varieties.
An envelope of a variety X is a proper morphism p : X → X such that for every closed irreducible subvariety V of X there is a subvariety V of X such that p maps V birrationally onto V . We call p a Chow envelope if, in addition, X is a quasiprojective variety. One can show that any variety of finite type X has a Chow envelope, and that envelopes are preserved under base-extension; cf. [FG83] . Observe that if p : X → X is an envelope, then the induced (proper push-forward) homomorphism p * :
Definition 2.14. Given a variety X and a Chow envelope p : X → X, define the Chow topology
ch to be the quotient topology on p (X) induced by the surjection p * :
It is easy to see that this is independent of the Chow envelope.
Remark 2.15. In this case one defines
where j : X → X is a projective compactification of X . This filtration expresses the topology on p (X) as a colimit of compact subsets, and is the basis of various inductive arguments used in proving Properties 1, 3 and 5.
It is easy to compare the Chow and flat topologies in the case of a projective variety X ⊂ È n , for one can use finitely many Hilbert schemes Hilb P X parametrizing subschemes of È n , whose Hilbert polynomial has leading coefficients d p! t p , to produce a surjective proper map
These maps, along with the universal flat families over Hilbert schemes, provide the desired comparison.
Theorem 2.16. If X is a projective variety then the identity map induces a homeomorphism
Corollary 2.17. The conclusion of the theorem still holds for quasiprojective varieties.
Proof. Let j : U → U ⊂ È n be a projective compactification of U. One has a commutative diagram
where the left vertical arrow is a quotient map, according to Theorem 2.8, and the right vertical arrow is a quotient map by definition. This suffices to prove the corollary.
£
Remark 2.18. The result holds for arbitrary varieties, and the proof follows from the same flattification/extension result as Theorem 2.8 does. Roughly speaking, one just needs to show that any flat family of cycles in X can be lifted to a Chow envelope p : X → X after a proper base change.
Once we have proven equality of all three topologies, we simply denote the resulting topological group by p (X).
Exercises.
Exercise 2.2. Prove the following assertions.
(1) Given an algebraic variety X, the flat topology is completely determined by the subfamily
2.3. On group completions. In this section we make a brief discussion of homotopy theoretic properties of the group p (X) when X is projective. A more extensive study, for a broader class of monoids, can be found in [LF93a] .
Consider an arbitrary topological monoid M. If (A, M, B) is a triple where A is a right Mspace and B is a left M-space, then one can construct a simplicial space * (A, M, B), called the triple bar construction, as follows; cf. [May75] .
The space of n-simplices is defined as
with faces defined by
, where 0 is the identity element of the monoid.
This construction is functorial on triples and its geometric realization (A, M, B) satisfies the following properties. We refer to reader to [May75] for details on this construction. (1) In [Seg74, p. 305], Segal mentions that the result still holds if the monoid is "sufficiently abelian", by which we presume that this means up to sufficiently high coherent homotopies. We only present the proof in the case where M is actually abelian.
which is natural on M and corresponds to giving the "inverse" of an element. In other words, id + ι M is naturally homotopic to zero.
The Proposition allows one to use the model (M × M, M, * ) for the homotopy theoretic group-completion ΩBM of an abelian monoid M. Note that one has a map of triples
, where M + is the Grothendieck group of the monoid, with the quotient topology from M × M. It turns out that, under mild conditions on the monoid M, the induced map on triple bar constructions is a homotopy equivalences, as we explain below.
Definition 2.21. Let M be a monoid whose topology is given by a filtration
Example 2.22. Given a projective variety X, every Chow monoid p X is properly c-filtered. Actually, it is c-graded in the sense that the filtration comes from a grading.
Theorem 2.23 ([LF93a]). Let M be a properly c-graded abelian topological monoid. Then the map
is a homotopy equivalence.
Corollary 2.24. For every projective variety X, one has a homotopy equivalence
Remark 2.25. The definition above can be extended to actions of M on a space A, mimicking the properties of the action of the diagonal on M × M, as defined above. This condition was called a tractable action of M on A in [FG93] . The proof of the theorem yields the fact that under appropriate cofibrant filtration condition, the homotopy quotient (A, M, * ) is homotopy equivalent to the actual quotient A/M of A by the action of the monoid.
LAWSON HOMOLOGY
The Lawson homology groups of an algebraic variety X are defined in terms of the homotopy groups of the various topological groups p (X). They form a family of invariants for the variety X that encodes hybrid properties of X, interpolating from purely topological invariants on one end to purely algebraic on the other. The term Lawson homology for projective varieties was coined by E. Friedlander in [Fri91] after Lawson's work [Law89] . In [Fri91] an -adic version of Lawson homology is developed for projective varieties over fields of characteristic p = . Subsequently, the theory was extended to arbitrary (complex) varieties in [LF92] and [LF94] . 
3.1. Basic properties. The topological properties of the functors X → p (X), described in the previous section, along with basic properties of homotopy groups, yield the following basic properties.
Theorem 3.2. The Lawson homology functor satisfies the following properties.
Proper push-forward: It is a covariant functor for proper morphisms. In other words,
Flat pull-back: It is contravariant for flat morphisms. In other words, a flat morphism
Localization sequence: Given a closed subvariety Y ⊂ X one has a long exact sequence
In special cases one can recover classical invariants out of Lawson homology:
, where the latter denotes the BorelMoore homology of the analytic space X( ) with coefficients in . c: [Fri91] Given a non-singular projective variety X of dimension n, there are isomorphisms:
where the latter is the Neron-Severi group H n−1,n−1 (X; ).
3.2. The homotopy property. The fundamental result that triggered the development of this theory was B. Lawson's seminal work [Law89] . In order to present his complex suspension theorem 1 , instead of following the historical development of the subject we first introduce the join pairing of cycles, a construction that will appear in multiple occasions heretofore. (1) Observe that if CZ ⊂ V denotes the affine cone over Z and CZ is the corresponding cone for Z then Z#Z is the subvariety of È(V ⊕ W ) whose affine cone is CZ × CZ . This shows that Z#Z is indeed an irreducible subvariety of dimension r + s + 1, where
Definition 3.5. Let X and X be projective varieties, with respective embeddings j : X → È(V ) and j : X → È(W ). The join pairing
is the bilinear extension of the join of subvarieties of X and X . That is, for cycles σ = i n i S i ∈ r (X) and τ = j m j T j ∈ s (X ), one has σ#τ = i,j n i m j S i #T j . as described above. Proposition 3.6. For projective subvarieties X ⊂ È(V ) and X ⊂ È(W ), the join pairing
Proof. Since X, X and X#X are closed subvarieties of their corresponding projective spaces, it follows from Property 4 in Section 2 that one only needs to prove continuity of the pairing
are the respective projections, and Ç(−1) denotes tautological bundles. Hence we have maps
where b is proper and p is flat of relative dimension 1. 
£
It is easy to show that
This expresses the join pairing as the composition of a proper push-forward, a flat pull-back and a continuous pairing; as shown in the Claim and Property 3. 
called the (complex) algebraic join homomorphism.
Remark 3.10. Observe that 2 Σ / X and L := Σ / X − {x ∞ } are, respectively, the Thom space and the total space of the hyperplane bundle associated to Ç X (1) over X. Furthermore, since a (p + 1)-
cycle cannot be supported on the vertex x ∞ of the cone, one has identifications
Using the "Chow varieties description" of the topology on cycles (cf. Definition 2.13) one sees that the identities above are topological group isomorphisms. Under this identification, the "suspension homomorphism" is simply the flat pull-back ρ 
In this assertion we are actually identifying Σ / X and Σ / X( ) with the analytic topology. Once this is shown, one can use induction on rank of the bundle and prove the corollary for any trivial vector bundle over an affine variety Y . Using localization sequences and Noetherian induction once again, one then proves the corollary for an arbitrary variety X. £ Example 3.14. As an immediate consequence of Lawson's theorem, one can compute the Lawson homology of projective spaces
. This yields isomorphisms
where the latter one comes from Theorem 3.3(b).
Exercises.
Exercise 3.1. Prove the assertions in Remark 3.4.
Exercise 3.2. Prove that the algebraic join is given by the composition σ#σ
as described in (5).
Exercise 3.3. Prove Corollary 3.12.
Exercise 3.4. Write the details of the proof of Corollary 3.13.
Exercise 3.5. Given an algebraic variety X and x ∞ ∈ È 1 , one has two maps i ∞ :
, where the first is induced by the inclusion and the latter is a flat pull-back by the proper projection p 1 : X × È 1 → X. Prove that the map
is a homotopy equivalence. (This is a baby version of the projective bundle formula proven in [FG93] .)
HINT: Consider the commutative diagram
is the restriction map induced by the inclusion j :
Then, use the localization sequence for the pair (X × È 1 , X × {x ∞ }) to show that the map q in the diagram is a homotopy equivalence. Remark 3.15. Note that this exercise shows the following:
given as the image of the flat pull-back homomorphism
FIRST APPLICATIONS
In this section we present a quick overview of some applications that can be immediately derived from the basic properties of algebraic cycles functors and Lawson homology. 
It is clear that this map factors through È 1 ∧ p (X) and fits into the following diagram.
be the unique homotopy class of maps given as the adjoint of the composition (Σ / 2 ) −1 • u, where (Σ / 2 ) −1 is a homotopy inverse for Σ / 2 . Therefore, σ induces homomorphisms σ * : π r ( p (X)) → π r+2 ( p−1 (X)), and for r = n − 2p this yields the following.
Definition 4.1 ([FM94]
). Let X be a projective variety.
The p-th successive composition induces the cycle map for projective varieties:
See Theorem 3.3(b).
Remark 4.2. One must note that both the s-map and the cycle map depend a priori on the projective embedding. We shall see shortly that this is not the case.
Digression on the cycle map:
Using geometric measure theory (Lawson's initial approach to the subject), one can give an alternative description of the cycle map, which proves its functorial nature and consequent independence from embeddings. Let Á k (X) denote the group of integral k-currents [Fed69] on the analytic space X, with the flat-norm topology. Generalizing the classical Dold-Thom theorem, F. Almgren [Alm62] exhibited a natural isomorphism (holds for any compact ANR)
For a projective variety, Lawson showed that the group p (X) (Chow topology) sits inside Á 2p (X) as a closed subgroup. The following theorem provided the first proof that the cycle map is natural. In particular that it is independent from the embedding.
Theorem 4.3 ([LF93b]). The composition
L p H n (X) := π n−2p ( p (X)) → π n−2p (Á 2p (X)) Φ − → H n (X; )
coincides with Friedlander-Mazur cycle maps s
p .
This result also shows that the cycle map is compatible with localization exact sequences.
The s-map has a somewhat simpler description, once one uses the various properties described in previous sections. The following result, for quasiprojective varieties, was shown in [FG93] and [Fri95] . The proof presented here avoids the intersection theory machinery used in the original papers. 
where u is defined in Diagram (7), µ is the product of cycles, j : X × 1 → È 1 is the inclusion and ρ : X × 1 → X is the projection.
Proof. We denote by E the total space of the bundle associated to p * 1 Ç È 1(−1) ⊕ p * 2 Ç X (−1), and refer the reader to Exercise 3.5 and (7) for additional notation. The following diagram summarizes the maps involved in the proof, where pr 1 , p 1 , i 1 and ι 1 denote the evident projections and inclusions, respectively.
S S S S S S S S S S S S S
We want to show that the composition
Since j * = pr 1 • q, we will show:
First we write
and hence the second term of (10) can be written as
where the equality comes from the fact that i 1 • ρ * = τ • ι 1 ; see diagram above.
The main observation now is the fact that the image of µ :
Hence the image of the composition q • µ • u lies in the kernel of pr 2 : 
, for an arbitrary variety X.
Exercises.

Exercise 4.1. Prove that the image of the map
0 (È 1 ) o × p (X) µ − → p (X × È 1 ) lies in the kernel of the map p (X × È 1 ) → p (X).
Exercise 4.2. Prove that the s-map is compatible with localization sequences (for arbitrary varieties).
Friedlander-Mazur filtrations on cycles.
Using the s-map, Friedlander and Mazur constructed quite interesting filtrations on cycle spaces of projective varieties in [FM94] . Subsequently, these filtrations were extended to quasiprojective varieties in [Fri95] . We describe these filtrations below, where we also show that they can be defined for arbitrary complex varieties.
Recall that
cf. Theorem 3.3(b). In particular one has a composition
where π denote the projection and s j is the j-th iteration of the cycle map. 
hom , interpolating between the group of cycles algebraically equivalent to zero p (X) alg and p (X) hom , the group of cycles homologically equivalent to zero, i.e., the kernel of the cycle map.
Remark 4.9. Taking quotients by p (X) alg one obtains a filtration of the Griffiths group
This filtration is given a different formulation in [Fri95] Among the many interesting properties of this filtration is the fact that, when X is smooth, it interpolates between Nori's filtration [Nor93] and Bloch-Ogus' filtration [BO84] . These filtrations are roughly defined as follows.
The j-th level A j CH p (X) of Nori's filtration is defined as the subgroup generated by those algebraic cycles that are rationally equivalent to cycles of the form pr
Similarly, the j-th level B j CH p (X) of Bloch-Ogus filtration is the subgroup generated by the p-cycles c on X such that c is supported on a subvariety V of X of dimension p + j + 1 and c is homologically equivalent to zero in V . 
Theorem 4.11 ([Fri95]). If X is a smooth projective variety, then one has inclusions
A j CH p (X) ⊆ S j p (X) ⊆ B j CH p (X) where A j CH p (X) is Nori's filtration on p (X) and B j CH p (X) is Bloch-Ogus's.
(COLIMITS OF) MIXED HODGE STRUCTURES ON LAWSON HOMOLOGY
In [FM94] , Friedlander and Mazur showed that one can naturally endow the Lawson homology of projective varieties with the structure of a "colimit" of Mixed Hodge structures". Here we provide an alternative construction that can also be applied to arbitrary varieties, and we show that this construction coincides with the one in [FM94] in the projective case.
A Brief Review of Mixed Hodge Structures.
A (pure) Hodge structure of weight m on a finite dimensional real vector space V is a decreasing filtration
of the complexified vector space V = V ⊗ Ê satisfying the Hodge decomposition
where 
These filtrations must satisfy the following property. If one defines Gr Recall that a simplicial variety over consists of a collection {X n ; d i , s i } of complex algebraic varieties X n , n = 0, 1, 2, . . ., along with morphisms δ i : X n → X n−1 , i = 0, . . . , n (the "face maps") and morphisms s i : X n → X n+1 , i = 0, . . . , n satisfying certain compatibility relations; see [May82] for basics on simplicial objects. The following result is proven in [FM94] in the case of projective varieties. The general case presented here is a novel result. Also, we use a rather different approach, avoiding the use of the (non-canonical) notion of base systems as in [FM94] . 
w is a morphism between Chow varieties. From now on, we denote p,α (X) w simply by p,α (X). See [FM94] or [Kol96] for details.
Sketch of Proof (of Theorem 5.7).
We first consider the case X quasiprojective. Let j : X → X be a projective compactification and denote D = X − X.
, where p (X) is the Chow monoid of effective p-cycles in X, and denote by N ⊂ M the image of the map
Exercise 5.1. Proof. This follows directly from [LF93a] .
It is easy to see that
≤d is a simplicial variety and the inclusion
is morphism of simplicial varieties.
Since each • (M, N, * ) ≤d is a simplicial variety whose geometric realization is a finite CW complex, its integral homology admits the structure of a -MHS via the Kronecker duality pairing
This gives H * a unique -MHS so that the pairing is a map of MHS when É is given the Hodge structure of weight 0. N, ·) ≤d and, since homology commutes with colimits, one obtains
where the latter is a colimit of -MHS. This proves statement (a) of the theorem.
Lemma 5.9. Let G be an abelian topological monoid whose topology is given by an increasing
Proof. This result is classical. (The filtration condition is not really needed) . Let 1 ∈ G denote the unity of G, whose operation we denote multiplicatively. Since G is abelian, the map
is the n-fold symmetric product. This is compatible with the inclusion
£
Proof of (c): As a consequence of Lemma 5.9 one has a natural inclusion
Since the category of colimits of MHS is abelian, we conclude that L p H n (X) inherits a natural structure of colimits of MHS which is clearly functorial.
Proof of (d): If
where α runs over all connected components of the Chow monoid p (X). The map
) is a map of (co)limits of MHS. On the other hand, general properties of homotopy theoretic group completions give an isomorphism
cf. [FM94] . The previous colimit is used to define the colimit of MHS structure in [FM94] .
Exercise 5.2. Using Chow covers, as in Section 2.2, extend the proof above to include the case of arbitrary (not necessarily quasiprojective) varieties.
This concludes the (fairly complete) Sketch of Proof of Theorem 5.7.
The constructions presented here satisfy various other properties that we leave aside in these notes. See [FM94] . Here are some additional results.
Proposition 5.10. Let X be an arbitrary complex variety.
(1) The Pontrjagin ring structure on the homology H * ( p (X); ) becomes a Hopf algebra in the category of colimits of -Mixed Hodge structures.
in fact a map of colimits of -MHS:
Remark 5.11. A slight modification of Milnor-Moore's Theorem allows one to identify the rational homotopy groups π * ( p (X)) ⊗ É with the primitives of the Hopf-algebra H * ( p (X), É ), via the Hurewicz homomorphism; cf. [FM94] . This would give L p H n (X) ⊗ É colimit of É -mixed Hodge structures.
Proof. 1. Follows from the fact that in the level of bar constructions the various operations that induce the Hopf-algebra structure are given by algebraic maps.
According to Proposition 4.4, the s-map is induced by the sequence of maps
Since π * 1 is a flat pull-back (and homotopy equivalence) it induces an isomorphism of colimits of -MHS in the level of homotopy groups. The maps u and j are also derived from algebraic maps and can be easily seen to induce maps of co-MHS. The composition above then gives a pairing of co-MHS: Let X be a smooth projective variety over . Recall that the intermediate Jacobian Â
k (X) is the complex torus defined by
The Abel-Jacobi map ν :
where σ = ∂T and T is an integral current of dimension 2n − 2k + 1. Here T is the functional on F n−k+1 H 2n−2k+1 (X, ) defined by T [ϕ] = T (ϕ) and [−] denotes equivalence classes in the appropriate quotient groups. It is easy to see that ν is well-defined.
Proposition 5.12. Let X be smooth and projective.
hom is a union of connected components of k (X) and
Proof. Assertions (1) and (2) are quite easy to show and we leave them as an exercise. Assertion (3) follows from the continuity (holomorphicity) of normal functions [K] and the description of the topology on k (X) in terms of flat families; cf. Section 2.
£ 5.3.1. Speculations and Remarks. Consider the restriction of the Abel-Jacobi map to the connected component of the identity
The image of this restriction is an abelian variety and the kernel is a closed subgroup
In particular, F 0 /F 1 is a smooth group. On the other hand, the Abel-Jacobi map ν vanishes on the subgroup k (X) rat ⊂ k (X) alg consisting of the cycles rationally equivalent to zero. Since ν is continuous, it vanishes on the closure
Considering generalized intermediate Jacobians Â 
Ideally this should satisfy:
(1) F j /F j+1 are (possibly infinite dimensional) smooth groups; (2) The filtration is functorial;
In particular, the most complicated portion of the topological behavior (i.e. homotopy invariants) of the group of algebraic cycles would lie in the closure of rational equivalence. This would expand Rojtman's work in [Roj71] and [Roj72] .
INTERSECTION THEORY
In this section we present the intersection pairing in Lawson homology, as introduced for quasiprojective varieties by Friedlander and Gabber in [FG93] . Our presentation works for arbitrary varieties, not necessarily quasiprojective. The main ideas are quite universal, and can be applied in many different contexts, relying heavily on the process of deformation to the normal cone. This is a technique introduced by Fulton and MacPherson, and used by Fulton in his beautiful presentation of intersection theory [Ful84] .
The main ingredients are the following:
(1) Given algebraic varieties X, Y , the product of cycles Remark 6.1.
(a) In Fulton's intersection theory, for the Chow groups CH p (X) := p (X)/ p (X) rat ), these conditions have the following counterparts:
(1) Multiplication of cycles preserves rational equivalence; (2) Given a closed subvariety Y ⊂ X one has an exact sequence 
in the derived category (e = dim X −dim Y ). This yields the localization sequences. (3) Homotopy property:
is a quasi-isomorphism. 
(1) The fiber above any x = ∞ is X; (2) The fiber p −1 (∞) above ∞ is a sum of two Cartier divisors:
Here is a picture of the situation: We now introduce the deformation space
and note that p : M 0 → È 1 is still a flat map whose fiber above ∞ is
and p −1 (t) ≡ X for all t = ∞.
Remark 6.2. A relevant observation is the fact that the normal cone N Y X is a closed subvariety of M 0 satisfying:
Remark 6.3. Contrary to the situation in differential geometry, in algebraic geometry one does not have a "tubular neighborhood" of Y in X that can be identified with the normal bundle N Y X. In many ways, this deformation space is the best replacement for tubular neighborhoods, allowing one to "localize" information from X to Y .
In order to use the ingredients described in the beginning of this section, we start with the following simple observation:
to ts induces a natural homotopy:
In other words, the inclusion i 1 * is naturally homotopic to zero.
Consider the composition:
where the continuity of (σ, t) → i γ(t) * (σ) ≡ σ × γ(t) is given by Claim 3.7, and q is the quotient map.
Exercise 6.1. Verify that ψ X is the correct homotopy.
£
The whole construction can now be summarized in the following diagram:
It follows that the map p is a locally trivial fibration with fiber p (N Y X), according to Remark 6.2 and Property 4 of Section 2. Also, Property 5 gives a cofibration
is a non-degenerate base point. Hence, we have assembled in the diagram above a classical homotopy-lifting problem, whose solution
gives the following:
Definition 6.5. The specialization map
is defined as τ (σ) = ψ(σ, 1). 
as the unique homotopy class of maps:
is the homotopy inverse of π * , and τ is the specialization map defined above.
The following properties hold. See [FG93] . 
(3) Suppose g : X → X is flat of relative dimension r and form the pull-back diagram
Intersection Product in Lawson Homology.
Using the Gysin maps above, one can prove intersection-theoretic properties of Lawson homology. The same formalism would prove similar properties for Higher Chow groups; cf. Remark 6.1. 
Consider the composition
is the Gysin map from Definition 6.7 and µ denotes the multiplication of cycles; see Claim 3.7. This composition satisfies
, and hence it factors through
In the level of homotopy groups one obtains a pairing:
giving (17).
£
As a particular case, consider the identity map id : X → X, hence Γ id = ∆: X → X × X is the diagonal map. It follows that ∆ induces an intersection pairing:
where e = dim X and p + q ≥ e.
The next result follows is a direct consequence of the constructions above and Theorem 6.8. (1) It is associative and commutative; (2) In the level of π 0 it induces the usual intersection pairing: In order to motivate its definition, we first present basic computations. Throughout this section, we switch the notation of cycle spaces and use upperscripts to denote the codimension of cycles. The homotopy property gives homotopy equivalences:
; k = 2q
This shows that q ( n ) is an Eilenberg-MacLane space of type K( , 2q). In particular, [X, K( , 2q)] ∼ = H 2q (X; ) for every finite CW -complex X.
Remark 7.1. If one keeps track of Hodge structures, π 2q (Z 0 ( q )) with its Hodge structure, induced from the Borel-Moore homology of q , is in fact (q). Hence q ( n ) is better identified with K( (q), 2q) when n ≥ q. Furthermore, iterations of the cycle map give
and this identification of pure Hodge structures holds for every n ≥ q.
For simplicity we assume that all varieties are weakly normal, and the term "Chow varieties" refers to the weak normalization of the usual Chow varieties. Returning to the motivation given at the beginning of this section, let T be a compact CWcomplex, and let K( (q), 2q) be an Eilenberg-MacLane space. Then one has canonical isomorphisms: In morphic cohomology, we replace Map by Mor, and use q ( n ) as an "algebraic geometric" model for K( (q), 2q).
Definition 7.7. For n ≥ q, denote q (X; n ) := q (X; È n )/ q−1 (X; È n−1 ) (homotopy quotient) and define the morphic cohomology groups of X by L q H n (X) := π 2q−n ( q (X; n )).
An application of Lawson's suspension theorem (modified arguments for families), gives canonical homotopy equivalences
hence, the definition of morphic cohomology does not depend on n.
Properties 7.8.
(1) Morphic cohomology is contravariantly functorial for arbitrary morphisms.
(2) If f : X → X is proper and flat of relative dimension e, there are Gysin maps: for elements ϕ ∈ q (X; È n ), ϕ ∈ q (X; È n ), induces a pairing 
The cycle map:
is the first Chern class map.
5) L
1 H k (X) = 0 for k > 2.
Duality.
There is a very simple duality map between Lawson homology and morphic cohomology. Recall that one has an inclusion q (X; È n ) → q (X ×È n ), hence one can pass to group completions and homotopy quotients to get a map
where d = dim X. Using the homotopy property one obtains a (homotopy class) map:
which, when one applies the homotopy group functor π 2q−r gives:
This is the "duality homomorphism".
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