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NOTES ON THE ARITHMETIC OF HILBERT MODULAR FORMS
A. RAGHURAM AND NAOMI TANABE
1. Introduction
Shimura proved the following fundamental result (see [37, Theorem 4.3]) on the critical values of the
standard L-function attached to a holomorphic Hilbert modular form.
Theorem 1.1 (Shimura). Let f be a primitive holomorphic Hilbert modular cusp form of type (k, ψ) over a
totally real number field F of degree n. Assume that the weight k = (k1, . . . , kn) satisfies the parity condition
k1 ≡ · · · ≡ kn (mod 2).
Let k0 = min(k1, . . . , kn) and k0 = max(k1, . . . , kn). There exist nonzero complex numbers u(r, f
σ) defined
for r ∈ Zn/2Zn and σ ∈ Aut(C) such that for any Hecke character χ of A×F of finite order, for any integer
m with
(k0 − k
0)/2 < m < (k0 + k
0)/2,
and for any σ ∈ Aut(C), we have
σ
(
Lf (m, f , χ)
(2πi)mn τ(χ)u(ǫ, f)
)
=
Lf (m, f
σ, χσ)
(2πi)mn τ(χσ)u(ǫ, fσ)
,
where ǫ is prescribed by: χ(a) = sgn[aǫN(a)m]; the quantity τ(χ) is the Gauss sum attached to χ, and
Lf (s, f , χ) is the (finite part of the) standard L-function attached to f , twisted by χ.
The purpose of this semi-expository article is to give another proof of the above theorem, which is rather
different from Shimura’s proof. However, before proceeding any further, let us mention that our proof is
contained in the union of these papers: Harder [18], Hida [21]; see also Dou [10]. What is different from these
papers is an organizational principle based on the period relations proved in Raghuram-Shahidi [34] while
working in the context of regular algebraic cuspidal automorphic representations. The point of view taken
in this article is that one need only prove an algebraicity theorem for the most interesting L-value, namely,
the central critical value for the standard L-function of a sufficiently general type of a cuspidal automorphic
representation; this theorem says that the central critical value divided by a suitable power of 2πi and also
divided by a suitable period attached to the representation lies in the rationality field of the representation.
The period relations mentioned above tell us what happens to these periods upon twisting the underlying
representation by algebraic Hecke characters, which then gives us a result for all critical values of any such
twisted L-function. This is analogous to Hida [21, Theorem 8.1] as well as Harder [18, Theorem on p.86].
Next, to see that this theorem indeed gives Shimura’s theorem ‘on the nose’, one needs the dictionary
between holomorphic Hilbert modular forms and automorphic representations of GL2 over a totally real
number field F . The dictionary is certainly well-known to experts, however, it is difficult to find all the
details in the literature. Most treatments assume at some point that the narrow class number of F is one,
while Shimura makes no such restrictions on F . Besides, we could not find anywhere the answer to the
question: is the dictionary Aut(C)-equivariant? Some of the standard books on Hilbert modular forms
like Freitag [11], Garrett [12] or van der Geer [39] do not have what we want; although Garrett’s book
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has a definitive treatment of the action of Aut(C) on spaces of Hilbert modular forms–which is called the
‘arithmetic structure theorem’ in his book. This is our second motivation to write this article; we write
down such a dictionary, give enough details to make the presentation self-contained, and also analyze its
arithmetic properties. (We refer the reader to Blasius-Rogawski [1] and Harris [20] for some intimately
related arithmetic issues about Hilbert modular forms.)
We now describe the theorems proved in this paper in greater detail, toward which we need some notation.
Let F be a totally real field of degree n, and let AF be the ade`le ring. Let G = ResF/Q(GL2). Given a regular
algebraic cuspidal automorphic representation Π ofG(AQ) = GL2(AF ), one knows (from Clozel [7]) that there
is a pure dominant integral weight µ such that Π has a nontrivial contribution to the cohomology of some
locally symmetric space of G with coefficients coming from the dual of the finite dimensional representation
with highest weight µ. We denote this as Π ∈ Coh(G,µv), for µ ∈ X+0 (T ), where T = ResF/Q(T2) and
T2 is the diagonal torus of GL2. Under this assumption on Π, one knows that its rationality field Q(Π) is
a number field, that Πf is defined over this number field, and for any σ ∈ Aut(C) the representation
σΠ
is also a regular algebraic cuspidal automorphic representation of GL2(AF ). It is further known that the
Whittaker model of Πf carries a Q(Π)-structure. Similarly, for every ǫ = (ǫ1, . . . , ǫn) ∈ Z
n/2Zn = {±}n,
a suitable cohomological realization of Πf depending on ǫ also carries a rational structure. One defines a
period pǫ(Π) by comparing these rational structures. Such periods came up originally in the works of Eichler
and Shimura; in our context, these periods are the same as in the papers of Harder and Hida alluded to
above. The periods are defined simultaneously for σΠ for any σ ∈ Aut(C). The first main theorem proved
in this article is:
Theorem 1.2 (Central critical value). Let Π be a regular algebraic cuspidal automorphic representation of
GL2(AF ), for a totally real number field F of degree n = nF = [F : Q]. Assume that s = 1/2 is critical for
the standard L-function L(s,Π) attached to Π. Then for any σ ∈ Aut(C) we have
σ
(
Lf (
1
2 ,Π)
(2πi)d∞p(+,...,+)(Π)
)
=
Lf (
1
2 ,
σΠ)
(2πi)d∞p(+,...,+)(σΠ)
,
where d∞ = d(Π∞) = d(
σΠ∞) is an integer determined by the representation at infinity; see Proposition 3.24.
In particular,
Lf(1/2,Π) ∼Q(Π) (2πi)
d∞p(+,...,+)(Π),
where, by ∼Q(Π), we mean up to an element of the number field Q(Π).
Section 3 is devoted to giving a reasonably self-contained proof of the above theorem. The following result
on all critical values for twisted L-functions follows from the period relations proved in [34].
Corollary 1.3 (All critical values). Let Π be a regular algebraic cuspidal automorphic representation of
GL2(AF ), for a totally real number field F of degree n = nF = [F : Q]. Let η1, . . . , ηn be all the infinite
places of F . Assume that s = 12 +m ∈
1
2 + Z is critical for the standard L-function L(s,Π) attached to Π.
Then, for any finite order character χ of F×\A×F , and for any σ ∈ Aut(C) we have
σ
(
Lf (
1
2 +m,Π⊗ χ)
(2πi)d∞+nm p((−1)
mǫχ)(Π)G(χ)
)
=
Lf (
1
2 +m,
σΠ⊗ σχ)
(2πi)d∞+nm p((−1)
mǫσχ)(σΠ)G(σχ)
,
where ǫχ = (χη1(−1), . . . , χηn(−1)) is the ‘parity’ of χ determined completely by χ∞ = ⊗
n
j=1χηj ; and G(χ)
is the Gauss sum of χ.
In particular,
Lf(1/2 +m,Π⊗ χ) ∼Q(Π,χ) (2πi)
d∞+nmp((−1)
mǫχ)(Π)G(χ),
where, by ∼Q(Π,χ), we mean up to an element of the compositum of Q(Π) and Q(χ).
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To see that the corollary exactly corresponds to Shimura’s Theorem 1.1 above, we need to know the
dictionary between primitive holomorphic Hilbert modular forms for F and regular algebraic cuspidal auto-
morphic representations of GL2 over F . The latter part of this paper is devoted to this dictionary and its
arithmetic properties. The main statements are summarized in the theorem below.
Theorem 1.4 (The dictionary). There is a bijection f ↔ Π between
• f ∈ Sk(n, ω)prim, that is f is a primitive holomorphic Hilbert modular form of weight k = (k1, . . . , kn),
of level n and nebentypus character ω which is a character of (OF /n)
×; by primitive we mean it is
an eigenform for all Hecke operators Tp, a newform, and it is normalized as c(OF , f) = 1.
• Π is a cuspidal automorphic representation of GL2(AF ) whose representation at infinity Π∞ =
⊗jDkj−1, of conductor n, and central character ωΠ = ω˜–the adelization of ω; here Dl is the discrete
series representation of GL2(R) with lowest non-negative K-type being the character
(
cos θ − sin θ
sin θ cos θ
)
7→
e−i(l+1)θ, and central character a 7→ sgn(a)l+1.
This dictionary has the following arithmetic properties:
(1) (L-functions) For any finite order character χ of F×\A×F we have an equality of (completed) L-
functions:
L(s,Π(f)⊗ χ) = L(s+ (k0 − 1)/2, f , χ),
where the left hand side is the standard L-function defined as in Jacquet and Langlands [22], and the
right hand side is defined via a Dirichlet series as in Shimura [37].
(2) (Algebraicity)
(a) if k1 ≡ · · · ≡ kn ≡ 0 (mod 2) then Π(f) is algebraic;
(b) if k1 ≡ · · · ≡ kn ≡ 1 (mod 2) then Π(f) ⊗ | |
1/2 is algebraic;
(c) if ki 6≡ kj (mod 2) for some i and j then no twist of Π(f) is algebraic.
Note that (a), (b) and (c) can all be put-together as
k1 ≡ · · · ≡ kn (mod 2) ⇐⇒ Π(f) ⊗ | |
k0/2is algebraic.
(3) (Regularity) Suppose now that k1 ≡ · · · ≡ kn (mod 2). Then Π(f) ⊗ | |
k0/2 is regular exactly when
each kj ≥ 2.
(4) (Galois equivariance) Let k1 ≡ · · · ≡ kn (mod 2) with kj ≥ 2 for all j. Then, for any σ ∈ Aut(C)
we have:
σ(Π(f)⊗ | |k0/2) = Π(fσ)⊗ | |k0/2,
where the action of σ on representations is as in Clozel [7] or Waldspurger [41], and on Hilbert
modular forms is as in Shimura [37].
(5) (Rationality field) Let Q(f) be the field generated by the Fourier coefficients of f , and let Q(Π(f)) be
the subfield of complex numbers fixed by the set of all σ ∈ Aut(C) such that σΠ(f)v = Π(f)v for all
finite places v. Then Q(f) = Q(Π(f)).
We start by setting up our notations and conventions in Section 2. In 3.1 we discuss arithmetic issues
of regular algebraic cuspidal automorphic representations where we borrow heavily from Clozel [7]. In 3.2,
we provide a summary of the definition of certain periods and certain relations amongst these periods as in
Raghuram-Shahidi [34]. The rest of Section 3 is devoted to the proofs of Theorem 1.2 and Corollary 1.3.
We start Section 4 by reviewing the basics of holomorphic Hilbert modular forms borrowing from Shimura’s
article [37]; the rest of that section gives a detailed proof of the above dictionary and its arithmetic properties.
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2. Notations and preliminaries
2.1. The base field. Let F denote a totally real number field of degree n, O = OF the ring of integers
in F . The set of real embeddings of F is denoted Homfield(F,C) = Homfield(F,R) = {η1, . . . , ηn}. We will
also let S∞ denote this set of all real places. We write F+ for the set of all the totally positive elements
in F . (A totally positive element means an element α in F such that ηj(α) > 0 for all j = 1, . . . , n.) Let
F∞ =
∏
v∈S∞
Fv =
∏n
j=1 Fηj ≃
∏n
j=1 R, and F∞+ the subset of all (x1, . . . , xn) in F∞ such that xj > 0 for
all j. Let AF denote the ade`le ring of F , and AF,f the finite ade`les; we will drop the subscript F for the
field Q. Hence AF = A⊗Q F , etc.
Let p denote a prime ideal of O, Fp the completion of F at p, and Op the ring of integers of Fp. The unique
maximal ideal of Op is pOp and is generated by a uniformizer ̟p. Let DF denote the absolute different of
F , i.e., D−1F = {x ∈ F : TF/Q(xO) ⊂ Z}. Let DF =
∏
p p
rp . Let dF denote the absolute discriminant of F .
Let dF ∈ OF be such that ordp(dF ) = rp = ord(DF ); this is possible by strong approximation.
2.2. The narrow class group of F . By the narrow class group, we mean the group F×\A×F /F
×
∞+
∏
O×p ,
and the cardinality of this group, which is denoted as h = hF , is called the narrow class number. The narrow
class group can be also viewed as the group JF /PF+ of all fractional ideals of F modulo principal ideals
generated by totally positive elements in F . The narrow class group is, in general, bigger than the class
group JF /PF , and one has the following exact sequence. (See, for instance, [30, Section VI. 1].)
1 −→ O×/O×+ −→ F
×
∞/F
×
∞+ −→ JF /PF+ −→ JF /PF −→ 1.
2.3. The groups G ⊃ B ⊃ T ⊃ Z. Let G = ResF/Q(GL2) which is the Weil restriction of scalars from F
to Q of the algebraic group GL2 over F . Hence G(Q) = GL2(F ) and more generally, for any Q-algebra A
we have G(A) = GL2(A ⊗Q F ). For any finite prime p, G(Qp) =
∏
p|pGL2(Fp); similarly, G∞ := G(R) =∏n
j=1GL2(Fηj ) =
∏n
j=1GL2(R). Let g∞ be the complexified Lie algebra of G∞.
Fix the standard Borel subgroup B = ResF/Q(B2), with B2 being the standard Borel subgroup of GL2
of all upper triangular matrices. Let T = ResF/Q(T2), where T2 stands for the diagonal torus in GL2. Let
Z = ResF/Q(Z2), where Z2 is the center of GL2 consisting of scalar matrices. For any Q-algebra A, we can
talk of B(A), T (A) and Z(A) as we did for G.
2.4. Maximal ‘compact’ subgroup. Let K∞ stand for the maximal compact subgroup of G∞ thickened
by its center. Hence
K∞ =
n∏
j=1
(O2(R)Z2(R))
where O2(R) is the usual maximal compact subgroup of GL2(R). For any Lie group G we will denote G
0
the connected component of the identity, and π0(G) := G/G
0 denotes the group of connected components.
Observe then that
K0∞ =
n∏
j=1
(SO2(R)Z2(R)
0)
and that π0(G∞) = π0(K∞) = K∞/K
0
∞ ≃ (Z/2Z)
n. We will identify the dual group (K∞/K
0
∞)̂ with
(Z/2Z)n = {±}n, with the + (resp., −) denoting the trivial (resp., nontrivial) character of O2(R)/SO2(R).
Let k∞ be the complefixed Lie algebra of K∞ or K
0
∞; we will use similar ‘standard’ notation for the
complexified Lie algebras of other Lie groups.
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2.5. Finite-dimensional representations. Any t ∈ T∞ looks like t = (tj)j ∈
∏n
j=1 T2(Fηj ) =
∏n
j=1 T2(R).
We will also write t ∈ T∞ as:
t =
((
x1 0
0 y1
)
,
(
x2 0
0 y2
)
, . . . ,
(
xn 0
0 yn
))
.
Let µ = (µ1, . . . , µn) be an integral weight for T∞, i.e., each µj = (aj , bj) ∈ Z
2 and we have
µ(t) =
∏
j
µj(tj) =
∏
j
x
aj
j y
bj
j .
Let X(T∞) stand for set of all integral weights. Let X
+(T∞) be the subset of dominant integral weights;
dominant for the choice of Borel subgroup being B. A weight µ ∈ X(T∞) as above is dominant if and only
if aj ≥ bj for all 1 ≤ j ≤ n.
For µ ∈ X+(T∞), we let Eµ stand for the irreducible finite-dimensional representation of G(C) of highest
weight µ. Since G(C) =
∏n
j=1GL2(C), it is clear that Eµ = ⊗jEµj with Eµj being the irreducible finite-
dimensional representation of GL2(C) of highest weight µj . Since µj = (aj , bj) it is well-known that
Eµj = Sym
aj−bj (C2)⊗ detbj
where C2 is the standard representation of GL2(C). We let E
v
µ stand for the contragredient representation;
Evµ = Eµv where µ
v = (µv1, . . . , µ
v
n) with µ
v
j = (−bj ,−aj). Hence,
Evµj = Sym
aj−bj (C2)⊗ det−aj .
2.6. Automorphic representations. Following Borel–Jacquet [4, Section 4.6], we say an irreducible rep-
resentation of G(AF ) is automorphic if it is isomorphic to an irreducible subquotient of the representation
of G(AF ) on its space of automorphic forms. We say an automorphic representation is cuspidal if it is a
subrepresentation of the representation of G(AF ) on the space of cusp forms Acusp(G(F )\G(AF )); let VΠ
denote the representation space of Π. (In particular, a cuspidal representation need not be unitary.) For
an automorphic representation Π of G(AF ), we have Π = Π∞ ⊗ Πf , where Π∞ = ⊗v∈S∞Πv is an irre-
ducible representation of G∞, and Πf = ⊗v/∈S∞Πv, which is a restricted tensor product, is an irreducible
representation of G(Af ).
2.7. Measures and absolute values. The normalized absolute value for any local field L is denoted | |,
and occasionally we might write | |L. The product of all the local absolute values gives the ade`lic norm | |
on A×F . All the measures used will be Haar measures, or measures on quotient spaces derived from Haar
measures. We will simply denote the underlying measure by dx or dg; the measures are normalized in the
usual or ‘obvious’ way. For example, locally O×p has volume 1, and similarly, so does GL2(Op). The global
measures on A×F and GL2(AF ) are the product measures of local measures, etc.
2.8. Additive character ψ and Gauss sums. We fix, once and for all, an additive character ψQ of Q\A,
as in Tate’s thesis, namely, ψQ(x) = e
2πiλ(x) with the λ as defined in [38, Section 2.2]. In particular,
λ =
∑
p≤∞ λp; λ∞(t) = −t for any t ∈ R; λp(x) for any x ∈ Qp is that rational number with only p-power
denominator such that x−λp(x) ∈ Zp. If we write ψQ = ψR⊗⊗pψQp , then ψR(t) = e
−2πit and ψQp is trivial
on Zp and nontrivial on p
−1Zp.
Next, we define a character ψ of F\AF by composing ψQ with the trace map from F to Q: ψ = ψQ ◦TF/Q.
If ψ = ⊗vψv, then the local characters are determined analogously. In particular, for all prime ideals p,
suppose prp is the highest power of p dividing the different DF , then the conductor of the local character ψp
is p−rp , i.e., ψp is trivial on p
−rp and nontrivial on p−rp−1.
For a Hecke character ξ of F , by which we mean a continuous homomorphism ξ : F×\A×F → C
×, following
Weil [40, Chapter VII, Section 7], we define the Gauss sum of ξ as follows: We let c stand for the conductor
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ideal of ξf . Let y = (yp)p ∈ A
×
F,f be such that ordp(yp) = −ordp(c) − rp. The Gauss sum of ξ is defined as
G(ξf , ψf , y) =
∏
p G(ξp, ψp, yp) where the local Gauss sum G(ξp, ψp, yp) is defined as
G(ξp, ψp, yp) =
∫
O×p
ξp(up)
−1ψp(ypup) dup.
For almost all p, where everything in sight is unramified, we have G(ξp, ψp, yp) = 1, and for all p we have
G(ξp, ψp, yp) 6= 0. Note that, unlike Weil, we do not normalize the Gauss sum to make it have absolute
value one and we do not have any factor at infinity. Suppressing the dependence on ψ and y, we denote
G(ξf , ψf , y) simply by G(ξf ) or even G(ξ).
2.9. Whittaker models. We will often be working with Whittaker models, and without any ado we will
freely use these standard results. (See, for example, Bump [6, Chapters 3,4].)
Theorem 2.1 (Local Whittaker Models). For any place v of F , let Πv be an irreducible admissible infinite-
dimensional representation of GL2(Fv). Then there exists a unique space W(Πv, ψv) of smooth functions
invariant under right translations by elements of GL2(Fv) such that for any function W ∈ W(Πv, ψv)
W
((
1 x
1
)
g
)
= ψv(x)W (g), for x ∈ Fv and g ∈ GL2(Fv),
and the representation of GL2(Fv) on the space W(Πv, ψv) is equivalent to the representation Πv. This space
W(Πv, ψv) is called a (local) Whittaker model for Πv.
Theorem 2.2 (Global Whittaker Models). Let A := AF be the ade`le ring of a number field F , and (Π, VΠ)
a cuspidal automorphic representation of GL2(A). Then there exists a unique Whittaker model W(Π, ψ) for
Π with respect to a non-trivial additive character ψ, that consists of finite linear combinations of functions
given by
Wφ(g) :=
∫
A/F
φ
((
1 x
1
)
g
)
ψ(x) dx,
where φ ∈ VΠ and g ∈ GL2(A). This space decomposes as a restricted tensor product of local Whittaker
models.
3. Central critical value
The purpose of this section is to give a self-contained proof of Theorem 1.2 which is based on a cohomolog-
ical interpretation of the classical Mellin transform. In 3.1 we define regular algebraic cuspidal automorphic
representations where we borrow heavily from Clozel [7], and also record some well-known arithmetic prop-
erties of such representations. In 3.2 we provide a summary of the definition of periods attached to such
a representation Π; these periods arise via a comparison of a rational structure on a Whittaker model of
Π with a rational structure on a cohomological realization of Π. We also record certain relations amongst
these periods as in Raghuram-Shahidi [34]. The rest of Section 3 is devoted to the proofs of Theorem 1.2
and Corollary 1.3.
3.1. Cohomological automorphic representations.
3.1.1. Cuspidal cohomology. For any open-compact subgroup Kf ⊂ G(Af ) define the space
SGKf := G(Q)\G(A)/K
0
∞Kf = GL2(F )\GL2(AF )/K
0
∞Kf .
This is an example of a locally symmetric space, because such a space is a finite disjoint union of its connected
components which are all of the form Γ\G(R)0/K0∞ for an arithmetic subgroup Γ of G(R)
0; locally it looks
like the symmetric space G(R)0/K0∞. In the literature on Hilbert modular forms, these spaces also go by
the appellation Hilbert–Blumenthal varieties. (See, for example, Ghate [15, Section 2.2].)
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Let µ = (µ1, . . . , µn) ∈ X
+(T ). The representation Evµ defines a local system E
v
µ on S
G
Kf
. (Working with
the dual Evµ instead of just Eµ is for convenience which will become clear later on.) We are interested in the
sheaf cohomology groups
H•(SGKf , E
v
µ).
It is convenient to pass to the limit over all open-compact subgroups Kf and let
H•(SG, Evµ) := lim−→
Kf
H•(SGKf , E
v
µ).
There is an action of π0(G∞) ×G(Af ) on H
•(SG, Evµ), which is usually called a Hecke-action, and one can
always recover the cohomology of SGKf by taking invariants:
H•(SGKf , E
v
µ) = H
•(SG, Evµ)
Kf .
We can compute the above sheaf cohomology via the de Rham complex, and then reinterpreting the
de Rham complex in terms of the complex computing relative Lie algebra cohomology, we get the isomor-
phism:
H•(SG, Evµ) ≃ H
•(g∞,K
0
∞; C
∞(G(Q)\G(A))⊗ Evµ).
With level structure Kf this takes the form:
H•(SGKf , E
v
µ) ≃ H
•(g∞,K
0
∞; C
∞(G(Q)\G(A))Kf ⊗ Evµ).
The inclusion C∞cusp(G(Q)\G(A)) →֒ C
∞(G(Q)\G(A)) of the space of smooth cusp forms in the space of
all smooth functions induces, via results of Borel [3], an injection in cohomology; this defines cuspidal
cohomology:
H•(SG, Evµ) // H
•(g∞,K
0
∞;C
∞(G(Q)\G(A)) ⊗ Evµ)
H•cusp(S
G, Evµ)
?
OO
// H•(g∞,K0∞;C
∞
cusp(G(Q)\G(A)) ⊗ E
v
µ)
?
OO
Using the usual decomposition of the space of cusp forms into a direct sum of cuspidal automorphic repre-
sentations, we get the following fundamental decomposition of π0(G∞)×G(Af )-modules:
(3.1) H•cusp(S
G, Evµ) =
⊕
Π
H•(g∞,K
0
∞; Π∞ ⊗ E
v
µ)⊗Πf
We say that Π contributes to the cuspidal cohomology of G with coefficients in Evµ if Π has a nonzero
contribution to the above decomposition. Equivalently, if Π is a cuspidal automorphic representation whose
representation at infinity Π∞ after twisting by E
v
µ has nontrivial relative Lie algebra cohomology. In this
situation, we write Π ∈ Coh(G,µv).
Whether Π contributes to cuspidal cohomology or not is determined entirely by its infinite component
Π∞. This is a very well-known and somewhat surprising fact; surprising because local representations at
infinity seem to have a such a strong control over a global phenomenon. Further, it was observed by Clozel
that this property is in fact captured purely in terms of certain exponents of characters of C∗ appearing
in the Langlands parameter of Π∞. We now proceed to describe these exponents, for which we need some
preliminaries about the local Langlands correspondence; we refer the reader to Knapp [24].
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3.1.2. The Weil group of R. Let WR be the Weil group of R. Recall that as a set it is defined as WR =
C∗ ∪ jC∗. The group structure is induced from that of C∗ and the relations jzj−1 = z and j2 = −1. There
is a homomorphism WR → R
∗ which sends z ∈ C∗ to |z|C = zz¯ and sends j to −1. This homomorphism
induces an isomorphism of the abelianization W abR → R
∗.
Let us recall the classification of two-dimensional semi-simple representations of WR. To begin, any
(quasi-)character ξ of C∗ looks like ξ(s,w) : C
∗ → C∗ with
ξ(s,w)(z) = z
sz¯w, or ξ(s,w)(re
iθ) = rs+wei(s−w)θ,
where s, w ∈ C and s− w ∈ Z. As alluded to above, the complex absolute value is |z|C := zz¯ = ξ(1,1)(z). A
character ξ(s,w) is unitary, i.e., takes values in C
1 = {z ∈ C∗ : |z|C = 1}, if and only if w = −s in which case
s ∈ 12Z. In other words, any unitary character of C
∗ is of the form ξl for l ∈ Z, where
ξl(z) =
(z
z¯
)l/2
=
(
z√
|z|C
)l
, or ξl(re
iθ) = eilθ.
Next, any character χ of R∗ looks like χ(s,ǫ) : R
∗ → C∗ with
χ(s,ǫ)(t) = |t|
ssgn(t)ǫ
where s ∈ C and ǫ is in {0, 1}. Via the isomorphism W abR → R
∗ any character θ of WR also looks like
θ(s,ǫ) :WR → C
∗ with
θ(s,ǫ)(z) = (zz¯)
s and θ(s,ǫ)(j) = (−1)
ǫ.
Henceforth, we identify the character θ(s,ǫ) of WR with the character χ(s,ǫ) of R
∗. Let ǫR : WR → {±1}
denote the sign homomorphism, defined as ǫR(z) = 1 and ǫR(j) = −1, i.e., ǫR = χ(0,1). The usual absolute
value of a real number t is denoted |t| and this gives an absolute value | |R on WR, defined as χ(1,0). The
restriction of | |R to C
∗ via C∗ →֒ WR gives | |C on C
∗. Since WR contains C
∗ as an abelian subgroup of
index two, it is an easy exercise to see that any two-dimensional semi-simple representation τ is one of these
two-kinds:
(1) an irreducible 2-dimensional representation; τ = τ(l, t) parametrized by pairs (l, t) with l ≥ 1 an
integer and t ∈ C where
τ(l, t) = IndWRC∗ (ξl)⊗ | |
t
R = Ind
WR
C∗ (ξl ⊗ | |
t
C).
(2) a reducible 2-dimensional semi-simple representation; τ = τ(χ1, χ2) with characters χi = χ(si,ǫi) of
WR, where
τ(χ1, χ2) = χ1 ⊕ χ2.
3.1.3. Irreducible admissible representations of GL2(R). Let us recall the Langlands classification for GL2(R).
Let χ1, χ2 be characters of R
∗ such that χi = χ(si,ǫi). Let I(χ1, χ2) be the normalized parabolic induction
of the character χ1 ⊗χ2 of the standard Borel subgroup to all of GL2(R). Suppose that ℜ(s1) ≥ ℜ(s2) then
I(χ1, χ2) has a unique irreducible quotient, called the Langlands quotient, which we denote as J(χ1, χ2).
The induced representation I(χ1, χ2) is reducible if and only if s1− s2 = l ∈ Z≥1; in this case the Langlands
quotient is, up to a twist, the irreducible finite-dimensional sub-quotient of dimension l, and the other piece
is a twist of the discrete series representation Dl which we now define. (Later we will give this exact sequence
precisely.) For any integer l ≥ 1, let Dl stand for the discrete series representation with lowest non-negative
K-type being the character
(
cos θ − sin θ
sin θ cos θ
)
7→ e−i(l+1)θ, and central character a 7→ sgn(a)l+1. Note the shift
from l to l + 1. The representation at infinity for a holomorphic elliptic modular cusp form of weight k is
Dk−1. The Langlands classification states that any irreducible admissible representation of GL2(R) is, up to
equivalence, one of these:
(1) Dl ⊗ | |
t
R, for an integer l ≥ 1 and t ∈ C; or
(2) J(χ1, χ2), for characters χi = χ(si,ǫi) of R
∗ with ℜ(s1) ≥ ℜ(s2).
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3.1.4. The local Langlands correspondence for GL2(R). There is a canonical bijection π ↔ τ between equiva-
lence classes of irreducible admissible representations π of GL2(R) and equivalence classes of two dimensional
semi-simple representations τ = τ(π) of WR. We call τ the Langlands parameter of π. From the above clas-
sifications it is clear that under this correspondence, we have
(1) π = Dl ⊗ | |
t
R ↔ τ = τ(l, t); for an integer l ≥ 1 and t ∈ C; and
(2) π = J(χ1, χ2) ↔ τ = τ(χ1, χ2); for characters χi = χ(si,ǫi) of R
∗.
In the second case, given χ1 and χ2, if necessary we reorder them such that ℜ(s1) ≥ ℜ(s2) which ensures that
J(χ1, χ2) is defined, while noting that reordering them does not change the equivalence class of τ(χ1, χ2).
This bijection is canonical in that it preserves local factors and is equivariant under twisting. The local
L-factor of an irreducible representation τ of WR is as follows. (See Knapp [24].)
L(s, τ) =


π−(s+t)/2 Γ
(
s+t
2
)
if τ = | |tR,
π−(s+t+1)/2 Γ
(
s+t+1
2
)
if τ = ǫR ⊗ | |
t
R,
2(2π)−(s+t+l/2) Γ(s+ t+ l/2) if τ = IndWRC∗ (ξl)⊗ | |
t
R with l ≥ 1.
3.1.5. Algebraic automorphic representation. (See Clozel [7, p.89].) Let Π be an irreducible automorphic
representation of GL2(AF ). We will work over a totally real number field F . The representation at infinity
Π∞ is a tensor product
Π∞ = ⊗η∈S∞Πη = Πη1 ⊗ · · · ⊗Πηn ,
where Πη is an irreducible admissible representation of GL2(Fη) = GL2(R). For 1 ≤ j ≤ n, let τj be the
Langlands parameter of Πηj . The restriction of τj to C
∗ is a direct sum of characters:
τj |C∗ = ξj1 ⊕ ξj2 ,
with ξji = ξ(sji ,wji ). We say that an irreducible automorphic representation Π is algebraic if
sji =
1
2
+ pji , wji =
1
2
+ qji , with pji , qji ∈ Z.
(In other words, a global representation Π is algebraic if all the exponents appearing in the characters of C∗
coming from the representations Πη at infinity are half plus an integer.)
Note that the data (sj1 , wj1 , sj2 , wj2) depends only on two of these numbers:
(1) the restriction of τ = τ(l, t) to C∗ is given by
IndWRC∗ (ξl ⊗ | |
t
C)|C∗ = ξl ⊗ | |
t
C ⊕ ξ−l ⊗ | |
t
C,
which looks like (zsz¯w, zwz¯s) with s = l/2 + t and w = −l/2 + t.
(2) Or, if τ = τ(χ1, χ2) with χi = χ(si,ǫi), then the restriction of τ to C
∗ is ((zz¯)s1 , (zz¯)s2).
3.1.6. The infinity type of an algebraic automorphic representation. (See Clozel [7, p.106].) Let Π be an
irreducible algebraic automorphic representation of GL2(AF ). The infinity type of Π is an element of∏n
j=1(Z
2)Z/2, i.e., it is an n-tuple of unordered pairs of integers, and is defined as follows: Consider Π′ =
Π⊗| |−1/2. Since Π is algebraic, all the exponents of the characters of C∗ coming from the infinite components
of Π′ are integers. For each real place ηj for 1 ≤ j ≤ n, the restriction to C
∗ of the Langlands parameter
of the representation Π′ηj , as described above, looks either like (z
pj z¯qj , zqj z¯pj ) or like ((zz¯)pj , (zz¯)qj ) for
integers pj and qj . The infinity type of Π is then defined as:
∞(Π) := ({p1, q1}, {p2, q2}, . . . , {pn, qn}).
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3.1.7. Regular algebraic cuspidal automorphic representation. (See Clozel [7, p.111].) Let Π be an algebraic
cuspidal automorphic representation, and suppose ({p1, q1}, {p2, q2}, . . . , {pn, qn}) is the infinity type of Π.
We say that Π is regular if pj 6= qj for all 1 ≤ j ≤ n.
A fundamental observation of Clozel is that a cuspidal automorphic representation Π is regular algebraic
if and only if Π is of cohomological type, i.e., contributes to the cuspidal cohomology–possibly with nontrivial
coefficients–of a locally symmetric space attached to GL2 over F .
3.1.8. Infinite components of a regular algebraic cuspidal automorphic representation. Let us suppose that
Π is such a representation, and let us look closely at the possible exponents of the characters of C∗ for the
representations at infinity. Suppose one of the representations at infinity looks like Πη = J(χ1, χ2). Then
its Langlands parameter is τ = τ(χ1, χ2) with χi = χ(si,ǫi); the restriction of τ to C
∗ as mentioned above
looks like ((zz¯)s1 , (zz¯)s2). Since Π is algebraic we have si =
1
2 + pi with pi ∈ Z. Then s1− s2 ∈ Z. Since the
inducing data is of Langlands type, we have s1 − s2 ≥ 0. Since Π is regular, s1 − s2 ≥ 1. But then the full
induced representation I(χ1, χ2) is reducible; hence the Langlands quotient J(χ1, χ2) is a finite-dimensional
representation. But a cuspidal automorphic representation is globally generic (i.e., has a global Whittaker
model) and so locally generic everywhere, and so every local component has to be an infinite-dimensional
representation. Hence Πη cannot be equivalent to J(χ1, χ2), and has to be of the form Dl ⊗ | |
t
R. In this
case the exponents of the characters are l/2 + t and −l/2 + t; hence if l is even then t ∈ 12Z, and if l is odd
then t ∈ Z. We have just proved that the infinite components of a regular algebraic cuspidal automorphic
representation of GL2(AF ) are all discrete series representations twisted by integral or half-integral powers
of absolute value. Further, there is a compatibility with all these twists afforded by the fact that there is a
twist of the global representation which makes it unitary; see 3.1.11.
3.1.9. Cohomology of a discrete series representation. We will digress for a moment to observe that discrete
series representations of GL2(R), possibly twisted by a half-integral power of absolute value, have nontrivial
cohomology. For brevity, let (g2,K
0
2 ) := (gl2, SO(2)Z2(R)
0). For a dominant integral weight ν = (a, b), with
integers a ≥ b, the basic fact here is that there is a non-split exact sequence of (g2,K
0
2 )-modules:
(3.2) 0→ Da−b+1 ⊗ | |
(a+b)/2
R → Ind
GL2(R)
B2(R)
(χ(a,a)| |
1/2 ⊗ χ(b,b)| |
−1/2)→ Eν → 0.
(Recall from our earlier notation that χ(a,a)(t) = |t|
asgn(t)a = ta for any integer a.) In other words, in the
category C(g2,K
0
2) of admissible (g2,K
0
2 )-modules, one has
Ext1C(g2,K02)
(Eν , Da−b+1 ⊗ | |
(a+b)/2
R ) 6= 0.
But
H1(g2,K
0
2 ; (Da−b+1 ⊗ | |
(a+b)/2
R )⊗ E
v
ν) = Ext
1
C(g2,K02)
(11, (Da−b+1 ⊗ | |
(a+b)/2
R )⊗ E
v
ν)
= Ext1C(g2,K02)
(Eν , Da−b+1 ⊗ | |
(a+b)/2
R ) 6= 0.
Further, it is well-known that H•(g2,K
0
2 ; (Da−b+1 ⊗ | |
(a+b)/2
R ) ⊗ E
v
ν) 6= 0 if and only if • = 1, and that
dimension of H1(g2,K
0
2 ; (Da−b+1⊗| |
(a+b)/2
R )⊗E
v
ν) is two, with both the characters of O(2)/SO(2) appearing
exactly once. (See, for example, Waldspurger [41, Proposition I.4].) This detail will be useful below;
see 3.1.12. Finally, suppose Hq(g2,K
0
2 ; Ξ ⊗ E
v
ν) 6= 0 for some irreducible admissible infinite-dimensional
representation Ξ of GL2(R), then the central character restricted to R>0 and the infinitesimal character of
Ξ are the same as that of Eν which can be seen from Wigner’s Lemma (Borel-Wallach [5, Theorem I.4.1]).
It follows from Langlands classification that Ξ ≃ Da−b+1 ⊗ | |
(a+b)/2
R .
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3.1.10. ‘Regular algebraic’ = ‘Cohomological’. Let Π be a cuspidal automorphic representation of G(AF ). A
point of view afforded by Clozel [7] is that
Π is regular and algebraic ⇐⇒ Π ∈ Coh(G,µv) for some µ ∈ X+(T ).
Let Π ∈ Coh(G,µv). Say, µ = (µ1, . . . , µn), and each µj = (aj , bj). Apply the Ku¨nneth theorem (see, for
example, Borel-Wallach [5, I.1.3]) to see that
H•(g∞,K
0
∞; Π∞ ⊗ E
v
µ) =
⊕
d1+···+dn=•
⊗nj=1H
dj (gl2, SO(2)Z2(R)
0; Πj ⊗ E
v
µj ).
From 3.1.9 the right hand side is nonzero only for dj = 1 and Πηj = Daj−bj+1 ⊗ | |
(aj+bj)/2
R . The exponents
in the Langlands parameter of Πηj are therefore given by:
τ(Πηj )(z) = z
1
2+aj z¯−
1
2+bj + z−
1
2+bj z¯
1
2+aj , ∀z ∈ C∗ ⊂WR.
Hence Π is algebraic. Next, working with Π′ = Π⊗ | |−1/2 we see that the infinity type of Π is:
∞(Π) := ({a1, b1 − 1}, {a2, b2 − 1}, . . . , {an, bn − 1}).
Since µ is dominant, aj ≥ bj; whence aj > bj − 1, i.e., Π is regular and algebraic.
Conversely, let Π be a regular algebraic cuspidal automorphic representation of G(AF ). As in 3.1.6 the
infinity type of π is given by
∞(Π) := ({p1, q1}, {p2, q2}, . . . , {pn, qn})
for integers pj , qj and regularity says that pj 6= qj . Without loss of generality assume that pj > qj . Put
aj = pj and bj = qj + 1. Now let µj = (aj , bj) and µ = (µ1, . . . , µn). Then µ ∈ X
+(T ), and it follows from
3.1.8 that Π ∈ Coh(G,µv).
3.1.11. Clozel’s purity lemma. (See Clozel [7, Lemme 4.9].) Let µ ∈ X+(T ) be a dominant integral weight
as above; say, µ = (µ1, . . . , µn), and each µj = (aj , bj) with integers aj ≥ bj . The purity lemma says that
if the weight µ supports nontrivial cuspidal cohomology, i.e., if Coh(G,µv) is nonempty, then µ satisfies the
‘purity’ condition: there exists w = w(µ) ∈ Z such that aj + bj = w for all j. This integer w is called the
purity weight of µ, and if Π ∈ Coh(G,µv), then we will call w the purity weight of Π as well. (Proof: Given
a cuspidal representation Π, there is a complex number w such that the twisted representation Π ⊗ | |w is
unitary; if further Π is algebraic it follows that w must be an integer.) Let us denote the set of all pure
dominant integral weights by X+0 (T ). If we start with a primitive holomorphic Hilbert modular form, as
will be the case in the latter part of the paper, then this condition is automatically fulfilled; however, from
the perspective of cohomological automorphic representations, the purity of the weight µ is an important
condition to keep in mind.
3.1.12. Pinning down generators for the cohomology class at infinity. Let Π ∈ Coh(G,µv). Say, µ =
(µ1, . . . , µn), and each µj = (aj , bj). The space H
n(g∞,K
0
∞; Π∞ ⊗ E
v
µ) is acted upon by K∞/K
0
∞. It
follows from the Ku¨nneth rule (Borel-Wallach [5, I.1.3]) and 3.1.9 that every character of K∞/K
0
∞ appears
with multiplicity one in Hn(g∞,K
0
∞; Π∞ ⊗ E
v
µ). Fix such a character ǫ = (ǫ1, . . . , ǫn) of K∞/K
0
∞. The
purpose of this (somewhat tedious) paragraph is to fix a basis [Π∞]
ǫ for the one-dimensional vector space
Hn(g∞,K
0
∞; Π∞ ⊗ E
v
µ)(ǫ). (See (3.9) below, especially when ǫ = (+, . . . ,+).) Since Ku¨nneth gives:
Hn(g∞,K
0
∞; Π∞ ⊗ E
v
µ)(ǫ) =
n⊗
j=1
H1(gl2, SO(2)Z2(R)
0; Πj ⊗ E
v
µj )(ǫj),
it suffices to fix a basis [Πj ]
ǫj for the one-dimensional H1(gl2, SO(2)Z2(R)
0; Πj ⊗ E
v
µj )(ǫj) and let
[Π∞]
ǫ =
n⊗
j=1
[Πj ]
ǫj .
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We now proceed to fix [Πj ]
ǫj . Since we are working with only one copy of GL2(R), let us omit the subscript
j and slightly change our notations: Let ν = (ν1, ν2) ∈ X
+(T2) be a dominant integral weight for the diagonal
torus T2(R) in GL2(R), and Eν the corresponding finite-dimensional irreducible representation of GL2(C) of
highest weight ν. Let Ξ ≈ Dν1−ν2+1 ⊗ | |
(ν1+ν2)/2. For any choice of sign in {±} := (O(2)/SO(2))̂, with +
or − being the trivial or nontrivial character of O(2)/SO(2) respectively, we will fix a 1-cocycle [Ξ]± so that
H1(gl2, SO(2)Z2(R)
0; Ξ⊗ Evν)(±) = C [Ξ]
±.
For any integer m ≥ 1, let Em be the (m−1)
th symmetric power of the standard (two-dimensional) repre-
sentation C2 of GL2(C), i.e., Em = Sym
m−1(C2). The representation Em is irreducible and has dimensionm.
Denote the standard basis of C2 by {e1, e2}, which gives the ‘standard’ basis {e
m−1
2 , e
m−2
2 e1, . . . , e
m−1
1 } for
Em. This basis will be denoted as {s0, s1, . . . , sm−1}, i.e., sj = e
j
1e
m−1−j
2 . The finite-dimensional irreducible
representation Eν of GL2(C) with highest weight ν is Eν = Eν1−ν2+1 ⊗ det
ν2 = Symν1−ν2(C2) ⊗ detν2 . By
restriction, Eν is also a representation of GL2(R). The central character of Eν is given by a 7→ ων(a) =
aν1+ν2 for all a ∈ R∗. The contragredient representation of Eν is denoted E
v
ν ; one has E
v
ν = Eνv , where
νv = (−ν2,−ν1) is the dual weight of ν. Explicitly, E
v
ν = Eν1−ν2+1 ⊗ det
−ν1 . We will need information on
the restriction of Evν to various subgroups.
In either of the representations Eν or Eνv , the action of the diagonal torus in SL2 on the basis vectors is
given by
(
t 0
0 t−1
)
sj = t
−ν1+ν2+2jsj . Hence, the standard basis realizes the weights:
{−(ν1 − ν2),−(ν1 − ν2) + 2, . . . , ν1 − ν2}.
In particular, the highest weight vector of Eνv is given by e
+
νv := sν1−ν2 = e
ν1−ν2
1 . Observe that the standard
basis gives a Q-structure on Evν .
The restriction of Evν to GL1(R) →֒ GL2(R) is described by (
t 0
0 1 ) sj = t
j−ν1 sj. From this we easily deduce
the following lemma which will be of use later on; see 3.3.5 below.
Lemma 3.3. Let 11 denote the trivial representation of GL1(R). Then
HomGL1(R)(E
v
ν , 11) 6= 0 ⇐⇒ ν1 ≥ 0 ≥ ν2.
In this situation, HomGL1(R)(E
v
ν , 11) is one-dimensional and a nonzero T ∈ HomGL1(R)(E
v
ν , 11) is given by
projecting to the coordinate corresponding to sν1 , i.e.,
T (
ν1−ν2∑
j=0
cjsj) = cν1 .
Proof. This is easy to verify and we omit the proof. Let us mention that this is a special case of well-known
classical branching laws from GLn(C) to GLn−1(C); see Goodman-Wallach [17]. 
The SO(2)-types of Eν , as well as E
v
ν , are given by:
Evν |K12 = Eν |K12 = θ−(ν1−ν2) ⊕ θ−(ν1−ν2)+2 ⊕ · · · ⊕ θν1−ν2−2 ⊕ θν1−ν2 ,
where, for any integer n, θn is the character of SO(2) given by θn(r(t)) = e
−int, for all r(t) =
(
cos t − sin t
sin t cos t
)
in
SO(2). It is necessary to fix an ordered basis giving the above decomposition. Let {w1,w2} denote the basis
for C2 which diagonalizes the SO(2)-action:
w1 = e1 + ie2, w2 = ie1 + e2;
it is easily verified that
r(t)w1 = e
−it
w1 = θ1(r(t))w1, r(t)w2 = e
it
w2 = θ−1(r(t))w2.
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The ordered basis {wν1−ν22 ,w
ν1−ν2−1
2 w1, . . . ,w
ν1−ν2
1 } of E
v
ν realizes the above decomposition of E
v
µ into its
K-types. Let w+νv = w
ν1−ν2
1 be the basis vector realizing the highest non-negative K-type in E
v
ν , i.e., θν1−ν2 ;
similarly, the lowest K-type is realized by w−νv = w
ν1−ν2
2 . In terms of the standard basis:
w
+
νv = (e1 + ie2)
ν1−ν2 =
ν1−ν2∑
α=0
(
ν1 − ν2
α
)
iν1−ν2−α sα
w
−
νv = (ie1 + e2)
ν1−ν2 =
ν1−ν2∑
α=0
(
ν1 − ν2
α
)
iα sα.
(3.4)
For a dominant integral weight ν = (ν1, ν2), and for Ξ ≈ Dν1−ν2+1⊗ | |
(ν1+ν2)/2, using the exact sequence
in (3.2) we deduce that the SO(2)-types of Ξ are
· · · ⊕ θ−(ν1−ν2+4) ⊕ θ−(ν1−ν2+2) ⊕ (nothing here)⊕ θν1−ν2+2 ⊕ θν1−ν2+4 ⊕ · · ·
The missing K-types in (nothing here) correspond exactly to the K-types of Eν . Let φ±(ν1−ν2+2) be vectors
in Ξ with K-types θ±(ν1−ν2+2), respectively. The vectors in Ξ = Dν1−ν2+1 ⊗ | |
(ν1+ν2)/2 may be identified
with vectors in the induced representation IndG2B2 (χ(ν1,ν1)| |
1/2 ⊗ χ(ν2,ν2)| |
−1/2) which is the middle term in
the exact sequence (3.2). In particular, we may and shall normalize them as
φ±(ν1−ν2+2) ((
1 0
0 1 )) = 1.
Recall that (g2,K
0
2 ) := (gl2(C), SO(2)Z2(R)
0) and let K12 = SO(2). The cochain complex
C• := HomK02 (∧
•g2/k2,Ξ⊗ E
v
ν)
computes (g2,K
0
2)-cohomology of Ξ⊗ E
v
ν . Since the central characters of Ξ and Eν are equal, this complex
is same as HomK12 (∧
•g2/k2,Ξ⊗E
v
ν). It is easy to see that g2/k2 = θ2 ⊕ θ−2 as a K
1
2 -module: let {z1, z2} be
the basis for g2/k2 given by:
z1 = i
(
1 i
i −1
)
, z2 = i
(
1 −i
−i −1
)
;
it is easily checked that
Ad(r(t))(z1) = e
−2itz1 = θ2(r(t))z1 and Ad(r(t))(z2) = e
2itz2 = θ−2(r(t))z2.
From the description of K-types of Ξ and Eν we see that C
q = 0 for all q 6= 1, and
C1 = HomK12 (θ−2 ⊕ θ2,Ξ⊗ E
v
ν) ≈ C
2.
Fix a basis {f−2, f2} for this two dimensional space C
1 as follows: f−2 picks up the vector φ−ν1+ν2−2 ⊗ w
+
νv
realizing the character θ−2; similarly, f2 picks up the vector φν1−ν2+2⊗w
−
νv realizing the character θ2. More
precisely,
f−2(z1) = 0, f−2(z2) = φ−ν1+ν2−2 ⊗ w
+
νv ,
f2(z1) = φν1−ν2+2 ⊗ w
−
νv , f2(z2) = 0.
Since C1 = HomK02 (g2/k2,Ξ⊗ E
v
ν) ≃ ((g2/k2)
∗ ⊗ Ξ ⊗ Evν)
K02 we can transcribe these expressions for f±2 as
follows: Let {z∗1, z
∗
2} be the basis for (g2/k2)
∗ that is dual to the basis {z1, z2} for g2/k2. Then
f−2 = z
∗
2 ⊗ φ−ν1+ν2−2 ⊗ w
+
νv , and f2 = z
∗
1 ⊗ φν1−ν2+2 ⊗ w
−
νv .
To summarize we have:
H1(g2,K
0
2 ; Ξ⊗ E
v
ν) = HomK02 (∧
1g2/k2,Ξ⊗ E
v
ν) = ((g2/k2)
∗ ⊗ Ξ⊗ Evν)
K02 = Cf−2 ⊕ Cf2
with explicit expressions for f±2 as relative Lie algebra cocycles.
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To identify the class [Ξ]±, a generator for the one-dimensional space H1(g2,K
0
2 ; Ξ⊗ E
v
ν)(±), we need to
know the action of the element δ =
(
−1 0
0 1
)
which represents the nontrivial element in K2/K
0
2 . Recall that
the action of δ on any f ∈ HomK02 (∧
1g2/k2,Ξ⊗ E
v
ν) is given by
(δf)(z) = (Ξ ⊗ Evν)(δ)(f(Ad(δ
−1)z)).
Lemma 3.5. The action of δ on f±2 is given by
δf−2 = i
ν1−ν2f2, and δf2 = i
−ν1+ν2f−2.
In particular, δ acts by ±1 on the cocycle [Ξ]± := f2 ± i
−ν1+ν2f−2.
Proof. The proof is routine; here are some useful relations:
Ad(δ−1)(z1) = z2,
Ξ(δ)(φν1−ν2+2) = i
2ν1φ−(ν1−ν2+2),
Evν(δ)(w
+
νv ) = i
−(ν1+ν2)w
−
νv .

LetW(Ξ) denote the Whittaker model of Ξ with respect to a nontrivial additive character ψR of R; which
we recall from 2.8, is taken to be x 7→ ψR(x) = e
−2πix. For any φ ∈ Ξ, let λ = w(φ) denote the corresponding
Whittaker vector. The cohomology class [Ξ]± which generates H1(g2,K
0
2 ;W(Ξ)⊗E
v
ν)(±) is explicitly given
by
[Ξ]± = z∗1 ⊗ λν1−ν2+2 ⊗ w
−
νv ± i
−ν1+ν2z∗2 ⊗ λ−(ν1−ν2+2) ⊗ w
+
νv
Using (3.4) we can also express this class as:
(3.6) [Ξ]± =
2∑
l=1
ν1−ν2∑
α=0
z∗l ⊗ λ
±
l,α ⊗ sα
where
(3.7) λ±1,α =
(
ν1 − ν2
α
)
iαλν1−ν2+2, λ
±
2,α = ±
(
ν1 − ν2
α
)
i−αλ−(ν1−ν2+2)
Let us now go back to Π ∈ Coh(G,µv) and write down [Π∞]
++ explicitly, where ++ is short for (+, . . . ,+).
Since
[Π∞]
++ =
n⊗
j=1
[Πj ]
+
we will tensor over j the class [Πj ]
+.
Let {sj,0, sj,1, . . . , sj,aj−bj} denote the standard basis for the representation E
v
µj . Let α = (α1, . . . , αn) be
an n-tuple of integers such that 0 ≤ αj ≤ aj − bj . Let
sα = ⊗
n
j=1sj,αj .
Then the set {sα}α, as α runs through all n-tuples as above gives a basis for E
v
µ. Next, let l = (l1, . . . , ln)
be an n-tuple of integers such that lj ∈ {1, 2}. For each such l, put
z∗l = ⊗
n
j=1z
∗
j,lj ,
where for each 1 ≤ j ≤ n we let zj,1 = z1 and zj,2 = z2 as elements of gl2 = Lie(GL2(Fηj )); and as before
z∗ is the corresponding element in the dual basis. For each 1 ≤ j ≤ n, and αj as above, let
λj,1,αj =
(
ν1 − ν2
αj
)
iαjλν1−ν2+2, λj,2,αj =
(
ν1 − ν2
αj
)
i−αjλ−(ν1−ν2+2)
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and for any l and α put
Wl,α,∞ = ⊗
n
j=1λj,lj ,αj ∈ W(Π∞, ψ∞).
We have the following expression
(3.8) [Π∞]
++ =
n⊗
j=1
[Πj ]
+ =
n⊗
j=1

 2∑
lj=1
aj−bj∑
αj=0
z∗j,lj ⊗ λj,lj ,αj ⊗ sj,αj

 .
Interchanging the tensor and the summations and regrouping we get:
(3.9) [Π∞]
++ =
∑
l=(l1,...,ln)
∑
α=(α1,...,αn)
z∗l ⊗Wl,α,∞ ⊗ sα
which is our chosen generator of the one-dimensional spaceHn(g∞,K
0
∞; Π∞⊗E
v
µ)(+, . . . ,+) and is expressed
as a K∞-fixed element of
(g∞/k∞)
∗ ⊗W(Π∞, ψ∞)⊗ Eµv .
3.2. Periods and period relations.
3.2.1. Action of Aut(C) on global representations. The following theorem is due to Harder [18] and Wald-
spurger [41] for GL2 over any number field (although we state it only for our totally real base field F ). It
was generalized to GLn over any number field by Clozel [7]. We have adapted the statement from Clozel’s
and Waldspurger’s articles. In a classical context of Hilbert modular forms it is due to Shimura [37]; see also
Garrett [12, Theorem 6.1].
Theorem 3.10. Let Π be a regular algebraic cuspidal automorphic representation. For any σ ∈ Aut(C),
define an abstract irreducible representation σΠ = ⊗v
σΠv of GL2(AF ) as follows:
• For any finite place v, suppose the representation space of Πv is Vv, then pick any σ-linear iso-
morphism Av : Vv → V
′
v , and define
σΠv as the representation of GL2(Fv) acting on V
′
v by
σΠv(g) = Av ◦ Πv(g) ◦ A
−1
v . The definition of
σΠv is, up to equivalence, independent of all the
choices made.
• For v ∈ S∞, define
σΠv := Πσ−1v, i.e., (
σΠ)∞ = ⊗ηΠσ−1◦η where η runs through the set Hom(F,C)
of all infinite places of the totally real field F .
Then σΠ is also a regular algebraic cuspidal automorphic representation. The rationality field Q(Πf ), which
is defined as the subfield of C fixed by {σ : σ(Πf ) ≃ Πf}, is a number field. For any field E containing
Q(Πf ), the representation Πf of GL2(AF,f ) has an E-structure that is unique up to homotheties.
(Note that the above action is a left-action, i.e., στΠ = σ(τΠ).) Suppose σ fixes Πf for a representation
Π as in the theorem above, then by the strong multiplicity one theorem, σ fixes Π; which justifies a change
in notation: Q(Π) instead of Q(Πf ).
3.2.2. Periods. We now look closely at the assertion that Πf has an E-structure. On the one hand, a
cuspidal automorphic representation Π of GLn(AF ) admits a Whittaker model, and these models carry a
natural rational structure. On the other hand, if Π is regular and algebraic, then it contributes to cuspidal
cohomology and from this arises a rational structure on a cohomological realization of Π. One defines
periods by playing off these rational structures against each other. (Another word for these ‘periods’ might
be ‘regulators’, as the definition our periods is very close in spirit to Borel’s regulators [2].) The rest of 3.2
is a very brief summary of Raghuram-Shahidi [34].
As a matter of definition/notation, given a C-vector space V , and given a subfield E ⊂ C, by anE-structure
on V we mean an E-subspace VE such that the canonical map VE ⊗E C→ V is an isomorphism. Further, if
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V is a representation space for the action of a group G, then we will need VE to be G-stable. Fixing an E-
structure gives an action of Aut(C/E) on V , by making it act on the second factor in V = VE ⊗E C. Having
fixed an E-structure, for any extension E′/E, we have a canonical E′-structure by letting VE′ = VE ⊗E E
′.
3.2.3. Rational structures on Whittaker models. Recall from 2.8 that we have fixed a nontrivial character
ψ = ψ∞ ⊗ ψf of F\AF . Let W(Π, ψ) be the Whittaker model of Π, and this factors as W(Π, ψ) =
W(Π∞, ψ∞)⊗W(Πf , ψf ). There is a semi-linear action of Aut(C) onW(Πf , ψf ) which is defined as follows.
(See Harder [18, pp.79-80].) Consider:
Aut(C/Q) → Gal(Q/Q) → Gal(Q(µ∞)/Q) → Ẑ
× ≃
∏
p
Z×p ⊂
∏
p
∏
p|pO
×
p
σ 7→ σ|Q 7→ σ|Q(µ∞) 7→ tσ 7→ tσ = (tσ,p)p
where the last inclusion is the one induced by the diagonal embedding of Z×p into
∏
p|pO
×
p . The element
tσ at the end can be thought of as an element of A
×
F,f . Let [t
−1
σ ] denote the diagonal matrix diag(t
−1
σ , 1)
regarded as an element of GL2(AF,f). For σ ∈ Aut(C) and W ∈ W(Πf , ψf ), define the function
σW by
σW (gf ) = σ(W ([t
−1
σ ]gf))
for all gf ∈ GL2(AF,f ). Note that this action makes sense locally, by replacing tσ by tσ,p. Further, if Πp is
unramified, then a spherical vector is mapped to a spherical vector under σ. If we normalize the spherical
vector to take the value 1 on the identity, then σ fixes this vector. This makes the local and global actions
of σ compatible.
Lemma 3.11. With notation as above, W 7→ σW is a σ-linear GL2(AF,f )-equivariant isomorphism from
W(Πf , ψf ) onto W (
σΠf , ψf ). For any finite extension E/Q(Πf ) we have an E-structure on W(Πf , ψf ) by
taking invariants:
W(Πf , ψf )E =W(Πf , ψf )
Aut(C/E).
Proof. See Raghuram-Shahidi [34, Lemma 3.2]; it amounts to saying that a normalized new-vector generates
the E-structure obtained by taking invariants under Aut(C/E). (It helps to keep Waldspruger’s [41, Lemme
I.1] in mind.) Later, we will work with some carefully normalized new-vectors; see 3.3.1 below. 
As a notational convenience, when we talk of Whittaker models, we will henceforth suppress the additive
character ψ, since that has been fixed once and for all; for example, W(Πf ) will denote W(Πf , ψf ). Next,
W(Πf )0 will denote the Q(Π)-rational structure on W(Πf ).
3.2.4. Rational structures on cohomological representations. Let µ ∈ X+0 (T ) and Π ∈ Coh(G,µ
v). For any
character ǫ of π0(G∞), the cohomology space H
n(g∞,K
0
∞;VΠ ⊗ E
v
µ)(ǫ), which as a representation of the
group π0(G∞)×G(AF,f ) is isomorphic to ǫ⊗Πf , has a natural Q(Π)-structure which may be seen as follows.
Consider the following diagram:
Hn(g∞,K
0
∞;VΠ ⊗ E
v
µ)(ǫ) ≃ ǫ⊗Πf
↓ ↓
Hn(g∞,K
0
∞;Acusp(G(F )\G(A)) ⊗ E
v
µ) ≃ H
n
cusp(S
G, Evµ)
↓ ↓
Hn(g∞,K
0
∞;C
∞(G(F )\G(AF ))⊗ E
v
µ) ≃ H
n
dR(S
G, Evµ) ≃ H
n
B(S
G, Evµ)
where all the vertical arrows are injections induced by inclusions. Indeed, the rational structures on all the
above spaces come from a rational structure on the Betti cohomology space on which it is easy to describe
an action of Aut(C)–see Clozel [7]. The point is that cuspidal cohomology admits a Q(µ)-structure which
it inherits from ‘the’ canonical Q(µ)-structure on Betti cohomology HnB(S
G, Evµ). (By Q(µ) we mean the
subfield of C fixed by {σ : σµ = µ}, where the action of σ on µ, or any quantity indexed by the infinite places
S∞, is via permuting these places, exactly as the action of Aut(C) on Π∞ described in Theorem 3.10.) Since
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ǫ ⊗ Πf ≃ H
n(g∞,K
0
∞;VΠ ⊗ E
v
µ)(ǫ) is a Hecke eigenspace (i.e., is an irreducible subspace for the action of
π0(G∞)×G(AF,f )) of cuspidal cohomology, it follows that this eigenspace admits a Q(Π)-rational structure.
3.2.5. Comparing Whittaker models and cohomological representations. We have the following comparison
isomorphism F ǫΠ, which is the composition of three isomorphisms:
W(Πf ) −→ W(Πf )⊗H
n(g∞,K
0
∞;W(Π∞)⊗ E
v
µ)(ǫ)
−→ Hn(g∞,K
0
∞;W(Π)⊗ E
v
µ)(ǫ)
−→ Hn(g∞,K
0
∞;VΠ ⊗ E
v
µ)(ǫ),
where the first map is Wf 7→Wf ⊗ [Π∞]
ǫ for all Wf ∈ W(Πf ) with [Π∞]
ǫ being the generator (as in 3.1.12)
of the one-dimensional space Hn(g∞,K
0
∞;W(Π∞) ⊗ E
v
µ)(ǫ); the second map is the obvious one; and the
third map is the map induced in cohomology by the inverse of the map which gives the Fourier coefficient
of a cusp form in VΠ–the space of functions in Acusp(G(F )\G(A)) which realizes Π.
3.2.6. Definition of the periods. The isomorphism F ǫΠ need not preserve rational structures on either side.
Each side is an irreducible representation space for the action of π0(G∞)×G(AF,f ) and rational structures
being unique up to homotheties (by Waldspurger [41, Lemme I.1]), we see that we can adjust the isomorphism
F ǫΠ by a scalar–which is the period–such that the adjusted map preserves rational structures. Let us state
this more precisely:
Let Π = Πf⊗Π∞ be a regular algebraic cuspidal automorphic representation of GL2(AF ). Let µ ∈ X
+
0 (T )
be such that Π ∈ Coh(G,µ∨). Let ǫ be a character of K∞/K
0
∞. Let [Π∞]
ǫ be a generator of the one
dimensional vector space Hn(g∞,K
0
∞,Π∞ ⊗ E
v
µ)(ǫ). To such a datum (Πf , ǫ, [Π∞]
ǫ), there is a nonzero
complex number pǫ(Π), such that the normalized map
F ǫΠ,0 := p
ǫ(Π)−1F ǫΠ
is Aut(C)-equivariant, i.e., the following diagram commutes:
W(Πf )
FǫΠ,0 //
σ

Hn(g∞,K
0
∞;VΠ ⊗ E
v
µ)(ǫ)
σ

W (σΠf )
F
σǫ
σΠ,0 // Hn(g∞,K0∞;VσΠ ⊗ E
v
σµ)(
σǫ)
The complex number pǫ(Π), called a period, is well-defined only up to multiplication by elements of Q(Π)∗.
If we change pǫ(Π) to αpǫ(Π) with a α ∈ Q(Π)∗ then the period p
σǫ(σΠ) changes to σ(α)p
σǫ(σΠ).
In terms of the un-normalized maps, we can describe the above commutative diagram by
(3.12) σ ◦ F ǫΠ =
(
σ(pǫ(Π))
pσǫ(σΠ)
)
F
σǫ
σΠ ◦ σ.
3.2.7. Period relations. The following is the main result proved in Raghuram-Shahidi [34], but stated below
for our context of GL2 over a totally real F . Let µ ∈ X
+
0 (T ) be such that Π ∈ Coh(G,µ
∨). Let ǫ be a
character of K∞/K
0
∞. Let ξ be an algebraic Hecke character of F with signature ǫξ which is defined as
follows: any such ξ is of the form ξ = | |m ⊗ ξ0 for an integer m, and a finite order character ξ0, then
ǫξ = (−1)
m(ξ0η1 (−1), . . . , ξ
0
ηn(−1)).
For any σ ∈ Aut(C) we have
σ
(
pǫ·ǫξ(Π⊗ ξ)
G(ξ) pǫ(Π)
)
=
(
p
σǫ·ǫσξ(σΠ⊗ σξ)
G(σξ) pσǫ(σΠ)
)
.
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The action of Aut(C) on ǫ is via permuting the infinite places. Define Q(ξ) as the field obtained by adjoining
the values of ξ0, and let Q(Π, ξ) be the compositum of the number fields Q(Π) and Q(ξ). We have
pǫ·ǫξ(Π⊗ ξ) ∼Q(Π,ξ) G(ξ) p
ǫ(Π).
By ∼Q(Π,ξ) we mean up to an element of Q(Π, ξ).
3.3. Proof of Theorem 1.2.
3.3.1. Normalized new vectors. We now show that local new-vectors when normalized appropriately give a
very explicit element in the rational structure W(Πf )0 of the (finite part of the) global Whittaker model.
Recall from 2.8 our choice of additive character ψ. Pick an element dF ∈ OF such that ordp(dF ) = rp =
ord(DF ); this is possible by strong approximation. Now define a character ψ
′ by ψ′(x) = ψ(d−1F x); then it is
trivially checked that ψ′p has conductor Op for all prime ideals p. We have a map W(Πf , ψ
′
f )→W(Πf , ψf ),
given by W ′f 7→Wf where
Wf (g) =W
′
f
((
dF 0
0 1
)
g
)
.
This also makes sense locally: Wp(gp) =W
′
p
((
dp 0
0 1
)
gp
)
, where, by dp, we mean dF as an element of Fp.
A Whittaker vector W ′p is completely determined by the function on F
∗
p
xp 7→ φ
′
p(xp) := W
′
p
((
xp 0
0 1
))
,
i.e., the map W ′p 7→ φ
′
p is injective. (See, for example, Godement [16, Lemma 3 on p.1.5].) The set of all
such functions κ′p is the Kirillov model K(Πp, ψ
′
p). Working in the Kirillov model K(Πp, ψ
′
p), we have the
following explicit formulae for new-vectors taken from Schmidt [36, p.141]. For each representation Πp we
have a very special vector κnewp ∈ K(Πp, ψ
′
p) that is the local new-vector in that model. Since the table
consists of purely local information, we will abuse our notation by dropping the subscript p.
(1) Principal series representation π(χ1, χ2), with χ1, χ2 unramified, and χ1χ
−1
2 6= | |
±1. Then
κnewp (x) = |x|
1/2

 ∑
k+l=v(x)
χ1(̟
k)χ2(̟
l)

 1O(x).
(2) Principal series representation π(χ1, χ2) with exactly one of the characters being unramified; say χ1
unramified and χ2 ramified. Then
κnewp (x) = |x|
1/2χ1(x)1O(x).
(3) Unramified twist of the Steinberg representation: St⊗ χ with χ unramified. Then
κnewp (x) = |x|χ(x)1O(x).
(4) In all other cases (principal series π(χ1, χ2) with both χ1, χ2 ramified; ramified twist of the Steinberg
representation; any supercuspidal representation) we have
κnewp (x) = 1O×(x).
Let W newp ∈ W(Πp, ψ
′
p) correspond to κ
new
p , and finally we let W
◦
p ∈ W(Πp, ψp) correspond to W
new
p .
That is we have:
(3.13) W ◦p ↔ W
new
p ↔ κ
new
p .
We will also denote W ◦p by W
◦
Πp
, and observe that
W ◦Πp
((
xp 0
0 1
))
= W newΠp
((
dpxp 0
0 1
))
= κnewp (dpxp).
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Proposition 3.14. Let Π be a cuspidal automorphic representation of GL2(AF ). For each prime ideal p,
let W ◦Πp be the normalized new-vector as defined in (3.13) of the representation Πp which is realized in its
Whittaker model W(Πp, ψp). For any σ ∈ Aut(C) we have
σW ◦Πp = W
◦
σΠp .
Let W ◦ = ⊗pW
◦
Πp
∈ W(Πf , ψf ). Then W
◦ is fixed by Aut(C/Q(Π)), and hence W ◦ ∈ W(Πf , ψf )0.
Proof. To see σW ◦Πp = W
◦
σΠp
, it suffices to check that both Whittaker vectors give the same vector in the
Kirillov model; which is then verified using a case-by-case analysis using the above table.
Suppose Πp is an unramified principal series representation, and say, Πp = π(χ1,p, χ2,p) for characters
χj,p : F
∗
p → C
∗. Let us describe σΠp. For this, given any character χ of F
∗, and any σ ∈ Aut(C), define σχ
as σ ◦ χ, i.e., σχ(x) = σ(χ(x)). Define a twisted action of σ ∈ Aut(C) on characters by:
σ′χ(x) = |x|−1/2σ(χ(x)|x|1/2).
As is checked in Waldspurger [41, I.2], we have
σπ(χ1,p, χ2,p) = π(
σ′χ1,p,
σ′χ2,p).
On the one hand, using the formula for κnewp for Πp = π(χ1,p, χ2,p) we have:
σW ◦Πp
((
xp 0
0 1
))
= σ
(
W ◦Πp
((
t−1σ,pxp 0
0 1
)))
= σ
(
W newΠp
((
dpt
−1
σ,pxp 0
0 1
)))
= σ

|dpt−1σ,pxp|1/2

 ∑
k+l=rp+v(x)
χ1,p(̟
k)χ2,p(̟
l)

1Op(dpt−1σ,pxp)


= σ(|dpxp|
1/2)

 ∑
k+l=rp+v(x)
σ
(
χ1,p(̟
k)χ2,p(̟
l)
)1Op(dpxp)
since tσ,p ∈ O
×
p . On the other hand, using the same formula for κ
new
p , but now for the representation
σΠp = π(
σ′χ1,p,
σ′χ2,p) we have:
W ◦σΠp
((
xp 0
0 1
))
= W newσΠp
((
dpxp 0
0 1
))
= |dpxp|
1/2

 ∑
k+l=rp+v(x)
σ′χ1,p(̟
k)σ
′
χ2,p(̟
l)

 1Op(dpxp)
= |dpxp|
1/2|̟p|
− r+v(x)2

 ∑
k+l=rp+v(x)
σ
(
χ1,p(̟
k)χ2,p(̟
l)|̟p|
r+v(x)
2
)1Op(dpxp)
Using |̟p|
r+v(x)
2 = |dpxp|
1/2 the final expression also simplifies to
σ(|dpxp|
1/2)

 ∑
k+l=rp+v(x)
σ
(
χ1,p(̟
k)χ2,p(̟
l)
)1Op(dpxp).
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This concludes the proof in the case of an unramified principal series representation. In all the other cases,
the above calculation is much simpler. Let us note that in the case of the Steinberg representation one has
σ(St⊗ χ) = St⊗ σχ. We omit further details. 
3.3.2. The global integral. Let Π be a cuspidal automorphic representation as in Theorem 1.2. Piece together
all the normalized Whittaker vectors W ◦p in 3.3.1 and let W
◦ = ⊗pW
◦
p . For each infinite place ηj pick any
Whittaker vector Wj ∈ W(Πηj , ψηj ), and put W∞ = ⊗
n
j=1Wj . Now put
W = W∞ ⊗W
◦ ∈ W(Π∞)⊗W(Πf ) =W(Π).
Let φ ∈ VΠ be the cusp form that corresponds to W under the isomorphism VΠ → W(Π) of taking the
ψ-Fourier coefficient. For any place v, and any Wv ∈ W(Πv), define the zeta-integral
ζv(s,Wv) =
∫
x∈F∗v
Wv
((
x 0
0 1
))
|x|s−
1
2 dx, ℜ(s)≫ 0.
Hecke theory for GL2 (see Gelbart [13, Section 6]) says that these integrals have a meromorphic continuation
to all of C. The assumption that s = 1/2 is critical for L(s,Π) says that ζη(
1
2 ,Wη) is finite for every infinite
place η. Lastly, let ζ∞(s,W∞) =
∏
η∈S∞
ζη(s,Wη).
Proposition 3.15. With the notations as above,∫
F×\A×
F
φ
((
x 0
0 1
))
dx = ζ∞(1/2,W∞)Lf(1/2,Π).
Proof. The usual unfolding argument gives∫
F×\A×F
φ
((
x 0
0 1
))
|x|s−
1
2 dx =
∫
A
×
F
W
((
x 0
0 1
))
|x|s−
1
2 dx.
The integral on the left converges absolutely everywhere (since φ has rapid decay). The integral on the right
converges for ℜ(s) ≫ 0, and there it is eulerian, and so factorizes as
∏
v ζv(s,Wv). For every prime ideal p,
we know that the zeta-integral of the local new vector gives the local L-function; more precisely, we have
ζp(s,W
◦
p ) = |dp|
s−1/2ζp(s,W
new
p ) = |dp|
s−1/2Lp(s,Πp).
We deduce that for ℜ(s)≫ 0 we have∫
F×\A×
F
φ
((
x 0
0 1
))
|x|s−
1
2 dx = ζ∞(s,W∞)Lf(s,Π)|dF |
s−1/2
where dF is the absolute discriminant of F . However, the left hand side converges for all s, and the right
hand side has a meromorphic continuation for all s, and so we can evaluate at s = 1/2 to finish the proof of
the proposition. 
3.3.3. The cohomology class ϑΠ attached to W
◦
Π. Consider the map
F++Π :W(Πf )→ H
n(g∞,K
0
∞;VΠ ⊗ E
v
µ)(++)
as in 3.2.5, and let ϑΠ be the image of W
◦
Π under this map, i.e.,
ϑΠ = F
++
Π (W
◦
Π).
Fix an open compact subgroup Kf that leaves W
◦
Π invariant; an optimal one is related to the conductor of
Π, but this will not play a role here. From 3.1.1, we have
ϑΠ ∈ H
n
cusp(S
G
Kf , E
v
µ) ⊂ H
n(SGKf , E
v
µ).
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It is a fundamental fact (see Clozel [7]) that cuspidal cohomology injects into cohomology with compact
supports, i.e.,
Hncusp(S
G
Kf
, Evµ) →֒ H
n
c (S
G
Kf
, Evµ).
Therefore
ϑΠ ∈ H
n
c (S
G
Kf , E
v
µ).
Recall that map F++Π is a composition of three isomorphisms, and the first one mapsW
◦
Π to W
◦
Π⊗ [Π∞]
++,
where the class [Π∞]
++ is given in (3.9). Using an analogous notation, we may write the class ϑΠ in terms
of Lie algebra cocycles as
(3.16) ϑΠ =
∑
l=(l1,...,ln)
∑
α=(α1,...,αn)
z∗l ⊗ φl,α ⊗ sα
where φl,α ∈ VΠ are cuspforms whose corresponding Whittaker functions in W(Π) =W(Π∞)⊗W(Πf ) are
φl,α ↔Wl,α = Wl,α,∞ ⊗W
◦
Π.
For later use, let us record the action of Aut(C) on ϑΠ which is given by the following
Proposition 3.17.
σϑΠ =
σ(p++(Π))
p++(σΠ)
ϑσΠ.
Proof. This follows from Equation (3.12) and Proposition 3.14:
σϑΠ = σ(F
++
Π (W
◦
Π)) =
(
σ(p++(Π))
p++(σΠ)
)
F++σΠ (
σW ◦Π)
=
(
σ(p++(Π))
p++(σΠ)
)
F++σΠ (W
◦
σΠ) =
σ(p++(Π))
p++(σΠ)
ϑσΠ.

3.3.4. Pulling back to get a GL1-class ι
∗ϑΠ. Let ι : GL1 → GL2 be the map x 7→ (
x
1 ). Then ι induces a
map at the level of local and global groups, and between appropriate symmetric spaces of GL1 and GL2,
all of which will also be denoted by ι again; this should cause no confusion. The pullback (of a subset, a
function, a differential form, or a cohomology class) via ι will be denoted ι∗. A little more precisely, ι induces
an injection:
ι : GL1(F )\GL1(AF )/ι
∗K∞ι
∗Kf →֒ GL2(F )\GL2(AF )/K
0
∞Kf .
Note that ι∗K∞ = {1}, and let us denote Rf := ι
∗Kf which is an open compact subgroup of A
×
F,f . The
above injection will be denoted ι : S¯G1Rf →֒ S
G
Kf
, where
S¯G1Rf = F
×\A×F /Rf .
As a manifold S¯G1Rf is an oriented n-dimensional manifold all of whose connected components are isomorphic
to
∏n
j=1 R>0. (Choose the obvious orientation on each connected component.) It is a standard fact that this
inclusion ι : S¯G1Rf →֒ S
G
Kf
is a proper map, and hence we can pull back ϑΠ ∈ H
n
c (S
G
Kf
, Evµ) by ι, to get
ι∗ϑΠ ∈ H
n
c (S¯
G1
Rf
, ι∗Evµ)
where ι∗Evµ is the sheaf on S¯
G1
Rf
given by the restriction of the representation Evµ to GL1 via ι.
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3.3.5. Criticality of s = 1/2 and the coefficient µ. We now appeal to the hypothesis that s = 1/2 is critical
to deduce that we can work with cohomology with trivial coefficients, i.e., in Hnc (S¯
G1
Rf
,C). For this, let us
first record all the critical points for the L-function at hand:
Proposition 3.18. Let Π ∈ Coh(G,µv), with µ ∈ X+0 (T ). Suppose µ = (µ1, . . . , µn) where µj = (aj , bj)
and aj ≥ bj. Then
s =
1
2
+m ∈
1
2
+ Z is critical for L(s,Π) ⇐⇒ −aj ≤ m ≤ −bj, ∀j.
Proof. Recall the definition (as stated, for example, in Deligne [9]) for a point to be critical. If we are
working with an L-function for GLn then the so-called motivic normalization says that critical points are
in the set n−12 + Z. In our situation, we would say s = s0 ∈
1
2 + Z is critical for L(s,Π) if and only if
both L∞(s,Π∞) and L∞(1− s,Π
v
∞) are regular at s = s0, i.e., the L-factors at infinity on both sides of the
functional equation do not have poles at s = s0. (Automorphic L-functions are always normalized so that
the functional equation looks like L(s,Π) = ε(s,Π)L(1 − s,Πv).)
Given Π ∈ Coh(G,µv), we know from 3.1.8 and 3.1.9 that
Π∞ = ⊗jΠηj = ⊗j(Daj−bj+1 ⊗ | |
(aj+bj)/2).
Since Dl is self-dual, we also have
Πv∞ = ⊗j(Daj−bj+1 ⊗ | |
−(aj+bj)/2).
Using the information in 3.1.4 on the local factors for GL2(R), and ignoring nonzero constants and expo-
nentials (which are irrelevant to compute critical points) we have:
L∞(s,Π∞) ∼
∏
j
Γ(s+
1
2
+ aj), L∞(1− s,Π
v
∞) ∼
∏
j
Γ(1− s+
1
2
− bj).
Hence, L∞(s,Π∞) is regular at
1
2 +m if and only if m+ aj ≥ 0; similarly, L∞(1− s,Π
v
∞) is regular at
1
2 +m
if and only if −m− bj ≥ 0. 
Corollary 3.19. Let Π ∈ Coh(G,µv), with µ ∈ X+0 (T ). Suppose µ = (µ1, . . . , µn) where µj = (aj , bj) and
aj ≥ bj. The center of symmetry s = 1/2 is critical if and only if HomGL1(F∞)(E
v
µ, 11) 6= 0.
Proof. Follows from the above proposition and Lemma 3.3. 
3.3.6. The cohomology class T ∗ι∗ϑΠ with trivial coefficients. When s = 1/2 is critical, let us let
T ∈ HomGL1(F∞)(E
v
µ, 11)
be the nonzero element as prescribed by Lemma 3.3. Since everything factors over infinite places, we can let
T = ⊗nj=1Tj , with Tj ∈ HomGL1(Fηj )(E
v
µj , 11). The map T induces a morphism of sheaves on the space S¯
G1
Rf
,
and by functoriality, a homomorphism
T ∗ : Hnc (S¯
G1
Rf
, ι∗Evµ)→ H
n
c (S¯
G1
Rf
,C).
The image of the class ι∗ϑΠ under T
∗, expressed in terms of relative Lie algebra cocycles, is given by:
(3.20) T ∗ι∗ϑΠ =
∑
l=(l1,...,ln)
∑
α=(α1,...,αn)
ι∗z∗l ⊗ ι
∗φl,α ⊗ T (sα) =
∑
l=(l1,...,ln)
ι∗z∗l ⊗ ι
∗φl,a
where a = (a1, . . . , an). This follows from (3.16) and Lemma 3.3.
Since the map T is defined over Q, as after all the standard basis for Evµj gives it a Q-structure, the
morphism T ∗ is rational, i.e, for all σ ∈ Aut(C) we have
(3.21) σ ◦ T ∗ = T ∗ ◦ σ
Observe that T ∗ι∗ϑΠ is a top-degree compactly supported cohomology class for S¯
GL1
Rf
.
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3.3.7. Top-degree cohomology with compact supports. Let us recall some basic topological facts here. Let M
be an oriented n-dimensional manifold with h connected components, indexed by ν with 1 ≤ ν ≤ h. Then
Poincare´ duality implies that
Hnc (M,C) ≈ ⊕
h
ν=1C.
(See, for example, Harder [19, 4.8.5].) The map is integration over the entire manifold with some chosen
orientation; for each connected component you get a complex number. Now let us add these numbers to get
a map ϑ 7→
∫
M
ϑ ∫
M
: Hnc (M,C)→ C.
As explained in Raghuram [32, 3.2.3], such a map given by Poincare´ duality is rational, i.e.,
(3.22) σ
(∫
M
ϑ
)
=
∫
M
σϑ.
3.3.8. The main identity. Recall that T ∗ι∗ϑΠ ∈ H
n
c (S¯
G1
Rf
,C) is a top-degree compactly supported cohomol-
ogy class. We can integrate it over all of S¯G1Rf . The main technical theorem needed to analyze the arithmetic
properties of the special value L(1/2,Π) is
Theorem 3.23. ∫
S¯
G1
Rf
T ∗ι∗ϑΠ =
〈[Π∞]
++〉
(4i)nvol(Rf )
Lf (1/2,Π)
where
〈[Π∞]
++〉 =
∑
l=(l1,...,ln)
ζ∞(1/2,Wl,a,∞).
Proof. Recall that (3.20) gives
T ∗ι∗ϑΠ =
∑
l=(l1,...,ln)
∑
α=(α1,...,αn)
ι∗z∗l ⊗ ι
∗φl,α ⊗ T (sα) =
∑
l=(l1,...,ln)
ι∗z∗l ⊗ ι
∗φl,a.
We will identify the terms ι∗z∗l . Consider just one copy of GL1(R) sitting inside GL2(R) via ι. Let t1 := 1
be a basis for g1 = C. (Fixing t1 is tantamount to fixing an orientation on R>0 = GL1(R)
0. Taking all the
infinite places together, this will be fixing an orientation on each connected component of S¯G1Rf .) Note that
ι(t1) =
1
4i
(z1 + z2 + ( 2 00 2 )) , in g2,
=
1
4i
(z1 + z2) , in g2/k2,
hence ι∗z∗1 = ι
∗z∗2 =
1
4it
∗
1. Applying this to each infinite place, we see
ι∗z∗l = ⊗ι
∗z∗j,lj =
1
(4i)n
⊗nj=1 t
∗
j,1,
where tj,1 is the element t1 for the infinite place ηj .
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Using the fact that φl,α is fixed by Kf which implies that ι
∗φl,a is fixed by Rf = ι
∗Kf we get∫
S¯
G1
Rf
T ∗ι∗ϑΠ =
∑
l=(l1,...,ln)
1
(4i)n
∫
S¯
G1
Rf
ι∗φl,a
=
1
(4i)n
∑
l=(l1,...,ln)
∫
F×\A×
F
/Rf
φl,a
((
x
1
))
dx
=
1
(4i)nvol(Rf )
∑
l=(l1,...,ln)
∫
F×\A×
F
φl,a
((
x
1
))
dx
=
1
(4i)nvol(Rf )
∑
l=(l1,...,ln)
(
ζ∞(1/2,Wl,a,∞)Lf (1/2,Π)
)
where the last equality is due to Proposition 3.15. 
3.3.9. Archimedean computations.
Proposition 3.24. Given Π ∈ Coh(G,µv), with µ = (µ1, . . . , µn) and µj = (aj , bj), we have
〈[Π∞]
++〉 = c (2πi)−d∞in
where d∞ =
∑n
j=1(aj + 1), and c is a nonzero integer (which is made explicit in the proof).
Proof. To compute 〈[Π∞]
++〉 =
∑
l=(l1,...,ln)
ζ∞(1/2,Wl,a,∞), let us begin by noting that each summand is
a product over infinite places:
ζ∞(1/2,Wl,a,∞) =
n∏
j=1
ζηj (1/2, λj,lj ,aj )
where the λj,lj ,aj are as in (3.8). We can rewrite the expression for 〈[Π∞]
++〉 as
∑
l=(l1,...,ln)
n∏
j=1
ζηj (1/2, λj,lj,aj ) =
n∏
j=1
(
ζηj (1/2, λj,1,aj) + ζηj (1/2, λj,2,aj)
)
.
The j-th factor in the right hand side is the value at s = 1/2 of the sum of two zeta-integrals:
ζηj (s, λj,1,aj ) + ζηj (s, λj,2,aj ).
Using the definitions of ζη and λj,lj ,aj we get∫
x∈R∗
(
aj − bj
aj
)
iajλ(aj−bj+2)
((
x 0
0 1
))
|x|s−
1
2 dx +
∫
x∈R∗
(
aj − bj
aj
)
i−ajλ−(aj−bj+2)
((
x 0
0 1
))
|x|s−
1
2 dx.
Recall that the integrals converge for ℜs ≫ 0. In the second integral, using the fact that δ(λaj−bj+2) =
i2ajλ−(aj−bj+2), and changing variable from x to −x, we see that it is the same as the first integral. Hence
ζηj (s, λj,1,aj ) + ζηj (s, λj,2,aj ) = 2
(
aj − bj
aj
)
iaj
∫
x∈R∗
λ(aj−bj+2)
((
x 0
0 1
))
|x|s−
1
2 dx.
It is well-known that the zeta-integral of ‘the lowest weight vector’ λ(aj−bj+2) gives the local L-factor
L(s,Πηj ), i.e., the local factor for the representation Πηj = Daj−bj+1 ⊗ | |
(aj+bj)/2. (See, for example,
Gelbart [13, Proposition 6.17].) Using the information on local factors in 3.1.4, we get
ζηj (s, λj,1,aj ) + ζηj (s, λj,2,aj ) = 4
(
aj − bj
aj
)
iaj (2π)−(s+
1
2+aj)Γ
(
s+
1
2
+ aj
)
.
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The left hand side converges for ℜs≫ 0 and has a meromorphic continuation to all s, and in the right hand
side the Γ-function also makes sense, after continuation, to all s; hence we can put s = 1/2 to get
ζηj (1/2, λj,1,aj) + ζηj (1/2, λj,2,aj) = 4
(
aj − bj
aj
)
Γ(aj + 1)i
aj (2π)−(aj+1) = 4
(aj − bj)!
(−bj)!
(−1)aj i(2πi)−(aj+1).
Hence 〈[Π∞]
++〉 = c (2πi)−d∞in where c is the integer:
c = 4n
n∏
j=1
(−1)aj
(aj − bj)!
(−bj)!
.

Let us note that σ ∈ Aut(C) acts on Π∞ by permuting the infinite places; in particular,
〈[σΠ∞]
++〉 = 〈[Π∞]
++〉.
This kind of an explicit computation very quickly escalates in complexity when we go from GL2 to higher
GLn. Indeed, there are many conditional theorems on special values of L-functions that have been proved
under the assumption that a quantity analogous to 〈[Π∞]
++〉 is nonzero. See, for example, Kazhdan-Mazur-
Schmidt [23], Mahnkopf [28], or Raghuram [32].
3.3.10. Concluding part of the proof of Theorem 1.2. We can now finish the proof as follows. Using Propo-
sition 3.24 in the main identity of Theorem 3.23 we have
(3.25)
∫
S¯
G1
Rf
T ∗ι∗ϑΠ =
c
4nvol(Rf )
L(1/2,Π)
(2πi)d∞
.
Apply σ ∈ Aut(C) to both sides, while noting that c/(4nvol(Rf )) is a nonzero rational number, to get
σ

∫
S¯
G1
Rf
T ∗ι∗ϑΠ

 = c
4nvol(Rf )
σ
(
L(1/2,Π)
(2πi)d∞
)
.
Using (3.22), (3.21), that σ commutes with ι∗–since restriction of a class to a submanifold is a rational
operation, and using Proposition 3.17, we get that the left hand side simplifies to
σ

∫
S¯
G1
Rf
T ∗ι∗ϑΠ

 = σ(p++(Π))
p++(σΠ)
∫
S¯
G1
Rf
T ∗ι∗ϑσΠ =
σ(p++(Π))
p++(σΠ)
c
4nvol(Rf )
L(1/2, σΠ)
(2πi)d∞
,
where the last equality follows by applying (3.25) for the representation σΠ. Hence, we have
c
4nvol(Rf )
σ
(
L(1/2,Π)
(2πi)d∞
)
=
σ(p++(Π))
p++(σΠ)
c
4nvol(Rf )
L(1/2, σΠ)
(2πi)d∞
.
The proof of Theorem 1.2 follows easily from this equation.
3.3.11. Proof of Corollary 1.3. Let s = 12 +m ∈
1
2 + Z be any critical point for L(s,Π). Let us note that
L(s+m,Π) = L(s,Π⊗ | |m).
Hence 1/2 is critical for L(s,Π⊗ | |m). Now we apply Theorem 1.2 to the representation Π⊗ | |m. There is
one nontrivial point to note, i.e., the coefficient system has changed. It is easy to see that
Π ∈ Coh(G,µv) =⇒ Π⊗ | |m ∈ Coh(G, (µ +m)v),
where, if µ = (µ1, . . . , µj), with µj = (aj , bj), then µ+m = (µ1+m, . . . , µj+m), with µj = (aj+m, bj+m).
Hence the integer d∞ = d(Π∞) also changes:
d(Π∞ ⊗ | |
m) = d(Π∞) +mn.
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Further, let us note that the main theorem of Raghuram-Shahidi [34], applied to the special case when the
twisting character is | |m, gives the period relation:
p++(Π⊗ | |m) = p(−1)
m(++)(Π).
Note that twisting by a finite order character χ of F×\A×F does not change the set of critical points.
Corollary 1.3 follows by the period relations of Raghuram-Shahidi [34] as recalled in 3.2.7.
4. Hilbert modular forms
The purpose of this section is to write down an explicit correspondence between primitive holomorphic
Hilbert cusp forms and cuspidal automorphic representations of the ade`le group of GL2 over a totally real
number field F . The precise definitions and basic properties of Hilbert modular forms are discussed in 4.1.
In 4.2 we attach a cuspidal automorphic representation to a holomorphic Hilbert cusp form, and in 4.3 we
show how to retrieve a classical cusp form from a representation of appropriate type. The rest of the section
is devoted to proving the arithmetic properties of this correspondence as stated in Theorem 1.4.
4.1. Classical holomorphic Hilbert modular forms.
4.1.1. Some more notations regarding the base field. Let F be a totally real number field of degree n, O = OF
the ring of integers in F , and n a fixed integral ideal in F . The real embeddings of F are denoted ηj with
j = 1, · · · , n, and we put η = (η1, · · · , ηn) with a fixed order of {ηj}. With respect to this η, F naturally sits
inside Rn, and an element α in F will be expressed as (α1, · · · , αn) for (η1(α), · · · , ηn(α)) to be considered
as an element of Rn. We write F+ for all the totally positive elements in F . Let k = (k1, · · · , kn) ∈ Z
n, and
α = (α1, · · · , αn) ∈ R
n. We write αk to mean
∏n
k=1 α
kj
j .
Let h = hF be the narrow class number of F , and let {tν}
h
ν=1 be elements of AF whose infinity part is 1
and that form a complete set of representatives of the narrow class group. (See Section 2.2 for the details.)
Put xν =
(
1
tν
)
and xιν =
(
tν
1
)
. Here, ι denotes the involution defined as ιA = w0
tAw−10 , where
t is transpose and w0 =
(
1
−1
)
.
Let Fp be the completion of F at a non-archimedean place p, and define a subgroup Kp(n) of GL2(Fp) as
(4.1) Kp(n) :=
{(
a b
c d
)
∈ GL2(Fp) :
aOp + np = Op, b ∈ D
−1
p ,
c ∈ npDp, d ∈ Op, ad− bc ∈ O
×
}
,
where np and Dp are p-parts of n and the ‘different’ D of O, respectively, and put
K0(n) :=
∏
p<∞
Kp(n).
Then GL2(AF ) affords a decomposition given as a disjoint union,
(4.2) GL2(AF ) = ∪
h
ν=1GL2(F )x
−ι
ν
(
GL+2 (F∞)K0(n)
)
,
with GL+2 (F∞) = GL
+
2 (R)
n.
Define also a congruence subgroup Γν(n) of GL2(F ) for each ν as
Γν(n) =
{(
a t−1ν b
tνc d
)
:
a ∈ O, b ∈ D−1,
c ∈ nD, d ∈ O, ad− bc ∈ O×
}
.
We note that Γν(n) can be viewed as
Γν(n) = xν
(
GL+2 (F∞)K0(n)
)
x−1ν ∩GL2(F ).
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4.1.2. Hilbert automorphic forms of holomorphic type. Let γ = (γ1, · · · , γn) be an element of GL2(R)
n, and
write γj =
(
aj bj
cj dj
)
for each j = 1, · · · , n. Then γ acts on hn by
γ.z =
(
a1z1 + b1
c1z1 + d1
, · · · ,
anzn + bn
cnzn + dn
)
,
with z = (z1, · · · , zn) ∈ h
n. For a holomorphic function f on hn, an element γ ∈ GL2(R)
n, and k =
(k1, · · · , kn) ∈ Z
n, define
f ||kγ(z) = det γ
k/2j(γ, z)−kf(γz)
where j(γ, z) = cz + d.
Fix a character ω of (O/n)
×
, and let ω˜ be a character of A×F /F
× induced from ω. (See Section 4.1.5 for
induced characters.) Then, we define a character of K0(n) by ω˜
((
a b
c d
))
= ω˜(a). We putMk(Γν(n), ω˜)
to be the space of Hilbert modular forms of weight k = (k1, · · · , kn) with respect to Γν(n), with a character
ω˜, by which we mean a space of functions fν that are holomorphic on h
n and at cusps, and that satisfy
f ||kγ = ω˜(γ)f for all γ ∈ Γν(n) considered as elements of GL2(R)
n on the left hand side. Let us note that
it makes sense to apply ω˜ to Γν(n). A function fν in Mk(Γν(n), ω˜) has a Fourier expansion of the form:
(4.3) fν(z) =
∑
ξ
aν(ξ)e
2πiξz ,
where e2πiξz = exp
(
2πi
∑n
j=1 ξjzj
)
, and ξ runs through all the totally positive elements in tνO and ξ = 0.
A Hilbert modular form is called a cusp form if, for all γ ∈ GL+2 (F ), the constant term of f ||kγ in its Fourier
expansion is 0, and the space of cusp forms with respect to Γν(n) is denoted as Sk(Γν(n), ω˜). To have
nonempty spaces of cusp forms Sk(Γν(n), ω˜), assume henceforth that kj ≥ 1. (See, for example, Garrett [12,
Theorem 1.7].)
Choose a function fν ∈ Mk(Γν(n), ω˜) for each ν, and put f = (f1, · · · , fh). Using the decomposition
given in (4.2), let us define
(4.4) f(γxνg∞k0) = (fν ||kg∞)(i)ω˜f (k
ι
0),
where γ ∈ GL2(F ), g∞ ∈ GL
+
2 (F∞), k0 ∈ K0(n), i = (i, · · · , i), and ω˜f is a finite part of ω˜. The space of
such functions f will be denoted as Mk(n, ω˜). In particular, if fν ∈ Sk(Γν(n), ω˜) for all ν, then f is called a
cusp form as well, and we write as Sk(n, ω˜) for the space of cusp forms in the ade`lic setting, i.e.,
Sk(n, ω˜) =
h⊕
ν=1
Sk(Γν(n), ω˜).
For any integral ideal m in F , there exist a unique ν ∈ {1, · · · , h} and a totally positive element ξ in F so
that m = ξt−1ν O. Put c(m, f) = aν(ξ)ξ
−k/2 with aν(ξ) being a Fourier coefficient of fν given in (4.3). This
is well-defined because the right hand side of the expression is invariant under the totally positive elements
in O×. For our convenience, set c(m, f) = 0 if m is not integral.
4.1.3. Primitive form. Let f be a cuspform of weight k = (k1, · · · , kn), level n, with a character ω˜. For each
finite place p, let ̟p be a uniformizer for Op, and let us define the Hecke operator Tp by
(Tpf)(g) =
∫
Kp(n)
f
(
gkp
(
̟p
1
))
ω˜−1(kp) dkp.
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Suppose that p does not divide either n or D, then observe that Kp(n) = GL2(Op), ω˜|O×p ≡ 11, and that
f is right Kp(n)-fixed. Therefore, it follows that
(Tpf)(g) =
∫
Kp(n)

 ̟p
1

Kp(n)
f(gh) dh.
Furthermore, decomposing the double coset Kp(n)
(
̟p
1
)
Kp(n) as a disjoint union of right cosets,
(4.5) Kp(n)
(
̟p
1
)
Kp(n) =
(
1
̟p
)
Kp(n) ∪
(
∪u∈O/p
(
̟p u
1
)
Kp(n)
)
.
Hence, Tpf can be also described as the finite sum
(4.6) (Tpf)(g) = f
(
g
(
1
̟p
))
+
∑
u∈O/p
f
(
g
(
̟p u
1
))
.
Now, we shall recall the definition of new forms from Shimura [37]. Let m be an integral ideal that divides
n and is divisible by the conductor of ω˜, and g ∈ Sk(m, ω˜). Let a be an integral ideal dividing m
−1n that
is generated by an element α ∈ A×F with α∞ = 1. Define ga by the right translation of N(a)
−k0/2g by(
α−1
1
)
. Such ga is an element in Sk(am, ω˜). The space S
old
k (n, ω˜) generated by all such ga is called
the space of old forms. The space Snewk (n, ω˜) of new forms is defined to be the orthogonal complement of
Soldk (n, ω˜) with respect to an inner product:
〈f , g〉 :=
h∑
ν=1
1
µ (Γν\hn)
∫
Γν\hn
fν(z)gν(z)y
k dµ(z),
where dµ(z) =
∏n
j=1
dxjdyj
y2j
.
A Hilbert cusp form f in Sk(n, ω˜) is said to be primitive if it is a newform, a common eigenfunction of all
the Hecke operators Tp, and normalized so that c(O, f) = 1.
4.1.4. Remarks on primitive forms. We introduced the Hecke operators Tp for all the prime ideals p in
the previous section. Now, define more generally the Hecke operators Tm for any integral ideal m. Let
K = GL+2 (F∞) ·K0(n), where K0(n) is as defined earlier. We also let
Yp :=
{(
a b
c d
)
∈ GL2(Fp) :
aOp + np = Op, b ∈ D
−1
p
c ∈ npDp, d ∈ Op
}
,
and Y =
(
GL2(F∞) ·
∏
pYp
)
∩GL2(AF ).
The Hecke operator Tm is given by Tm =
∑
y KyK where the sum is taken over all the representatives
y of the double cosets KyK with y ∈ Y satisfying (det y)O = m. Noting that each summand KyK can be
written as a disjoint union KyK = ∪jKyj with the infinite part of yj being 1, we define
(f |KyK) (g) =
∑
j
ω′(yj)
−1f(gyιj),
where ω′
((
a b
c d
))
= ω(an mod n). This definition coincides with the integral definition for all the
Hecke operators Tp with respect to prime ideals p.
Miyake proved that if two newforms f and g are common eigenfunctions for Tp and share the same
eigenvalues for almost all prime p, then f and g are a constant multiple of each other. In particular, if they
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are normalized, we have f = g. Furthermore, if a newform f is normalized and a common eigenfunction for
Tp for all p not dividing n, then it is an eigenfunction for all Tm and its eigenvalue is N(m)c(m, f). (See [29]
and [37].)
Suppose f = (f1, . . . , fh) is a primitive form. One may ask whether f is determined by any one of its
components fν . In general this is not true. For example, take χ to be a non-trivial character of the narrow
class group, and put g = f ⊗ χ, i.e., for any x ∈ G(A), g(x) = f(x)χ(det(x)). Using (4.4) it is trivial to
check that g1 = f1, however, in general f 6= g. After we prove the correspondence f ↔ Π(f), it will follow
that Π(f ⊗ χ) = Π(f)⊗ χ, and so if Π(f) admits a self-twist, then the twisting character must be quadratic,
and Π(f) has to come via automorphic induction from the corresponding quadratic extension of F , and in
general this would not be the case for a given f . On a related note, one can make an interesting observation
based on a refined strong multiplicity one theorem due to Ramakrishnan [35]: suppose, f and g are primitive
forms, and suppose fν = gν for all ν except, say, ν = ν0. This means that c(p, f) = c(p,g) for all prime
ideals p whose class in the narrow class group is not represented by t−1ν0 , or in other words, c(p, f) = c(p,g)
for all prime ideals p outside a set S of finite places with Dirichlet density 1/h. (See, for example, Koch
[25, Theorem 1.111].) It follows from Ramakrishnan’s theorem that if the narrow class number is sufficiently
large (h > 8 will do) then necessarily f = g.
4.1.5. Some notes on the various characters. Fix a character ω of (O/n)×. We “lift” it to a character ω˜ of
A×F /F
× as follows. Write A×F /F
× as a disjoint union
A×F /F
× =
h⋃
ν=1
tνF
×
∞+
∏
p<∞
O×p ,
where {tν} are taken to be a set of representatives of the narrow class group, and consider the following
diagram where the row is exact:
1 −→
F×(F×
∞+
∏
O×
p
)
F× →֒
A
×
F
F× −→
A
×
F
F×(F×
∞+
∏
O×p )
−→ 1y
F×(F×
∞+
∏
O×
p
)
F×(F×
∞+
∏
(1+pfpOp))
↓
(O/n)
×
↓ ω
C∗
Here fp is the highest power of p dividing n. Using the column, a character ω of (O/n)
×
can be inflated
up to a character, also denoted ω, of F×(F×∞+
∏
O×p )/F
×. Denote this latter group tentatively by H , and
observe that it is a subgroup of finite index inside the abelian group G := A×F /F
×; the index is the narrow
class number h. The representation IndGH(ω) is a direct sum of h characters, and we can take ω˜ to be any
such character. We will say that ω˜ is a character of A×F /F
× which restricts to the character ω of (O/n)
×
.
4.2. Attaching a cuspidal automorphic representation. Let L20(GL2(F )\GL2(AF ), ω˜) be the space of
functions on GL2(AF ) such that
φ(γg) = φ(g) for all γ ∈ GL2(F ),
φ(zg) = ω˜(z)φ(g) for all z ∈ A×F ,
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φ is square integrable modulo the center, and φ satisfies the cuspidality condition∫
F×\A×
F
φ
((
1 x
1
)
g
)
dx = 0
for almost all g in GL2(AF ). The regular representation of GL2(AF ) on the space L
2
0(GL2(F )\GL2(AF ), ω˜)
will be denoted ρω˜0 .
Let f be a primitive holomorphic Hilbert cusp form of weight k = (k1, · · · , kn), level n, with a Hecke
character ω˜. Let H(f) be a space spanned by right translations of f under GL2(AF ). Then the resulting
representation Π(f) on this space H(f) occurs in the regular representation ρω˜0 on the cusp forms. The goal
of this section is to prove the following theorem.
Theorem 4.7. With the notions above, the representation Π(f) on the space Hf is irreducible. Furthermore,
the local representation Πηj at each archimedean place ηj is the discrete series representation Dkj−1 of lowest
weight kj.
To prove the first part of this theorem, let us recall some important theorems regarding automorphic
representations. (See, for example, Cogdell [8].)
Theorem 4.8 (Multiplicity One Theorem). The representation ρω˜0 decomposes as the direct sum of irre-
ducible representations, each of which appear with multiplicity one.
Theorem 4.9 (Tensor Product Theorem). Let (Π, VΠ) be an automorphic representation of GL2(AF ). Then
Π is the restricted tensor product of the local representations Πv, where v runs through all the places of F ,
and each Πv is an irreducible admissible representation of GL2(Fv).
Theorem 4.10 (Strong Multiplicity One Theorem). Let (Π, VΠ) and (Π
′, V ′Π) be irreducible admissible
constituents of the regular representation of GL2 on the cusp forms. If Πv is equivalent to Π
′
v for almost all
non-archimedean places v, then Π ≈ Π′.
Theorem 4.8 and Theorem 4.9 guarantee that Π(f) can be written as Π(f) = ⊕iΠ
i, with each irreducible
constituent Πi being a restricted tensor product of local representations Πiv. Therefore, in order to show
that Π(f) is irreducible, it is now enough to show that Πiv ≈ Π
j
v for almost all non-archimedean places v and
for all i and j by Theorem 4.10. Write f = ⊕if
i with each f i in the space of Πi. Now consider an irreducible
constituent Πi.
Let p be a prime ideal of F not dividing either n or the different D. For such an ideal p, Πip is a spherical
representation π(χ1,p, χ2,p) induced from some unramified characters χ1,p and χ2,p. (We will work with only
normalized parabolic induction.) Since f is an eigenfunction of Tp, so is f
i, since the projection from Π(f) to
the i-th coordinate in ⊕iΠ
i is a Hecke-equivariant map. Furthermore, it can be seen that the eigenvalue is
q
1/2
p (χ1,p(̟p) + χ2,p(̟p)), where qp is the cardinality of the residue field Op/pOp, and ̟p is a uniformizer.
Indeed, applying g = 1 in (4.6), we obtain that
(Tpf
i)(1) = f i
(
1
̟p
)
+
∑
u∈Op
f i
(
̟p u
1
)
(4.11)
= q
1/2
p (χ1,p(̟p) + χ2,p(̟p)) f
i(1).
This shows that χ1,p(̟p)+χ2,p(̟p) = q
1/2
p c(p, f), and that, together with χ1,pχ2,p being the central character
of Πip, the characters χ1,p and χ2,p are uniquely determined by f and they are independent of i. Hence
Πip = Π
j
p for almost all p. Strong multiplicity one implies that Π
i ≈ Πj , and multiplicity one will imply that
Π(f) is irreducible, This completes the proof for the first part of Theorem 4.7.
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For archimedean places, note that the local representation Πηj at each place ηj is a (gl(2),O(2))-module,
so it is enough to consider the eigenvalue λj for the Casimir operator ∆j = −y
2
j
(
∂2
∂x2j
+ ∂
2
∂y2j
)
−yj
∂2
∂xj∂θj
. Since
∆j acts on f as a function on GL2(Fηj ), we only need to see the action on (fν ||kgj)(i) for each ν. Writing
gj =
(
y
1/2
j xjy
−1/2
j
y
−1/2
j
)(
cos θj − sin θj
sin θj cos θj
)
, a direct computation shows that λj =
kj
2
(
1−
kj
2
)
for any
ν. An irreducible admissible infinite-dimensional representation of GL2(R), with infinitesimal character
determined by
kj
2
(
1−
kj
2
)
and central character trivial on R>0 has to be the discrete series representation
Dkj−1. This says that Πηj = Dkj−1. (Infinite-dimensionality of Πηj is guaranteed by the existence of
Whittaker models.)
4.3. Retrieving a Hilbert modular form from a representation. Let (Π, VΠ) be a cuspidal automor-
phic representation with the central character ω that is trivial on F×∞+, and such that the representation at
infinity is equivalent to ⊗nj=1Dkj−1, where Dkj−1 is a discrete series representation of the lowest weight kj .
Let the conductor of Π be n. We note that, for any non-archimedean place v not dividing n, the local repre-
sentation Πv is equivalent to a spherical representation induced from some unramified character χ1,v ⊗χ2,v.
In order to retrieve a primitive holomorphic Hilbert cusp form from this representation, it is quite useful to
consider a Whittaker model of Π.
Recall from 2.8 our non-trivial additive character ψ of A/F , and write ψv for v-component of this char-
acter. The isomorphism between the representation space VΠ and the Whittaker space W(Π, ψ) allows us
to determine a unique holomorphic Hilbert cusp form that corresponds to Π by choosing a suitable element
from each local Whittaker model W(Πv, ψv). For almost all v, Wv ∈ W(Πv, ψv) is a spherical element, and
is normalized so that Wv(kv) = 1 for all kv ∈ GL2(Ov). The choices for the local vectors should be made in
the following manner.
For each archimedean place v = ηj , let W
◦
ηj be the lowest weight vector in W(Πηj , ψηj ). By the lowest
weight vector, we shall mean the element given as follows:
W ◦ηj
((
a
a
)(
1 x
1
)(
cos θ − sin θ
sin θ cos θ
)(
y
1
))
= ωηj (a)ψηj (x)e
−ikjθe−2πy.
For a non-archimedean place p, a suitably normalized Kp(n)-fixed vector needs to be chosen, where Kp(n)
is an open compact subgroup of GL2(Fp) defined in (4.1). For this purpose, let f and r be the highest powers
of p that divide n and the different DF , respectively. It is clear that Kp(n) can be written as
Kp(n) =
(
̟−rp
1
)
Γ0(p
f )
(
̟rp
1
)
,
where Γ0(p
f ) =
{(
a b
c d
)
∈ GL2(Op) : c ≡ 0 mod p
f
}
. Let W newp be the new vector in W(Πp, ψp), i.e.,
W newp is an element such that
(
a b
c d
)
·W newp = ωp(d)W
new
p for all
(
a b
c d
)
∈ Γ0(p
f ), and normalized
in a way specified below. Define W ◦p =
(
̟−rp
1
)
·W newp . Then W
◦
p is an “almost” Kp(n)-fixed vector.
(Note: this W ◦p is slightly different from the W
◦
p of 3.3.1.) In particular,
(4.12) W ◦p
(
1
1
)
= W newp
(
̟−rp
1
)
.
We claim that the right hand side of the above expression is not zero for any p, and hence W ◦p can be
normalized so that W ◦p (1) = 1. In order to show that our claim is true, we first assume that r = 0, and
hence the conductor of ψp is Op. Pass W
◦
p = Wp to the new vector κp in the Kirillov model K(Πp, ψp) with
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respect to the same additive character ψp, by defining κp(x) = W
◦
p
(
x
1
)
, and observe κp(1) 6= 0. ([36,
Section 2.4]) The isomorphism between the Whittaker model W(Πp, ψp) and the Kirillov model K(Πp, ψp)
guarantees that W ◦p
(
1
1
)
6= 0. Normalize this vector, (and call it W ◦p again), so that W
◦
p (1) = 1.
Next, let r > 0. Let ψp,̟−rp be an additive character defined by ψp,̟−rp (x) := ψp(̟
−r
p x). Then since the
conductor of ψp,̟−rp is Op, the same argument as above applies to show that Wp,̟−rp (1) 6= 0 where Wp,̟−rp
is the new vector in a Whittaker model with respect to ψp,̟−rp . Observing that
Wp,̟−rp
(
1
1
)
=Wp
(
̟−rp
1
)
,
the same normalization can be done in this case as well.
Let W ◦ = ⊗vW
◦
v , which is an element of W(Π, ψ). Then there is a corresponding element f in VΠ by the
usual isomorphism VΠ →W(Π, ψ). The vectors f and W
◦ are related by
(4.13) f(g) =
∑
α∈F×
W ◦
((
α
1
)
g
)
.
Furthermore, we claim that, in the above expression, α only runs through totally positive elements in F .
To see this, put g =
(
y∞
1
)
where y∞ is an element of A whose finite part is 1. Then it is easy to
see that W ◦
(
y∞α
1
)
= e−2πy∞α
∏
v<∞W
◦
v
(
α
1
)
must be zero unless α is totally positive for the
summation to be bounded. Hence the Fourier expansion of f simplifies to:
(4.14) f(g) =
∑
α∈F×+
W ◦
((
α
1
)
g
)
.
The rest of the section will be devoted to show that f is the desired Hilbert modular form.
Theorem 4.15. Let A0(k, n, ω˜) be a subspace of Acusp(GL2(F )\GL2(A), ω˜) that consists of elements satis-
fying the following properties.
(1) φ(gr(θ)) = e−ikθφ(g) where r(θ) :=
{(
cos θj − sin θj
sin θj cos θj
)}
j
∈ SO(2)n,
(2) φ(gk0) = ω˜f(k
ι
0)φ(g), where ω˜f is the finite part of ω˜ and k0 ∈ K0(n), and
(3) φ is an eigenfunction of the Casimir element ∆ := (∆1, · · · ,∆n) as a function of GL2(R)
n, with its
eigenvalue λ =
∏n
j=1
kj
2
(
1−
kj
2
)
.
Then A0(k, n, ω˜) is isomorphic to Sk(n, ω˜).
Proof. These are essentially the same spaces defined from different points of view. To see this, observe first
that any holomorphic Hilbert cusp form f is in A0(k, n, ω˜). So it remains to recover a holomorphic Hilbert
cusp form from any element φ in A0(k, n, ω˜). For each element g = γx
−ι
ν g∞k0 of GL2(AF ), put
fν(z) = φ(x
−ι
ν g∞) det g
−k/2
∞ j(g∞, i)
k,
where g∞(i) = z. Holomorphy of fν can be shown by checking that it is annihilated by the first order
differential opeator ∂∂x + i
∂
∂y . (As mentioned in Gelbart [13, Proof of Proposition 2.1], details of this
argument appear in Gelfand–Graev–Piatetski-Shapiro[14, Chapter 1, Section 4].) A direct computation
shows that f := (f1, · · · , fh) ∈ Sk(n, ω˜) and f = φ. 
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Going back to the f that corresponds to the global Whittaker vector W ◦, it is clear that f belongs to
A0(k, n, ω˜). Indeed the first two conditions follow from (4.14) immediately, and the third condition holds
because Π∞ = ⊗Dkj−1 and it follows that ∆W
◦
∞ = λW
◦
∞ with λ given in the theorem. Therefore, it now
only remains to show that f is primitive.
To prove that f is a newform, suppose that there exists an integral ideal m that divides n and such
that f ∈ Sk(m, ω˜). Writing f = (f1, · · · , fh) with fν ∈ Sk(Γν(m), ω) for ν = 1, · · · , h, it shows that
fν ||kγ = ω˜(γ)fν for all γ ∈ Γν(m) which contradicts the fact that the conductor of Π is n.
Next, it needs to be proven that f is a common eigenfunction of the Hecke operators Tp for almost all
prime ideals p, namely p not dividing neither n nor the different D. Recall that for such an ideal p, Kp(n) =
GL2(Op), f is right Kp(n)-fixed, and the local representatoin Πp is equivalent to a spherical representation,
π(χ1,p, χ2,p), induced from some unramified characters χ1,p and χ2,p. Let f
◦
p be the normalized spherical
vector in the induced model. Then f◦p is an eigenfunction of Tp with eigenvalue is q
1/2
p (χ1,p(̟p) + χ2,p(̟p)).
(See (4.11).) Hence W ◦p is an eigenfunction for Tp with same eigenvalue. It follows from (4.13) that f is also
an eigenfunction for Tp with same eigenvalue.
Finally, we will prove that f is normalized, i.e., c(O, f) = 1. Note that f has an expansion,
f
((
y x
1
))
=
∑
ξ∈F×+
c(ξyO, f)(ξy∞)
k/2e−2πξy∞µ(ξx),
where y ∈ A×F with y∞ ∈ F∞+ , x ∈ AF , and µ is some additive character of AF /F . (See, for example,
Garrett [12] or Shimura [37].) In particular,
f
((
1
1
))
=
∑
ξ∈F×+
c(ξO, f)ξk/2e−2πξ.
On the other hand, by (4.14),
f
((
1
1
))
=
∑
α∈F×+
W ◦
(
α
1
)
=
∑
0≪α∈F×
e−2πα
∏
v<∞
W ◦v
(
α
1
)
.
Comparing these expressions, we obtain c(O, f) =
∏
v<∞W
◦
v
(
1
1
)
= 1 as desired.
This result, together with the argument in the previous section, completes the proof of the correspondence
between primitive holomorphic Hilbert modular forms in Sk(n, ω˜) and cuspidal automorphic representations
of GL2(AF ) over a totally reall number field F satisfying the following conditions: the local representations
at infinite places are the discrete series representations Dkj−1 of the lowest weight kj for each j = 1, . . . , n,
the conductor is n, and the central character is trivial on the totally positive elements F∞+ in R
n.
4.4. L-functions.
4.4.1. L-function attached to f . Let f = (f1, · · · , fh) be a primitive holomorphic Hilbert modular form of
weight k, level n, and with a character ω˜. Recall that c(m, f) is defined to be aν(ξ)ξ
−k/2 for any integral
ideal m = ξt−1ν O, and it is 0 for m not integral. The (finite) L-function attached to f is
Lf(s, f) =
∑
m
c(m, f)
N(m)s−k0/2
,
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where m runs through all the integral ideals of F . Let ω∗ be a character of the group of ideals prime to n
defined by ω∗(p) = ω˜(̟p) for all prime ideals p that do not divide n; and let ω
∗(p) = 0 if p divides n. Then,
the L-function has an Euler product,
Lf(s, f) =
∏
p
(
1− c(p, f)N(p)−s+k0/2 + ω∗(p)N(p)k0−1−2s
)−1
.
The product is taken over all the prime ideals p. Define the local factors at infinite places by
Lηj (s, f) = (2π)
−
(
s−
k0−kj
2
)
Γ
(
s−
k0 − kj
2
)
,
and for convenience write
L∞(s, f) =
n∏
j=1
Lηj (s, f) = (2π)
−(s− k0−k2 )Γ
(
s−
k0 − k
2
)
.
Define the completed L-function by
L(s, f) = Lf(s, f)L∞(s, f).
The above definitions are all for ℜ(s)≫ 0. It is part of standard ‘Hecke Theory’ for Hilbert modular forms
that L(s, f) has an analytic continuation to all of C and satisfies a functional equation of the expected kind.
4.4.2. L-functions attached to Π. Recall the definition of the L-function attached to a cuspidal automorphic
representation Π. First recall the GL1-theory. For a Hecke character χ = ⊗vχv, the local L-factors at the
finite places are given by
Lv(s, χv) = (1− χv(̟v)q
−s
v )
−1 if χv is unramified, and
Lv(s, χv) = 1 if χv is ramified.
Define the local L-factors for GL2 as follows: if the local representation Πp at a place p is equivalent to a
principal series representation π(χ1,p, χ2,p), then put
Lp(s,Πp) = Lp(s, χ1,p)Lp(s, χ2,p).
Note that both factors are non-trivial if and only if Πp is spherical. For the other places, define Lp(s,Πp) = 1
for a supercuspidal representation Πp, and
Lp(s,Πp) = Lp(s+ 1/2, χp)
for Πp = StGL2(Fp)⊗χp, the twist of the Steinberg representation StGL2(Fp) by χp. (See, for example, Kudla
[26, Section 3].) At the infinite places, the factors are
Lηj (s,Πηj ) = (2π)
−
(
s+
kj−1
2
)
Γ
(
s+
kj − 1
2
)
.
Again, we use a multi-index notation and write
L∞(s,Π∞) = (2π)
−(s+ k−12 )Γ
(
s+
k − 1
2
)
to mean the product of all Lηj (s,Πηj ). The global L-function attached to Π is
L(s,Π) = ⊗vLv(s,Πv).
The above definitions are all for ℜ(s) ≫ 0. It is part of standard ‘Hecke Theory’, due to Jacquet and
Langlands [22], for cuspidal representations of GL2(A) that L(s,Π) has an analytic continuation to all of C
and satisfies a functional equation of the expected kind.
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4.4.3. Relation between L(s, f) and L(s,Π). Having L-functions attached to a Hilbert cusp form f and to
a cuspidal automorphic representation Π, a natural question to ask is how L(s, f) and L(s,Π(f)) relate to
each other where Π(f) is a representation attached to a primitive cusp form f . The main theorem of this
section is:
Theorem 4.16. Let f ∈ Sk(n, ω˜) be primitive, and Π(f) a cuspidal automorphic representation attached to
f . Then the completed L-functions attached to f and attached to Π(f) satisfy the following relation:
L (s,Π(f)) = L
(
s+
k0 − 1
2
, f
)
,
where k0 = Max{k1, · · · , kn}. The same relation holds between the finite and infinite parts of the two
L-functions.
Proof. Let ℜ(s) ≫ 0. For any place v of F , and any vector Wv in a local Whittaker model W(Π(f)v, ψv),
define a local ζ-integral by
ζv(s,Wv) =
∫
F×v
Wv
(
α
1
)
|α|s−1/2 d×α.
A global ζ-integral is similarly defined for W ∈ W(Π, ψ) as
ζ(s,W ) =
∫
A
×
F
W
(
α
1
)
|α|s−1/2 d×α.
This integral is eulerian, i.e., if the global Whittaker vector W factorizes as W = ⊗Wv into local Whittaker
vectors then
ζ(s,W ) =
∏
v≤∞
ζv(s,Wv).
In particular, take ψ to be the additive character that has been fixed, and Wv the normalized new vector
W ◦v as in Section 4.3. Then, one can show that Lv(s,Π(f)v) = ζv(s,W
◦
v ). (See, for example, Gelbart [13,
Proposition 6.17].) Therefore L(s,Π(f)) =
∏
v Lv(s,Π(f)) =
∏
v ζv(s,W
◦
v ) = ζ(s,W
◦). On the other hand,
we have ∫
A
×
F
/F×
f
(
y
1
)
|y|s−1/2 d×y =
∫
A
×
F
/F×
∑
α∈F×
W ◦
(
αy
1
)
|αy|s−1/2 d×α
=
∫
A
×
F
W ◦
(
α
1
)
|α|s−1/2 d×α.
We recall that A×F /F
× = ∪hν=1t
−1
ν F
×
∞+
∏
O×p (a disjoint union), and it follows that, for any y ∈ A
×
F ,
f
(
y
1
)
|y|s−1/2 = yk/2∞ fν(iy∞)
(
|tν |
−1|y∞|
)s−1/2
,
with a unique ν where y∞ is the infinite part of y and i = (i, . . . , i). Hence
L(s,Π(f)) =
∫
A
×
F /F
×
f
(
y
1
)
|y|s−1/2 d×y
=
h∑
ν=1
∫
F
∞+
fν(iy)y
s+ k−12 |tν |
−(s−1/2) dy
y
.
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Applying the Fourier expansion fν(z) =
∑
ξ aν(ξ) exp(2πiξz), the proof can be completed as follows.
L(s,Π(f)) =
∑
ν,ξ
aν(ξ)ξ
−k/2
(2πξ)s−1/2|tν |−(s−1/2)
∫
F
∞+
e−yys+
k−1
2
dy
y
= (2π)−(s+
k−1
2 )Γ
(
s+
k − 1
2
)∑
m
c(m, f)
N(m)s−1/2
= L
(
s+
k0 − 1
2
, f
)
.
The equality is for ℜ(s)≫ 0. Both sides have analytic continuation to all of C and hence we have equality
everywhere.
From the definitions of the infinite parts of the two L-functions, we see that
L∞(s,Π(f)∞) = L∞
(
s+
k0 − 1
2
, f
)
.
It follows that the same relations hold for the finite part since Lf(s,Π) = L(s,Π)/L∞(s,Π∞), and similarly,
Lf (s, f) = L(s, f)/L∞(s, f). 
4.5. The action of Aut(C) and rationality fields.
4.5.1. The action of Aut(C) on Hilbert modular forms. Let σ be an automorphism of C, and let it act on
Rn =
∏n
j=1 Fηj by permuting the coordinates. Then σ◦η gives another embedding of F into R
n. Considering
σ(ξk) =
∏n
j=1 σ(ηj(ξ))
kj for ξ ∈ F and k ∈ Zn, we can view σ as a permutation of {kj}. We will use this
identification from now on, and denote it as kσ.
Let f be a Hilbert modular form of weight k, level n, with a character ω˜, and write its Fourier expansion
as f(z) =
∑
ξ
aν(ξ) exp(2πiξz). We define f
σ to be
fσ(z) =
∑
ξ
aσν (ξ) exp(2πiξzj),
with aσν (ξ) = σ(aν(ξ)). We have the following
Proposition 4.17 (Shimura, [37]). Let σ ∈ Aut(C). If f ∈ Mk(Γ, ω), then f
σ ∈ Mkσ (Γ, ω
σ), where
ωσ = σ ◦ ω.
In order to attain a similar result in the ade`lic setting, we normalize fσ as follows: For fν ∈ Mk(Γν , ω)
with Γν defined in Section 4.1, put
f [σ]ν = f
σ
ν ·
(
N(tν)
k0/2
)σ
N(tν)
−k0/2,
where k0 = Max{k1, · · · , kn}. If f is a holomorphic Hilbert modular form given as f = (f1, · · · , fh), we
define fσ to be fσ = (f
[σ]
1 , · · · , f
[σ]
h ).
Proposition 4.18 (Shimura, [37]). Let f = (f1, · · · , fh) be in Mk(n, ω˜), and σ ∈ Aut(C). Then f
σ ∈
Mkσ (n, ω˜
σ), and N(m)k0/2c(m, fσ) = (N(m)k0/2c(m, f))σ. Furthermore, fσ is primitive whenever f is.
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4.5.2. Aut(C)-equivariance of the dictionary. Proposition 4.18 guarantees that fσ is a primitive holomorphic
Hilbert modular form if f is. Therefore, by the bijection discussed in Section 4.2 and Section 4.3, there exists
a cuspidal automorphic representation Π(fσ) of a certain type that corresponds to fσ. Now, the question
is: how one can compare the Aut(C)-action on the space of Hilbert modular forms with the Aut(C)-action
on the space of cuspidal automorphic representations? The obvious guess that Π(fσ) = Π(f)σ is not quite
correct; indeed, Π(f)σ may not even be an automorphic representation. The following theorem answers our
question; the proof also includes verifications of some of the arithmetic properties stated in Theorem 1.4.
Theorem 4.19. Let f ∈ Sk(n, ω˜) be primitive, with k = (k1, · · · , kn). Assume that k1 ≡ · · · ≡ kn mod 2.
Then the map f 7→ Π(f) ⊗ | |k0/2 is Aut(C)-equivariant, where k0 = Max{k1, · · · , kn}.
Proof. First, let us note that Π(f) is algebraic if k0 ≡ 0 mod 2, and Π(f) ⊗ | |
1/2 is algebraic when k0 ≡ 1
mod 2; these follow easily from 3.1.5. These cases may be uniformized by considering the twist Π(f)
by | |k0/2 to say that Π(f) ⊗ | |k0/2 is an algebraic cuspidal automorphic representation for all k that
satisfy the parity condition in the hypothesis. Further, if kj ≥ 2 for all j, then Π(f) ⊗ | |
k0/2 is a regular
algebraic cuspidal automorphic representation; this can be seen immediately from 3.1.10 after one notes that
Π(f) ⊗ | |k0/2 ∈ Coh(G,µv), where the weight µ = (µ1, . . . , µn) is given by:
µj =
(
k0 + kj − 2
2
,
k0 − kj + 2
2
)
.
(Let us add a comment about kj ≥ 2. Even in the elliptic modular case, a weight 1 form is not of motivic
type; another facet of the same phenomenon is that the associated representation after twisting by | |1/2 is
algebraic but not regular; or that the associated L-function has no critical points.)
By Theorem 3.10, the representation (Π(f) ⊗ | |k0/2)σ is also a regular algebraic cuspidal automorphic
representation. Let us note that this representation, however, does not have an appropriate central character
to apply the “dictionary.” In order to modify the central character, twist it by | |−k0/2 and consider the
representation Π′ := (Π(f)⊗| |k0/2)σ⊗| |−k0/2. This representation is cuspidal and automorphic, whose local
representations at infinity places are ⊗ηΠ(f)σ−1η, i.e., the permutation of the discrete series representations
{Dkj−1}, and such that the conductor is n, and that the central character is trivial on F∞+ . Therefore, by
Section 4.3, there is a primitive holomorphic Hilbert modular form of weight kσ and level n. It remains to
show that this cusp form is actually fσ, and that the central character of Π′ is ω˜σ.
By Theorem 4.10, it is enough to show that Π′p coincides with Π(f
σ)p for almost all finite places p. In
particular, let p be a place of F that does not divide n. Then, the local representation Π′p at p is a spherical
representation, say induced from χ′1,p and χ
′
2,p, and write it as Π
′
p = π
(
χ′1,p, χ
′
2,p
)
. We use the following
lemma to see these characters more carefully.
Lemma 4.20 (Waldspurger, [41]). Let Π = π(χ1, χ2) be a spherical representation induced from χ1 and χ2,
then σΠ is also spherical, and it is induced from characters defined as | |−1/2σ(χi · | |
1/2), where i = 1, 2.
Let Π(f)p = π(χ1,p, χ2,p). By the lemma above, the characters χ
′
i,p can be described as
χ′i,p = | |
−
k0+1
2
p σ
(
χi,p · | |
k0+1
2
p
)
.
Therefore, a direct computation shows that(
χ′1,p + χ
′
2,p
)
(̟p) = q
−
k0+1
2
p
(
q
k0+1
2
p
)σ (
q
1
2
p c(p, f)
)σ
= q
−
k0−1
2
p
(
q
k0
2
p
)σ
c(p, f)σ
= q
1/2
p c(p, f
σ) by (4.18),
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and
χ′1,p · χ
′
2,p = σ(ω˜).
This says that q
1/2
p
(
χ′1,p + χ
′
2,p
)
(̟p) gives the eigenvalue for the Hecke operator Tp applied to f
σ, which
can be seen by the same computation done in (4.11), and that χ′1,p ·χ
′
2,p is the central character ω˜
σ of Π(fσ).
This completes the proof of Theorem 4.19. 
4.5.3. Rationality fields. Let f be a primitive form in Sk(n, ω˜). Define the rationality field of f as
(4.21) Q(f) := Q({N(m)k0/2c(m, f) : for all integral ideals m}).
This is the field generated over Q by the normalized eigenvalues of f for all the Hecke operators Tm. Shimura
[37, Proposition 2.8] proves that this field is a number field which is in fact generated by N(p)k0/2c(p, f) for
almost all prime ideals p. Further, this number field is either totally real, or a totally imaginary quadratic
extension of a totally real number field.
Let Π = Π(f), and we have checked that Π(f) ⊗ | |k0/2 is a regular cuspidal automorphic representation.
Define the rationality field Q(Π) to be
(4.22) Q(Π) := C{σ∈Aut(C):
σΠf=Πf}.
That is the subfield of C fixed by the group {σ ∈ Aut(C) : σΠf = Πf} of all C-automorphisms which fix Πf .
By strong multiplicity one, σΠf = Πf if and only if
σΠp = Πp for almost all prime ideals p.
Using Proposition 4.18 it is clear that Q(f) is the subfield of C fixed by the group {σ ∈ Aut(C) :
σ(N(m)k0/2c(m, f)) = N(m)k0/2c(m, f))}. It follows that Q(f) = Q(Π(f)).
4.6. Proof of Theorem 1.1 and period relations. The proof Theorem 1.1 is a totally formal consequence
of Theorem 1.2 plus Corollary 1.3, together with properties of the dictionary as in Theorem 1.4; we leave the
details to the reader after observing, as mentioned in the proof of Theorem 4.19 above, that if f ∈ Sk(n, ω˜)
and suppose for convenience that all the weights kj are even, then Π = Π(f) ∈ Coh(G,µ
v) with the highest
weight µ = (µ1, . . . , µn) being given by:
µj = ((kj − 2)/2,−(kj − 2)/2) =: (aj , bj).
Note that Shimura’s periods u(r, f) and our periods pǫ(Π) have different definitions. With this in mind,
it is interesting to see the formal consequences of the fact that these periods appear in the critical values
of the ‘same’ L-function. Using the notation as in Theorem 1.4, when all the weights kj are even integers,
then k0/2 is a critical point for L(s, f), which corresponds to the central critical point 1/2 for L(s,Π(f)).
We have the following consequence:
(2πi)
nk0
2 u(++, f) ∼ (2πi)d∞p++(Π(f)).
where ∼ means up to an element of Q(f)∗ = Q(Π(f))∗. Note that d∞ =
∑
j(aj + 1) = (
∑
j kj)/2. Hence
(4.23) p++(Π(f)) ∼ (2πi)
∑
j(k0−kj)/2 u(++, f).
Twisting by a quadratic character of prescribed signature, one can deduce a similar relation between u(ǫ, f)
and pǫ(Π) for any ǫ ∈ (Z/2Z)n. Similarly, one can deduce period relations when all the weights kj are odd.
References
[1] D. Blasius and J. Rogawski, Motives for Hilbert modular forms. Invent. Math. 114 (1993), no. 1, 55–87.
[2] A. Borel, Cohomologie de SLn et valeurs de fonctions zeta aux points entiers. (French) Ann. Scuola Norm. Sup. Pisa Cl.
Sci. (4) 4 (1977), no. 4, 613–636.
[3] A. Borel, Regularization theorems in Lie algebra cohomology. Applications. Duke Math. J. 50 (1983), no. 3, 605–623.
[4] A. Borel and H. Jacquet, Automorphic forms and automorphic representations. Proc.Sympos. Pure Math., XXXIII,
Automorphic forms, representations and L-functions (Proc. Sympos. Pure Math., Oregon State Univ., Corvallis, Ore.,
1977), Part 1, pp. 189–207, Amer. Math. Soc., Providence, R.I., 1979.
NOTES ON THE ARITHMETIC OF HILBERT MODULAR FORMS 39
[5] A. Borel and N. Wallach, Continuous cohomology, discrete subgroups, and representations of reductive groups. Second
edition. Mathematical Surveys and Monographs, 67. American Mathematical Society, Providence, RI, 2000.
[6] D. Bump, Automorphic forms and representations. Cambridge Studies in Advanced Mathematics, 55. Cambridge Uni-
versity Press, Cambridge, 1997.
[7] L. Clozel, Motifs et formes automorphes: applications du principe de fonctorialite´. (French) [Motives and automorphic
forms: applications of the functoriality principle] Automorphic forms, Shimura varieties, and L-functions, Vol. I (Ann
Arbor, MI, 1988), 77–159, Perspect. Math., 10, Academic Press, Boston, MA, 1990.
[8] J. Cogdell, Lectures on L-functions, converse theorems, and functoriality for GLn. Lectures on automorphic L-functions,
196, Fields Inst. Monogr., 20, Amer. Math. Soc., Providence, RI, 2004.
[9] P. Deligne, Valeurs de fonctions L et pe´riodes d’inte´grales (French), With an appendix by N. Koblitz and A. Ogus. Proc.
Sympos. Pure Math., XXXIII, Automorphic forms, representations and L-functions (Proc. Sympos. Pure Math., Oregon
State Univ., Corvallis, Ore., 1977), Part 2, pp. 313–346, Amer. Math. Soc., Providence, R.I., 1979.
[10] Ze-Li Dou, On the fundamental periods of Hilbert modular forms. Trans. Amer. Math. Soc. 346 (1994), no. 1, 147–158.
[11] E. Freitag, Hilbert modular forms. Springer-Verlag, Berlin, 1990.
[12] P. Garrett, Holomorphic Hilbert modular forms. The Wadsworth & Brooks/Cole Mathematics Series. Wadsworth &
Brooks/Cole Advanced Books & Software, Pacific Grove, CA, 1990.
[13] S. Gelbart, Automorphic forms on adele groups, Annals of Math. Studies, Number 83, Princeton University Press, 1975.
[14] I. Gelfand, M. Graev, and I. Pyatetskii-Shapiro, Representation Theory and Automorphic Functions, W. B. Saunders
Company, Philadelphia, 1969.
[15] E. Ghate, Adjoint L-values and primes of congruence for Hilbert modular forms. Compositio Math. 132 (2002), no. 3,
243–281.
[16] R. Godement, Notes on Jacquet–Langlands’ Theory. Preprint, I.A.S Princeton, (1970).
[17] R. Goodman and N. Wallach, Symmetry, representations, and invariants. Graduate Texts in Mathematics, 255. Springer,
Dordrecht, 2009.
[18] G. Harder, General aspects in the theory of modular symbols. Seminar on number theory, Paris 1981–82 (Paris, 1981/1982),
73–88, Progr. Math., 38, Birkhuser Boston, Boston, MA, 1983.
[19] G. Harder, Lectures on algebraic geometry. I. Sheaves, cohomology of sheaves, and applications to Riemann surfaces.
Aspects of Mathematics, E35. Friedr. Vieweg & Sohn, Wiesbaden, 2008.
[20] M. Harris, L-functions of 2 × 2 unitary groups and factorization of periods of Hilbert modular forms. J. Amer. Math.
Soc. 6 (1993), no. 3, 637–719.
[21] H. Hida, On the critical values of L-functions of GL(2) and GL(2)×GL(2). Duke Math. J. 74 (1994), no. 2, 431–529.
[22] H. Jacquet and R. Langlands, Automorphic Forms on GL2, Lecture Notes in Math. 114, Springer, Berlin, 1970.
[23] D. Kazhdan, B. Mazur, C.-G. Schmidt, Relative modular symbols and Rankin–Selberg convolutions. J. Reine Angew.
Math. 519, 97–141 (2000).
[24] A. Knapp, Local Langlands correspondence: the Archimedean case, Motives (Seattle, WA, 1991), 393410, Proc. Sympos.
Pure Math., 55, Part 2, Amer. Math. Soc., Providence, RI, 1994.
[25] H. Koch, Algebraic number theory. Translated from the 1988 Russian edition. Reprint of the 1992 translation. Springer-
Verlag, Berlin, 1997.
[26] S. Kudla, The local Langlands correspondence: the non-Archimedean case, Motives (Seattle, WA, 1991), 365391, Proc.
Sympos. Pure Math., 55, Part 2, Amer. Math. Soc., Providence, RI, 1994.
[27] J.-P. Labesse and J. Schwermer, On liftings and cusp cohomology of arithmetic groups. Invent. Math., 83, 383–401 (1986).
[28] J. Mahnkopf, Cohomology of arithmetic groups, parabolic subgroups and the special values of L-functions of GLn. J. Inst.
Math. Jussieu. 4, no. 4, 553-637 (2005).
[29] T. Miyake, On automorphic forms on GL2 and Hecke operators. Ann. of Math. (2) 94 (1971), 174–189.
[30] J. Neukirch Algebraic Number Theory. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
Mathematical Sciences], 322. Springer-Verlag, Berlin, 1999.
[31] A. Panchishkin, Non-Archimedean L-Functions of Siegel and Hilbert Modular Forms. Lecture Notes in Mathematics,
1471. Springer-Verlag, Berlin, 1991.
[32] A. Raghuram, On the special values of certain Rankin-Selberg L-functions and applications to odd symmetric power
L-functions of modular forms. Int. Math. Res. Not. IMRN 2010, no. 2, 334–372.
[33] A. Raghuram and F. Shahidi, Functoriality and special values of L-functions. Eisenstein series and applications. 271–293,
Progr. Math., 258, Birkhuser Boston, Boston, MA, 2008.
[34] A. Raghuram and F. Shahidi, On certain period relations for cusp forms on GLn. Int. Math. Res. Not. IMRN 2008, Art.
ID rnn 077, 23 pp.
[35] D. Ramakrishnan, A refinement of the strong multiplicity one theorem for GL(2). Invent. Math. 116 (1994), no. 1-3,
645–649.
[36] R. Schmidt, Some remarks on local newforms for GL(2). J. Ramanujan Math. Soc. 17 (2002), no. 2, 115–147.
40 A. RAGHURAM AND NAOMI TANABE
[37] G. Shimura, The special values of the zeta functions associated with Hilbert modular forms. Duke Math. J. 45 (1978), no.
3, 637–679.
[38] J. Tate, Fourier analysis in number fields and Hecke’s zeta function. 1967 Algebraic Number Theory (Proc. Instructional
Conf., Brighton, 1965) pp. 305–347 Thompson, Washington, D.C.
[39] G. van der Geer, Hilbert modular surfaces. Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics
and Related Areas (3)], 16. Springer-Verlag, Berlin, 1988.
[40] A. Weil, Basic number theory, Die Grundlehren der mathematischen Wissenschaften, Band 144 Springer-Verlag New
York, Inc., New York (1967).
[41] J.-L. Waldspurger, Quelques proprie´te´s arithme´tiques de certaines formes automorphes sur GL(2). Compositio Math. 54,
no. 2, 121–171 (1985).
Department of Mathematics,
Oklahoma State University,
401 Mathematical Sciences,
Stillwater, OK 74078, USA.
araghur@math.okstate.edu
ntanabe@math.okstate.edu
