Abstract: The neural dependency parser submitted by Stanford to the CoNLL Shared Task on parsing Universal Dependencies. Our system uses relatively simple LSTM networks to produce part of speech tags and labeled dependency parses from segmented and tokenized sequences of words. We include a character-based LSTM word representation in addition to pretrained and token-based representations. Our system was ranked first according to all relevant metrics for the system.
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Abstract: Builds off recent work in dependency parsing using neural attention in a simple graph-based dependency parser with biaffine classifiers. Our parser is the highest-performing graph-based parser on standard treebanks for six different languages, gettin SotA or near SotA performance on all of them. We also show which hyperparameter choices had a significant effect on parsing accuracy, allowing us to achieve large gains over similar approaches.
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