Abstract: We show that if the Lyapunov exponents of a linear delay equation = L( ) are limits, then the same happens with the exponential growth rates of the solutions to the equation = L( ) + ( ) for any sufficiently small perturbation .
Introduction
We show that the asymptotic exponential behavior of the solutions to a linear delay equation persists under sufficiently small perturbations. More precisely, under the assumption that all Lyapunov exponents are limits, we show that the asymptotic exponential behavior of the solutions to the linear equation
in a Banach space is reproduced exactly by the solutions to the nonlinear equation
for any sufficiently small perturbation (see (3) for the precise assumption), in the sense that for any solution to equation ( for some δ > 0. Condition (3) has the advantage that it can be verified without any a priori knowledge of the solutions.
In the particular case of perturbations of a differential equation = A with constant coefficients (for which the Lyapunov exponents are always limits), a related result can be found in Coppel's book [4] . Earlier results were obtained by Perron [9] , Lettenmeyer [7] , and Hartman and Wintner [6] . Corresponding results for perturbations of autonomous delay equations = L were obtained by Pituk [10, 11] (for values in C and finite delay) and Matsui, Matsunaga and Murakami [8] (for values in a Banach space and infinite delay). Related results for perturbations of autonomous difference equations were first obtained by Coffman [3] . for every ∈ R. Then for each ( φ) ∈ R × D there is a unique solution ( · φ), ≥ , to equation (1) with ( · φ) = φ, see for example [5] . We define the evolution operator T ( ) :
Standing assumptions and exponential behavior
It is convenient to extend the domain of T ( ) to a space that contains some discontinuous functions. For this we write L( ) in the form
for some linear operators η( θ) measurable in ( θ) ∈ R × [− 0] and continuous from the left in θ. We also set It can be shown that for each ( φ) ∈ R × D there is a unique solution ( · φ) ∈ D for ≥ with ( · φ) = φ to the integral equation obtained from equation (1), see [5] for a related discussion. We also consider the evolution operator
We note that T ( )|D = T ( ). For simplicity of the notation, from now on we shall denote T ( ) simply by T ( ).
We always assume that the evolution operator is invertible and that it is in block form, with each block corresponding to a Lyapunov exponent λ( ) = lim sup
for some ∈ D. More precisely, we assume that there exist decompositions
for ≥ 0, and real numbers λ 1 < < λ such that H1 for each ≥ 0 and = 1 ,
H2 given ε > 0, there exists ρ > 0 such that
for every ≥ ≥ 0, = 1 and ∈ F ( );
H3 for each = 1 the projections P ( ) associated to the decomposition (5) satisfy
We note that for ordinary differential equations in finite-dimensional spaces, conditions H1-H3 are automatically satisfied when the coefficients L( ) are constant or periodic (as a consequence of Floquet theory) and, more generally, when the equation is reducible (that is, kinematically similar to an equation with constant coefficients; this means that there exists a coordinate change transforming equation (1) into an equation with constant coefficients preserving the values λ of the Lyapunov exponents and the subexponential behavior of the norms of the projections P ( ) as required in (7)). In the general nonautonomous case, further motivation for conditions H1-H3 comes from ergodic theory. Namely, consider a flow ( ) ∈R defined by an autonomous equation = ( ) preserving a finite measure µ. This means that µ( (A)) = µ(A) for any measurable set A and any ∈ R. Then the trajectory ( ) of µ-almost every point gives rise to a linear variational equation = A ( ) with A ( ) = ( ) satisfying conditions H1-H3 (again up to a coordinate change that preserves the values of the Lyapunov exponents and the subexponential behavior of the norms of the associated projections). In particular, it follows from (6) that
In other words, there exists a uniform behavior of the Lyapunov exponent in each set G ( ). We refer the reader to the books [1, 2] for details and references (also for the infinite-dimensional setting).
Given a number ∈ R that is not a Lyapunov exponent λ , we consider the decompositions
where
be the projections associated to the decomposition (8). Take also < < such that the interval [ ] contains no Lyapunov exponent λ .
Proposition 2.1.
The following properties hold:
for every ≥ 0.
Proof. The last property in the proposition is a simple consequence of condition H3 and (9). Moreover, properties 1. and 2. follow readily from the remaining assumptions. Indeed, by the second inequality in (6) we have
for ≥ and ≤ . Similarly, by the first inequality in (6) we have
for ≤ and ≥ + 1. This allows us to choose and as desired.
In particular, taking > λ it follows from (10) that given ε > 0, there exists N = N(ε) > 0 such that
A nonautonomous Perron-type theorem
In this section we consider the nonlinear equation
for some continuous function : R × D → D, where (X 0 )(0) = and (X 0 )(θ) = 0 for θ < 0. The following is our main result.
Theorem 3.1.
Let be a solution to equation (13) such that
for some continuous function γ : R → R satisfying
for some δ > 0. Then one of the following alternatives hold:
• = 0 for all sufficiently large ;
• there exists ∈ {1 } such that
Proof. We first establish an auxiliary result. Take ε = δ/6.
Lemma 3.2.
We have
for all ≥ . Hence, given > 0, there exists C = C ( ) > 0 such that
for all integers ≥ / and all ≤ ≤ ( + 1) .
Proof of the lemma. By (13), it follows from (12) and (14) that
and hence,
By Gronwall's lemma, this yields property (17). By (15), we have
It follows from (17) that (18) holds with C = N exp(NS) max{1 }.
Now let ∈ R be as in Section 2. We consider the norm
for each ≥ 0 and ∈ D. We have
and one can easily verify that
For ≥ we have
Proof of the lemma. For ≥ we have
This completes the proof of the lemma.
Now let be a solution to equation (13). Using the decomposition in (8), one can write = + , where
= P( ) and = Q( ) By (13), we have
Lemma 3.4.
One of the following alternatives holds:
and
By (21) and (23), it follows from (27) that for ≥ ,
and hence, by (11) and (12),
On the other hand, by Lemma 3.2, for ≤ ( + 1) we obtain
By (20) and (21), we find that for ≤ ≤ ( + 1) ,
for some constant D 1 > 0. By (26) and (22), it follows from similar estimates that for ≥ ,
By (30), we obtain that for ≤ ≤ ( + 1) ,
for some constant D 2 > 0. Inequalities (29) and (31) Since β < α, we find that
provided that δ is sufficiently small. This shows that (40) holds. Thus, we showed that if (35) fails, then (36) holds. As a consequence, we have the following two cases. 
The last inequality implies that if β + 2Dη ≥ 1, then
In both cases, we obtain lim sup
and since η > 0 is arbitrary,
provided that ε is sufficiently small. This yields (24a). Now we establish (24b). We note that > 0 for all large , Together with (32), this yields that for all large ,
Taking limsup on both sides and using (28), we obtain S ≥ (α/β)S. Since α/β > 1, see (34), this implies that S = 0, and (24b) holds. Case 2. Now assume that (36) holds. We show that (25a) and (25b) hold. Given η such that 0 < η < α/(2D), take 0 such that γ < η and < for all ≥ 0 . By (32), we find that for ≥ 0 , 
In both cases, we obtain lim inf
and letting η → 0,
provided that ε is sufficiently small. This yields (25a). Now we establish (25b). We define R = lim sup →+∞ By (36), we have 0 ≤ R ≤ 1. It follows from (36) in (32) that for all large ,
Together with (33), this yields that for all large ,
Taking limsup on both sides and using (28), we obtain R ≤ (β/α)R. Since β/α < 1, this implies that R = 0, and (25b) holds.
We proceed with the proof of the theorem. Let be a solution to equation (13) satisfying the hypotheses of the theorem. If = 0 for some , then it follows from (17) that = 0 for all ≥ , and hence, the first alternative in the theorem holds. Now let us assume that = 0 for all ≥ . Take real numbers such that 
for each ≥ 0. Let also P( ) Q( ) and R( ) be the projections associated to this decomposition.
Theorem 3.5.
Let be a solution to equation ( 
Similarly, by (43), for all sufficiently large ,
By (19), since > , we have 
Using (47) and (48) Theorem 3.7 can be seen as a criterion for the persistence of the (Lyapunov) spectrum of a linear delay equation.
