Abstract-This letter presents the complexity study of multipleinput multiple-output (MIMO) detection in a multiple-user scenario. For variable-complexity MIMO detection in multiple-user systems, the complexity outage probability, defined as the probability of event that the complexity exceeds some complexity constraint, is proved to have a Chernoff-type upper bound that decays exponentially with an increasing number of users. The closed-form expression of such a Chernoff-type upper bound is also derived.
I. INTRODUCTION
A S a research field closely related to signal processing, communication, and coding theory, multiple-input multiple-output (MIMO) detection has already attracted much attention from academics. To evaluate the applicability of detection algorithms, many previous works [1] - [4] involved analyses of the complexity of MIMO detection. In [1] , the expected complexity of the sphere-decoding (SD) algorithm averaged over the noise and the lattice was studied. The first attempt to analyze the SD complexity distribution in terms of tail exponents was made in [3] . According to [4] , the SD complexity exponent was introduced to describe the computational power required by the SD algorithm to achieve the decoding performance arbitrarily close to the optimal. In fact, the tail exponent and the complexity exponent of SD investigated in [3] and [4] were defined on the basis of the complexity outage probability of SD. The complexity outage probability of MIMO detection, describing computational outages, will inevitably have an impact on detection error probability, when time-limited implementation is required [4] . Thus the complexity outage probability lays a foundation of investigating the complexity of MIMO detection and plays a vital role in evaluating how much computational power should be reserved for certain detection performance.
To the authors' knowledge, most studies on the complexity of MIMO detection were based on single-user assumption [1] - [4] . On the other hand, for multiple-user scenarios, previous literatures mainly focused on analyzing multi-user diversity ( [5] and references therein). Only a few works investigated the complexity of MIMO detection in multiple-user scenarios (see [6] , [7] ). However, these works concentrated on certain detection schemes. Thus the results obtained therein were only suitable for a limited number of cases. In this letter, we focus on the complexity of MIMO detection in a multiple-user scenario, aiming to attain outcomes available for general variable-complexity MIMO detectors.
The main contributions of this work may be summarized as follows:
• It proves that, for general variable-complexity MIMO detectors in multiple-user systems, the complexity outage probability has a Chernoff-type upper bound that decreases exponentially with an increasing number of users.
• The closed-form expression of the above Chernoff-type upper bound is derived, which has a unified form for all the variable-complexity MIMO detectors. However, different detectors will get different results from this expression due to these detectors' own features. Thus we can characterize and compare different MIMO detectors in multiple-user scenarios under the framework of the Chernoff-type upper bound.
II. MIMO DETECTION IN A MULTIPLE-USER SCENARIO

A. System Model and Complexity Model
Consider that a multiple-access system with users (e.g., the base station system ( [8] , Ch.1.4)) employs the spatial-multiplexing MIMO technology for its uplink (a.k.a. reverse-link), where every user transmits uplink signals with antennas and a receiver detects the uplink signals with antennas. Owing to the technologies of multiple-access, e.g., time-division multiple-access (TDMA) and frequency-division multiple-access (FDMA) ( [8] , Ch.14.2), the uplink signals from different users arriving at the uplink receiver are uncorrelated. Therefore, centralized processing can be applied at the receiving side of uplink, which means that for each user a variable-complexity MIMO detection algorithm can be performed independently but multiple users' detection algorithms share computational power. In other words, MIMO detection for users is executed in a centralized but not joint fashion. 
For instance, if the algorithm is SD for which the complexity is always measured by the number of nodes visited in the search tree [1] , [2] , we shall get and . Because to obtain the estimate of transmit vector , SD at least needs to visit nodes of the search tree, and there are at most nodes on the search tree where .
B. Complexity Constraint and Complexity Outage
In practical systems, subjected to the capability of hardware, users' signal detection should be limited in a certain time period to satisfy real time processing requirement. For example, the receiver of base station always has to finish detecting the uplink signals from all users in one radio frame. Such time period is also known as the run-time limit [4] . When the execution time of a detection algorithm exceeds the run-time limit, the algorithm will be forced to terminate which leads to an increased detection error probability. Since the run-time of the algorithm hinges on the complexity of that algorithm, the run-time limit actually imposes a complexity constraint on the algorithm, see (2) below.
If the complexity is constrained in our considered multipleuser deployment where the computational power at receiving side is shared by users, it would be in the form as (2) where is the complexity constraint of all users, denotes the complexity constraint per user and is the empirical mean of . In a multiple-user scenario, although the complexity constraint is placed on the sum complexity of all users, the error 1 It is because that the algorithm may be a heuristic search (e.g., SD) or equipped with a channel adaptive detecting strategy (e.g., [9] ). probability needs to be acceptable to each user. Let be the event that, without any complexity constraint, the MIMO detection algorithm obtains an error result for , i.e., , while its probability is called the error probability of the -th user and equals . Hence, the error probability of the -th user by taking the complexity constraint into consideration can be written as (3) where is the error event of the -th user under the complexity constraint (CC) of (2), denotes the complexity outage event of MIMO detection algorithm when the sum complexity, , exceeds the complexity constraint, (i.e., ), and is the complement of the event. The inequality follows from . The above leads to the below result.
Theorem 1: Define as the performance gap between the error probabilities of MIMO detection algorithm with and without complexity constraint for the -th user. It can be obtained that (4) where actually quantifies the performance loss owing to the impact of the complexity constraint.
Proof: (4) can be derived by substituting (3) into the definition of .
III. COMPLEXITY OUTAGE PROBABILITY
Another important result of this study, which reflects the property of complexity outage probability, can be derived as follows.
Theorem 2: If with denoting any one of , the complexity outage probability has a Chernoff-type upper bound given as (5) where (6) Proof: See the Appendix. From (6) , it is known that is determined by and . Define and . Substituting into (6) yields (7) Based on the definition of , the condition in Theorem 2 is equivalent to . Note that (7) can be illustrated by Fig. 1 .
Hence the following corollary can be given.
Corollary 1:
If approaches zero (i.e., ), would grow infinitely large and thus (which equals ) would decrease dramatically, which in turn implies shall be considerably small.
IV. DISCUSSIONS AND NUMERICAL RESULTS
By combining Theorems 1 and 2, it can be deduced that owing to the impact of the complexity constraint, the performance gap is upper-bounded by that decays exponentially with an increasing number of users , when the complexity constraint per user is fixed. Thus, increasing the number of users, , could weaken the impact of the complexity constraint. This finding reflects a special benefit of the centralized processing (via sharing the computational power) of MIMO detection for multiple users.
In fact, for different MIMO detection algorithms, due to their respective features, the Chernoff-type upper bound of complexity outage probability would act differently in practice. We will use to characterize and compare several representative algorithms of MIMO detection in a multiple-user scenario as follows.
A. Beneficial Cases
The MIMO detection algorithms are called beneficial cases if really implies benefit for them. 1) SD Algorithm [1] , [2] , [11] : For SD, it is generally proposed to set the radius based on the noise variance as [1] , [2] . In this case, the complexity statistics of SD changes with , and so does the value of . To verify this as well as to show that SD is a so-called beneficial case, a simulation is performed in which SD algorithm employs the depth-first search with Schnorr-Euchner strategy [11] , and the Babai points (i.e., the first node in ( [11] , Eq. (15))) are always visited no matter whether they fall inside the sphere or not so as to guarantee at least one estimate of is obtained. Then, the curves of SD algorithm that change with given ; 2 2 and 4 4 denote the settings of MIMO channel, while QPSK and 16QAM are the modulation schemes. complexity of SD measured by the number of nodes visited in the search tree [2] , satisfies and . Our simulation focuses on of SD which is the key item determining . The numerical results are presented in Fig. 2 , from which it can be observed that grows as (i.e., signal-to-noise ratio, (SNR)) increases. The trend that approaches 1 can be seen at SNR around 15 dB and 25 dB for QPSK and 16QAM cases, respectively. Therefore, it can be expected that SD could have small such that decreases sharply with , especially when SNR is large.
2) Threshold Receiver (TR) Algorithm [9] : By comparing the condition number of channel matrix with a dedicated threshold , the TR algorithm [9] selects zero-forcing (ZF) estimate or maximum likelihood (ML) detection to detect signals. If , ML detection with fixed complexity will be selected by TR; otherwise, the ZF estimate with fixed complexity will be chosen. Thus, as a random variable, the complexity of TR, denoted by , has two possible values that are independent of noise, i.e., . Applying the framework of this study, we get . Fig. 3 presents the curves of for Rayleigh and Ricean fading 4 4 MIMO channel. It can be known that of TR shall grow as the threshold increases and TR can have small such that decreases sharply with , especially when is large.
In summary, for these beneficial cases, when a fixed complexity constraint is set and the condition " approaches zero" can be satisfied, e.g., SNR is high enough in 1) or is large enough in 2), would become considerably small with the increase of because the upper bound decays exponentially. Therefore the negative impact of the complexity constraint could be eased by increasing the number of users in centralized processing systems.
B. Non-Beneficial Cases
If the probability of MIMO detection algorithms is hard to clarify and investigate, or tends to zero, the upper bound will become meaningless, and these algorithms would be the non-beneficial cases. In other words, increasing the number of users can hardly weaken the impact of the complexity constraint for non-beneficial cases of algorithms. For example, to the authors' knowledge, it is still difficult to clarify and investigate the probability of the semidefinite relaxation (SDR) detector algorithm [12] .
V. CONCLUSION
By analyzing the complexity outage probability, we gained an insight into the complexity of variable-complexity MIMO detection in a multiple-user scenario and revealed a special benefit underlying the centralized processing of variable-complexity MIMO detection for multiple users.
APPENDIX PROOF OF THEOREM 2
To start the analysis, with , define the random variables below (8) where and are the minimum and maximum values of as in (1), respectively. It is apparent that and . Moreover, we can get , and thus which yields
As an upper bound of is easier to be analyzed. Hence, we turn to investigate . Let denote any one of , which has the mean , where denotes expectation. For any with positive real number , by solving the equation obtained from ( [10] , (2.1-192)), (10) where is unknown and satisfies . The solution of the above equation, denoted by , is Then, the Chernoff bound of can be obtained as ( [10] , (2.1-193)) (11) where . Let
Since , we would get
Meanwhile, as long as , it holds that , because and is a monotonic decreasing function of .
From (9), (11) and (12), we further have
Since is the Chernoff bound of , we call the Chernoff-type upper bound of in this letter.
