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Abstract
LetG be a unicyclic graph with n vertices and the unique cycleC,A(G) andN(G) its adja-
cency matrix and neighborhood matrix, respectively, and α a scalar. We obtain an algorithm
for computing the determinant of αIn + A(G) which uses O(n) space and O(n) arithmetic
operations for δ  √n, where δ = min{dG(x) : x ∈ V (C)}. Applications include computing
the determinants of A(G) and N(G), and computing the characteristic polynomial of A(G).
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1. Introduction
Let G = (V ,E) be an undirected graph with vertices V = (v1, . . . , vn) and edge
set E. Edges occur only between pairs of distinct vertices, and between any pair
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of vertices there is at most one edge. We denote by dG(x) the degree of x ∈ V (G)
in G, and by NG(x) the set of vertices adjacent to x in G. For any set S of verti-
ces, NG(S) =⋃x∈S NG(x) and, its boundary is B(S) = NG(S)− S. The adjacency
matrix A(G) = [aij ] of G is the n× n 0–1 matrix for which aij = 1 if and only if
vi is adjacent to vj (that is, there is an edge between vi and vj ). The neighbor-
hood matrix of G, which we denote with N(G), is obtained by placing 1’s along the
diagonal of the adjacency matrix (i.e. N(G) = A(G)+ In). For a graph G, we let
detA(G) and detN(G) denote the determinants of its adjacency matrix and its neigh-
borhood matrix, respectively. The characteristic polynomial of any square matrix M
is the degree-n polynomial p(λ) = det(M − λIn) and its roots in C are called the
eigenvalues of M . For the adjacency matrix A(G) of a graph G, we call p(λ) =
det(A(G)− λI) the characteristic polynomial of G. In this paper, a graph is always
a unicyclic graph (i.e., a connected graph, which has unique cycle). A cycle C is
called a k-cycle if |V (C)| = k.
It is easy to see that a traditional row reduction method to compute the deter-
minant of an n× n matrix takes O(n3) steps. Using methods based on fast matrix
multiplication algorithms [1], the determinant can be computed in O(n2+) steps,
where  > 0. There have been several investigations involving the matrices obtained
from graphs. For example, several researchers [3,6,10,5] have studied the rank of a
graph’s adjacency matrix. In 1997, Jacobs and Trevisan [7] obtained a simple, ele-
gant algorithm to compute the detN(T ) of a tree T of order n that operates directly
on the tree and uses O(n) space and O(n) arithmetic operations.
There are several methods to compute the characteristic polynomial p(λ). The
problem we are interested in is obtaining the exact coefficients of p(λ), which are
integer numbers, and not their approximation using a numerical procedure. Proce-
dures returning exact values are called algebraic or symbolic. Wilkinson [11] presents
a recursive algorithm such that for any matrix M , its characteristic polynomial p(λ)
can be constructed in O(n3) scalar multiplications. The question that remains unan-
swered is whether we can do better. As usual, what we do is to reduce the class of
matrices, that is, we consider a subset of matrices and see whether for this subset the
problem is easier.
In [4,7] a method was proposed that operated directly on the tree. The proce-
dure has been refined in [8], using techniques to simplify the polynomial arithmetic.
The resulting algorithm requires O(n2 log(n)) operations to compute the character-
istic polynomial of an n-vertex tree. In [9], Jacobs et al. outline an algorithm that
compute the characteristic polynomial of a tree’s adjacency matrix in O(n2) opera-
tions.
The purpose of this paper is to present an algorithm in O(n) space and O(n)
operations for computing the determinant, over a field F , of the matrix A(G)+ αIn
of a unicyclic graph G with n vertices, for arbitrary α ∈ F . As special cases, we
obtain a linear-time algorithms for the determinants of the adjacency and neighbor-
hood matrix, by taking α = 0 and α = 1. Furthermore, we can also compute the
characteristic polynomial of A(G) in O(n2) operations.
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2. Lemmas
Our first goal is to discuss some properties of det(A(G)+ αIn), where G is a
unicyclic graph. In the following, we write p(G, α) = det(A(G)+ αIn) for the adja-
cency matrix A(G) of a graph G and p(∅, α) = 1, where ∅ denotes an empty graph.
Lemma 1. If G is a graph having connected components G1,G2, . . . ,Gk. Then
p(G, α) =
k∏
i=1
p(Gi, α).
Proof. It is well known that the determinant of a matrix M consisting of blocks
M1,M2, . . . ,Mk along the diagonal is
∏k
i=1 detMi . The proof is completed. 
Lemma 2. Let G be a graph with a leaf v whose only neighbor is w. Then
p(G, α) = αp(G− {v}, α)− p(G− {v,w}, α). (1)
Proof. We assume the vertices v1, v2, . . . , vn of G have been ordered and v = v1,
w = v2. Let p(G− {v1, v2}, α) = |B|, where B = A(G− {v1, v2})+ αIn−2. Thus,
expanding along first row of the determinant p(G, α), it follows that
p(G, α) =
∣∣∣∣∣∣
α 1 0
1 α B1
0 B2 B
∣∣∣∣∣∣
n
= α
∣∣∣∣ α B1B2 B
∣∣∣∣
n−1
−
∣∣∣∣1 B10 B
∣∣∣∣
n−1
= αp(G− {v}, α)− p(G− {v,w}, α).
The proof is completed. 
Lemma 3. Let T be a tree having n vertices. Then for any vertex v ∈ V (T ), we
have
p(T , α) = αp(T − {v}, α)−
∑
z∈NT (v)
p(T − {v, z}, α), (2)
where NT (v) is the neighbor set of v in T .
Proof. By induction on n, the order of p(T , α). When n = 2, both sides of (2) are
α2 − 1 since p(∅, α) = 1, (2) holds by Lemma 2. Assume the hypothesis for all
trees having l vertices with l < n, and let T be a tree having n vertices. For any
vertex v ∈ V (T ), let NT (v) be the neighbor set of v in T . In the following we write
p(G, α) = p(G). Since T is a tree, there is some vertex u having degree 1. Let w be
its only neighbor. We now consider four cases.
Case 1: v = u.
In this case, equality (2) holds by Lemma 2.
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Case 2: v = w.
Since T − {u} and T − {u, v} are trees or forests, our induction hypothesis
applies to T − {u} and T − {u, v} by Lemma 1. Note that u is an isolated vertex in
T − {v}, hence αp(T − {u, v}) = p(T − {v}) and∑z∈NT−{u}(v) αp(T − {u, v, z}) =∑
z∈NT−{u}(v) p(T − {v, z}) by Lemma 1. By Lemma 2, we have
p(T )= αp(T − {u})− p(T − {u, v})
= α
(
αp(T − {u, v})−
∑
z∈NT−{u}(v)
p(T − {u, v, z})
)
− p(T − {u, v})
= α2p(T − {u, v})−
∑
z∈NT−{u}(v)
αp(T − {u, v, z})− p(T − {u, v})
= αp(T − {v})−
∑
z∈NT−{u}(v)
p(T − {v, z})− p(T − {u, v})
= αp(T − {v})−
∑
z∈NT (v)
p(T − {v, z}).
Case 3: v /= u, v /= w, NT (u) ∩NT (v) /= ∅.
In this case, NT (v) = NT−{u}(v) /= NT−{u,w}(v). Our induction hypothesis ap-
plies to T − {u} and T − {u,w}. Note that αp(T − {u, v})− p(T − {u,w, v}) =
p(T − {v}), αp(T − {u, v, z})− p(T − {u,w, v, z}) = p(T − {v, z}) (z /= w) by
Lemma 2 and αp(T − {u,w, v}) = p(T − {v,w}) by Lemma 1. Thus, by Lemma
2, it follows that
p(T ) = αp(T − {u})− p(T − {u,w})
= α
(
αp(T − {u, v})−
∑
z∈NT−{u}(v)
p(T − {u, v, z})
)
−
(
αp(T − {u,w, v})−
∑
z∈NT−{u,w}(v)
p(T − {u,w, v, z})
)
= α(αp(T − {u, v})− p(T − {u,w, v}))
−
∑
z∈NT−{u,w}(v)
(αp(T − {u, v, z})− p(T − {u,w, v, z}))
−αp(T − {u,w, v})
= αp(T − {v})−
∑
z∈NT−{u,w}(v)
p(T − {v, z})− p(T − {v,w})
= αp(T − {v})−
∑
z∈NT (v)
p(T − {v, z}).
J. Li / Linear Algebra and its Applications 394 (2005) 201–216 205
Case 4: v /= u, v /= w, NT (u) ∩NT (v) = ∅.
In this case, NT (v) = NT−{u}(v) = NT−{u,w}(v). Similar to Case 3, we have
p(T ) = αp(T − {u})− p(T − {u,w})
= α
(
αp(T − {u, v})−
∑
z∈NT−{u}(v)
p(T − {u, v, z})
)
−
(
αp(T − {u,w, v})−
∑
z∈NT−{u,w}(v)
p(T − {u,w, v, z})
)
= α(αp(T − {u, v})− p(T − {u,w, v}))
−
∑
z∈NT (v)
(αp(T − {u, v, z})− p(T − {u,w, v, z}))
= αp(T − {v})−
∑
z∈NT (v)
p(T − {v, z}).
Our proof is completed. 
Let a(x) denote the value of det(A(Tx)+ αI) of the subtree Tx of a tree, rooted
at x, of a tree T , then for any vertex v ∈ V (T ) equality (2) can be denoted by the
following:
p(T ) = α
∏
u∈NT (v)
a(u)−
∑
w∈NT (v)
( ∏
u∈NT (v)\{w}
a(u)
)( ∏
z∈NT (w)
a(z)
)
.
Lemma 4. Let Cn be a cycle of length n, then
p(Cn, α) = αp(Pn−1, α)− 2p(Pn−2, α)+ (−1)n+12, (3)
where Pi is a path with i vertices.
Proof. We assume the vertices v1, v2, . . . , vn ofCn have been ordered. Thus, expand-
ing along first row of the p(Cn, α), it follows that
p(Cn, α) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
α 1 0 0 0 · · · 0 0 1
1 α 1 0 0 · · · 0 0 0
0 1 α 1 0 · · · 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 0 · · · 1 α 1
1 0 0 0 0 · · · 0 1 α
∣∣∣∣∣∣∣∣∣∣∣∣∣
n
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= α
∣∣∣∣∣∣∣∣∣∣∣∣∣
α 1 0 0 · · · 0 0 0
1 α 1 0 · · · 0 0 0
0 1 α 1 · · · 0 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · 1 α 1
0 0 0 0 · · · 0 1 α
∣∣∣∣∣∣∣∣∣∣∣∣∣
n−1
−
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 0 0 · · · 0 0
0 α 1 0 · · · 0 0
0 1 α 1 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · α 1
1 0 0 0 · · · 1 α
∣∣∣∣∣∣∣∣∣∣∣∣∣
n−1
+ (−1)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 α 1 0 0 · · · 0 0
0 1 α 1 0 · · · 0 0
0 0 1 α 1 · · · 0 0
...
...
...
...
...
...
...
0 0 0 0 0 · · · 1 α
1 0 0 0 0 · · · 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= αp(Pn−1, α)−


∣∣∣∣∣∣∣∣∣∣∣
α 1 · · · 0 0
1 α · · · 0 0
...
...
...
...
0 0 · · · α 1
0 0 · · · 1 α
∣∣∣∣∣∣∣∣∣∣∣
n−2
+ (−1)n
∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0 0
α 1 · · · 0 0
1 α · · · 0 0
...
...
...
...
0 0 · · · α 1
∣∣∣∣∣∣∣∣∣∣∣


+ (−1)n+1


∣∣∣∣∣∣∣∣∣∣∣
1 α · · · 0 0
0 1 · · · 0 0
...
...
...
...
0 0 · · · 1 α
0 0 · · · 0 1
∣∣∣∣∣∣∣∣∣∣∣
n−2
+ (−1)n
∣∣∣∣∣∣∣∣∣∣∣
α 1 · · · 0 0
1 α · · · 0 0
...
...
...
...
0 0 · · · α 1
0 0 · · · 1 α
∣∣∣∣∣∣∣∣∣∣∣


= αp(Pn−1, α)− 2p(Pn−2, α)+ (−1)n+12.
The proof is completed. 
Lemma 5. Let G be a unicyclic graph having n vertices, C the unique cycle with
|V (C)| = k of G, where 3  k  n. Then for any vertex v ∈ V (C), the following
equality holds:
p(G, α) = αp(G− {v}, α)−
∑
z∈NG(v)
p(G− {v, z}, α)
+ (−1)k+12p(G− V (C), α), (4)
where NG(v) is the neighbor set of v in G.
Proof. By induction on n, the order of p(G, α). When n = 3, G is the cycle C3.
Note that p(∅, α) = 1 and if G is an isolated vertex graph p(G, α) = α, the equal-
ity (4) holds by Lemma 4. Assume the hypothesis for all unicyclic graphs having
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l vertices with l < n, and let G be a unicyclic graph having n vertices. For any
vertex v ∈ V (C), let NG(v) be the neighbor set of v in G. In the following we write
p(G, α) = p(G). We now consider two cases.
Case 1: k = n.
In this case,G is a cycleCn = C. Note that p(G− V (C)) = p(∅) = 1, the equal-
ity (4) holds by Lemma 4.
Case 2: k < n.
In this case, since G is a unicyclic graph, there exists a vertex u having degree 1.
Let U = {x : x ∈ V (G), dG(x) = 1, NG(x) ∩ V (C) = ∅}, where dG(x) denotes the
degree of x in G. We now consider two subcases.
Subcase 2.1: U /= ∅.
Since U /= ∅, there exists a vertex u ∈ U having an only neighbor w such that
{w} ∩ V (C) = ∅. Note that subgraphs G− {u} and G− {u,w} of G must be unicy-
clic graphs of order < n. Our induction hypothesis applies to G− {u} and
G− {u,w}. Note that p(G− {v}) = αp(G− {u, v})− p(G− {u,w, v}), p(G
− V (C)) = αp(G− {u} ∪ V (C))− p(G− {u,w} ∪ V (C)), and ∑z∈NG(v) p(G−{v, z}) =∑z∈NG(v)(αp(G− {u, v, z})− p(G− {u,w, v, z})) by Lemma 2 and
NG(v) = NG−{u}(v) = NG−{u,w}(v). Thus, by Lemma 2, for any vertex v ∈ V (C)
it follows that
p(G) = αp(G− {u})− p(G− {u,w})
= α
(
αp(G− {u, v})−
∑
z∈NG−{u}(v)
p(G− {u, v, z})
+ (−1)k+12p(G− {u} ∪ V (C))
)
−
(
αp(G− {u,w, v})−
∑
z∈NG−{u,w}(v)
p(G− {u,w, v, z})
+ (−1)k+12p(G− {u,w} ∪ V (C))
)
= α(αp(G− {u, v})− p(G− {u,w, v}))
−
∑
z∈NG(v)
(αp(G− {u, v, z})− p(G− {u,w, v, z}))
+ (−1)k+12(αp(G− {u} ∪ V (C))− p(G− {u,w} ∪ V (C)))
= αp(G− {v})−
∑
z∈NG(v)
p(G− {v, z})+ (−1)k+12p(G− V (C)).
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Subcase 2.2: U = ∅.
Since U = ∅, for all vertices u with dG(u) = 1, its only neighbor w ∈ V (C).
Taking a vertex u ∈ V (G) with dG(u) = 1 and w ∈ NG(u), for any vertex v ∈ V (C)
there are three subcases.
Subcase 2.2.1: v = w.
Note that u is an isolated vertex in G− {v}, hence αp(G− {u, v}) = p(G−
{v}), αp((G− {u})− V (C)) = p(G− V (C)) and ∑z∈NG(v) αp(G− {u, v, z}) =∑
z∈NG(v) p(G− {v, z}) (z /= u) by Lemma 1. Our induction hypothesis applies to
G− {u}. Thus, it follows that
p(G) = αp(G− {u})− p(G− {u, v})
= α
(
αp(G− {u, v})−
∑
z∈NG(v)−{u}
p(G− {u, v, z})
+ (−1)k+12p((G− {u})− V (C))
)
− p(G− {u, v})
= αp(G− {v})−
∑
z∈NG(v)
p(G− {v, z})+ (−1)k+12p(G− V (C)).
Subcase 2.2.2: v /= w,NG(u) ∩NG(v) /= ∅.
In this case,NG(v) = NG−{u}(v) /= NG−{u,w}(v). Note that u is an isolated vertex
inG− {w} andG−V (C), hence αp(G− {u, v,w}) = p(G− {v,w}) and αp((G−
{u})− V (C)) = p(G− V (C)) by Lemma 1. Our induction hypothesis applies to
G− {u} and Lemma 3 applies to G− {u,w} (G− {u,w} must be a tree or forest).
Thus, it follows that
p(G) = αp(G− {u})− p(G− {u,w})
= α
(
αp(G− {u, v})−
∑
z∈NG−{u}(v)
p(G− {u, v, z})
+ (−1)k+12p(G− {u} ∪ V (C))
)
−
(
αp(G− {u,w, v})−
∑
z∈NG−{u,w}(v)
p(G− {u,w, v, z})
)
= α(αp(G− {u, v})− p(G− {u,w, v}))
+(−1)k+12αp(G− {u} ∪ V (C))
−
∑
z∈NG−{u,w}(v)
(αp(G− {u, v, z})− p(G− {u,w, v, z}))
−αp(G− {u,w, v})
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= αp(G− {v})−
∑
z∈NG−{u,w}(v)
p(G− {v, z})− p(G− {w, v})
+(−1)k+12p(G− V (C))
= αp(G− {v})−
∑
z∈NG(v)
p(G− {v, z})+ (−1)k+12p(G− V (C)).
Subcase 2.2.3: v /= w,NG(u) ∩NG(v) = ∅.
In this case, NG(v) = NG−{u}(v) = NG−{u,w}(v). Similar to Subcase 2.2.2, we
have
p(G) = αp(G− {u})− p(G− {u,w})
= α
(
αp(G− {u, v})−
∑
z∈NG−{u}(v)
p(G− {u, v, z})
+(−1)k+12p(G− {u} ∪ V (C))
)
−
(
αp(G− {u,w, v})−
∑
z∈NG−{u,w}(v)
p(G− {u,w, v, z})
)
= α(αp(G− {u, v})− p(G− {u,w, v}))
−
∑
z∈NG−{u}(v)
(αp(G− {u, v, z})− p(G− {u,w, v, z}))
+(−1)k+12αp(G− {u} ∪ V (C))
= αp(G− {v})−
∑
z∈NG(v)
p(G− {v, z})+ (−1)k+12p(G− V (C)).
We complete the proof. 
Let G be a unicyclic graph with the unique cycle C. Let a(x) denote the value of
det(A(Tx)+ αI) of the subtree Tx , rooted at x, of subgraph G− V (C) of G. For any
vertex v0 ∈ V (C), let a(v0) denote the value of det(A(Tv1,v2)+ αI) of the subtree
Tv1,v2 , rooted at v1 (or v2), in subgraph G− {v0} of G, where v1, v2 ∈ NG(v0) ∩
V (C), and a(vi) denote the value of det(A(Tvi )+ αI) of the subtree Tvi , rooted at
vi , in subgraph G− {v0, vj } of G for i /= j, i, j = 1, 2. Let B(C) be the boundary
of cycle C of G and B(C − S) the boundary of path C − S for S ⊆ V (C). Hence,
the terms in Lemma 5 can be expressed as the following for any vertex v0 ∈ V (C):
(1) αp(G− {v0}, α) = αa(v0)∏u∈NG(v0)−{v1,v2} a(u).(2) For z ∈ NG(v)\{v1, v2},
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Fig. 1. The cycle C, boundary B(C) and family of trees in a unicyclic graph G.
p(G− {v0, z}, α) = a(v0)
( ∏
u∈NG(v0)−{v1,v2,z}
a(u)
)( ∏
u∈NG(z)−{v0}
a(u)
)
.
(3) For vi, i = 1, 2 and j = 1, 2; j /= i, p(G− {v0, vi}, α)= a(vj )∏u∈NG({v0,vi })−C
a(u).
(4) p(G− V (C), α) =∏u∈B(C) a(u).
This can be showed by a diagram (see Fig. 1).
Thus, we obtain the following remark.
Remark 1. For the cycle C of a unicyclic graph G and any vertex v0 ∈ V (C), the
equality (4) can be denoted by the following:
p(G) =
(
αa(v0)
∏
u∈NG(v0)−{v1,v2}
a(u)
)
+
(
(−1)k+12
∏
u∈B(C)
a(u)
)
− a(v1)
( ∏
u∈NG({v0,v2})−C
a(u)
)
− a(v2)
( ∏
u∈NG({v0,v1})−C
a(u)
)
−
∑
z∈NG(v0)−{v1,v2}
(
a(v0)
( ∏
u∈NG(v0)−{v1,v2,z}
a(u)
)
×
( ∏
u∈NG(z)−{v0}
a(u)
))
.
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3. Determinant of αIn +A(G), A(G) and N(G)
Let F be any field, G a unicyclic graph having adjacency matrix A(G), and α ∈
F . We wish to compute det(αIn + A(G)) over F . Instead of computing with the
matrix αIn + A(G), however, we compute directly on G in the following way.
In 1997, Jacobs and Trevisan [7] obtained a simple, elegant algorithm (that is,
Algorithm 1 (T , α)) to compute the detN(T ) of a tree T of order n that operates
directly on the tree and uses O(n) space and O(n) arithmetic operations.
Algorithm 1 (T , α) (α = 1)
Initialize Assign a(v) := α to each vertex v.
process the vertices in postorder as follows:
if v is a leaf then
do nothing
else if v has more than one child with value 0 then
return 0
else if v has exactly one child w with value 0 then
a(v) := −1
a(w) := 1
if v has a parent z then eliminate the edge between v and z
else a(v) := α −∑u∈NT (v) 1a(u)
end loop
return
∏
v∈V (T ) a(v).
We give another algorithm to compute det(αIn + A(T )) for a tree. For a tree T ,
the following algorithm to compute det(αIn + A(T )) directly on T is obtained by
Lemma 3. Our algorithm does not need to process vertices in postorder; any bottom-
up order will suffice as long as all children are processed before a parent. Also, the
tree may be rooted in an arbitrary way. Note that the number of arithmetic operations
is linear in the size of the tree.
Algorithm 2 (T , α)
Initialize Assign a(v) := α to each vertex v.
process the vertices in postorder as follows:
if v is a leaf then
do nothing
else if v has more than one child with value 0 then
a(v) := 0
else a(v) := α∏u∈NT (v) a(u)
−∑w∈NT (v) (∏u∈NT (v)\{w} a(u))(∏z∈NT (w) a(z))
end loop
return the last a(v).
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By Lemma 3, we have
Theorem 1. Algorithm 2 (T , α) can compute det(A(T )+ αI) in O(n) space and
O(n) operations for a tree T having n vertices.
From Algorithm 2 (T , α), it is easy to see that each value a(v) in T is the
determinant det(A(Tv)+ αI) of the subtree Tv , rooted at v, of T . If we know the
value of det(A(Tv)+ αI) of the subtree Tv of a tree T , then we can refine this
method by simplifying Algorithm 2 (T , α). Assume that we know the values of
det(A(Tv)+ αI) of the subtree Tv , rooted at v, of a tree T , where v ∈ Q ⊆ V (T )
and V (Tu) ∩ V (Tv) = ∅ for any two distinct vertices u, v ∈ Q. Then we have the
following algorithm.
Algorithm 2 (T ,Q, α)
Initialize Assign a(v) := α to each vertex v.
process the vertices in postorder as follows:
if v ∈ V (Tu)\Q,u ∈ Q then
do nothing
else if v ∈ Q then
a(v) := det(A(Tv)+ αI)
else if v is a leaf then
do nothing
else if v has more than one child with value 0 then
a(v) := 0
else a(v) := α∏u∈NT (v) a(u)
−∑w∈NT (v) (∏u∈NT (v)\{w} a(u))(∏z∈NT (w) a(z)),
end loop
return the last a(v).
Clearly, for a tree T , Algorithm 2 (T , α) = Algorithm 2 (T , ∅, α). We now give
an algorithm for computing the determinant of (A(G)+ αI) of a connected unicy-
clic graph G by Remark 1. For a unicyclic graph G, let C be the unique cycle with
|V (C)| = k of G. The algorithm is following.
Algorithm 3 (G, α)
Initialize a(v) := α for each vertex v.
Let v0 be any vertex in V (C).
Let NG(v0) ∩ V (C) = {v1, v2}.
For each v ∈ B(C) let
a(v) := Algorithm 1 (Tv, α),
where Tv is the subtree rooted at v in G.
a(v0) := Algorithm 2 (Tv1,v2 , B(C − {v0}), α),
where Tv1,v2 is the subtree rooted at v1 (or v2) in G− {v0};
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a(v1) := Algorithm 2 (Tv1 , B(C − {v0, v2}), α),
where Tv1 is the subtree rooted at v1 in G− {v0, v2};
a(v2) := Algorithm 2 (Tv2 , B(C − {v0, v1}), α),
where Tv2 is the subtree rooted at v2 in G− {v0, v1}.
return(
αa(v0)
∏
u∈NG(v0)−{v1,v2}
a(u)
)
+
(
(−1)k+12
∏
u∈B(C)
a(u)
)
−a(v1)
( ∏
u∈NG({v0,v2})−C
a(u)
)
− a(v2)
( ∏
u∈NG({v0,v1})−C
a(u)
)
−
∑
z∈NG(v0)−{v1,v2}
(
a(v0)
( ∏
u∈NG(v0)−{v1,v2,z}
a(u)
)
×
( ∏
u∈NG(z)−{v0}
a(u)
))
.
In the case of a non-connected unicyclic graph G, we may compute the determi-
nant of (A(G′)+ αI) of each connected component G′ of G by Algorithm 3 and
then apply Lemma 1. We conclude
Theorem 2. Algorithm 3 (G, α) can compute det(A(G)+ αI) in O(n) space and
O(n) operations for a unicyclic graph G having n vertices and the unique cycle C
for δ  √n, where δ = min{dG(x) : x ∈ V (C)}.
Proof. Let di = dG(vi) for i = 0, 1, 2, β =
∣∣⋃
u∈NG(v0)−{v1,v2}(NG(u)− {v0})
∣∣
.
In the Step 1 of Algorithm 3, the cost for computing |B(C)| trees of G− V (C)
is n− k since Algorithm 1 uses O(m) space and O(m) arithmetic operations for
computing a tree having m vertices, where C is the unique k-cycle of the unicyclic
graph G.
In the Step 2, the cost for computing trees, which are Tv1,v2 , Tv1 and Tv2 of G−{v0}, G− {v0, v2} and G− {v0, v1}, respectively, is at most 3(|B(C)| + k − 1).
In the return statement, the cost for computing
∏
u∈NG(v0)−{v1,v2} a(u) is
d0 − 2; the cost for computing ∑z∈NG(v0)−{v1,v2} (a(v0)(∏u∈NG(v0)−{v1,v2,z}
a(u)
)(∏
u∈NG(z)−{v0} a(u)
))
is (d0 − 2)(d0 − 3)+ β; the cost for computing∏
u∈NG({v0,vi })−C a(u) is d0 + di − 4 for i = 1, 2; the cost for computing
∏
u∈B(C)
a(u) is |B(C)|.
Thus, note that |B(C)| + k  n− β, |B(C)|  n− k − β  n− k < n,
(d1 − 2)+ (d2 − 2)  |B(C)| − (d0 − 2) and d0 = δ  √n, the total cost of Algo-
rithm 3 is at most
n− k + 3(|B(C)| + k − 1)+ d0 − 2 + 2d0 + d1 + d2 − 8
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+(d0 − 2)(d0 − 3)+ β + |B(C)|
 n− k + 3(|B(C)| + k − 1)+ 3d0 + |B(C)| − d0 + 6 − 10
+(d0 − 2)(d0 − 3)+ β + |B(C)|
= n+ 2k + 5|B(C)| + 2d0 + (d0 − 2)(d0 − 3)+ β − 7
 n+ 2k + 5(n− k − β)+ 2d0 + (d0 − 2)(d0 − 3)+ β − 7
= 6n+ (d0 − 1)2 − d0 − 3k − 4β − 2 < 6n+ (d0)2
= 6n+ (δ)2  6n+ n = O(n).
The proof is completed. 
Taking α = 0, 1, by Theorem 2 we can compute the determinants of adjacency
matrix and neighborhood matrix of a unicyclic graph in linear time.
Corollary 1. Algorithm 3 (G, 1) and Algorithm 3 (G, 0) can compute detN(G) and
detA(G), respectively, in O(n) space and O(n) operations for a unicyclic graph G
having n vertices and the unique cycle C for δ  √n, where δ = min{dG(x) : x ∈
V (C)}.
4. Characteristic polynomial of the adjacency matrix
Given an n-vertex unicyclic graph G with the unique cycle C, the characteristic
polynomial of its adjacency matrix A(G) is an nth-degree polynomial
p(λ) = det(A(G)− λI) = a0 + a1λ+ · · · + an−1λn−1 + λn. (5)
The algorithm suggested here to obtain the coefficients ai has three basic steps:
− Choose n+ 1 distinct constants α0, . . . , αn.
− Compute det(A(G)+ Iαi) = p(−αi) for i = 0, . . . , αn.
− Interpolate the points (−α, p(−α)) to obtain (5).
The efficiency of the procedure hinges on the fact that computing the value of
p(−α) = det(A(G)+ αI), for an arbitrary scalar α, can be done using the Algo-
rithm 3 (G, α). It is shown that the amount of work necessary is O(n) for δ  √n,
where δ = min{dG(x) : x ∈ V (C)}. Since we need n+ 1 values of α, the total cost
for the evaluation is O(n2). As interpolation of the n+ 1 points (α, p(α)) can be
done in O(n log2 n) (see [1]), the total cost of the algorithm is O(n2). The algorithm
operates directly on the unicyclic graph.
For a unicyclic graph G with few vertices, Algorithm 3 (G, λ) operating directly
on G can compute p(−λ), where p(λ) is the characteristic polynomial of adjacency
matrix A(G). We illustrate our procedure computing det(A(G)+ λI) for the 23-
vertex unicyclic graph of Fig. 2.
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Fig. 2. A 23-vertex unicyclic graph.
Applying Algorithm 3 (G, λ) to the unicyclic graph in Fig. 1, we get
a(vi) = λ for i = 9, 10, . . . , 22,
a(vi) = λ3 − 2λ for i = 3, 5, 6, 8,
a(vi) = λ4 − 3λ2 for i = 4, 7,
a(v1) = a(v2) = p(Tv1) = p(Tv2) = λ11 − 10λ9 + 30λ7 − 28λ5,
a(v) = p(Tv1,v2) = λ22 − 21λ20 + 174λ18 − 737λ16 + 1708λ14
− 2104λ12 + 1168λ10 − 144λ8,
p(G, λ) = λp(G− {v})− p(G− {v, v1})− p(G− {v, v2})
+ (−1)3+12p(G− {v, v1, v2})
= λa(v)− a(v6)a(v7)a(v8)a(v2)− a(v3)a(v4)a(v5)a(v1)
+ 2a(v3)a(v4)a(v5)a(v6)a(v7)a(v8)
= λ23 − 23λ21 + 2λ20 + 208λ19 − 28λ18 − 969λ17 + 162λ16
+ 2528λ15 − 496λ14 − 3696λ13 + 848λ12 + 2784λ11
− 768λ10 − 816λ9 + 288λ8.
Taking λ = 1 and λ = 0, we get detN(G) = 25 and detA(G) = 0, respectively.
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