Here we present vectorial general integral inequalities involving products of multivariate convex and increasing functions applied to vectors of functions. 
Introduction
The next comes from [1] , pp. 4-5. Fractional Calculus has emerged as very useful over the last forty years due to its many applications in almost all applied sciences. We see now applications in acoustic wave propagation in inhomogeneous porous material, diffusive transport, fluid flow, dynamical processes in self-similar structures, dynamics of earthquakes, optics, geology, viscoelastic materials, bio-sciences, bioengineering, medicine, economics, probability and statistics, astrophysics, chemical engineering, physics, splines, tomography, fluid mechanics, electromagnetic waves, nonlinear control, signal processing, control of power electronic, converters, chaotic dynamics, polymer science, proteins, polymer physics, electrochemistry, statistical physics, rheology, thermodynamics, neural networks, etc. By now almost all fields of research in science and engineering use fractional calculus as better describing them.
For recent important Fractional Calculus general contributions, see [7] [8] [9] . We start with some facts about fractional derivatives needed in the sequel, for more details see, for instance [1, 14] , and in particular here the next comes from [16] . Let 
. For any α ∈ R, we denote by [α] the integral part of α (the integer satisfying ≤ α < + 1), and α is the ceiling of α (min{ ∈ N, ≥ α}). By L 1 ( ), we denote the space of all functions integrable on the interval ( ), and by L ∞ ( ) the set of all functions measurable and essentially bounded on ( ). Clearly, L ∞ ( ) ⊂ L 1 ( ) We start with the definition of the Riemann-Liouville fractional integrals, see [17] . Let ( < ), (2) respectively. Here Γ (α) is the Gamma function. These integrals are called the left-sided and the right-sided fractional integrals. We mention some properties of the operators I α + and I α − of order α > 0, see also [20] . The first result yields that the fractional integral operators I 
where
Inequality (3), that is the result involving the left-sided fractional integral, was proved by H. G. Hardy in one of his first papers, see [15] . He did not write down the constant, but the calculation of the constant was hidden inside his proof. Next we are motivated by [16] .
We produce a wide range of vectorial integral inequalities related to integral operators, with applications to vectorial Hardy type fractional inequalities. 
Main results
We suppose that K ( ) > 0 a.e. on Ω 1 , and by a weight function (shortly: a weight), we mean a nonnegative measurable function on the actual set. Let the measurable functions
: Ω 1 → R, = 1 with the representation
where : Ω 2 → R is a measurable functions, = 1 . 
Then
under the assumptions:
Notation 1.
From now on we may write
which means
Similarly, we may write
and we mean
We also can write that
and we mean the fact that
for all = 1 etc.
Notation 2.
Next let (Ω 1 Σ 1 µ 1 ) and (Ω 2 Σ 2 µ 2 ) be measure spaces with positive σ -finite measures, and let : Ω 1 × Ω 2 → R be a nonnegative measurable function, ( ·) measurable on Ω 2 and
We suppose that K ( ) > 0 a.e. on Ω 1 . Let the measurable functions
: Ω 1 → R with the representation 
Proof. Notice that Φ 1 Φ 2 are continuous functions by Proposition 1. Here we use Hölder's inequality. We have
≤
(notice here that Φ 1 Φ 2 are convex, increasing per coordinate and continuous nonnegative functions, and by Theorem 2 we get)
The general result follows 
Theorem 4.

All as in Notation 2. Assume that the functions (
Proof. Notice that Φ = 1 are continuous functions. Here we use the generalized Hölder's inequality. We have
(notice here that Φ = 1 are convex, increasing per coordinate and continuous, nonnegative functions, and by Theorem 2 we get)
proving the claim.
we get by Theorems 3, 4 the following:
Corollary 5.
Assume that the function → ( ) ( )
be convex and increasing per coordinate. Then
, are both µ 2 -integrable.
Corollary 6.
= 1 be convex and increasing per coordinate. Then
We give the general application
Theorem 7.
Here all as in Theorem 4. It holds
Proof. Apply Theorem 4 with Φ (
Another general application follows.
Theorem 8.
Proof.
Apply Theorem 4 with Φ ( 
2) for η > 0, we define
These are the Erdélyi-Kober type fractional integrals.
We remind the Beta function
for R ( ) R ( ) > 0 and the Incomplete Beta function
where 0 < ≤ 1; α β > 0 We make
Remark 10.
Regarding (32) we have
∈ ( ), χ stands for the characteristic function.
Hence
We also make
Remark 11.
Regarding (33) we have
We give
Theorem 12.
Assume that the function
= 1 be convex and increasing per coordinate. Then
Proof. By Corollary 6.
Remark 13.
In (47), if we choose
Based on the above, (48) becomes
under the assumptions: (i) following (48), and
We further present Theorem 14.
Proof. By Theorem 7.
We also give Theorem 15.
(54) under the assumptions:
is Lebesgue integrable,
Proof. By Theorem 8.
We present
Theorem 16.
Assume that the function 
Remark 17.
Here 0 < < < ∞; α σ η > 0 In (55), if we choose
That is
Based on the above, (56) becomes
under the assumptions: (i) following (56), and
We further present
Theorem 18.
Let 0 < < < ∞; α σ η > 0; > 1 :
is Lebesgue integrable on ( ) for all = 1 ; = 1
We also give
Theorem 19.
(62) under the assumptions:
is Lebesgue integrable, = 1
Proof. By Theorem 8.
We make Remark 20.
We define the left mixed Riemann-Liouville fractional multiple integral of order α (see also [18] ):
with > , = 1 N We also define the right mixed Riemann-Liouville fractional multiple integral of order α (see also [16] ):
with < , = 1 N
One can rewrite (63) and (64) as follows:
with > , = 1 N and
with < , = 1 N The corresponding (
( )
The corresponding K ( ) for I α + is:
that is 
that is
We choose the weight function 1 ( ) on
We have that
We also choose the weight function 2 ( ) on
If we choose as
If we choose as 
− → is Lebesgue integrable, = 1 Using (77) and (78) we rewrite (81), as follows
under the assumptions: (i) following (81) and
is Lebesgue integrable, = 1 Similarly, using (79) and (80) we rewrite (82),
under the assumptions: (i) following (82), and
Theorem 21.
All as in Remark 20. It holds
Proof.
By Theorem 7 and
Theorem 22.
All as in Remark 20. It holds
Similarly we obtain Theorem 23.
By Theorem 7 and
Furthermore we derive Theorem 24.
All as in Remark 20. It holds
Background 1.
The next paragraph comes from [1] 
For the following see [19] , pp. 149-150, and [21] , pp. 87-88. , |ω| = 1 Clearly here
and
We will be using Theorem 25. [1] , p. 322, Let : A → R be a Lebesgue integrable function. Then
So we are able to write an integral on the shell in polar form using the polar coordinates ( ω) We need Definition 26.
[1], p. 458, Let ν > 0, := [ν], α := ν − , ∈ C A , and A is a spherical shell. Assume that there exists function
We call 
We make
Remark 28.
In the settings and assumptions of Theorem 2 and Lemma 27 we have
and by choosing
we find
as in Definition 26 and Lemma 27. Let also ≥ 1 We define the functions
Then by (9) we find
But it holds
Consequently we derive
Here we have R 1 ≤ ≤ R 2 , and R N−1
From (105) we have
So we get
∀ ω ∈ S N−1
(108) By Theorem 25, equality (92), we obtain
We have proved the following vectorial fractional Poincaré type inequalities on the shell.
Theorem 29.
Here all as in Lemma 27 and Remark 28. It holds 1)
Similar results can be produced for the right radial Canavati type fractional derivative. We choose to omit it. We make Remark 30. , any B ∈ See also [19] 
Definition 31.
Let β > 0, := [β]+1, F ∈ L 1 (A), and A is the spherical shell. We define
We need the following important representation result for left Riemann-Liouville radial fractional derivatives, by [1] , p. 466.
Theorem 32.
and ∀ ω ∈ S N−1 , and
We suppose that
In particular, it holds 
We give also the following vectorial fractional Poincaré type inequalities on the spherical shell.
Theorem 33.
Here all and F , = 1 as in Theorem 32, ≥ 1. We also need (see [1] , p. 421). 
Definition 34.
We finish with the following vectorial Poincaré type inequalities involving left Caputo radial fractional derivatives.
Theorem 36.
Here all and F , = 1 as in Theorem 35, ≥ 1. 
