A general class of advection-diffusion equations is considered for which a new kind of decomposition theorem exists. The systems studied have nonuniform and nonconstant advection terms, but their solution can be written as a position-and time-dependent average of the solutions of diffusion equations with uniform and constant drift terms. The types of advection possible resemble stagnation-point flows, and may have practical applications in that area. However, a much more important possibility is that this type of decomposition may be a first example of a much more general result.
Introduction
The main purpose of this study is to introduce a new type of decomposition theorem for advection-diffusion equations, for which the solutions of equations with nonuniform and nonconstant drift terms can be represented as position-and time-dependent averages of the solutions of equations with uniform and constant drift terms. We begin in Section 2 by giving an account of the origin of the decomposition theorem, which is from the field of stochastic differential equations. However, readers who are unfamiliar with this field need not be concerned because the final results are in standard applied-mathematics language, and furthermore all the results can be verified by direct computation. For this reason we do not give detailed proofs of the stochastic results, because, for our purpose, they are simply stepping stones to results that can be verified independently.
The systems considered may have useful applications when modelling diffusion near a stagnation point for example, or for testing numerical code that has greater applicability.
In Section 3 we consider some simple examples to demonstrate the general results of Section 2, but why not try some examples of your own that are closer to your own interests? The calculations are all very simple, and might make interesting undergraduate exercises!
The origin of the drift decomposition
Drift decomposition for partial differential equations has its origin, somewhat strangely, in the theory of stochastic differential equations. It is well known that there are strong connections between certain partial differential equations and some stochastic processes. It is also often the case that general properties of classes of partial differential equations can be spotted more easily from their stochastic counterparts, and the subject of this paper is such an example.
Consider a very simple class of stochastic process X, namely, Brownian motion in W with constant (nonrandom) drift u. This has the Ito equation
where B is a standard Brownian motion (without drift), that is, having a diffusivity of \, the drift velocity u is constant, and the subscript t denotes time dependence. One property that this stochastic differential equation has is that, if the path is conditioned to start at x at time 0 and finish at v at time t, then the distribution of the path is independent of the drift velocity u. So, for example, if we were to consider the motion of two particles with different drifts and we conditioned them both to start and finish at the same points we would not be able to distinguish the two particles. Now consider a slightly more complex motion. Suppose that X is still governed by equation (1), but that u is chosen randomly, with some given distribution, at time 0, and that it remains constant throughout the subsequent motion. Further suppose that the particle starts at x = 0. If at time t the particle is at X, = y and we were not told the randomly chosen drift, what can we deduce about the drift? Well, given the above property of such processes, anything we can know about the drift must be a function of only y and t. If the initial probability density function for u is p(u), we can determine a new probability density function p(u \y, i) for u given that the particle is at v at time t using Bayes's theorem. This gives where which is a Gaussian probability-density function with variance t. Gearly there is some cancellation possible in the right-hand side of equation (2) . Given that X, =y, the mean drift U(y, t) is given by
JRT Thus, if we were not told the randomly chosen drift, the apparent motion would still be a diffusion process, but with the stochastic differential equation
where W is another standard Brownian motion, with X o = 0. Although we have not given a rigorous proof of the above result, merely an intuitive sketch, this does not really matter for our purpose since the results of the following sections can be checked directly. In fact, any reader unfamiliar with stochastic differential equations could have skipped the first part of this section. It is almost time to turn these stochastic differential equations into partial differential equations, but to obtain an interesting result we must relax the condition that the particle starts at x = 0. The nicest way to do this is to suppose that if a particle starts at x then its initial drift is chosen randomly with a probability density function p(u \ x, 0 + ), as defined in equation (2) . This means that if two particles that started at different points coincide at a later time they will be indistinguishable. We shall not discuss the link between stochastic differential and partial differential equations here; interested readers are referred to the excellent books by Karlin & Taylor [1] and by 0ksendal [3] , and to an article, which is mathematically much more closely related to the current work, by Norris et al [2] .
The (forward) partial differential equation associated with equation (1) is and that associated with equation (5) is
where V denotes differentiation with respect to y. Suppose that we choose the initial conditions of equations (6) and (7) to be connected by
<t>u(y,0)=p(u\y,0 + )<t>(y,0).
Then for all t 3= 0 the solutions of equations (6) and (7) are connected by
=\ <t> u (y,t)du,
and it is this that we shall refer to as the drift decomposition of the solution of equation (7). Thus a class of equations of the general form of equation (7) can be reduced to the form of equation (6), which can readily be solved, using Green's functions for example. In fact, the Green's function for equation (6) is
where q is defined by equation (3) . From equations (8), (9), and (10), we can find the Green's function for equation (7); namely
G{y, t;x)=\ p(u | x, 0 + )G(y, t; x) du.
Note that all the results for partial differentia] equations given in this section can be verified directly, and that logically there is no need to give rigorous proofs of the results for stochastic differential equations given earlier in this section.
Some illustrative examples

A very simple example: A one-dimensional stagnation-point flow
To give an indication of the sort of partial differential equations that can be studied using the above theory, consider the very simple example of a particle governed by equation (1) with where u 0 is a constant vector and 5 is the n -dimensional delta function. Thus the apparent motion of this particle, if we are not told the initial drift, is described by equation (5) with y).
Notice that in this case U does not depend on t. Thus equation (5) becomes
These stochastic differential equations correspond to partial differential equations (6) and (7), with U given by equation (12) in the latter. Depending on the dimension of the space we are considering, this equation describes a model stagnation surface, line, or point. Although this is not likely to be a perfect match in any real application, it might be a very good approximation in some region. Using equation (11) we can then write down an exact Green's function for this system. Also, such exact solutions are likely to be valuable for testing numerical methods. Clearly, for any choice of dimension and function p(u), we can construct any number of other examples.
A higher-dimensional stagnation-point flow
Now consider a slightly less simple example of a stagnation point. Let S n be the surface of the n-dimensional ball of radius s >0, and take (u) = ~ f S(u-v)dv, that is, mix over all drifts of magnitude s, and 5 is the ^-dimensional delta function. As in the last example we can easily find the drift for the mixed system; namely where v = \n -1 (n is the dimension of the physical space) and / v is the modified Bessel function of order v. Note, as we would expect given the symmetry of the system, f/(v, t)-*sp as |v|-»°°, where p is a unit vector in the direction of v.
Note that this result is only applicable to real incompressible (three dimensional) fluids, as a model of a stagnation point or line flow for n = 1 or n = 2, since we need at least one dimension free to supply the fluid.
A time-dependent flow
The previous two examples had the special property that the probability density function p{u) was nonzero only on a sphere; that is, all the drift velocities contributing to the mixed system had the same modulus. In fact, this is exactly the condition for the resulting U to be a function of position alone. Thus one of the simplest systems for which the resulting U is, in general, time dependent is defined by
where u x and u 2 are constant vectors. In this case
Obviously equation (15) could trivially be extended to take account of an arbitrary number of drift velocities that all have the same weighting, simply by changing the upper limit in the sum from 2 to N say.
Conclusion
It is hoped that this new decomposition theorem for advection-diffusion equations will be of use in its own right, particularly for modelling diffusion near a stagnation point. Also, exact solutions obtained using this result may prove to be useful test examples for testing numerical methods of much greater applicability. The main difficulty with this method, is that the flow field U is given in applications and not the probability density function p (u) . So what the user must do is determine whether there exists a function p(u) that will lead to a good approximation to the given U. Thus there is room for further study in this area. However, it would be much more interesting if this new decomposition theorem were to extend to other partial differential equations. The author has considered this from time to time over the last few years, but has so far not been able to make any such extension, although he remains hopeful; maybe a fresh mind will help. The systems that would be worth considering for such an extension would be those for which the solution tends asymptotically to an approximate similarity form at infinity.
