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There are many self-propelled objects and their collective movements, which can be ob-
served at all scales from macro-scale to micro-scale, including such as humans, sheep,
birds, fish, insects and bacteria [1]. For example, starling and sardines communicate with
nearby individuals, move in the same direction as its surroundings and can form a vortex
like structure.
These phenomena of dynamic individuals coming together to create structures are called
“dynamic self-assembly”. There is a wide range of systems that show dynamic self-
assembly, including animal groups, chemical reaction systems, genetic systems, and solar
system [2]. Dynamic self-assembly is the primary target for non-equilibrium physics. In
particular, the self-organization of self-propelled particle systems due to their motion has
become a hot topic of research in the field of non-equilibrium statistical physics.
1.2 Active matter physics
In the field of computer graphics, in 1987, Reynolds proposed the “boids model” to address
these complicated problems [3]. The word “boid” is a compound word of “bird” and
“android”. The boid model requires the following simple rules;
• Separation:
To avoid collisions with surrounding individuals.
• Alignment:
To align the direction of the velocity with surrounding individuals.
• Cohesion:
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To head in the direction of high population density.
Based on these rules, many models of collective movements of life have been evolved. In
1995, Vicsek et al. proposed a physical model for the collective motion of self-propelled
particles according to these basic rules [4]. This model is famous with the name “Vicsek
model”, which shows a phase transition phenomenon for the collective behavior.
In the field of statistical physics, the research area that treats such self-driven parti-
cles/objects is called “Active matter physics”. In such active matter physics field, the
following issues are of interest;
• Mechanisms of self-driven motion:
What kind of self-propulsion mechanisms are they? How is the energy source
converted into the motion?
• Understanding of collective motion for self-propelled particles:
What are the observed phenomena in the collective motion of self-driven particles?
What are the principles of the above movements? How are the collective movements
reproduced from the rules required on each individual?
Both theoretical and experimental developments in the field of physics have been made on
these issues.
1.3 Mechanisms of self-propelled particles
In this section, we give an overview of the mechanism of self-driven motion.
First, we focus on the self-driving mechanism in life. Instead of the many complicated
mechanisms of higher organisms, many studies focus on bacteria and amoebas as sim-
ple model organisms. For example, in the case of E.coli, the direction of propulsion is
determined by the chemical concentration gradient, which is called “chemotaxis”. Many
other mechanisms are also known, such as electrotaxis, magnetotaxis, thermotaxis, and
phototaxis [5]. Several mathematical models for such biological systems have been pro-
posed. For chemotaxis, the Keller-Segel model is often used as a mathematical model for
collective motion of chemotactic cells and bacteria [6–8].
Next, we review experiments on artificial self-driving mechanisms. Experiments have
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been developed to reproduce some complex collective behavior using self-propelled parti-
cles. For example, the camphor boat is known as a simple artificial self-propelled particle.
We can make a camphor boat by simply attaching soap to a piece of paper cut into trian-
gular shape and floating it on a water surface. The soap attached to this boat dissolves and
generates self-driving force by changing the surrounding surface tension of the water. Like
this ship with soap, camphor particles can have various shapes, which leads to spontaneous
rotational motion [9]. In addition, self-propelled droplets are often used as a typical model
of chemotaxis, in which the direction of the droplet’s movement is determined by the
concentration of the surrounding chemical substance [10]. Such self-propelled particles
driven by a chemical mechanism are called “chemically active particles”. The modeling
and the behavior of chemically active particles, are discussed in Chapter 2.
On the other hand, self-propelled particles on micrometer scale, such as bacteria, droplets
and colloidal particles, have been known as “microswimmers”. Especially, one of the self-
propelled colloids, Janus particle has been studied as a self-driven particle with many
self-driving mechanisms. Janus particles are fabricated by combining different materials
in order to break the symmetry of the particle and achieve spontaneous driving [11, 12].
An example of the phase transition phenomenon of collective self-driven particles, as
seen in the Vicsek model, is the Quincke roller [13], a colloidal particle based on the
Quincke effect, which is an electromagnetic phenomenon. This system will be treated in
Chapter 3. Self-propelled droplets are also well known as self-propelled particles and have
been studied [14, 15]. The stress caused by the change in interfacial tension at the surface
of the particle and the associated solvent flow play an important role in the self-driving of
droplets. Such a physical phenomenon which changes the interfacial tension is called the
Marangoni effect. Tears in wine is a typical example [16].
So far, we have overviewed experimental systems of artificial self-propelled particles.
In many cases, each of the self-propelled particles in experimental systems have a system-
specific self-propulsion mechanism. Therefore we must consider separately the individual
system in order to treat it theoretically using a mathematical model. Many systems, however,
have a common important physical element, i.e. the hydrodynamic effect. Let us consider
a theory describing the self-driving mechanism in a viscous fluid. One of the most popular
theories in microswimmer systems is the squirmer model [17, 18]. The squirmer model
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describes the flow by microswimmer in a low Reynolds number fluid. In the model, by
using singularity decomposition and polynomial expansion, the flow field induced by the
microswimmer is classified into three types; pusher, puller and neutral. To describe the
hydrodynamic interactions in squirmer model is numerically simple. For example, it can
be modeled by using the Stokesian dynamics [19] and an appropriate boundary condition
for the surface of the microswimmer in the numerical simulation [20, 21]. The squirmer
model has been widely applied to droplet systems which are driven by the Marangoni
effect [22], and microbial motions such as spermatozoa and chlamydomonas [23]. In
particular, the mechanism of active matter is of great interest as a physical phenomenon of
non-equilibrium systems.
To summarize, most of the self-propelled particle systems sustain their motion by using
the energy in their surroundings or by themselves. The direction of the motion is due to
the asymmetry caused by the shape of the particle, concentration field and fluid field.
1.4 Collective motion for self-propelled particles
We are familiar with the collective motions of self-propelled particles, such as birds and
fish that move in a collective direction, and traffic jams and density wave propagation of
cars. The Vicsek model is known to be a very simple model to describe the collective
behavior of these self-propelled particles. In the Vicsek model, the following assumptions
are introduced;
• Regardless of the size of each individual, they are considered as point particles.
• Each individual is considered as a self-propelled particle that moves with a constant
speed.
• The motion of an individual is determined by the average velocity over the surround-
ing particles and the fluctuations around the average velocity.
The Vicsek model treats a set of point particles, whose directions of motion are determined
by a simple average of their surroundings. It is easy to establish a correspondence between
the Vicsek model and the classical two-dimensional lattice model. Surprisingly, in the
Vicsek model, as the density of the particles increases, a transition to a phase with long-
range order occurs. This is famous as a violation of the Mermin-Wagner theorem [24],
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which is required by the classical two-dimensional lattice model.
In 1995, Toner and Tu proposed the Toner-Tu model as a continuum model of active
matter [25]. The Tuner-Tu model shows mathematically that long-range order occurs in
two-dimensional collective motion of self-propelled particles such as the Vicsek model by
discussing the continuum model based on the hydrodynamic governing equation such as
the Navier-Stokes equation. In addition, in the Toner-Tu model, it derives the scaling law
of the phase transition, which has been discussed in the Vicsek model.
The collective motion of self-propelled particles can be classified into “wet” and “dry”
systems, depending on the influence of the hydrodynamic interaction [26]. For example, the
influence of hydrodynamic interactions is very small in the movement of birds and insects,
which can be considered as a dry system. On the other hand, the bacterial movement can
be considered a wet system because of the large influence of the hydrodynamic effect for
such a small scale object.
First, we introduce some examples of the dry system. The vehicles are an example of
artificial self-propelled particles that are familiar to us. They cause traffic jams, which can
be studied in the field of sociology and physics. For example, the camphor boats show
a phenomenon similar to the traffic jam of cars in a 1D channel [27, 28]. The collective
motion of disks on a vibrating plate is also a typical example of the dry system, where
the directions of the motion are aligned due to the collisions between them [29]. In the
experiments using molecular motors, the influence of hydrodynamic effect is small, and
collective alignment and the creation of vortex structures are observed due to the excluded
volume effect [30,31]. Additionally, for instance, topological defects and active turbulence
are observed in microtubules and bacterial colonies [32,33]. For example, in theoretically,
dry systems are as follows: the Vicsek model, self-propelled rods [34, 35], and active
nematics model [36, 37]. The self-propelled rod model takes into account the effect of
alignment due to collisions by dealing with rod-like particles moving at a constant speed.
On the other hand, as the active nematic model has no distinction between head and tail,
this model is treated as an active liquid crystal. The characteristic feature of the models
for dry systems is that it includes only short-range interactions such as steric repulsion
interactions.
In wet systems, in many cases, hydrodynamic interactions are dominant, where the
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solvent we can be regarded as a low Reynolds number fluid. In many experimental systems,
the hydrodynamic effects are coupled to the mechanism of the self-propelled motion, and
the effects of hydrodynamic interactions in collective motion are very complex. Therefore,
we need to consider modeling for each system separately. As a simple theoretical model,
the squirmer model is often used in the numerical simulation, and the model is treated as
a counterpart to the collective motion of droplets and bacterial systems [19, 22]. On the
other hand, there is a simple model that introduces hydrodynamic interactions described
by the Oseen tensor for self-propelled particles moving with a steady velocity induced by
an active driving force [38]. The model represents long-range hydrodynamic interactions
in a simple form. In addition, it is also interesting in that it can handle dry systems too,
since the model can easily ignore hydrodynamic interactions.
1.5 The hydrodynamics in the two-dimensional wet system
In the wet system, a separate theoretical treatment on individual experimental system must
be adapted. To reduce such a complexity, we restrict ourselves to two-dimensional motion
within a plane. In this section, we show some examples of behaviors of two-dimensional
wet systems. The two-dimensional experimental system can be on either at air-liquid,
liquid-liquid or solid-liquid interfaces. Hydrodynamic interactions in such systems require
fluid calculations that take the effects of the boundary conditions at the interface into
account. In Stokesian hydrodynamics for low Reynolds number flows, the method of
images is useful, and analytical solutions have been calculated for the liquid-liquid [39] and
the solid-liquid interfaces [40, 41]. Here, the results of the case of the gas-liquid interface
can be obtained by setting the viscosity of one of the two components to be zero in the
liquid-liquid interface model [39].
Additionally, a singularity decomposition of the force acting on the fluid is important
to understand the flow in Stokesian hydrodynamics. For instance, in the squirmer model,
the self-driven force by the microswimmer is replaced into force dipole (stokes-doublet)
or stresslets. In the case of a self-rotating system, the external force can be understood by
decomposing it into rotlets. Especially, in the case of the self-rotating motion on a wall,
such as the Quincke particle [13], the external force can be decomposed into rotlet and
the image system, the latter being composed of a reverse by rotating rotlet, stresslet and
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source-doublet approximately [41]. In addition, this type of singularity decomposition has
been used to understand the swimming mechanism using flagella in for example E.Coli and
spermatozoa [42]. The rotational motion of these bacteria near an interface observed in
some experiments [43, 44] can be understood using such an approximation of singularity
decomposition.
Furthermore, in the case of chemically active particles, such as camphor particles and
self-propelled droplets, it is observed that the surfactant changes the surface tension of
the interface and generates a Marangoni flow [45–48]. The interaction caused by the
Marangoni flow is calculated analytically at the liquid-liquid interface and leads to long-
range repulsive interactions between particles [49]. Details of this calculation will be given
in Chapter 2.
1.6 Experiments on the two-dimensional wet system
A consideration on two-dimensional system is a useful first step in understanding collective
motion. In this section, we discuss the collective behavior using some experimental
examples of two-dimensional wet systems.
1.6.1 Camphor particles
The motion of camphor particles is a typical example of chemically active particles at an
air-liquid interface. Their motions are diverse, such as repulsive movements like a gas or
a self-assembled structure with a net-like arrangement [50]. In addition, it is interesting to
note that a dynamic self-organization phenomenon of particles with an isotropic shape has
been observed [51]. Even in a single-particle system, asymmetry in camphor concentration
distribution causes a self-driven motion. As the number of particles increases, however,
they repel each other and spread in the space with constant separation.
1.6.2 Self-propelled droplets
As for the droplets, their two-dimensional motions are found at the solid-liquid and air-liquid
interfaces. Particularly, interesting motions due to hydrodynamic interactions occur at an
air-liquid interface [52]. In this experimental system, the Marangoni effect, which is caused
by the surfactant in the solution, is used to achieve a wide variety of collective behaviors,
8 Chapter 1 Introduction
such as oscillations and dancing, aligning in a row and gathering like a crystal [53]. In
collective motions of self-propelled droplets by Marangoni effect near a wall, the velocity
correlations due to long-range hydrodynamic interactions have been observed [22].
1.6.3 Active colloids
Colloidal systems have been widely investigated as a model for the collective movement
of the microswimmers. Typical examples are the collective behavior of the Janus and the
Quincke particle systems [54, 55].
First, we show some collective behaviors of the Janus particle system. In Janus colloids,
two different materials are used for the two half faces of the particle. In order to make use
of this asymmetry, it is necessary to inject energy from an external source. For example,
in the systems that show electrotaxis, a turbulent behavior is induced due to the energy
injection by AC electric fields [56]. In addition, flagellar dynamics of chains of the Janus
particles have been observed by changing the frequency of the AC electric fields [57].
On the other hand, in a chemotactic system, the active colloids are driven by a catalytic
reaction [11, 12]. Various motions of these colloidal particles are observed depending
on the concentration of the substance, such as a gas-like and crystalline structure [58].
Furthermore, the collective motion for rod shape, there are observed such as a structure in
which particles are connected to each other at a certain angle, and collaborative movement
emerges as if they are communicating [59].
The collective behavior of rotating particles, such as the Quincke particles, has been
investigated as a micro-roller/rotor systems [13, 60–62]. There are two types of micro-
roller/rotor systems in a fluid: one is a system using the Quincke effect [63] caused by
uniform electric fields [13], and the other is a system that rotates by applying a rotating
external magnetic field to particles embedded with a magnet [60–62]. In the collective
behavior by the Quincke rollers, there is a density-dependent order-disorder phase transition,
as in the Vicsek model [13, 64]. On the other hand, in the case of magnetic micro-
roller/rotors, Rayleigh-Taylor instability is observed in the collective behavior [65]. We
have also observed that vortices are generated everywhere in a self-driving micro-roller
system near the wall [66].
For the motion of active colloids at the fluid-fluid interface, readers should refer Ref. [67].
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1.7 Structure of this thesis
As we have introduced, dynamic self-organizing structures in two-dimensional wet systems
are a very interesting phenomenon. In particular, modeling based on real-world experiments
is an effective way to understand the behavior of individual particles with respect to
hydrodynamic interactions and order in collective motion.
For the studies on the collective motion of self-propelled particles in a viscous fluid,
modeling and simulations must be system-dependent. The mechanism of particle motion
is strongly coupled to the hydrodynamic interaction. We will improve our understanding
of the collective motion of artificial self-propelled particles by modeling and simulating
them by including the coupling between the hydrodynamic interactions and the self-driven
mechanisms.
Dynamic self-assembly in active matter is characterized by the emergence of order in
terms of configurations and velocity/propulsion directions for particles. Therefore, in this
study, we address the following two topics;
Chapter2: Chemically active particles at an air-liquid interface
Chapter3: Self-propelled particles driven by external torque near a solid wall
In Chapter 2, we treat the collective motion of chemically active particles at an air-liquid
interface. Specifically, we are dealing with self-propelled particle systems that release
chemical substances which change the surface tension of the air-liquid interface. Typical
examples are colloids, droplets and camphor particles. Particularly in the self-assembly of
chemically active particles that were observed in several experimental systems [50–53], they
show characteristic the structure of the configuration of the particles. Our proposed model
reproduces the experimentally observed dynamic self-organization behavior depending on
the parameter set and can give predictions on the relationship between the dimensionless
parameters and structures.
In Chapter 3, we use direct numerical calculations to deal with self-propelled particle
systems, such as the Quincke particle, that are self-driven by an external torque near a
solid wall in a viscous fluid. In such torque-driven self-propelled particle systems, order-
disorder phase transitions [13] have been observed, and self-organization related to the
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direction of propulsion is characteristic. We show by numerical simulation that the actual
particle speed can exceed the theoretical limited speed for an isolated self-propelled particle
by hydrodynamic interactions. In addition, we evaluate the effects of the hydrodynamic
interactions of individual particles on the collective behavior, including spatial correlation
functions.
Finally, in Chapter 4, we will summarize the above two topics. We consider the influ-
ence of hydrodynamic interactions on the collective motion of each self-propelled particle
systems. In addition, we consider a possible future development of each models proposed




Modeling of chemically active
particles at an air-liquid interface
2.1 Introduction
The behavior of self-propelled particle systems has been widely studied in the field of
statistical physics as active matter [1, 26]. In particular, there is an attempt to investigate
the collective motion of self-propelled particle systems by using inanimate, i.e. artificial
active matter [68]. Active matter systems are classified into dry and wet systems [26].
Examples of dry systems are microtubules [31] and vibrated disks [29]. These systems are
theoretically formulated with mathematical coupling of independent self-propelled particle
systems [4, 69]. On the other hand, for wet systems, the description of the interactions is
complicated because of the dominance of hydrodynamic interactions. Therefore, modeling
and fluid calculations have been done for each experimental system. For example, artificial
particles with self-phoretic mechanisms have been designed using colloidal systems and
droplet systems [11–15, 70]. In the case of a simulation with large numbers of particles,
a propagation of density waves has been found using the Vicsek model for a dry system
[71, 72]. On the other hand, for large wet systems, simulations using the squirmer model
[19, 21, 73] and using the active Brownian particle (ABP) [38, 74] have been performed.
Especially, for two-dimensional systems, formation of coherent population networks and
the discovery of motility-induced phase separation (MIPS), which corresponds to air-liquid
coexistence in active matter systems, have attracted much attention.
Experimentally, artificial self-propelled particle systems such as the camphor particle
system [28, 51, 75, 76] and the droplet system [52, 77, 78] at an air-liquid interface are
particularly interesting as models of two-dimensional active matter systems. In the camphor
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particle system, a system with a fixed circular flow track has been used for a comparison
with traffic flow systems [28, 76]. In addition, in a system with a circular boundary,
as the number of particles increases, a dynamic self-organization occurs, with particles
distributing with a constant separation distance [51]. Complex dynamics is observed in
droplet systems, where the behavior of the droplets changes with time, as if they dance
spontaneously [52, 53].
Theoretically, such self-propelled particle systems driven by the release of chemicals
from inside the particle are called “chemically active particles” [79–81]. For the motion of
chemically active particles at an air-liquid interface, the following characteristic physical
mechanisms are proposed; (1) hydrodynamic interaction on particle’s motion, (2) lateral
capillary force (capillary interaction) due to the deformation of the air-liquid interface [80],
(3) self-propelling force driven by the gradient of the surfactant concentration field [81–84],
(4) interaction due to the concentration field [82], and (5) the Marangoni flow due to the
surface active effect of the surfactant [45–49,79,85]. In particular, the effect derived from
the concentration gradient of the surfactant is referred to here as “Marangoni effect”.
Existing theoretical studies have dealt with some (not all) of these interactions. For
example, the interaction between chemically active particles included with fluid flow around
the particle [79], and the collective behavior by capillary interaction and Marangoni flow
[80] have already been discussed. In addition, the capillary interaction and the self-
propelling force caused by the gradient of the concentration field has been considered
[86]. Further, interactions between particles, including fluid and concentration fields, have
been explored [87]. Despite these discussions, no model has ever treated all of these
interactions (1)-(5) simultaneously. Especially, the hydrodynamic interactions, whose
effects are nontrivial because they are long-range interactions and violate the action-
reaction law [88]. Furthermore, it is difficult to perform simulations with a large numbers
of particles because of the heavy computational demand for the numerical simulations of
hydrodynamic interaction. We propose a model that can deal with multi-particle systems
while introducing all the physical elements (1)-(5).
In this study, we present a minimal model for chemically active particles at an air-
liquid interface, such as camphor particles and self-propelled droplets, based on physical
modeling. In this chapter, we construct a model based on Stokesian dynamics [89]. In our
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model, there is no need to solve neither the flow field nor the concentration diffusion field,
contrary to the previous studies. Therefore, the largely reduced computational complexity
of our model enables as to study large multi-particle systems. In addition, each physical
mechanism is simple, so that the origin of the phenomena can be easily identified and the
particle motion can be easily controlled by changing the model parameters.
This chapter is organized as follows. In Section 2.2, we introduce hydrodynamic interac-
tion, capillary interaction, and driving force due to the Marangoni effect to our model. For
the Marangoni effect, the self-propelling force acting on the particles, the interaction due
to the concentration field, and the Marangoni flow around the particles, they are introduced
based on the diffusion equation of the surfactant. In Section 2.3, we present the equation
of motion of the particles in our model and give the definition of dimensionless quantities.
In Section 2.4, we perform simulations and compare the results of our model with those of
previous studies on single-particle, two-particle and many-particle systems.
2.2 Model
2.2.1 Overview of our model
In our model, hydrodynamic interaction, capillary interaction, and Marangoni effects are
considered. In particular, for the Marangoni effect, the driving force due to the gradient of
the surfactant concentration field and the flow due to the difference of the surface tension
generated at the gas-liquid interface are introduced separately. Figure 2.1 shows a schematic
diagram of each physical mechanism included in our model.
2.2.2 Hydrodynamic interaction
Let us first consider the hydrodynamic interaction between particles due to fluid flow on
the air-liquid interface.
Green function
We assume that the fluid velocity field v f is described by the Stokes equation, where the
inertia term is neglected and the incompressible condition is assumed. Then v f obeys
µ∇2v f =∇P − F f , (2.1)
∇ · v f = 0. (2.2)
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Fig. 2.1 In our model, we consider following physical mechanisms; (1) Long-range
hydrodynamic interaction (RPY type mobility tensor [90,91] with mirror image method
[92] applied), (2) short-range attractive force caused by capillary interaction [80], (3)
Marangoni effect as the origin of self-propelling force [81–83] and (4) short-range
interaction due to the concentration field [82], (5) Marangoni flow that produces long-
range repulsive force [46–49,79,85], where (3)-(5) are mechanism caused by Marangoni
effect.
Here, µ, P(r, t) and F f (r, t) represent the viscosity of the fluid, the pressure field and the
external force field acting on the fluid, respectively. Under such an external force field, the
velocity field induced by the external force is given in terms of the Green functionG(r) of
Eq. (2.1) as follows:
v f (r, t) =
∫
dr′G(r − r′) · F f (r′, t). (2.3)
In our model, we do not consider the flow inside the droplet to simplify the treatment of
hydrodynamic effects. Therefore, we consider the droplet as a hard sphere and express
its hydrodynamic interaction using the following Rotne-Prager-Yamakawa (RPY) type
mobility tensor [90, 91]
















(1 − 3r̂r̂). (2.6)
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GO(r) and GD(r) show the fluid flow induced by a point force and a source dipole,
respectively, where R represents the radius of the particle. The fluid flows described by
GO(r) and GD(r) are called the stokeslet and source-doublet, respectively, and a source-
doublet is a correction term due to the no-slip boundary condition on the surface of a rigid
sphere [93]. GO(r) is known as the Oseen tensor.
Boundary condition for air-liquid surface
For simplicity, we assume that the air is an ideal gas, and the air-liquid interface is a flat
plane when there is no particle. We consider a three-dimensional space r ≡ (x, y, z) with
an interface at z = 0, i.e. the xy plane. Additionally, we assume that the air region for z > 0
and the liquid region for z < 0. The boundary condition at the fluid surface is specified by














= 0, v fz |z=0 = 0, (2.7)
where v f (r, t) = (v fx , v fy , v fz ) represents the velocity field in the fluid region (z ≤ 0).
By solving Stokes equations (2.1), (2.2) and (2.7) using the method of mirror images,
we can obtain the following green function for the flow field induced by a particle at z = h
as [39]
T (r − r′) = G(r − r′) +G(r − r′ + 2hez) · Pz, (2.8)
where, ez is the unit vector in the z-direction. In addition, we define a reflection operator
Pz = 1 − 2ezez to represent the influence by the mirror image [92].
In this paper, based on this method, we consider the case that the location of the center
of mass of a particle is on the air-liquid interface, i.e., h ∼ 0, where the effective velocity
field at the xy plane is described by T (r) ∼ 2G(r). Due to such a simplification, the
viscous coefficient ζ is given by the effective friction constant of a sphere at an air-liquid
interface ζ ∼ 3πµR, which corresponds to the half value as that of a sphere in a bulk fluid,
i.e, µeff ∼ µ/2. This result is consistent with the exact solution for a sphere placed between
two different viscous fluids [94].
2.2.3 Capillary interaction
The second mechanism, i.e. the capillary interaction, is characterized by the force between
two nearby particles induced by the deformation of the air-liquid interface. Here, the
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force due to the capillary interaction is called “the lateral capillary force” [95]. Using the
perturbation theory [96, 97], we can obtain the expression for the capillary force acting
between two particles i and j as
FC(s) = −2πγ0qQiQ jK1(qs) (i , j), (2.9)
where s and γ0 represent the distance between the centers of two particles and the surface
tension of the air-liquid interface. Qi is called the “capillary charge” of the i-th particle,
defined by Qi = Rci sinψi . R
c represents the radius of the circle of the contact line between
three phases, i.e. air-liquid-particle, and ψ represents the contact angle between the particle
surface and the air-liquid interface. The Rc and ψ are determined by the solution of force
balance equations around a particle, formulated by Young’s formula and Archimedes’
principle. To avoid a complication that disables to solve our model analytically, we assume
that Rc and ψ are the same for all the particles, i.e., Rci = R and ψi = ψ. Therefore,
Qi = Q = Rc sinψ ∼ R sinψ. K1(qs) is the modified Bessel function of second kind which
decays exponentially with distance. In Eq. (2.9), q−1 is called the capillary length, which
characterizes the range of the capillary interaction.
Additionally, we assume that γ ∼ γ0 as γ0  ∆γ in this calculation, where ∆γ is
the differential value of surface tension by concentration field of surfactants. In fact, the
change in surface tension due to camphor molecules and micelles included ethyl salicylate
decomposed from self-propelled droplets is sufficiently smaller than the change in surface
tension of water [52, 98].
2.2.4 The driving force caused by Marangoni effect
Finally, we introduce the driving force due to Marangoni effect. This driving force FM
is divided into two parts as FM = FM-self + FM-dist, where FM-self is the self-propelling
force and FM-dist is the interaction force due to the surfactant distribution generated by the
surrounding particles. In addition, we introduce driving force by Marangoni flow caused
by the change of surface tension of the air-liquid interface [49].
Reaction-diffusion equation of surfactants
We model the Marangoni effect based on an assumption that the surfactants are diffusing
from inside a particle. To describe such a diffusion process, we assume a reaction-diffusion
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equation for these surfactants generated from a particle located at the origin of the system







= D∇2c − κ (c − c∞) + Aδ(r). (2.10)
Here, c(r, t) represents the concentration field of these surfactants, and c∞ shows a concen-
tration at the infinite distance from the particle in a steady state. For this reaction-diffusion
equation for the surfactant, the first, second and third terms on the right-hand side rep-
resent diffusion, consumption, and generation of the surfactant, respectively, where D, κ,
and A are positive values that represent the diffusion coefficient, the consumption rate,
and the generation rate of the surfactant. In this modeling of the surfactant diffusion, we
approximate the particle at the origin as a point particle for the sake of the analytically
convenience [75].
By solving the reaction-diffusion equation, Eq. (2.10), for a steady state, we can obtain


















For the derivation of Eq. (2.11), see Appendix 2.6.1. Because this function corresponds
to the Green’s functions of Eq. (2.10) , we can use it to obtain the concentration field
generated by a source with any shapes such as step functions and Gaussians by using the
convolutional integration method. See Appendix 2.6.2 for a comparison of concentration
fields for other functional forms.
Self-propelling force
Let us consider self-propelling force caused by the Marangoni effect. Actually, Marangoni
effect is caused by the change of the interfacial tension around the particle, specifically at
the air-liquid, liquid-particle, and air-particle interfaces. The spontaneous motion of the
particle driven by the Marangoni stress in a two-phase (liquid, droplet) system [101, 102],
and calculations in many-particle systems have been investigated by using squirmer model
[19]. In our model, only the Marangoni stresses perpendicular to the particle contact
line are considered. Furthermore, to make the problem simpler, we do not consider the
deformation of the particle and the complex flow inside the particle.
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The dependence of the local surface tension on the concentration of the surfactant is
assumed to be given by the following linear relation;
γ(r) = γ0 − αc(r), (2.12)
where this surface tension is defined at the interface between the liquid and the air. By
integrating the force due to this surface tension along the three-phase contact line (C)








where r̂ denotes unit normal vector from the center of gravity to the interface of the particle.


















)2ª®¬ v̂ f . (2.14)
Note that, taking into account the effect of particle velocity vp , the transformation v f →
v f − vp is performed.
The influence to the driving force by the surrounding particles
So far, we have considered a model for a single particle. More realistically, however,
the driving force caused by Marangoni effect is affected by the concentration field of the
surfactant emitted by the other surrounding particles. About this effect, since we use the
approximation of the steady state of the concentration field, we can easily describe the
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Here, Ci is the contact line of i-th particle, and rpi and r
p
j are the locations of i-th and j-th
particles. In addition, we keep the leading order term in the expansion of the solution with
respect to the ratio between the particle radius and the inter-particle distance. Based on








































Repulsive interaction caused by the Marangoni flow
The Marangoni flow is caused by the Marangoni stresses caused by the concentration














c(r − rp,i), (2.22)
represents the total concentration field at the location r.
For the vicinity of a point source of the surfactant, we can derive the Marangoni flow by
















Here, Lν(x) is the modified Struve function and Iν(x) is the modified Bessel function of the
first kind. The concentration field Eq. (2.11) decays exponential on the length scale of the
diffusion length λ =
√
D/κ, which is much larger than the particle size, and therefore the
source of the surfactant can be regarded as a point source described by the delta function
on this length scale. Thus, the Marangoni flow at long distances decays as 1/r2 and we
obtain u(r) = −
∫
dr′GO(r − r′) ·∇′‖δ(r
′) = −∇‖GO(r) ∝ 1/r2.
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2.3 Method
2.3.1 Equation of motion
In the present study, we construct a model for the collective motion of self-propelled
droplets based on the Stokesian dynamics approach [89].














where m is mass of a particle and rpi and v
p
i represent the position and the velocity of i-th

















dr′T (rpi − r
′) · F f (r′, t), (2.28)











δ(rpi (t) − r), (2.29)
where ζ represents the friction coefficient of the particle floating on the air-liquid interface,
and F f (r) represents the force field acting on the fluid. The force −ζ(vpi − v
f
i ) represents
viscous force generated when the droplet moves with a velocity vp,i in the surrounding
field. Additionally, Eqs. (2.28) and (2.29) are self-consistent set of equations with respect
to v fi . We take (ζT ) as an expansion parameter and run simulations using approximations
up to second order terms in (ζT ).












where FMi represents the self-propelling force for i-th droplet, and F
C
j→i(t) represents
the driving force caused by the lateral capillary force from j-th droplet to i-th droplet.
FWCAj→i (t) represents the repulsive force due to the excluded volume effect between i-th and



















s ≥ 2 16σ
) , (2.31)
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where ϵ is the amplitude of the excluded volume interaction described by the WCA potential
and s represents inter-particle distance.
2.3.2 Nondimensionalization
Here, we discuss how to relate our model parameters to experimental data by using nondi-
mensionalization of our model equations [81,104]. First, we rewrite the reaction-diffusion
equation Eq. (2.10) and the equation of motion Eq. (2.25) in non-dimensional forms by
using the unit of length, time and energy, L0,T0 and E0. Typical experimental values of
L0,T0 and E0 are L0 ≡ R ∼ 10−3 m and T0 ≡ τ, where τ = m/ζ indicates the relaxation
time of particle motion, and E0 ≡ 2πγ0R2 ∼ 10−7 J. From these unit quantities, we can
estimate that τ ∼ 1 s for m = 43πρR3 ∼ 10−5 kg.
The dimensionless parameters for capillary interaction used in the simulations are ψ ∼
0.1 rad and Bo ≡ (qR)2 ∼ 0.1 (corresponding to the dimensionless capillary length) which
is related to the lateral capillary force [See Eq. (2.9)]. Here, Bo represents Bond number
which is the ratio of the buoyancy force to the surface tension of the particle.
On the other hand, the dimensionless quantities in the reaction-diffusion equation [See
Eq. (2.10)] are defined as follows;




where D∗ corresponds to the square of the ratio of diffusion length λ =
√
D/κ to the particle
radius R. Furthermore, for the equation of motion for particles [See Eq. (2.25)], we define








where Pe is the Péclet number and is defined by the self-propelling speed of the particles
[81, 105], and Ma is the solute Marangoni number, a dimensionless quantity defined by
the ratio of the driving force of the concentration gradient to the viscous friction force.










where γ∗0 corresponds to the ratio of the lateral capillary force to the viscous friction force,
and ϵ∗ is the ratio of the energy parameter of the WCA potential to the viscous dissipation
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energy.
2.4 Simulation results and discussion
2.4.1 Single-particle system
The validation of the swimming speed
In this section, we investigate the swimming speed of self-propelled particle and compare
the results with those of experiments on steady state. First, we evaluate the dependence of
swimming speed on the Marangoni number Ma. Experimentally, to control the Marangoni
number is realized by controlling the viscosity of the liquid, for example by adding glycerin
to water [75, 81].
Figure 2.2 shows the dependence of Péclet number Pe, i.e. the swimming speed, on
Marangoni number Ma. In a small Ma regime (Ma < 6), the simulation results show that
the particle does not move (Pe = 0). In the large Ma regime, Pe is proportional to Ma as in
the experiment. Such a dependence of the swimming speed on the viscosity was discussed
in ref [87] by a theoretical analysis on the equation of motion. Our model corresponds to
such an analysis.
The reason for the discrepancy between the results in our model and experiments [75,104]
for the transition point in the small Ma region and the amplitude of Pe in the large Ma region
can be attributed to the following reasons; Since we assume the source of the surfactant as
a point source, size effect of the source is not taken into account, and the dependence of
the diffusion coefficient on the viscosity is ignored to simplify the calculation.
The gradient of the concentration field and the self-propulsion
Figure 2.3 denotes (a) the top view of the concentration field, (b) the concentration distri-
bution around the self-propelled particle, and (c) swimming speed (Pe) as a function of the
Marangoni number.
The condition for self-propulsion




v = −ζv + FM-self(v), (2.35)
where v represents swimming speed of a particle. For this equation, let us consider the
condition for the steady motion of the particle to occur. To show the condition, we expand
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Fig. 2.2 Swimming speed as a function of viscosity (Dependence of Péclet number Pe
on Marangoni number Ma) in a double-logarithmic plot. The solid line is the result of
the simulation for the equation of motion, the dashed line is the Pe ∼ Ma line, and ’◦’
and ’×’ are the results of experiments(M. Nagayama et al., 2004) with radii of 6.5 mm
and 1.5 mm [75,104].
FM-self(v) around v = 0 as










n = 1,2, ... . (2.37)
Here, FM-self(0) = 0 and C(n) = 0 for n = 2,4,6, ..., because FM-self(v) is an odd function of








v + C(3)v3 + · · · , (2.38)
with which we can explain the condition for the stable self-propelling by considering the
stable condition for this equation of motion as
−ζ + C(1) > 0, (2.39)
C(3) < 0. (2.40)
Here, we obtain
























24 Chapter 2 Modeling of chemically active particles at an air-liquid interface
Fig. 2.3 Self-driven motion for a single-particle system. (a) the top view of the con-
centration field, (b) the distribution of concentration field, and (c) swimming speed as a
function of the Ma number. Here, the other parameters are D∗ = 0.15 and κ∗ = 0.01.
In (b), the area filled in red represents the interior of the particle. The dot in (c) de-
note the results for v f = (0.0,−0.1), and (a) and (b) are the results in the fluid flow
v f = (0.0,−0.1). In addition, (a) and (b) are obtained from Eq. (2.11) and (c) is
calculated from Eq. (2.25)
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Therefore the condition Eq. (2.40) is satisfied because we set that these parameters (D, α)
are positive from analytical calculations. Furthermore, when the condition of Eq. (2.39) is
satisfied, the steady-state velocity v0 obtained with the expansion as in Eq. (2.38) up to the






Therefore, there is a threshold on the motion of a single particle as defined by the viscosity
coefficient. At about Ma ≥ 6 in Fig. 2.2, we observe self-propelling motion of the particle,
and this behavior is consistent with a destabilizing condition of Eq. (2.39) and a steady-state
solution of Eq. (2.43). Here, the linear relationship between Pe and Ma is derived from the
fact that the self-propelling force FM-self is proportional to Ma in Eq. (2.35).
Size dependence of the swimming velocity
Next, as an evaluation for the single-particle systems, we check the dependence of the
swimming speed on the particle radius, which was reported in experiments [81]. Figure 2.4
shows the dependence of the swimming speed Pe on the particle radius R. Here the radius
R is normalized by the unit L0 = 1 mm and the dashed line shows Pe ∼ R4/3, which
represents the behavior found in the experiment [81]. The result of the simulation captures
the characteristic behavior of the experimental system, i.e. an increase in Pe when R is
increased.
From these discussions, we confirm that our model well reproduces the behavior of
the experimental single-particle systems. Next, we discuss the behavior of two-particle
systems.
2.4.2 Two-particle systems
In order to characterize the motion of two-particle systems, we investigate the forces
acting between particles as a function of their inter-particle distance. Based on such a
consideration, we discuss the dynamic behavior of two-particle systems.
Validation
For a comparison with previous theoretical studies [51], we consider a case where the
capillary interaction is neglected, i.e. γ∗0 = 0.0. In our model, non-dimensional diffusion
coefficient D∗ is the parameter that governs the Marangoni flow [85]. Therefore, in our
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Fig. 2.4 Dependence of the swimming speed (Pe) on the radius of the particle R. The
solid line is obtained by numerically solving the equation of motion, the points are the
experimental values (D. Boniface et al., 2019), and the dashed line is the fitting function
of the experimental data [81]. The horizontal axis is the radius of the particle normalized
by L0 = 1 [mm] and the vertical axis is Pe number, plotted on a double logarithmic
scales.
model, it is necessary to choose this parameter appropriately depending on the situation.
Figure 2.5 shows the force acting on particles as functions of the inter-particle distance
for different values of the diffusion coefficient D∗ for Ma = 1.0, κ∗ = 0.01, and γ∗0 = 0.0.
We can confirm that D∗ = 0.15 reproduces well the results of the previous study [51],
where the total force acting on the particle is calculated from the pressure by direct
numerical calculations of the hydrodynamic equation. In our model, we can switch on and
off the physical elements individually, so we can investigate to what extent each element
contributes to the behavior of the system. Next, we examine in detail a contribution of each
force for D∗ = 0.15.
Figure 2.6 shows the dependence of each contribution to the total force as a function
of the particle distance for D∗ = 0.15. The self-propelling force FM-self gives the smallest
contribution, and the driving force FM-dist due to the concentration field interaction is
screened beyond the diffusion length λ =
√
D∗/κ∗ ∼ 3.87. Finally, the Marangoni flow
which is a long-range repulsive interaction gives the largest contribution to the total force.
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Fig. 2.5 Dependence of the force acting on particles on the separation distance between
the particle pair for different diffusion coefficients D∗ for Ma = 1.0, κ∗ = 0.01, and
γ∗0 = 0.0. The dashed, solid, and dash-dotted lines represent the forces acting on the
particles with dimensionless diffusion coefficients D∗ = 0.2,0.15, and 0.1, respectively.
The dots are the data from the previous study by Soh et al. [51]. Here, the positive value
corresponds to the repulsion and the negative value to the attraction. The horizontal axis
represents the distance between the centers of mass of two particles, and the vertical
axis represents the force acting on the particle. The horizontal axis is plotted in a
logarithmic scale, and the values of the horizontal and vertical axes are normalized by
the corresponding reference values defined in Section 2.3.2.
Fig. 2.6 Distance dependence of each force for D∗ = 0.15, Ma = 1.0, κ∗ = 0.01 and
γ∗0 = 0.0. The black, pink, green, red, and blue lines represent total force acting on the
particle, self-propelling force FM-self, driving force by concentration field interactions
FM-dist, viscous friction force, and repulsion by Marangoni flow, respectively. The dots
are the data from the previous study by Soh et al. [51] and the horizontal axis is in a
logarithmic scale.
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The switching of the relation between the repulsive and attractive forces
Before discussing the motion of the particles, we investigate the forces acting between parti-
cles with respect to their separation distance for changing the Ma number. Figure 2.7 shows
the respective forces acting between two particles. It is clear that there is a characteristic
distance at d∗ ∼ 6 where the attractive and repulsive interaction regions are separated in a
two-particle system. This characteristic distance d∗ is determined by the balance between
the repulsive forces due to Marangoni flow and concentration field interaction and the
attractive force due to capillary interaction in Fig. 2.7(a). On the other hand, in Fig. 2.7(b),
the characteristic distance d∗ is determined by the balance between the repulsive force
due to Marangoni flow and the self-propelling force. Additionally, from Fig. 2.3(c), the
self-driven motion does not occur as in the case of Fig. 2.7(a) Ma = 1.0, otherwise it occurs
as in Fig. 2.7(b) Ma = 50.0. An important fact in Fig. 2.7 is the existence of a characteristic
inter-particle distance where the attraction and repulsion are switched.
Phase diagram for two-particle system
Figures 2.8(a) and (b) show phase diagrams and Fig. 2.8(c) shows the trajectories of
particles in each case. The phase diagrams are obtained under the initial conditions (a)
r12(t = 0) = 3.0 (closer than the characteristic inter-particle distance) and (b) r12(t =
0) = 8.0 (longer than the characteristic distance), referring to the characteristic distance of
switching between repulsion and attraction in Fig. 2.7. Therefore, the regions of repulsive
and non-contacted motion in this phase diagram depend on the initial particle separation.
Additionally, the boundary line between the region of repulsive and non-contacted motion
corresponds to the threshold between the mobile and immobile behaviors determined for
the single particle system in Fig. 2.3(c).
2.4.3 Many-particle system
In this section, we will discuss the behavior of collective motion of chemically active
particles and present results of its analyses such as construction of phase diagrams.
Classification of collective behavior
First, we discuss what kinds of collective motion are realized. We can roughly categorize
the collective motions into the following 4 states;
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Fig. 2.7 Forces acting between two particles for D∗ = 0.15, κ∗ = 0.01, γ∗0 = 0.1, (a) Ma
= 1.0 and (b) Ma = 50.0. Here, “Marangoni flow” and “Capillary” denote the repulsive
force caused by the viscous force for Marangoni flow and the attractive force caused by
capillary interaction, respectively.
Liquid-like state: Self-propelled particles continuously move like a liquid, while keeping
a certain bonding distance.
Worm-like state: Particles move in a row forming a cluster [50, 53].
Crystalline state: Particles are gathering and form a triangular lattice [53].
Spreading state: Particles repel each other [51].
Here, the liquid-like and the worm-like states are observed in self-driven parameter regions
v0 > 0 for Eq. (2.43).
Figures 2.9 and 2.10 are the examples of the collective behavior. Here, the total number
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Fig. 2.8 (a) and (b) phase diagrams and (c) the trajectories of the two particles for the
case with D∗ = 0.15 and κ∗ = 0.01. Phase diagrams are obtained for (a) r12(t = 0) = 3.0,
(b) r12(t = 0) = 8.0, where r12(t = 0) denotes the inter-particle distance at t = 0 and the
phase boundary is guide to the eyes. (c) shows the trajectories of the two particles for
each behavior at r12(t = 0) = 8.0.
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of particles is N = 30, the system size is L = 64.0, and Ma = 50.0 in Fig. 2.9 and
Ma = 10.0 in Fig. 2.10. Additionally, we set D∗ = 0.15 and κ∗ = 0.01. The color and the
arrow indicate the direction of each particle’s velocity. These figures show that our model
can show a very wide variety of behaviors. In order to examine these four states in detail,
we analyze these states in a many-particle system.
The analysis of the cluster
Here, we introduce several order parameters for analyzing clusters of collective movements.
The classification of the behavior of the collective motion is shown in Fig. 2.11, where
the number of total particles is N = 30, the system size is L = 64.0 and the periodic
boundary conditions are assumed for every sides of the simulation box.
In the following, we introduce order parameters and evaluation functions to characterize
each behavior in Fig. 2.11.
■Bond-orientational order parameter First, we characterize the crystalline state of each














exp [i6θ jk], (2.45)
where Z j is the coordination number of j-th particle obtained from a Voronoi construction
for the particle configuration, and θ jk is the angle between a reference axis and the bond
between j-th particle and its k-th neighbor. ψ6 = 1 means perfect hexagonal ordering,
whereas completely disordered structures give ψ6 = 0.
Using this order parameter, we performed statistical analysis for each parameter set
(Ma, γ∗0), and the results are shown in Fig. 2.12. Here, the analysis was done on a system
of N = 30 particles, and the parameters were obtained by changing the initial location
of particles for 50 cases and taking a statistical average over 50 independent samples.
The results show quantitatively that the threshold value of γ∗0 required for crystallization
increases as Ma number increases. For γ∗0  1, the boundary between spreading and liquid-
like state is about Ma ∼ 20, which coincides with the boundary between the immobile and
mobile region of the single- and two-particle systems. On the other hand, for γ∗0 > 0.1, we
can consider that this boundary shifts to low Ma number due to the effect of many-particle
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Fig. 2.9 Examples of the collective motion for N = 30, Ma = 50.0, and (a) γ∗0 = 0.1,
(b) γ∗0 = 3.0 and (c) γ
∗
0 = 5.0. (a) liquid-like state, (b) the mixture state of worm-like
and crystalline and (c) crystalline state, respectively.
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Fig. 2.10 Examples of the collective motion for N = 30, Ma = 10.0, (a) γ∗0 = 0.1 and
(b) γ∗0 = 10.0. (a) spreading state and (b) crystal state.
system.
■Orientational order parameter Although we can classify the crystalline states by the
order parameter ψ6 introduced above, we are not able to distinguish between worm-like,
























34 Chapter 2 Modeling of chemically active particles at an air-liquid interface
Fig. 2.11 The classification of collective behavior for D∗ = 0.15, κ∗ = 0.01. The phase
boundaries are guide to the eyes.
Fig. 2.12 Classification of the crystalline parts by the bond-orientational order param-
eter. The red area is the crystalline region.
where M represents the number of particles that are in contact with two or more other
particles, and Ni is the number of particles in contact with the i-th particle. In addition,
Si denotes the region where other particles contact with the i-th particle, i.e. a circle with
a radius of the order of the particle diameter centered at i-th particle. The total order
parameter Φ is defined for the clusters of three or more particles, the parameter takes the
value Φ = 1 in the case of a worm-like state, and Φ = 0 in the case of a crystalline state.
Here, the order parameterΦi is defined for i-th particles,Φi = 1 in the case that the relative
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positions of neighboring particles of the i-th particle are on a straight line. We use this order
parameter to perform a statistical analysis on multi-particle systems, and we investigate the
possibility of realizing a worm-like state, as observed in experiments [53].
Fig. 2.13 Interpretation of the orientational order parameterΦ, which detects the worm-
like structure. Φ = 1 for the worm-like structure andΦ = 0 for the crystal structure. The
color of each particle represents the amplitude of Φi for that particle.
Fig. 2.14 Classification of the worm-like parts in terms of the orientational order
parameter. The red area is the worm-like region.
Figure 2.14 shows the results of classification of worm-like cluster regions using the
orientational order parameter. The calculation conditions are the same as those in Fig. 2.12.
From this result, it is quantitatively shown that the worm-like cluster state arises when the
value of the Ma number is in the self-driven region, as discussed in the single-particle
system (see Section 2.4.1), and the magnitude of the capillary force γ∗0 is between the
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regions of the crystalline and the liquid-like states.
■Radial distribution function The bond-orientational and orientational order parameters
cannot distinguish the spreading motion from the liquid-like motion because both of these
states have triangular lattice-like correlations. Therefore, we use the following radial













where 〈·〉t means the time average, and ∆Ni denotes the number of particles that locate in
the range of distance [r,r + ∆r] from the i-th particle.
Here, in order to distinguish between the spreading and the liquid-like motions, we inves-
tigate the radial distribution function at fixed γ∗0. Figure 2.15 shows the radial distribution
function for various values of Ma number at γ∗0 = 0.1. In the case of immobile single
particle, i.e. for Ma = 3, 5, and 10, we can recognize from the first peak of the RDF that
the larger the amplitude of Ma, the greater the inter-particle distance from each other. On
the other hand, in the case where the self-driven motion in a single-particle system occurs,
i.e. for Ma=30, 50, and 100, the position of the peak gradually approaches the origin
as the Ma number increases, eventually the position of the peak is at the characteristic
distance where the switching of the repulsion and attraction of the interaction force occurs
in Fig. 2.7. Namely, this result is consistent with the results of Fig. 2.7, which shows that
when a self-propelling force is generated, there is an attractive force between the particles
at long distances.
■Spatial velocity correlation function In order to capture the character of each motions,
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where∆Si denotes the area element with an area r∆θ∆r located at r = (r cos θ,r sin θ) from
the center of i-th particle at the origin, and the j-th particle are in the region ∆Si = ∆Si(r).
Here, we define a polar coordinate system (r, θ) with the i-th particle at the origin, and 〈·〉t
means the average.
The distribution of the spatial velocity correlation function for each cluster state is shown
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Fig. 2.15 Radial distribution function for changing the Ma number. In these results,
the number of particles is N = 30, the system size is L = 64 and γ∗0 = 0.1. In addition,
each distribution is calculated from the average of 50 simulations with different initial
configurations. The crystalline state in the case of Ma = 1, the spreading state in the case
of Ma = 3, 5, 10, and the liquid-like state in the case of Ma = 30, 50, 100, are realized.
in Figs. 2.16-2.19. In these figures, the angle 0 represents the direction of propulsion of
the central particle, and the radial coordinate is the distance from the central particle
normalized by the particle diameter σ.
■Physical interpretation of the worm-like state In our simulation, the worm-like cluster
state is realized, which was observed in an experiment [53]. Such behavior is non-trivial
and the analysis using our model suggests the following physical processes to form such
worm-like clusters;
1. The particles form clusters due to the capillary interaction, where the directional
self-propulsion determined by the Marangoni flow strengthen this attraction.
2. When particles come together at short distances, the viscous forces by the Marangoni
flow create repulsive interactions between the particles.
3. The balance of the capillary force, the attractive interaction of the self-driving force
by the Marangoni flow, and the repulsion force by the Marangoni flow causes the
particles to align in a line.
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Fig. 2.16 The spatial velocity correlation function for the crystalline state, where the
distribution has a six-fold rotation symmetry.
Fig. 2.17 The spatial velocity correlation function for the spreading state, where the
particles are fully spread out and the spatial velocity correlation is almost zero.
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Fig. 2.18 The spatial velocity correlation function for the liquid-like state. It is evident
that the velocity correlation is stronger in the parallel direction than the propulsion
direction. This results is expected to be due to the anisotropic nature of the hydrodynamic
interactions.
2.5 Conclusion
We have developed a minimal model to describe the collective motions of chemically
active particles at an air-liquid interface. In the modeling, the interactions due to phys-
ical mechanisms are decomposed into hydrodynamic interactions, capillary interactions,
driving forces due to Marangoni effect, and Marangoni flow.
In a single-particle system, the equations of motion indicate the existence of a threshold
for the self-driven motion determined from the Marangoni number, that corresponds to
the viscosity in experiments. In addition, numerical calculations were performed to obtain
the threshold for the value of the Ma number for the self-driven motion of the particle
to occur, and our model was validated by comparison with some experiments [75, 81].
These analyses show that our simple model is able to capture the essential properties of the
experimental systems.
In two-particle systems, the dependence of the force on the separation distance between
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Fig. 2.19 The spatial velocity correlation function for the worm-like cluster state. The
particles are aligned perpendicularly to the direction of propulsion, and the adjacent
particles have the velocity correlation in the same direction.
particles, and the relationship between the relative motion and the parameters are discussed.
Concerning the dependence of the force on the separation distance, the results are in
agreement with the previous simulations reported by Soh et al. [51] for the case where the
capillary interaction is ignored. The dependence of each of the forces on the separation
distance shows that the interaction due to the concentration field and the repulsion by
Marangoni flow are the dominant contribution. On the other hand, in the case with
the capillary interaction, the total force turns from an attraction to a repulsion when the
separation distance is increased. In order to discuss the relationship between relative
motion and parameters, we constructed phase diagrams, where the collective behaviors
are classified into three behaviors: contacted, repulsive, and non-contacted motions. The
boundary between the repulsive and non-contacted motion is found to be around a threshold
of Ma values calculated for the single-particle system. We confirmed that the boundaries
between the contacted and the repulsive behaviors, and between the contacted and the
non-contacted behaviors vary depending on the initial position of the particles. The
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repulsive and non-contacted regions are widened when the distance between particles are
beyond a characteristic distance where the attraction and repulsion between two particles
are switched.
For many-particle systems, we observed four behaviors: liquid-like, spreading, worm-
like, and crystalline states. We could successfully classify the crystalline states using the
bond-orientational order parameter ψ6. Additionally, for the many-particle systems, the
position of the boundary between the spreading and the liquid-like states shifts from the
threshold value of Ma number for the self-driven motion to a smaller value as the value
of γ∗0 increases. On the other hand, by using the orientational order parameters Φ, we
could identify the parameter regions where the worm-like cluster state is realized. In the
worm-like cluster state, the Marangoni flow and the capillary interaction were found to be
important physical factors. In particular, the symmetry breaking due to the hydrodynamic
interactions and the attractive interactions with isotropic symmetry are important for this
phenomenon. The peaks of the RDF are used to characterize the crystalline state, the
spreading state, and the liquid-like state. The spatial velocity correlation function allowed
us to visually understand the characteristics of the directional order in the system.
Here, we describe the correspondence between our model and the existing models. For
a single-particle system, our model can reproduce the results showing the self-driving
phenomenon due to the asymmetry in the concentration field of surfactant [75]. In a two-
particle system, it is possible to replicate the collision behavior without Marangoni flow
and capillary interaction by using phase-field method [87]. In addition, it is possible to
emulate the oscillation phenomenon without hydrodynamic interaction [86].
In summary, our model, which takes into account the hydrodynamic interactions, can
represent both the crystallized state [50,53] and the dynamic self-assembly of the spreading
states [51]. In addition, our model can reproduce a worm-like cluster state where particles
are spontaneously aligned with each other as was observed in experiments [50, 53]. In
our model, we can realize some states of the cluster by changing parameter set. However,
in experimental systems, many parameters are expected to change dynamically as time
evolves [52,53]. In the future, we would like to develop a model that introduces parameters
that depend on time. Furthermore, by developing a simpler model with fewer parameters,
we would like to discover new self-assembling phenomena such as motility induced phase
42 Chapter 2 Modeling of chemically active particles at an air-liquid interface
separation in chemically active particles such as camphor particles and self-propelled
droplets.
2.6 Appendix
2.6.1 The derivation of the steady state of the concentration field of surfac-
tant








= D∇2Γ − κ (Γ − c∞) + Aδ(r), (2.50)
where δ(r) is Dirac’s delta function. To solve this equation, we assume the velocity field v f
in a steady state, and we take c∞ = 0. For this assumption, we describe the concentration
field at time t for surfactant generated at a previous time t ′ using Green’s function method.
To obtain the Green’s function Γt′ , we need to solve
∂
∂t
Γt′ + v f ·∇Γt′ = D∇2Γt′ − κΓt′ + Aδ(r)δ(t − t ′), (2.51)




dt ′Γt′(r, t − t ′). (2.52)
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We can obtain the solution of the concentration field for the steady state of Eq. (2.51) using


































From this result, we can obtain the concentration field for a source represented by any
function f (r) by the convolution integral as
c(r) =
∫
dr′ f (r′)Γ(r − r′). (2.59)
The steady state solution of the concentration field with the point source, i.e. the delta
function, is useful for analytical understanding of the driving force caused by Marangoni
effect.
2.6.2 The comparison of concentration field
We can choose any function f (r) for the source term of the reaction-diffusion equation in
Eq. (2.10). Here, we compare the following three functions for the source term, i.e. delta











The results for the case of the delta function are already discussed in Appendix 2.6.1.
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We can derive the concentration field for the step function by using Fourier transform and
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where r′ = r ′(cos θ ′, sin θ ′) with r = |r |.
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2.6.3 Normalization

































The comparison of concentration fields
Figure 2.20 shows the color maps and contour lines of the concentration distributions for
the source term of (a) delta function, (b) Gaussian function and (c) step function. The
left figure shows the concentration distribution of surfactant as a color map, and the right
figure shows the contour lines of the concentration distribution along the x- and y-axes,
where we assume that the particle is subjected to the flow field in the −y direction, i.e.
v f = (0.0,−5.0).
Experimentally, the concentration distributions around the particles affect the other
particles. Although the delta functions are analytically easy to handle, it is difficult to
handle the phenomena dominated by the effect of finite particle size, such as particle-
particle interactions between neighboring particles. On the other hand, the step function
can well reproduces the finite extension of the source region, and therefore was used
in the other studies [83]. However, it is too complex to be treated analytically, and the
computational cost is too large to handle many-particle systems. Additionally, the Gaussian
function is analytically easy to handle in the calculation of the concentration field, and the
distribution has a finite extension as in the case of the a step function with a particle
diameter. Even though, in this case, the calculation of self-propelling forces requires
numerical integration calculations. Thus we adopt the delta function for multi-particle
calculations.
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Fig. 2.20 Concentration fields around the chemically active particles with the shape
of (a)delta function, (b)Gaussian function, and (c)step function. The parameters used
are D∗ = 10.0 and v f = (0.0,−5.0). The left figure represents the color map of the
distribution of surfactant generated from the particle at the origin. The right figure shows
the concentration distribution along the x- and y- axes, i.e. c(x,0) and c(0, y). The red
line shows c(x,0) and the green line shows c(0, y). c(x,0) has a symmetric shape with
respect to the origin, while c(0, y) does not have this symmetry due to the asymmetry in
the velocity. A concentration gradient occurs in the direction (y-direction) in which the




Collective motion of self-propelled
particles driven by external torque
3.1 Introduction
In nature, we can find nontrivial self-organization phenomena in the collective motion
of many animals such as fish, insects, and bacteria [1, 26, 107]. The self-organization
phenomena of “active matter” which has a self-propelled mechanism inside have been
studied in theories [4,25] and in experiments [108–110]. Especially, the collective motion
of the micro-scale organisms such as bacteria moving collectivity in fluid has been studied
as a simple model system because they are physically easy to handle [23, 108, 111].
However, it is difficult to understand the self-propelled mechanism of organisms, many
researches on artificial micro-swimmer systems using self-propelled colloids have been
developed [55,68,112]. For active colloid systems, self-propelled mechanisms are classified
into diffusio-taxis, thermo-phoresis, electro-phoresis and osmophoresis, and their behaviors
have been investigated using Janus particles which have an asymmetric structure [12, 68,
113–115].
In particular, experiments and simulations have been actively conducted on torque-
driven colloidal particles as microrollers [116–118]. For example, the translational motion
of torque-driven colloidal particles near the wall has recently been focused, where these
particles are driven by mechanism a magnetic [65] and an electric field [13]. Especially,
in the case of ”Quincke roller” which is driven by an electric field, the rotation axis
is constrained on a plane. On this system, we conduct a research in relation to the
mathematical models of self-propelled particles such as Vicsek model.
In the electrically driven mechanism, the rotational motion of each colloid particles is
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generated by applying an external electric field, which is called Quincke effect [63, 119].
Although there are many experimental studies related to the collective phenomena of
Quincke roller [13,64,120–122], theoretical studies are rather few. One such example is the
coarse-grained models using effective Hamiltonian [13, 64]. A collective order formation
of Quincke rollers is induced by a coupling between hydrodynamic and electromagnetic
interactions in such a course-grained model. For Quincke rollers, although there are several
analytical calculations that can deal with the phenomena accurately, the treatment is very
complicated even for two-body problems [123].
In this research, we apply the smoothed profile (SP) method for a direct numerical
simulation of the collective motion [124–126]. We propose a direct numerical simulation
procedure, which can handle the collective motion of self-propelled particles translating
on a solid wall by an external torque for finite Reynolds number region. Through these
implementation, we discuss whether hydrodynamic interaction has a dominant effect on
global order formation in the collective motion of Quincke rollers.
3.2 Model
3.2.1 Basic equation
In our model, we use SP method to perform direct numerical simulation for the colloidal
system in a viscous fluid, where the detail of the SP method can be found in the previous
research by Nakayama et al. [126]. The advantages of SP method are as following;
(i) We do not need to solve the governing equations of the fluid by explicitly considering
the non-slip boundary conditions imposed at the particle surface, i.e., the algorithm is
simplified because the processes such as mesh reconstruction can be omitted instead of
imposing the boundary condition explicitly.
(ii) We can simulate the system with a reliable accuracy by using the smoothed profile
function, whose accuracy has already been evaluated in the previous research [124].
(iii) Most of the calculation amount depends on the number of grid points in the simula-
tion system, which can be estimated in Cartesian coordinates. The use of the fast Fourier
transformation (FFT) can accelerate the simulation efficiency. This simulation method is
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packaged as KAPSEL*1.
For SP method, the colloidal particles are represented by the density field, ϕ(x, t) =∑N
i=1 ϕi(x, t), by a superposition of the profile function ϕi for the i-th particle located at
the mass center of the i-th particle. For the details of the profile function, see ref. [124].
Here, we treat the colloidal particles as hard spheres to represent the motions of the system,
namely, we assume that the particles do not change their shapes so that we can use the same
profile functional form constantly. A feature of the profile function is that it has a smooth
interface with thickness ξ to take into account the effects of boundary conditions, where
we use ξ = 2∆ for an enough accuracy [124], ∆ being the lattice spacing.
Using the profile function defined above, we introduce the fluid velocity field for the
entire system as
u ≡ (1 − ϕ)u f + ϕup, (3.1)
where u f and up are the velocity field for the host fluid and that inside of the particles
(ϕ , 0), respectively.
For the velocity field for the host fluid, the governing equation is described by Navier-
Stokes (NS) equation with an incompressibility condition,
ρ
(
∂t + u f ·∇
)
u f = −∇p + η∇2u f , (3.2)
∇ · u f = 0, (3.3)
where ρ is the total mass density of the host fluid, p is pressure, η is the viscosity of the
host fluid, respectively.
On the other hand, for colloidal particles, we consider a mono-disperse system of N-
spherical particles, which has mass Mp , radius a, and moment of inertia Ip . The motions
of the colloid particles are governed by the Newton-Euler equations,
ÛRi = Vi, (3.4)
Mp ÛVi = F Hi + F Ri + F exti , (3.5)
Ip · ÛΩi =NHi +NCi , (3.6)
where Ri and Vi denote the position and the velocity of the center of the mass of i-th
particle, Ωi is the angular velocity vector of i-th particle. F Hi and N
H
i are the force
and the torque caused by the fluid-particle interactions, F Ri is the force arising from the
*1 https://kapsel-dns.com/
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direct particle-particle and the particle-wall interactions, F exti is the force caused by the
external field such as gravity, NCi is the constraint torque that fixes the rotation axis of





θ(21/18σ−r) where σ denotes the diameter of the particle,
and F ext is canceled by the balance of gravity force, buoyancy force and the repulsion force
from the wall.
The velocity field defined for the particlesup is updated by ϕup ≡
∑N
i=1 ϕi [Vi +Ωi × ri],
where ri means the vector in the radial direction from the center of the mass of the i-th
particle.
For SP method, we assume that the total velocity field u obeys the following equation
based on the NS equation Eqs. (3.2) and (3.3) as,
ρ (∂t + u ·∇)u = −∇p + η∇2u + ρϕfp, (3.7)
∇ · u = 0, (3.8)
where ϕfp is the body force imposed on the fluid by colloidal particles. By introducing this
body force ϕfp , the no-slip boundary conditions on the particle surface are automatically
taken into account. Here, to solve this equation, we introduce the auxiliary velocity field
u∗ governed by the NS equation Eq. (3.2) as
u∗ = u +
∫ tn+h
tn
ds∇ · [σ − uu] , (3.9)





where tn = nh, n is the time step and h is the time increment. In addition we assume
that u∗ satisfies the incompressibility condition ∇ · u∗ = 0, from which the pressure p∗ is
evaluated.
In the determination of the velocity field u∗, the momentum change caused by the
particles is not considered, i.e. the solution does not include the influence of the body force
acting on the particle surface. To derive the entire velocity field u at the next time step
from the auxiliary field u∗, we add the impulse arising from the body force imposed by the
particle on u∗,














where the expression of the impulse by the body force can be obtained from the relation
between the change of the momentum and the impulse during the time increment h, and the
correction on the pressure pp is determined from the incompressibility condition∇ ·u = 0.
By adding this impulse, the momentum conservation law is guaranteed. Furthermore, the
body force obtained from Eq. (3.12) is expressed as the hydrodynamic force and torque
due to the momentum of the fluid flow on the particle,





ρ(x −Ri) × ϕifpdx (3.14)
Here, these force and torque are given in the forms of the volume integrals.
The simulation procedure is as follows;
(i) We obtain ϕn and un from the configuration {Rni } and the velocity {V ni } and {Ω
n
i }.
Additionally, we calculate u∗ using un. Here the superscript n denotes the time step.
(ii) We update the configuration {Rni } to {Rn+1i } using the velocity {V ni }, and we get
the updated ϕn+1.
(iii) We calculate the hydrodynamic force F Hi and torqueN
H
i from the updated profile





(iv) From the forces and torques, we obtain the updated velocity {V n+1i } and {Ω
n+1
i },
and go back to step (i).
3.2.2 Rotation mechanism
We introduce an external torque inspired by the Quincke roller. It has been analytically
proved by electrodynamics that the angular velocity vector generated by Quincke effect is
constantly perpendicular to the external electric field E [119]. In our model, to simplify
the treatment, we impose a constant angular velocity vector Ωc on a hard sphere, and the
constraint torqueN c defined by a harmonic potential is introduced so that the rotation axis
of the hard sphere is constrained on a plane. Namely, the constraint torque is calculated
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Fig. 3.1 The schematic picture of the simulation system. A translational driving speed
v is generated by hydrodynamic interaction between the rotating colloidal particle and
the wall, where we give an angular velocity vector Ωc
i
= ωψ̂i for the particle. ψ̂i
denotes a unit vector which represents the rotating direction of the i-th particle, where
the direction is constrained on the XY plane by the constraint torqueNC .
K > 0 is the amplitude of the constraint torque, whose value must be sufficiently large for the










Figure 3.1 shows the schematic picture of the system for the simulation. The simulation
box has the system size (Lx, Ly, Lz) in a 3-dimensional Cartesian coordinate system, and
the periodic boundary conditions for all directions are imposed. An angular velocity
vector ΩCi = ωψ̂i with a constant amplitude ω is given to each particle, mimicking the
phenomenon such as Quincke effect. ψ̂i is a unit vector which represents the rotating
direction of the i-th particle, where the direction is constrained on the XY plane by the
constraint torque NC . The wall is installed parallel to the XY plane of the simulation
box, and the thickness of the wall is defined as H/2. The repulsive interaction between
the particles and the wall is described by the repulsive part of LJ potential. δ denotes
the distance between the surface of the particle and the surface of the solid wall, it is
determined from the balance of gravity force, buoyancy force and the repulsion force from
the wall. Since the no-slip boundary condition is imposed at the wall, the translational
hydrodynamic force is acting on the rotating particle through the non-diagonal component
of a mobility tensor of the particle. By this hydrodynamic force, each particle has the
driving speed v0 which is parallel to the XY plane. Here, the mobility tensor depends on
the distance between the wall and the particle surface δ. Therefore, the driving speed v0
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depends on δ and the angular velocity ω.
Now we derive the relation between v0,ω and δ. For this purpose, we define Ft as the
drag force acting on the particle for the translational motion and Fr as the translational
hydrodynamic force for the rotating particle, which are forces defined as Ft = 6πµa f tt (δ)v0
and Fr = 6πµa2 f tr (δ)ω. For this case, the correction terms f tt and f tr are derived from



























































We should note that this calculation results are executed in Stokes regime (Re  1). This
approximate calculation by the lubrication theory is performed either in the region at far
away from the wall (a/h  1) or close to the wall (δ/a  1). Here, since the balance of







where h = a + δ. This relation has been confirmed in experiments on Quincke roller by
Pradillo et al. [122], and is a sufficiently reliable result.
3.3.2 Validation
First, we perform a validation of the behavior for a single particle in the SP method. In
order to perform the validation, we define the Reynolds number Rer ≡ ρσ2ω/η for the
rotational motion in the particle. We deal with the low Reynolds number region, because
Rer ∼ 10−2  1 is hold for the experiment of Quincke rollers [13].
Figure 3.2 represents the validation for one particle system by SP method. Here, we
plot the ratio of the driving speed v0 and the angular velocity aω for the gap δ based on
Eq. (3.19), where Re is fixed at Re = 1.0 in Fig. 3.2(a), and a/∆ is fixed at a/∆ = 4 in
Fig. 3.2(b), respectively. These results agree with the lubrication theory in the region of
δ/∆ > 1, where the oscillatory errors are due to the poor resolution of the grid width ∆.
It is very important that the driving speed becomes v0/aω → 0.25 for the limit δ → 0,
as can be seen in Eq. (3.19). On the other hand, the experimental results give v0/aω > 0.25
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Fig. 3.2 The validation of the driving speed v0 for a single particle simulated by SP
method. The horizontal axis denotes the distance between the wall and the particle,
which is normalized by the radius of the particle a. The vertical axis denotes the ratio
of the driving speed v0 and the angular velocity aω. For this validation, the system
size is fixed at (Lx, Ly, Lz ) = (64∆,64∆,32∆). (a) The validation for Re = 1.0, where
the radius is changed a/∆ = 2,4 and 8. We can observe that, as the radius increases,
the results approaches to that predicted by the lubrication theory. (b) The validation for
a/∆ = 4, where the Reynolds number is changed Rer = 0.2,0.5,1.0 and 2.0. We can
see that there is no significant effect on the results in Stokes regime. These results agree
with the theory for δ/∆ > 1, where the errors is caused by the resolution due to the grid
width ∆.
[13, 64, 120]. For example, the time average of the driving speed is v0/aω ∼ 0.45 in the
experiment by Bricard et al. [13]. Such a discrepancy may be due to the effects that are
not considered in our model, such as the frictional effect due to direct contact between
the wall and the rotating sphere. Additionally, the cause of the acceleration effect cannot
be explained by the single-particle system, suggested from the experiment by Pradillo et
al. [122]. Namely, we believe that to explain the acceleration effect, it is necessary to at
least take into account the hydrodynamic interactions in many particle systems. Especially,
the hydrodynamic interaction is directly related to the particle motion and is a long-range
interaction, so that it determines the collective behavior dominantly.
Before considering the hydrodynamic interaction for the collective motion, we confirm
whether our model can reproduce the flow around a rotating particle. Figure 3.3 shows
that the streamlines around the rotating particle near the wall. The characteristics of this
field has that it is a polar symmetry [13, 130]. In the Rotne-Prager-Blake tensor [131] in
Stokesian dynamics, the rotlet by rotation and the boundary conditions of the wall are taken
into account by the mirroring method. A flow by rotlet near the wall is already calculated
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Fig. 3.3 The streamlines around a rotating particle, where the particle has the angular
velocity vector ΩC = (ω,0.0), and the propulsion direction is −Y direction. These
streamlines are plotted for a/∆ = 4.0 and Rer = 1.0, where the thickness of the wall is
H/∆ = 5.0. The stream line is masked inside the wall. (a) and (b) represent streamlines
in the laboratory frame, while (c) and (d) represent streamlines in the body frame. On
the other hand, (a) and (c) show the flow on a plane Z/∆ = 8.0, (b) and (d) show the
flow on the plane at X = Lx/2. The color and the density of the lines represents strength
of the flow.
by the multi-blob method [65, 132, 133]. We expect that this polar symmetric flow field
has an alignment interaction and acceleration effect due to the hydrodynamic effect. The
symmetry of the flow field is expected to affect the velocity correlation in many-particle
systems.
On the other hand, it is useful to understand the distance dependence of the hydrodynamic
effects for further evaluation and understanding of the flow field. Therefore, a plot of the
distance dependence of the flow field is shown in Fig. 3.4.
In Fig. 3.4 (a), we observe a the crossover from r−3 to r−2 decay for the magnitude
of the velocity by the rotlet between the two rigid walls of the simulation box. On the
other hand, in Fig. 3.4 (b), although the crossover occurs, the crossover point is constant
independent of the distance between the walls W . The crossover occurs at the characteristic
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Fig. 3.4 The distance dependence of the amplitude of the flow field around a rotating
particle for a/∆ = 4.0 and Rer = 1.0, where the thickness of the wall is H/∆ = 5.0, and
the system size (Lx, Ly) = (256∆,256∆). The horizontal axis represents the distance
from the particle center, which is normalized by the particle radius a, and the vertical
axis shows the magnitude of the flow field. The height of the simulation box is changed
to Lz/∆ = 32,64,128,256, which is equivalent to changing the distance W between the
upper and lower walls of the simulation box. (a) and (b) show the distance dependence
of the magnitude of the flow field in the direction perpendicular (X) and parallel (Y )
to the propulsion direction, respectively. The solid line represents r−2 decay, and the
dashed line represents r−3 decay.
distance X ∼ W/π. This result is also consistent with the predictions of the analytical
solution [130]. The crossover point varies with the distance δ between the particle surface
and the wall. This result appears in Figs. 3.3 (c) and (d), which show the same behavior as
the solution obtained with the rotlet [41]. The results of our direct numerical simulations
with SP method are in good agreement with the theoretical solution [41, 130].
3.4 Collective motion
Figure 3.5 shows a snapshot of the particles in a collective motion. From this snapshot, it
can be observed that there are particles that move with a translational speed faster than that
of the isolated particle. This is the acceleration effect in a many-particle system.
First, in order to understand the characteristics of this collective behavior, we compute
spatial correlation functions.
■Spatial velocity correlation Here, we calculate the spatial velocity correlation function
(see Eq. (2.49)) already introduced in Chapter 2 for the present system, and thre results
are shown in Fig. 3.6. We can obtain results with a polar symmetry with respect to the
direction of propulsion induced by the hydrodynamic interactions. Such symmetry cannot
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Fig. 3.5 The snapshot of the collective motion for the case with the number of particles
N = 260 and the system size Lx = Ly = 256. The arrows show the directions of the
velocity of the particles, and the colors represent the magnitude of the speed in unit of
the speed of the isolated particle v0.
be achieved by exclusion volume effects alone (see Appendix 3.6.1).
■Spatial correlation of the angular velocity vector We introduce the following spatial










〈Ωci (t) ·Ωcj (t)〉t
〈Ωci (t) ·Ωci (t)〉t
. (3.20)
Figure 3.7 shows the spatial correlation function of the angular vector by external torque.
The spatial angular velocity correlation function shows a distribution that decays inversely
proportional to the radial distance opposite to the self-driving direction of the particles.
That means that the rotational axes of the external torque are more stable in their behavior
if they are oriented towards repulsion. This behavior can be attributed to the fact that is
generated by a pair of the rotlet has a polar symmetric flow with source and sink, as shown
in Figs. 3.3(a) and (c). Therefore, even though the colliding particles are temporarily
aligned in the direction of motion, they are expected to repel each other.
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Fig. 3.6 The spatial velocity correlation function for the system with N = 260, where
the system size is Lx = Ly = 256, the radius a/∆ = 4.0 and Rer = 1.0. The origin of
the angular direction is set to the propulsion direction and the radial coordinate is the
distance between particles.
Fig. 3.7 The spatial correlation function of the angular velocity vector for the case with
number of particles N = 260, the system size Lx = Ly = 256, the radius is a/∆ = 4.0
and Rer = 1.0. The origin of the angular direction is set to the propulsion direction, and
the radial coordinate is the distance between particles. In particular, the direction of π/2
shows the direction of the angular velocity vector by the external torque.
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Fig. 3.8 The distribution of the speed for the number of particles N = 260, the system
size is Lx = Ly = 256, the radius is a/∆ = 4.0 and Rer = 1.0.
■The distribution of the speed It is clear from the snapshot already shown in Fig. 3.5
that the magnitude of the velocity in multi-particle systems is accelerated compared to the
isolated systems. To investigate how many particles achieve such an acceleration effect,
Fig. 3.8 shows the distribution of the speed. Such a distribution is similar to the results
already observed in experiments [120]. From the peak values of the distribution, this
simulation show that the majority of particles are accelerated by a factor of two or more
due to the hydrodynamic interactions.
3.5 Conclusions
We have performed simulations on the self-propelled particle systems driven by an external
torque by using SP method.
As for the single particle system, comparisons with Stokesian hydrodynamics are dis-
cussed. A correction term of the mobility tensor calculated from the lubrication theory
gives the theoretical limit on driving speed [128,129]. In the validation, we calculated the
dependence of the driving speed on particle-wall distance by varying the Reynolds number
and the particle radius. We have shown that the results agree well with the analytical
solution derived by the correction term of the mobility tensor. In addition, we confirmed
60 Chapter 3 Collective motion of self-propelled particles driven by external torque
the flow field for a single-particle system, which has a polar symmetry and a crossover
expected by the analytical solution [41, 130].
For the collective motion, with respect to the direction of propulsion, the spatial velocity
correlations with polar symmetry are shown. It is interesting to note that the symmetry of
the spatial velocity correlation is similar to the flow field with a polar symmetry around
a single particle. This means that the symmetry of the interactions of individual particles
is reflected in the spatial velocity correlations of the many particle systems. The spatial
angular correlation function suggests that hydrodynamic interactions produce repulsion
between particles. This may indicate that externally torque-driven hydrodynamic interac-
tions prevent the overall ordered structure of propulsion directions of particles in a many
particle system. On the other hand, an acceleration effect of the driving speed is observed
in the propulsion direction. The distribution of the speed of particles, which has already
been observed in the experiments [120], is successfully reproduced for the first time.
It is well known that electrical and magnetic dipole-dipole interactions contribute to the
collective behavior, e.g. those in the Quincke roller system [13]. By simulating collective
motion with the introduction of such dipole-dipole interactions, we expect order-disorder
phase transition phenomena, phase separation and dynamic clustering, such as those in the
Quincke roller system [13,121].
3.6 Appendix
3.6.1 Active particle systems with exclusion-volume interactions
In this appendix, we introduce the simple active particles with excluded volume interactions
to show that the polar symmetry of the spatial velocity correlation function arises purely
from the hydrodynamic interactions.












where Fi j is the force due to the excluded volume interaction described by WCA potential.
In this model, the active particles try to keep propelling at a constant speed v0 =
√
α/β.
Such active particles behave like a gas, since only the repulsive interactions due to excluded
volume effects contribute to the direct momentum exchange of the particles.
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Fig. 3.9 The spatial velocity correlation function for the simple active particles with
excluded volume effect. The angular direction is labeled as zero in the propulsion
direction and the radial coordinate means the distance between particles.
The spatial velocity correlation function for this model of an active particle system
is shown in Fig. 3.9. The spatial velocity correlation function shows a spatially isotropic
distribution, and we cannot observe the anisotropic distribution with respect to the direction
of propulsion with polar symmetry seen in the case with the hydrodynamic interactions.
This is due to the fact that the excluded volume effect is an isotropically symmetric repulsion




General conclusion and outlook
In this thesis, we provide a simulation framework for collective phenomena caused by
self-propelled particles in viscous fluids through simple modeling and direct numerical
calculations. The topic addressed in this thesis was inspired by experiments on artificial
self-propelled particles.
In Chapter 2, we treated the chemically active particles at an air-liquid interface. In
the modeling, hydrodynamic interactions, self-driving forces due to Marangoni effect,
Marangoni flow, and capillary interactions are introduced as physical elements. By intro-
ducing these physical elements analytically into the model, we can avoid direct numerical
calculations of the field variables such as concentration field and the flow velocity field in
the viscous fluid. Then, we can consider the effects of each element separately. From this
modeling based on physical elements, the interaction between particles is derived. This
interaction, which shows attraction and repulsion depending on the distance between the
particles, is shown to contribute to the realization of the crystalline state, spreading state and
liquid-like state in many particle systems. In addition, by introducing the hydrodynamic
interactions, the spatial velocity correlations in liquid-like states shows a polar symmetry.
Furthermore, by introducing a self-driving force that depends on the particle velocity and
the velocity field of the fluid, worm-like cluster state is realized as one of the collective
motions. These diverse behaviors have not been understood by the existing simple mathe-
matical models, e.g. boids or Vicsek model. In particular, we believe that the worm-like
cluster state reproduced by our model is unique to chemically active particles and may be
applied to a possible control of artificial colloidal particles and droplets.
In Chapter 3, by direct numerical calculations using smoothed profile method, we have
simulated a self-propelled particle system driven by an external torque. The fluid flow
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around the particle driven by torque was confirmed to be the rotlet flow with a polar sym-
metry. With respect to the collective motion, the spatial velocity correlation is found to have
a polar symmetry as well as the symmetry of this hydrodynamic interaction. In addition,
the acceleration effect occurred during a local collision between self-propelled particles,
and the distribution of the particle speed was obtained by our numerical simulation. The
distribution of the particle speed reproduced the distribution obtained in the experiment.
In the future, based on the findings in the present study, we would like to develop a
simpler coarse-grained model to understand the formation and the relationship between the
symmetry of the interaction of individual particles and the symmetry of their collective
behavior. In particular, the symmetry in the formation of the collective behavior and the
symmetry on the spatial correlation of the interaction of individual particles is an interesting
issue. Additionally, we hope to elucidate the connection between dynamic self-assembly
and interactions acting on the self-propelled particles of animals, such as flight of birds
with a school of V-shape and vortex-like behavior of school of fish.
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