Stochastic sound sources derived from Reynolds Averaged Navier-Stokes (RANS) solution are recognized in Computational Aeroacoustics as one possible way to efficiently predict broadband sound. In this paper a stochastically forced linear advection-diffusiondissipation equation is introduced. The model provides spectra and anisotropic two-point correlations that otherwise have to be incorporated in datum stochastic methods as additional model assumptions. The output are fluctuating velocity components, from which vortex sound sources derive. The forcing is white (delta-correlated) in time and possess a finite correlation length scale in space. The well-posedness is demonstrated in the paper. A solenoidal forcing term is shown to realize the correlation tensor of homogeneous isotropic turbulence together with a longitudinal turbulence spectrum that exhibits a plateau for lower frequencies followed by a characteristic power law roll-off and final cut-off. Exponent of decay and cut-off are adjustable. The stochastic partial differential equation involves a diffusion parameter, a time-scale, a re-distribution tensor, and a forcing variance. Transport equations for Reynolds stresses and turbulence kinetic energy derive from it that have the canonical form of major RANS transport equations. In particular, all parameters needed can be assigned to corresponding RANS parameters so that an accurate reproduction of RANS one-point statistics becomes feasible. For the generation of two-point statistics the hypothesis from turbulence modeling is adopted that the present model calibrated for homogeneous isotropic turbulence is also applicable for more general flows.
I. Introduction
In Computational Aeroacoustics (CAA) stochastic sound sources derived from Reynolds Averaged NavierStokes (RANS) solution are recognized as one possible way to establish fast and efficient prediction of broadband sound. Specific for all stochastic approaches used for CAA is that they have to provide continuous dynamics in space and time (3+1-D realizations) to prevent spurious noise sources.
Two main approaches for the stochastic generation of turbulent velocity fluctuations have been studied over the past years. Starting with the work of Kraichnan, 1 one the one hand side random Fourier modes are used to prescribe wave-number spectra of turbulence. As a random Fourier mode method especially suited for CAA applications the stochastic noise generation and radiation (SNGR) method was introduced and developed further by Béchara et al. 2 and Bailly & Lafon.
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The second class of approaches used in CAA was introduced with the random particle-mesh (RPM) and fast random particle-mesh (FRPM) methods. [5] [6] [7] [8] These approaches utilize a numerical approximation of spatially distributed white-noise, which is filtered with a Gaussian filter of defined width and amplitude to generate fluctuations with locally prescribed cross-correlation function and variance.
Since the spatial cross-correlation function and the turbulence wave-number spectrum represent a Fouriertransform pair, a model realizing a specific turbulent cross-correlation function (two-point statistics) also provides the corresponding turbulence spectrum and vice versa.
In general, the goal of stochastic models is to obtain fluctuations that accurately reproduce key one-point statistics and parameters as provided by RANS, i.e. velocity fluctuations with levels in compliance with turbulence kinetic energy. Further information from RANS incorporated into the modeling of fluctuations are the length-and time scale as well as the RANS mean velocity to prescribe turbulence advection.
To incorporate a locally varying advection velocity field into a random Fourier mode representation of a wave-number spectrum is not straight forward. The direct replacement of wave-number kx with k(x − v 0 t) in all Fourier modes is only valid if the advection velocity v 0 is spatially constant, i.e. uniform. An attempt to set-up a stochastic model based on a localized spectral description using wavelets has been discussed by Kozubskaya et al. 9 For the consideration of non-uniform source advection, Billson et al. 10 have proposed to combine a random Fourier mode description with an advection equation.
For stationary turbulent flow problems characterized by a highly non-uniform distribution of different target quantities (length-and time-scale, advection velocity, turbulence intensities), datum stochastic methods not always can achieve an unambiguous accurate simultaneous realization of all quantities.
This may allude to a general over-determination of the problem if all target features are aimed to be stochastically modeled as independent qualities, i.e., ignoring their mutual interconnection as established by the turbulence transport equations underlying the turbulence target statistics. Furthermore, one-point RANS statistics in general provide an incomplete basis for source modeling as additional assumptions are needed to deduce sources with specific two-points statistics, e.g. assuming general validity of a specific turbulence spectrum or the specific shape of the cross-correlation function. Fig. 1 indicates the general problem exemplarily sketching the application of the FRPM method to high-lift slat noise: the one-point statistics have to be augmented by assumptions about the shape of the cross-correlation function to obtain sound sources with imposed two-point statistics.
The scalar length-scale parameter from RANS lacks the information about the anisotropy of the lengthscales. Therefore, in stochastic methods fluctuating velocity is mostly modeled assuming isotropic turbulence. Anisotropy in one-point statistics can be incorporated using RANS Reynolds stress models. However, although on an empirical basis attempts have been made to incorporate length-scale anisotropy into the modeling of velocity fluctuations, 11, 12 a empirical-free closed prediction of this extra information from RANS is missing. Alternatively, it has been proposed to take this additional piece of information from supplementary scale resolving large-eddy simulation. 13 The consideration of anisotropic length scales is known to be significant for aeroacoustic predictions, refer to Kamruzzaman 11 for the importance in the simulation of airfoil trailing edge noise from surface pressure statistics. For example, to predict surface pressure spectra from a simplified Poisson equation 14, 15 a more detailed description of the two-point statistics of the v-component normal to the wall are needed.
II. Outline
In this work a linear advection diffusion dissipation equation forced by a stochastic source term will be introduced to accomplish velocity fluctuations with statistics in close agreement with target statistics provided by RANS. The approach enables the exploitation of more RANS parameters than usually used in stochastic models.
It is shown that the simulation approach provides spectra and two-point statistics. An initial calibration of the variance and the spectrum used in the stochastic forcing term provides the proper realization of the energy spectra of homogeneous isotropic turbulence (HIT). Furthermore, for HIT the methodology realizes solenoidal velocity fluctuations and provides an exact reproduction of the two-point velocity cross-correlation tensor.
Based on the hypothesis that the forcing spectrum is applicable also for more general cases, the linear advection-diffusion-dissipation equation in general provides synthetic turbulence entirely prescribed by the RANS statistics of inhomogeneous flow. Anisotropy in length scale is realized due to the deviation from equilibrium of the equation solved, refer to the qualitative discussion in Section III.
As a starting point, we aim to derive a model equation for turbulent velocity fluctuations whose variance equations agree with that of the corresponding RANS transport equations, i.e. with the Reynolds stresses or the resulting turbulent kinetic energy equation. For this purpose, the following forced linear advectiondiffusion-dissipation model equation will be closer studied in this work:
where superscript "0" indicates ensemble averaged quantities, i.e. v 0 i = v i , a prime denotes fluctuating velocity and D is a diffusion parameter. The tensor λ ij has two contributions,
i.e. a diagonal part proportional to an inverse characteristic time scale λ and a tensor f ij that will be defined later. A spatio-temporal stochastic forcing term Q i is introduced on the right-hand side of Eq. (1) to effectively model the production termP in the resulting transport equation for turbulent kinetic energy. Straight forward evaluation of the turbulence kinetic energy (k t ) equation related to Eq. (1) yields
where the brackets indicate an ensemble average. The tensor f ij does not contribute to the turbulence kinetic energy budget but is important as it realizes the re-distribution tensor in the Reynolds stresses transport equation, Section V.B. Furthermore, the magnitude of the production termP in this equation is defined by the correlation of the forcing term with the generated fluctuating velocity, viẑ
refer to the more detailed discussion provided by Section V.F. The representative turbulence kinetic transport equation that is studied in the present paper is given by
refer to Wilcox. 16 Here denotes the pseudo dissipation,
ν is the the kinematic viscosity, ν t is the turbulent eddy viscosity, σ k indicates a modeling constant, and P denotes turbulence production. All quantities are determined if the turbulence kinetic energy transport equation is solved by a precursor RANS simulation. It is immediately clear that Eq. Consequently, if properly calibrated, Eq. (1) formally enables a reproduction of turbulence kinetic energy (one-point statistics) from RANS. However, in order to demonstrate the capability of Eq. (1) to reproduce in addition also meaningful turbulence spectra and two-point statistics the following questions must be answered:
• Is the solution of a diffusion-convection equation with stochastic source term at all well posed?
• How has the variance of the stochastic production term to be calibrated to accomplish a specific locally prescribed turbulent kinetic energy production?
• How should the spectrum of the forcing term be defined to obtain a specific equilibrium spectrum?
• Is the energy cascade of 3-D turbulence from large to small scales correctly recovered by the model?
The previous questions are furthermore accompanied by questions of application, e.g. the proper numerical realization of the previous sketched model equation. In particular, for applications typically fluctuations are only resolved up to a coarse cut-off wave-number, far above the Kolmogorov length scale. Hence, the calibration of constants might be further affected by the truncation of scales.
A brief qualitative discussion on the realizability of anisotropic length scales is provided by the next paragraph. The derivation of a forced linear advection-diffusion-dissipation equation as a proper way to realize realistic turbulence spectra and homogeneous isotropic turbulence is discussed in Section IV using some FRPM key features. Section V deals with generalization of the model to comply with standard RANS transport equations. Section VII gives a brief overview about some numerical results obtained with the approach. A summary with conclusions is given in Section VIII.
III. Phenomenological discussion
For homogeneous isotropic turbulence the integral length scale provided by Eq. (1) results from a dynamic process in equilibrium, where diffusion and dissipation are balanced by corresponding production.
Main characteristic variables of this process are the diffusion parameter D and the time scale 1/λ in Eq. (1). On dimensional grounds, the length scale results from l s = D/λ. Closer scrutiny reveals that the inverse time scale must be calibrated to λ ∝ 1/τ s with the turbulent time-scale defined from RANS quantities,
As discussed in the previous section, the RANS eddy viscosity
(with constant C µ = 0.09) is the main contributor to the diffusion constant, i.e., D = ν t /σ k . Consequently, a characteristic length-scale from combination of diffusion parameter and time-scale infers as
where c l is a order one parameter that effectively results from the modeling parameters used. The length scale is in correspondence with the definition generally used in stochastic modeling. Anisotropy in length scale is present in most technical relevant flows. The length-scale scalar from RANS usually is interpreted to result from a suitable contraction of the actual anisotropic length scale tensor, e.g. as being discussed by Rotta, 17 refer to Eq. (4.55) in Wilcox.
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For a phenomenological discussion of the anisotropic length scales resulting from Eq. (1) we consider the problem of turbulence seeded upstream of a NACA 0012 airfoil as discussed by Wohlbrandt et. al. 18 From RANS simulation and Eq. (9) a typical length scale distribution as shown in Fig. 2 results. 18 In this example a SST k t − ω turbulence closure is applied (the dissipation rate is related to the specific dissipation rate ω from the model by = C µ k t ω).
It can be observed that along the symmetry line upstream of the airfoil leading edge the turbulence length scale of the seeded turbulence is constant, but drops down rapidly to zero when approaching the airfoil leading edge. This behavior is furthermore highlighted in the sketch Fig. 3 18 showing the dynamics of a vortex of characteristic eddy size representing the local present length scales in a sequence. In the lower sketch the length-scale development from RANS is indicated, which would result from direct application of Eq. (9). The upstream vortex size decreases to zero when reaching the airfoil stagnation point. However, expected would be a vortex dynamic as indicated by the upper sketch. Note, the decreasing length-scale in the lower sketch would be expected on grounds of the effective averaging (contracting) procedure used to determine the scalar length-scale parameter from the anisotropic scales. For example, in position 3 before the airfoil the average of the streamwise and crosswise length-scales yields a reduced effective scalar length scale in qualitative agreement with the lower sketch. Concerning a stochastic realization of the upstream turbulence problem with Eq. (1), from a Lagrangian frame perspective close to the leading edge of the airfoil the dynamic process would be away from equilibrium, characterized by a rapid change of time scale and diffusion parameter. The resulting length scale develops as a consequence of its previous history and the spatial changes in diffusion, dissipation, and production. Close to the leading edge the length scales would be anisotropic. Specifically, in position 3 before the airfoil leading edge the reduction of the diffusion constant and time scale in flow direction compared to the corresponding values along a line perpendicular to the flow qualitatively results in a reduced length scale in flow direction, while the scale perpendicular to the flow may remain mainly unchanged, i.e. in correspondence with the characteristic shown in the upper sketch of Fig. 3 .
Note, the previous example indicates the possible to realize additional features of turbulence, e.g., details of the length-scale anisotropy if the dynamics as encoded in the RANS turbulence transport equations are also incorporated into the stochastic realization. This is explicable on the grounds that if target quantities obey a governing transport equation, a mutual dependencies is established among them that can determine additional characteristics of otherwise not explicit modeled yet dependent qualities.
IV. General turbulence spectra via F.L.A.D.D.
In the following paragraph the key features of FRPM [5] [6] [7] [8] 19 are introduced a and utilized to discuss the realizability of turbulence spectra from a forced linear advection-diffusion-dissipation (F.L.A.D.D.) equation.
A. Basic FRPM tool kit
The Fast Random Particle-Mesh (FRPM) method has been introduced in previous work as a method to generate stochastic sound sources for CAA. [5] [6] [7] [8] 19 It has been successfully applied to various broadband noise problems. [20] [21] [22] However, the problems as discussed in the Introduction also hold for FRPM and motivate a further development towards canonical stochastic realization. Eventually, FRPM will be used to set up the resulting F.L.A.D.D. forcing term.
With the FRPM approach a fluctuating vector field q i is generated from the spatial convolution of stochastic fields U i applying a Gaussian filter,
or, in brief notation,
The Gaussian filter is given by
where l represents the realized length-scale. The cross-correlation function that is generated by this procedure is proportional to the self-convolution of the Gaussian. This yields also a Gaussian cross-correlation function and Gaussian energy spectra b , refer to the more detailed discussion in Appendix A.1. To model turbulent advection together with an exponential turbulent decay at time scale τ s , the stochastic fields U i are defined in a local frame of reference moving at velocity v 
The advection velocity usually is taken from the mean-flow field from RANS. The components of the source term ξ i (x , t) are white in space and time, mutually uncorrelated, and have vanishing mean. Their definition in the Lagrangian frame reads
The field c defines the proper variance of the target quantities q i . Its scaling is given in Appendix A.2. The properties of the source imply also a spatial definition of U i , explicitly indicated in Eq. (13) by the partial time derivative and dependence on x . Otherwise, since the left-hand side of Eq. (13) is spatially decoupled, it completely complies with an ordinary Langevin equation.
For the quadrature of the integral in Eq. (10) the computational domain is formally split into equal sized non-overlapping control volumes δV k of constant size, continuously covering the resolved source domain without holes. A random particle is assigned to the center of each control volume x k . All resulting particles a Additional information is provided by Appendix A. b The shape of cross-correlation function to be Gaussian is specified in FRPM approach as an extra modeling assumption. An extension to general turbulence spectra (and their corresponding cross-correlation functions) is given in Appendix A.3. However, this specific choice and general application is also a modeling assumption. Furthermore, it relies on a definition of one length-scale scalar as given by Eq. (9), i.e. an anisotropy in length scales is not recognized.
are moving with their local advection velocity at the particle location. The control volumes are bounded by liquid-line surfaces, i.e. the boundary surface is drifting with the flow and in incompressible flow the control volume δV k is invariant over time. The extension of the procedure to compressible flow was discussed in Ewert et al., 8 but is not considered here. Random variables are attached to each particle. Their random variates c at time level t n+1 formally are defined by the integral over the control volume of the stochastic fields at the current time level, i.e.,
Eventually, the convolution Eq. (10) is approximated at discrete time level n + 1 by summation over all control volumes, q
Subsequently, the discrete convolution operation will be indicated by a modified asterisk-symbol,
Numerically, only random variables r ik are realized and the stochastic field U i serves only to facilitate the derivation of a discretized random process to generate the actual variates of each random variable. From Eq. (16) 
where σ n ik are mutually uncorrelated standardized Gaussian random variates, which are independent of themselves at different times ( σ = 0 for t m ≤ t n . The time increment between time levels t n+1 and t n is given by ∆t < τ s . Hence, one simulation step to proceed form time level t n to t n+1 consists of the following operations:
• move the particles from old position at time level n to the new one at time level n + 1,
• realize with Eq. (19) new variates of all random variables attached to each particle,
• distribute random variates via discretized convolution Eq. (18) onto the source domain.
A discussion of the methods applied for the seeding of particles at inflow boundaries (and removal at outflow boundaries) and the efficient realization of the discrete convolution via recursive Gaussian filters can be found in Refs.
8, 19
Note, by recursion, the discretized Langevin equation (19) can be rewritten as the summation of all source variates over all previous time levels, i.e., using the definitions
it follows r n+1 ik
Since β < 1, for n + 1 sufficiently large, the contribution of the last term will become negligible.
c The notion 'random variate' is used here to indicate the specific value of a random variable at a specific time level, e.g. random variates r n+1 ik indicate the value of random variables r ik at time level n + 1.
Forced linear advection-dissipation equation
The principal FRPM procedure to compute a stochastic field for a new discrete time level as outlined in the previous section is symbolically indicated in Fig. 4 (a) for one random variable and particle. To simplify notation, the double index 'ik' for component and particle identification has been dropped in this and the subsequent figures. As shown by Eq. (21), the random variates of the discretized Langevin equation consist of the weighted sum of all stochastic source terms at previous time levels. That is, effectively first all source variates σ n−m are weighted with αβ m and summed up. Next, the resulting variate r n+1 is distributed with a Gaussian into the neighborhood of the present particle to generate the new fluctuating quantity q n+1 . In the full approach distributed particles are used to generate a fluctuating vector potential with components q n+1 i
. A velocity field is obtained by taking the curl of q i , refer to Eq. (103) in Appendix A.2. The spatial cross-correlation function R ij = v i v j that finally results from the full procedure is based on a Gaussian longitudinal correlation function (Appendix A.1); the resulting correlation function is also sketched in Fig. 4(a) .
In principle, it is possible to obtain the same filtered field if the order of discrete convolution and weighted summation over random variates is exchanged, i.e., implying an exchange of convolution and Langevin procedure. This is indicated in Fig. 4 (b). The summation goes over the Gaussian fields obtained from the convolution of the random variates at each time level. The width of the Gaussian at all time levels is fixed, however, the amplitude successively decays due to the scaling with factors αβ m . Note, the sketch only shows shapes of the weighted Gaussian filter αβ m G. This exchange also can be applied to the non-discretized Langevin equation, Eq. (13) with convolution Eq. (11) . Applying the convolution to Eq. (13), exchanging the order of differentiation and convolution (filter with constant length scale applied), and transforming back into a fixed coordinate system, a forced advection-dissipation equation for the target quantity is obtained, i.e.,
Note, from its definition, Eq. (10), it follows that the field q i is continuous differentiable in space. The resulting right-hand side white-noise term infers from
From Eqs. (14) and (15), which define ξ i in a Lagrangian frame moving at advection velocity, the Lagrangian properties of the forcing term can be deduced (for the derivation of the properties refer to the discussion, e.g., in Ref. 8 ),
where R = G G is given by Eq. (102). That is, the source term is white in time but spatially continuous with Gaussian cross-correlation function.
In the subsequent discussion we start first by assuming a constant mean-flow v 0 i = const. A stochastic differential equation for fluctuating velocity can be obtained by taking the curl of Eq. (22), assuming q i to represent a vector potential from which the velocity derives via v i = ijk ∂q k /∂x j , refer to Eq. (103) in the Appendix. This yields (based on a constant mean-flow velocity)
i.e. the velocity fluctuations as defined by Eq. (103) are generated by means of a forced advection-dissipation equation. Otherwise, all properties of the genuine FRPM method as discussed in Appendix A.2 are preserved. In particular, for homogeneous isotropic turbulence (HIT) the solution v i realizes the correlation tensor of HIT, t is the turbulence intensity. Furthermore, g(r) is the lateral and f (r) is the longitudinal correlation function. In 2-D the resulting lateral correlation function is related to the longitudinal correlation function via
The source term occurs in Eq. (26) as a curl of a vector. We denote this type of forcing as solenoidal forcing (SF), whereas the forcing used in Eq. (22) is denoted as non-solenoidal forcing (NSF).
Effect of diffusion added
The turbulence spectra generated with FRPM are Gaussian, refer to the discussion in Appendix A.1. The generation of generalized turbulence spectra has been discussed in recent work by Rautmann et al. 25 and Wohlbrandt et al. 24 Details of the approach as far as they concern the present discussion are presented in Appendix A.3.
Effectively, standard turbulence spectra are generated through the weighted summation of M independent FRPM realizations of Gaussian spectra with successively increased length scale. The numerical procedure conducted for every computational step is indicated in Fig. 5(a) .
There, G m = G(r, l m ) denotes a Gaussian filter of length scale l m , ϕ m indicates the weighting, and r n+1,m the random variate of the considered particle at time level n + 1 (again, one particle considered and index ik dropped for convenience). The second upper case index indicates the summation index of the random variate related to the generation of Gaussian spectrum m ∈ {1 . . . M }. All random variates are generated by means of the discrete Langevin procedure Eq. (19) as mutually independent quantities, i.e.
The length scale is defined by l m = l 0 q m , where l 0 is the smallest resolved scale. However, different monotonic functions to determine the length scale of realization m could be chosen. The actual choice affects the definition of function ϕ m = h(l m , Λ)∆l m , where ∆l m defines an increment between consecutive length scales and h(l m , Λ) is the generating function for a specific spectrum of integral length scale Λ. Analytical expressions of the generating function h(l, Λ) has been given in recent work for a Liepmann spectrum, 25 refer also to Eq. (112), as well as the von Kármán and modified von Kármán spectrum. 24 Further details can be found in Appendix A.3.
As indicated in Fig. 5(a) , the superposition of Gaussian filtered fields yields a cross-correlation function of velocity fluctuations R ij that eventually provides generalized turbulence spectra via Fourier-transform. The last step is symbolically indicated in the figure with a Fourier-transform symbol.
Note, based on a set of actual variates at time level n+1, the procedure provides the desired wave-number spectra. In addition, turbulence decay still can be modeled as an independent quality using a time scale τ s in the discrete Langevin equation.
The procedure shown in Fig. 5 (b) is analog to Fig. 4(b) , i.e. it shows first filtered then weighted timelevels of the source term Eq. (21). However, in this case the width of the Gaussian filter is not fixed but rather develops as prescribed by a diffusion equation, i.e. the Gaussian shape and the value of its spatial integral are conserved, causing a continuous decrease of the Gaussian peak amplitude, accompanied by a successively increased spatial width. The time-evolution of the filter is indicated by successively increasing upper case indices, starting with G 0 (recall that every level indicated in Fig. 5 (b) represents a discrete past time level). Further note, similar to Eq. (30) the random variates used as sources in the discretized Langevin equation are also mutually uncorrelated, i.e. satisfy
Together with this feature, the procedure shown in Fig. 5(b) is formally equivalent to that applied in Fig. 5(a) . This indicates the principle possibility to generate with added diffusion general spectra of turbulence, similar to Fig. 5(a) . However, in case of Fig. 5 (b) the actual generating function cannot be freely chosen but is fixed by the characteristics of the diffusion process and weighting coefficients from the discretized Langevin equation, αβ m . However, it should be noted that the initial filter function G 0 could be calibrated itself as a weighted sum of Gaussians of different length scales. By generation of an appropriate forcing spectrum through the superposition of Gaussians 24 it is feasible to accomplish the desired HIT target velocity spectrum. In terms of the previous discussion of the transport equation (26) , it must be augmented by an additional diffusion term,
As indicated in the previous paragraph, the field induced by the forcing in Eq. (26) is continuous differentiable in space, so that adding an extra diffusion term does not pose any mathematical problem. Note, the previous discussion of Fig. 5(b) was based on a surgical decomposition of the numerical approach realized with FRPM, i.e. considering one particle (local forcing) and decomposing of the random variates therein explicitly into their past components. Eq. (32) is an equivalent formulation of this numerical approach, formulated as a stochastic partial differential equation (SDE). Since this SDE is linear, the superposition principle applies. That is, it 'automatically' supports the proper dynamics of all the past dynamics encoded in the solution as well as that of distributed forcing. (32) provides not only target wave-number spectra but also includes turbulence decay, i.e. both properties are not modeled independently but follow as a result of the modeling approach.
Furthermore, the modifications applied to Eq. (32) in comparison to Eq. (26), i.e. adding the diffusion term and using an effective forcing derived from a superposition of single forcing terms, still yields the cross-correlation tensor of homogeneous isotropic turbulence, i.e. the relationships Eq. (27) with Eq. (28) or Eq. (29) are conserved, refer to the more detailed discussion in Section V.G.2 below.
V. Calibration with RANS transport models

A. RANS transport equations
Subsequently the general form of the stochastic differential equation for general non-uniform flow and its proper scaling from RANS transport equations is elaborated. As a first step, only turbulence transport equations in the incompressible limit are considered. The corresponding Reynolds Averaged Navier-Stokes (RANS) equations for incompressible flow derive by decomposition of the flow variables into Reynolds (ensemble) averaged mean-flow and fluctuating parts,
where superscript "0" indicates ensemble averaged quantities, i.e. v 0 i = v i , and a prime denotes the fluctuating part (incompressibility implies ρ = ρ 0 = const). In the RANS equations governing the mean-flow part also the Reynolds stress tensor R ij = − v i v j occurs. In order to have a closed system it has to be appropriately modeled from resolved time-averaged flow quantities. For example, using the Boussinesq assumption, 16 the Reynolds stresses are modeled from a turbulent eddy viscosity ν t , in combination with the mean-flow strain S ij = 1/2 ∂v 0 i /∂x j + ∂v 0 j /∂x i and the turbulence kinetic energy k t = v i 2 /2 ,
The turbulent eddy viscosity has to be expressed through resolved mean-flow quantities. For example, in the standard k t − -model, 16 a transport equation for the turbulent kinetic energy k t and its dissipation rate is solved, from which the turbulent eddy viscosity is deduced according to Eq. (8) .
The turbulence kinetic energy equation is derived from the equation governing the fluctuations of velocity. Using variable decomposition Eq. (33), the equation that governs velocity fluctuations reads
Transport equations for the Reynolds stresses are derived by evaluation of the identity
The governing equation for the turbulence kinetic energy are deduced from this equation by contraction of indices and multiplication with 1/2, respectively, using the identity
The k t -equation derived from the previous program leads to the well-known closure problem as it posses correlations not directly expressed in terms of resolved quantities. Therefore, the closure pursued in RANS is based on a model k t -equation expressed in terms of advection, diffusion, production and dissipation terms, i.e. Eq. (5). Accompanied with a transport equation for the pseudo-dissipation , Eq. (6), (or specific dissipation rate ω), and using the Boussinesq assumption Eq. (34) together with the definition of the eddy viscosity Eq. (8), a closed formulation of the Reynolds stresses is accomplished.
Alternatively, transport equations for all 6 independent Reynolds stress components have been proposed, which formally can be written as
On the right-hand side production, dissipation, and diffusion terms for each Reynolds stress component occur (buoyancy and rotation effects not considered). Furthermore, Π ij indicates the re-distribution tensor that enforces the re-establishment of isotropic turbulence, however does not change the turbulence kinetic energy budget, i.e. its trace vanishes, Π ii = 0. The trace of the Reynolds stress tensor equals 2k t , hence in order to arrive at Eq. (5), the relationships P ii = 2P, ii = 2 and D ii = 2D hold. Further discussion of Reynolds stress models can be found e.g. in Eisfeld 26 and Al-Sharif.
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B. Generalized model equation and resulting transport equation
We aim to establish a model equation for turbulent velocity from which turbulence kinetic energy and Reynolds stresses derive which are in accordance with those from the k t -equation (5) and the model equation (38) . To pursue along this line, we seek for a modification to Eq. (35) that directly leads to Eq. (5) and Eq. (38) . For this purpose, the following forced linear advection-diffusion-dissipation model equation will be closer studied:
where
A spatio-temporal noise term Q i is introduced as a forcing on the right-hand side to effectively model turbulent production. In a precursor step of the derivation of the k t -equation from Eq. (39), first we consider the transport equations for the Reynolds stress components. They follow from the application of Eq. (36) together with Eq. (39),
Using Eq. (36), the strength of the resulting production termP ij is proportional to the correlation of the forcing term with the generated fluctuating velocity,
A new tensor is introduced on the right-hand side of Eq. (41), that is a result of the contractions of tensor f ik from Eq. (39) and the resulting Reynolds stresses, i.e.,
It is easy to proof that Φ ij reassembles the re-distribution tensor Π ij of the Reynolds stress equation (using Π ij = Π ji , R = R T , and R R
where R −1 jk indicates the inverse of the Reynolds stress tensor. In general, f ii = 0 and f ij = f ji . However, the resulting tensor satisfies Φ ij = Π ij and in particular Φ ii = 0.
Contraction of indices yields the k t -equation related to Eq. (39),
with production termP
Note, since Φ ii = Π ii = 0, this term does not appear in the k t -equation. In principle, the k t -equation could be also obtained neglecting f ik in Eq. (39) . However, to enforce with Eq. (39) the realization of specific Reynolds stresses, the tensor has to be properly defined. For example, to realize Reynolds stresses in agreement with the Boussinesq assumption Eq. (34), a Reynolds transport model equation (38) has to be formulated in such a way that its Reynolds stresses are equal with those of Eq. (34). This demands for an explicit realization of the re-distribution tensor in the model equation (39) .
To be precise, taking the substantial time derivative (34) and replacing the substantial time derivative of the turbulence kinetic energy through the transport equation (5) and after rearrangement we arrive at
In this expression dissipation and diffusion terms are obtained by adding and subtracting further terms so that the resulting expressions correspond in form with those realized by Eq. (41). The modeling of the dissipation term ij corresponds to the anisotropic dissipation model proposed by Rotta (1951) . 28 The remaining terms lumped together and expressed in terms of the anisotropy tensor b ij := R ij − 2/3δ ij k t = 2ν t S ij provide the definition of the re-distribution tensor needed for the realization of Boussinesq stresses,
Since the strain rate tensor is symmetric and satisfies for incompressible flow S ii = 0, the re-distribution tensor as defined above is symmetric and satisfies Π ii = 0. The term can be computed from any adequate precursor RANS simulation. For stationary problems it is not time dependent. Furthermore, for homogeneous flows it vanishes.
C. Solenoidal velocity and one-point target statistics
Eq. (39) is deemed to represent the general extension of Eq. (32) to inhomogeneous flow. Note, even with solenoidal forcing Q i = ijk ∂W k /∂x j non-uniform flow will in general cause a deviation of velocity fluctuations from solenoidality. However, re-distribution and dissipation will enforce the return to homogeneity under a corresponding downstream flow situation. Weakly non-solenoidal velocity or completely non-solenoidal velocity from non-solenoidal forcing might be acceptable for CAA if velocity fluctuations are not directly applied but are used instead to derive vorticity fluctuations from it that are utilized to prescribe appropriate vortex sound sources, refer to Reiche et al. 29 for the successful application of vorticity fluctuations from non-solenoidal velocity as source terms in CAA.
Strictly solenoidal velocity fluctuations could be enforced by adding an additional incompressible pressure to the previous transport equation. However this is not considered here, since it realizes a deviation from the underlying transport equation of turbulent kinetic energy. The inclusion of an incompressible pressure term in F.L.A.D.D. is in principal possible by solving an additional Poisson equation for pressure. This could be also interesting for general turbulence modeling, as velocity pressure-correlations otherwise are difficult to model. Time-averaged statistics as provided by standard tubulence models can be derived from the unsteady equations using a moving average procedure.
D. Calibration of model parameter
Source term calibration variant 1
To resemble with Eq. (45) the turbulence kinetic energy equation Eq. (5), similarity of the diffusion terms is achieved using
There is some degree of freedom in the calibration of productionP and inverse time scale λ in the model equation. Based on the definition of the diffusion parameter D and that of the dissipation rate Eq. (6), term (I) in Eq. (45) could be substituted by + νt σ k ν . The first contribution of the two summands realizes the k t -dissipation rate ( -term) needed to reassemble Eq. (5). The second contribution would have to be compensated by term (II), i.e. defining an inverse time scale by
where the subscript indicates this specific calibration choice. Thus, a negative damping term in the model equation is obtained. A production term of this kind has been introduced by Stefano & Vassilyev in the SCALES approach. 30 The production term then directly defines the forcing viâ
Source term calibration variant 2
An alternative is to still use D from Eq. (49) for similarity in the diffusion term but to match the dissipation term (II) to the pseudo-dissipation, 2λ k t = , hence (τ s from Eq. (7) with c τ = 1),
Thus, to provide the k t -production P, an effective production termP has to be realized that in addition balances the contribution that comes from dissipation term (I), i.e.
where χ denotes an inverse squared length scale. To be precise, χ −1 = νk t / = λ 2 g /10, where λ g is the transverse Taylor length scale. 23 For this second calibration variant the production would in general not be zero, even if the RANS production term P vanishes, e.g. for decaying homogenous isotropic turbulence.
Note, to arrive at the relationship Eq. (53), the definition of the pseudo-dissipation
was utilized. One has to be aware that it is an approximation in the present context, since the right hand side denotes correlations of the generated fluctuating velocity. The on the left-hand side is provided by an additional transport equation. Equivalence of both sides implies complete consistency of the turbulence model and full resolution of all velocity fluctuations by F.L.A.D.D. In practice, however, the goal will be the resolution of only the very large-scale part of the velocity fluctuations, so that the right-hand side of Eq. (54) provides only a small fraction of the pseudo-dissipation. The reduction of due to the realization of just the large scales can be taken into account by appropriate calibration of function χ in Eq. (53). For example, from scaling ( /ν) → c 2 λ k t /∆ 2 , where ∆ denotes the mesh resolution and c 2 λ is a calibration constant, 29 it derives χ c λ /∆ 2 on a coarse mesh. The wave-number spectrum that results from the model equation Eq. (39) can be derived for the homogeneous case using the Green function of the linear advection-diffusion-dissipation equation, refer to the next section. It turns out that a positive time scale τ s , Eq. (7) (respectively, inverse time scale λ = (2τ s ) −1 ) is needed to define a turbulence spectrum with plateau and cross-over at wave-number D/λ, refer also to the qualitative discussion in Section III. In principle a mixture of variant 1 plus variant 2 with positive time scale would also yield a valid scaling.
However, since the resulting integral length scale that results from scaling variant 2 yields the expected value (as will be shown in the subsequent derivation), the second calibration approach is considered here to be the correct one.
Calibration of production for Reynolds transport equations
For an extension of the above scaling variant 2 to accomplish a realization of the transport equation Eq. (47) with Eq. (41) the definition of the inverse time-scale Eq. (52) can be used unchanged. The definition of the production tensor depends on the actual assumption made to express the velocity correlation term.
For example, adopting the often made assumption that the dissipation tensor is diagonal, this implies
Furthermore, if the production in the Reynolds stress equations is also diagonal, P ij = 2/3δ ij P, the gross production tensor to be realized by the F.L.A.D.D. forcing eventually is diagonal as well, vizP ij = 2 3 δ ijP , withP from Eq. (53). For more general cases with anisotropic Reynolds stress production and anisotropic dissipation described by the model of Rotta, 28 ij = /k t R ij , implies realization of a non-diagonal gross production tensor,P
Alternatively, based on the definition of an anisotropic length-scale function d χ ij := 2
E. Green function of the linear advection-diffusion-dissipation equation
General discussion
In order to provide the stochastic F.L.A.D.D. forcing by an adapted FRPM procedure, as a prerequisite the variance of the forcing term has to be derived based on the value of the gross production term as specified in the previous paragraphs. Furthermore, for homogeneous isotropic turbulence the meaningfulness of the generated turbulence spectrum must be verified. To tackle these questions the Green function of the linear equations solved is utilized. It is convenient to consider solutions in a Lagrangian frame, for which the advective term explicitly drops out and the governing equation reduces to an inhomogeneous diffusion-dissipation equation
where λ ij := λδ ij + f ij . For solenoidal forcing (SF)
for non-solenoidal forcing (NSF)
The derivation of analytical solutions for the model equations benefits from specific case dependent possible simplifications:
1. The resulting wave-number and frequency spectra and a proper calibration of the forcing spectrum have to be derived from two-points statistics for homogeneous isotropic turbulence.
2. For the more general case of inhomogeneous turbulence just the proper variance of the white-noise forcing term (one-point statistics) must be specified to accomplish the desired local target turbulence production rate.
Green function for wave-number spectra in homogeneous flow
In the first homogeneous case discussed above two-point cross-correlations of type C(r, τ ) = v i (x, t)v j (x + r, t + τ ) have to be evaluated. Homogeneity of the problem means to use D = const and λ ij → λδ ij in Eq. (58).
Hence, all equations decouple and it is sufficient to consider each equation individually, i.e. just studying the scalar equation
The free-space solution to Eq. (61) formally reads
where G denotes the causal free-space Green function of the diffusion-dissipation equation Eq. (61), which has to satisfy LG(x, t,
with operator L :
As discussed elsewhere, the Green function explicitly derives as
where H(t − t ) denotes a Heaviside function and n indicates the dimension of the problem. It is worth to note that for vanishing time difference (t − t ) → 0 + , the spatial dependency of the previous Green function becomes a delta function, i.e., lim
Green function for calibration of forcing
In the second case, the production is defined by P ij (x, t) = v i (x, t) Q j (x, t) + v j (x, t) Q i (x, t) and the one-point correlations have to be evaluated. A causal free-space matrix Green function for the solution of Eq. (58) with constant diffusion and dissipation tensor can be derived. By introducing the operator
+ λ ij , the equation to be solved can be written
The causal free-space matrix Green function is defined by
from which the solution derives via
As discussed elsewhere, the matrix Green function reads
where exp jk denotes the matrix exponential 31 and λ denotes the matrix corresponding to components λ ij . The first order approximation to the matrix exponential valid for small arguments of t − t reads
Hence, for vanishing time difference (t − t ) → 0 + , the spatial dependency of the previous Green function becomes a delta function as well, i.e.,
Without further proof given here, the previous feature, i.e. that the Green function reduces in the limit of vanishing time difference to a delta function, also holds for spatially variable diffusion and dissipation tensors.
F. Calibration of forcing
A non-solenoidal source term similar to the one defined by Eq. (23) reads
is a Gaussian normal distribution of length scale l and n ∈ {2, 3} is the subsequently considered dimension of the problem. The tensor a ij has to be specified to accomplish proper production. This source can be generated with FRPM, e.g. compare it to Eq. (10) and the discussion there.
Using the matrix Green function of the previous paragraph to express the generated velocity in terms of its convolution with the source vector, the generic production termP * ij (x, t) = v i (x, t)Q j (x, t) becomes (for brevity possible time dependence ofP ij (x, t) and a ij (x, t) and dependence of G on l not shown here)
Similar to Eqs. (14) and (15), the source term is defined by
so that integrations with respect to x and t can be carried out immediately, yieldinĝ
Here the symmetric tensor c kj = a kl a jl is introduced. As indicated, in the limit t → t the matrix Green function reduces to a delta function, refer to the previous section. Hence, integration with respect to x can be carried out, yieldingP *
The forcing length scale usually is small, as it limits the resolved largest wave-numbers to the maximal mesh resolution. The actual turbulent length scale unfolds as an effect of the diffusion process solved. For small length scales, the mean value theorem allows to place the variance scaling function c ij (x , t) outside the integral, evaluated approximately at position x. The integration of the squared Gaussian can be carried out, yielding c ij =P * ij . The complete production tensor is defined by Eq. (4), i.e.P ij =P * ij +P * ji , hence eventually it follows
The previous expression is the main result of this section. From tensor c ij , the tensor a ij needed in Eq. (72) derives via Cholesky decomposition, refer to the discussion in Reiche et al.
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Scaling laws for solenoidal forcing derive accordingly. Since the equations solved are linear, a superposition of sources is possible, allowing to derive in addition in wave-number space forcing terms with prescribed production. Without proof given here, the previous result also holds for the general case of variable diffusion.
G. Resulting wave-number spectra and spatial correlation functions
3-D non-solenoidal forcing
To compute the resulting wave-number and frequency spectra for homogeneous flow the velocity correlation tensor is derived in a first step from the corresponding Green function, Eq. (64). To simplify the analysis, the cut-off length scale of the Gaussian in Eq. (72) is taken to be l → 0, so that Q = aξ results (only one component considered, i.e. ξ i → ξ, a ij → a, c ij → c = a 2 ). By expressing the velocity field in terms of the convolution of the source term with the Green function the cross-correlation function follows from
The source term adopts the properties of ξ, i.e. Q(x , t )Q(x , t ) = cδ(t − t )δ(x − x ). Carrying out the integration with respect to t and x using the Green function G(x − x , t − t ) as defined by Eq. (64) and making the substitution u = − (x − x ), together with the symmetry of the Green function it follows
Using further the Fourier wave-number transformĜ of G, the spatial convolution in the previous expression is rewritten in terms of the product of its wave-number transform. Carrying out the time integration we arrive atR
with a characteristic length scale defined by
and k = |k|. Back transformation from 3-D wave-number space into space yields the cross-correlation function in a moving frame of reference R(r, τ ). The cross-correlation function in a fixed frame of reference R * results replacing r → r − v 0 τ , i.e. R * (r, τ ) = R(r − v 0 τ, τ ). Hence, for τ = 0 the moving frame cross-correlation function corresponds to the fixed frame, R * (r, 0) = R(r, 0). Back transformation of the more general expressionĈ
which corresponds to Eq. (79) for τ = 0 and ν = −1/2, yields
i.e. is a spherical function just depending on r = |r| (in the above expression K α denotes the modified Bessel function of second kind and order α). The one-dimensional correlation function f (x 1 ) for non-solenoidal forcing follows from expression Eq. (82) setting x 1 = r, x 2 = x 3 = 0, i.e., f (x 1 ) = C(x 1 ).
3-D solenoidal forcing
Considering 3-D solenoidal forcing, for homogeneous flow Eq. (58) is rewritten
using Q i = ijk ∂W k /∂x j , λ ij = λδ ij , and v i := ijk ∂q k /∂x j . For mutually uncorrelated components W i each component equation is solved independently with the Green function Eq. (64).
In particular, the solution procedure of the non-solenoidal case discussed before is valid for each component of the vector potential, thus we arrive at
with C(r) defined by Eq. (82). It was discussed in Ewert 7 that velocity fluctuations from the curl of q i realize the cross-correlation tensor of homogeneous-isotropic turbulence. 32 In particular, referring to Ref.
7 the non-normalized longitudinal correlation function that results is given by
where the dash indicates differentiation with respect to r. Starting from expression
instead of Eq. (81), its back transformation yields a function C(r) equal to Eq. (82) with ν replaced by ν + 1. Differentiation of the result according to Eq. (85) and exploiting some properties of the modified Bessel function, the longitudinal correlation function follows to be given by
To conclude, to arrive at the same longitudinal correlation function Eq. (87), for solenoidal forcing the power of the denominator Eq. (86) has to be increased by one compared to that of the denominator Eq. (81) needed for non-solenoidal forcing. In 2-D, to arrive at the longitudinal correlation function Eq. (87) the denominator powers are 1 + ν and 2 + ν for non-solenoidal and solenoidal forcing, respectively.
One-dimensional wave-number spectrum from 3-D forcing
One-dimensional wave-number transformation of the longitudinal correlation function Eq. (87) yields the corresponding one-dimensional wave-number spectrum
i.e. a low wave-number plateau, followed by decay ∝ k
. For ν = 1/2 a decay with power −2 results, i.e. a one-dimensional Liepmann spectrum. For ν = 1/3 a decay with exponent −5/3 would result.
For advection dominated problems application of Taylor's hypothesis for a constant (homogeneous) advection velocity v 0 1 in x 1 -direction yields an approximation to the resulting frequency spectrum,
Formally, the exact frequency spectrum follows from the frequency Fourier transform Φ(ω) s c R * (0, τ ). However, for 'slow' decay Eq. (89) might realize an excellent expression for the latter result. Fig. 6 shows a comparison of both frequency spectra and simulation results. The parameter defining the slowness of decay is given by
For α → ∞ it is frozen turbulence, i.e. Taylor's hypothesis is exactly valid. In Fig. 6 α = 10 is used. The additional effect of turbulent decay causes slight deviations of the spectrum from Taylor's hypothesis with an exponent smaller than 2. Effectively, to achieve a Liepmann spectrum from solenoidal forcing the source term W i has to realize wave-number spectrum
Colored forcing
However, this procedure of reintroducing an isotropic model for the forcing term may be seen to have the conceptual disadvantages that the two-point statistics do not entirely unfold from simple point like forcing. 
Resulting integral length scale
The effective resulting integral length scale from application of a doubled set of equations theoretical yields ν = 1/2. For this value, the normalized longitudinal correlation function from Eq. (87) yields f (r) = exp(−r/l s ), 23 with length scale from Eq. (80). As a result, for ν = 1/2 the resulting integral length scale equals l s . If λ and D are derived from RANS scaling variant 2, Eq. (52), the length scale infers from
with τ s and ν t defined by Eqs. (7) and (8) 
H. Turbulent energy cascade
The previous results indicate that a high wave-number forcing (production) at small length scale produces spectra with larger integral scale, i.e. seem to imply that a shift of energy occurs from larger to smaller wave-numbers, which is opposite to the energy cascade expected for real turbulence. However, based on the scaling variant 2 discussed above, the energy cascade is maintained as follows: in equilibrium the dissipation term provides a broadband lowering of energy in the wave-number domain, which is compensated by a production of energy in the high wave-numbers, i.e. effectively a shift of the energy from lower to higher wave-numbers. 
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Details related to the definition of the transfer function can be also found there. For numerical test solutions of the F.L.A.D.D. a simple second order spatial discretization is used for the diffusion term. Since the source term is defined in a Lagrangian frame and for stationary problems a constant mean-flow is present, application of an Arbitrary Lagrangian-Eulerian (ALE) scheme 35 is advantageous.
VI. Numerical Method
That is, the equation system is transformed via Galilean transformation into a Lagrangian frame. Hence, the convective term is simply tranformed away (refer to the discussion in Section V.E.1).
After finalization of one time step, the solution is given on a modified mesh defined by the position of the mesh points advected in the mean flow from their initial positions at time level n to a new positions at time level n + 1, where the displacement is determined by the time step size ∆t.
Since a two-step time advancement is used, besides the regular initial mesh there is need for one additional mesh defined by the displaced mesh points at the next higher time level. In a remapping step, the solution at the new time level is interpolated from the second mesh back onto the initial mesh. Since the mean-flow is stationary, the second mesh and the remapping coefficients are fixed and determined once at the start of a computation.
The discretized linear advection-diffusion-dissipation equation in the Lagrangian frame reads
Discussing the 3-D implementation (for 2-D it is equivalent), v is a 3N -component vector defined by all three velocity components (v 1 , v 2 , v 3 ) j for each of the j ∈ {1, . . . , N } points of the Lagrangian mesh in use. The matrix A(t) describes the discretization of the diffusion and dissipation terms. It includes besides the coupling of different components through the re-distribution tensor and the spatial dependence of the diffusion constant and inverse time scale also the mutual coupling of different mesh points due to the spatial discretization method applied. Furthermore, r(t) is a forcing vector that formally results from a FRPM discretization of the source Eg. (72) similar to Eqs. (16) and (17),
where the index p, k defines the particle number of the P particles involved and the source vector has 3 × P components r = (. . . , r 1p , r 2p , r 3p , . . .). Furthermore, x p is the particle position. The proper scaling of tensor a ij was derived in Section V.F. Note, the length of r could be different from that of v. The matrix B comprises all FRPM filter coefficients and the forcing amplitudes from Eq. (94). As indicated, in general both matrices A, B could exhibit a time dependence in the Lagrangian frame from inhomogeneous diffusion, dissipation, and production. The matrices are sparse, e.g. second order structured discretization of the diffusion term typically involves 9 nodes. The white-noise source term Eq. (94) is deemed to result from a non-white noise term in the limit of vanishing correlation time.
Starting from Eq. (93) with a non-white noise source term, the linear Stratonovich stochastic differential equation with additive (commutative) noise results in this limit,
The notation dW (t) explicitly indicates that the noise source is replaced by a stochastic delta correlated Markov process. For time integration an implicit second order Euler method (IE-2) is used. The implicit IE-2 procedure corresponds to the 'strong vector semi-implicit algorithm' discussed in section 10.5.5 of the monograph of Gardiner. 36 Exploiting the fact that B does not depend on v, the strong vector semi-implicit algorithm readsv
where ∆t = t n+1 − t n . Here, ∆W n represents a Wiener process (a specific Markov process), realized for each random particle. That is, ∆W Adding diffusion and mean-flow convection does not pose significant numerical solution problems. The solution corresponds very well with the expected analytical result, refer to Fig. 11(a) .
Alternatively, also an explicit second order two-step stochastic Runge-Kutta method specifically suited for random source terms (SRK-2) 37 was applied. Simulation results with IE-2 compared very well with SRK-2 for simulations with flow and diffusion included. However, unexpected small time step limitations were observed during test simulations with SRK-2, significantly smaller than those expected from limitations posed by the viscous term, the reason yet unclear. Therefore, all later simulations were fully based on the implicit second order Euler method solved with simple over-relaxation and 10-20 sub-iterations (IE-2). Implicit time integration allowed an increase of the SRK-2 time step by a factor of up to 10 3 .
VII. Numerical Results
A. Validation of the Green function
For a numerical test of the validity of the Green function derived in Section V.E.2 the initial value problem
) is simulated and compared to the analytical solution. The latter is found reformulating the homogeneous problem Eq. (61) with Q = 0 into an inhomogeneous problem by introduction of a generalized variable for velocity v = H(t)v ,
Eventually, convolution of the right-hand side source term with the Green function provides the analytical solution. Fig. 8 The numerical results reveal that an explicit dissipation term in the forced linear equations is needed along with a diffusive term to obtain a characteristic low-pass shape of the turbulence power spectrum, i.e. a plateau for lower frequencies, and a characteristic roll-off that obeys a frequency power law. The crossover frequency is defined by the time scale introduced by the explicit dissipation term. Furthermore, for 
VIII. Summary and Conclusions
An advection-diffusion-dissipation equation with stochastic forcing was studied in this paper as an alternative way to set up stochastic sound sources for applications in computational aeroacoustics. The output are fluctuating velocity components, from which vortex sound sources derive. The model provides spectra and anisotropic two-point correlations that otherwise have to be incorporated in datum stochastic methods as additional model assumptions.
The stochastic partial differential equation, Eq. (1), involves a diffusion parameter, a time-scale, a redistribution tensor, and a forcing variance. It was shown that based on the defined form, the corresponding transport equations for turbulent kinetic energy and the Reynolds stresses comply with the canonical form of major RANS transport equations. The proper definition of the parameters from RANS transport equations was derived enabling an accurate reproduction of the RANS one-point statistics.
Two types of forcing are discussed, viz i) solenoidal forcing based on the curl of the stochastic source term and ii) non-solenoidal forcing based on a direct application of the stochastic forcing. For homogeneous isotropic flow, solenoidal forcing provides also solenoidal velocity fluctuations and reproduces in shape the cross-correlation tensor of isotropic homogeneous turbulence. The proper variance of the forcing term that is needed to reproduce a specific turbulent production rate is derived.
Theoretical frequency and wave-number spectra are discussed for homogenous turbulence. It is found that in 3-D a simple point forcing does not provide a useful exponent of the resulting wave-number spectrum. However, from the theoretical findings two alternative ways are identified to calibrate one-dimensional wavenumber and frequency spectra having the desired power law roll-off. First, consecutive application of two sets of F.L.A.D.D. equations with solenoidal point forcing yields an exponent around '-2'. Alternatively, a source term with calibrated wave-number spectrum can be used. The stochastic realization of the forcing wave number spectrum -Eq. (91)-is discussed in another paper on the conference. 38 The generated integral length scale is defined by the dissipation time and the diffusion constant. Its magnitude matches very well with the magnitude from literature.
Numerical simulation results obtained with the procedure discusses are presented. Good agreement between numerical derived frequency spectra and the theoretical expected results demonstrate the benign behavior of the stochastic differential equation system. In particular, the results from consecutive F.L.A.D.D. application confirm the realization of proper spectra with point forcing. For the generation of two-point statistics, the hypothesis from turbulence modeling is adopted that the present model calibrated for homogeneous isotropic turbulence is also applicable for more general flows. Simulations for inhomogeneous flow will be conducted in ongoing work.
it infers that each FRPM realization furthermore must be scaled with an additional factor h(l m , Λ)∆l m
