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“Mantenha simples: o mais simples possível, mas não simplório.”
- A. Einstein
Este trabalho, tem como objetivo o desenvolvimento de novas técnicas, para análise de regime 
permanente não-autonoma de circuitos de alta-velocidade não-lineares em grande-escala. Para 
tal, é proposto um novo método do balanço harmônico (BH) fundamentado em uma eficiente 
metodologia de decomposição multi-níveis, que subdivide um circuito não-linear em grande-
escala em uma estrutura hierarquica de super-redes (SuRs) esparsamente interconectadas. Mais 
precisamente, em cada nível de hierarquia, o circuito é composto por SuRs intermediárias, SuRs 
de fundo, e redes de conexão (RCs). As SuRs de fundo são decompostas em um aglomerado de sub-
redes não-lineares (SRNs) correspondendo a dispositivos semicondutores, que por sua vez, estão 
envolvidos por uma sub-rede linear (SRL). A equação de estado e de sonda das SuRs de fundo 
foram obtidas utilizando uma nova metodologia que combina a formulação de espaço de estado 
(FEE) para as SRNs com a formulação nodal modificada (FNM) para a SRL. Esta metodologia 
FEE/FNM produz um sistema quadrado de equações com menor tamanho possível. Para 
realização das conversões do sinal entre os domínios do tempo e da frequência, foram discutidas 
e implementadas diferentes transformadas de Fourier discreta (TFDs), para operação em regime 
multi-tons, incluindo sinais com modulação digital. A equação determinante do BH multi-níveis 
do circuito assume uma estrutura hierarquica do tipo bloco diagonal com borda , que pode ser 
eficientemente resolvida utilizando técnicas de processamento paralelo. A matriz jacobiana de 
cada SuR de fundo é processada utilizando eficientes técnicas de matrizes esparsas, junto com o 
conceito de espectro de derivada. Para a solução da equação determinante, foram utilizados os 
métodos de Newton e do tensor para problemas de pequena- e média-escala, e os métodos de 
Newton inexato e do tensor inexato para problemas em grande-escala. A globalização via 
pesquisa-em-linha com retrocedimento, foi adotada para nestes solucionadores não-lineares. 
Entretanto, para o método do tensor e do tensor inexato, também foi adotada a técnica de 
pesquisa-em-linha curvilinear. Nos métodos inexatos, técnicas de pré-condicionamento foram 
utilizadas, para aumentar a eficiência e a robustez do solucionador linear iterativo em subespaço 
de Krylov (GMRES, GMRES-Bt e TGMRES-Bt). Finalmente, a formulação proposta foi validada 
e a eficiência do método do tensor e do tensor inexato comparada com o método de Newton e de 
Newton inexato, para diferentes topologias de circuitos utilizando diodos, FETs e HBTs, e 
operando sob diferentes regimes de excitação multi-tons.
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Abstract
“Keep it simple: as simple as possible, but no simpler.”
- A. Einstein
This work deals with the development of new techniques for nonautonomous nonlinear steady-state 
analysis of high-speed large-scale integrated circuits. To this end, it is proposed a novel harmonic 
balance (HB) method fundamented on a efficient multi-level decomposition methodology, that 
divides a large-scale circuit into hierarchical structure of sparsely interconnected supernetworks 
(SuNs). More precisely, the circuit is composed by intermediary SuRs, bottom SuRs and connection 
networks (CNs). The bottom SuNs are decomposed into a cluster of nonlinear subnetworks (NSNs) 
corresponding to the opto-electronic semiconductor devices, which in turn, are embedded by a 
linear subnetwork (LSN). Multi-port elements can be included in the LSN, in order to use measured 
data or results from electromagnetic analysis of structures with complex geometries. The 
formulation of the bottom SuN state and probe equations uses an improved table-oriented state-
space formulation (SSF), that produces a square system with the lowest possible size, which is 
equal to the number of nonlinear state-variables (branch voltages and currents) that act as 
argument of the fuctions representing the semiconductor devices nonlinearities. The SSF is 
compared with the classical modified nodal formulation (MNF). For dealing with signal time-
frequency conversions, discrete Fourier transform (DFT) techniques for different multi-tone 
regimes are discussed, including complex digitally modulated signals. The multi-level HB 
determining equation of the circuit assumes a hierarchical block bordered structure that can be 
efficiently tackled by parallel processing techniques. The HB jacobian matrix is handled using 
efficient sparse matrix techniques with a proper definition of the derivatives spectra. For the 
solution of a large-size HB problem, we investigated the applications of inexact tensor method 
based on Krylov-subspace techniques. Preconditioning are used to improve the robustness of the 
iterative tensor solver. To determine the circuit DC regime, we employ the tensor method. We 
adopted the backtracking linesearch technique as a globalisation strategy. However, for the tensor 
method, in particular, a curvilinear linesearch was also implemented. Finally, the formulation was 
validated and, the tensor and inexact tensor method efficiency was compared with the Newton and 
inexact Newton method, respectively, for several different circuits using diodos, FETs and HBTs, 
and operating under different multi-tone regimes.
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Acrogramas
AABR Antena + Amplificador de Baixo-Ruído
ABR Amplificador de Baixo Ruído
ACC Amplificador Classe-C
AGV Amplificador de Ganho Variável
AP Amplificador de Potência
APC Amplificador de Potência Corporativo
BAD Buffer + Acoplador Direcional
BAFC Balanço de Amostra Fundamentado-em-Convolução
BCF Buffer do Conversor de Frequência
BE Balanço Espectral
BF Balanço de Forma-de-onda
BFM Balanço de Forma-de-onda Modificado
BH Balanço Harmônico
BHM Balanço Harmônico Modificado
BM Buraco Metalizado
BTF Buffer do Triplicador de Frequência
CA Corrente Alternada
CC Corrente Contínua
CEE Circuito Elétrico Equivalente
CIRF Circuito Integrado de Radio frequência
CF Conversor (ou Conversão) de Frequência
CFD Conversão de Frequência de Descida
CFR Conversão de Frequência Resistivo
CFRB Conversão de Frequência Resistivo Balanceado
CFS Conversão de Frequência de Subida
CG Célula de Gilbert




DFDT Diferença Finita no Domínio do Tempo
DIM Distorção por Intermodulação
EC Elemento de Contorno
EDPM Equação Diferencial Parcial Multi-Tempos
EDP Equação Diferencial Parcial
EF Elemento Finito
EM Eletromagnética
EP Elemento de Processamento
E/S Entrada/Saída
FARMO Fonte de Alimentação com Retificação de Meia-Onda
FAROC Fonte de Alimentação com Retificação de Onda-Completa
FEE Formulação Espaço-Estado
FEEP Formulação Espaço-Estado Paramétrica
FI Frequência Intermediária
FNM Formulação de Nodal-Modificada
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LKC Lei de Kirchhoff para corrente
LKT Lei de Kirchhoff para tensão
LPTV Linear Periódico Variante-no-Tempo
MAB Multiplicador Analógico Balanceado
MAQQ Multiplicador Analógico de Quatro-Quadrantes
MAQQ-BD Multiplicador Analógico de Quatro-Quadrantes com Baixo-Deslocamento
MF Multiplicador de Frequência
MFA Mapeamento-de-Frequência Artificial
MLT Matriz Linha de Transmissão
MP Multi-Porta
NLR Nó Local de Referência
NQE Não-Quasi-Estático
OCT Oscilador Controlado por Tensão
OL Oscilador Local
RA Ressoador Ativo
RAE Rede de Alimentação Externa
RC Rede de Conexão
RD Razão de Desempenho
RF Rádio Frequência
RMP Rede Multi-Porta
SDF Série Dupla de Fourier
SRL Sub-Rede Linear
SRLA Sub-Rede Linear Ampliada
SRN Sub-Rede Não-Linear
SRNC Sub-Rede Não-Linear Compactada
SuR Super-Rede
QE Quasi-Estático
TE Transiente da Envoltória
TF Triplicador de Frequência
TFD Transformada de Fourier Discreta
TFDM Transformada de Fourier Discreta Multi-Dimensional
TFMT Transformada de Fourier Multi-Tons
TFQP Transformada de Fourier Quasi-Periódica
TFR Transformada de Fourier Rápida
TFRM Transformada de Fourier Rápida Multi-Dimensional
UBB Unidade Banda-Base
UCF Unidade de Conversão de Frequência
UCP Unidade Central de Processamento
UOL Unidade de Oscilador Local
URF Unidade de Rádio Frequência
Elementos básicos de circuito:
CAP Capacitor
CAPN Capacitor Não-linear
CC Corrente de Controle
v
CCN Corrente de Controle Não-linear
FC Fonte de Corrente
FCC Fonte de Corrente Controlada
FCCC Fonte de Corrente Controlada por Corrente
FCCN Fonte de Corrente Controlada Não-linear
FCCT Fonte de Corrente Controlada por Tensão
FCE Fonte de Corrente Externa
FT Fonte de Tensão
FTC Fonte de Tensão Controlada
FTCC Fonte de Tensão Controlada por Corrente
FTCN Fonte de Tensão Controlada Não-linear
FTCT Fonte de Corrente Controlada por Corrente
FTE Fonte de Tensão Externa
IND Indutor
INDN Indutor Não-linear
LT Linha de Transmissão
LTA Linha de Transmissão em Circuito Aberto
LTC Linha de Transmissão em Curto-Circuito
RCT Resistor Controlado por Tensão
RCC Resistor Controlado por Corrente
RES Resistor
SC Sonda de Corrente
SCE Sonda de Corrente Externa
ST Sonda de Tensão
STE Sonda de Tensão Externa
TC Tensão de Controle
TCN Tensão de Controle Não-linear
Acrogramas em inglês:
ACPR Adjacent Channel Power Ratio
AM Amplitude Modulation
BARITT Barrier Injection Transit-Time
BE Boundary Element
BiCG Bi-Conjugate Gradient
BJT Bipolar Junction Transistor
CAD Computer Aided Design
CCPR Cochannel Power Ratio
CFD Computational Fluid Dynamics
CG Conjugate Gradient
CGS Conjugate Gradient Squared
CIR Cochannel Interference Ratio
CN Connection Network
CPU Central Processing Unit
CSSB Convolution-Based Sample Balance
DC Direct Current
DFB Distributed Feedback







FFT Fast Fourier Transform
FGMBACK Flexible Generalized Minimal Backward Error
FGMRES Flexible Generalized Minimal Residual
FI Finite Integration
GMBACK Generalized Minimal Backward Error
GMRES Generalized Minimal Residual
GSM Gram-Schmidt Modificada
HB Harmonic Balance
HBT Heterojunction Bipolar Transistor
HEMT High-Electron Mobility Transistor
IM Intermodulation
IMD Intermodulation Distortion
IMPATT Impact Ionization Avalanche Transit-Time
ISI Inter-Symbol Interference
JFET Junction Field-Effect Transistor
LAN Local Area Network




MESFET Metal Semiconductor Field Effect Transistor
MGH Moré/Garbow/Hillstrom
MHB Modified Harmonic Balance
MIM Monolithic Integrated Microwave
MMIC Monolithic Microwave Integrated Circuit
MMID Millimeter-Wave Identification
MNF Modified-Nodal Formulation
MOSFET Metal Oxide Semiconductor Field-Effect Transistor
MPDE Multi-time Partial Differential Equation
MWB Modified Waveform Balance
M3IC Monolithic Millimeter-wave Integrated Circuit
NRZ Non-Return-to-Zero
NSN Nonlinear Sub-Network
TGMRES Tensor Generalized Minimal Residual
TMHB Time-Mapped Harmonic Balance
NPR Noise Power Ratio
OFDM Orthogonal Frequency-Division Multiplexing
PAN Personal Area Network





QPSK Quadrature Phase-Shift Keying




SINAD Signal-to-Noise and Distortion
SOR Successive Over-Relaxation
SSF State-Space Formulation
SSOR Symmetric Successive Over-Relaxation
SuN Super-Network
TLM Transmission Line Matrix
TRAPATT Trapped Plasma Avalanche Triggered Transit
VCSEL Vertical Cavity Surface Emitting Laser
WB Waveform Balance









, , Números inteiros, reais, e complexos.
, Transposta do vetor , transposta de .
, , , , Norma arbitrária, norma-M1, norma-M2, norma-Mp, e norma-M∞ em .
Função exponencial de .
Função sinal , onde , se ,  se .
Função logarítimo de  na base .
, Função máximo e mínimo, onde , se  e , se .
Vetor em  com valores típicos de .
Dimensão do vetor .
Matriz bloco diagonal.




SRNC,  para .
-ésima rede de conexão de nível .
-ésima super-rede de nível .
Índice de nível da hieraquia.
, Número de SuRs e de RCs no nível .
, , , Subescritos utilizados para indicar o tipo de conexão.
, , , Subescritos utilizados para indicar o tipo de conexão.
, Número de terminais alimentados-por-tensão e alimentados-por-corrente.
Número de terminais externos.
, Número de terminais externos alimentados-por tensão e alimentados-por corrente.
, , Número de terminais externos da -ésima SRN, número de terminais externos da SRL.
, , , Número de terminais externos do tipo , , , e  da SRLA e da SRNC.
, , , Número de terminais externos do tipo , , , e  da SuR.
, , Número de sondas, número de sondas externas e internas.
, , Número de variáveis de estado, número de variáveis de estado linear e não-linear.
, , Número de funções não-lineares, número de funções não-lineares estáticas e dinâmicas.
, , , , Resistência, capacitância, indutância, impedância característica, tempo de atraso.
, Vetores de equação de estado no domínio do tempo e da frequência.
, Vetores de função não-linear no domínio do tempo e da frequência.
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x t( ) X ω( )
uf t( ) Uf ω( )
ix
, Vetores de fonte independente (gerador) no domínio do tempo e da frequência.
, , , Vetores de sonda externa e de sonda interna no domínio do tempo e da frequência.
, , , Vetores de função não-linear estática e dinâmica no domínio do tempo e da frequência.
, Vetores de função não-linear estática no domínio do tempo e da frequência.
, Vetores de função não-linear dinâmica no domínio do tempo e da frequência.
, Vetores de função não-linear estática no domínio do tempo e da frequência.
, Vetores de função não-linear dinâmica no domínio do tempo e da frequência.
Vetor de tensão nodal (FNM).
, , Vetores de corrente nodal, de fonte de corrente não-linear nodal e de carga não-linear nodal 
(FNM).
, Vetores de tensão e de corrente de ramo na FNM.
, Matrizes de incidência associadas a LKT e a LKC (FNM).
, , , , , , , , Matrizes elementares de permutação utilizadas na FNM.
, , Vetores de variáveis de estado, e de variáveis de estado linear e não-linear.
, , , Vetores de fonte nodal, de fonte não-linear nodal, de fonte independente nodal e de fonte 
externa (FNM).
, Vetores de fonte externa e de fonte independente.
Matriz nodal-modificada (FNM).
Matriz híbrida obtida da inversão da matriz nodal-modificada (FNM).
, Matrizes constitutivas da equação de sonda da SRLA,  (FNM).
, , , Vetores de tensão e de corrente associadas a árvore e a co-árvore da SRN (FEE).
, Matrizes de incidência associadas a árvore e a co-árvore da SRN (FEE).
Matriz de corte fundamental da SRN (FEE).
, , , , , Subescritos utilizados para indicar os grupos de cada váriavel de estado na FEE.
, , , , , Número de variáveis de estado associadas aos grupos 1a,1b,2,2A,3A,3 (FEE).
, , , Vetores de variável de estado linear associados aos grupos 1a,1b,2,2A (FEE).
, Vetores de variável de estado não-linear associados aos grupos 3A,3 (FEE).
Matriz associada aos operadores diferencias, integrais e de diferença aplicado a .
Matriz associada ao operador diferencial aplicado a .
Número de elementos básicos.
, , , Índices dos elementos básicos para a construção das equações de estado e de sonda via FEE.
, , , Matrizes constituivas da equação de estado de um elemento básico.
, , Matrizes constituivas da equação de saída de um elemento básico.
Matriz consitutiva da equação de sonda.
, , Matrizes constituivas da equação de estado da SRN.
, , Matrizes constituivas da equação de sonda da SRN.
Número de SRNs na SRNC.
, , , Subescritos utilizados para indicar o tipo de conexão externa de um SLRA, SRNC e SuR.
, , , Vetores de fonte externa e de sonda externa da SRLA e da SRNC.
, , , Vetores de fonte externa e de sonda externa da SRLA e da SRNC.
Matrizes constitutivas da equação de sonda da SRLA,  e 
.
ug t( ) Ug ω( )
ye t( ) yi t( ) Ye ω( ) Yi ω( )
ufe t( ) ufd t( ) Ufe ω( ) Ufd ω( )
jf t( ) Jf ω( )
ef t( ) Ef ω( )
qf t( ) Qf ω( )
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X ω( ) XL ω( ) XN ω( )
U@ ω( ) U@f ω( ) U@g ω( ) U@e ω( )
Ue ω( ) Ug ω( )
M@ ω( )
H@ ω( )
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At Ac
D
1a 1b 2 2A 3A 3
nVE1a nVE1b nVE2 nVE2A nVE3A nVE3
X1a ω( ) X1b ω( ) X2 ω( ) X2A ω( )
X3A ω( ) X3 ω( )
Γx ω( ) X ω( )
Γf ω( ) Uf ω( )
nEB
jx jf ju jy
Al
jx jx,( ) Ar
jx jx,( ) Bf
jx jf,( ) B
jx ju,( )
C
jy jx,( ) Df




A ω( ) Bf ω( ) Be ω( )
M ω( ) Nf ω( ) Ne ω( )
nSRN
eα eβ eγ eδ
Ueα
La ω( ) Ueβ
La ω( ) Yeα
La ω( ) Yeβ
La ω( )
Ueα
Nc ω( ) Ueβ
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Nc ω( ) Yeβ
Nc ω( )
Hνμ
La ω( ) ν i eα eβ eγ eδ, , , ,=
μ g eα eβ eγ eδ, , , ,=
x
, , , Matrizes constitutivas da equação de estado da SRNC.
, , , Matrizes constitutivas da equação de sonda da SRNC, .
, , Vetores de váriavel de estado, de função não-linear, e de fonte independente da SuR, .
, , , Vetores de fonte externa e de sonda externa da SuR, .
, Vetores de variável de estado de conexão  e  da SuR, .
, , , , Matrizes constitutivas da equação de estado da SuR de fundo.
, , , , Matrizes constitutivas da equação de sonda da SuR de fundo, .
, , ,
, Matrizes constitutivas da equação de estado da SuR, .
, , ,
, Matrizes constitutivas da equação de sonda da SuR, , .
, , ,
, ,
, Matrizes constitutivas de estado associada a RC, , da SuR, .
, , , Matrizes de incidência associadas as variáveis de conexão externa e terminações externas da 
.
, Matrizes de incidência associadas as variáveis de conexão externa e terminações externas da .
, Índices de harmônico, de produto de IM ou de número da frequência.
, Vetores de índices de harmônico de um produto de IM.
, , Número de tons (frequências fundamentais), de harmônicos, e de frequências.
Número de componentes (parte real e imaginária) em frequência, .
, Máxima ordem para os produtos de IM na análise do BH de IM de dois-tons e de três-tons.
, Máxima ordem para os produtos de IM na análise do BH de CF de dois-tons e de três-tons.
, , TFQP direta, inversa e inversa generalizada.
, , Número de condição, fator de estabilidade e erro de conversão da TFQP (norma-Mp).
Espectro de frequência infinito contendo todas as harmônicas ou produtos IM.
Espectro de frequência truncado.
Espectro de frequência de derivada.
Relação da transformada de Fourier.
, , Vetor de variável de estado da , em harmônico, , e sub-vetores com sua parte real e 
imaginária.
, , Matriz constitutiva da , em harmônico, , e sub-matrizes com sua parte real e 
imaginária.
, , Vetores de variável de estado, de função não-linear e de fonte independente do BH.
Vetor de resíduo não-linear do BH.
, , Matrizes da equação de estado do BH.
, , Matrizes da equação de sonda do BH.
Matriz jacobiana do BH no ponto  e associada ao vetor de função não-linear, .
Matriz jacobiana do BH no ponto  e associada ao vetor de resíduo não-linear, .
Índice de cálculo da matriz jacobiana.
, , Índice de iteração, número de iterações, e máximo número de iterações do solucionador não-linear.
, Número de cálculo da função, número de cálculo da matriz jacobiana.
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, , Índice de iteração, número de iterações, e máximo número de iterações da pesquisa-em-linha.
, , Índice de iteração, número de iterações, e máximo número de iterações do solucionador linear.
Número de variáveis não-lineares.
Vetor de variável não-linear, .
Vetor de variável não-linear, tal que: .
Mapeamento não-linear.
Cosseno do ângulo formado pelos vetores  e .
, Função nível e função norma com peso, no ponto , com peso .
, Gradientes da função nível e da função norma com peso.
, Funções nível em norma-M2 e em norma-aN,
Função nível parametrizada, no ponto , com peso .
Função nível em norma-aN parametrizada.
Número de condicão da matriz jacobiana  em norma-M2.
Modelo local que define a correção de Newton na -ésima iteração.
Modelo local que define a correção do tensor na -ésima iteração.
Matriz jacobiana, em , no ponto  e associada ao mapeamento linear, .
, Correção de Newton, correção do tensor.
Vetor auxiliar utilizado na solução inexata do modelo do tensor.
, , , Fator de amortecimento da pesquisa-em-linha na -ésima iteração, valor inicial, mínimo e ótimo.
Objeto tensor, em , no ponto  e associado ao mapeamento linear, .
, Parâmetros do modelo do tensor.
, , Vetores em  utilizados na representação do modelo do tensor ( ).
, , Vetores em  utilizados na representação do modelo do tensor ( ).
Número de pontos passados utilizados na construnção do modelo do tensor
Vetor de polinômio quadrático envolvido na solução do modelo do tensor ( ).
Polinômio quadrático envolvido na solução do modelo do tensor ( ).
Polinômio quadrático do modelo do tensor utilizado na pesquisa-em-linha curvilinear.
Operador linear que define o caminho de homotopia.
, , ,
, , , , Parâmetros utilizados na técnica de continuação (ou homotopia).
, , , , Termos forçantes.
Vetor de resíduo associado ao modelo linear.
? ? Vetor de resíduo associado ao modelo do tensor.
Parâmetro que define a solução modificada do modelo do tensor.
Sub-espaço de Krylov cobrindo .
Raio espectral da matriz .
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(a) Estrutura da decomposição multi-níveis de um circuito. O circuito é decomposto 
em super-redes (SuRs) hierarquicamente interconectadas através de redes de 
conexão. (b) Representação em árvore da estrutura hierárquica do circuito. (c) 
Detalhe da estrutura hierárquica demonstrando a -ésima SuR intermediária 
localizada no nível  de hierarquia, e a -ésima SuR de fundo localizada no -
ésimo nível. Em geral, a - e -ésima SuR indicadas podem ser do tipo intermediária 
ou de fundo.
i
υ 1– k υ
j l
Estrutura de uma super-rede (SuR) de último nível de hierarquia, localizado no nível 
, e decomposta em partes linear e não-linear. υ
(a) Exemplo da decomposição de circuito multi-níveis aplicado ao estágio de 
recepção de um transceptor de RF. (b) Estrutura em árvore da decomposição multi-
níveis do estágio de recepção, ilustrado em (a).
Estrutura geral de uma sub-rede constituída de elementos básicos estruturais, onde 
 e  representam o número de terminais externos alimentados-por-tensão e 
alimentados-por-corrrente, respectivamente. Os elementos básicos estruturais para 
formação da sub-rede não-linear (SRN) e da sub-rede linear (SRL) são destacados.
nTET nTEC
(a) Fluxograma da geração das equação topológica. (b) Fluxograma da geração das 
equações de estado e de sonda.
(a) Circuito elétrico equivalente (CEE) do FET para regime CC e CA, incluindo a 
rede de alimentação externa (RAE). (b) CEE do HBT para regime CC e CA, 
incluindo a RAE.
Esquema elétrico das fontes e das sondas utilizadas na representação da 
interconexão entre a sub-rede linear ampliada (SRLA) e a sub-rede não-linear 
compactada (SRNC). Também são indicadas as fontes e as sondas utilizadas na 
conexão da super-rede (SuR) de fundo com um circuito externo.
Esquema elétrico para conexões externas das super-redes (SuRs) associadas com a estrutura 
da Fig. 2.1(c).
Estrutura multi-níveis, tipo bloco diagonal com e sem borda das matrizes 
constitutivas da equação (a) de estado e (b) de sonda do circuito da Fig. 2.3.
Topologia do espectro de frequência e grade de frequência para: (a) transformada 
de Fourier multi-tons (TFMT) e (b) para a transformada de Fourier multi-tons em 
duas dimensões (TFMT-2D).
(a) Forma-de-onda de um de um sinal de digital representado por uma sequência 
pseudo-aleatória de NSímb símbolos com 4 níveis de quantização. (b) Constelação 
associada à modulação 16 QAM. (c) Passagem de um sinal digital por um filtro de 
ISI. (d) Forma-de-onda dos sinais  e  obtidos numericamente com 
formatação de pulso cosseno levantado. (e) Espectro de frequência  e  dos 
sinais  e , respectivamente, obtidos via TFMT.
i t( ) q t( )
I f( ) Q f( )
i t( ) q t( )
Teste de precisão das transformadas de Fourier discretas para sinais quasi-periódicos. As 
frequências fundamentais são  GHz e  GHz. (a) e (c) . (b) 
e (d) . O fator de sobre-amostragem, , é igual a .
λ1 2π= λ2 2π 0,7⋅= MIM2 5=
MIM2 10= m 2
As frequências fundamentais são  GHz e  Hz. (a) , (b) 
, (c) , e (d) . As frequências fundamental são  GHz e 
 GHz. (e) , (f) , (g) , e (h) .  é o fator de sobre-
amostragem.
λ1 2π= λ2 λ1 2π 2+= m 1=
m 2= m 3= m 4= λ1 2π=















Exemplo da aplicação da técnica de mapeamento artificial em frequência para espectro de 
frequência de dois-tons: (a) grade triangular e (b) grade retangular.
Estrutura da matriz jacobiana com (a) 1 (um) nível e (b) 2 (dois) níveis de 
decomposição. (c) Estrutura multi-níveis (bloco diagonal com borda dupla) da 
matriz jacobiana para sucessivas decomposições incluindo um nível adicional. 
Assume-se que cada transistor intruduz 3 (três) variáveis de estado não-linear 
( ).NF 2NF 1–=
(a) Padrão de esparsidade da matriz jacobiana para análise de único-tom. (b) Padrão 
de esparsidade da matriz jacobiana para análise de dois-tons (  - número de 
blocos não-zero).
nNZB
Gráficos da razão de desempenho (RD) do método do tensor (novo) vs. método 
Newton (padrão) para: (a)  não-singular e (b)  singular com 
.
J x*( ) J x*( )
posto J x*( )( ) n 1–=
Gráficos da razão de desempenho (RD) das estratégias de pesquisa-em-linha para o 
método do tensor. (a) Pesquisa-em-linha curvilinear com interpolação quadrática 
vs. pesquisa-em-linha padrão. (b) Pesquisa-em-linha curvilinear com λ-divindo-
pela-metade vs. pesquisa-em-linha padrão.
Gráficos da razão de desempenho (RD) do método do tensor inexato (novo) vs. 
Newton inexato (padrão). (a) Processo de solução simplificada. (b) Processo de 
solução modificada. (c) Processo de solução completa B2. (d) Processo de solução 
completa B3.
Gráficos da razão de desempenho (RD) do método do tensor inexato com solução 
modificada e implementação escalar. (a) Estratégia de pesquisa-em-linha 
curvilinear com interpolação quadrática (novo) vs. estratégia padrão (padrão). (b) 
Estratégia de pesquisa-em-linha curvilinear λ-divindo-pela-metade (novo) vs. 
estratégia padrão (padrão).
Histórico de convergência para solução do problema 39 utilizando o método de 
Newton inexato com (a) Escolha 0 e (b) Escolha 5. Histórico de convergência 
(problema 39) do método do tensor inexato com solução modificada e 
implementação bloco utilizando (c) Escolha 0 e (d) Escolha 7.
(a) Esquemático e (b) resultado da fonte de alimentação com retificação de meia-
onda (FARMO) e de onda completa (FAROC). (c) Esquemático e (d) resultado do 
amplificador classe-C (ACC) utilizando BJT. (e) Esquemático e (f) resultado 
multiplicador de frequência (MF) utilizando BJT.
(a) Esquemático do amplificador de potência (AP) de microonda utilizando GaAs 
MESFET. (c) Parâmetros de espalhamento. (b) Trajetórias I/V. (c) Potência de saída 
versus potência de entrada para regime de único-tom. (e) Potência de saída versus 
potência de entrada em regime de dois-tons. (f) Formas-de-onda das tensões de 
entrada e de saída e (g) recrescimento espectral em regime multi-tons com 
excitaçãode RF modulada digitalmente.
(a) Microfotografia do amplificador de potência corporativo (APC) fabricado pela 
Phillips. (b) Esquemático do APC sub-dividido em 2 super-redes (SuRs). (c) 
Magnitude dos parâmetros de espalhamento medidos e calculados. (d) Ponto de 
compressão de 1 dB medido e calculado.
(a) Esquemático e (b)-(c) resultados do conversor de frequência resistivo (CFR) de 
onda milimétrica utilizando InP pHEMT. (e) Esquemático e (e),(f) resultados do 
conversor de frequência resistivo balanceado (CFRB) de onda-milimétrica 
utilizando InP pHEMT.
(a) Esquemático do circuito para teste do ressoador ativo (RA). (b) Esquemático do 












(a) Esquemático do RA decomposto hierarquicamente em super-redes (SuRs). (b) 
Esquemático dos circuitos das SuRs utilizadas em (a). (c) Estrutura de dois níveis 
da matriz jacobiana para o esquema de decomposição (a) (em escala). (d) 
Impedância de entrada do RA versus frequência para diversos níveis de potência de 
entrada. (e) Coeficiente reflexão de entrada de pequeno-sinal do RA versus tensão 
de sintonia, .VQ 5,5 V–=
(a) Esquemático do circuito para teste do multiplicador de quatro-quadrantes 
(MAQQ) e do multiplicador de quatro-quadrantes de baixo-deslocamento (MAQQ-
BD) utilizando GaAs MESFETs. (b) Esquemático do MAQQ. (c) Esquemático do 
MAQQ-BD. (d) Curvas de transferência dos MAQQs operando em regime CC.
Esquemático (a) do multiplicador analógico de quatro-quadrantes (MAQQ) e (b) do 
MAQQ-BD decomposto hierarquicamente em super-redes (SuRs). (c) Esquemático 
dos circuitos das SuRs de fundo utilizadas em (a) e (b). (d) e (e) Estrutura de três-
níveis da matriz jacobiana para os esquemas de decomposição (a) e (b), 
respectivamente (em escala). (f) e (g) Estrutura de dois níveis da matriz jacobiana 
do MAQQ e do MAQQ-BD, respectivamente (em escala). (a) Formas-de-onda e (b) 
espectro de frequência da tensão de saída dos MAQQs.
(a) Microfotografia do multiplicador analógico balanceado (MAB) fabricado pela 
TRW. (b) Esquemático do MAB.
(a) Esquemático do multiplicador análogico balanceado (MAB) decomposto 
hierarquicamente em super-redes (SuRs). (b) Esquemático do circuito das SuRs de 
fundo utilizadas em (a). (c) Estrutura de dois níveis da matriz jacobiana do MAB 
(em escala). (d) Estrutura de três níveis da matriz jacobiana para o esquema de 
decomposição (a) (em escala).
(a) Esquemático do multiplicador análogico balanceado (MAB) decomposto 
hierarquicamente em super-redes (SuRs). (b) Esquemático dos circuitos das SuRs 
de fundo utilizadas em (a). (c) Estrutura de dois níveis da matriz jacobiana do MAB 
(em escala). (c) Estrutura de três níveis da matriz jacobiana do MAB (em escala). 
(d) Estrutura de quatro níveis da matriz jacobiana para o esquema de decomposição 
(a) (em escala).
(a) Ganho direto versus frequência do MAB operando como amplificador de ganho 
variável (AGV). (b) Potência de saída versus potência de entrada em regime de 
único-tom do MAB-AGV.
Histórico de convergência para solução do BH do MAB-AGV (problema 18) via 
FNM utilizando o método de método de Newton inexato com (a) Escolha 0 e (b) 
Escolha 5. Histórico de convergência do problema 18 utilizando o método do 
tensor curvilinear inexato com (c) Escolha 0 e (d) Escolha 7. Os resultados (e)-(h) 
se referem à FEE.
Distribuição dos auto-velores (espectro) da matriz jacobiana do BH para o circuito 
do APC, calculada na raiz do problema, com potência de entrada, Pent igual (a) 10 
e (b) 30 dBm.
Gráficos da razão de desempenho (RD) da análise do BH multi-níveis. (a) Solução 
“exata” dos sistemas jacobianos via fatorização/retro-substituição LU. (b) Solução 
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1. Introdução
ÉTODOS COMPUTACIONAIS para simulação (análise e otimização) de circuitos não-lineares 
têm sido extensivamente desenvolvidos desde os idos de mil novecentos e sessenta, sendo 
a análise dinâmica via integração no domínio do tempo (IDT) um dos primeiros métodos que foram 
desenvolvidos [1],[2]. O programa SPICE [3], amplamente aceito na academia e na indústria, 
consiste em uma das mais bem suscedidas implementações para solução de problemas de valor 
inicial. Entretanto, a menos que uma técnica de extrapolação seja utilizada [4], o método de IDT 
requer a integração do transiente antes de ser capaz de determinar a resposta de regime permanente 
do circuito. Em circuitos levemente amortecidos, a convergência deste método (e suas variações 
para problemas duros) é muito lenta, tendo em vista que, neste caso, a integração deve se extender 
por muitos períodos, o que torna a determinação do regime permanente uma computação de alto 
custo. A análise de circuitos (ou sistemas) de telecomunicação com portadoras de rádio-frequência 
(RF) moduladas por sinais digitais na banda-base (BB) também representa uma séria dificuldade. 
Uma vez que nesta situação, temos um sinal de RF de rápida-variação no tempo (tipicamente maior 
do que 108 ciclos por segundo) e um sinal na BB de lenta-variação no tempo (tipicamente menor 
do que 105 ciclos por segundo). Apesar disto, o método de IDT não possui nenhuma limitação para 
representação de sinais de entrada (ou excitações) com formas-de-onda complexas. A inclusão de 
elementos distribuídos não-dispersivos na análise via IDT foi demonstrada em [5], com aplicações 
em circuitos de alta-frequência. Se os elementos distribuídos forem dispersivos em frequência, 
pode ser empregada a técnica de convolução descrita em [6].
Para evitar as dificuldades citadas acima, com o método de força bruta de IDT, foi desenvolvido 
o método das tentativas fundamentado no cálculo direto, no domínio do tempo, da resposta de 
regime permanente do circuito. O sistema não-linear de equações algébricas diferenciais (EADs) 
que precisa ser resolvido para este cálculo, equivale a um problema de valor de contorno de dois-
pontos, resultante da imposição de uma condição que descarta a solução transiente. A teoria, a 
implementação e a aplicação númerica deste método podem ser encontradas em [7],[8]. No método 
das tentativas, o resultado é obtido utilizando técnica de solução de equações não-lineares, e.g., o 
método de Newton, onde a dimensão do problema é igual ao número de variáveis de estado 
presentes no circuito. Um outro método relacionado é o de diferença finita no domínio do tempo 
(DFDT) discutido em [9], que utiliza aproximações por diferenças finitas para discretizar no 
tempo, sobre um período, o sistema de EADs governantes do circuito. Isto resulta em um sistema 
de equações algébricas que são resolvidas simultâneamente para a determinação das variáveis de 
M
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estado do circuito em todos os pontos de tempo da grade de discretização. A convergência deste 
método é inferior ao das tentativas e também demanda uma maior quantidade de memória. 
Infelizmente, o método das tentativas e de DFDT estão restritos à aplicação em circuitos não-
lineares excitados por sinais periódicos. 
Uma outra alternativa para a determinação do regime permanente via solução direta, porém no 
domínio da frequência, é o estabelecido método do balanço harmônico (BH) (tradução nossa do 
termo em inglês harmonic balance (HB)) [10],[11],[12]. Neste método, a dimensão do problema 
é igual ao produto do número de variáveis de estado (parte real e imaginária) vezes o número de 
linhas espectrais para representação do sinal, e sua aplicação na análise não-linear de circuitos e/
ou sistemas de RF pode facilmente envolver um alto custo computacional. Para minimizar este 
custo, o número de variáveis de estado por harmônico a serem determinadas pode ser 
significantemente reduzido, utilizando a técnica de decomposição de circuito por partes [13]. A 
solução do problema tem sido conduzida utilizando métodos de relaxação (e.g., Jacobi, Gauss-
Seidel [14]) [12],[15],[16] e métodos iterativos que utilizam a matriz jacobiana do BH de forma 
explícita (e.g., Newton, secante, modificação [17]) [11],[18],[19],[20] ou implícita (e.g., Newton 
inexato [21]) [22],[23],[24],[25],[26]. Apesar dos métodos de relaxação não utilizarem a matriz 
jacobiana, a sua aplicação restringe-se a solução de problemas onde a potência dos sinais de 
entrada mantém o circuito operando em um regime fracamente não-linear. Para aumentar o limite 
de manipulação de potência, deve-se empregar métodos que utilizam a matriz jacobiana. Neste 
contexto, com relação à dimensão do problema, é conveniente introduzir as seguintes 
classificações: problemas de pequena-escala, quando os sistemas jacobianos podem ser resolvidos 
utilizando representação densa e fatorização QR; média-escala, quando precisam ser resolvidos 
utilizando representação esparsa e fatorização LU; e grande-escala, quando só podem ser 
resolvidos via métodos iterativos lineares, como os que operam em subespaço de Krylov (e.g., 
generalized minimal residual (GMRES) [27]). Nos problemas de grande-escala, técnicas de matriz 
esparsa são necessárias para formação e solução dos pré-condicionadores utilizados para assegurar 
a robustez dos métodos iterativos lineares.
Uma dificuldade inerente do método do BH é a sua limitação na representação das formas-de-
onda que excitam o circuito, tendo em vista que isto resulta em um aumento na dimensão do 
problema e na complexidade da conversão do sinal de tempo para frequência e vice-versa. O 
trucamento em frequência depende do tipo de análise a ser realizada e deve efetivar-se de forma 
que o sinal possa ser devidamente representado. Apesar de classificado como um método no 
domínio-da-frequência, o método do BH realiza o cálculo das funções não-lineares no domínio do 
tempo. Com isto, faz-se necessário a representação no tempo das variáveis de estado, e de 
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conversões de sinal entre o domínio do tempo e da frequência. Estas conversões são conduzidas 
pela transformada de Fourier discreta (TFD), e sua computação e implementação representam um 
dos pontos críticos para uma eficiente condução da análise do BH, especialmente para sinais quasi-
periódicos, i.e., quando existe mais de uma frequência fundamental (ou tom) não-comensurada.
Neste trabalho, apresentaremos, pela primeira vez, uma nova metodologia para a formulação e 
a solução do problema do BH envolvendo circuitos não-lineares forçados (não-autônomos), bem 
como, uma discussão detalhada na teoria e na implementação das TFDs para sinais periódicos 
(espectro de frequência de único-tom) e quasi-periódicos (espectro de frequência multi-tons). Para 
formulação das equações de circuito, exporemos um procedimento tabular utilizando a técnica de 
espaço-de-estado. Convém ressaltar que esta formulação produz expressões mais simples no 
cálculo e na implementação numérica da matriz jacobiana, quando comparada com a formulação 
de espaço de estado paramétrica (FFEP) introduzida em [18]. Vale destacar que, quando 
comparada com à representação nodal-modificada [28], a representação de espaço-de-estado para 
dispositivos não-lineares produz uma formulação mais econômica em termos do número de 
variáveis de estado. Para a resolução de problemas de grande-escala, introduziremos a técnica de 
decomposição de circuito multi-níveis. Nesta decomposição, o circuito assume uma estrutura 
hierárquica, descrito por um sistema de equação não-linear bloco diagonal com borda dupla.
Para a solução do problema do BH empregar-se-á uma nova família de métodos, entitulados 
métodos do tensor. Estes métodos utilizam a matriz jacobiana e estão fundamentados na solução 
de um modelo local, com informação de segunda ordem, para determinação de cada nova iteração. 
Os métodos do tensor possuem um custo computacional comparável ao do tradicional método de 
Newton, porém, apresentam significantes vantagens teóricas sobre ele em problemas onde a matriz 
jacobiana é mal-condicionada ou singular na raiz. O método do tensor para a solução de problemas 
em pequena-escala, via fatorização QR, é apresentado em [29] e para média-escala, via fatorização 
LU, é apresentado em [30]. Para problemas em grande-escala, foram propostos, mais 
recentemente, métodos do tensor inexato [31],[32]. O desempenho dos métodos do tensor e do 
tensor inexato versus o método de Newton e de Newton inexato são comparados em [29],[30],[33]. 
Já comparações do desempenho dos métodos do tensor inexato versus o método de Newton inexato 
podem ser encontradas em [32],[31],[34],[35]. Estas comparações revelam uma superioridade dos 
métodos do tensor. Neste trabalho, motivado por estes resultados, verificaremos o desempenho 
destes novos métodos na análise de corrente contínua (CC) e do BH envolvendo circuitos 
integrados não-lineares de RF.
Abaixo, apresentaremos uma breve revisão do atual estado-da-arte do método do BH para 
análise de circuitos não-lineares forçados, seguido de um resumo descrevendo as extensões deste 
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método para inclusão da variação térmica e de sinais com portadoras de RF moduladas por 
complexos esquemas digitais. Para oferecer uma visão comparativa do método do BH, exporemos 
uma discussão relatando suas vantagens e desvantagens em relação a outros métodos competitivos. 
Para finalizar, decreveremos as principais contribuições deste trabalho, a organização deste 
manuscrito e uma descrição suscinta do conteúdo de cada capítulo.
1.1. Análise de Regime Permanente para Circuitos Não-Lineares Forçados
Nesta seção, apresentaremos uma breve revisão da evolução da técnica do BH para análise de 
regime permanente em circuitos e sistemas não-lineares de RF não-autônomos (ou forçados). Em 
seguida, exporemos uma breve revisão nas extensões do método do BH para lidar com efeitos 
térmicos e sinais de RF digitalmente modulados. Finalizaremos com uma breve revisão de outras 
técnicas concorrentes.
1.1.1. Método do Equilíbrio Harmônico: Estado-da-Arte
Um interessante resumo histórico e comparativo, na evolução do método do BH até o final da 
década de oitenta, pode ser encontada em [36]. Em adição, revisões detalhadas descrevendo o 
estado-da-arte deste método, até o período citado, foram reportadas em [37],[38],[39]. 
Complementando estas revisões, a seguir, apresentaremos um resumo dos significantes avanços 
até a presente data.
Conforme mencionado acima, o método do BH caracteriza-se pela determinação direta da 
resposta de regime permanente de um circuito, através da resolução de um sistema de equação não-
linear (ou equação determinante). Em acréscimo, assume-se que a resposta de regime permanente 
pode ser representada em série de Fourier, onde os coeficientes (de Fourier) a serem determinados 
são fasores representando as componentes em frequência das variáveis de estado (tensões e 
correntes) do circuito. Desta forma, para um circuito em grande-escala, excitado por sinais com 
formas-de-onda complexas, o cálculo destes fasores pode facilmente resultar em um problema de 
alto custo computacional, em termos de memória exigida e de tempo de processamento. Apesar da 
análise do BH ser considerada uma técnica no domínio-da-frequência, tendo em vista que, os 
vetores de resíduo (associado à equação determinante) e de variável de estado são definidos neste 
domínio, as funções não-lineares (cargas e fluxos), que representam as não-linearidades existentes 
no circuito, são descritas no domínio-do-tempo, o que requer a utilização da TFD para a conversão 
do sinal de tempo para frequência e de frequência para tempo. Para dispositivos eletrônicos, as 
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funções não-lineares correspondem às correntes de condução (I/V) e de deslocamento (Q/V), 
ambas dependente de tensão.
Um avanço significante na redução da dimensão do problema do BH foi obtido com a 
introdução da técnica de decomposição em pedaços (ou por partes) do circuito, citada acima. Nesta 
técnica, o circuito é dividido em uma parte linear e outra parte não-linear. Com isto, o tamanho da 
equação determinante pode ser reduzido a uma dimensão igual ao produto do número de variáveis 
de estado não-lineares vezes o número de linhas espectrais. Lembremos que, as variáveis de estado 
não-lineares, por definição, são aquelas que atuam como argumento das funções não-lineares. 
Utilizando a decomposição em pedaços, foi proposta, em [40], a formulação das equações do 
circuito através da combinação da clássica formulação nodal-modificada (FNM) [28] aplicada à 
parte linear, com a formulação espaço-estado paramétrica (FEEP) aplicada à parte não-linear, 
associada àos dispositivos eletrônicos não-lineares (diodos, transistores, etc). Em geral, a aplicação 
desta técnica de decomposição está limitada ao domínio da frequência. Fundamentada no princípio 
de Diakoptics para análise de circuitos em grande-escala no domínio do tempo, foi proposta a 
técnica de decomposição multi-níveis [41]-[43], possibilitando a subdivisão de um circuito em 
uma estrutura hierárquica de sub-circuitos esparsamente interconectados em cada nível de 
hierarquia. Esta técnica produz um sistema de equações com uma estrutura tipo bloco diagonal 
com dupla borda que pode ser eficientemente resolvido com o emprego de técnicas de 
processamento paralelo em sistemas de computação distribuída. A estruturação do problema é 
obtida com a introdução de um conjunto adicional de variáveis e equações com dimensão igual ao 
número de pontos de interconexão entre os sub-circuitos. A aplicação desta técnica, no contexto 
da análise do BH, utilizando apenas um nível de decomposição, foi apresentada em [44].
Um dos primeiros métodos utilizados na solução da equação determinante do BH foi o clássico 
método de Newton, conforme descrito no trabalho [11]. Posteriormente, visando reduzir 
considerávelmente o esforço computacional (espaço de memória e tempo de processamento) 
associado à formação e a fatorização da matriz jacobiana, foi sugerida a aplicação da técnica de 
relaxação para circuitos, operando em um regime fracamente não-linear. Uma discussão sobre a 
aplicação dos método de relaxação não-linear tipo bloco Jacobi e bloco Jacobi-Newton pode ser 
encontrada em [15],[16],[45]. Convém ressaltar que, neste último método de relaxação, as 
equações são resolvidas iterativamente, para cada frequência, sendo também conhecido como 
técnica de relaxação harmônica. Quando as não-linearidades se manifestarem de forma 
significante, métodos utilizando a matriz jacobiana devem ser empregados, sendo os métodos de 
Newton e quasi-Newton [17],[46],[19] os mais utilizados. O método da continuação (homotopia) 
com iteração do tipo previsão-correção também pode ser utilizado, como no exemplo da análise de 
6
um amplificador de microonda classe-C apresentada em [47]. A iteração-previsão pode ser 
conduzida via extrapolação polinomial [47] ou racional via Padé [48], enquanto a iteração-
correção pode ser obtida via o método do tensor ou de Newton. 
Infelizmente para a análise do BH para circuitos contendo um número significante de sub-redes 
não-lineares (SRNs) e operando em complexo regime multi-tons, o tamanho da matriz jacobiana, 
em representação densa, e a sua fatorização podem facilmente possuir uma complexidade 
numérica que excede o limite computacional do hardware utilizado. Neste caso, para mitigar os 
custos computacionais, técnicas de matrizes esparsa devem ser utilizadas para o controle do padrão 
não-zero da matriz jacobiana e, com isto, possibilitar o seu armazenamento e a sua fatorização na 
forma LU. Esta situação de solução direta do sistema jacobiano, na definição introduzida acima, 
corresponde aos problemas de média-escala. O controle de esparsidade da matriz jacobiana é 
obtido com a introdução do conceito de espectro de derivadas [39],[49]. No método linear cêntrico 
do BH proposto em [20], a matrix jacobiana do tipo bloco diagonal contém apenas informação de 
CC, i.e., o espectro de derivada é composto apenas pela componente de frequência zero. Este 
método, na verdade, é equivalente ao método das cordas paralelas [17].
Utilizando o processo desenvolvido em [50], para a redução da ordem de um circuito não-linear 
operando em regime permanente, o tamanho da matriz jacobiana do BH pode ser diminuído de 
forma significante. Este processo de redução está fundamentado na introdução de um parâmetro 
de continuação, permitindo que o vetor de variável de estado e o vetor de função não-linear sejam 
expandidos em série de Maclaurin finita em relação a este parâmetro. Os coeficientes desta 
expansão são calculados via um processo recursivo para o casamento de potência dos termos da 
série. Posteriormente, uma base ortonormal do subespaço, definida pelos coeficientes da série, é 
construída via fatorização QR. Esta base representa a transformação linear utilizada para a redução 
drástica da dimensão do sistema não-linear, i.e., da ordem da matriz jacobiana. A precisão desta 
técnica é determinada pelo número de termos utilizados na expansão em série. É importante 
destacar que, a decomposição de ciruito por partes, que, por sua vez, representa um processo de 
redução de ordem, não foi aplicada aos exemplos apresentados em [50].
Na análise do BH para circuitos “fortemente” não-lineares e em grande-escala, métodos lineares 
(ou solucionadores lineares) iterativos devem ser utilizados para resolução dos sistemas jacobianos 
que emergem a cada iteração. Para esta tarefa, métodos de subespaço de Krylov [27] podem ser 
utilizados, conforme sugerido em [51], sendo o método do GMRES com reinício [52], um dos mais 
utilizados. Estes métodos requerem a matriz jacobiana apenas para operações do tipo produto 
matriz-por-vetor que, por sua vez, podem ser conduzidas de forma explícita ou implícita. Em 
adição, a cada iteração do método de Newton inexato, a solução do modelo local, que define a 
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correção de Newton, é aproximada, com o nível de aproximação sendo determinado por um termo 
forçante. A escolha correta da sequência de termos forçantes é importante na minimização do 
problema de sobre-resolução (“oversolving”), que tem como objetivo reduzir o número de 
iterações do solucionador linear [22],[24],[26],[53],[54]. Infelizmente, em geral, os métodos 
iterativos utilizando subespaço de Krylov podem apresentar uma dificuldade de convergência. 
Sendo assim, para ampliar a sua robustez, uma eficiente técnica de pré-condicionamento deve ser 
aplicada. Lembremos que a decomposição multi-níveis pode ser vista como um tipo de pré-
condicionador. Isto por que a eficiência do solucionador linear iterativo pode ser significantemente 
melhorada utilizando a decomposição multi-níveis, que produz uma matriz jacobiana estruturada 
na forma bloco diagonal com dupla borda. No contexto da análise do BH, os pré-condicionadores 
mais utilizados são do tipo bloco diagonal (ou Jacobi) [26] e bloco adaptativo [160]. Em acréscimo, 
o uso de técnicas de matrizes esparsas devem ser utilizadas para uma eficiente formação e 
fatorização destes pré-condicionadores, utilizando a matriz jacobiana. 
A dimensão da equação determinante também pode ser reduzida, simplificando o espectro de 
frequência utilizado na representação do sinal que descreve as variáveis de estado não-lineares, 
porém, isto limita a precisão e a aplicabilidade do método. A necessidade da conversão do sinal 
entre os domínios do tempo e da frequência representa um ponto crucial na implementação, na 
eficiência e na precisão da análise do BH. Para sinais periódicos, a forma mais adequada (precisa) 
de se conduzir estas conversões é através da TFD. Para regime periódico, onde temos apenas uma 
única frequência fundamental ou inúmeras frequências fundamentais harmonicamente 
relacionadas, a transformada de Fourier rápida (TFR) representa a escolha ótima. Infelizmente, 
para conversão de sinais quasi-períodicos, esta transformada assume uma estrutura multi-
dimensional, onde o número de dimensões é igual ao número de frequências fundamentais não-
harmonicamente relacionadas. Devido a este fato, a transformada de Fourier rápida multi-
dimensional (TFRM) é geralmente implementada até três tons [55]. Devemos lembrar que, as 
TFRs uni- e multi-dimensional operam no plano de fase, produzindo uma amostragem ótima. Com 
o intuito de resolver esta dificuldade, foram propostas outros tipos transformadas. Pode-se destacar 
a transformada de Fourier quasi-periódica (TFQP) [56],[57], utilizando amostragem no tempo com 
pontos igulamente espaçados (escolha trivial) e com espaçamento aleatório. Para regime de dois-
tons, pode ser adotado o esquema de amostragem proposto em [58]. A escolha do esquema de 
amostragem no tempo possui um direto impacto no condicionamento desta transformada, 
conforme discutido por outras implementações da TFQP [59],[60]. 
Em paralelo ao surgimento da TFQP, foi proposto o método do balanço harmônico modificado 
(BHM) (tradução nossa do termo em inglês modified harmonic balance (MHB)) [61], para análise 
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de regime permanente com excitação de dois-tons. Entretanto, devido às operações de translação 
em frequência (fundamentado no teorema de amostragem passa-faixa), este método requer muitas 
modificações na estrutura padrão da análise do BH. Para complicar ainda mais, ele possui 
restrições com relação à ordem das não-linearidades e à largura do espaçamento entre as 
frequências fundamentais que excitam o circuito.
Uma outra possibilidade de implementação das TFDs para sinais quasi-periódicos é através da 
técnica de mapeamento-em-frequência artificial (MFA). A grande virtude do MFA é possibilitar a 
condução das conversões tempo-frequência via TFR-1D (uni-dimensional), sem a inclusão de 
componentes extras de frequência. Para regime de dois-tons, foram desenvolvidos mapeamentos 
para a topologia de espectro de frequência com grade triangular [62] e retangular [9]. A 
generalização do mapeamento com grade retangular para regime multi-tons foi apresentada em 
[63]. Convém citar que, a TFRM também utiliza truncamento com grade hiper-retangular. A 
técnica de MFA pode ser aplicada na análise de sistemas de telecomunicação com portadora(s) de 
RF modulada(s) por sinal digital na banda-base, porém, sua implementação requer cuidados para 
evitar possíveis erros de aliasing [64]. Obedecendo a uma condição de amostragem, a 
transformada de Fourier multi-tons (TFMT), introduzida em [65], oferece uma alternativa para 
implementação da TFD para sinais de RF digitalmente modulados. A TFMT é conduzida via uma 
TFR-1D e em contra-posição a técnica de MFA, não está sujeita ao efeito de aliasing.
Atualmente, sistemas avançados de telecomunicação empregam complexos esquemas de 
modulação digital (QPSK, QAM, OFDM, etc [66]), que, por sua vez, envolvem sinais pseudo-
aleatórios que não podem ser considerados como regime permanente. Devido à limitação de 
memória e tempo de processamento, na análise do BH, estes sinais estão limitados a uma 
representação através de uma sequência periódica de símbolos de comprimento limitado. O uso 
deste tipo de sinais e/ou multi-senos, possibilitam a análise de recrescimento espectral ou de 
vazamento de potência em canal adjacente e a determinação de importantes figuras de mérito: 
adjacente channel power ratio (ACPR), co-channel power ratio (CCPR), e noise power ratio
(NPR), em amplificadores e conversores de frequência.
Um interessante estudo apresentado em [67] considera o efeito do truncamento em frequência 
na deteriorização da convergência e na perda de precisão do método do BH, e oferece, para 
melhoria da robustez e eficiência, uma técnica de pré-filtragem de harmônicos de fácil 
implementação numérica. Em circuitos com fortes não-linearidades e circuitos periódicamente 
chaveados, onde o número de harmônicos gerados com amplitude considerável é muito elevado, o 
uso desta técnica de pré-filtragem pode ser mandatório. Um outra alternativa para lidar com 
circuitos envolvendo sinais de resposta com transições rápidas é o método do balanço harmônico 
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mapeado no tempo (BHMT) (tradução nossa do termo em inglês time-mapped harmonic balance
(TMHB)) [68]. Neste método, um dos aspectos importantes é a seleção da grade, no tempo que 
define o mapeamento [69].
O método do BH pode ser utilizado na análise de um sistema de rádio-enlace envolvendo 
múltiplos transmissores e receptores de RF. Para este propósito, pode-se lançar mão da 
metodologia apresentada em [70], incluindo o conceito de matriz de transferência do enlance. Esta 
metotologia considera as diferentes situações para decomposição das estruturas radiantes e não-
radiantes. Para simulação de estruturas eletromagnéticas, pode ser utilizado o método da 
segmentação introduzido em [71]. Um modelo (no tempo-frequência) simplificado para emissão 
(antena do transmissor + canal) e recepção (antena do receptor), que pode ser imediatamente 
incorporado à formulação do BH, é descrito em [72]. Um procedimento para caracterização de 
antenas ultra-banda-larga, utilizando este modelo simplificado, também é descrito em [72].
Vale ressaltar que, qualquer dispositivo não-linear representado por equações de espaço de 
estado do tipo integral-diferencial-diferença-não-linear pode ser descrito na formulação do BH. 
Para exemplificar, podemos citar a análise do BH envolvendo dispositivo fotônico do tipo laser 
semicondutor [73] e sistemas de estruturas micro eletro-mecânicas, também conhecidas como 
microelectromechanical systems (MEMS) [74].
1.1.2. Extensões da Análise do Equilíbrio Harmônico
Devido à limitação de espaço, consideraremos, neste trabalho, que os circuitos a serem 
analisados são invariantes com a temperatura. Para introduzir o efeito da variação de temperatura 
no cálculo simultâneo da reposta elétrica e térmica de regime permanente do circuito utilizando a 
análise do BH, pode ser empregada a metodologia proposta em [75]. Esta metodologia foi validada 
com a análise de um amplificador operando em regime multi-tons com excitação tipo RF-pulsada. 
O comportamento térmico do circuito é descrito por um circuito elétrico equivalente (CEE), 
composto de uma fonte de corrente, representando a potência dissipada no dipositivo e uma matriz 
de impedância térmica, no domínio  da transformada de Laplace, que pode ser obtida 
analíticamente, via série dupla de Fourier (SDF) [76] ou numericamente via métodos de diferença 
finita (DF) [77]. O desenvolvimento de um modelo matemático para estes dispositivos, capaz de 
descrever a variação das suas características elétricas com a temperatura em regime de grande-
sinal, é de crucial importância. Excluindo as fontes de CC, se apenas excitações de RF (sinais de 
alta velocidade em relação às constantes térmicas) estiverem presentes, então, a matriz de 
impedância térmica é meramente resistiva e sua determinação é significativamente simplificada. 
s
10
A análise do BH [75] também é simplificada, uma vez que, a realimentação térmica ocorre apenas 
na frequência de CC.
Para resolver a dificuldade do método do BH em lidar com análise envolvendo sinais com 
rápida e lenta taxa de variação no tempo, pode ser empregada a técnica de transiente envoltória 
(TE) (tradução nossa do termo em inglês envelope transient (ET)) [78],[79],[80]. Nesta técnica de 
solução de equação diferencial parcial multi-tempos (EDPM) [81], com escalas de tempo 
amplamente separadas, combina-se a análise do BH, escala de tempo-rápida, com a técnica de IDT, 
escala de tempo-lenta. Mais precisamente, assume-se que os coeficientes de Fourier a serem 
determinados a cada intervalo da IDT são variantes no tempo correspondente à escala lenta. Desta 
forma, o espectro de frequência dos coeficientes de Fourier possuem um faixa de frequência 
definida pela largura de banda do sinal de baixa-taxa. Na simulação de sistemas de 
telecomunicações via análise de TE, os sinais digitais (informação modulada em BB) 
correspondem à escala de tempo-lento, enquanto os sinais de RF (portadoras) correspondem à de 
tempo-rápida. Para uma introdução na técnica de TE, podem ser consultadas [79],[80]. Para 
determinar o regime permanente (solução periódica) na escala de tempo rápida, pode ser aplicado 
o método das tentativas. Sistemas de telecomunicação operando com múltiplas portadoras de RF, 
e.g., OFDM, também podem ser simulados via a técnica de TE, conforme descrito em [82].
Uma eficiente metodologia para análise eletro-térmica via método de TE em circuitos de RF 
não-lineares excitados por sinais digitais de baixa-velocidade, pode ser encontrada em [83].
1.1.3. Outros Métodos
O método da corrente não-linear (CNL) [84], fundamentado na clássica teoria de Wiener-
Volterra [85],[86], representa uma eficiente técnica para análise no domínio da frequência de 
circuitos não-lineares operando em um regime “fracamente” não-linear. Nesta análise, com a 
introducão do conceito de função de transferência não-linear, as respostas (de regime permanente) 
de um circuito são expressas em termos de série funcional de Volterra, sendo a ordem da expansão 
em série ditada pela “força” das não-linearidades. Em adição, as funções não-lineares, descrevendo 
as não-linearidades dos dispositivos eletrônicos (correntes de condução e de deslocamento), estão 
limitadas a uma representação em série de potência (i.e., série de Maclaurin). A aplicação do 
método da corrente não-linear para caracterização da distorção harmônica, em circuitos 
amplificadores de microondas pode ser encontrada em [87],[88]. Recentemente, em [89], a análise 
de Volterra foi utilizada na caracterização de distorção por intermodulação (DIM) em sistemas de 
RF operando em regime multi-tons. O método da CNL também pode ser empregado na análise de 
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circuito linear periódico variante-no-tempo (LPTV), utilizando a série de Volterra variante no 
tempo, onde os coeficientes da série podem ser calculados via o método do BH. A extensão desta 
técnica para análise de DIM em conversores de frequência é ilustrada em [90], para um sinal 
modulante (pertubação) de único-tom e de dois-tons (figuras de desempenho: pontos de 
interceptação de segunda e terceira-ordem), e, em [91], para uma perturbação com complexa 
representação multi-tons (figuras de desempenho: rescrescimento espectral, ACPR, CCPR, NPR).
Um eficiente método que combina a análise de Wiener-Volterra com alguns dos princípios 
típicos da técnica do BH foi introduzido em [92], para o cálculo do regime permanente, sob 
excitação periódica, de circuitos com fortes não-linearidades.
Fundamentado na técnica de relaxação de Jacobi, o método da substituição proposto em [93], 
pode ser utilizado no cálculo da resposta de regime permanente de circuitos não-lineares forçados 
alimentados por sinais multi-tons. A solução em cada iteração é obtida resolvendo-se um associado 
circuito linear invariante-no-tempo (LIT) em todas as componentes de frequência do sinal. A 
construção deste circuito associado é realizada aplicando análise de sensitividade nos elementos 
não-lineares, eliminando as fontes independentes, colocando-as em curto-circuito ou circuito 
aberto e alimentando com fontes associadas ao erro residual. Este método possui dificuldades de 
convergência para circuitos com “fortes” não-linearidades. Sendo assim, para ampliar a capacidade 
de manipulação de potência deste método de relaxação, foi proposta em [94] a construção do 
circuito associado, aplicando análise de sensitividade nos elementos lineares e introduzindo 
elementos de compensação em série. O circuito associado também pode ser construído utilizando 
um software de propósito-geral, e.g. SPICE [95]. Nesta construção são realizadas análise de CC e/
ou análise de transiente e análise de CA em sub-circuitos.
O método do balanço forma-de-onda (BF) (tradução nossa do termo em inglês waveform
balance (WB)) foi proposto em [96] e, ao contrário do método do BH, na equação determinante os 
vetores de resíduo e de variável de estado não-linear são definidos no domínio do tempo. Neste 
método, a matriz jacobiana associada à derivada do vetor de resíduo com relação ao vetor de 
variável de estado não-linear pode ser facilmente calculada. Para o cálculo do vetor de resíduo, o 
par de transformada de Fourier (direta e inversa) é requisitado. Para a eliminação da necessidade 
do cálculo da transformada de Fourier direta (conversão de tempo-para-frequência), foi proposto 
o método do balanço forma-de-onda modificado (BFM) (tradução nossa do termo em inglês 
modified waveform balance (MWB)) [97]. Com isto, um grande número de pontos de amostragem 
pode ser utilizado para a formação da TFQP inversa resultando em um melhor esquema de 
ortogonalização. Vale mencionar que, na análise do BFM, a TFQP é necessária para se obter a 
equação determinante. O método do balanço de amostra fundamentado-em-convolução (BAFC) 
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(tradução nossa do termo em inglês convolution-based sample balance (CBSB)), introduzido em 
[98], está diretamente relacionado com o método EF evita a operação em um domínio misto de 
tempo-frequência, durante o processo de solução. A grande dificuldade com os métodos BF, BFM 
e BAFC deve-se ao fato da natureza física da matriz jacobiana tornar difícil a exploração de 
técnicas de matrizes esparsas para a solução de problemas de grande-escala, principalmente em 
regime multi-tons. Os métodos de BF e BAFC foram originalmente proposto para a determinação 
do regime permanente de único-tom de circuitos de RF não-lineares forçados.
Um forte competidor do método do BH, é o método do balanço espectral (BE) (tradução nossa 
do termo em inglês spectral balance (SB)) [99],[100],[101],[102],[103],[104]. A grande vantagem 
deste método, é o fato de ele operar integralmente no domínio da frequência, eliminando a 
necessidade de conversões tempo-frequência do sinal via transformadas de Fourier especializadas. 
Entretanto, esta vantagem é resultante de uma limitação deste método, que é a necessidade de 
modelar as funções não-lineares do dispositivo ativo intrínseco no domínio da frequência, uma vez 
que, estas funções são modeladas tradicionalmente no domínio do tempo, utilizando complexas 
expressões algébricas. Todavia, elementos dispersivos em frequência podem ser naturalmente 
representados. Em acréscimo, as funções não-lineares (descrevendo as não-linearidades do 
circuito) devem ser aproximadas por expansão polinomial (Chebyshev [103]) e/ou racional 
(Hermite [104]). Vale ressaltar que, as expansões racionais de Hermite aproximam não apenas a 
função, mas também sua derivada, possibilitando resultados mais precisos para a DIM, quando 
comparado com expansões polinomiais. Estas expansões no domínio do tempo envolvem as 
operações de adição, subtração, multiplicação e divisão, que correspondem, respectivamente, à 
adição, subtração, convolução e deconvolução no domínio da frequência. Finalmente, em [104], 
assumindo uma topologia regular para o espectro de frequência de um sinal de RF modulado por 
um sinal de baixa velocidade na BB e utilizando geração de vetor de indexação e técnicas de 
matrizes de convolução, consegue-se um eficiente algoritmo de BE para a determinação de figuras 
de mérito em regime multi-tons.
Uma revisão do estado-da-arte dos métodos para simulação de sistemas de RF pode ser 
encontrada em [105],[106].
1.2. Contribuições deste Trabalho
Além da avançada implementação númerica da teoria proposta, desenvolvida em uma estrutura 
objeto-orientada com a linguagem de programação C++ [107], as principais contribuições deste 
trabalho para análise do BH em circuitos de RF não-lineares forçados se concentram na formulação 
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da equação determinante e na aplicação dos novos métodos do tensor para a solução desta equação 
em pequena, média, e grande-escala.
Com relação à formulação da equação determinante do BH, foi introduzida pela primeira vez 
uma eficiente técnica para a decomposição multi-níveis de circuitos (ou sistemas) em grande-
escala. Nesta técnica de diakoptics [108],[109],[110], o circuito é sub-dividido em uma estrutura 
hierárquica com múltiplos níveis, onde cada nível é composto de super-redes (SuRs)1
esparsamente interconectadas. Nesta estrutura, além da SuR topo, são utilizadas SuRs 
intermediárias e SuRs de fundo. Por definição, e sem perda de generalidade, as SuRs 
intermediárias são formadas por um número arbitrário de SuRs crianças (intermediárias ou de 
fundo) e por uma rede de conexão (RC). Quando nenhum nível de hierarquia é especificado, o 
circuito é representado apenas por uma SuR topo que assume a mesma estrutura de um SuR de 
fundo. Vale destacar que, as SuRs de fundo não possuem hierarquia e são formadas por elementos 
estruturais de circuito e/ou por redes multi-terminais, representando resultados de dispositivos 
medidos experimentalmente ou obtidos utilizando análise de estruturas eletromagnéticas de 
composição e geometria complexa. Para a separação da SuR de fundo em sub-rede linear ampliada 
(SRLA) e sub-rede não-linear compactada (SRNC), aplicar-se-á a técnica de decomposição por 
partes.
Para a formulação das equações das SuRs de fundo, estamos propondo uma nova metodologia 
que combina a clássica FNM, aplicada a sub-rede linear (SRL), e a uma nova formulação espaço-
estado (FEE) aplicada a SRN. Inspirada em [112], a FEE proposta é válida para qualquer topologia 
e segue um procedimento tabular ad-hoc, o que resulta em uma fácil implementação númerica. A 
motivação para o desenvolvimento da FEE deve-se ao fato desta produzir, em geral, um menor 
número de váriaveis ou equações não-lineares, quando comparada a FNM. Em adição, quando 
comparada com a FNM-SRL/FEEP-SRN [39], a metodologia proposta resulta em expressões 
análiticas mais simples para os elementos da matriz jacobiana, o que torna mais fácil sua 
implementação númerica e mais eficiente o seu cálculo.
Apesar de não discutida neste trabalho, a FEE proposta para as SRNs foi desenvolvida incluindo 
a presença de fontes de ruído arbitrariamente correlatas [113]. Isto possibilita a análise e a 
otimização unificada de sinal-ruído e define o caráter generalizado da metodologia introduzida, 
i.e., uma ferramenta de propósito geral.
A formulação multi-níveis produz uma equação determinante do BH envolvendo matrizes com 
estrutura bloco diagonal sem borda, com borda simples e com borda dupla de multiplos níveis. A 
1  A terminologia super-rede é inspirada na palavra superblock introduzida em [111].
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construção destas matrizes segue a seguinte organização sequencial: por SuR intermediária, por 
frequência e por SuR de fundo. Com esta estrutura, a matriz jacobiana associada à equação 
determinante mantém o mesmo padrão não-zero após o processo de fatorização LU. No contexto 
da análise do BH multi-níveis, foram implementadas técnicas para o controle de esparsidade da 
matriz jacobiana, estabelecendo-se uma relação de compromisso com a capacidade de 
manipulação de potência. Vale destacar que a formulação multi-níveis proposta possibilita um alto 
ganho de desempenho em termos de mémoria e de tempo de central processing unit (CPU), 
particularmente, em sistemas distribuídos, onde recursos para processamento paralelo estão à 
disposição.
A outra contribuição deste trabalho refere-se à aplicação de um nova classe de métodos, 
entitulados métodos do tensor para a análise do BH não-autônoma, envolvendo problemas de 
pequena e média-escala [30] e os métodos do tensor inexato para análise do BH em grande-escala 
[31],[114]. Neste trabalho, investigaremos o desempenho dos métodos do tensor com relação ao 
método de Newton (ou método padrão) e dos métodos do tensor inexato com relação ao método 
de Newton inexato. Também serão feitas comparações entre os métodos do tensor e de Newton 
para a análise de CC dos circuitos testes utilizados neste trabalho, além de serem conduzidos testes 
para uma avaliação das estratégias de pesquisa-em-linha curvilinear e padrão, empregadas pelos 
métodos do tensor e do tensor inexato.
Embora não tenha sido o nosso principal objetivo, foi desenvolvido neste trabalho uma TFD 
para análise de DIM em circuitos conversores-em-frequência (CFs). Esta TFD para regime quasi-
períodico multi-tons está fundamentada em uma extensão da TFMT.
1.3. Organização da Tese
Este manuscrito está dividido em nove capítulos e três apêndices. Excluindo este capítulo 
introdutório e o último capítulo com as observações finais e as sugestões de trabalhos futuros, cada 
capítulo inícia e termina com uma seção de introdução e uma seção de conclusão, respectivamente. 
Como de costume, a seção de introdução destaca os principais aspectos a serem discutidos no 
capítulo e a seção de conclusão é reservada para os argumentos finais. As referências bibliográficas 
são listadas no final deste manuscrito. Abaixo, apresentaremos um sumário dos tópicos discutidos 
em cada capítulo.
No Capítulo 2, descrever-se-á a técnica de decomposição multi-níveis para a formulação das 
equações de circuitos não-lineares em grande-escala. Este capítulo está dividido em cinco seções. 
Na segunda seção, após a introdução, iniciamos nossa discussão com a descrição da técnica de 
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decomposição de circuito multi-níveis. Em seguida, na terceira seção, apresentamos a descrição da 
técnica de decomposição de rede subdivisãopor partes para a subdivisão de uma SuR de fundo em 
uma SRLA e uma SRNC. A decomposição multi-níveis de um circuito receptor de onda-
milimétrica [115] é apresentada, na seção quatro, como um exemplo ilustrativo da metodologia 
proposta.
O Capítulo 3 está dividido em seis seções. A segunda seção, apresenta a descrição dos 
elementos estruturais (resistores, indutores, etc) utilizados na composição da SRL e da SRN. A 
terceira seção, subdividida em duas subseções, apresenta uma breve revisão na formulação, no 
domínio da frequência, da equação de sonda da SRL (primeira subseção) e das equações de estado 
e de sonda da SRN (segunda subseção), utilizando a clássica FNM. Na seção seguinte, 
introduzimos a FEE para a formulação das equações de estado e de sonda da SRN. Esta seção foi 
subdividida em uma subseção que apresenta a equação topológica, e em uma outra que apresenta 
as equações de estado e de sonda. O Apêndice A apresenta as tabelas com as relações constitutivas 
dos elementos básicos utilizados na construção destas equações. A quinta seção apresenta a 
aplicação da FEE na geração das equações do CEE de grande-sinal de dispositivos do tipo FET e 
HBT. O Apêndice B contém detalhes desta formulação incluindo dispositivo definido-
simbolicamente (DDS) descrito pela FNM. Em DDS, apenas a parte intrínseca, descrita por 
correntes de condução e de deslocamento (modelo de carga), é representada.
Utilizando os resultados dos Capítulos 2 e 3, no Capítulo 4 será introduzida a formulação das 
equações do circuito. Para tal, dividimos este capítulo em sete seções. A segunda e terceira seções 
apresentam a formulação das equações de sonda da SLRA (SRL + rede de ampliação) e das 
equações de estado e de sonda da SRNC (SRNs + rede de permutação), respectivamente. Na seção 
subsequente, utilizando estas equações, é apresentada a formulação das equações da SuR de fundo 
(SRLA + SRNC). Com estes resultados, a quinta seção apresenta a formulação multi-níveis das 
equações de estado e de sonda do circuito. Na sexta seção, última antes da conclusão, apresentamos 
um procedimento para de redução de nível.
No Capítulo 5 discutiremos, em oito seções, a formulação multi-níveis do problema do BH para 
circuitos não-lineares não-autônomos. Inicialmente, na segunda seção, introduzimos as topologias 
de espectro de frequência utilizados nas análises do BH de único, dois, três e multi-tons. A terceira 
seção é dedicada à descrição de sinais de RF digitalmente modulados na análise do BH. Associadas 
às topologias de espectro introduzidas, serão discutidas, na seção quatro, a teoria e a 
implementação das TFDs para conversão do sinal de tempo-para-frequência e vice-versa. Na seção 
cinco, a técnica de MFA é discutida. Na sexta seção, apresentaremos a formulação da equação 
determinante do BH no contexto da decomposição multi-níveis, introduzida nos capítulos 
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anteriores. Na sétima seção, apresentamos o cálculo analítico da matriz jacobiana e a técnica de 
controle de esparsidade fundamentado no conceito de espectro de derivadas. O Apêndice C
descreve a fatorização e a solução via retro-substituição da matriz jacobiana multi-níveis.
Capítulo 6 foi organizado em oito seções e descreve a teoria e a implementação do método do 
tensor para análise de CC e do BH envolvendo problemas de pequena e média-escala. Na primeira 
seção, após a introdução, apresentamos considerações iniciais referentes à natureza do processo de 
solução para análise do BH em circuitos forçados. Na seção seguinte, introduzimos o conceito de 
função nível utilizado pela estratégia de globalização via pesquisa-em-linha. Para facilitar a 
discussão do método do tensor, apresentamos na quarta seção, em duas subseções, uma breve 
revisão na teoria do método de Newton (método padrão), sendo a primeira subseção referente à 
globalização via peequisa-em-linha, e a segunda concernente a uma implementação modificada. A 
quinta seção diz respeito ao método do tensor e foi organizada em quatro subseções. A primeira e 
a segunda subseções apresentam uma discussão na constução e na solução do modelo do tensor, 
respectivamente. As duas subseções seguintes discutem a globalização, via pesquisa-em-linha, e 
apresenta uma implementação modificada. A subseção referente à pesquisa-em-linha é 
subdividida em duas subseções que apresentam a estratégia padrão e a curvilinear. A sexta seção 
discute o método da continuação. Em seguida, na sétima seção, apresentamos os testes 
preliminares para validação númerica do método do tensor. Algoritmos descrevendo a 
implementação dos métodos de Newton e do tensor são fornecidos e discutidos.
O Capítulo 7 foi organizado em sete seções e descreve a teoria e a implementação do método 
do tensor inexato para análise do BH, envolvendo problemas de grande-escala. Seguindo a mesma 
filosofia do capítulo anterior, para facilitar a discussão no método do tensor inexato, iniciamos 
nossa discussão (segunda seção) com uma breve revisão na teoria do método de Newton inexato 
(método padrão). Esta discussão foi organizada em cinco subseções. Nas primeiras duas subseções 
discutimos a solução iterativa do modelo do tensor e o pré-condicionamento para este modelo. Já 
na terceira subseção, apresentamos uma discussão na escolha da sequência de termos forçantes 
para solução aproximada do modelo do linear que define a correção de Newton, seguida, na quarta 
subseção de uma discussão na teoria e implementação da estratégia de globalização via pesquisa-
em-linha. Para concluir a segunda seção, na quinta subseção apresentamos a implementação 
modificada do método Newton inexato. Na terceira seção, dividida também em quatro subseções, 
iniciamos a discussão no método do tensor inexato. A primeira subseção discute a solução iterativa 
aproximada do modelo do tensor, empregando técnicas de subespaço de Krylov e pré-
condicionamento. Mais precisamente, para resolução do modelo do tensor, discutimos a teoria e a 
implementação dos processos de solução simplicada, modificada e completa. Em seguida, na 
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segunda subseção debatemos a escolha da sequência de termos forçantes, onde é sugerida uma 
nova escolha utilizando a informação do modelo do tensor. Na terceira subseção apresentamos a 
teoria e implementação da globalização via pesquisa-em-linha utilizando a estratégia padrão e a 
estratégia curvilinear. Para encerrar a discussão do método do tensor inexato, na quarta subseção 
apresentamos uma implementação modificada deste método. Já na quarta seção, discutimos o 
produto matriz jacobiana-vetor na análise do BH utilizando a formulação proposta. Na quinta 
seção, a implementação de pré-condicionadores para análise do BH. Na sexta seção, apresentamos 
os testes preliminares utilizados para validação númerica da implementação modificada. 
algoritmos descrevendo a implementação do método de Newton e do tensor inexato são fornecidos 
e discutidos detalhadamente.
Finalmente, no Capítulo 8, organizado em cinco seções, são apresentados os exemplos de 
circuitos não-lineares forçados e os resultados númericos que avaliam o desempenho e validam a 
teoria proposta neste trabalho. Na segunda seção, apresentamos uma breve discussão na 
implementação do sistema de computer-aided design (CAD) utilizado para obtenção dos 
resultados. Na terceira seção, apresentamos a descrição dos circuitos testes utilizados na validação 
da teoria proposta. Para tal, sub-dividimos esta seção em oito subseções. A primeira subseção 
apresenta exemplos com circuitos básicos, utilizando diodos ou bipolar-junction transistors
(BJTs). Estes circuitos possuem descrição e resultados reportados na literatura [7],[8],[13]. Devido 
ao tamanho destes circuitos, em termos de número de dispositivos não-lineares, estes circuitos 
permitem realizar validações númericas envolvendo sinais com formas-de-onda complexas. A 
segunda subseção envolve circuitos de RF utilizando dispositivos do tipo metal semiconductor 
field effect transistor (MESFET) e pseudomorphic high electron mobility (PHEMT). Até esta 
seção os circuitos possuem apenas um nível de hierarquia, i.e., compostos apenas de uma SuR de 
topo do tipo de fundo. A terceira e última subseção apresenta circuitos com representação 
hierarquica de múltiplos níveis. Estes circuitos estão fundamentados em dispositivos tipo 
MESFET e HBT. Para finalizar, utilizando os circuitos testes, a quarta seção, apresenta os 
resultados da análise do BH conduzida com os métodos do tensor e de Newton e com os métodos 
do tensor inexato e de Newton inexato.
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2. Decomposição Multi-Níveis do Circuito
2.1. Introdução
NTES DE APRESENTARMOS a formulação das equações, introduziremos uma eficiente 
técnica para a decomposição multi-níveis de circuitos não-lineares em grande-escala, 
particularmente circuitos integrados (CIs) de alta-velocidade (i.e., operando na faixa de RF, de 
microonda e de onda milimétrica). A teoria de diakoptics, fundamentada no princípio de dividir-
para-conquistar, foi introduzida em [108], para solução de sistemas físicos em grande-escala. 
Nesta teoria, o sistema que se deseja analisar é decomposto em subsistemas de menor escala, e a 
solução é obtida através da composição das soluções individuais de cada um dos subsistemas. Até 
a presente data, uma grande quantidade de artigos explorando o conceito de diakoptics tem 
emergido em diferentes campos de pesquisa, destacando-se, e.g., análise de circuitos lineares 
[116],[117],[118],[119], análise de circuitos não-lineares [120],[121],[41]-[43], análise e 
otimização de interconexões em circuitos de alta-velocidade [122], diagnóstico de falha em 
circuitos [123],[124], análise de distribuição de campo em antenas [125],[126], análise 
eletromagnética de estrutura planares [127],[128], e análise de estruturas eletromagnéticas 
descritas por CEE [129],[130].
Como extensão do método de Kron, foi introduzida por Bowden [110] uma técnica de 
decomposição multi-níveis para sistemas hierárquicos. A decomposição multi-níveis possibilita a 
utilização de tecnologia de multi-processamento e computação distribuída. Lembremos que um 
sistema multi-processador é um computador, ou um conjunto de computadores, consistindo de 
vários elementos de processamento (EPs), onde cada EP consiste de uma unidade central de 
processamento (UCP), uma memória, e um subsistema de entrada/saída (E/S). A computação 
distribuída é uma concepção mais geral de multi-processamento, na qual os EPs estão ligados 
através de algum tipo de local area network (LAN). A aplicação/implementação de uma rede 
“transputers” para a solução do problema decomposto por diakoptics, via métodos não-iterativos, 
é discutida em [109].
Fundamentada na teoria proposta em [110], na Seção 2.2. veremos que o método de 
decomposição multi-níveis proposto, possibilita que um circuito não-linear em grande-escala 
possa ser hierarquicamente sub-dividido em sub-circuitos (ou subsistemas) entitulados de SuRs. 
Estas SuRs são dos seguintes tipos: intermédiaria e de fundo. A SuR intermediária é compostas de 
SuRs de níveis superiores e de uma rede de conexão, enquanto, a SuR de fundo é composta por 
A
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elementos estruturais (lineares e não-lineares) de circuito. Para este tipo SuR será aplicada a 
técnica de decomposição de rede por partes introduzida em [13]. Com esta técnica, discutida na 
Seção 2.3, uma SuR de fundo pode ser subdividida em parte linear e não-linear, representadas aqui 
por uma SRLA e uma SRNC, respectivamente. Com o objetivo de ilustrar a metodologia proposta, 
a Seção 2.4 apresenta um exemplo prático da decomposição multi-níveis aplicada a um circuito 
transceptor de onda-milimétrica. Também são discutidos procedimentos para decomposição de um 
sistema completo de comunicação sem fio. As observações finais são reservadas para a Seção 2.5.
2.2. Decomposição do Circuito em Super-Redes
A estrutura da decomposição multi-níveis de circuito, proposta neste trabalho, é ilustrada na 
Fig. 2.1(a). Como podemos observar, o circuito foi decomposto em uma estrutura hierárquica de 
múltíplos níveis compostas de SuRs e redes de conexão. Para maior eficiência, assume-se que em 
cada nível da hierarquia estas SuRs estão esparsamente interconectadas. A representação em 
árvore da estrutura hierárquica do circuito, pode ser visualizada na Fig. 2.1(b), onde o Nível 0 
(zero) se refere ao topo da hierarquia. Na notação adotada, a a-ésima SuR localizada no b-ésimo 
nível da hierarquia é indicada por ; sendo assim, a SuR de topo é indicada por  ou 
simplesmente . Similarmente, a a-ésima rede de conexão localizada no b-ésimo nível da 
hierarquia é indicada por , sendo assim, a rede de conexão no nível 0 (zero) é indicada por  
ou simplesmente .
Conforme citado na introdução, as SuRs podem ser de dois tipos: intermediária ou de fundo. 
Convém mencionar, que a SuR de topo será do tipo intermediária se o circuito tiver mais de um 
nível, ou caso contrário será do tipo de fundo. Este último caso, refere-se à situação convencional, 
sem decomposição multi-níveis, i.e., só existe o nível 0 e o circuito é descrito apenas por uma SuR 
de topo. Na situação seguinte, o circuito é descrito por uma SuR de topo composta de diversas 
SuRs de fundo interconectadas via uma rede de conexão.
As SuRs intermediárias se caracterizam por terem hierarquia, e são compostas exclusivamente 
de SuRs de nível superior (intermediária ou de fundo) e de uma rede de conexão. Sua introdução 
possibilita a geração de uma estrutura hierárquica multi-níveis. A RC da SuR intermediária 
(parente) representa as interconexões entre as suas SuRs de nível superior (crianças), e é formada 
por nós- e/ou ramos-de-decomposição, ver Capítulo 4. Na Fig. 2.1(c), foi representada a SuR 
intermediária, , com , onde  é igual ao número total de SuRs no nível 
. Esta SuR intermediária é composta de  SuRs (intermediárias ou de fundo) de nível 
Sa b, S0 1,
S0
Ca b, C0 1,
C0
Sυ 1– i, 1 i≤ nSuR
υ 1–( )≤ nSuR
υ 1–( )
υ 1– l j– 1+
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superior com , onde  é igual ao número total de SuRs no nível . A RC, , 
realiza as conexões das SuRs , e temos que: , onde  é igual ao 
número total de RCs no nível .
Sem hierarquia, as SuRs de fundo estão localizadas nos extremos de cada ramo da estrutura 
hierárquica, conforme ilustrado na Fig. 2.1(c), ver  onde . Estas SuRs são compostas de 
elementos estruturais lineares (resistor, capacitor, indutor, etc) e não-lineares (resistor não-linear, 




 Nível 0 - Topo
1ro Nível
2do Nível
Fig. 2.1 (a) Estrutura da decomposição multi-níveis de um circuito. O circuito é decomposto em 
super-redes (SuRs) hierarquicamente interconectadas através de redes de conexão. (b) 
Representação em árvore da estrutura hierárquica do circuito. (c) Detalhe da estrutura hierárquica 
demonstrando a -ésima SuR intermediária localizada no nível  de hierarquia, e a -ésima 
SuR de fundo localizada no -ésimo nível. Em geral, a - e -ésima SuR indicadas podem ser do 
tipo intermediária ou de fundo.
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estruturas eletromagnéticas e dispositivos medidos, ambos representados por matrizes híbridas 
(multi-terminais multi-portas, onde uma porta é formada por um terminal e um nó de referência). 
Sem hierarquia, e compostas de elementos estruturais lineares (resistor, indutor, etc) e não-lineares 
(resistor não-linear, capacitor não-linear, etc), as SuRs de fundo estão localizadas nos extremos de 
cada ramo da estrutura hierárquica, conforme ilustrado na Fig. 2.1(c). Para estes tipos de SuRs, será 
aplicada a técnica de decomposição de circuito por partes [13]. Lembremos que, nesta 
decomposição, a SuR de fundo é subdividida em uma SRNA (parte linear) e em uma SRNC (parte 
não-linear).
2.3. Decomposição por partes das Super-Redes de Fundo
Para descrevermos a técnica de decomposição por partes da SuR de fundo, vamos considerar a 
representação descrita na Fig. 2.2. De imediato, podemos observar que a SuR de fundo foi 
decomposta em uma SRLA, , e em uma SRNC, , ambas compostas de elementos estruturais 
Sub-Rede
Rede de
Fig. 2.2 Estrutura de uma super-rede (SuR) de último nível de hierarquia, localizado no nível , 






































































invariantes no tempo. Neste trabalho, as super e sub-redes assumem uma representação multi-
terminais, e serão considerados todos os tipos de conexão entre a SRLA e a SRNC. Seguindo o 
mecanismo sugerido em [131], redes de compensação e de degeneração podem ser incluídas para 
remover possíveis ambiguidades na interconexão entre a SRLA e a SRNC. A implementação de 
nó local de referência (NLR) [132], para a análise de circuitos espacialmente distribuídos, está 
prevista na metodologia discutida.
A parte linear da SuR de fundo, correspondente a SRLA, representa a estrutura de circuito que 
envolve (completa ou parte intrínseca) os dispositivos semicondutores eletrônicos e fotônicos (e.g., 
diodos (Schottky, PIN, IMPATT, BARITT, TRAPATT, Gunn, etc), transistores (JFET, MOSFET, 
LDMOS, MESFET, HEMT, PHEMT, BJT, HBT, etc), diodos lasers (DH, DFB, VCSEL, etc), 
foto-diodos, etc.), e é composta de uma SRL, , e uma rede de ampliação. Por outro lado, a parte 
não-linear, correspondente à SRNC, é composta de  sub-redes não-lineares (SRNs), , 
, representando os disposivos semicondutores (completa ou parte intrínseca), e de 
uma rede de permutação para a correta conexão destes dispositivos com a SRLA. Ressaltamos que, 
a rede de permutação (sem degeneração-compensação) da SRNC não contém elementos estruturais 
de circuito e sua função é permutar as terminações externas das SRNs de forma a compatibilizar 
com a sequência de conexões externas da SRLA. Já a rede de ampliação (sem compensação-
degeneração) da SRLA, também não possui elementos estruturais, e sua função é prover diferentes 
vias para as conexões com as SRNs.
Conforme citado acima, a SRL é constituída de elementos estruturais de circuito concentrados 
e distribuídos (e.g., resistores lineares e não-lineares, indutores lineares e não-lineares, capacitores 
lineares e não-lineares, linhas de transmissão, guias de onda, MEMS, etc). Para ser geral, assume-
se neste trabalho que os elementos estruturais possam ser descritos por relações constitutivas ou 
por uma matriz de parâmetros híbridos descrevendo as relações de transferência entre todos os 
terminais do elemento estrutural (ou dispositivo). Sendo assim, dispositivos caracterizados 
experimentalmente ou via simulação eletromagnética (EM) podem ser facilmente incluídos na 
composição da SRL sob forma de uma rede multi-terminais (i.e., multi-portas, onde cada porta 
possui um nó de referência local ou global).
Como podemos observar na Fig. 2.2, os terminais externos da SuR de fundo,  e , são 
providos pela SRL. Os terminais externos, , são utilizados para conexão com outras SuRs do 
mesmo nível de hierarquia, enquanto os terminais externos, , são utilizados para conexão com 
SuRs de níveis inferiores. Os subescritos “ ” e ” ” indicam terminais externos com 
representação fonte de tensão, E, e sonda de corrente, I, e os subescritos “ ” e “ ” indicam com 
representação fonte de corrente, J, e sonda de tensão, V. O número de terminais externos da SuR 
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nSRN Ni







de fundo é igual a .
Também podemos observar na Fig. 2.2, que os terminais externos  e  representam as 
interconexões entre a SRLA e a SRNC. Os subescritos “ ” e “ ” indicam mesma representação 
fonte/sonda para SRLA e SRNC. Os subescritos ” ” e “ ” indicam a situação contrária. Como 
podemos observar estes subescritos indicam as condições de contorno a serem utilizadas na 
formulação das equações do circuito, e são classificados da seguinte forma: ( ) SRLA - fonte de 
corrente, J, e sonda de tensão, V, e SRNC - fonte de corrente, J, e sonda de tensão, V; ( ) SRLA 
- fonte de tensão, E, e sonda de corrente, I, e SRNC - fonte de tensão, E, e sonda de corrente, I; 
( ) SRLA - fonte de corrente, J, e sonda de tensão, V, e SRNC - fonte de corrente, E, e sonda de 
tensão, I; e ( ) SRLA - fonte de tensão, E, e sonda de corrente, I, e SRNC - fonte de corrente, J, 
e sonda de tensão, V. Ainda com relação a Fig. 2.2, podemos observar que a SRL possui 
 terminais externos que representam os pontos de conexão com as SRNs, ou com a 
SRNC via a rede de ampliação. Sendo assim, podemos escrever a seguinte relação, 
.
2.4. Exemplo Ilustrativo
Para ilustrar a técnica de decomposição multi-níveis, introduzida acima, vamos considerar o 
exemplo da Fig. 2.3, que consiste do estágio de recepção de um real transceptor de onda-
milimétrica [133]. Para realização deste transceptor, que opera em 60 GHz (banda-V), foram 
empregados transistores bipolares em tecnologia de silício-germânio (SiGe) de 0,12μm, e os 
seguintes CIs foram fabricados: amplificador de baixo-ruído (ABR), conversor de descida (bloco 
triplicador de frequência, acoplador direcional, conversor em frequência e ABR2), oscilador 
controlado por tensão (OCT) e amplificador de potência (AP). Em adição, este transceptor foi 
idealizado para implementação de uma personal area network (PAN) com comunicação sem fio 
de alta taxa-de-transmissão, e o circuito do receptor possui um total de 61 transistores.
Como podemos observar, na Fig. 2.3(a), o circuito foi decomposto em uma estrutura hierárquica 
de 3 (três) níveis. No primeiro nível, temos a SuR de topo, , representando o circuito do receptor. 
Esta SuR é composta dos seguintes elementos: RC, , formada pelos nós de conexão - , 
SuR intermediária, , com 1 nível de hierarquia, SuR intermediária, , com 2 níveis de 
hierarquia, SuR intermediária  com 2 níveis de hierarquia e SuR intermediária, , referente 
à unidade banda-base (UBB), que não será definida aqui. Como podemos observar, na Fig. 2.3(b), 
o primeiro nível é formado apenas por SuRs intermediárias.
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No segundo nível, temos a SuR intermediária, , referente à unidade de rádio frequência
(URF), composta dos seguintes elementos: RC, , formada pelos nós de conexão , SuR de 
fundo, , (com 5 transistores) referente à antena + amplificador de baixo-ruído (AABR) e SuR 
de fundo, , (com 5 transistores) referente ao ABR2. A SuR intermediária, , referente à 
unidade de conversão em frequência (UCF) é composta dos seguintes elementos: RC, , 
formada pelos nós de conexão - , SuR intermediária, , com 1 nível de hirarquia, SuR 
intermediária, , com 1 nível de hierarquia e SuR de fundo, , (com 3 transistores) referente 
à buffer + acoplador direcional (BAD). A SuR intermediária, , referente à unidade de oscilador 
Fig. 2.3 (a) Exemplo da decomposição de circuito multi-níveis aplicado ao estágio de recepção 
de um transceptor de RF. (b) Estrutura em árvore da decomposição multi-níveis do estágio de 
recepção, ilustrado em (a).



































SuR#2,1: Antena + Amplificador de Baixo-Ruído (AABR)
SuR#2,2: Amplificador de Baixo-Ruído 2 (LNA2)
SuR#1,2: Unidade de Conversão em frequência (UCF)
SuR#2,3(2,4): Conversor em frequência (CF)
SuR#3,1(3,3): Buffer do Conversor em frequência (BCF)
SuR#3,2(3,4): Célula de Gilbert (CG)
SuR#2,5: Buffer + Acoplador Direcional (BAD)
SuR#1,3: Unidade de Oscilador Local (UOL)
SuR#2,6: Oscilador Controlado por Tensão (OCT)







SuR#2,8: Buffer do Triplicador de frequência (TF)
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local (UOL) é composta dos seguintes elementos: RC, , formada pelos nós de conexão, -
, SuR de fundo  (com 4 transistores), referente ao OCT, SuR de fundo,  (com 5 
transistores), referente à triplicador de frequência (TF) e SuR de fundo,  (com 8 transistores), 
referente à buffer do triplicador de frequência (BTF).
Finalmente, no terceiro e último nível da hierarquia, temos a SuR intermediária, , que é 
composta dos seguintes elementos: RC  formada pelos nós de conexão, - , SuR de 
fundo,  (com 8 transistores), referente ao buffer do conversor em frequência (BCF) e SuR de 
fundo,  (com 7 transistores), referente à célula de Gilbert (CG). A SuR intermediária, , é 
composta dos seguintes elementos: RC, , formada pelos nós de conexão - , SuR de 
fundo, , referente à BCF, e SuR de fundo, , referente à CG.
2.5. Conclusão
Uma eficiente técnica para a decomposição multi-níveis de circuitos (ou sistemas) em grande-
escala, foi apresentada. Conforme demonstrado acima, com a aplicação desta técnica de 
decomposição, o circuito assume uma estrutura hierárquica de multiplos níveis, onde cada nível é 
formado por um conjunto de SuRs esparsamente interconectadas. Dois tipos de SuR foram 
introduzidas, a saber: intermediária e de fundo. A SuR intermediária é formada por SuRs 
(intermediárias e/ou de fundo) de nível superior e por uma rede de conexão. Enquanto a SuR de 
fundo, contento os elementos estruturais do circuito, é composta de uma SRLA (parte linear) e de 
uma SRNC (parte não-linear) resultante da aplicação da técnica de decomposição de rede por 
partes. A rede de conexão da SuR intermediária (parente) representa as interconexões entre as 
SuRs de nível superior (crianças).
Para ilustração da técnica proposta, a decomposição multi-níveis foi aplicada a um exemplo de 
circuito transceptor de onda-milimétrica.
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3.  Formulação das Equações das Sub-Redes Linear e Não-Linear
3.1. Introdução
ESTE CAPÍTULO, DICUTIREMOS A ESTRUTURA E APRESENTAREMOS a formulação, no 
domínio da frequência, das equações governantes da SRL e da SRN introduzidas 
anteriormente. Para tal, serão discutidas a clássica FNM [28],[134] e uma nova FEE [112]. Ambas 
as formulações seguem um procedimento tabular, porém para esta última a sua construção é mais 
elaborada. A FNM introduzida em [28], representa uma eficiente técnica para geração das 
equações governantes de um circuito no domínio do tempo ou no domínio da frequência. Em geral, 
esta formulação produz um sistema de equações bem condicionado, com dominância diagonal. A 
FNM pode ser empregada na derivação das equações da SRN e da SRL, sendo as variáveis de 
estado tensões de nó e correntes de ramo. Por envolver tensões de nó, em geral, são necessárias 
duas variáveis de estado para representar uma tensão de controle. Na FEE as variáveis de estado 
são tensões de ramo e correntes de ramo, o que torna essa formulação mais eficiente na descrição 
de uma SRN. Porém, quando consideramos a descrição de uma SRL com elementos densamente 
interconectados a situação é reversa, i.e., a FNM frequentemente resulta em uma formulação mais 
compacta, mais fácil de ser gerada e mais bem condicionda, quando comparada com a FEE. Com 
relação à FEEP [18] para a SRN, a FEE possui uma forma mais simples e não resulta em um 
sistema de equação não-linear retangular. 
Na próxima seção, iniciamos nossa discussão com a introdução da estrutura de circuito da SRL 
e da SRN. Esta estrutura será formada por um conjunto de elementos básicos, incluindo rede multi-
portas para inclusão de estruturas EMs ou resultados experimentais. Na Seção 3.4 será apresentada 
uma breve revisão da FNM, e sua aplicação na determinação da equação de sonda da SRL (Seção 
3.4.1), e das equações de estado e de sonda da SRN (Seção 3.4.2). Em seguida, na Seção 3.5, 
apresentaremos a FEE para a descrição da SRN, iniciando com a determinação da equação 
topológica (Seção 3.5.1), e posteriormente com a determinação das equações de estado e de sonda 
(Seção 3.5.2). Em programas comerciais, sob forma de dispositivo definido-simbolicamente 
(DDS), a formulação da SRN está restrita apenas à descrição da parte intrínseca dos dispositivos 
semicondutores (diodos, transistores, lasers, etc). Na formulação proposta, a parte extrínseca pode 
ser facilmente eliminada, reduzindo a complexidade da formulação da equação do circuito, quando 
existirem vários dispositivos eletrônicos não-lineares iguais no mesmo circuito. As equações finais 




Para finalizar, na Seção 3.6 serão apresentados exemplos ilustrando a aplicação da teoria 
proposta na formulação das equações de transistores de alta-velocidade do tipo FET e HBT. As 
conclusões são reservadas para a Seção 3.7.
3.2. Considerações Iniciais
Neste trabalho, vamos considerar que os dispositivos eletrônicos, parte intrínseca (não-linear) 
constituída da região ativa descrita por correntes de deslocamento e de condução [135], e parte 
extrínseca (linear) representando a estrutura parasita de acesso a região ativa, são descritos por 
meio de um CEE [136]. Uma outra possibilidade, é o modelo físico fundamentado na 
representação dinâmica da região ativa através das equações físicas (equação de continuidade-
elétron ou buraco, equacão de Poisson, equação do momentum, equação de conservação de 
energia) que descrevem o funcionamento eletrônico desta região. Estas equações são geradas após 
um processo de discretização espacial em escala microspocópica em relação às metalizações (parte 
extrínseca) das vias de acesso ao dispositivos. Procedimentos quasi-estático (QE) e não-quasi-
estático (NQE), no domínio da frequência, para a incorporação em um simulador de circuito de 
dispositivos descritos por um modelo físico ou por um CEE, são discutidos em [137]. A 
incorporação de um modelo físico descrito por relações implícitas na análise de EH é descrito em 
[138]. Para evitar a complexidade da simulação física de dispositivo em 3D e 2D, mantendo um 
razoável nível de precisão numérica, o problema é comumente aproximado por uma estrutura 
quasi-2D (ver referência [139]). Vale ressaltar que, a solução das equações do modelo físic, pode 
ser utilizada na geração de um CEE, conforme demonstrado em [139].
Em adição, o processo de solução discutido neste trabalho, se concentra na situação em que o 
simulador de circuito utiliza os resultados de simulador de estruturas EM via o método da 
segmentação [71]. A situação inversa também é possível, via o método de compressão [140],[71], 
porém, isso resulta em problemas com um significante maior número de equações .
3.3. Estrutura das Sub-Redes Linear e Não-Linear
Sem perda de generalidade, e levando em conta as considerações acima, neste trabalho iremos 
assumir que a SRL e a SRN possuem a estrutura descrita na Fig. 3.1. Como podemos observar, os 
terminais externos destas sub-redes são do tipo alimentado-por-tensão e alimentado-por-corrente. 
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Este primeiro tipo de terminais externos são compostos de uma fonte de tensão externa (FTE) e 
uma sonda de corrente externa (SCE), enquanto os terminais externos alimentado-por-corrente são 
compostos de uma fonte de corrente externa (FCE) e sonda de tensão externa (STE). Os elementos 
básicos para a formação da estrutura interna da SRL e da SRN, são: fonte de corrente (FC), fonte 
de tensão (FT), resistor (RES), capacitor (CAP), indutor (IND), linha de transmissão (LT), linha 
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Fig. 3.1  Estrutura geral de uma sub-rede constituída de elementos básicos estruturais, onde  
e  representam o número de terminais externos alimentados-por-tensão e alimentados-por-
corrrente, respectivamente. Os elementos básicos estruturais para formação da sub-rede não-linear 
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tensão controlada (FTC), fonte de corrente controlada (FCC), tensão de controle (TC), corrente de 
controle (CC), sonda de tensão (ST), sonda de corrente (SC), resistor controlado por tensão (RCT), 
resistor controlado por corrente (RCC), capacitor não-linear (CAPN), indutor não-linear (INDN), 
fonte de tensão controlada não-linear (FTCN), fonte de corrente controlada não-linear (FCCN), 
tensão de controle não-linear (TCN), corrente de controle não-linear (CCN), e rede multi-porta 
(RMP). Vale ressaltar que, a fonte de corrente controlada por corrente (FTCT) é formada por uma 
FT e uma TC, a fonte de tensão controlada por corrente (FTCC) é formada por uma FT e uma CC, 
a fonte de corrente controlada por tensão (FCCT) é formada por uma FC e uma TC, e a fonte de 
corrente controlada por corrente (FCCC) é formada por uma FC e uma CC.
A introdução da RMP como elemento básico, possibilita incluir, na simulação de circuito, 
estruturas EMs caracterizadas via resultados experimentais ou numéricos (simulação em CAD). 
Nesta última, os métodos mais utilizados são: elemento finito (EF) (finite element (FE)) [141], 
diferença finita (DF) (finite difference (FD)) [142], integração finita (IF) (finite integration (FI)) 
[143], matriz linha de transmissão (MLT) (transmission line matrix (TLM)) [144] ou elemento de 
contorno (EC) (boundary element (BE)). Em alta-frequência, a caracterização experimental é 
conduzida com base nos parâmetros de espalhamento (formulação em termos de ondas de 
potência), que podem ser facilmente convertidos para os parâmetros híbridos utilizados 
internamente pelos simuladores de circuito com formulação em termos de tensões e correntes. Em 
adição, a RMP também possibilita a inclusão do ruído de substrato em circuitos integrados de alta-
velocidade.
Antes de apresentarmos as formulações citadas acima, vamos introduzir o vetor de espaço de 
estado nos domínios do tempo e frequência  e o vetor de função não-linear 
, composto por funções estáticas, , e 
dinâmicas, , onde  é o número de funções nã-lineares estáticas e  é o 
número de funções não-lineares dinâmicas. Lembremos que  e , onde  
é o número de variáveis de estado e  é o número de funções não-lineares. O vetor 
de função estática é composto de fontes de corrente controladas não-linearmente, , e 
de  fontes de tensão controlada não-linearmente, , tal que: . Além 
disso, o vetor de função dinâmica é composto de fontes de carga controlada não-linearmente, 
, e de fontes de fluxo controlado não-linearmente, , tal que: 
. Em resumo, as funções estáticas estão associadas aos resistores não-lineares 
controlados por tensão e controlados por corrente, e às fontes de corrente e de tensão de controle 
não-linear. As funções de carga e de fluxo que descrevem os capacitores e os indutores não-
lineares, respectivamente, são denominadas de funções dinâmicas.
x t( ) X ω( )
uf x t( )( ) ufe x t( )( ) ufd x t( )( )
T
= Uf ω( ) ufe t( ) R
nFNE∈
ufd t( ) R
nFND∈ nFNE nFND
X ω( ) C
nVE∈ Uf ω( ) C
nFN∈ nVE
nFN nFNE nFND+=
jf t( ) Jf ω( )
ef t( ) Ef ω( ) jf t( ) ef t( ), ufe t( )∈
qf t( ) Qf ω( ) φf t( ) Φf ω( )
qf t( ) φf t( ), ufd t( )∈
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As sondas estão organizadas em dois grupos, são eles: sondas externas, referenciadas pelo 
subescrito “e”, e sondas internas referenciadas pelo subescrito “i”. As sondas externas 
encompassam as sondas de tensão e de corrente associadas aos terminais externos alimentados-
por-corrente e aos terminais externos alimentados-por-tensão, respectivamente, ver Fig. 3.1. As 
sondas internas permitem o acesso às tensões e às correntes dentro da SRN. Sendo assim, podemos 
escrever o vetor de sonda da seguinte forma
, (3.1)
onde  e  são sub-vetores associados às sondas externas e internas, 
respectivamente. Lembremos que , onde  é o número de sondas,  é o 
número de terminais externos, e  é o número de sondas internas. Vale ressaltar que , 
onde  número de terminais externos.
3.4. Formulação Nodal-Modificada
Inicialmente vamos discutir a derivação das equações da SRL e da SRN utilizando a 
estabelecida FNM, introduzida em [28]. Esta formulação envolve a solução de um sistema linear 
de equações diagonalmente dominante, e sua descrição detalhada pode ser encontrada em [134]. 
Sendo assim, nesta seção, iremos nos restringir a uma suscinta descrição desta formulação, 
incluindo rede multi-terminais.
Fundamentado na Fig. 3.1, iremos assumir que a topologia de uma sub-rede consiste dos 
seguintes ramos:
• Ramos de corrente de controle de fonte controlada não-linear,
representados pela matriz de incidência  e pelas relações definidas por .
• Ramos de tensão de controle de fonte controlada não-linear,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de fonte de corrente controlada não-linear e resistor controlado por tensão,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de fonte de tensão controlada não-linear e resistor controlado por corrente,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de capacitor não-linear,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de indutor não-linear,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de admitância que inclui todos elementos representados por uma admitância,
representados pela matriz de incidência  e pelas relações constitutivas .
• Ramos de impedância que inclui todos elementos representados por uma impedância,
representados pela matriz de incidência  e pelas relações constitutivas .
• Ramos de correntes de controle de fontes de tensão controlada por corrente,
representados pela matriz de incidência  e pelas relações definidas por .
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• Ramos de correntes de controle de fontes de corrente controlada por corrente,
representados pela matriz de incidência  e pelas relações definidas por .
• Ramos de tensões de controle de fonte de tensão controlada por tensão,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de tensões de controle de fonte de corrente controlada por tensão,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de fontes de tensão controlada por corrente,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de fontes de corrente controlada por corrente,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de fontes de corrente controlada por tensão,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de fontes de tensão controlada por tensão,
representados pela matriz de incidência  e pelas relações definida por .
• Ramos de currente da rede multi-portas,
representados pela matriz de incidência  e por relações constitutivas definidas por 
.
• Ramos de tensão da rede multi-portas,
representados pela matriz de incidência  e por relações constitutivas definidas por 
.
• Ramos de fontes de corrente independente,
representados pelas matrizes de incidência  e pelas relações definidas por .
• Ramos de fontes de tensão independente,
representados pela matrizes de incidência  e pelas relações definidas por .
• Ramos de fontes de corrente externa,
representados pelas matrizes de incidência  e pelas relações definidas por .
• Ramos de fontes de tensão externa,
representados pela matrizes de incidência  e pelas relações definidas por .
• Ramos de ???,
representados pela matrizes de incidência  e pelas relações definidas por .
Convém ressaltar, que os seis primeiros ramos da lista acima são definidos apenas para a SRN, 
enquanto os quatro últimos ramos são definidos apenas para a SRL.
Para simplificar a notação, iremos suprimir o argumento referente à frequência angular, , nos 
vetores de tensão, de corrente, e de fontes de tensão e de corrente das equações (3.2.a)-(3.2.d)
apresentadas abaixo. Como ,  e  encompassam todas as tensões de nó, tensões de ramo, e 
correntes de ramo da sub-rede, respectivamente. Então, a lei de Kirchhoff para corrente (LKC) e 
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As fontes de corrente independentes, , as fontes de corrente controladas de controle não-
linear, , e os capacitores não-lineares, , podem ser expressos em termos de corrente 




Finalmente, utilizando a expressão da matriz de admitância nodal dada por
, (3.4)
e as equações (3.1.a)-(3.3.a), a equação nodal modificada pode ser escrita da seguinte forma
, (3.5)
onde  e . Em adição, temos que , 
,  e . A matriz 
nodal-modificada, , pode ser facilmente construída por inspeção utilizando as regras de 
construção fornecidas em [134]. As barras sobre matriz e vetores na equação (3.5), indicam que o 
sistema não está ordenado para uma eficiente solução númerica. Em seguida, utilizando a 
expressão acima, apresentaremos a formulação das equações da SRN (equação de estado e de 
sonda) e da SRL (equação de sonda). A natureza multi-terminais da formulação apresentada aqui, 
possibilita a imediata implementação de nós locais de referência (NLRs) para análise de circuitos 
distribuídos espacialmente [132],[145].
3.4.1. Formulação da Sub-Rede Não-Linear
Considerando que em uma SRN não existem fontes (de tensão e de corrente) independentes, 
, e introduzimos, respectivamente, as matrizes elementares de permutação,  e , 
para separação da parte linear e não-linear da equação nodal-modificada. Então, podemos re-
escrever (3.5) da seguinte forma
, (3.6.a)
. (3.6.b)
AI Ay Az Aciv Acii Avi Aii Aiv Avv Aj Ae Afj Afe Afq Afφ Aih Avh Aje Aee=
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T AivKiv ω( )Aiv
T AihHiv ω( )Aih
T+ +=
U@ ω( ) M@ ω( )X ω( )=
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J@ ω( ) E ω( ), U@g ω( )⊂ Je ω( ) Ee ω( ), U@e ω( )⊂ J@f ω( ) Q@f ω( ) Ef ω( ) Φf ω( ), , , U@f ω( )⊂
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Para separação das variáveis de estado lineares e não-lineares, introduziremos as matrizes 
elementares,  e , respectivamente. Utilizando estas matrizes podemos escrever
, (3.7)
onde  e  são os vetores de variável de estado linear e de variável de 
estado não-linear, respectivamente. Em adição, , onde  e  
correspondem ao número de variáveis de estado linear e ao número de variáveis de estado não-
linear, respectivamente.
A relação entre o vetor de função não-linear e o vetor , que contém os elementos não-
lineares de nó e de ramo sob forma de fontes de corrente, fontes de tensão, cargas e fluxos, pode 
ser facilmente estabelecida com a introdução da matriz elementar de permutação, . Sendo assim, 
temos que:
. (3.8)
Introduzindo, , Substituindo as relações (3.7) e (3.8) nas equações (3.6.a) e 










Antes de obtermos a equação de estado e de sonda, vamos introduzir  e 
, onde  é o vetor de fonte externa e  é o vetor de sonda externa e interna; 
e  e  são matrizes elementares (para seleção de tensões de nós e correntes de ramos referentes 
às sondas). Com estas introduções, isolando as variáveis de estado lineares, , em (3.9.a), e 
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Como podemos facilmente observar, as equações de estado (3.11) e de sonda (3.13) envolvem 
apenas variáveis de estado não-lineares.
3.4.2. Formulação da Sub-Rede Linear
Para a formulação da SRL, lembramos que, por definição, a equação (3.9.b) não existe e a 
equação (3.9.a) envolve apenas os vetores  e . Em adição, temos que: 
. Com estas considerações, a formulação da equação de sonda da SRL 
relacionando  e  é imediato. No processo de formulação, estamos apenas interesados em 
poucas linhas da inversa da matriz nodal-modificada, . Sabe-se bem [28],[134] que a 
melhor forma de calcular numericamente estas linhas é via decomposição LU do sistema adjunto 
de (3.5). Para uma SRL em grande-escala uma fatorização LU densa envolverá  
operações de ponto flutuante. Fortunadamente, em geral, a matriz nodal modificada, , é 
extremamente esparsa e numericamente bem condicionada. Desta forma, para retomar esta forte 
dominância diagonal, devemos processar trocas de linhas e de colunas da matriz nodal modificada, 
como descrito em [28]. Após este estágio, obtemos uma matriz fortemente diagonal que pode ser 
decomposta utilizando técnicas de matriz esparsa [146],[147],[148]. Abaixo, iremos assumir que 
 é a matriz híbrida contendo as desejadas linhas da inversa da matriz nodal modificada, 
. Em adição, vamos introduzir as matrizes elementares ,  e  para selecionar as linhas 
de  associadas com as sondas externas e internas, e as fontes independentes de excitação 
(geradores), respectivamente. 
Antes de determinar as equações da SRL, utilizando as matrizes elementares e a matriz híbrida 
, é conviniente introduzirmos os seguintes vetores:  e  que encompassam todas 
as sondas externas, internas e de conexão, respectivamente. Lembrando que  e , 
podemos representar estes vetores, como se segue
(3.15)
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onde . Similarmente, podemos representar os vetores,  e , em termos dos 
vetores de fonte independente, , e de fonte externa,  utilizando a transposta das 
matrizes elementares,  e , respectivamente. Sendo assim, temos que
(3.16)
onde . Agora, utilizando as relações (3.15) e (3.16), e aplicando o princípio da 





e . Vale ressaltar que, a equação de sonda externa serve para descrever a conexão da SRL 
com um circuito externo, enquanto as sondas internas representam correntes e tensões dentro da 
SRL.
3.5. Formulação de Espaço-Estado da Sub-Rede Não-Linear
A formulação das equações para circuitos do tipo concentrado/distribuído/não-linear (C/D/N) 
introduzida em [112], será utilizada na formulação da equação de estado e de sonda da SRN. 
Lembremos que, nesta formulação, as variáveis de estado são as tensões de ramo e as correntes de 
ramo. O procedimento para a FEE pode ser basicamente divido em duas etapas. A primeira etapa 
consiste na formulação da equação topológica, e a segunda na formulação da equação de estado e 
de sonda. Para o conjunto de elementos básicos, descritos na Fig. 3.1, é possível simplificar a 
derivação apresentada em [112], sem perda de generalidade.
3.5.1. Equação Topológica
Na Fig. 3.1, podemos observar a estrutura geral de uma SRN composta da interconexão de  
elementos básicos e de  ( ) fontes externas. As fontes externas de tensão e de 
corrente são introduzidas para possibilitar um meio de conexão da SRN com um circuito externo. 
Devido à formulação multi-terminais, estas fontes possuem um terminal conectado a um nó de 
referência (e.g., terra ou nó local de referência).
O conjunto de elementos básicos utilizados na representação geral de uma SRN é indicado na 
Fig. 3.1, e são dados por: 1) FTE, 2) FTC, 3) CC, 4) FTCN, 5) CAPN, 6) SC e SCE, 7) CAP, 8) 
ν e i,= U@g ω( ) U@e ω( )
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ν e g,=
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CCN, 9) RCC, 10) RES, 11) LT, 12) LTA, 13) LTC, 14) RCT, 15) TCN, 16) IND, 17) ST e STE, 
18) INDN, 19) FCCN, 20) TC, 21) FCC e 23) FCE. Para a lista acima, a árvore e co-árvore que 
descrevem o grafo da SRN, são as definidas pelos elementos básicos 1-7 e 16-22, respectivamente. 
Os outros elementos, 8-15, podem ser colocados em ambas, árvore ou co-árvore. Indutores 
acoplados e transformador ideal foram classificados em [112] como elementos concentrados 
básicos, porém eles podem ser implementados utilizando fontes controladas lineares e indutores. 
Sendo assim, estes elementos não foram incluídos na lista de elementos básicos fornecida acima. 
Em adição, de acordo com a teoria descrita em [149], linhas de transmissão acopladas podem ser 
implementadas utilizando linhas de transmissão desacopladas e fontes controladas lineares.
A topologia descrevendo as interconexões de uma SRN pode ser representeda através de grafos 
desconectados. Uma vez que a orientação dos ramos para cada grafo esteja estabelecida, formando 
um digrafo [2], nós podemos escrever a matrix de incidência da SRN como
. (3.18)
Na expressão acima, os subescritos “t” e “c” referem-se à árvore (ou floresta) e co-árvore (ou co-
floresta) do digrafo, respectivamente. O procedimento para escolha apropriada da árvore será 
discutido abaixo. Utilizando as partições da matriz de incidência associadas à árvore e à co-árvore, 
podemos escrever a matriz corte fundamental, , através da seguinte relação
. (3.19)
Com a matriz corte fundamental, podemos expressar mais compactamente as leis de tensão e de 







Os subescritos “f” e “c” referem-se aos ramos na floresta e na co-floresta, respectivamente, 
enquanto os subescritos “et”, “ec”, “pt”, e “pc”, referem-se àos terminais externos alimentados-
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Seguindo as convenções acima, a matriz (3.19) pode ser organizada da seguinte forma
. (3.22)




onde , , e  correspondem aos vetores de entrada, de saída, e das fontes externas, 
respectivamente [112] e  e  referem-se ao número de elementos básicos e terminações 
externas, respectivamente.
Finalmente, utilizando as sub-matrizes em (3.22) e os vetores (3.23.a)-(3.23.c) na equação 





3.5.2. Equação de Estado e de Sonda
Obtida a formulação das equações topológicas da SRN, podemos focalizar a atenção para a 
derivação da equação de estado e de sonda, seguindo o procedimento tabular apresentado em 
[112]. Para iniciar, cada elemento básico que introduz pelo menos uma variável-de-estado é 
classificado de acordo com a natureza das suas relações constitutivas. Sendo assim, foi adotada a 
seguinte classificação:
• Grupo 1d: tensões nos capacitores na floresta e correntes nos indutores na cofloresta;
• Grupo 1i: tensões nos capacitores na cofloresta e correntes nos indutores na floresta;
• Grupo 2: ondas de tensão refletidas nos elementos distribuídos;
• Grupo 2A: tensões e correntes de controle linear com atraso;
• Grupo 3A: tensões e correntes de controle não-linear com atraso; e
D
Det pt, Det ec,
Dpc pt, Dpc ec,
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• Grupo 3: tensões e correntes de controle não-linear.
Os grupos 1d, 1i, (2,2A) e (3A,3) estão associados com equações algébricas do tipo diferencial, 
integral, diferença e não-linear, respectivamente. A primeira parte das equações não-lineares, 
associada ào group 3A, pode ser classificada como equações diferença não-linear. A classificação 
acima, resulta em um vetor de variável-de-estado, no domínio do tempo, estruturado da seguinte 
forma
. (3.26)
onde podemos observar a inclusão de variáveis-de-estado com atraso (grupos 2A e 3A). Estas 
variáveis atuam como variáveis de controle das fontes controladas linearmente e não-linearmente. 
Neste ponto é conveniente introduzir o seguinte vetor
, (3.27)
onde ,  e  se referem aos tempos de atraso, de tal forma que
, (3.28)
para  e . Para os elementos distribuídos temos que: 
 e  para , onde  é o número de linhas 
de transmissão (LTs), e  para . Vale ressaltar que, 
, onde  é o número de linhas de transmissão em circuito aberto 
(LTAs), e  é o número de linhas de transmissão em curto-circuito (LTCs). A parte complexa 
dos tempos de atraso será diferente de zero se os elementos distríbuidos forem de natureza 
dissipativa. No domínio da frequência, em associação a (3.27), podemos definir a seguinte matriz
, (3.29)




Conforme citado anteriormente, o vetor de função não-linear é composto de funções não-
lineares estáticas, , e dinâmincas, . Sendo assim, é conveniente introduzir o vetor 
. Para facilitar vamos introduzir a seguinte matriz
(3.32)
e temos que:
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X̂ ω( ) Γx ω( )X ω( )=
X ω( ) X1d ω( ) X1i ω( ) X2 ω( ) X2A ω( ) X3A ω( ) X3 ω( )
T
=
uf1 x t( )( ) uf2 x t( )( )
ûf t( ) uf1 t( ) duf2 t( ) dt⁄
T
=
Γf ω( ) 0nF1 ĵω1nF2=
39
. (3.33)
Introduzindo os índices , ,   (  número de elementos 
básicos) e  , que se referem à posição da variável de estado no vetor , da função não-
linear (estática e dinâmica) em , da variável de entrada em , e sonda (externa e interna) 
em , respectivamente. Então, com as preparações acima, os elementos básicos de uma SRN, 





 e  são os sub-vetores de variáveis-de-estado,
 é o sub-vetor de função não-linear,
 e  são os sub-vetores de entrada e de saída,
 é o sub-vetor de sonda,
, ,  e  são as sub-matrizes reais da equação de estado,
,  e  são as sub-matrizes reais das equação de saída, e
 é a sub-matriz real da equação de sonda.
Para um melhor entendimento das equações (3.34.a)-(3.34.c), ver as tabelas constitutivas descritas 
no Apêndice A. 
Neste trabalho, o papel das matrizes elementares  e , definidas em [112], é interpretado 
pelos índices  e . Em adição, estes índices controlam a posição de cada entrada associada à um 
elemento básico nas matrizes de estado, de saída e de sonda, definidas acima. Utilizando as 
representações dos elementos básicos, descritas nas tabelas do Apêndice A, após a inclusão das 





Lembrando que os vetores , , ,  e  encompassam todos os elementos correspondente aos 
vetores , , ,  e , e as matrizes , , , , , , e  encompassam todos os 
elementos correspondente às matrizes , , , , , , e .
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Na metodologia acima, a única condição para existência das equações de espaço-de-estado e de 
sonda, é que a matriz  seja inversível. De acordo com [112], a matriz  será singular, se a SRN:
(i)  tiver corte (“cutset”) consistindo de apenas indutores e/ou fontes de corrente, ou
(ii) tiver malha fechada (“loop”) consistindo apenas de capacitores e/ou fontes de tensão, ou
(iii) na presença de fontes controladas em alguns dispositivos especiais, condição que não ocorre 
em SRNs.
Finalmente, utilizando a equação híbrida, podemos determinar a equação de estado e de sonda 
da SRN eliminando o vetor de entrada, , nas equações (3.35.a) e (3.35.b), respectivamente. 













O processo de geração da equação topológica e das equações de estado (3.38) e de sonda (3.40), 
são ilustradas nos fluxogramas da Fig. 3.2(a) e (b), respectivamente.
Sabemos, de considerações prévias, que as variáveis de estado de uma SRN podem ser 
organizadas em três diferentes grupos, correspondendo às equações do tipo diferencial, diferença 















Y ω( ) MX ω( ) NfÛf ω( ) NeUe ω( )+ +=






e não-linear. Estes grupos formam um sistema misto de equações, descrito em (3.38). Assumindo 
a organização acima, podemos definir o vetor de variável de estado linear, , que 
encompassa todas as variáveis de estado dos grupos 1 e 2. O grupo restante (3A, 3) está associado 
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Fig. 3.2 (a) Fluxograma da geração das equação topológica. (b) Fluxograma da geração das 
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definem o vetor de variável de estado não-linear, . Com estas observações temos que
(3.42)
onde . As componentes do vetor de função não-linear, nas equações (3.38) e 
(3.40), são funções não-lineares cujos argumentos são as variáveis de estado dos grupos 3A e 3. 
Isto significa que o vetor de função não-linear, , é caracterizado pelo mapeamento 
. Introduzindo as equações (3.30) e (3.33), obtemos
, (3.43.a)
. (3.43.b)
Utilizando a partição definida em (3.42), para as variáveis de estado lineares e não-lineares, 
podemos escrever (3.38) da seguinte forma
(3.44.a)
(3.44.b)
Para eliminarmos  no sistema acima é preciso inverter a matriz característica, . Após 
esta inversão, podemos por em evidência  em (3.44.a), e substituir este resultado em (3.44.b), 






A inversão da matriz característica, para eliminação das variáveis de estado lineares, é bem 
condicionada e representa a absorção da parte linear da SRN. Uma importante característica do 
sistema de equações (3.45), é o fato deste ser quadrado com dimensão igual a .
Agora, em função de (3.42), introduziremos a seguinte partição, , na equação de 
sonda (3.40). Sendo assim, substituindo (3.44.a), após o isolamento de  neste resultado, obtemos 
a equação de sonda da SRN, dada por:
, (3.47)
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Convém ressaltar, que a dimensão da matriz característica, , depende da localização do 
plano de separação da SRLA e SRNC, ver Fig. 2.2. Em adição, para as SRNs onde não há 
elementos concentrados com memória (indutores e capacitores) ou elementos distribuídos (linhas 
de transmissão), nenhuma inversão precisa ser conduzida.
3.6. Dispositivos Semicondutores
Os dispositivos semicondutores eletrônicos e opto-eletrônicos (e.g., diodos, transistores, lasers, 
etc.) são essencialmente de natureza não-linear, e podem ser descritos através de um circuito 
elétrico equivalente (CEE) utilizando os elementos básicos descritos na Fig. 3.1. Para ilustrar a 
aplicação da metodologia desenvolvida acima, vamos considerar a formulação do CEE, com 
topologia entitulada “A”, dos dispositivos FET e HBT, ilustrados na Fig. 3.3(a) e (b), 
respectivamente. Para o FET, é comum uma topologia B, onde os diodos  e  estão em 
paralelo com os capacitores não-lineares  e , respectivamente [150]. Em adição, também 
temos a topologia C, onde os resistores intrínsecos  e  são iguais a zero [151]. Excluindo, 
uma possível tensão  com atraso, para as topologias A, B e C, a FEE utiliza, respectivamente, 
4, 3 e 2 variáveis de estado não-lineares. Já na FNM, estas topologias utilizam 5, 5 e 3, variáveis, 
respectivamente. Para o HBT considerado, a FEE utiliza 3 variáveis de estado não-lineares, 
enquanto a FNM utiliza 4. Para o FET com topologia B, utilizando a FEE temos uma econômia de 
40% em relação a FNM. 
Se os capacitores intrínsecos no CEE do FET e do HBT forem funções de duas ou mais tensões 
de controle, irá surgir o problema da transcapacitância e de conservação de carga. Sem considerar 
as transcapacitâncias, só é possível manter a compatibilidade entre o modelo incremental (ou de 
pequeno-sinal) e o de grande-sinal para apenas um ponto de polarização.
No Apêndice B, é apresentada a FEE para os CEEs ilustrados na Fig. 3.3. Também é 
apresentada a FEE para o dispositivo representado sob forma de DDS. Lembremos que, para 
minimizar o número de equações, o DDS deve ser utilizado apenas para representação da parte 
intrínseca (correntes de condução e de deslocamento) do dispositivo em consideração. Desta 
M ω( ) MN MLALL ω( )
1– ALN–=
Nf ω( ) Nf MLALL ω( )
1– BfL–=









































































































































































Correntes de Condução: Correntes de Deslocamento:
Fig. 3.3 (a) Circuito elétrico equivalente (CEE) do FET para regime CC e CA, incluindo a rede 




forma, todas as variáveis de estado são não-lineares e correspondem às tensões de nós associadas 
às terminações externas do DDS e às correntes de ramo para as relações auxiliares.
3.7. Conclusão
Neste capítulo, foi apresentada, no domínio da frequência a formulação das equações da SRL e 
da SRN introduzidas no capítulo anterior. Para formulação da equação de sonda da SRL, foi 
realizada uma breve revisão da FNM clássica. Também foi apresentada a FNM para a formulação 
da equação de estado e de sonda da SRN, incluindo uma técnica de redução de ordem para a 
eliminação das variáveis de estado lineares. Infelizmente, neste caso, são necessárias duas 
variáveis de estado não-lineares (tensões de nós) para representar uma tensão de controle que atua 
como argumento de uma função não-linear. Este fato nos motivou ao desenvolvimento da FEE 
introduzida acima. Nesta formulação a tensão de controle não-linear é representada por uma única 
variável de estado não-linear (tensão de ramo). Assim como na FNM, a FEE segue um 
procedimento tabular de fácil implementação numérica. Ao contrário da FEEP, a formulação 
proposta sempre resultará em um sistema quadrado de equações. Lembremos, também, que não 
existe nenhuma metologia para geração automática de equações de estado paramétricas.
Para exemplificar a aplicação da nova FEE, foi apresentada a formulação das equações de 
estado e de sonda dos CEEs utilizados na representação de dispositivos eletrônicos do tipo FET e 
HBT, lembrando que o dispositivo eletrônico corresponde a uma SRN. Em adição, também foi 
apresentada a formulação destas equações, com a parte intrínseca (SRN) destes dispositivos 
representada sob forma de DDS. Neste caso, foi demonstrado que a FEE pode ser configurada de 
uma forma exatamente equivalente à FNM. Por esta razão, a formulação tradicional, utilizando 
DDS, pode ser vista como um caso particular da teoria aqui proposta.
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4. Formulação Multi-Níveis das Equações do Circuito
4.1. Introdução
TILIZANDO A TÉCNICA DE DECOMPOSIÇÃO multi-níveis e as formulações das equações da 
SRL, via FNM, e da SRN, via FEE (ou FNM), apresentadas em detalhe nos capítulos 
anteriores, iremos introduzir neste capítulo uma nova e eficiente técnica para formulação, no 
domínio da frequência, das equações de estado e de sonda do circuito. A equação de estado, em 
geral, de natureza não-linear, representa as relações governantes que descrevem a operação do 
circuito. Enquanto a equação de sonda, associada às sondas internas, possibilita obter as respostas 
desejadas, uma vez que a solução da equação de estado for obtida. 
Para determinação das equações do circuito, serão discutidas, nas seções 4.2 e 4.3 as 
formulações da SRLA e da SRNC, que por sua vez, estão fundamentadas nos resultados do 
capítulo anterior. Utilizando estas formulações, as equações das SuRs de fundo podem ser obtidas 
empregando o esquema (fonte/sonda externa) de decomposição por partes discutido no Capítulo 2. 
Conforme citado anteriormente, a equação de estado (ou governante) de uma SuR de fundo, 
consiste de um sistema quadrado com dimensão igual à soma do número de variáveis de estado 
não-lineares presentes nas SRNs mais o número de variáveis associadas aos terminais externos de 
conexão com outras SuRs. A formulação da SuR de fundo será apresentada na Seção 4.4, e 
comparada com outras formulações [28],[145],[18]. 
Finalmente, utilizando as equações de estado e de sonda da SuR de fundo, na Seção 4.5 será 
apresentada a formulação multi-níveis das equações do circuito. Esta formulação produz um 
sistema quadrado de equações de múltiplos níveis, onde cada nível assume uma estrutura quadrada 
do tipo bloco diagonal com dupla borda [41]-[43]. Vale ressaltar que, este tipo de estrutura é 
semelhante às estruturas resultantes da aplicação da técnica de decomposição-de-domínio (DD), 
via FD ou FE, comumente empregada na solução de problemas de dinâmica computacional dos 
fluídos [27]. Em geral, a formulação da SuR de fundo envolve a inversão de uma matriz com 
dimensão igual ao número de terminais externos utilizados na interconexão SRLA/SRNC. Sendo 
assim, para reduzir o custo desta inversão, no caso de um número elevado de terminais externos, 
será proposta, na Seção 4.6, um eficiente procedimento que permite o nivelamento (ou eliminação 
dos níveis de hierarquia) de uma SuR intermediária. Para ilustrar a teoria proposta, vamos 
considerar, na Seção 4.7, a formulação do exemplo de decomposição multi-níveis introduzido no 
Capítulo 2. As observações finais são reservadas para a Seção 4.8.
U
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4.2. Formulação das Equações da Sub-Rede Linear Ampliada
Conforme discutido no Capítulo 2, ver Fig. 2.1, a SRLA é composta de uma SRL e uma rede de 
ampliação (podendo incluir possíveis elementos resistivos de degeneração). Para enterdermos a 
formulação da equação de sonda que descreve a SRLA, vamos nos referir à Fig. 4.1. Nesta figura, 
podemos observar, em detalhe, o esquema elétrico empregado na separação da SRLA e da SRNC, 
utilizando fontes e sondas externas. Lembremos que os terminais alimentados por corrente são 
representados por uma fonte de corrente e uma sonda de tensão (equivalente de Norton), e os 
terminais alimentados por tensão são representados por uma fonte de tensão e uma sonda de 
corrente (equivalente de Thévenin). Para generalização da formulação proposta, todos os tipos 
possíveis de conexões entre a SRLA e a SRNC foram considerados [152]. Utilizando os resultados 
do Capítulo 3, e as definições de terminais externos , ,  e , introduzidas no Capítulo 2, 




 e . Lembrando que o superescrito “ ” se refere a SRLA, e 
serve para diferenciar da SRNC descrita abaixo. Convém relembrar que, os terminais externos,  
e , estão associados à conexão com a SRNC, e os terminais externos,  e , estão associados 
à conexão com outras SuRs de mesmo nível e de níveis inferiores, respectivamente. As conexões 
externas, “ ”, são conexões nas quais a representação fonte-sonda da SRL/SRN é do tipo 
corrente-tensão/corrente-tensão ou tensão-corrente/tensão-corrente. As conexões externas, “ ”, 
correspondem ao caso complementar, i.e., corrente-tensão/tensão-corrente ou tensão-corrente/
corrente-tensão.
4.3. Formulação das Equações da Sub-Rede Não-Linear Compactada
No Capítulo 3, foi apresentada uma eficiente metodologia para a formulação das equações de 
uma SRN utilizando FEE ou FNM. Estas formulações podem ser aplicadas aos dispositivos 
eletrônicos de microonda e de onda-milimétrica, e dispositivos fotônicos, e.g.: diodos, transistores 
(FETs e HBTs), lasers, etc. Conforme já discutido, em geral, a FEE resulta em um sistema não-
linear de menor dimensão quando comparado com a FNM. Seguindo a decomposição introduzida 
eα eβ eγ eδ
Yν
La ω( ) Hνeα
La ω( )Ueα
La ω( ) Hνeβ
La ω( )Ueβ
La ω( ) Hνeγ
La ω( )Ueγ
La ω( ) Hνeδ
La ω( )Ueδ
La ω( ) Hνg
La ω( )Ug
La ω( )+ + + +=
Hνμ
La ω( ) Kν
TH@ ω( )Kμ=






no Capítulo 2, ver Fig. 2.1, a SRNC é formada por SRNs e uma rede de permutação (podendo 
incluir possíveis elementos resistivos de compensação). Utilizando os resultados do capítulo 
anterior, podemos formular eficientemente as equações de estado e de sonda da SRNC, ilustrada 
na Fig. 4.1. Sendo assim, assumindo para os superescritos que , onde  é a j-ésima SRN, 
Sub-Rede Sub-Rede
Fig. 4.1  Esquema elétrico das fontes e das sondas utilizadas na representação da interconexão
entre a sub-rede linear ampliada (SRLA) e a sub-rede não-linear compactada (SRNC). Também 
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com  onde  é o número de SRNs. Então, as equações de estado e de sonda, podem 




respectivamente, onde . Vale ressaltar que, as equações acima envolvem apenas variáveis 
de estado não-lineares, Lembremos que as variáveis de estado lineares foram eliminadas antes de 
compactarmos as SRNs. 
Com as variáveis de estado lineares eliminadas do contexto, podemos agrupar as equações de 
estado e de sonda de todas as SRNs, para formar as equações da SRNC. Para tal, convém introduzir 
o vetor de variável de estado não-linear que envolve todas as variáveis de estado não-lineares das 
SRNs ilustradas na Fig. 2.1. Escrevendo este vetor, temos que:
(4.4)
onde  é o número de variáveis de estado não-lineares na SRNC. Os 
vetores  e  assumem a mesma estrutura definida em (4.4), onde 
 e  correspondem ao número de funções 
não-lineares na SRNC e ao número de terminais externos da SRNC, respectivamente. O 
superescrito “ ” é utilizado para referir a SRNC.
Em geral, não existe acoplamento entre as SRNs, o que resulta, para SNRC, em um sistema de 
equações do tipo bloco diagonal. Desta forma, em virtude de (4.4), convém introduzir
. (4.5)
Adotando a mesma estrutura acima para outras matrizes constitutivas em (4.3.a) e (4.3.b), podemos 
agrupar todas as equações de estado e de sonda das SRNs. Sendo assim, após incluir a rede de 




e . Como podemos observar, as equações (4.6) e (4.7) envolvem apenas variáveis de 
estado não-lineares das SRNs.
j 1 nSRN,[ ]∈ nSRN
0 AN
j( ) ω( )XN
j( ) ω( ) Bf
j( ) ω( )Uf
j( ) ω( ) Be
j( ) ω( )Ue
j( ) ω( )+ +=
Yν
j( ) ω( ) MνN
j( ) ω( )XN
j( ) ω( ) Nνf
j( ) ω( )Uf
j( ) ω( ) Nνe
j( )Ue
j( ) ω( )+ +=
ν i e,=
X
Nc ω( ) X
1( ) ω( ) X 2( ) ω( ) … X









2( ) … nVEN
nSRN( )+ + +=
Uf











2( ) … nFN
nSRN( )+ + += nTE
Nc nTE
1( ) nTE
2( ) … nTE
nSRN( )+ + +=
N
A
Nc ω( ) diag AN
1( ) ω( ) AN
2( ) ω( ) … AN
nSRN( ) ω( ), ,,[ ]=
0 A
Nc ω( )X ω( ) Bf
Nc ω( )Uf ω( ) Beα
Nc ω( )Ueα
Nc ω( ) Beβ
Nc ω( )Ueβ
Nc ω( )+ + +=
Yν
Nc ω( ) Mν
Nc ω( )X ω( ) Nνf
Nc ω( )Uf ω( ) Nνeα
Nc ω( )Ueα
Nc ω( ) Nνeβ
Nc ω( )Ueβ
Nc ω( )+ + +=
ν i eα eβ, ,=
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4.4. Formulação das Equações da Super-Rede de Fundo
Para iniciarmos a formulação das equações das SuRs de fundo, vamos considerar a 
decomposição por partes ilustrada na Fig. 4.1. Nesta figura, podemos observar que todos os tipos 
de combinações fonte-sonda externa são permitidas na representação das interconexões entre a 
SRLA e a SRNC. As conexões externas, , representam as conexões tradicionalmente utilizadas 
na análise de EH [45],[37],[39], i.e, minimiza-se o erro entre as correntes que entram na SRLA e 
SRNC, tendo a tensão como variável independente. Considerando a FNM para SRLA, sem 
inclusão de corrente nos ramos (variáveis extras), é necessário a inversão de uma matriz cuja 
dimensão é igual ao número de terminais externos. Para evitar esta inversão, em [145] foi proposto 
o uso exclusivo de conexões externas, , onde se equilibra a tensão, com a corrente sendo a 
variável independente do problema. Ressaltamos que, os pontos definidos pelo plano de conexão, 
π, representam pontos de terra virtual.
As fontes e sondas externas, respectivamente, são representadas pelos seguintes vetores
, (4.8.a)
, (4.8.b)




As condições de contorno para as conexões externas, , são dadas por
, (4.10.a)
. (4.10.b)
Como podemos observar na Fig. 4.1, os vetores de fonte externa  e , descritos por fontes 
de tensão equivalentes de Thévenin e por fontes de corrente equivalentes de Norton, estão 
associados aos terminais externos da SRNC e da SRLA, respectivamente.
Aplicando a FNM para SRLA e a FEE (ou FNM) para SRNC, podemos determinar a equação 
de estado e de sonda de uma SuR de fundo, . Para este propósito, vamos utilizar as expressões 
(4.1), (4.7), e as condições de contorno (4.9.a)-(4.9.b) e (4.10.a)-(4.10.b). Também vamos adotar 
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sendo, resolvendo estas equações para o vetor , e substituindo o resultado em (4.6), obtemos a 







e . Das equações acima, podemos observar que (4.12.d) envolve a inversão da matrix 
, dada por
. (4.13)
Esta inversão é densa e possui complexidade proporcional ao cubo do número de terminais 
externos ( ) das SRNs. As matrizes , , ,  e , introduzidas 




onde . A equação de estado (4.11) se constitui em um sistema quadrado com dimensão 
igual ao número de variáveis de estado não-lineares. 
Para finalizar a formulação das equações da SuR de fundo precisamos determinar as equações 
de sonda interna e externa. Iniciando com a equação de sonda interna, vamos utilizar as expressões 
(4.1) e (4.7) e as condições de contorno (4.9.a)-(4.9.b) e (4.10.a)-(4.10.b). Assim sendo, resolvendo 
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e . Seguindo os mesmos passos para a dedução de (4.16), demonstra-se facilmente que 







 e . Em resumo, as equações de estado e de sonda interna e externa de uma 
SuR de fundo são dadas por (4.11), (4.16) e (4.18), respectivamente.
Confirmando o caráter geral e a eficiência da formulação acima, para a determinação das 
equações de uma SuR de fundo contendo apenas SRNs descrevendo a parte intrínseca dos 
dispositivos eletrônicos representadas por DDSs (ver Apêndice B), nenhuma matriz precisa ser 
invertida, tendo em vista que . Em contraposição, neste caso, toda a parte extrínseca do 
dispositivo eletrônico vai para a SRLA, o que aumenta a complexidade desta rede, e 
consequentemente o custo computacional para calcular a sua equação de sonda (4.1). Esta situação 
é proporcionalmente mais crítica, em favor da representação completa do dispositivo (parte 
extrínseca+intríseca), quando se emprega uma grande quantidade de dispositivos iguais, fato 
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comum em muitos CIs. A maioria dos programas comerciais, e.g. ADSTM 2, utilizam DDSs para 
representação da parte intrínseca dos dispositivos eletrônicos e opto-eletrônicos, que é um caso 
particular da formulação proposta.
Agora, vamos comparar os desenvolvimentos acima com a formulação da SuR de fundo 
utilizando a FEEP proposta em [18]. Nesta formulação, a -ésima SRN é representada por
(4.20.a)
(4.20.b)
onde ,  e  são vetores de função não-linear no domínio 
do tempo. Seguindo a notação adotada,  e  correspondem aos vetores de fonte e de sonda 
externa, respectivamente. Infelizmente, aparentemente não existe nenhuma metodologia para se 
gerar automaticamente as relações paramétricas expressas em (4.20.a) e (4.20.b). Utilizando estas 






respectivamente. Se substituirmos as relações (4.21.a)-(4.21.d) na equação híbrida (4.1), obtemos 
a equação de estado paramétrica que descreve a SuR de fundo, dada por
, (4.22.a)
, (4.22.b)
Em geral, o sistema não-linear acima é retangular ( ). Sendo assim, para quadrá-lo deve-
se prover um conjunto adicional de equações resultante da aplicação da LKT e/ou da LKC na SRN. 
Apesar de não apresentada aqui, devido à limitação de espaço, a FEE proposta neste trabalho, 
quando comparada com a FEEP, também oferece uma maior flexibilidade na representação do 
ruído.
2  ADSTM = Advanced Design System
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4.5. Formulação Multi-Níveis das Equações do Circuito 
Para desenvolvermos a formulação multi-níveis das equações do circuito, vamos considerar 
inicialmente a estrutura descrita na Fig. 2.1(c), e assumir que a hierarquia do circuito é formada de 
 níveis, com . O processo de formulação descrito abaixo, é recursivo, iniciando do último 
nível superior até o nível 0 (zero) que corresponde ao topo da hierarquia. Seguindo a notação e 
convenção adotada no Capítulo 2, e assumindo que  são os índices da primeira e da 
última SuR de nível , contidas na SuR . Também vamos assumir  para que os 
superescritos que indicam a SuR. Desta forma,  é o número de SuRs no nível , contidas 
na . Os vetores de variável de estado, de função não-linear, de fonte independente, e de 




onde  e , respectivamente.
Para , as equações de estado e de sonda (interna e externa) da -ésima SuR de fundo no 
-ésimo nível, , são dadas por:
, (4.24)
, (4.25)
respectivamente, onde . Introduzindo,  como o número de sondas externas do tipo, 






j l, 1 nSuR
υ 1–( ),[ ]∈
υ Sυ 1– i, υ k,( ) Sυ k,( )≡
l j– 1+ υ
Sυ 1– i,
Sυ 1– i,
X υ 1– i,( ) ω( ) X
υ j,( ) ω( ) … X υ l,( ) ω( ) Xγ




υ 1– i,( ) ω( ) Uμ
υ j,( ) ω( ) … Uμ




υ 1– i,( ) ω( ) Yν
υ j,( ) ω( ) … Yν
υ l,( ) ω( )
T
=
μ f s,= ν i eγ eδ, ,=
j k l≤ ≤ k
υ Sυ k,
0 A υ k,( ) ω( )X υ k,( ) ω( ) Bf
υ k,( ) ω( )Uf
υ k,( ) ω( ) Bg
υ k,( ) ω( )Ug
υ k,( ) ω( )+ +=
Beγ
υ k,( ) ω( )Ueγ
υ k,( ) ω( ) Beδ
υ k,( ) ω( )Ueδ
υ k,( ) ω( )+ +
Yν
υ k,( ) ω( ) Mν
υ k,( ) ω( )X υ k,( ) ω( ) Nνf
υ k,( ) ω( )Uf
υ k,( ) ω( ) Nνg
υ k,( ) ω( )Ug
υ k,( ) ω( )+ +=
Nνeγ
υ k,( ) ω( )Ueγ
υ k,( ) ω( ) Nνeδ
υ k,( ) ω( )Ueδ
υ k,( ) ω( )+ +
ν i eγ eδ, ,= nTEν
eν
Yeγ
υ 1– i,( ) ω( ) … Ieγ r1,
υ 1– i,( ) ω( ) … Veγ s1,




υ 1– i,( )
∈
Yeδ
υ 1– i,( ) ω( ) … Ieδ r2,
υ 1– i,( ) ω( ) … Veδ s2,




υ 1– i,( )
∈
Yeγ
υ t,( ) ω( ) … Ieγ p1,
υ t,( ) ω( ) … Veγ q1,







υ k,( ) ω( ) … Ieδ1 p2,
υ k,( ) ω( ) … Ieδ p3,
υ k,( ) ω( ) … Veδ q2,
υ k,( ) ω( ) … Veδ q3,












onde ,  e , são matrizes de incidência referentes à aplicação da LKT e da LKC 
na rede de conexão . Introduzindo os vetores de fonte externa
k j … l, ,=
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com . A equação (4.34) representa as interconexões de todas as SuRs de fundo  de 
nível , contidas em .
Finalmente, utilizando os vetores (4.23.a)-(4.23.c), (4.26.a)-(4.26.d) e (4.30.a)-(4.30.d), e 
substituindo (4.31) em (4.24) e (4.34), obtemos a equação de estado da SuR intermediária, . 
Esta equação de estado assume a mesma forma de (4.24), após as seguintes substituições: 
. As matrizes constitutivas da equação de estado são dadas por:
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onde  e . Podemos observar que as matrizes (4.36.a) e (4.36.b) assumem uma 
estrutura bloco diagonal com borda dupla e bloco diagonal com borda simples, respectivamente.
Para obtermos as equações de sonda (interna e externa) da SuR intermediária, , devemos 
substituir (4.31) em (4.25). Estas equações assumem a mesma forma de (4.25) após as seguintes 





onde  e . Para as sondas externas, temos que
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onde ,  e . Podemos observar que as matrizes (4.37.a)/(4.38.a) e 
(4.37.b)/(4.39.b) assumem uma estrutura bloco diagonal com borda simples e bloco diagonal (sem 
bordas), respectivamente
As matrizes (4.36.c), (4.37.c) e (4.39.c) contém as informações da  que serão transmitidas 
para o nível inferior subsequente da estrutura hierárquica. Se esta for a SuR de topo, então as 
matrizes em questão não são definidas. Caso contrário, o processo acima é repetido recursivamente 
para cada nível até chegar à SuR de topo.
Excluindo a formulação das equações das SuRs de fundo, a formulação multi-níveis das 
equações de circuito em grande-escala, apresentada acima, envolve apenas operações de adição, 
de multiplicação e de manipulação com bloco de matrizes densas e esparsas.
4.6. Eliminação de Níveis da SuR Intermediária
Conforme discutido anteriormente, o aumento no número de SRNs produz uma maior 
complexidade numérica na formulação das equações de uma SuR de fundo. Isto deve-se ao fato, 
da dimensão da matriz , em (4.13), ser diretamente proporcional ao número de terminais externos 
das SRNs. Com a decomposição multi-níveis, a complexidade da formulação (inversão de ) pode 
ser facilmente controlada. Para este fim, vamos introduzir um procedimento para eliminação dos 
níveis de hierarquia de determinadas SuRs intermediárias, i.e., transformá-las em SuRs de fundo. 
Isto possibilita maior flexibilidade no controle da estrutura hierárquica do circuito. Para o 
nivelamento, ou eliminação de níveis, de uma determinada SuR intermediária, vamos introduzir o 
seguinte procedimento recursivo. 
Sem perda de generalidade, vamos considerar que a  SuR intermediária (parente), , é 
composta de  SuRs de fundo (crianças) no nível . Assume-se, que SuR intermediária 
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(parente), a ser nivelada, só possui SuRs crianças do tipo SuR de fundo (naturais ou niveladas). O 
nosso objetivo é transformar a SuR intermediária, , em uma SuR de fundo. Para tal, o vetor 
de variável de estado associado a  deve ser organizado da seguinte forma
. (4.40)
A equação de estado das SuRs de fundo (crianças), , com  é dada por (4.24). Sendo 
assim, isolando o vetor  em (4.34), e substituindo o resultado na equação (4.24) via 




onde , e assumindo as seguintes equivalências: . 
A equação de sonda (interna e externa), , com  é dada por (4.25). Seguindo os 




onde ,  e .
4.7. Exemplo Ilustrativo
Referindo-se ao exemplo da Fig. 2.3, vamos assumir que cada transistor bipolar intruduz 3 (três) 
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variáveis de estado não-lineares e 6 (seis) funções não-lineares (ver Fig. 3.3(b)). Desta forma, com 
uma decomposição em 3 (três) níveis, para o circuito do receptor temos um total de 183 variáveis 
de estado não-lineares dos transistores, 22 variáveis de estado das redes de conexão, 366 funções 
não-lineares dos transistores, 27 fontes independentes. Em relação às fontes independentes, temos 
26 de polarização CC e 1 (uma) de RF, representando o sinal captado pela antena de recepção. O 
número de sondas é arbitrário.
Nas Figs. 4.3(a) e (b), podemos observar a estrutura do padrão de blocos não-zero das matrizes 
que constituem a equação de estado e de sonda, respectivamente. A matriz  assume uma 
estrutura do tipo bloco diagonal com borda dupla, as matrizes  e  são do tipo bloco 
diagonal com borda simples de orientação horizontal, a matriz  é do tipo bloco diagonal com 
borda simples de orientação vertical, e as matriz  e  são do tipo bloco diagonal. 
Conforme será visto mais adiante, a principal vantagem destas estruturas é o fato de preservarem 
o padrão de blocos não-zero da matriz jacobiana, após uma fatorização LU.
4.8. Conclusão
Apresentamos, neste capítulo, uma eficiente metodologia para a formulação das equações de 
Fig. 4.3 Estrutura multi-níveis, tipo bloco diagonal com e sem borda das matrizes constitutivas da 
equação (a) de estado e (b) de sonda do circuito da Fig. 2.3.
A ω( ) Bf ω( ) Bs ω( )




Bf ω( ) Bs ω( )
M ω( )
Nf ω( ) Ns ω( )
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estado e de sonda, no domínio da frequência, de um circuito em grande-escala. Esta formulação 
está fundamentada na técnica de decomposição multi-níveis do circuito e nas formulações da SRL 
e da SRN, introduzidas nos capítulos 2 e 3, respectivamente. Lembremos que, para uma maior 
eficiência, assume-se que em cada nível de hierarquia as SuRs intermediárias e de fundo estão 
esparsamente interconectadas.
Podemos resumir o processo de formulação multi-níveis das equações de circuito, apresentado 
acima, da seguinte forma: (i) formulação da equação de sonda da SRLA (equações híbridas) 
obtidas via fatorização LU da matriz nodal-modificada (procedimento padrão), (ii) formulação das 
equações de estado (com menor dimensão possível) e de sonda (interna e externa) da SRNC via 
FEE, (iii) formulação das equações de estado e de sonda das SuRs de fundo, envolvendo uma 
inversão de matriz com dimensão igual ao número de terminais externos da SRNC, e (iv) 
formulação hierárquica das equações de estado e de sonda do circuito, combinando as equações de 
estado e de sonda das SuRs de fundo via um eficiente processo recursivo. A etapa (ii) envolve uma 
inversão de matriz para eliminação da parte linear de cada SRN. Vale ressaltar que, esta inversão 
possue um custo muito baixo, tendo em vista a sua dimensão. Além disso, um circuito em grande-
escala muitas vezes é composto por vários dispositivos (SRNs), se não todos, idênticos. Excluindo 
a situação de representação de SRNs exclusivamente por DDS, a etapa (iii) também envolve uma 
inversão de matriz com dimensão igual ao número de terminais externos da SRNC. Considerando 
as etapas de (i) a (iii), devido à grande flexibilidade da metodologia proposta, podemos dizer que, 
a formulação das SuRs de fundo apresentada constitui uma extensão das formulações existentes, e 
resulta sempre em um sistema com o menor número possível de variáveis de estado não-lineares.
Conforme demonstrado, a equação de estado e de sonda do circuito assume uma estrutura multi-
níveis tipo bloco diagonal com borda dupla e bloco diagonal com borda horizontal. Esta estrutura 
possibilita o uso de técnicas de processamento paralelo para resolução do problema. Também foi 
apresentada uma técnica de nivelamento de SuRs intermediárias, que possibilita o controle da 
estrutura hierárquica do circuito, além de uma maior eficiência na formulação da etapa (iii).
Finalmente, as operações com as matrizes envolvidas na formulação acima, podem ser 
eficientemente conduzidas com o auxílio de técnicas de matrizes esparsas [148],[146],[147],[27].
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5. Análise do Balanço Harmônico
5.1. Introdução
OI DESENVOLVIDA NO CAPÍTULO ANTERIOR, uma nova e eficiente metodologia para 
formulação multi-níveis das equações de circuitos em grande-escala, i.e., contendo um 
grande número de aglomerados de SRNs (dispositivos eletrônicos e opto-eletrônicos) 
hierarquicamente interconectados. Nesta formulação, cada aglomerado corresponde a uma SuR de 
fundo, que, por sua vez, podem ser interconectadas para formar SuRs intermediárias e, com isso, 
níveis de hierarquia. Neste capítulo, iremos utilizar estas equações para desenvolver uma nova 
metodologia para análise do BH multi-níveis.
Iniciaremos nossa discussão com a descrição, na Seção 5.2, das principais topologias de 
espectro de frequência para representação do sinal, utilizadas na determinação do regime 
permanente em circuitos não-lineares. Estas topologias de espectro dependem do tipo de excitação 
imposta ao circuito, sendo as mais comumente utilizadas: compressão e distorção com único-tom, 
dois-tons, três-tons e multi-tons, de compressão, distorção por intermodulação e conversão em 
frequência, recrescimento espectral. Na Seção 5.3 é apresentada uma breve discussão sobre a 
representação de sinais de RF digitalmente modulados, utilizando multisenos. Em seguida, na 
Seção 5.4, apresentaremos uma discussão na teoria e na implementação das transformadas de 
Fourier empregadas para a conversão do sinal de tempo-para-frequência e de frequência-para-
tempo em regime de único- e multi-tons. A condução eficiente destas conversões consiste em um 
dos aspectos críticos da análise do BH, especialmente quando envolve mais de uma frequência 
fundamental não-harmonicamente relacionada. Para evitar transformadas de Fourier multi-
dimensionais, caso multi-tons, a Seção 5.5 apresenta a técnica de MFA.
Utilizando as equações de estado e de sonda do circuito, obtidas no capítulo anterior, a Seção 
5.6 descreve a formulação multi-níveis da equação de estado (ou determinante) e da equação de 
sonda para análise do BH. Nesta formulação, as equações são construídas seguindo uma 
orientação-por-SuR (estrutura multi-níveis, tipo bloco diagonal com borda) e depois uma 
orientação-por-frequência (estrutura bloco diagonal). Para finalizar, na Seção 5.7, será apresentada 
uma discussão sobre a determinação da matriz jacobiana associada com a equação determinante 
do BH multi-níveis. Conforme será demonstrado, a matriz jacobiana assume uma estrutura tipo 
bloco diagonal com dupla borda [41], e com isto pode ser eficientemente processada em sistemas 
distribuídos de computadores [27],[109]. Para a determinação dos blocos que compõem a matriz 
F
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jacobiana é necessário determinar as matrizes jacobianas das SuRs de fundo associadas com o 
vetor de função não-linear. Serão apresentadas expressões analíticas para o cálculo dos elementos 
destas matrizes jacobianas, para os regimes de único-tom e multi-tons. Para uma eficiente 
formação e fatorização da matriz jacobiana do BH, utilizando técnicas de matrizes esparsas, será 
introduzido um controle de esparsidade fundamentado no conceito de espectro de frequência de 
derivada. As observações finais são reservadas para a Seção 5.8. 
5.2. Espectro de Frequência
Antes de apresentarmos a formulação da equação determinante do BH, é conviniente 
discutirmos os tipos mais comuns de topologia de espectro de frequência utilizados nas análises do 
BH com excitação de único-tom, dois-tons, três-tons e multi-tons. Assumimos que o regime 
transiente foi extinto, e que o circuito não-linear sob análise é estável e alimentado por “ ” fontes 
senoidais independentes, com frequências angulares . Então, em regime de estado 
permanente, introduzindo a série de Fourier, as formas-de-onda das variáveis de estado não-




são as frequências de intermodulação e  é o espectro de frequência do sinal gerado pela lei de 
intermodulação (5.2). Acima foi introduzida a seguinte notação: , onde 
. Por razões práticas, este espectro deve ser truncado, porém sem sacrificar a 
precisão da solução do problema. Desta forma, o espectro truncado é dado por 
, onde  é o número de frequências presente em . Vale ressaltar 
que,  é igual a zero, correspondendo à componente de CC. Com um número finito de linhas 
espectrais, o problema de determinação dos fasores complexos, , em (5.1), torna-se 
numericamente praticável. O esquema de truncamento em frequência depende da análise a ser 
desempenhada conforme será discutido a seguir.
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Nesta situação monocromática, o espectro de frequência do sinal é dado por:
(5.4)
onde  é o número de harmônicos ( ) utilizados. Quando apenas uma única 
frequência angular fundamental, , está presente na análise do BH, todas as frequências 
(harmônicos) produzidas pelas não-linearidades do circuito (estável) estarão harmonicamente 
relacionadas com a fundamental, e toda forma-de-onda será uma função periódica no tempo, com 
período igual a .
Se mais de uma frequência fundamental incomensurável, i.e., não-harmonicamente 
relacionada, estiver presente no circuito, o espectro de frequência do sinal assume uma forma mais 
complexa, quando comparado com (5.4). Neste caso, as frequências positivas que precisam ser 
consideradas na análise, são dadas por (5.2), i.e., , onde 
. Para geração destas frequências (produtos de intermodução) distintas, o primeiro 
 não-zero deve ser maior que zero. Os valores máximos de  irão depender da força das não-
linearidades do circuito. No método do BH, dependendo do mecanismo de operação do circuito 
(amplificador, oscilador, multiplicador de frequência, conversor de frequência, divisor de 
frequência, etc) e do tipo de teste (distorção harmônica, distorção por intermodulação, conversão 
de frequência, recrescimento espectral, etc) a ser simulado, um determinado esquema de 
truncamento em frequência deve ser adotado para minimizar o custo de memória e o tempo de 
processamento. A Tabela 5.1 descreve as topologias do espectro de frequência comumente 
utilizadas na análise do BH, para circuitos não-autônomos operando em regime de dois- e três-tons. 
Nas análises de intermodulação (IM) de dois- e três-tons a grade de frequência assume a forma 
diamante ou pirâmide, repectivamente. Em adição, o número de frequências envolvidas nas 
análises de distorção por IM de dois-tons e de três-tons são iguais a  e 
, respectivamente. O valor do parâmetro de máxima 
ordem,  e , dependerá da força das não-linearidades presentes no circuito e da amplitude 
das fontes de alimentação. A análise do BH de dois-tons para um circuito excitado por um sinal de 
grande amplitude, referente à portadora de OL (tom 1) representado por , e por um sinal de 
amplitude incremental, referente à modulação (tom 2) representado por , produz 
resultados equivalentes à análise de conversão de frequência [153]. Nesta análise, o número de 
frequências (ou linhas espectrais) envolvidas, é igual a . Lembramos que, na análise de 
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sinal de OL, e o sinal modulante é considerado como uma perturbação incremental (pequeno sinal).
Na Fig. 5.1, podemos observar as topologias do espectro de frequência para determinação da 
característica de recrescimento espectral nas respostas multi-tons de amplificadores e 
multiplicadores em frequência, ver Fig. 5.1(a), e conversores em frequência, ver Fig. 5.1(b). 
Conforme será discutido abaixo, estes espectros de frequência são particularmente úteis na 
representação de sinais de RF digitalmente modulados. Em adição, discutiremos a conexão destas 
topologias com eficientes implementações numéricas da transformada de Fourier discreta (TFD) 
para sinais de natureza multi-tons.
5.3. Excitação Digital e Multi-Senos
Uma excitação representando um sinal digital pode ser implementada numericamente 
utilizando uma sequência pseudo-aleatória de símbolos. Por sua vez, esta sequência de símbolos 
pode ser representada por multi-senos [154],[155], que consistem de uma coleção de ondas 
Tabela 5.1
TOPOLOGIAS DO ESPECTRO DE FREQUÊNCIA DO SINAL PARA DIFERENTES 
TIPOS DE ANÁLISE DE EQUILÍBRIO DE HARMÔNICO
Análise de Intermodulação
dois-tons três-tons
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senoidais geradas simultaneamente. Tipicamente, estas ondas senoidais possuem uma frequência 
constante e com um espaçamento em frequência . Em [154], foi apresentado um estudo 
comparativo entre diferentes tipos de exitações multi-senos para determinação da ACPR. Neste 
estudo, foram considerados multi-senos com magnitude e fase constantes, magnitude e fase 
aleatórias, magnitude constante e fase de Schroeder, e sinal digital representado por uma sequência 
pseudo-aleatória de 32 símbolos com modulação digital QPSK e formatação de pulso via cosseno 
levantado. Conforme discutido em [154], diferentes tipos de excitação multi-senos produzirão 
diferentes resultados de ACPR, principalmente entre excitações com razão de potência entre pico 
e média (tradução nossa para peak-to-avarage power ratio) PAPR bem distintas. As formas-de-
onda e a associada densidade espectral de potência, do inglês power spectral density (PSD), para 
sinais GSM e WCDMA 2000, podem ser visualizadas em [106]. 
(2N+1)(M+1)=54 frequências
Fig. 5.1 Topologia do espectro de frequência e grade de frequência para: (a) transformada de 
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Para ilustrar a implementação de uma excitação digital, vamos considerar a Fig. 5.2(a), onde 
podemos observar uma sequência pseudo-aleatória de símbolos com quatro níveis de quantização 
(i.e., ) de amplitude. Este tipo de sequência pode ser utilizada para representar as 
componentes em-fase (i) e em quadratura (q), do sistema descrito pela constelação 16 QAM da Fig. 
5.2(b). Mais precisamente, para possibilitar a representação na análise do BH, vamos considerar 
que sequência de símbolos consiste de uma série periódica de  símbolos. Cada símbolo 
possue  amostas no tempo, sendo  o intervalo entre cada amostragem. Convém ressaltar 
Fig. 5.2 (a) Forma-de-onda de um de um sinal de digital representado por uma sequência pseudo-
aleatória de NSímb símbolos com 4 níveis de quantização. (b) Constelação associada à modulação 
16 QAM. (c) Passagem de um sinal digital por um filtro de ISI. (d) Forma-de-onda dos sinais  
e  obtidos numericamente com formatação de pulso cosseno levantado. (e) Espectro de 
frequência  e  dos sinais  e , respectivamente, obtidos via TFMT.
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que, o aumento em  produz um aumento em , possibilitando um maior espaço 
para a determinação do recrescimento espectral. A taxa de transmissão de símbolos é dada por 
, onde .
O problema de interferência entre símbolos, do inglês inter-symbol interference (ISI), é 
particularmente importante em sistemas de comunicação sem fio, devido à faixa estreita de 
frequência permitida para cada canal. Para mitigar o efeito de ISI, pode ser utilizada a formatação 
de pulso no transmissor e a equalização no receptor. Para formatação de pulso uma das técnicas 
mais utilizadas consiste na utilização de um filtro de ISI com resposta em frequência do tipo pulso 
cosseno levantado, conforme demonstrado na Fig. 5.2(c). A função que define o pulso cosseno 
levantado no domínio da frequência é dada por [66]:
. (5.5)
onde  é fator de decaimento e  e  são as frequências de transição e de corte, 
respectivamente. Na prática, são utilizados filtros cosseno levantado decompostos em dois filtros 
cuja resposta em frequência é definida pela raiz quadrada de (5.5). Neste caso, temos um filtro no 
transmissor e o outro no receptor.
As formas-de-onda obtidas numericamente das componentes em fase, , e em quadratura, 
, de um sinal digital com modulação 16 QAM, utilizando filtro de ISI cosseno levantado com 
 e  iguais a 12,5 μs e 50 μs, respectivamente, podem ser visualizadas na Fig. 5.2(d). Estes 
sinais são do tipo sem retorno-a-zero (NRZ - non-return-to-zero) e possuem uma PAPR no entorno 
de 6 dB. Os espectros de frequência destes sinais podem ser observados na Fig. 5.2(e), onde , 
 e  são iguais a 13,5 kHz para , 20 ksímbs/s (ou seja, 20 kHz) e 80 kHz, 
respectivamente. A excitação digital 16 QAM, descrita acima, será utilizada no Capítulo 8, para 
validação numérica do recrescimento espectral em amplificadores e conversores em frequência.
No ambiente de software de simulação desenvolvido, outros tipos de modulação também foram 
implementadas, e.g., π/4-QPSK, etc [66]. A seguir será apresentado uma TFD que possibilita uma 
eficiente implementação numérica das conversões de tempo-frequência para sinais de RF 
digitalmente modulados.
5.4. Transformada de Fourier Discreta
A condução eficiente das conversões do sinal de tempo-para-frequência e de frequência-para-
NApSímb fmáx 1 Δt⁄=
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tempo é um ponto crucial na análise do BH. A razão disto deve-se à necessidade do cálculo dos 
fasores complexos das funções não-lineares e suas derivadas no domínio do tempo. Desta forma, 
o método do BH pode ser visto como um método de domínio misto. Lembramos que, devido ao 
truncamento em frequência e amostragem do tempo, estas conversões estão sujeitas aos erros de 
“aliasing” [64].
Para um circuito operando em regime de único-tom, as conversões do sinal de tempo-para-




respectivamente, onde . Lembremos que estas transformadas operam no plano de 
fase. Para que (5.6.b) represente uma forma-de-onda real, devemos ter . As 
somatórias acima podem ser eficientemente calculadas via transformada de Fourier rápida (TFR) 
e sua inversa, respectivamente. A complexidade da TFR é igual a , que é bem 
menor do que a complexidade ( ), requerida pela computação direta da somatória (5.6.a). 
Para evitar “aliasing” na última componente espectral produzida pelo algoritmo TFR, devemos 
selecionar  (  ímpar).
Em um circuito operando em regime multi-tons, a forma mais precisa de conduzir as conversões 
dos sinais de tempo-para-frequência e de frequência-para-tempo é via transformada de Fourier 
discreta multi-dimensional (TFDM) e sua inversa, repectivamente [55],[64],[156]. Sua superior 
precisão, resulta do fato desta transformada operar no plano de fase e, com isto, produzir uma 
amostragem ótima. A TFDM e sua inversa são generalizações das transformadas uni-dimensionais 




respectivamente, onde  para . Analogamente, à transformada uni-
dimensional (5.6.b), para que (5.7.b) represente uma forma-de-onda real devemos ter 
. As somas acima podem ser eficientemente calculadas 








W e ĵ2π NS⁄–=
X k( ) X k–( )∗=
O NS NS( )log⋅( )
O NS2( )
NS 2NH 1+= NS
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utilizando a transformada de Fourier rápida multi-dimensional (TFRM). Esta transformada possue 
uma complexidade igual a . Para evitar 
“aliasing” na última componente espectral produzida pelo algoritmo TFRM, devemos selecionar 
, para . O número de frequências envolvidas na TFRM (grade 
quadrada) é igual a , onde . Em geral, o número de 
frequências envolvidas nas topologias de espectro multi-tons, sumarizadas na Tabela 5.1, é inferior 
ao número de frequências presentes na TFRM. Neste caso, para aplicação da transformada de 
Fourier em uma variável de estado, os fasores complexos correspondente as frequências ausentes 
na análise do BH são considerados igual a zero. Esta operação corresponde a uma interpolação no 
domínio do tempo, da forma-de-onda associada à variável de estado [156]. Convém ressaltar que, 
no estágio de pós-processamento, os resultados de forma-de-onda não podem ser obtidos da TFRM 
inversa; isto se deve ao fato da decomposição artificial da variável tempo em múltiplas (duas ou 
três) dimensões. Não obstante isso, as formas-de-onda podem ser facilmente determinadas via 
série complexa de Fourier [64]. 
Conforme discutido acima, a grade de frequência utilizada na TFRM é retangular, independente 
da análise do BH a ser conduzida, e pode incluir frequências não definidas nas topologias do 
espectro de frequência definidas na Tabela 5.1. Para eliminar esta dificuldade, foi proposta a 
transformada de Fourier quasi-períodica (TFQP) [56],[57] para regime multi-tons. Na TFQP, a 
grade de frequência é definida pelas linhas espectrais consideradas na análise, e sua implementação 
númerica é bem mais simples. A conversão de frequência-para-tempo, i.e., a inversa da TFQP, é 
naturalmente definida por
. (5.8)
O resultado acima decorre diretamente da série de Fourier [64]. Utilizando (5.8), a conversão de 
frequência-para-tempo, pode ser escrita de forma mais compacta, viz.
, (5.9)
onde  e  são os vetores de forma-de-onda e de espectro de frequência, respectivamente. 
Infelizmente, a TFQP, em geral, não é bem condicionada. Para  (caso não-sobre-
amostrado), o critério mais simples de amostragem é a utilização de amostras no tempo igualmente 
espaçadas. Porém, isto resulta em  mal condicionada numericamente e, como consequência, uma 
O NS1 NS2 … NSNT NS1 NS2 … NSNT+ + +( )log⋅ ⋅⋅⋅( )
NSj 2NHj 1+= j 1 … NT, ,=
1 2⁄( ) NF1 NF2 … NFNT⋅ ⋅ ⋅ 1+( ) NFj 2NHj 1+=
ΓI
1 2 ω1t0( )cos 2 ω1t0( )sin– 2 ω2t0( )cos … 2 ωNF 1– t0( )sin–
1 2 ω1t1( )cos 2 ω1t1( )sin– 2 ω2t1( )cos … 2 ωNF 1– t1( )sin–
… … … … … …







imprecisa TFQP, que corresponde à inversa de . Um dos remédios para amenizar este problema 
de condicionamento consiste na utilização de sobre-amostragem, com as amostras no tempo 




Na equação (5.11) para o caso sobre-amostrado, podemos observar que a transformada é calculada 
utilizando a fórmula generalizada de Penrose [157]. A aplicação da TFQP e da sua inversa tem uma 
complexidade . Infelizmente, ao contrário da TFD, que opera no plano de fase, a 
estabilidade e precisão da TFQP depedende do esquema de amostragem do tempo adotado. Sendo 
assim, se a amostragem do tempo não for ótima, a transformada (5.11), , pode se tornar 
numericamente mal condicionada. O número de condição de  é especificado como [157]
, (5.12)
tendo como objetivo determinar a sensitividade de (5.10) para pequenas mudanças em  ou em . 
Se  satisfaz (5.10) com , temos que [157]
. (5.13.a)
Similarmente, se  satisfaz (5.10), com , temos que [157]
. (5.13.b)
Na prática, as normas mais comuns são: l1-norm ( ), l2-norm ( ) e l∝-norm ( ) 
[157]. Seguindo [158], podemos definir o fator de estabilidade como se segue
. (5.14)
Quando  se aproxima de zero, o desempenho da TFQP se aproxima ao limite ótimo imposto 
pela TFDM. Uma outra figura de mérito que estima a precisão da conversão (5.11) é definida como
. (5.15)
Além das TFQPs discutidas acima, podemos destacar os seguintes tipos: com amostragem 
ortogonal-próxima [59], ortogonalizada via mínimos-quadrados [159], quasi-ortogonal [158], 
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questionados em [158], devido ao fato deles violarem o limite ótimo imposto pela TFDM. O 
método quasi-ortogonal proposto em [158], possue difíceis parâmetros de sintonização, como é 
observado em [58]. A transformada proposta em [58], está limitada a operação com sinais de dois-
tons. Finalmente, a TFQP ortogonal, proposta em [60], explora o erro de truncamento numérico 
para poder satisfazer a ortogonalidade da transformada.
Para verificar a precisão das TFQPs, discutidas acima, dois testes simples foram conduzidos. 
Para este próposito, vamos considerar o simples e hipotético sistema não-linear dado por [159]
 com , (5.16)
onde o sinal de entrada é composto por duas frequências fundamentais, e dado por
. (5.17)
O primeiro experimento foi conduzido transformando a forma-de-onda (5.16) para o domínio da 
frequência. Os resultados obtidos com a TFRM e as TFQPs uniformemente amostrada, 
aleatoriamente amostrada e ortogonal-próxima, são sumarizadas nas Figs. 5.3 (a) e (b). Para a 
TFQPs aleatoriamente amostrada e ortogonal-próxima, o fator de sobre-amostragem é igual a 2. 
Para uma ordem de intermodulação, , igual 5, todas as transformadas desempenham bem. 
Entretanto, para  a TFQP igualmente amostrada e a ortogonal-próxima não produzem 
resultados aceitáveis, indicando a pobre estratégia de amostragem destas transformadas. Estes 
resultados confirmam os testes de condicionamento numérico ilustrados na Fig. 5.4.. O segundo 
teste foi conduzido transformando o sinal no domínio da frequência, definido em (5.17), para o 
domínio do tempo e, então, transformando de volta para o domínio da frequência. Os resultados 
deste teste são ilustrados nas Figs. 5.3(c) e (d) e, como esperado, conduz às mesmas conclusões do 
primeiro teste. Em resumo, podemos obsevar o comportamento errático da TFQP com amostragem 
uniforme e ortogonal-próxima. 
Conforme demonstrado em [65], obedecendo uma condição de amostragem não restritiva, 
utilizando a topologia do espectro de frequência da Fig. 5.1(a), as conversões de tempo-frequência 
dos sinais podem ser conduzidas em uma dimensão, via TFR. Em [65], a transformada que realiza 
estas conversões foi entitulada transformada de Fourier multi-tons (TFMT). Este tipo de 
transformada, pode ser extendido para a análise de conversão em frequência em regime multi-tons, 
se considerarmos a topologia do espectro de frequência da Fig. 5.1(b). Neste caso, entitulamos esta 
transformada de transformada de Fourier multi-tons em duas dimensões (TFMT-2D), pois utiliza 
a TFR em duas-dimensões para a realização das conversões dos sinais. A grade de frequência para 
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a TFMT-2D é indicada na Fig. 5.1(b). Com estas transformadas, a análise do BH pode ser 
extendida para sinais de RF digitalmente modulados.
5.5. Mapeamento-de-Frequência Artificial 
Assim como a TFMT descrita acima, a técnica de mapeamento-de-frequência articial (MFA), 
proposta em [62], possibilita que as conversões de tempo-frequência dos sinais em um circuito 
operando em regime multi-tons, possam ser conduzidas via TFR uni-dimensional. A escolha do 
mapeamento adequado resulta no conhecido problema de diophatine [9]. Nas Fig. 5.5(a) e (b), 
podemos observar a aplicação da técnica de MFA para um espectro de frequência de dois-tons com 
grade no formato de diamante e retangular, respectivamente. Para um espectro de frequência 
definido por uma grade truncada no formato retangular, o mapeamento pode ser generalizado para 
o caso multi-dimensional [63]. Neste caso, a transformada de Fourier via MAF é equivalente à 









































































Fig. 5.3 Teste de precisão das transformadas de Fourier discretas para sinais quasi-periódicos. As 
frequências fundamentais são  GHz e  GHz. (a) e (c) . (b) e (d) 
. O fator de sobre-amostragem, , é igual a .
λ1 2π= λ2 2π 0,7⋅= MIM2 5=
MIM2 10= m 2
0.0 1.0 2.0 3.0 4.0 5.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
frequência, GHzfrequência, GHz(a) (b)
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TFRM. Convém ressaltar que, o ordenamento incorreto das frequências fundamentais para geração 
dos produtos de IM, ver (5.2), pode conduzir ao problema de aliasing. Recentemente, a técnica de 
MAF foi sugerida para simulação de sistemas digitais com multi-portadoras de RF [82].
5.6. Equação Determinante
Utilizando os resultados dos capítulos anteriores, vamos, nesta seção, obter a equação de estado 
(ou determinante) para análise do BH. Iniciando com a organização por frequência, e seguindo a 
clássica notação introduzida em [45], o vetor de variável de estado não-linear da -ésima SuR de 


























































































































































Fig. 5.4 As frequências fundamentais são  GHz e  Hz. (a) , (b) , 
(c) , e (d) . As frequências fundamental são  GHz e  GHz. (e) , 
(f) , (g) , e (h) .  é o fator de sobre-amostragem.
λ1 2π= λ2 λ1 2π 2+= m 1= m 2=
m 3= m 4= λ1 2π= λ2 2π 0,7⋅= m 1=
m 2= m 3= m 4= m
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onde  é o número de variáveis de estado não-lineares. Os vetores  e  estão 
associados com as funções não-lineares e as fontes independentes, respectivamente, e são 
organizados da mesma forma descrita em (5.18). Seguindo esta notação, a matriz constitutiva 
 assume a forma
(5.19)
As matrizes constitutivas  e  são organizadas da mesma forma descrita em (5.19).
No contexto da análise do BH, seguindo a formulação multi-níveis apresentada no Capítulo 4, 
podemos escrever o vetor de variável de estado associado à SuR intermediária, , ver (4.23.a), 
como se segue
. (5.20)
Podemos seguir o processo de construção recursivo, descrito no capítulo anterior, e formulado para 
um ponto em frequência. Então, podemos compactar as equações constitutivas das SuRs de fundo 
e as equações das redes de conexão, segundo a organização por frequência descrita acima. A 
equação determinante do BH do circuito, com decomposição hierárquica em múltíplos níveis, pode 

















0 1 2 3-1-2-3 l1
-2
-1

















0 1 2 3-1-2-3 l14 5 6-6 -5 -4
Fig. 5.5 Exemplo da aplicação da técnica de mapeamento artificial em frequência para espectro de 
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Na equação determinante multi-níveis (5.21), a matriz  assume uma estrutura multi-níveis tipo 
bloco diagonal com dupla borda, enquanto as matrizes  e  assumem uma estrutura multi-
níveis bloco diagonal com borda horizontal. As matrizes são organizadas por SuR e por frequência. 
Após a determinação do vetor de variável de estado, podemos calcular as tensões e as correntes 
associadas com as sondas internas das SuRs de fundo, utilizando a seguinte expressão
. (5.23)
Para a equação de sonda (5.23), a matriz  assume uma estrutura multi-níveis bloco diagonal com 
borda vertical, enquanto as matrizes  e  assumem uma estrutura multi-níveis bloco diagonal. 
As matrizes são organizadas por SuR e por frequência. Uma eficiente representação multi-níveis, 
para implementação numérica de matrizes bloco diagonal com bordas, foi desenvolvida. Em 
conjunto, também foram implementadas numericamente técnicas de matrizes densas e esparsas 
para operar neste tipo de matrizes.
5.7. Matriz Jacobiana
Uma aspecto crucial na análise do BH é a geração, o armazenamento (demanda de memória), e 
a fatorização (tempo de processamento) da matriz jacobiana associada com a equação 
determinante. Os sistemas jacobianos que emergem a cada iteração do solucionador não-linear 
utilizado na solução da equação determinante do BH, são resolvidos via fatorização LU. Para os 
solucionadores de equação não-linear, com solução iterativa dos sistemas jacobianos, e.g. métodos 
de Newton inexato e do tensor inexato, a serem discutidos em capítulo subsequênte, exige-se um 
eficiente pré-condicionador fundamentado na matriz jacobiana. O mais utilizado é o pré-
condicionador do tipo bloco diagonal que, por sua vez, é resolvido via fatorização LU [26],[160]. 
Vale ressaltar que, a técnica de decomposição hierárquica do circuito, introduzida acima, permite 
reduzir significantemente os custos de formação e de fatorização da matriz jacobiana, que assume 
uma estrutura multi-níveis tipo bloco diagonal com dupla borda. Em adição, a matriz jacobiana 
associada ào vetor de função não-linear do circuito assume uma estrutura bloco diagonal, onde 
cada bloco corresponde à matriz jacobiana associada ào vetor de função não-linear de uma SuR de 
fundo. Dependendo do número de variáveis de estado não-linear e do número de linhas espectrais 
envolvidas no problema do BH, a dimensão de cada bloco da matriz jacobiana pode ser 








condição, o uso de técnicas de matrizes esparsas é mandatório [146],[148].
Para ilustrar as observações acima, a estrutura da matriz jacobiana associada ào exemplo de 
circuito descrito na Fig. 2.3, do Capítulo 2, para diferentes esquemas de decomposição multi-
níveis, pode ser visualizada na Fig. 5.6. Mais precisamente, nas Figs. 5.6(a) e (b), podemos 
observar a estrutura de 1 nível e com decomposição de 2 níveis, respectivamente. Enqunato na Fig. 
5.6(c) é apresentada a estrutura da matriz jacobiana do circuito para esquemas de decomposição 
com 2, 3 e 4 níveis de hierarquia. Vale ressaltar que a estrututura de 2 níveis da Fig. 5.6(b) pode 
ser obtida apartir das estruturas apresentadas na Fig. 5.6(c), com a aplicação da técnica de 
nivelamento, introduzida no capítulo anterior. Após o nivelamento, podemos observar que o 
complemento de Shur, da decomposição da Fig. 5.6(b), possue uma dimensão comparável ao 
maior bloco diagonal, sendo esta dimensão igual à soma das dimensões dos complementos de Shur 
da estrutura de 4 níveis da Fig. 5.6(c). É importante destacar, que a fatorização LU de uma matriz 
na forma multi-níveis tipo bloco diagonal com borda dupla não gera elementos não-zero extras, ver 
Apêndice C.
Fig. 5.6 Estrutura da matriz jacobiana com (a) 1 (um) nível e (b) 2 (dois) níveis de decomposição. 
(c) Estrutura multi-níveis (bloco diagonal com borda dupla) da matriz jacobiana para sucessivas 
decomposições incluindo um nível adicional. Assume-se que cada transistor intruduz 3 (três) 
variáveis de estado não-linear ( ).NF 2NF 1–=
2 níveis (188NF variáveis) 3 níveis (198NF variáveis) 4 níveis (202NF variáveis)




































A matriz jacobiana correspondente à derivada do vetor de resíduo, definido pela equação 




A matriz jacobiana, , assume uma estrutura multi-níveis tipo bloco diagonal com dupla borda. 
Os blocos na diagonal correspondem às matrizes jacobianas das SuRs de fundo e os blocos da 
borda horizontal correspondem às matrizes jacobianas associadas às redes de conexão. Os blocos 
na borda vertical é igual aos blocos na borda vertical de , uma vez que o vetor de funcão não-
linear não depende das variáveis de estado das redes de conexão. Seguindo a formulação do 





Lembremos que o vetor de resíduo, , possue a mesma organização do vetor de variável de 
estado, , ver  e (5.20).
A matriz jacobiana, , definida em (5.25), assume uma estrutura multi-níveis tipo bloco 
diagonal com borda vertical. Os blocos na diagonal correspondentes às matrizes jacobianas das 
SuRs de fundo . Em adição, a borda vertical é igual a zero, uma vez que o vetor de função 
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A seguir, discutiremos o cálculo da matriz jacobiana, , associada ào vetor de função 
não-linear de uma SuR de fundo, . Para simplificar notação, nas expressões abaixo iremos 
suprimir o superescrito .
Sendo assim, as derivadas das componentes espectrais do vetor de função não-linear, em 









correspondem aos elementos da matriz que definem a TFD, e sua inversa, respectivamente. Da 




Neste ponto, é conveniente definir: . Agora, substituindo as relações 
(5.32.a) e (5.32.b) nas expressões (5.30.a)-(5.30.d), e observando que
, (5.33)
podemos escrever as expressões correspondentes às derivadas do harmônico da função não-linear 
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onde  e .  e  correspondem ao espectro de 
frequência de derivadas e ao número de frequências em . Os coeficientes , , e  
correspondem aos coeficientes de Fourier da função no tempo, , definida previamente. A 
notação de matriz de bloco,  e , foi utilizada.
As expressões acima, podem ser generalizadas para regime multi-tons empregando a TFDM, 
ver somatórias (5.7.a) e (5.7.b). Sendo assim, introduzindo o vetor de índice , 






onde  ( ) e . Convém 
ressaltar, que as expressões acima assumem uma forma mais simples do que as expressões obtidas 
com a equação paramétrica, descrita em [18]. Como ilustração, a matriz jacobiana para um regime 
de único-tom com  harmônicos é mostrada na próxima página em (5.36).
Utilizando técnicas de matrizes esparsas, o controle de esparsidade da matriz jacobiana, para 
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Para entendermos o significado físico da expressão acima, vamos considerar que a amplitude 
(nível de potência) das fontes de excitação de CA é pequena o suficiente para não afetar as não-
linearidades das SuRs de fundo. Nesta condição, apenas a componente de CC ( ) do 
espectro de frequência de derivadas, , é necessária para a solução precisa da equação 
determinante do BH. Com o aumento do nível de potência das fontes de excitação, se torna 
necessário o aumento da largura-de-banda da matriz jacobiana. Na Fig. 5.7(a), podemos observar 
o padrão de esparsidade da matriz jacobiana, para o caso de único-tom gerado por (5.36), com 
 e . Neste caso, a fatorização LU não produzirá nenhum elemento não-zero 
adicional, i.e., o padrão de esparsidade é preservado [146].
Em regime multi-tons, para a exploração de técnicas de matriz esparsa, a estrutura não-zero da 
matriz jacobiana associada ào vetor de função não-linear, pode ser definida pelo seguinte espectro 
de frequência de derivada
, (5.37)
onde  e  são números inteiros, com  [18]. Como , então, em vista de 
(5.35.a)-(5.35.e) e da terceira relação de (5.37), os produtos de IM gerados por  e  serão 
considerados acoplados apenas quando , para . Neste caso, temos que 
. Vale notar que o parâmetro  controla a largura-de-banda da matriz jacobiana. 
Conforme destacado em [18], em algumas situações a técnica de frequency-windowing [49]
produzirá um desacoplamento da matriz jacobiana estruturalmente semelhante à estrutura tipo 
bloco diagonal, obtida com (5.37). Para ilustrar a aplicação do espectro de derivada (5.37), na Fig. 
5.7(b) podemos observar o padrão de esparsidade da matriz jacobiana obtida com  e 
. Neste caso, a fatorização LU não produzirá uma entrada não-zero. A topologia do espectro 
de sinal corresponde a um conversor de frequência de dois-tons ( ), ver Tabela 5.1, com 
,  e .
Dependendo do tipo de análise o espectro de derivadas pode ser diferente de uma SuR para 
outra. Para exemplificar, com o arquétipo dado no Capítulo 2, podemos considerar a análise de um 
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nNZB = 97 entries




não-zero: |ωk - ωl| = ωm
não-zero: ωk + ωl = ωn
não-zero: |ωk - ωl| = ωm e ωk + ωl = ωn
nNZ = 131 não-zeros
Esparsidade = 13.6 %
(a)
(b)
Fig. 5.7 (a) Padrão de esparsidade da matriz jacobiana para análise de único-tom. (b) Padrão de 
esparsidade da matriz jacobiana para análise de dois-tons (  - número de blocos não-zero).nNZB
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ruído, conversor em frequência de descida, oscilador local (OL) e amplificador de frequência 
intermediária (FI). Assumindo que cada um destes módulos consiste de uma SuR, vamos assumir 
que estamos interessados na determinação da faixa dinâmica do sistema de recepção. Neste caso, 
o amplificador de RF de sinais pode ser co. A rede de conexão pode ser considerada com o mesmo 
espectro de derivadas definido para o CF.
5.8. Conclusão
Iniciamos este capítulo com a apresentação das diferentes topologias do espectro de frequência, 
comumente utilizadas na análise do BH em regime de dois, três e multi-tons. A análise do BH em 
regime multi-tons inclui uma versão particularmente útil na determinação da característica de 
recrescimento espectral em amplificadores, multiplicadores e conversores em frequência, e 
consequêntemente, na determinação de figuras de mérito para distorção por IM , e.g., ACPR.
Em seguida, foram descritas diferentes técnicas para implementação das TFDs utilizadas nas 
conversões tempo-frequência do sinal, e requeridas durante o processo de análise do BH. Para a 
simulação em regime de único-tom, a implementação via TFR (versão radix, i.e., não limitada por 
uma base de 2) é a opção mais eficiente. Para regime de dois e três-tons a TFR-2D e a TFR-3D., 
respectivamente, devem ser utilizadas para obter a máxima precisão. Diferentes versões TFQPs 
foram discutidas e implementadas para comparação com as TFRMs. Para análise de sistemas com 
multi-portadoras de RF, foi introduzida a técnica de MAF, que permite a condução de conversões 
via TFR uni-dimensional. Para operações envolvendo sinais com modulação digital, foi discutida 
e implementada a TFMT para análise de amplificadores, e a TFMT-2D para análise de conversores 
em frequência. Vale ressaltar que, este tipo de transformada pode ser facilmente extendida para 
sistemas com multi-portadoras utilizando MAF. tipicamente, para sistemas de única- e multi-
portadoras de RF moduladas digitalmente, a análise é conduzida via método do BH-TE. A 
representação numérica de um sinal digital, utilizando multi-senos, foi discutida e implementada. 
Finalmente, utilizando o desenvolvimento dos capítulos anteriores, apresentamos a formulação 
da equação determinante do BH, no contexto da decomposição multi-níveis de circuito. As 
matrizes envolvidas nesta formulação, são todas formadas de múltiplos níveis, onde cada nível 
assume uma forma tipo bloco diagonal com e sem bordas laterais. Para resolução desta equação 
determinante, foi apresentado o cálculo analítico da matriz jacobiana do BH, que assume uma 
estrutura hierárquica multi-níveis tipo bloco diagonal com borda dupla. O conceito de espectro de 
frequência de derivada foi discutido e implementado, oferecendo um controle de esparsidade da 
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matriz jacobiana. O impacto da formulação multi-níveis na fatorização da matriz jacobiana do BH, 
para a solução direta ou iterativa via pré-condicionadores dos sistemas jacobianos, será discutido 
nos próximos capítulos.
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6. Métodos de Newton e do Tensor
6.1. Introdução
O CAPÍTULO ANTERIOR, foi introduzida uma eficiente metodologia para a formulação 
multi-níveis do problema do BH associado a análise (e otimização) de circuitos de RF em 
grande-escala. Agora, discutiremos a teoria e a implementação de métodos iterativos, para a 
eficiente solução deste problema, com o circuito operando em regime fortemente não-linear. 
Consideraremos que as SuRs de fundo produzem subsistemas do BH de pequena- e média-escala. 
Tradicionalmente, estes métodos fundamentam-se em aproximações sucessivas da raiz, obtida da 
solução de um modelo linear local (sistema jacobiano), resultante da linearização da equação 
determinante do BH entorno da iteração corrente. O clássico método de Newton (método padrão) 
com ou sem iterações de corda e de Shamanskii, bem como, os métodos da secante (quasi-Newton) 
[17],[46] são os mais utilizados na análise do BH, conforme descrito em [37],[38],[45],[18],[19]. 
Neste capítulo, investigaremos a aplicação (robustez e eficiência) de uma nova classe de métodos, 
entitulados métodos do tensor. O desempenho do método do tensor será avaliado, discutido e 
implementado em relação ao método padrão. Estes métodos apresentam como principal 
característica o fato de fundamentarem-se em um modelo local, de extensão do modelo linear que 
é utilizado na iteração de Newton com a inclusão de um termo quadrático contendo informação de 
segunda-ordem.
Iniciaremos a nossa discussão, seções 6.2 e 6.3, descrevendo a natureza do problema do BH para 
análise de circuitos forçados, definindo notação e apresentando o conceito de função nível. Em 
seguida, na Seção 6.4, apresentaremos um resumo na teoria e na implementação do método de 
Newton. Neste resumo, que também facilitará a discussão do método do tensor, as subseções 6.4.1
e 6.4.2, respectivamente, discutem a estratégia de globalização via pesquisa-em-linha, e a 
.implementação numérica adotada para o método padrão. Na Seção 6.5, organizada em quatro 
subseções, apresentaremos a teoria e a implementação do método do tensor [29],[30]. Para iniciar, 
as subseções 6.5.1 e 6.5.2 expõem a teoria básica adotada na construção e na solução do modelo 
do tensor. A Subseção 6.5.3 discute duas diferentes estratégias de globalização via pesquisa-em-
linha., específicas para os métodos do tensor, a saber: estratégia padrão (ver Subseção 6.5.3.a) [33]
e estratégia curvilinear (ver Subseção 6.5.3.b) [161]. A última Subseção 6.5.4, delineia a 
implementação do método do tensor adotada neste trabalho. Em adição, são apresentados 
algoritmos detalhados descrevendo a implementação numérica destes métodos.
Ainda neste capítulo, com o objetivo de ampliar a região de convergência dos solucionadores 
N
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não-lineares, na Seção 6.6 é apresentada a técnica de continuação (ou homotopia) [47]
implementada neste trabalho. Para validação dos algoritmos implementados e verificação 
preliminar no desempenho do método de Newton e do tensor, na Seção 6.7 são apresentados os 
resultados de uma série de testes numéricos realizados. As conclusões finais são reservadas para a 
Seção 6.8.
6.2. Considerações Preliminares
Conforme discutido anteriormente, a determinação da reposta de regime permanente em 
circuitos não-lineares forçados, via análise do BH, requer a solução de um sistema não-linear de 
equações algébricas. Sendo assim, este tipo de análise é equivalente a um problema de 
determinação-de-raiz, que pode ser postulado da seguine forma
Dado : , encontrar  tal que . (6.1)
onde  é a dimensão do problema. Lembramos que, na análise do BH, a dimensão é igual ao 
produto do número de variáveis de estado vezes o número de linhas espectrais. Alternativamente, 
introduzindo a função objetivo uni-dimensional, , podemos postular a mesma análise como um 
problema de otimização sem restrições, onde
Dado : , encontrar  no qual  é minimizada. (6.2)
A função objetivo é usualmente fundamentada na norma de mínimo-quadrado (M2), ou 
simplesmente norma-M2, do mapeamento não-linear, . De acordo com o debate apresentado em 
[162], a análise do BH deve ser conduzida utilizando (6.1). Isto deve-se à superior velocidade de 
convergência local dos métodos de determinação-de-raiz (e.g., método de Newton e do tensor) em 
relação aos métodos de otimização. No caso de sistemas autônomos e sincronizados, a análise do 
BH pode ser iniciada como um problema de otimização (6.2), para determinar uma iteração inicial 
dentro da região de convergência local para solução de (6.1) [163]. Seguindo a clássica notação 
adotada em análise funcional, neste capítulo iremos representar os vetores  e  pelos vetores 
 e , respectivamente. 
6.3. Função Nível
A função nível (ou mérito) é um tipo especial de função, que pode ser utilizada na condução do 
teste de aceitação (ou monotonicidade) do fator de amortecimento em estratégias de globalização 
F RN RN→ X∗ RN∈ F X∗( ) 0= RN∈
N
U
U RN R→ X∗ RN∈ U X( )
F
X F X( )
x F x( )
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do tipo pesquisa-em-linha. Esta função, no ponto , é definida pela seguinte expressão [166]
(6.3)
onde  é uma matriz ( , ) arbitrária constante não-singular e . O subescrito “ ” 
indica que a matriz, , é calculada em um determinado ponto estacionário, . Mais 
recentemente, foi introduzida, em [164], a função norma vetor com peso definida por
. (6.4)
Como podemos observar, as funções definidas em (6.3) e (6.4) estão diretamente relacionadas, e 




respectivamente, onde  é a matriz jacobiana, em , associada ào mapeamento . 
Apesar deste fato, a definição de função nível (6.3) não é citada em [164].
6.4. Método de Newton
O método de Newton é fundamentalmente um processo iterativo de aproximações lineares 
suscessivas, para determinação da raiz de um sistema de equação não-linear. Mais precisamente, 
fundamenta cada iteração em um vetor de correção, , resultante da solução do modelo linear dado 
por
, (6.7)
onde , , e  correspondem ao vetor de iteração, vetor de resíduo e 
matrix jacobiana, respectivamente. Observa-se, de imediato, que a raiz do modelo local descrito 
acima, corresponde à correção de Newton, e pode ser obtida através da solução do seguinte sistema
. (6.8)
Obviamente, a raiz existe apenas se  for uma matriz não-singular. Após o cálculo do vetor , 
a nova iteração pode ser facilmente calculada como . Sendo assim, o método de 
Newton pode ser postulado como se segue:
Dado: (6.9.a)
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Para  passo  até “convergência” faça: (6.9.b)
Encontrar:  tal que (6.9.c)
(6.9.d)
Assumindo que a convergência é atingida na k-ésima iteração, então podemos dizer que o processo 
iterativo acima é equivalente à solução de “ ” sistemas lineares (ou sistemas jacobianos) descritos 
por (6.7).
A convergência do processo iterativo (6.9.a)-(6.9.d) pode ser caracterizada por importantes 
resultados teóricos (análise funcional), e.g.: teorema de Newton-Kantorovich [17, p. 421], teorema 
de Newton-Mysovskii [17, p. 412] e o teorema apresentado por Dennis-Schnabel em [46, p. 95]. 
Versões refinadas dos dois primeiros teoremas e invariantes sob transformação afim foram 
apresentadas em [165]. As principais suposições nestes teoremas, são: (i) a matriz jacobiana em 
um domínio, , onde a solução é procurada, deve ser não-singular, e (ii) o mapeamento não-linear 





A suposição (6.10.a) corresponde à condição de continuidade Lipschitz (caso particular da 
condição de continuidade de Hölder) em . No contexto deste trabalho, esta suposição requer que 
as funções representando as características não-lineares dos dispositivos ativos sejam Lipschitz 
contínua, i.e., possuam no mínimo derivadas contínuas de primeira-ordem (de ordem superior, no 
caso de Hölder contínua) e de suave variação em . As demais suposições (6.10.b) e (6.10.c), 
definem um limite superior para o número de condicionamento da matriz jacobiana inversa, e para 
a norma do vetor de correção inicial, respectivamente. (Problema de deficiência de posto.) 
As propriedades de convergência do método de Newton descritas nos teoremas clássicos citados 
acima são de natureza local, i.e., válidas apenas quando a iteração está suficientemente próxima da 
raiz. Sendo assim, para extensão do domínio de convergência, uma estratégia de globalização deve 
ser empregada. No contexto do método de Newton, as estratégias comumente utilizadas são 
pesquisa-em-linha e região-de-confiança. Esta última é mais adequada aos métodos de otimização. 
Neste trabalho, vamos considerar a estratégia de pesquisa-em-linha.
A determinação da correção de Newton (6.8), quando a matriz jacobiana for esparsa, pode ser 
eficientemente conduzida utilizando a fatorização LU e técnicas de matrizes esparsas [146],[148].
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dN k, R
N∈ MN xk dN k,+( ) 0=
xk 1+ xk dN k,+←
k
D0
F:D RN RN→⊂ D D0 D⊂
J y( ) J x( )– γ y x–⋅≤ x y, D0∈
J x( ) 1– β≤ x D0∈
J x0( )




Para matriz jacobiana com representação densa, limitada à solução de sistemas de pequena-escala, 
a fatorização LU e o processo de retro-substituições possuem complexidades  e , 
respectivamente.
Com o propósito de ampliar o conhecimento teórico, e para comparação de desempenho, além 
do método de Newton, durante a execução deste trabalho, foram analisados e implementados os 
seguintes métodos: “Global Affine Invariant Newton” (GAIN) [166],[167],[168] e “Global 
Approximate Newton” (GAN) [169]. No método GAIN, o processo iterativo consiste basicamente 
de uma malha a-priori, e uma malha a-posteriori. Na malha a-priori a matriz jacobiana é sempre 
calculada e fatorada, e a correção de Newton é utilizada. Já na malha a-posteriori, a matriz 
jacobiana é mantida constante, e uma correção de Newton simplificada é utilizada. Neste método, 
o critério de chaveamento entre as malhas, está associado com a função nível natural (ou 
escalamento natural), e o fator de amortecimento é determinado em função de estimativas, 
chamadas de quantidades (ou parâmetros) de Kantorovich. No método GAN, o fator de 
amortecimento é determinado de forma simples, através da norma do resíduo e de um parâmetro 
adicional que controla a velocidade de convergência. Nos problemas testes considerados, estes 
métodos demonstraram um desempenho comparável, porém inferior ao método de Newton 
globalizado com pesquisa-em-linha.
Métodos fundamentados no modelo linear (6.7), no qual a matriz jacobiana, ou a sua inversa, 
pode ser aproximada em determinadas iterações, são chamados de quasi-Newton. O método da 
secante de Broyden [170] é um dos mais utilizados. Neste método, a aproximação secante da 
matriz jacobiana, ou da sua inversa, produz a boa, ou a má, fórmula de atualização de Broyden, 
respectivamente [46]. Este tipo de método é mais adequado para solução de sistemas não-lineares 
de pequena-escala, onde a matriz jacobiana é do tipo densa. A fórmula de atualização de Broyden 
pode ser eficientemente calculada, utilizando a matriz jacobiana decomposta via fatorização QR 
[46],[171].
6.4.1. Globalização via Pesquisa-em-Linha
A pesquisa-em-linha via retrocedimento é uma estratégia de globalização, de implementação ad 
hoc, comumente empregada no método de Newton, para melhorar sua robustez na busca da raiz 
quando a estimativa reside fora da região de convergência local. Assume-se que  e  
correspondem aos vetores de iteração e de correção (de Newton ou do tensor), respectivamente. 
Então, a estratégia em questão tenta encontrar uma nova iteração , com 
, que satisfaça um apropriado critério de redução da função nível, i.e., teste de 
O N3 3⁄( ) O N2( )
xk d
xk 1+ xk λ∗d+=
λ∗ R: 0 1 ],(∈
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monotonicidade. Numa -ésima iteração da pesquisa-em-linha, o valor ótimo do fator de 
amortecimento (ou relaxação), , pode ser obtido analiticamente através da solução de um 
polinômio de baixa-ordem, tipicamente de ordem quadrática, que interpola a função nível 
parametrizada . Notar que,  é uma função de restrição uni-
dimensional. Uma estratégia mais simples é a dividindo-pela-metade, onde o fator de 
amortecimento é simplesmente divido pela metade cada vez que o critério de aceitação é violado.
Utilizando a definição de função nível (6.3), e do seu gradiente (6.5), o teste de monotonicidade 
para aceitação do fator de amortecimento, , pode ser implementado via
, (6.11)
onde  é um parâmetro tipicamente igual a , correspondendo a um suave critério de 
aceitação, e  é a taxa de inclinação (ou derivada direcional) de  no ponto , dada por
. (6.12)
O teste monotônico (6.11) corresponde à bem conhecida condição de Armijo [46],[17] e 
favorece a característica de rápida convergência local (q-quadrática) dos métodos de Newton e do 
tensor (a ser discutido), particularmente quando a iteração corrente não está próxima da raiz 
procurada. Na prática, para assegurar esta característica, o fator de amortecimento deve ser restrito 
a um valor mínimo, . Adicionalmente, o valor inicial do fator de amortecimento, 
, deve ser selecionado de forma a evitar que a correção conduza a uma possível 
divergência em problemas com acentuadas não-linearidades. Fundamentada em experências 
númericas em uma grande variedade de problemas, a Tabela 6.I apresenta um simples critério para 
seleção do fator de amortecimento inicial e mínimo [168]. Como podemos observar, a seleção 
depende da classe do problema, definida em termos da força das não-linearidades presentes no 
mapeamento não-linear .
Tabela 6.1
DEFINIÇÃO DE CLASSE DO PROBLEMA
Classe do Problema






suavemente não-linear 1 0.0001
altamente não-linear 0.01 0.0001
extremamente não-linear 0.0001 0.0001
j
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O teste de aceitação (6.3) pode produzir diferentes resultados a depender da definição da matriz 
de peso . Um importante resultado é o da função nível associada com a norma de mínimos-
quadrados (M2), ou simplesmente norma-M2, onde temos que
. (6.13)
Neste caso, utilizando (6.12) e (6.13) deduzimos que a taxa de inclinação em norma-M2 é dada por
. (6.14)
Deste resultado, podemos observar que o teste (6.11) irá monitorar a redução da norma-M2 do 
resíduo (ou mapeamento não-linear), tal que: . O ângulo entre 
a correção de Newton e do passo de máxima-descida em, , pode ser calculado através da seguinte 
expressão
, (6.15)
onde  é o número de condicionamento de  em norma-M2 [17]. Conforme 
discutido em [164], o ângulo definido em (6.15), pode variar de 0 a 90 graus, tendo em vista que 
 e  são matrizes simétricas do tipo positiva definida compartilhando os 
mesmos auto-vetores e com recíprocos auto-valores. As direções são coincidentes apenas quando 
 é paralelo a um, e apenas um, dos auto-vetores de , uma rara situação mas de 
possível ocorrência. em um outro extremo, as direções tendem à ortogonalidade, quando  
contém uma ampla distribuição de auto-vetores, e  possui uma grande divergência 
em auto-valores, correspondendo a um elevado número de condicionamento, ver (6.15). 
Infelizmente, esta última condição co-relaciona bem com o aumento dos erros de arredondamento 
em operações de ponto flutuante nos procedimentos de fatorização de matriz e retro-substituição. 
Isto resulta na perda de precisão na determinação da correção de Newton, podendo produzir um 
ângulo acima de 90 graus entre as direções em consideração. Neste extremo, não existirá nenhum 
valor para o fator de amortecimento que satisfaça o teste de monotonicidade (6.77).
Para remediar a situação descrita acima, foi proposta em [166], a função nível natural que é a 
função nível associada com correção de Newton, i.e., com a norma de atualização-de-Newton 
(aN), ou norma-aN [164]. Neste caso, temos que
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O ponto estacionário, , definido anteriormente, é dado por . As expressões em (6.16)
definem a condição de escalamento natural para a correção de Newton. Introduzindo, 
, e utilizando (6.16), a função nível natural parametrizada em  é dada por
. (6.17)
Como podemos observar esta função tem como peso a matriz jacobiana inversa, , e o seu 
cálculo implica na resolução do seguinte sistema jacobiano
. (6.18)
Assumindo que a matriz jacobiana, , se encontra fatorizada na forma LU, então a solução do 
sistema acima requer apenas retro-substituições com complexidade .
Para a norma-aN, a taxa de inclinação utilizada no teste de monotonicidade (6.11) é dada por
. (6.19)
Isto significa que este teste irá monitorar a redução da norma-M2 de  em relação à norma-
M2 da correção de Newton, . 
Com as considerações acima, o algoritmo de pesquisa-em-linha, entitulado Algoritmo BLS, 
pode ser, então, apresentado como se segue:
Algoritmo BLS 
(“Backtracking Line-Search”)
(L-1) Dado: , , ,  e ;
(L-2) Calcular:  (gradiente);
(L-3) Calcular:  (taxa de inclinação);
(L-4) PARA  PASSO  ATÉ  FAÇA:
(L-5) SE ( ) ENTÃO  RETORNE.
(L-6) CASO CONTRÁRIO
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A condição de convergência, na linha (L-5) do algoritmo acima, é ativada quando o teste de 
monotonicidade (6.11) é satisfeito. Por outro lado, para ativar a condição de divergência devemos 
ter , onde  é o máximo número de iterações na pesquisa-em-linha. Esta condição 
pode ser utilizada para sinalizar divergência no método de Newton. Na linha (L-7) são indicadas 
as opções para determinação do fator de amortecimento, nomeando, dividindo-pela-metade ou 
interpolação quadrática [46]. Para evitar que o fator de amortecimento se torne muito pequeno, 
foram introduzidas as proteções nas linhas (L-8) e (L-9) (ver Tabela 6.1 para seleção de ). Para 
o cálculo do fator de amortecimento utilizando a opção dividindo-pela-metade, a linha (L-8) não 
possui nenhum efeito.
Apesar de não implementado neste trabalho, conforme introduzido em [172], existe a 
possibilidade de generalização de (6.11) no seguinte teste não-monotônico,
(6.20)
onde
,  para , (6.21)
e para . Testes númericos revelam que, quando comparado com a sua versão monotônica 
( ), o teste (6.20) para  ou  é geralmente competitivo, e na maioria dos casos 
mais eficiente. A aplicação desta técnica na análise de CC e do BH em circuitos eletrônicos pode 
ser encontrada em [173]. A implementação do teste não-monotônico é relativamente simples.
6.4.2. Implementação Modificada
Uma versão modificada do processo iterativo (6.9.a)-(6.9.d) (método clássico de Newton), 
equipado com a globalização de pesquisa-em-linha, via retrocedimento, foi implementado 
incluindo uma malha interna dentro da malha externa. Na malha interna, cada nova correção, 
denominada de correção de Newton simplificada, é calculada sem atualização da matriz jacobiana. 




(L-1) Dado: , ,  e ;
(L-2) ;
(L-3) PARA  PASSO  ATÉ  FAÇA: (malha externa)
(L-4) Calcular e fatorar: ; (matriz jacobiana)
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(L-5) Determinar:  tal que ;
(L-6) PARA  PASSO  ATÉ  FAÇA: (malha interna)
(L-7) Determinar:  via Algoritmo BLS;
(L-8) ;
(L-9) SE (“CONVERGÊNCIA” OU “DIVERGÊNCIA”) ENTÃO ; RETORNE.
(L-10) SE ( ) ENTÃO
(L-11) SE (  OU ) ENTÃO
(L-12) Determinar:  tal que †;
(L-13) ; (utilizar correção simplificada)
(L-14) CASO CONTRÁRIO
(L-15) SE ( ) ENTÃO FIM PARA;
(L-16) .
† .
Para o teste de convergência na linha (L-9), no algoritmo acima, foi adotado o seguinte critério, 
, onde  é uma tolerância de parada. Um outro critério, que também pode ser utilizado 
é  [34]. Já a divergência é detectada nas seguintes situações: a primeira, quando 
é atingido o número máximo de iterações, ; e a sgunda, quando a norma do vetor de 
correção é menor do que uma determinada tolerância de parada,  [34].
Se fizermos , no algoritmo acima, obtemos o método de Newton convencional, i.e., 
sem correções simplificadas. No outro extremo, gerando apenas correções simplificadas,  e 
, obtemos o método de corda-paralela, com a matriz jacobiana calculada no 
ponto inicial e mantida constante em todas as iterações [17]. Para  obtemos o 
método de Newton-Shamanskii [17], sem e com chaveamento para fora da malha interna (L-6)-(L-
15),  e , respectivamente. O parâmetro  determina a mínima razão de redução da 
função nível para se manter na malha interna de correções simplificadas. Em muitas aplicações, 
este parâmetro pode ser tipicamente selecionado em torno de - . Como podemos observar, 
a matriz jacobiana é mantida constante durante as iterações simplificadas. Na linha (L-7), o 
emprego da globalização, via pesquisa-em-linha para amortecimento do passo (ou correção), pode 
ser eliminado fazendo  no algoritmo BLS. Uma outra possibilidade, para formulação 
da correção de Newton simplificada, está fundamentada na fórmula de atualização de posto-dois 
de Davidon-Fletcher-Powell (DFP), desenvolvida para utilização com a matrix jacobiana 
fatorizada na forma LU [17]. Porém, esta técnica requer uma área extra de mémoria para 
armazenagem de vetores de trabalho, e a aplicação de uma sequência de operações aritiméticas 
com estes vetores, que cresce linearmente a cada iteração simplificada. 
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No contexto da análise do BH, se assumirmos que matriz jacobiana é calculada no ponto de 
iteração inicial, utilizando um espectro de derivada contendo apenas a componente de frequência 
de CC, e mantida constante durante todas as iterações. Então, o algoritmo GN (operando como 
método das cordas) produzirá iterações equivalentes ao método cêntrico-linear apresentado em 
[20]. A análise e a otimização da distorção por intermodulação (DIM) em circuitos não-lineares 
via BH, tipicamente resulta em um problema de grande-escala, onde este método pode ser a única 
alternativa viável.
6.5. Método do Tensor
No trabalho apresentado em [29], foi proposto um novo método para solução de sistemas de 
equações não-lineares, que fundamenta cada correção, , na solução de um modelo com 
informação de segunda-ordem, representando uma aproximação de  na vizinhança de . Este 
novo modelo local, pode ser visto como uma extensão do modelo linear (6.7), onde foi adicionado 
um novo termo quadrático, dado por
, (6.22)
onde  é um objeto tri-dimensional frequentemente referido como tensor, e com sua 
composição descrita em [29]. Por esta razão, (6.22) é descrito como modelo do tensor, e os 
métodos fundamentados nele de métodos do tensor. Idealmente, seria interessante utilizar o tensor 
de derivadas de segunda-ordem, em (6.22), porém sua geração, armazenagem e solução teriam um 
custo inaceitável por iteração. Não obstante, estas dificuldades podem ser superadas escolhendo 
 com uma forma de baixo posto, gerada através de um processo interpolativo envolvendo o 
mapeamento não-linear (ou a matriz jacobiana), a ser discutido abaixo.
Em geral, o processo iterativo básico descrevendo o método do tensor, pode ser descrito da 
seguinte forma
Dado: (6.23.a)
Para  passo  até “convergência” faça: (6.23.b)
Encontrar:  tal que (6.23.c)
Encontrar:  que minimiza (6.23.d)
Escolher:  entre  e (6.23.e)
(6.23.f)
Para que o processo iterativo acima seja eficiente, quando comparado com (6.9.a)-(6.9.d), a 
d
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construção e a solução do modelo do tensor, em (6.23.d), deve exigir o mínimo de recursos de 
memória e tempo de processamento. Convém ressaltar que a determinação da correção do tensor 
pode resultar em um problema de minimização, pois o modelo do tensor pode não ter raiz. Outro 
aspecto importante, é a implementação de (6.23.e) utilizando um eficiente critério para seleção da 
correção entre  e .
A análise de convergência local desenvolvida em [174], sobre leve suposições, estabelece 
vantagens teóricas dos métodos do tensor sobre o método de Newton, nos problemas em que a 
matriz jacobiana na raiz possui uma pequena deficiência de posto. A análise também demonstra 
que, quando a matriz jacobiana é não-singular na raiz, o método do tensor converge pelo menos 
quadraticamente. Em adição, como resultado das diversas experiências numéricas reportadas em 
[29] pode-se afirmar que o método do tensor, a ser discutido abaixo, é muito frequentemente mais 
eficiente que o método de Newton, e nunca significantemente menos eficiente, principalmente em 
problemas cuja a matriz jacobiana é singular ou mal condicionada na raiz. Estes resultados 
motivaram a investigação do seu desempenho com relação ao método de Newton quando aplicado 
na análise de regime CC e do BH (em pequena escala).
6.5.1. Constução do Modelo Tensor
Conforme discutido acima, o termo quadrático no modelo do tensor (6.22) não contém 
informação de derivadas de segunda-ordem; ao invés disso, o modelo é construído impondo a 
condição de interpolação do mapeamento não-linear , ou de sua associada matriz jacobiana 
, em pontos passados, não necessariamene consecutivos. Se utilizarmos a condição de 




Seguindo as argumentações apresentadas em [63], a história de pontos passados não deve exceder
. Se introduzirmos, os vetores
(6.26)
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Adotando-se a prática padrão, e bem suscedida, utilizada em métodos da secante para solução de 
equações não-lineares e problemas de otimização (ver [46]), o objeto tensor  pode ser gerado 
através da solução do seguinte problema [29]
(6.28)
onde  é a norma de Frobenius [157]. Neste ponto, é conviniente definirmos a matriz  
cujas as linhas são formadas pelos vetores ’s, e a matriz  na qual , 
. Conforme demonstrado em [29], a solução do problema (6.28), consiste na somatória 
de  tensores de posto-um, cujas faces horizontais são simétricas e dadas por
, (6.29)
onde  é a j-ésima coluna de  com  e  é a matriz cujas colunas são 
formadas pelos vetores ’s. Então, notando que , e utilizando a definição do produto vetor 
com objeto tensor, podemos finalmente escrever o modelo tensor como
. (6.30)
Na expressão acima, foi introduzida a notação , onde  denota um vetor  tal que 
, . 
Da expressão (6.30) podemos facilmente observar que utilizando interpolação com um ponto 
passado ( ), o termo quadrático se reduz para , e o seu cálculo envolve um produto 






Conforme discutiremos a seguir, a expansão de segunda-ordem de posto-um (6.31), é a mais 
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6.5.2. Solução do Modelo Tensor
Em geral, conforme discutido em [29], o modelo do tensor (6.30) pode não possuir uma raiz. 
Desta forma, sua resolução deve ser considerada como um problema de minimização sem restrição 
que pode ser enunciado como se segue 
. (6.35)
Na situação em que o modelo tensor consiste de um sistema denso de equações de pequena-escala, 
a solução pode ser eficientemente calculada utilizando o método da fatorização QR, ver [29]. O 
custo aproximado para determinação da solução é de  operações aritiméticas.
Este procedimento possui a virtude de ser numericamente estável mesmo quando a matriz 
jacobiana é singular ou mal-condicionada. Para a solução eficiente do modelo do tensor constituído 
de um sistema esparso de equações de pequena- a média-escala, pode ser adotado o procedimento 
proposto em [30]. Para ser breve, destacaremos apenas os passos básicos deste procedimento 
adequado para uma matriz jacobiana esparsa não-singular. 




•  é igual a  onde . Esta relação 
resulta de uma escolha judiciosa a ser discutida abaixo.
• é uma base ortonormal para o subespaço ortogonal medido pelas colunas da 
matriz .
Da teoria básica de algebra linear sabemos que, se aplicarmos a transformação ortogonal (6.36) em 
(6.35), o problema de minimização permanece inalterado, e pode ser re-escrito da seguinte forma
. (6.37)
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respectivamente. Para encontrarmos a solução de (6.37) devemos fazer  e assumir 
uma solução na forma . Sendo assim, com a introdução do vetor , e das 
relações (6.38) e (6.39), pode-se demonstrar que (6.37) se reduz em
, (6.40)




Importante lembrar que  denota o vetor cuja i-ésima componente é dada por . Como 
podemos observar, a determinação da correção do tensor requer a solução de um problema -
dimensional de minimização sem restrição. O procedimento discutido acima é válido apenas 
quando a matriz jacobiana possui posto completo, e pode ser visto como um caso particular do 
procedimento desenvolvido para sistemas de mínimos-quadrados não-lineares [30].
Se considerarmos os métodos do tensor utilizando interpolação com apenas um ponto passado, 
, (6.40) se reduz a um problema uni-dimensional e, consequentemente pode ser resolvido 
analiticamente. Neste caso, os objetos do tipo matriz e vetor, relacionados ao termo quadrático do 





No cálculo dos coeficientes acima,  denota a correção de Newton, já definida em (6.8), 
enquanto o vetor  é obtido como solução do seguinte sistema jacobiano
. (6.45)
Nesta condição,  e, utilizando (6.43) e (6.45), demonstra-se facilmente que a expressão 
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A computação de (6.50.a) e (6.50.b) não é requerida quando o modelo do tensor, i.e., , possuir 
pelo menos uma raiz real. Neste caso, , o cálculo da correção do tensor necessita apenas do 
cálculo de (6.45), via retro-substituições LU (complexidade ). Caso contrário, precisamos 
determinar também (6.50.a) e (6.50.b), via retro-substituições LU. Se o polinômio  possuir 
raízes reais e distintas, será selecionada a raiz de menor valor absoluto. Esta escolha conservativa 
mantém a correção do tensor mais próxima da correção de Newton.
Quando a iteração está próxima da solução, o modelo do tensor, em aproximadamente todos os 
casos, possuirá uma raiz real. Sendo assim, os casos nos quais o modelo do tensor possui apenas 
raízes complexas, usualmente ocorrem quando o solucionador não-linear está longe da solução e 
executando grandes passos (ou correções). Nesta situação, o termo do tensor de segunda-ordem, 
, que é formado por uma aproximação secante, e depende da norma da correção (ou tamanho do 
passo), é muito provavelmente uma aproximação pobre. Como resultado, o modelo do tensor local 
pode desviar consideravelmente do mapeamento não-linear, , em torno de  e, 
consequentemente,  pode não ter mais uma raiz real.
A intuição nos sugere que, quando o modelo local está significantemente errado, devemos 
recuar e ser menos agressivos na tentativa de modelar o mapeamento não-linear ao redor de . 
Assim sendo, foi sugerido em [35], atenuar o modelo do tensor local através do escalamento da 
informação de segunda-ordem, para produzir um comportamento próximo a um modelo linear (o 
mesmo que define a correção de Newton). Para realizarmos esta função, multiplicamos o termo do 
tensor  por um parâmetro escalar, , de tal forma que
. (6.51)
Este parâmetro é inicialmente igual a um, o que implica na solução do modelo do tensor padrão 
(6.31), mas se uma raiz real não for encontrada, então escolhemos , de tal forma que este 
modelo possua uma raiz real. Isto é obtido facilmente com a formação do polinômio quadrático 
parametrizado
, (6.52)
onde os coeficientes deste polinômino são dados por (6.44.a) e (6.44.b). Se o polinômio quadrático 
acima não tiver uma raiz real para , então o valor de  que admite uma única raiz real é dado 
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Neste caso, para que  seja menor que zero (raízes complexas), devemos ter 
 o que, consequentemente, resulta em . Sob estas condicões, a correção do tensor 
(6.46) é simplesmente dada por: , onde
. (6.54)
Pode-se demonstrar que apesar da exclusão do último termo em (6.46), a correção do tensor ainda 
retém as mesmas propriedades de convergência local do método do tensor, com resolução 
completa do seu associado modelo local [114]. A economia produzida com o procedimento acima 
resulta da eliminação da solução dos sistemas (6.50.a) e (6.50.b) via retro-substituição LU com 
complexidade . As vantagens deste procedimento são significantes no desenvolvimento das 
versões inexatas do método do tensor, conforme será descrito no próximo capítulo.
6.5.3. Globalização via Pesquisa-em-Linha
A seguir, serão discutidas duas diferentes estratégias de pesquisa-em-linha, particularmente 
desenvolvidas para o método do tensor. Estas estratégias, entituladas de pesquisa-em-linha padrão
e de pesquisa-em-linha curvilinear, foram originalmente propostas em [33] e [161], 
respectivamente. Além destas estratégias, vale citar o algoritmo de pesquisa-emlinha proposto em 
[29], e que segue a mesma filosofia da estratégia padrão considerada.
6.5.3.a. Estratégia Padrão
Na estratégia padrão, a direção do tensor possui a preferência, porém se esta direção não 
satisfizer um apropriado teste de monotonicidade, e não for uma direção suficientemente de 
descida, uma pesquisa-em-linha extra na direção de Newton será efetuada. Adicionalmente, uma 
pesquisa-em-linha na direção do tensor é realizada. O algoritmo BLS-TS, descrito abaixo, 
representa a realização da estratégia padrão neste trabalho, e segue a mesma implementação 
utilizada no programa TENSOLVE [33].
Algoritmo BLS-TS 
(“Backtracking Line-Search - Tensor Standard”)
τ 14c0 k, c2 k,
----------------------=
δ 1 4c0 k, c2 k,–=









(L-1) Dado: ( ); ;
(L-2) Calcular:  (gradiente);
(L-3) Calcular:  (taxa de inclinação);
(L-4) SE ( ) ENTÃO
(L-5) ; ;
(L-6) CASO CONTRÁRIO
(L-7) Determinar:  na direção  via o algoritmo BLS;
(L-8) SE ( ) ENTÃO
(L-9) ; ;
(L-10) CASO CONTRÁRIO
(L-11) Determinar:  na direção  via o algoritmo BLS;




O teste, na linha (L-4) do algoritmo acima, é equivalente ao teste de monotonicidade (6.11) em 
norma-M2, quando . Se este teste for satisfeito, a correção do tensor é selecionada. 
Assumindo que o modelo do tensor tenha pelo menos uma raiz real, então, assim como na correção 
de Newton, o cálculo da correção do tensor necessita apenas da solução, via retro-substituições, de 
um sistema jacobiano fatorizado na forma LU. Caso a correção do tensor não seja aprovada, outros 
testes devem são realizados, para selecionar a melhor direção entre as direções de Newton e do 
tensor. O primeiro destes testes, na linha (L-8), verifica se a correção do tensor está em uma direção 
de suficiente descida, i.e, se o ângulo entre a correção do tensor e o seu gradiente está abaixo de 
um certo máximo definido pelo parâmetro . Como podemos observar, a sua condução necessita 
do cálculo do gradiente da função nível em . Se este teste falhar, então um segundo e último 
teste, ver (L-12), selecionará a correção que proporciona uma maior redução da função nível.
6.5.3.b. Estratégia Curvilinear
Uma das principais vantagens da estratégia curvilinear, proposta em [161], é a eliminação de 
uma eventual pesquisa-em-linha na direção da correção de Newton, necessária na estratégia padrão 
descrita anteriormente. Para tal, vamos considerar a seguinte modificação no modelo tensor,
, (6.55)
onde podemos observar a presença do fator de amortecimento, , variando com  contador de 
α γ, 0 1,( )∈ α γ 10 4–= = xk dT k, dN k,, , R
N∈
∇f xk( ) J xk( )
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tax_inck ∇f xk( )
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iterações de pesquisa-em-linha. Seguindo o mesmo processo utilizado no cálculo da correção do 





e . De discussões prévias, sabemos que  poderá ser a raiz real 
de menor magnitude do polinômio quadrático (6.57), ou o minimizador deste polinômio, se as 
raízes forem complexas. Em ambas situações, utilizando uma simples linha de prova, demonstra-
se em [161], que  diminui monotonicamente quando . Ou seja, 
segue, em princípio, a propriedade do passo de Newton, onde  
implica em uma redução linear de  em relação a , com o aumento de  no 
intervalo . Como podemos observar de (6.56) e (6.57), para , a correção do tensor 
curvilinear (6.56) corresponde à correção do tensor (6.46). Também demonstra-se em [161], que 
esta correção assintoticamente se aproxima da direção da correção de Newton, quando . 
Sendo assim, a pesquisa-em-linha curvilinear, em discussão, tem a virtude de emular o 
comportamento dos métodos de região de confiança, oferencendo a “melhor” correção como 
primeira tentativa, e gradualmente regressando para uma direção segura quando comprimento do 
passo se encolhe para zero.
Devido à possibilidade da correção do tensor curvilinear não estar na direção de descida, o teste 
de monotonicidade na estratégia curvilinear, deve ser dado por
, (6.58)
onde a derivada direcional, , é o produto-interno entre o gradiente, , e a correção de 
Newton, . O algoritmo BLS-TC (“Backtracking Line-Search - Tensor Curvilinear”), que 
representa a implementação da estratégia curvilinear neste trabalho, possui fundamentalmente a 
mesma estrutura do Algoritmo BLS; por isto sua descrição foi omitida. Devido à dependência não-
linear da correção do tensor com o fator de amortecimento, a técnica dividindo-pela-metade foi 
sugerida em substitução ao procedimento de interpolação. Na determinação da raíz real de menor 
magnitude do polinômio (6.57), devemos considerar o problema do cancelamento da contribuição 
de  no cálculo desta raiz, quando .
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6.5.4. Implementação Modificada
Seguindo a mesma concepção do algoritmo GN, foi desenvolvida uma versão modificada do 
processo iterativo (6.23.a)-(6.23.f) (método do tensor), globalizado com estratégia de pesquisa-
em-linha. Na malha simplificada deste algoritmo, cada nova correção, denominada de correção do 
tensor simplificada, é calculada sem atualização da matriz jacobiana e dos vetores que definem o 
termo quadrático do tensor. A implementação envolve um objeto tensor de posto-um com 
interpolação de um ponto passado na sua formação. Com base nesta concepção, foi desenvolvido 
o algoritmo GT descrito abaixo. 
Algoritmo GT 
(“Global Tensor”)
(L-1) Dado: , ,  e ;
(L-2) ;
(L-3) PARA  PASSO  ATÉ  FAÇA: (malha externa)
(L-4) Calcular e fatorar: ; (matriz jacobiana)
(L-5) Determinar:  tal que ;
(L-6) SE ( ) ENTÃO
(L-7) Calcular:  e ;
(L-8) Determinar:  tal que ;
(L-9) PARA  PASSO  ATÉ  FAÇA: (malha interna)
(L-10) SE ( ) ENTÃO
(L-11) Determinar:  e  entre  ou  via Algoritmo BLS-TS, ou
determinar:  e  via algoritmo BLS-TC;
(L-12) CASO CONTRÁRIO
(L-13) Determinar:  e  via Algoritmo BLS;
(L-14) ;
(L-15) SE (“CONVERGÊNCIA” OU “DIVERGÊNCIA”) ENTÃO  RETORNE;
(L-16) SE (  E ) ENTÃO
(L-17) SE (  OU ) ENTÃO
(L-18)  Determinar:  tal que †;
(L-19) Calcular:  e ;
(L-20)  Determinar:  tal que ††;
(L-21)  ; ; (utilizar correções simplificadas)
(L-22) CASO CONTRÁRIO
(L-23) SE ( ) ENTÃO FIM PARA;
(L-24) .
x0 R
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N∈ MN xk dN k,+( ) 0=
k 0>
sk xk xk 1––= ak
2
mk
------ F xk 1–( ) F xk( ) Jisk––( )=
dT k, R
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No algoritmo acima, foram empregados os mesmos testes de convergência e de divergência 
adotados no Algoritmo GN (método de Newton), assim como os mesmos parâmetros de entrada. 
Podemos observar facilmente que para  obtemos o método do tensor convencional, i.e., 
sem correções simplificadas. Porém, para  e , e para , 
obtemos iterações análogas às definidas no método de Newton-corda-paralela e de Newton-
Shamanskii, respectivamente. Em geral, o valor do parâmetro , que controla o uso da malha 
interna, (L-9)-(L-23), pode ser selecionado na mesma faixa definida no Algoritmo GN. As 
pesquisas-em-linha, nas linhas (L-11) e (L-13), para amortecimento do passo (ou correção), pode 
ser desabilitada fazendo  no Algoritmo BLS-TS ou BLS-TC, e no Algoritmo BLS, 
respectivamente.
6.6. Técnica de Continuação
Em geral, os métodos de Newton e do tensor convergem apenas quando a iteração inicial está 
localizada suficientemente próxima da raiz procurada. Para ampliar o domínio de convergência 
destes métodos, quando a iteração inicial estiver fora da hiper-esfera que define a região de 
convergência local, pode ser empregad a técnica de continuação (ou homotopia). A aplicação desta 
técnica é simples, e envolve a solução da equação do operador não-linear, , 
definido por [17]
, (6.59)
onde  é o parâmetro de homotopia. Para , assume-se que (6.59) tem uma solução conhecida 
dada por . Com isto, o objetivo é encontrar a solução desconhecida, , para . Se o 
problema depender do parâmetro, , tal que: , então nos referimos a esta situação 
como continuação natural. Por outro lado, denomina-se continuação artificial quando o parâmetro 
de continuação é artificialmente introduzido [175],[17]. Esta última técnica, possui a desvantagem 
de produzir soluções não-físicas no caminho de homotopia, para .
Neste trabalho, nas análises de CC e do BH, assumimos que o problema depende naturalmente 
do parâmetro de homotopia. Em geral, este parâmetro pode estar associado com: a intensidade de 
fonte independente de CC e de RF, valor de um componente do circuito (resistência, indutância, 
MN xk 1+ dN+( ) F xk 1+( ) JidN+=
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capacitância, etc), temperatura, frequência de operação, etc.
Antes de descrevermos o método de continuação implementado, vamos introduzir o parâmetro 
de continuação, , tal que:  ou , e os pontos  e  
conectados por um caminho de homotopia, . Neste caso, podemos re-escrever 
(6.59) como se segue
. (6.60)
Da expressão acima, é obvio que para  e  obtemos a solução inicial e final do problema 
original dadas por  e , respectivamente.
Para implementação da técnica de continução, utilizamos o procedimento duplicando-
comprimento-do-passo, proposto em [47]. Para explicar o mecanismo básico de operação deste 
procedimento, vamos assumir que o processo discreto de continuação já progrediu através dos 
parâmetros < …< < , selecionados sob o caminho de homotopia, com , 
…, , , e onde  é a iteração corrente. Neste caso, a i-ésima variável 
independente pode ser estimada pela interpolação polinomial, dada por
 (6.61)
onde  denota os polinômios Lagrangeanos de ordem-  [175]. Neste trabalho esta predição é 
conduzida via extrapolação polinomial de até ordem cubica. Se as derivadas de , com relação 
a , forem suficientemente precisas e estiverem disponíveis, então a extrapolação utilizando 
polinômios de Hermite pode ser preferencial. Idealmente, gostaríamos de controlar o 
comprimento-do-passo [175], , de tal forma que a iteração predita resida na região de 
convergência local (e o mais próximo possível da raiz) do solucionador não-linear [166]. Uma 
discussão sob o controle de  para os métodos de continuação, incluindo aqueles fundamentados 
em técnicas de extrapolação, pode ser encontrado em [175]. Em adição, um interessante método 
de continuação, fundamentado na extrapolação de Padé, foi proposto em [48], para análise do BH. 
Com a extrapolação, esperamos obter um caminho predito razoalvelmente próximo do caminho de 
homotopia, onde cada ponto predito é utilizado como iteração inicial na aplicação do método de 
Newton ou do tensor (corretor), para encontrar a solução correta. Sendo assim, se a solução correta 
puder ser encontrada, o método de continuação pode ser caracterizado como iterações do tipo 
preditor-corretor. Entretanto, se uma solução do problema não for encontrada , i.e., algum critério 
de divergência for satisfeito, então o tamanho-de-passo  é dividido pela metade e a solução é 
novamente procurada. Para problemas fortemente não-lineares, o comprimento-do-passo pode 
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decrescer abaixo de um limite aceitável. Como consequência, o tempo de computação pode 
aumentar de forma considerável tornando inviável o processo de homotopia. Por outro lado, se 
uma nova solução for encontrada, então uma extrapolação (preditor) é feita, e após uma série de 
bem-suscedidos passos preditor-corretor, o comprimento-do-passo é dobrado em uma tentativa de 
acelarar o processo de homotopia.
6.7. Testes Preliminares
Para validar a implementação e avaliar o desempenho do método do tensor versus o método de 
Newton, foram realizados uma série de experimentos númericos utilizando o conjunto de 
problemas testes da coleção de Moré, Garbow e Hillstrom (MGH) [176]. Os resultados 
apresentados abaixo, foram obtidos das implementações do Algoritmo GN e do Algoritmo GT, 
introduzidos acima.
Os primeiros resultados, comparando o método do tensor com o método de Newton, foram 
sumarizados na Tabela 6.2. Nesta tabela, foram introduzidas os seguintes parâmetros: número de 
iterações, , e número de cálculo da função, . Estes resultados foram obtidos empregando 
pesquisa-em-linha com interpolação quadrática, e função nível definida em norma-M2. No método 
do tensor, foi utilizada a pesquisa-em-linha com a estratégia padrão. Convém lembrar, que esta 
estratégia de pesquisa-em-linha padrão, para o método do tensor, requer um maior, , quando 
comparada com a pesquisa-em-linha para o método de Newton. Nos resultados abaixo, para os 
parâmetros , , , ,  e  foram utilizados os seguintes valores , 
, , , , e , respectivamente. Para a pesquisa-em-linha foram utilizados , 
, e . De imediato, dos resultados da Tabela 6.2, podemos observar que o 
método de Newton produz 4 (quatro) falhas, enquanto o método do tensor produz apenas 2 (duas). 
A seguir, para estabelecermos uma comparação gráfica entre os métodos discutidos acima, 
vamos utilizar a seguinte figura de mérito, entitulada de razão de desempenho (RD), e definida por: 
, onde  [161]. Na Fig. 6.1, podemos 
observar graficamente a RD, tendo o método de Newton como método padrão, e o método do 
tensor como método novo. Lembramos que ambos os métodos foram globalizados com pesquisa-
em-linha, sendo que, no método do tensor, foi utilizada a estratégia padrão. Mais precisamente, as 
Figs. 6.1(a) e (b) se referem, respectivamente, aos problemas onde  é não-sigular, e aos 
problemas onde  é singular com , sendo  igual à dimensão do problema. 
Vale ressaltar que, os dados da Tabela 6.2 correspondem ao gráfico da Fig. 6.1(a). Definimos o 
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problema fácil como aquele no qual a convergência ocorre em menos de dez iterações, i.e., 
. Então, podemos observar que, em termos de , para o caso não-singular o método do 
tensor é sempre superior nos problemas difíceis e nos problemas fáceis é inferior apenas duas 
vezes. Como esperado, para os problemas com matriz jacobiana singular na raiz, o método do 
tensor possui uma dramática vantagem sobre o método de Newton. Em termos de , podemos 
observar que a superioridade do método do tensor é menos significante do que a razão de 
desempenho para . Isto deve-se ao maior custo por iteração (pesquisa nas direções de Newton e 
do tensor) da estratégia pesquisa-em-linha padrão, comparando-se com a curvilinear.
Nos gráficos da Fig. 6.2., são apresentados os testes para avaliar o desempenho das estratégias 
de pesquisa-em-linha utilizadas no método do tensor. Detalhando, na Fig. 6.2(a), a estratégia de 
pesquisa-em-linha curvilinear, com retrocedimento via interpolação quadrática, é comparada com 
a estratégia de pesquisa-em-linha padrão. Já na Fig. 6.2(b), o retrocedimento com redução do 
Table 6.2
RESULTADOS PARA O CONJUNTO DE PROBLEMAS TESTES DE MORÉ, GARBOW E HILLSTROM [176].
† .
Função n x0
Método padrão: Newton Método novo: tensor
†
1 Box 3D 3 1 2 3 3,7-8 3 4 2,0-16 9,9-52 10 3 4 1,4-12 3 4 4,8-10 1,4-3
3 Brown almost linear 10 1 150 162 — 12 53 7,8-14 —4 10 9 11 2,2-8 8 17 3,5-15 7,3-8
5
Broyden banded 30
1 5 6 1,5-8 5 6 3,0-13 8,7-10
6 10 11 12 5,7-12 9 10 5,7-15 3,2-13
7 100 17 18 3,5-15 13 14 1,7-10 1,0-11
8
Broyden tridiagonal 30
1 4 5 1,1-9 4 5 6,4-12 9,4-11
9 10 8 9 4,6-15 5 6 1,3-10 7,6-12
10 100 11 12 6,1-12 5 6 1,1-8 6,5-10
11
Chebyquad
7 1 7 11 6,2-9 6 8 3,4-8 1,3-1
12 9 1 150 1124 — 7 13 2,9-11 —
13 4 10 53 125 1,1-10 50 196 7,5-10 1,0
14
Discrete boundary 10
1 2 3 3,1-8 2 3 6,9-9 2,7-7
15 10 3 4 1,7-9 3 4 5,4-10 1,1-8
16 100 9 10 1,1-14 8 9 5,8-12 1,0-11
17
Discrete integral 30
1 3 4 9,8-15 2 3 6,4-8 5,1-8
18 10 3 4 3,1-8 3 4 8,6-9 1,8-8
19 100 9 10 2,2-13 7 8 2,7-8 2,5-8
20
Helical valley 3
1 9 12 4,1-11 9 18 2,6-16 3,0-12
21 10 12 19 6,9-8 11 28 1,3-13 5,4-9
22 100 17 25 6,1-8 12 33 1,3-9 4,2-9
23
Powell singular 4
1 14 15 4,7-8 3 4 2,3-16 1,5-4
24 10 17 18 7,4-8 3 4 7,6-15 1,9-4
25 100 21 22 2,9-8 3 4 3,0-12 1,2-4
26 Rosenbrock 2 1 14 27 0,0 7 21 0,0 0,027 10 3 5 1,3-14 6 15 2,2-8 1,5-9
28
Trigonometric 30
1 13 26 3,2-8 11 42 1,3-9 5,1-2
29 10 150 1120 — 150 2276 — —
30 100 150 989 — 115 1049 — —
31
Variable dimension 10
1 14 15 2,6-12 8 9 4,7-12 5,9-15
32 10 17 18 0,0 10 11 2,7-13 2,3-16
33 100 23 24 5,2-10 17 25 2,7-8 2,2-11
34 Wood gradient 4 1 17 24 4,0-13 11 22 7,0-8 2,6-835 10 59 134 4,8-14 61 217 1,9-14 8,2-15








parâmetro de amortecimento, via técnica λ-dividindo-pela-metade, é comparada com a estratégia 
padrão. Os resultados destas figuras demonstram uma superioridade, em termos de  e , da 
pesquisa-em-linha curvilinear sobre a padrão, exceto pelos resultados obtidos no problema 4. 
Conforme esperado, e em contraposição com os resultados da Fig. 6.1, as RDs para pesquisa-em-
linha, ilustradas na Fig. 6.2, são significantemente maiores em função de , quando comparadas 
com as RDs em função de .
Os resultados apresentados acima confirmam a superioridade do método do tensor, 
particularmente quando este utiliza a pesquisa-em-linha curvilinear, em relação ao método de 
Newton, em termos de tempo de processamento e robustez, com um insignificante custo extra de 
memória. Em adição, estes resultados estão consistentes com os obtidos em [29] e [161], e validam 
a implementação dos solucionadores de equação não-linear propostos.
6.8. Conclusão




















Fig. 6.1 Gráficos da razão de desempenho (RD) do método do tensor (novo) vs. método Newton 

















implementação de solucionadores de equação não-linear com SuRs de fundo em pequena-escala, 
utilizando matrizes densas, e em média-escala, utilizando a técnica de matrizes esparsas. Estes 
solucionadores, método de Newton e do tensor, também serão utilizados na análise de CC do 
circuito, que define a iteração inicial utilizada na solução do regime permanente do circuito. Em 
adição, nestes métodos de solução direta do sistema jacobiano, a fatorização da matriz jacobiana é 
o que limita a sua aplicação em problemas com SuRs de fundo em grande-escala.
O conceito de função nível foi discutido e implementado, possibilitando testes de 
monotonicidade operando com a redução da norma-M2 do mapeamento (resíduo não-linear), ou 
com a redução da norma-M2 da correção, no método de Newton. A teoria básica do método de 
Newton (ou método padrão), globalizado com a estratégia de pesquisa-em-linha, foi discutida 
incluindo sua implementação numérica. O método do tensor discutido e implementado, utiliza um 
objeto tensor de posto-um com interpolação de um ponto passado, tendo assim um custo por 
iteração comparável com o método padrão. A correção do tensor está fundamentada na 
minimização de um modelo quadrático local. Como estratégia de globalização, foram discutidas e 
Fig. 6.2 Gráficos da razão de desempenho (RD) das estratégias de pesquisa-em-linha para o 
método do tensor. (a) Pesquisa-em-linha curvilinear com interpolação quadrática vs. pesquisa-




























implementadas as estratégias de pesquisa-em-linha padrão e curvilinear. Lembramos que a 
estratégia curvilinear elimina a necessidade de uma pesquisa-em-linha na direção da correção de 
Newton, e converge para esta direção para valores críticos do fator de amortecimento. Com isto, 
esta estratégia irá selecionar uma direção definida entre as correções do tensor e de Newton, 
emulando o método da região de confiança. Versões não-monotônicas para a pesquisa-em-linha 
com retrocedimento podem ser incorporadas para ambos os métodos.
Os resultados númericos referentes aos testes preliminares nos problemas da coleção MGH 
foram apresentados sob forma de tabela e gráfico. Estes resultados confirmam a superioridade do 
método do tensor sobre o método de Newton, principalmente em problemas onde a matriz 
jacobiana é mal-condicionada ou singular na raiz. Os algoritmos referentes aos métodos 
implementados neste trabalho, foram apresentados e discutidos em detalhe. A implementação 
numérica foi realizada utilizando a linguagem objeto-orientada C++, sob forma de Standard 
Template Library (STL). Para o método de Newton e do tensor, foi incluída uma modificação que 
permite manter constante a jacobiana em sucessivas iterações (i.e., iterações de cordas paralelas e 
de Shamanskii). A utilização de escalamento nas funções e/ou variáveis pode ser aplicada em nossa 
implementação, seguindo a metodologia proposta em [46],[168]. Finalmente, a técnica de 
continuação (ou homotopia), fundamentada no método duplicando-comprimento-do-passo, foi 
discutida e implementada.
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7. Método de Newton Inexato e do Tensor Inexato
7.1. Introdução
OI PROPOSTO PREVIAMENTE, a aplicação do método de Newton e do tensor para a análise do 
BH (um nível ou multi-níveis), quando a dimensão da equação determinante das SuRs de 
fundo for de pequena- ou média-escala. Com base nestes métodos, discutir-se-á agora a teoria e a 
implementação do método de Newton inexato [21] e do tensor inexato [31], para eficiente solução 
do problema do BH, quando a(s) SuR(s) de fundo produzir(em) subsistema(s) de grande-escala. 
Como os nomes sugerem, estes métodos consistem de uma versão inexata dos métodos descritos 
no capítulo anterior. Mais precisamente, o modelo linear local e o modelo quadrático (ou modelo 
do tensor) local, que definem a correção de Newton e do tensor, respectivamente, são resolvidos 
apenas aproximadamente via um apropriado método iterativo (solucionador interno). Vale 
ressaltar que, a principal diferença entre os métodos de Newton inexato e o do tensor inexato é que, 
neste último, a resolução aproximada do modelo do tensor está associada, em geral, a um problema 
de minimização. Por sua vez, isto conduz a um diferente, e mais elaborado, critério de parada para 
o método iterativo (solucionador linear) utilizado na resolução aproximada do modelo do tensor, 
quando comparado com o critério de parada para a resolução amproximada do modelo linear 
utilizado no método de Newton inexato. 
A principal vantagem dos métodos inexatos é a eliminação da etapa de fatorização envolvendo 
a matriz jacobiana. Nestes métodos, a matriz jacobiana é solicitada apenas em operações do tipo 
produto matriz-por-vetor e em pré-condicionadores. O método de Newton inexato (ou método 
inexato padrão) tem sido amplamente utilizado na análise do BH, como podemos observar nos 
trabalhos [54],[22],[110],[26]. Seguindo a mesma organização do capítulo anterior, utilizaremos 
este método para avaliar o desempenho e facilitar a discussão teórica sobre o método do tensor 
inexato. Vale destacar, que o suscesso dos métodos inexatos depende diretamente da eficiência do 
pré-condicionador utilizado pelo solucionador linear interno.
Observando igual estrutura do capítulo anterior, iniciaremos nossa discussão apresentando, na 
Seção 7.2, um resumo da teoria e da implementação do método de Newton inexato. Esta seção está 
subdivida em quatro subseções. Na Subseção 7.2.1, discutiremos a solução iterativa do modelo 
linear local que define a correção de Newton inexata. Para tal, a Subseção 7.2.1.1 apresenta o pré-
condicionamento deste modelo linear, e a Subseção 7.2.1.2 técnicas em subespaço de Krylov, em 
particular o método de GMRES com reinício e pré-condicionamento para a sua solução 
aproximada. Em seguida, a Subseção 7.2.2 discute a escolha da sequência de termos forçantes que 
F
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define o grau de precisão da solução aproximada a cada iteração externa, evitando com isso o 
problema de sobressolução. Na Subseção 7.2.3, a estratégia de globalização via pesquisa-em-linha 
é considerada. Concluindo a discussão do método de Newton inexato apresentamos, na Subseção 
7.2.4, uma implementação numérica modificada deste método.
Na Seção 7.3, também organizada em quatro subseções, exporemos um resumo da teoria e 
implementação do método do tensor inexato [29],[30]. Para iniciar, a Subseção 7.3.1 apresenta 
diferentes processos para a solução iterativa do modelo do tensor, entitulados de processo de 
solução simplificada [32], modificada [114] e completa [31],[34]. Neste sentido, a Subseção 
7.3.1.1 traz o pré-condicionamento do modelo do tensor e a Subseção 7.3.1.2, subdividida em duas 
partes, discute técnicas em subespaço de Krylov para sua solução. Na primeira parte, Subseção 
7.3.1.2.a, discutimos a teoria e implementação dos processos de solução simplificada e modificada 
via o método GMRES em versão escalar e bloco-2. Enquanto a segunda parte, Subseção 7.3.1.2.b, 
considera o processo de solução completa, via o método TGMRES-Bt com reinício e pré-
condicionamento, e operando com bloco-2 ou bloco-3. Na Subseção 7.3.2, discutimos brevemente 
a escolha da sequência de termos forçantes para a solução aproximada do modelo do tensor. A 
teoria das estratégias de globalização via pesquisa-em-linha utilizadas e sua implementação serão 
discutidas na Subseção 7.3.3. Mais precisamente, na Subseção 7.3.3.1 discutiremos a estratégia 
padrão, enquanto na Subseção 7.3.3.b, a estratégia curvilinear será apresentada. Finalizando a 
discussão sobre o método do tensor, a Subseção 7.3.4 apresenta uma implementação numérica 
modificada deste método.
Assim como no capítulo anterior, os algoritmos apresentados descrevem em detalhe a 
implementação adotada para os métodos de Newton inexato e do tensor inexato. A Seção 7.4
apresenta uma discussão sobre as diferentes formas de conduzir o produto matriz jacobiana por 
vetor necessário aos métodos de subespaço de Krylov. A Seção 7.5 discute os diferentes tipos de 
pré-condicionadores utilizados na análise do BH [26],[160]. Já a Seção 7.6 apresenta um sumário 
dos testes preliminares realizados para validar a implementação dos métodos inexatos propostos 
neste capítulo. As conclusões finais são reservadas para a Seção 7.7.
7.2. Método de Newton Inexato
O método de Newton inexato é uma variação do método de Newton descrito no capítulo 
anterior, onde, a cada iteração, o vetor de correção (ou passo) satisfaz, como raiz, apenas 
aproximadamente a equação do modelo linear (6.7), porém, produzindo uma redução na associada 
função de nível (em norma-M2). Este método, pode ser descrito pelo processo iterativo (6.9.a)-
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(6.9.d), substituindo-se (6.9.c) por
Encontrar:  tal que (7.1)
onde  refere-se ao termo forçante que define o grau de precisão da solução aproximada. 
A escolha judiciosa da sequência de termos forçantes será discutida a seguir. Para a solução dos 
sistemas lineares jacobianos associados a (7.1), serão considerados métodos iterativos que 
envolvem a matriz jacobiana somente em operações do tipo produto matriz por vetor e que exigem 
uma pequena área de memória para armazenagem de vetores de trabalho. Devido a este fato, o 
método de Newton inexato é um execelente candidato a problemas em grande-escala, onde a 
fatorização da matriz jacobiana torna se impraticável. Em geral, a robustez dos métodos iterativos, 
dependerá da distribuição dos auto-valores (i.e., espectro) da matriz jacobiana em cada iteração. 
Por sua vez, utilizando a técnica de pré-condicionamento, o espectro da matriz jacobiana pode ser 
aglomerado dentro de uma elipse que define rápida convergência do método iterativo utilizado.
A característica de convergência local do método de Newton inexato depende diretamente da 
escolha da sequência de termos forçantes, conforme discutido em [21]. Em [177], foram 
apresentadas provas de convergência para diferentes escolhas da sequência de termos forçantes. 
Em adição, podemos citar os trabalhos que apresentam análise de convergência local em 
problemas de deficiência de posto na raiz [178], em métodos modificados sob transformação afim 
e quando combinado com métodos de projeção [179]. Para análise de convergência, incluindo 
estratégias de globalização do tipo de pesquisa-em-linha e de região-de-confiança, temos 
[180],[181]. Estes resultados teóricos apresentam características de convergência quadrática e 
superlinear. Vale ressaltar que, a versão inexata do método GAIN descrito no capítulo anterior e 
que opera com a norma do erro foi desenvolvida em [182], incluido uma teoria para caracterização 
de convergência. A implementação detalhada deste método pode ser encontrada em [168].
7.2.1. Solução Iterativa do Modelo Linear
Conforme discutido acima, o suscesso no cálculo aproximado da correção de Newton depende 
da robustez do método iterativo utilizado na solução do modelo linear (6.7). Os tipos mais comuns 
de métodos iterativos, para esta função, são classificados como: estacionários (e.g., Jacobi, Gauss-
Siedel, successive over-relaxation (SOR), symmetric successive over-relaxation (SSOR), etc) e 
não-estacionários (e.g., conjugate gradient (CG), bi-conjugate gradient (BiCG), conjugate 
gradient squared (CGS), quasi-minimal residual (QMR), generalised minimal residual (GMRES), 
etc). Os métodos não-estacionários, na sua maioria fundamentados na idéia de sequência de vetores 
dN k, R
N∈ M xk dN k,+( ) ηk F xk( )≤
ηk R:(0,1)∈
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ortogonais, são mais efetivos e sua teoria relativamente mais recente. No contexto destes métodos, 
é conviniente introduzir o vetor de resíduo definido como
(7.2)
O subescrito  representa o contador de iterações do solucionador linear interno. Lembremos que, 
 e  representam, respectivamente, o mapeamento não-linear e sua matriz jacobiana, no 
ponto estacionário , correspondente a k-ésima iteração externa referente ao solucionador não-
linear. Utilizando a norma de (7.2), podemos definir o seguinte critério de parada para o 
solucionador linear interno, da seguinte forma [183]:
, (7.3)
onde  é uma tolerância relativa de parada (ou termo forçante) na k-ésima iteração do 
solucionador externo. Este critério de parada está diretamente relacionado com (7.1), onde 
observarmos que o vetor  está diretamente relacionado com o modelo local, . 
O vetor de erro associado a correção de Newton inexata é dado por:
, (7.4)
onde  é a correção de Newton (exata) dada por (6.8). O cálculo do vetor de erro possui um alto 
custo, pois, necessita da solução do sistema linear que se deseja resolver. Entretanto, um método 
fundamentado na minimização de estimativas precisas de (7.4) foi proposto em [182] com 
implementação em [168].
7.2.1.1. Pré-Condicionamento
Conforme descrito em [184],[183],[27], a razão de convergência dos métodos iterativos para a 
solução de sistemas de equações lineares algébricas pode variar dramaticamente dependendo do 
tipo de problema (espectro de auto-valores da matriz de iteração) no qual são aplicados. Devido a 
este fato, para a utilização bem suscedida destes métodos, na solução dos sistemas jacobianos que 
emergem a cada iteração nos métodos de Newton inexato e do tensor inexato, o desenvolvimento 
de pré-condicionadores é mandatório. A aplicação de um pré-condicionador permite a redução do 
raio espectral definido como , onde  é a matriz jacobiana [184] e, 
consequentemente, um aumento na velocidade de convergência. Em geral, a matriz pré-
condicionadora pode ser escrita como  e a versão pré-condicionada do sistema 
jacobiano (6.8) escrita como se segue [183]
rN k l, , F xk( ) J xk( )dN k l, ,––=
def
l
F xk( ) J xk( )
xk
rN k l, , F xk( )⁄ ηk<
ηk
rN k j, , MN xk dN k l, ,+( )
eN k l, , dN k l, , dN k,–=
def
dN k,




onde  e  são matrizes de pré-condicionamento. Da expressão (7.5), para  e  
obtemos o pré-condicionamento à esquerda, para  e  obtemos o pré-
condicionamento à direita, e para  e  (  em sistemas simétricos) o pré-
condicionamento dividido. Da definição do vetor de resíduo (7.2), podemos concluir que o pré-
condionamento a esquerda afeta diretamente este vetor e, com isto, modifica o teste baseado em 
sua norma. Já o pré-condicionamento à direita afeta diretamente o vetor de erro (7.4) e não o vetor 
de resíduo, por esta razão, utilizaremos este tipo de pré-condicionamento. Interessante observar 
que, no método de Newton proposto em [182],[168], a norma do vetor de erro é utilizada como 
critério de convergência (de parada), sendo neste caso, o pré-condicionamento a esquerda utilizado 
na sua implementação.
Por razões práticas, a matriz  deve ter uma estrutura, tal que, a solução do sistema pré-
condicionado (7.5) exija um pequeno esforço computacional e a distribuição de auto-valores esteja 
aglomerada entorno do ponto complexo (1:0). Entretanto, estes objetivos são conflitantes, e.g., se 
escolhermos  igual a matriz identidade, não teremos custo computacional associado com a 
formação de , porém, sem melhoria no espectro, i.e., sem redução do raio espectral  
da matriz jacobiana. No outro extremo, se escolhermos  igual a inversa de , temos um 
espectro concentrado no ponto complexo (1:0) (i.e., raio espectral igual a zero), porém, com um 
custo computacional de formação igual ao custo de solução do problema original. Claramente, uma 
relação de compromisso entre melhoria do espectro da matriz jacobiana e custo computacional 
deve ser estabelecida. 
7.2.1.2. Técnicas em Subespaço de Krylov
Os métodos iterativos mais utilizados para solução de sistemas lineares não-simétricos e 
indefinidos, em subespaço de Krylov, estão fundamentados no processo de ortogonalização de 
Arnoldi [185], ou no processo de bi-ortogonalização de Lanczos [186],[187]. Apesar de exigir um 
pequeno esforço computacional e um baixo requerimento de memória por iteração, o processo de 
Lanczos pode produzir instabilidade númerica e uma conseqüente quebra, i.e., uma divisão por 
zero. Adicionalmente, o produto entre a matriz de coeficiente (i.e., matriz jacobiana) transposta e 
um vetor faz se necessário. Excluindo a situação de quebra-incurável, para evitar o problema de 
quebra, a estratégia olhando-adiante pode ser utilizada, o que resulta em uma implementação mais 
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complexa e em aumento do tempo de processamento e de o espaço de memória por iteração. Por 
sua vez, no processo de Arnoldi, as soluções aproximadas a cada iteração são caracterizadas por 
uma propriedade de minimização sobre os subespaços de Krylov. Neste processo, em aritimética 
exata, uma quebra significa que a solução foi obtida e é chamada de quebra-afortunada [52]. A 
dificuldade deste método deve-se ao fato da complexidade computacional e do espaço de memória 
crescerem linearmente com o número de iteração.
Neste trabalho, empregaremos o método GMRES com reinício para solução de (7.1). Proposto 
em [52] (ver também [157],[27]), este método é um dos mais bem suscedidos métodos de projeção 
em subespaço de Krylov e está fundamentado no processo de ortogonalização de Arnoldi. Abaixo 
apresentaremos uma breve discussão sobre a teoria e a implementação deste método. Para 
simplificar a notação, suprimiremos o subescrito “ “ referente ao contador de números de 
iterações do solucionador externo e assumiremos  e .
A primeira etapa do método GMRES consiste na construção de uma base bem-condicionada, 
que define o subespaço de Krylov, dado por , onde 
. Para tal construção pode ser empregada as seguintes técnicas de ortogonalização: 
Gram-Schmidt padrão, Gram-Schmidt modificada (GSM), GSM com re-ortogonalização ou 
Householder. Sendo as duas últimas técnicas as mais eficientes, porém, computacionalmente mais 
caras. A ortogonalização de Householder, conforme demonstrado em [188], produz uma melhoria 
na estabilidade numérica, quando a norma do vetor de resíduo tende ao limite inferior de precisão 
de máquina. Porém, quando comparada com a técnica GSM, este tipo de ortogonalização resulta 
em um aumento no número de operações aritiméticas e em perda de paralelismo. O processo de 
ortogonalização de Arnoldi constroi  cujas colunas formam uma base 
M2-ortonormal em subespaço de Krylov, e a matriz  de dimensão  do tipo 
Hessenberg superior. Em adição, esta construção satisfaz a seguinte relação
. (7.6)
Utilizando a matriz definida por , assumimos que a solução de (7.1), i.e., minimização de (7.2), 
impondo (7.4), na l-ésima iteração possui a seguinte forma
, (7.7)
onde  com . Utilizando (7.6) e (7.7) e Lembremos que  é uma base 
M2-ortonormal, podemos escrever a norma do vetor de resíduo (7.2), como se segue
, (7.8)
onde  e  é um vetor unitário com um único elemento diferente de zero na 
k
F F xk( )= J J xk( )=
κm J v1,( ) span v1 Jv1 J2v1 … Jm 1– v1, , , ,{ }≡
v1 rl 1– rl 1–⁄=
Vm v1 v2 … vm, , ,{ }= R
N m×∈
Hm m 1+( ) m×
JVm Vm 1+ Hm=
Vm
dl dl 1– Vmy+=
y Rm∈ Vmy κm J rl 1–,( )∈ Vm 1+
rl 2 βe1 Hmy– 2=
β rl 1– 2= e1 R
m 1+∈
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primeira linha. A equação (7.8) forma um sistema de mínimo-quadrados tendo o vetor , que 
minimiza esta expressão, como solução. Aplicando-se nesta equação a fatorização QR, via 
rotações de Givens, o primeiro e o segundo termo da norma-M2 no lado direito de (7.8), são dados 
por  e , respectivamente. A matriz M2-ortonormal, , contém os 
coeficientes das rotações de Givens para eliminação da sub-diagonal de . Com esta 
fatorização, o vetor solução, , é eficientemente obtido, resolvendo-se, via retro-substituções, o 
sistema triangular superior formado por , após remover a sua última linha igual a 
zero. Nesta resolução, o vetor de lado da mão-direita é dado por . Consequentemente, o vetor 
de correção de Newton inexato é dado por  (ver (7.7)). Cada estágio da iteração 
de Arnoldi,  é igual a norma-M2 do vetor de resíduo, o que oferece uma forma barata para 
realização do critério de parada (7.3).
Em arimética exata, quando , i.e., ortogonalização completa, o GMRES converge em, no 
máximo,  iterações. Entretanto, por razões práticas, devemos restringir o valor máximo de  
( ) tal que os requisitos de memória sejam aceitáveis. Lembremos que, para um valor muito 
baixo de  poderá ocorrer o problema de estagnação [27]. A análise de convergência do método 
GMRES(m) utiliza polinômios de Chebyshev e pode ser encontrada em [52],[27].
O Algoritmo RGMRES(m), descrito abaixo, descreve a implementação do método do GMRES 
com reinício, ortogonalização GSM e pré-condicionamento à direita.
Algoritmo RGMRES(m) 
(“Right-preconditioned Generalised Minimal Residual with restart”)
(L-1) Dado: ,  e ;
(L-2) PARA  PASSO  ATÉ  FAÇA:
(L-3) Calcular: ,  e ;
(L-4) PARA  PASSO  ATÉ  FAÇA:
(L-5) Resolver: ;
(L-6) Calcular: ;
(L-7) PARA  PASSO  ATÉ  FAÇA:
(L-8) Calcular:  e ;
(L-9) Calcular: ;
(L-10) SE  ENTÃO  CASO CONTRÁRIO ;
(L-11) Resolver: ; onde ;
(L-12) Calcule: ;
(L-13) SE (“CONVERGÊNCIA”) ENTÃO ; RETORNE.
No algoritmo da página anterior, a ação dos pré-condicionadores (à direita) ocorrem nas linhas 
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(L-5) e (L-12). O teste de quebra do processo de ortogonalização é realizado em (L-10). A 
convergência na linha (L-13) ocorre quando o critério de parada (7.3) for satisfeito e a divergência 
quando o contador de iterações, , exceder o limite máximo definido por .
Uma variante flexível do método GMRES entitulada flexible generalised minimal residual
(FGMRES) foi apresentada em [188], no qual, cada nova iteração, , é calculada em um espaço 
afim , formado utilizando as  soluções do sistema pré-condicionado. O GMRES 
utiliza a norma do vetor de resíduo (6.71) como condição de parada, entretanto, isto pode não 
refletir aproximações precisas da solução, quando a matriz de iteração, , for mal-
condicionada. Para mitigar este problema, o método generalised minimal backward error
(GMBACK) com reinício foi proposto em [190], incluindo a variante flexível entitulada de flexible 
generalised minimal backward error (FGMBACK).
7.2.2. Termo Forçante
O termo forçante, introduzido em (7.1), é o parâmetro que determina o grau de precisão da 
solução aproximada do modelo linear que define a correção de Newton. Mais precisamente, este 
parâmetro corresponde ao erro relativo da norma do resíduo linear (7.3) utilizado no critério de 
parada do solucionador linear iterativo (e.g., método GMRES(m)). Sendo que, a cada iteração deve 
ser escolhido de forma a evitar o problema de sobressolução, principalmente, longe da raiz como 
nas primeiras iterações. Por exemplo, se escolhermos os termos forçantes de forma a impor um alto 
grau de precisão na aproximação da correção de Newton, a convergência do solucionador linear 
iterativo pode ser muito lenta. Em outro extremo, se os termos forçantes forem escolhidos com 
baixo grau de precisão, a convergência do solucionador não-linear (i.e., método de Newton) 
poderá ser muito lenta ou nunca ocorrer. Desta forma, uma judiciosa relação de compromisso deve 
ser estabelecida, tendo em mente, que a convergência local do método de Newton inexato é 
controlada pela sequência de termos forçantes. 
Em [177], foram analisadas as diversas escolhas para a definição da sequência de termos 
forçantes, sendo elas:
Escolha 0: , (7.9.a)
Escolha 1: , (7.9.b)
Escolha 2: , (7.9.c)
Escolha 3: , (7.9.d)
Escolha 4: , e (7.9.e)
l Lmáx
dl
dl 1– span Zm{ }+ m
J xk( )
ηk η0← η0 0 1,( )∈
ηk 1 2
k 1+⁄←
ηk min 1 k 2+( )⁄ F xk( ),( )←
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Escolha 5: . (7.9.f)
A Escolha 0 é trivial e produz uma sequência constante de termos forçantes sem controle no 
problema de sobressolução. Por exemplo, para uma sequência uniforme de aproximações 
modestas e próximas, podemos escolher  e , respectivamente. A Escolha 1, 
proposta em [16], permite aproximações com baixo-grau de precisão para  pequeno, evitando o 
problema de sobressolução no estágio inicial, mas, sem incorporar nenhuma informação sobre . 
Na Escolha 2, proposta em [32], tenta-se incorporar esta informação, porém, depende da escala 
(norma) de . Finalmente, as escolhas 4 e 5 refletem diretamente a concordância entre  e seu 
modelo local , calculados na iteração atual ( ) e prévia ( ), respectivamente. Apesar deste 
fato, resultados númericos demonstram um pequeno índice de sobressolução quando aplicado a 
problema práticos [30]. A caracterização teórica da razão de convergência local do método de 
Newton inexato, para as escolhas citadas acima, pode ser encontrada em [21],[181].
Obviamente, excluindo (7.9.a)-(7.9.c), as demais escolhas requerem a introdução de um 
mecanismo prático de proteção, para prevenir que o termo forçante possa ficar muito pequeno 
muito rapidamente. Lembremos que, para  temos , onde  (está tipicamente 
entre 0,1 e 0,9), então, foi sugerida em [177] a seguinte proteção:
, (7.10)
para . Para a Escolha 3, os parâmetros  e  correspondem aos parâmetros em (7.9.d), 
enquanto, para as escolhas 4 e 5 devemos utilizar  e . Para definir um limite 
superior no termo forçante, uma proteção adicional requer que .
7.2.3. Globalização via Pesquisa-em-Linha
O critério de redução da função nível, na estratégia de pesquisa-em-linha, para o método de 
Newton inexato, é fundamentado na norma-M2 (abaixo o subescrito “M2” foi suprimido) do 
resíduo ou mapeamento não-linear. Neste caso, esta estratégia de globalização é praticamente a 
mesma utilizada no método de Newton, ver Algoritmo BLS. A única diferença reside no cálculo 
da taxa de inclinação, , utilizada nos testes monotônico (6.11) e não-monotônico (6.20) para 
aceitação do fator de amortecimento. Para a determinação deste parâmetro, podemos substituir o 
vetor de resíduo (7.2) e o gradiente (6.13) em (6.12). Desta forma, obtemos:
. (7.11)
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Como podemos observar, para o cálculo da expressão anterior, não é necessário determinar o 
gradiente através de um produto matriz por vetor, envolvendo a matriz jacobiana transposta, 
. No método de Newton inexato, a utilização da função nível associada com a norma-aN 
apresenta dificuldades, devido a necessidade da solução iterativa de um sistema jabobiano a cada 
passo da pesquisa-em-linha. Uma discussão detalhada na análise de convergência de métodos 
inexatos utilizando pesquisa-em-linha e outras estratégias pode ser encontrado em [180],[181]. Da 
teoria de convergência apresentada em [180], sabemos que para satisfazer simultaneamente a 
condição de norma residual (7.3) e o teste de monotonicidade (6.11), devemos ter , onde  é 
um parâmetro do teste (6.11).
7.2.4. Implementação Modificada
Com base na estrutura do algoritmo GN e na teoria descrita acima, foi desenvolvido o algoritmo 
GIN, versão inexata, que corresponde a uma implementação modificada do método de Newton 




(L-1) Dado: , , , ,  e ;
(L-2) ; ;
(L-3) PARA  PASSO  ATÉ  FAÇA (malha principal):
(L-4) Escolher:  (termo forçante) utilizando (7.9.a)-(7.9.f);
(L-5) Aplicar proteção (7.10) em  tal que ;
(L-6) Calcular:  (matriz jacobiana);
(L-7) SE ( ) ENTÃO calcule pré-condicionador;
(L-8) Determinar:  tal que †;
(L-9) PARA  PASSO  ATÉ  FAÇA (malha simplificada):
(L-10) Determinar:  via Algoritmo BLS (com modificação (7.11));
(L-11) ;
(L-12) SE (“CONVERGÊNCIA” OU “DIVERGÊNCIA”) ENTÃO ; RETORNE.
(L-13) SE ( ) ENTÃO
(L-14) SE (  OU ) ENTÃO (executar iteração modificada)
(L-15) Determinar:  tal que ;
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(L-18) SE ( ) ENTÃO FIM PARA;
(L-19) .
† .
No algoritmo acima, foram empregados os mesmos testes de convergência e de divergência 
adotados no Algoritmo GN. Exceto pelo parâmetro, , os parâmetros de entrada são os mesmos 
descritos no Algoritmo GN. A escolha do termo forçante é efetuada nas linhas (L-4) e (L-5). Como 
podemos observar, em (L-7), o pré-conditionador é atualizado somente se bandeira  estiver 
alta. Na linha (L-8) o solucionador interno é acionado para a determinação da correção de Newton 
inexata. O Algoritmo RGMRES(m) pode ser utilizado como solucionador interno. Conforme 
indicado na linha (L-10), o Algoritmo BLS com a modificação (7.11) no cálculo da taxa de 
inclinação é utilizado para a pesquisa-em-linha com retrocedimento. As condições para entrada e 
saída da malha simplificada, definida pelas linhas (L-9)-(L-18), são as mesmas adotadas para o 
Algoritmo GN.
7.3. Método do Tensor Inexato
O método do tensor inexato pode ser considerado como uma variação do método do tensor, 
discutido no capítulo anterior, no qual a correção, definida como correção do tensor inexata, 
corresponde a solução aproximada do modelo do tensor (6.31). Antes de iniciarmos a discussão na 
teoria dos métodos iterativos para a solução aproximada de (6.31), é conveniente re-escrever a 





e  é a correção de Newton dada por (6.8). Os vetores  e  são definidos em (6.32) e (6.50.a)-
(6.50.b), respectivamente, e os escalares  e  são definidos em (6.34) e (6.48), respectivamente. 
O parâmetro  é a solução de (6.47), onde o polinômio quadrático  definido em (6.43), 
possui coeficientes dados por (6.44.a) e
, (7.15)
A expressão (7.15) produz um resultado equivalente a (6.44.b), porém, em uma forma conveniente 
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para a determinação da correção do tensor inexata. 
A dificuldade na aplicação de técnicas em subespaço de Krylov para a solução aproximada do 
modelo do tensor (6.30) se deve à presença do termo quadrático neste modelo. Não obstante, para 
o modelo do tensor de posto um (6.31), com uma interpolação de um ponto passado, eficientes 
metodologias tem sido recentemente propostas. Estas metodologias resultam nos processos de 
solução simplificada [32], modificada [114] e completa [31],[34] a serem discutidos abaixo.
Em vista de (7.12), o método do tensor inexato (sem amortecimento) pode ser descrito como 
uma versão inexata do processo iterativo (6.23.a)-(6.23.e). A correção de Newton inexata 
associada à (6.23.c), e presente em (6.23.d), pode ser obtida via (7.1). De imediato, a correção do 
tensor inexata, resolução aproximada de (6.23.d), poderia ser obtida utilizando um método 
iterativo (e.g. GMRES) para a resolução aproximada dos sistemas jacobianos (7.13), (6.50.a) e 
(6.50.b) associados com
Encontrar:  tal que (7.16)
e
Encontrar:  tal que , (7.17.a)
Encontrar:  tal que , (7.17.b)
respectivamente. Porém, além da solução iterativa (7.1) para determinação da correção de Newton 
inexata, três sistemas adicionais (7.16)-(7.17.b), sendo um transposto (7.17.a), devem ser 
resolvidos iterativamente para determinação da correção do tensor inexata. Obviamente, este tipo 
solução possui um custo computacional (tempo de processamento e implementação) 
considerávelmente mais elevado do que o método padrão. Destarte, torna se mais difícil a escolha 
da sequência de termos forçantes ,  e . Para contornar estas dificuldades, discutiremos a 
teoria e a implementação dos processos de solução simplificada e modificada, propostos em [32]
e [114], respectivamente. Também discutir-se-á um processo para a solução completa de (6.23.d), 
proposto em [31],[34], que resolve o seguinte problema de minimização,
Encontrar:  tal que , (7.18)
onde  refere-se ao termo forçante que define o grau de precisão da solução aproximada. 
Esta minimização considera o quanto a norma do modelo do tensor se aproxima da norma de um 
modelo do tensor que assume a correção do tensor como exata. A definição de  
apresentar-se-á abaixo.
Além da solução iterativa do modelo do tensor para obtenção da correção do tensor inexata, 
apresentar-se-á uma discussão na escolha da sequência de termos forçantes e na técnica de 
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globalização via pesquisa-em-linha: estratégia padrão [32] e curvilinear [31],[34]. algoritmos 
apresentar-se-ão descrevendo detalhadamente a implementação proposta. No melhor do nosso 
conhecimento, uma análise de convergência local para os métodos do tensor inexato citados acima 
ainda não foi apresentada na literatura técnica especializada. Além do método do tensor descrito 
anteriormente, convém citar o método do tensor-GMRES [191]. Os processos de solução 
simplificada e modificada permitem uma total flexibilidade na escolha do solucionador linear 
interno. Enquanto o processo de solução completa está limitado ao uso do método TGMRES-Bt.
7.3.1. Solução Iterativa do Modelo do Tensor
Para a versão escalar da solução iterativa do modelo do tensor, nos processos de solução 
simplificada e modificada, além de (7.2), é conviniente introduzir o vetor de resíduo associado com 
(7.13), dado por
(7.19)
O subescrito  representa o contador de iterações do solucionador interno. Utilizando a norma de 
(7.19), pode se definir o seguinte critério de parada para o solucionador linear interno [183]
, (7.20)
onde  é uma tolerância relativa de parada (ou termo forçante) na k-ésima iteração do 
solucionador externo.
Para facilitar a discussão deste método, introduziremos os seguintes vetores de resíduo
, (7.21)
onde . Convém ressaltar, que estamos trabalhando com , porém, a discussão e a 
implementação apresentada aqui é válida para a solução simultânea de sistemas lineares com  
múltiplos vetores de lado da mão-direita. Em adição, temos que: , , 
, ,  e . Introduzindo o bloco de vetores:
 com , podemos re-escrever 
(7.21) de forma mais compacta como
. (7.22)
No caso da versão em bloco, podemos definir os seguintes critérios de parada:
, (7.23)
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onde . Pode-se observar, facilmente, que o critério (7.24) busca a aproximação isolada 
de cada componente do bloco , enquanto (7.23) considera uma aproximação global.
No contexto do processo de solução completa do modelo do tensor, é conviniente introduzir o 
vetor de resíduo associado com (6.31), e definido como
. (7.25)
Introduzindo o vetor de resíduo  associado a , o critério de parada para 
minimização do vetor de resíduo (7.25) está fundamentado no seguinte teste
. (7.26)
Por sua vez, o teste acima está diretamente associado com (7.18). Se houver interesse, no processo 
de solução completa, o vetor de erro associado a correção do tensor pode ser calculado via
, (7.27)
onde  é a correção do tensor (exata) dada por (6.46). Podemos facilmente observar que o 
cálculo do vetor de erro implica na solução (exata) do modelo do tensor.
7.3.1.1. Pré-Condicionamento
Da discussão acima, podemos concluir que o pré-condicionamento de (7.1) e (7.16), nos 
processos de solução simplificada e modificada, pode ser implementado seguindo a mesma 
estrutura aplicada em (7.5). Já no processo de solução completa, precisamos realizar o pré-
condicionamento de (6.31) para a resolução de (7.18). Utilizando as definições previamente 
estabelecidas em (7.5), podemos escrever o modelo do tensor pré-condicionado da seguinte forma
. (7.28)
Conforme veremos a seguir o tipo de pré-condicionamento (à esquerda ou à direita) resultará em 
diferentes metodologias para o processo de solução completa. 
7.3.1.2. Técnicas em Subespaço de Krylov
Abaixo discutiremos a teoria para a aplicação da técnica em subespaço de Krylov nos processos 
ri k l, , F xk( )⁄ ηi k,<
i 1 … t, ,=
Dk l,
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def
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de solução simplificada, modificada e completa do modelo do tensor. A implementação será 
apresentar-se-á sob forma de algoritmos.
7.3.1.2.a. Solução Simplificada e Modificada
Para entendermos os processos de solução simplificada e modificada do modelo do tensor, 
consideremos a expressão da correção do tensor (7.12). Como podemos observar, para determinar 
a versão inexata desta correção precisamos calcular, com um grau de aproximação desejado, os 
vetores ,  e . Lembremos que  é a correção de Newton inexata definida em (7.1), 
 é definido em (7.16) e  é definido em (7.17.a)-(7.17.b). No processo de solução 
simplificada devemos assumir que o vetor  não produz nenhuma contribuição na correção do 
tensor e . Esta suposição só é falsa quando o modelo do tensor não possuir uma raiz. Isto 
é, quando o polinômio quadrático  (ver (6.43)) possui raízes complexas e a correção do tensor 
é obtida via minimização deste polinômio. Esta situação geralmente está limitada as primeiras 
iterações, quando a correção ainda está longe da raiz. À medida em que melhores estimativas vão 
sendo obtidas, o modelo do tensor tende a produzir uma melhor interpolação do mapeamento não-
linear resultando em um modelo com raiz e, consequentemente com o vetor  igual a zero. 
No processo de solução modificada, proposto em [114], o modelo do tensor padrão (6.31) é 
substituido pela expressão (6.51). Lembremos da discussão no capítulo anterior, esta expressão só 
introduz uma modificação no modelo padrão quando este não possui uma raiz, i.e., a solução é 
conduzida via minimização. Neste caso, o parâmetro, , que define o peso do termo 
quadrático no modelo do tensor, é selecionado de forma que este possua uma raiz real. Mais 
precisamente, o fator de peso é selecionado no limite quando as raízes do polinômio quadrático 
 forem iguais. Desta forma, o termo quadrático não é completamente negligenciado como na 
solução simplificada. O processo de solução modificada apresentado acima requer apenas a 
solução de (7.1) e (7.16), sendo assim, podemos adotar a mesma metodologia utilizada no processo 
de solução simplificada.
Para calcularmos os vetores  e  necessários nos processos de solução simplificada e 
modificada, a metodologia mais simples consiste em utilizar duas vezes um método iterativo linear 
(e.g. GMRES(m)) para a determinação individual de cada um dos vetores. Seguindo o 
procedimento proposto em [32], na solução do sistema (6.8), a iteração inicial é igual a zero 
( ), porém, na solução do sistema (7.13), conforme sugerido em [32], a iteração inicial é 
igual a solução aproximada do sistema (6.8) na iteração anterior ( ). Esta escolha 
fundamenta-se na suposição da matriz jacobiana não variar muito entre duas iterações, 
dN k, d 1– k, zk dN k,





τ R: 0 1 ],(∈
q β( )
dN k, d 1– k,
dN k 0, , 0=
d 1 k,– 0, dN k 1–,=
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.
Uma outra possibilidade é a solução simultânea dos problemas (7.1) e (7.16), associados com 
as correções inexatas  e , utilizando um método iterativo operando em subespaço de 
Krylov de bloco 2 [114]. Neste trabalho, foi empregado um método que consiste em uma extensão 
para operação em bloco do método escalar GMRES, visto anteriormente. Conforme procedimento 
descrito acima, os vetores de correção iniciais dados por  e  são 
determinados conforme procedimento descrito acima. Seguindo notação introduzida acima, 
iremos assumiremos que  é a aproximação inicial da solucão para o bloco de vetores 
, e  é o bloco de vetores de resíduo iniciais associado a  calculado via (7.22).
A seguir, suprimiremos o subescrito , para simplificar a notação e assumir . Assim 
como no método GMRES, a primeira etapa do método GMRES-Bt consiste na construção de uma 
base bem-condicionada que define o subespaço de Krylov de bloco, dado por: 
, onde  e  são vetores M2-
ortonormais. Também temos que: . Os vetores iniciais ‘s são gerados 
apartir de um processo de ortogonalização (e.g., MGS), de tal forma que
, (7.29)
onde  é uma matriz triangular superior. Agora, utilizando o bloco de vetores iniciais, , 
e aplicando a variante da ortogonalização bloco Arnoldi [27], entitulada bloco Arnoldi-Ruhe [192], 
obtemos o seguinte resultado
, (7.30)
que podemos comparar com (7.5). Na expressão acima a matriz, , construída pelo processo de 
ortogonalização, possui uma dimensão  e estrutura do tipo banda-Hessenberg superior 
com  sub-diagonais. Caso seja detectada uma divisão por zero (ou quebra) em uma determinada 
etapa do processo de ortogonalização de Arnoldi-Ruhe, a dimensão do bloco inicial é reduzida de 
um, antes de seguir com a ortogonalização. Se a dimensão do bloco, após redução de um, for igual 
a zero, então, em aritimética exata, a solução foi atingida e pode ser construída conforme descrita 
abaixo, utilizando um subespaço de Krylov de bloco com a dimensão dos vetores de bloco menor 
ou igual a .
Utilizando a mesma matriz , assume-se que a solução simultânea de (7.1) e (7.16), i.e., 
minimização de (7.2) impondo (7.3), e de (7.19) impondo (7.20), respectivamente, assume a forma 
descrita em (7.7). Generalizando estes resultados para qualquer dimensão de bloco  e escrevendo 
sob forma de bloco de vetores, assumiremos uma solução do tipo:
J xk( ) J xk 1–( )∼
dN k, d 1– k,
dN k 0, , 0= d 1– k 0, , dN k 1–,=
D0 k, R
N t×∈
Dk R0 k, R
N t×∈ D0 k,
k J J xk( )=
κm J Vt,( ) span Vt JVt … Jm 1– Vt, , ,{ }≡ Vt v1 … vt
T
RN t×∈= v1 … vt, , R
N∈
κm J Vt,( ) κm J vi,( )
i 1=
t∪= vi
R0 v1 … vt β= R
N t×∈
β Rt t×∈ Vt
JVm Vm t+ Hm=
Hm







onde  e . Utilizando (7.30) e (7.31) e lembrando que  é uma base 
ortonormal-M2, podemos escrever a norma-M2 (norma de Frobenius) do bloco de vetores de 
resíduo (7.22), como se segue
(7.32)
na qual podemos observar a analogia com (7.8). Na expressão acima, foi introduzido 
, onde  é um vetor unitário com um único elemento diferente de 
zero na i-ésima linha. A equação (7.32) forma um sistema de mínimos-quadrados tendo o bloco de 
vetores  que minimiza a expressão como solução. Semelhante a versão escalar, aplicando-se em 
(7.32) a fatorização QR, via rotações de Givens, podemos eliminar as  sub-diagonais em 
, onde  é uma matriz M2-ortonormal que contém os coeficientes das 
rotações. Com isto, o bloco de vetores solução, , pode ser eficientemente obtido, resolvendo-se, 
via retro-substituções,  idênticos, sistemas lineares triangulares formados por , 
removendo-se as suas últimas  linhas iguais a zero. O bloco de vetores de lado da mão-direita 
nesta solução é dado por . Com este resultado o bloco de vetores de 
correção inexata, , pode ser determinado via (7.31). Em cada estágio da iteração de Arnoldi, a 
norma-M2 do vetor de resíduo associado com o i-ésimo lado de mão-direita é dada por 
. Isto nos oferece uma forma barata para realização do critério de parada (7.3) e 
(7.20) para determinação de  e de , respectivamente.
Para ortogonalização completa, , em arimética exata, o GMRES-Bt convergirá em, no 
máximo,  iterações. Entretanto, pelas mesmas razões discutidas no método GMRES devemos ter 
preferencialmente, , porém com  acima do limite inferior, no qual ocorre o problema de 
estagnação. A análise de convergência para o método GMRES-Bt(m) é mais difícil do que em sua 
versão de único-vetor, , que equivale ao método GMRES. Isto possivelemente deve-se à 
dificuldade de se estabelecer um convincente análogo para a relação com os polinômios de 
Chebyshev [27].
Abaixo é descrita a versão de bloco do Algoritmo RGMRES(m) entitulado Algoritmo 
RGMRES-Bt(m).
Algoritmo RGMRES-Bt(m) 
(“Right Preconditioned Generalised Minimal Residual-Block with restart”)
(L-1) Dado: ,  e ;
(L-2) PARA  PASSO  ATÉ  FAÇA:
Dl Dl 1– VmY+=
Y Rm t×∈ VmY κm J Rl 1–,( )∈ Vm t+
Rl 2 Etβ HmY– 2=
Et e1 … ei … et
T
R m t+( ) t×∈= ei
Y
t




m t+( ) m×∈
t
Qm
T Etβ Gm g1 m, … g2 m,= =
D*
gp m m 1+ :m p+, , 2






N t×∈ NILmáx Z+∈ m 1 N, ](∈
l 1← 1 NILmáx
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(L-3) Calcular: ;
(L-4) Resolver:  tal que  é M2-ortonormal e  é triangular superior;




(L-9) PARA  PASSO  ATÉ  FAÇA:
(L-10) Calcular:  e ;
(L-11) Calcular: ;
(L-12) SE  ENTÃO  CASO CONTRÁRIO ;
(L-13) SE  ENTÃO ;
(L-14) Resolver: , onde ;
(L-15) Calcular: ;
(L-16) SE (“CONVERGÊNCIA”) ENTÃO ; RETORNE.
Como podemos observar, para , o algoritmo acima representa uma versão escalar 
coincidente com o Algoritmo RGMRES(m). Em adição, a ação dos pré-condicionadores (a direita) 
ocorrem nas linhas (L-7) e (L-15). O teste de quebra do processo de ortogonalização é realizado 
em (L-12). A convergência, na linha (L-16), ocorre quando o critério de parada (7.23) ou (7.24) for 
satisfeito e a divergência quando o contador de iterações, , exceder o limite máximo definido por 
.
Convém ressaltar, que a variante flexível do método GMRES-Bt, com reinício e pré-
condicionamento, também é possível.
7.3.1.2.b. Solução Completa
No processo de solução completa, a resolução aproximada do modelo do tensor é obtida 
iterativamente e consiste no processo de miminização descrito em (7.18). Devido a existência do 
termo quadrático, o subespaço de Krylov deve ser ampliado de forma a conter as direções  e/ou 
, além da direção do vetor de resíduo inicial associado com a parte linear do modelo do tensor. 
Isto resulta em métodos operando com bloco de subespaço de Krylov inicial com duas ou três 
colunas. Para simplificar notação, abaixo iremos suprimiremos o subescrito “ “ referente ao 
contador de número de iterações do solucionador externo.
Exceto pela definição do bloco de vetores inciais, , a primeira etapa do método TGMRES-Bt 
para a construção de um bem-condicionado subespaço de Krylov de bloco, , é idêntica a 
Rl 1– BF– J x( )Dl 1––=
Rl 1– Vtβ= Vt R
N t×∈ β Rt t×∈
j' 1← 1 m
j j' t 1–+←
MRzj vj=
w J x( )zj=
i 1← 1 j
hi j, w
Tvi= w w hi j, vi–=
hj 1+ j, w 2=
hj 1+ j, 0≠ vj 1+ w hj 1+ j,⁄← t' t' 1–←
t' 0= j' m↔
Y* argminY Rm t×∈ Etβ HmY– 2= Hm hi j,[ ]= R
m t+( ) m×∈
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descrita para o método GMRES-Bt. De acordo com a teoria a ser descrita abaixo, o bloco de 
vetores iniciais para o método TGMRES de bloco 2 e 3 são dados por:  e , 
respectivamente.
Assumindo uma solução do tipo (7.7), podemos expressar o termo quadrático do modelo do 
tensor (7.25), como se segue
. (7.33)
Então, a idéia básica do método TGMRES-Bt é transformar o termo quadrático em (6.31) em uma 
função apenas do último elemento do vetor . Esta transformação produzirá duas diferentes 
metodologias, dependendo de o vetor  estar ou não contido no espaço definido por .
Quando , podemos facilmente observar que  com . Nesta situação, 
podemos fazer a seguinte transformação:
, (7.34)
onde  é uma matriz de permutação utilizada para mover p-ésima componente, , do 
vetor , para a última componente deste vetor. Esta transformação operará na permutação das 
colunas da matriz . Conforme veremos a seguir, esta situação é de menor interesse prático (só 
é valida para o modelo do tensor sem ou com pré-condicionamento à esquerda).
A outra situação, quando , é mais complexa por envolver um processo de 
ortogonalização. Neste caso, devemos introduzir a seguinte matriz M2-ortonormal,  
(ver equação (7.35) no fundo da próxima página), tal que
, (7.36)
onde  para  e . Os elementos  da matriz 
 são calculados de forma a assegurar a ortogonalidade desta matriz. Enquanto os 
elementos da matriz diagonal, , são calculados de forma a transfomar  em uma 
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Para simplificar a notação, assumiremos para  que a matriz  e o escalar  referem-
se à  e à , respectivamente. Enquanto que, para  esta matriz e este escalar 







A matriz  é uma matriz banda-Hessenberg superior com  sub-diagonais. Da expressão 
acima, podemos observar que . Embora envolva longas operações matemáticas, 
pode-se demonstrar com facilidade que o produto  pode ser eficientemente calculado em 
apenas  multiplicações e  adições. Para o cálculo de  o custo são 
apenas  permutações.
Assim como no GMRES, o processo de eliminação das  sub-diagonais da matriz  
pode ser conduzido de forma eficiente através de uma série de rotações de Givens ou reflexões de 
Householder. Estas operações podem ser representadas por uma matriz ortogonal . 










A determinação da correção do tensor inexata envolve a minimização da norma-M2 do vetor de 
resíduo (7.40), o que é equivalente a minimização das últimas  linhas deste vetor, dadas por:
. (7.44)
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Como podemos observar, minimizar a expressão acima em norma-M2 é equivalente a 
minimização de uma equação quártica em . Por sua vez, este problema é equivalente a 
determinação da raiz da equação cúbica resultante da diferenciação da equação quártica que se 
deseja minimizar. Resolvendo a equação cúbica, e escolhendo a raiz com menor magnitude 
absoluta, obtemos  e consequentemente . Com este tipo de escolha 
conservadora, obtém-se uma correção do tensor inexata mais próxima da correção de Newton, 
conforme foi adotado no método do tensor. Utilizando  podemos obter as outras componentes 
do vetor . Para tal, vamos considerar as seguintes componentes do vetor de resíduo (7.40)
. (7.45)
Fazendo o vetor acima igual a zero, obtemos , e consequentemente a solução 
. Com este resultado, a correção do tensor inexata pode ser determinada 
através de uma expressão do tipo (7.7), dada por: . Utilizando os produtos 
resultantes da solução iterativa do modelo do tensor, também podemos calcular facilmente e 
praticamente sem custo computacional a correção de Newton inexata. Para tal, devemos considerar 
as seguintes componentes do vetor de resíduo (7.39)
. (7.46)
Analogamente a (7.45), fazendo o vetor acima igual a zero obtemos . Com este resultado, a 
correção de Newton inexata pode ser calculada através de uma expressão do tipo (7.7), dada por: 
. Vale ressaltar que a norma de  é dada por .
Com base nos resultados acima e seguindo a mesma filosofia do método GMRES, o critério de 
parada (7.26) pode ser elaborado utilizando as linhas do vetor de resíduo (7.40), localizadas abaixo 
da parte triangular da matriz . Sendo assim, a implementação de (7.26), assume a seguinte 
forma [31],[34]:
. (7.47)
Sem incluir uma contribuição de  no seu cálculo, uma alternativa mais simplificada para a 
implementação de (7.26), também proposta em [31],[34], é dada por
. (7.48)
A determinação do termo do lado esquerdo da inequação acima, implica apenas na minimização 
de uma equação quadrática em . Vale ressaltar que, quando o modelo do tensor possuir uma raiz, 
a solução iterativa descrita acima, corresponderá a uma aproximação da correção do tensor obtida 
via solução direta (ver capítulo anterior), com precisão definida pela a tolerância, . Na situação 
ŷm
ŷT* m, β* s
Tdl 1– γŷT* m,+=
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contrária, temos um problema de minimização e a correção do tensor obtida com (7.47) ou (7.48)
divergirá da solução direta. Nesta situação, a norma do resíduo, definido em (7.25), será mais 
elevada para a correção do tensor inexata. Isto ocorre devido ao fato da minimização do vetor  
ter sido separada em duas sub-minimizações envolvendo a princípio o escalar , e depois o sub-
vetor . É fácil verificar esta situação quando ocorre uma quebra-afortunada.
Apesar de estarmos interessado na implementação com pré-condicionamento à direita, vale 
ressaltar que o método TGMRES-B3 requer distintas implementações para o pré-condionamento 
à direita e à esquerda. Em adição, a implementação sem pré-condicionamento possui a mesma 
estrutura de quando pré-condicionado à esquerda. Já o método TGMRES-B2, não possui esta 
particularidade, isto, por que não introduz  no bloco de subespaço de Krylov inicial, . Em [34], 
mais detalhadamente em [31] é sugerido também uma versão bloco-2+.
Seguindo a teoria descrita acima, os métodos TGMRES-Bt com reinício e pré-condicionamento 
à direita, foram implementados sob forma do algoritmo RTGMRES-Bt(m), descrito abaixo. 
Destacando-se o fato do pre-condicionamento a direita produzir, , o que elimina a 
possibilidade de uma solução via transformação (7.34), quando .
Algoritmo RTGMRES-Bt(m) 
(“Right-preconditioned Tensor Generalised Minimal Residual of Block-t with restart”)
(L-1) Dado: ,  e ;
(L-2) PARA  PASSO  ATÉ  FAÇA:
(L-3) Calcular: ;
(L-4) Para bloco-2: ,  (algoritmo RTGMRES-B2(m)), ou
para bloco-3: ,  (algoritmo RTGMRES-B3(m));
(L-5) Resolver:  tal que  é M2-ortonormal e  é triangular superior;




(L-10) PARA  PASSO  ATÉ  FAÇA:
(L-11) Calcular:  e ;
(L-12) Calcular:  e ;
(L-13) SE  ENTÃO  CASO CONTRÁRIO ;
(L-14) SE  ENTÃO ;
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(L-19) SE (“CONVERGÊNCIA”) ENTÃO
(L-20) Resolver: ;
(L-21) Calcular: ; RETORNE;
(L-22) CASO CONTRÁRIO .
Para  (bloco-2) e  (bloco-3), o algoritmo descrito acima corresponde aos algoritmos 
RTGMRES-B2(m) e RTGMRES-B3(m), respectivamente. Na linha (L-4) é definido o bloco de 
vetores iniciais a depender do algoritmo B2 ou B3. O teste de quebra no processo de 
ortogonalização é conduzido em (L-13), o que resulta na redução do bloco, até satisfazer a 
condição imposta em (L-14) e que corresponde a quebra-afortunada. O pré-condicionamento à 
direita é aplicado nas linhas (L-8), (L-15) e (L-21). Convém observar, em (L-15), a diferente 
implementação no método TGMRES-B3 para a versão sem pré-condicionamento. A covergência 
na linha (L-19) ocorre, se o critério de convergância (7.26), implementado por (7.47) ou (7.48), for 
satisfeito. O algoritmo acima fundamenta-se no processo de Arnoldi-Ruhe desenvolvido para 
solução com bloco de vetor [192],[27].
7.3.2. Termo Forçante
No contexto dos métodos do tensor inexato, apenas a Escolha 0 (7.9.a) tem sido utilizada 
[32],[31],[34],[114]. Os métodos publicados na literatura técnica especializada não abordam, sob 
o ponto de vista experimental e/ou teórico (análise de convergência), a questão da escolha da 
sequência dos termos forçantes para se evitar o problema de sobressolução do modelo do tensor, 
utilizando os processos de solução discutidos acima. Intuitivamente, no processo de solução 
simplificada ou modificada, a escolha da sequência de termo forçante para solução de (7.1) e (7.16)
evitando o problema de sobressolução pode ser a mesma adotada no método de Newton inexato, 
ver (7.9.a)-(7.9.f). Lembremos que, a mesma sequência de termos forçantes em (7.1) será 
empregada em (7.16) [32]. Também investigaremos experimentalmente, as seguintes escolhas, 
respectivamente análogas à Escolha 4 (7.9.e) e à Escolha 5 (7.9.e), e dadas por:
Escolha 6: , e (7.49.a)
Escolha 7: . (7.49.b)
Para aplicação das escolhas acima, foi adotado o seguinte procedimento. Na pesquisa-em-linha 
HmΓm hi j,[ ]= R
m t+( ) m×∈
dT l, dl 1– MR
1– VmΓmŷT+=
ŷN argminŷ Rm∈ βe1 HmΓmŷ+ 2=
dN l, dl 1– MR
1– VmΓmŷN+=
dl dT l,←
t 2= t 3=
ηk F xk( ) MT xk 1– dT k 1–,+( )– F xk 1–( )⁄←
ηk F xk( ) MT xk 1– dT k 1–,+( )– F xk 1–( )⁄←
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com a estratégia padrão, quando a correção do tensor for selecionada, a escolha 6 ou 7 é utilizada, 
caso contrário, a escolha 4 ou 5 será utilizada. Na estratégia de pesquisa-em-linha curvilinear, do 
capítulo anterior, sabemos que quando o fator de amortecimento se aproxima de zero, , a 
direção da correção do tensor curvilinear se aproxima da direção da correção de Newton. De fato, 
para um fator de amortecimento muito pequeno temos que , o que resulta em 
, ver equação (7.12). Nesta situação, temos 
que: , e com isto, as escolhas 6 e 7, devem produzir 
aproximadamente o mesmo efeito das escolhas 4 e 5, respectivamente. A adição de proteções, para 
ampliar a margem de segurança das escolha 6 e 7, conduzir-se-á através de (7.10).
Por envolver um problema de minimização, a escolha da sequência de termo forçante para evitar 
sobressolução, empregando o processo de solução completa, possui uma maior complexidade, 
quando comparado com o procedimento acima.
7.3.3. Globalização via Pesquisa-em-Linha
No método do tensor inexato, pelas mesmas razões apresentadas na discussão da versão inexata 
do método de Newton, consideraremos apenas a pesquisa-em-linha fundamentada na função nível 
associada com a norma-M2.
7.3.3.1. Estratégia Padrão
A aplicação da estratégia padrão desenvolvida para o método tensor, requer o cálculo da norma-
M2 do gradiente da função nível, que por sua vez, envolve o produto matriz-jacabiana-transposta 
por vetor. Caso este produto não possa ser efetuado, o teste executado na linha (L-8) do Algoritmo 
BLS-TS, deve ser simplifcado para
. (7.50)
Com isto, o parâmetro , definido no Algoritmo BLS-TS, não atua no teste de suficiente descida. 
A inequação (7.50) pode ser calculada utilizando os produtos da solução iterativa do modelo do 
tensor. De fato, para os processos de solução simplificada e modificada, temos os vetores de 
resíduo,  e , disponíveis das aproximções (7.1) e (7.16), respectivamente. Neste caso, o 
teste (7.50) pode ser eficientemente calculado como se segue,
. (7.51)




dT k 1–, λk 1–( ) λk 1– dN k 1–, O λk 1–
2( ) dN k 1–, d 1– k 1–,+– sk 1– νz+ +( )+=
MT xk 1–
dT k 1–, λk 1–( )
dT k 1–,
+( ) MN xk 1–
λk 1– dN k 1–,
dN k 1–,




rN k, r 1– k,
∇f xk( )
TdT k, F xk( )
TJ xk( )dT k,– F xk( )
T 1 μk–( ) F xk( ) rN k,+( ) μk F xk( ) r 1– k, J xk( )sk–+( )+( )–= =
μk μk τ( )=
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completa, temos disponível o vetor de resíduo, , da solução aproximada de (7.18), significando 
que (7.50) pode ser calculada atráves da seguinte expressão
. (7.52)
Considerando as colocações acima, o Algoritmo BLS-TS pode ser eficientemente utilizado para 
condução da pesquisa-em-linha no método do tensor inexato.
7.3.3.b. Estratégia Curvilinear
Para a aplicação da técnica de pesquisa-em-linha curvilinear, utilizando os subprodutos do 
método TGMRES-Bt, é preciso introduzir o seguinte bloco de vetores iniciais: 
 para bloco-2 e  para bloco-3. Com esta 
modificação, o vetor de resíduo (7.40) é dado por:
. (7.53)
Como podemos observar na expressão acima, o fator de amortecimento, , multiplica  
após as transformações envolvendo as matrizes  e , desta forma, a maior parte do trabalho 
para a obtenção da solução em subespaço de Krylov é poupado. Em adição, pode-se demonstrar, 
facilmente, que a minimização do vetor de resíduo (7.53) resulta na seguinte correção do tensor 
curvilinear inexata (com pré-condicionamento):
, (7.54)
onde  é o minimizador em norma-M2 de (7.53) e também uma função do fator de amortecimento 
. O custo computacional para o cálculo da correção curvilinear via (7.53) é relativamente baixo 
(complexidade ). Após as modificações introduzidas acima o Algoritmo BLS pode ser 
utilizado para realização da pesquisa-em-linha curvilinear.
7.3.4. Implementação Modificada
Fundamentado na teoria discutida acima, foi desenvolvida uma implementação modificada do 
método do tensor inexato globalizado com a técnica de pesquisa-em-linha (estratégia padrão ou 
curvilinear). O Algoritmo GIT, que descreve esta implementação, representa a versão inexata do 
Algoritmo GT e pode ser descrito como se segue:
rT k,
∇f xk( )








Rk l 1–, λk j, rk l 1–, ak= Rk l 1–, sk λk j, rk l 1–, ak=




Tdk l 1–, γŷm+( )
2
+ +=
λk j, r̃k l 1–,
Γm Qm
2( )








(L-1) Dado: , , , ,  e ;
(L-2) ; ;
(L-3) PARA  PASSO  ATÉ  FAÇA: (malha principal)
(L-4) Escolher:  (termo forçante) utilizando (7.9.a)-(7.9.f),(7.49.a)-(7.49.b);
(L-5) Aplicar proteção:  utilizando (7.10);
(L-6) Calcular: ; (matriz jacobiana)
(L-7) SE ( ) ENTÃO calcule pré-condicionador;
(L-8) Determinar:  tal que ;
(L-9) SE ( ) ENTÃO
(L-10) Calcular:  e ;
(L-11) Determinar:  tal que ;
(L-12) PARA  PASSO  ATÉ  FAÇA: (malha simplificada)
(L-13) SE ( ) ENTÃO
(L-14) Determinar:  via Algoritmo BLS-TS, com  entre  ou , ou
(L-15) determinar:  via algoritmo BLS-TC, com ;
(L-16) CASO CONTRÁRIO
(L-17) Determinar:  via Algoritmo BLS, com ;
(L-18)
(L-19) SE (“CONVERGÊNCIA” OU “DIVERGÊNCIA”) ENTÃO  RETORNE;
(L-20) SE ( ) ENTÃO
(L-21) SE ( ) ENTÃO (realize a iteração modificada)
(L-22) Determinar:  tal que †;
(L-23) Calcular:  e ;
(L-24) Determinar:  tal que ††;
(L-25) ; ; (correções simplificadas)
(L-26) CASO CONTRÁRIO




No algoritmo acima, foram empregados os mesmos testes de convergência e de divergência 
adotados no Algoritmo GT. Assim como, no Algoritmo GIN foi introduzida na (L-7) uma condição 
para a atualização do pré-condicionador. As linhas (L-11) e (L-24) referem se ao processo de 
x0 R
N∈ Ξ 0 1,( )∈ NImáx 0≥ NIJmáx 0≥ NIMmáx 0> 0 ηmáx 1< < R∈
k 0← η0 ηmáx←
i 0← 1 NJImáx
ηk
ηk 0 ηmáx ],(∈
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1
2
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solução completa, porém, para os processos de solução simplificada e modificada basta alterar 
estas linhas à determinação das correções  e , tal que, as expressões (7.3) e (7.20), 
implementação escalar, sejam satisfeitas, respectivamente. Para implementação em bloco deve-se 
satisfazer a expressão (7.23) ou (7.24). A globalização, via estratégia de pesquisa-em-linha, foi 
conduzida após as modificações citadas acima, utilizando o Algoritmo BLS para correção de 
Newton inicial e os algoritmos BLS-TS e BLS-TC para a correção do tensor. As condições para 
entrada e saída da malha simplificada (L-12)-(L-27) são as mesmas adotadas no Algoritmo GT. 
7.4. Produto Matriz Jacobiana-Vector na Análise do BH
Da teoria discutida acima, podemos observar a importância da implementação númerica do 
produto matriz jacobiana por vetor na eficiência do solucionador interno. Se matriz jacobiana for 
densa, a complexidade deste produto, via multiplicação direta, é igual a . Na análise do BH, 
podemos escrever este produto da seguinte forma
, (7.55)
onde  é o vetor de variável de estado na iteração  e  é a matriz jacobiana (associada com 
vetor de resíduo não-linear) no ponto definido por este vetor. O vetor   é um vetor arbitrário. 




Conforme já discutido, a expressão (7.56) envolve apenas matrizes multi-níveis. Lembremos que 
estas matrizes possuem uma estrutura hierárquica, onde cada nível assume uma forma do tipo 
bloco diagonal com bordas. Em adição, os blocos associados com os pontos de fundo (associado 
as SuRs de fundo) da hierarquia assumem uma representação bloco diagonal. Sendo assim, estas 
matrizes são altamente esparsas e a sua computação numérica torna se irrelevante quando 
comparado com (7.57). Em geral, o produto (7.57) também envolve uma matriz multi-níveis. 
Porém, neste caso, cada nível da hierarquia assume uma forma do tipo bloco diagonal e os blocos 
associados as SuRs de fundo, assumem uma representação do tipo bloco diagonal. Lembremos 
que, a largura de banda, definida em cada un destes blocos, dependerá proporcionalmente do limite 
de manipulação de potência desejado. Abaixo, discutiremos formas alternativas para o cálculo do 
produto matriz por vetor (7.57), envolvendo a matriz jacobiana associada ào vetor de função não-
dT k, dT k,
O N2( )
Y Xk( ) J Xk( )Z=














Utilizando a notação e os resultados do Capítulo 5 e introduzindo a soma multi-dimensional 






onde os subescritos  e  referem-se as contribuições do tipo Toeplitz e Hankel, respectivamente. 
Adicionando estas contribuições, temos que:
, (7.59.a)
. (7.59.b)
Se definirmos  e ,  como as formas-
de-onda associadas aos espectros de frequência definidos por  e , respectivamente. Então, 
utilizando o teorema da convolução [64], as somatórias no domínio da frequência (7.59.a)-(7.59.b)





As somatórias acima podem ser eficientemente calculadas via a TFRM [157] com complexidade 
i a1 a2 … aI, , ,( )=











ZG p, 0( ) Gpq 0( )Zq 0( ) 2 Gpq
re l–( )Zq
re l( ) Gpq
im l–( )Zq
im l( )+( )
l 1 1 … 1, , ,( )=
NH1 NH2 … NHNT, , ,( )
+=
ZG T p, ,
re k( ) Gpq
re k( )Zq 0( ) Gpq
re k l–( )Zq
re l( ) Gpq
im k l–( )Zq
im l( )–( )
l 1 1 … 1, , ,( )=
NH1 NH2 … NHNT, , ,( )
+=
ZG T p, ,
im k( ) Gpq
im k( )Zq 0( ) Gpq
im k l–( )Zq
re l( ) Gpq
re k l–( )Zq
im l( )+( )
l 1 1 … 1, , ,( )=
NH1 NH2 … NHNT, , ,( )
+=
ZG H p, ,
re k( ) Gpq
re k l+( )Zq
re l( ) Gpq
im k l+( )Zq
im l( )+( )
l 1 1 … 1, , ,( )=
NH1 NH2 … NHNT, , ,( )
=
ZG H p, ,
im k( ) Gpq
im k l+( )Zq
re l( ) Gpq
re k l+( )Zq
im l( )–( )
l 1 1 … 1, , ,( )=




re k( ) ZG T p, ,
re k( ) ZG H p, ,
re k( )+=
ZG p,
im k( ) ZG T p, ,
im k( ) ZG H p, ,
im k( )+=
gpq r( ) zq r( ) r 0 0 … 0, , ,( ) … NS1 1– NS2 1– … NSNT 1–, , ,( ), ,=
Gpq Zq
ZG p, 0( )
1
N
--- gpq r( )zq r( )
r 0 0 … 0, , ,( )=
NS1 1– NS2 1– … NSNT 1–, , ,( )
=
ZG p,
re k( ) 1N
--- gpq r( )zq r( )Wre
k r⋅
r 0 0 … 0, , ,( )=
NS1 1– NS2 1– … NSNT 1–, , ,( )
=
ZG p,
im k( ) 1N
--- gpq r( )zq r( )Wim
k r⋅
r 0 0 … 0, , ,( )=
NS1 1– NS2 1– … NSNT 1–, , ,( )
=
140
, onde . A complexidade no cálculo direto do 
produto matriz densa por vetor é igual a . Se a técnica de matriz esparsa, discutida no 
Capítulo 5, for utilizada na formação da matriz jacobiana, o custo em termos de operações 
numéricas do produto direto pode ser menor do que no produto denso via o teorema da convolução.
Por fim, o produto matriz jacobiana por vetor, pode ser aproximado utilizando uma 




 é um vetor com valores típicos de , , e  é o parâmetro de precisão 
da máquina. Neste trabalho, assumimos  para as componentes em frequência das 
tensões e correntes do circuito, i.e., norma-M1 do vetor  em (7.62). Em termos de tempo de 
processamento, o produto (7.61) pode ser considerado a versão mais eficiente, pois, não necessita 
do cálculo da matriz jacobiana,  e sim do vetor de resíduo  no ponto . Entretanto, 
sob o ponto de vista da precisão numérica, este produto consiste em uma aproximação . 
Convém ressaltar que, os produtos matriz por vetor via convolução (7.58.a)-(7.60.c) e diferenças-
finitas (7.61) produzem resultados equivalentes ao produto direto utilizando a matriz jacobiana 
completa (densa), i.e., sem o controle de esparsidade introduzido no Capítulo 5.
7.5. Pré-Condicionadores para Análise do BH
Conforme menciondo acima, nos métodos de Newton inexato e do tensor inexato o uso da 
técnica de pré-condicionamento é, em geral, vital para garantir a convergência do solucionador 
interno (método iterativo linear e iterativo do tensor). No Capítulo 5, foi discutido a aplicação de 
eficientes técnicas de matriz esparsa para a fatorização da matriz jacobiana em regime de único- e 
multi-tons. Este procedimento, pode ser utilizado para formar pré-condicionadores 
suficientemente robustos. Por exemplo, em regime de único-tom, a matriz bloco diagonal (ou 
bloco Jacobi) com informação apenas da componente de CC no espectro de derivadas, pode servir 
como pré-condicionador, com considerável capacidade de manipulação de potência [26]. Para uma 
extensão do limite de manipulacão de potência, pode-se ampliar a banda diagonal da matriz 
jacobiana. Um procedimento adaptativo para esta ampliação pode ser encontrado em [160]. 
Utilizando técnicas de aproximação da matriz jacobiana inversa, tal como, iterações de mínimo 
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resíduo auto-pré-condicionado pode-se refinar o pré-condicionador para solução dos sistemas 
jacobianos [193]. 
A decomposição e formulação multi-níveis para circuitos em grande-escala, introduzida nos 
capítulos anteriores, possibilitam a formação de eficientes pré-condicionadores para análise do BH 
envolvendo problemas de grande-escala.
7.6. Testes Preliminares
Para uma avaliação preliminar do desempenho do método do tensor inexato, em relação ao 
método de Newton inexato (método padrão), foram realizados uma série de experimentos 
númericos utilizando os problemas testes listados na Tabela 7.1. Os problemas 1-6 foram extraídos 
da coleção de Moré/Garbow/Hillstrom (MGH) [176]. Já os problemas 7-12, 13-18 e 19-24, 
correspondem a uma modificação dos problemas 1-6, onde a matriz jacobiana possui, na raiz, uma 
deficiência de posto-um, posto-dois e posto-três, respectivamente. Este tipo de modificação é 
descrita em [35] e [191] e consiste em quadrar a última equação para deficiência de posto-um (7-
12), quadrar as duas últimas equações para deficiência de posto-dois (13-18) e quadrar as três 
últimas para deficiência de posto-três (19-24). Os demais problemas correspondem a sistemas de 
equação diferencial parcial (EDP) em duas dimensões, sendo todos do tipo elíptico de valor de 
contorno [32],[177],[168]. Estes problemas foram resolvidos utilizando os seguintes pré-
condicionadores: Jacobi (probs. 1-4,7-10,13-16,19-22) [183], tri-diagonal (probs. 
5,6,11,12,17,18,23,24,33-36) e os operadores laplaciano (probs. 25-32,37-40) e biharmônico 
(probs. 37-40) com decomposição Choleski [157].
Na Tabela 7.1, a primeira e a segunda coluna referem se ao número e ao nome do problema, 
respectivamente. Para os problemas de EDPs, a terceira coluna refere se a grade de discretização 
utilizada. A dimensão do problema (número de variáveis) é fornecida na quarta coluna. A quinta 
coluna refere se ao ponto inicial, ver [29]. O parâmetro , que corresponde a dimensão do 
subespaço de Krylov utilizado em cada problema, é listado na sexta coluna. Nas demais colunas, 
são listados: o número de iterações, , o número de cálculo da função, , o número de 
iterações do solucionador linear, , e a norma-M2 da função não-linear. A pesquisa-em-linha 
foi conduzida utilizando interpolação quadrática para atualização do fator de amortecimento. 
Sendo que, no método do tensor inexato foi utilizada a estratégia padrão. Para o solucionador linear 
iterativo, foi adotado  e uma sequência de termo forçante definida pela Escolha 0 com 









,  e . Os parâmetros utilizados na pesquisa-em-linha, 
foram: ,  e . Finalmente, no método do tensor inexato foi utilizado 
o processo de solução modificada com implementação escalar, para resolução aproximada do 
modelo do tensor. A diferença entre as soluções obtidas com os métodos em consideração foi 
insignificante, i.e., . Antecipadamente, nas condições acima, podemos observar que o 
método de Newton inexato produz quatro falhas (probs. 17,23,27,28), enquanto o método do tensor 
inexato produz apenas uma (prob. 23). As falhas nos problemas 17 e 23 são eliminadas com o 
aumento de . Entretanto, as falhas do método padrão nos problemas 27 e 28 estão associadas 
à falta de robustez do método de Newton inexato.
Utilizando a definição de razão de desempenho, RD, introduzida no capítulo anterior, podemos 
comparar graficamente o desempenho do método do tensor inexato em relação ao método de 
Tabela 7.1
RESULTADOS DOS PROBLEMAS TESTES
Função GradeN x N n
x0 kdim
Método padrão: Newton inexato Método novo: tensor inexatopesquisa-em-linha: estratégia padrão
1
“Broyden Banded”
— 1000 100 5 18 19 18 7,9−11 11 12 20 8,6−11
2 — 1000 100 10 18 19 18 7,9−11 11 12 20 8,6−11
3
“Broyden Triangular”
— 1000 100 5 12 13 14 5,0−11 8 13 20 1,9−13
4 — 1000 100 10 12 13 12 4,5−11 8 13 13 1,9−13
5
“Discrete Boundary”
— 1000 50 10 6 7 18 1,4−11 7 11 41 4,6−11
6 — 1000 50 20 6 7 6 1,4−11 7 11 13 1,6−12
7 “Broyden Banded with 
Rank-One Deficiency” 
— 1000 1 10 21 22 21 2,7−11 8 9 15 3,3−11
8 — 1000 1 15 21 22 21 2,7−11 8 9 15 3,3−11
9 “Broyden Triangular with 
Rank-One Deficiency”
— 1000 1 10 19 20 63 5,0−11 7 8 32 7,2−13
10 — 1000 1 20 19 20 19 5,0−11 7 8 13 7,9−13
11  “Discrete Boundary with 
Rank-One Deficiency”
— 1000 50 15 14 15 14 3,5−11 9 13 21 1,3−12
12 — 1000 50 25 14 15 14 3,5−11 9 13 17 3,6−15
13 “Broyden Banded with 
Rank-Two Deficiency”
— 1000 1 10 21 22 21 3,7−11 9 10 17 1,0−11
14 — 1000 1 20 21 22 21 3,7−11 9 10 17 1,0−11
15 “Broyden Triangular with 
Rank-Two Deficiency”
— 1000 1 20 19 20 19 5,1−11 8 9 15 3,7−13
16 — 1000 1 25 19 20 19 5,1−11 8 9 15 3,7−13
17  “Discrete Boundary with 
Rank-Two Deficiency”
— 1000 50 15 12 13 932 — 9 10 865 4,6−11
18 — 1000 50 25 14 15 14 4,2−11 10 14 19 3,6−14
19 “Broyden Banded with 
Rank-Three Deficiency”
— 1000 1 10 21 22 21 4,4−11 12 13 23 1,1−12
20 — 1000 1 20 21 22 21 4,4−11 12 13 23 1,1−12
21 “Broyden Triangular with 
Rank-Three Deficiency”
— 1000 1 20 19 20 19 5,1−11 7 8 13 3,2−11
22 — 1000 1 25 19 20 19 5,1−11 7 8 13 3,2−11
23  “Discrete Boundary with 
Rank-Three Deficiency”
— 1000 50 15 3 4 568 — 5 6 873 —
24 — 1000 50 25 14 15 14 5,0−11 9 13 17 5,0−14
25 PDE
κ=275
64 4096 1 15 14 21* 14 8,4−11 11 24 20 1,4−11
26 64 4096 1 20 14 21* 14 8,4−11 11 24 21 5,4−11
27 PDE
κ=280
64 4096 1 20 150 1140 150 — 10 26 18 6,9−12
28 64 4096 1 25 150 1140 150 — 10 26 18 6,9−12
29 “Bratu”
λ=6,8067408
32 1024 0 5 14 15 15 8,2−12 6 7 11 4,5−11
30 32 1024 0 10 14 15 14 8,2−12 6 7 11 4,5−11
31 “Modified Bratu”
λ=κ=10
64 4096 0 5 5 6 18 4,2−13 5 6 23 1,3−13
32 64 4096 0 10 5 6 5 4,6−13 4 5 7 4,6−11
33 “Porous Medium”
d=50
64 4096 1 20 9 10 77 1,4−12 8 9 111 1,2−13
34 64 4096 1 35 9 10 39 1,7−12 7 8 51 5,7−11
35 “Porous Medium”
d=−50
64 4096 1 20 7 9 32 4,4−11 8 10 50 6,0−12
36 64 4096 1 35 7 9 19 5,3−11 8 10 30 3,3−12
37 “Lid Driven Cavity”
Re=250
63 7938 0 10 6 7 30 9,9−11 6 7 49 9,1−11
38 63 7938 0 20 6 7 14 9,7−11 6 7 23 6,8−11
39 “Lid Driven Cavity”
Re=500
63 7938 0 15 8 9 41 1,8−11 8 9 72 1,3−11
40 63 7938 0 30 8 9 19 1,8−11 8 9 33 1,3−11
NI NCF NIL F x*( ) 2 NI NCF NIL F x*( ) 2
εx 10
12–= NImáx NIJmáx 150= = NIMmáx 0=






Newton inexato. Neste sentido, nas Figs. 7.1(a)-(c), são representadas graficamente as RDs com o 
modelo do tensor sendo (aproximadamente) resolvido via os processos de solução simplificada, 
modificada, completa de bloco 2 e completa de bloco 3. Mais precisamente, os histogramas 
apresentados nas Figs. 7.1(a), (b) e (c) correspondem as razões de desempenho em termos do 
número de iterações, , do número de cálculo da função,  e do número de iterações 
do solucionador linear, . Vale ressaltar que, os resultados da Tabela 7.1, correspondem aos 
histogramas referente à solução modificada. Definindo um problema fácil como aquele, no qual a 
convergência ocorre em menos de cinco iterações, i.e., . Podemos observar, pelos 
histogramas, que os métodos do tensor inexato possuem um superior desempenho em termos de 
 e , principalmente para os problemas difíceis. Também podemos identificar, facilmente, a 
superioridade nos problemas com deficiência de posto (um, dois e três) da matriz jacobiana na raiz, 
conforme previsto teoreticamente [174]. Porém, se considerarmos o desempenho em termos de 
, observarmos que os métodos do tensor inexato possuem um desempenho inferior ao método 
padrão. Ou seja, os métodos do tensor inexato, quando comparado com o método padrão, 
produzem um menor  e  abrindo mão do , conforme discutido em [114]. Finalmente, 
podemos observar que o processo de solução modificada é o mais eficiente entre os processos de 
solução comparados. As falhas e a perda de desempenho do método do tensor inexato empregando 
o processo de solução completa (bloco 2 ou 3) estão associadas ao baixo limite imposto na 
dimensão do subespaço de Krylov utilizado.
Considerando o método do tensor inexato, com resolução do modelo do tensor, via o processo 
de solução modificada (melhor desempenho nos resultados acima), apresentamos na Fig. 7.1(d) o 
desempenho da implementação em bloco versus a implementação escalar. Como podemos 
observar, excluindo as falhas, a implementação em bloco é apenas marginalmente superior a 
implementação escalar se considerarmos o  e apenas marginalmente inferior considerando  
e . Não obstante, considerando o hardware utilizado, a implementação em bloco pode ser 
muito superior a escalar em termos de tempo de processamento, conforme destacado em [114].
Ainda considerando o método do tensor inexato com solução modificada e implementação 
escalar, foram realizados testes para determinar o desempenho da estratégia de pesquisa-em-linha 
curvilinear versus a estratégia de pesquisa-em-linha padrão. Os resultados destes testes com 
atualização do fator de amortecimento via redução divindindo-pela-metade e s interpolação 
quadrática são ilustrados no histograma da Fig. 7.2(a) e Fig. 7.2(b), respectivamente. Assim, como 
na versão exata, ver resultados do Capítulo 6, em ambos os casos, a estratégia curvilinear é apenas 
marginalmente mais eficiente em termos de . Em adição, a estratégia com redução divindindo-










Fig. 7.1 Gráficos da razão de desempenho (RD) do método do tensor inexato (novo) vs. Newton 
inexato (padrão). (a) Processo de solução simplificada. (b) Processo de solução modificada. (c) 

























































pela-metade produz quatro falhas adicionais, como podemos observar na Fig. 7.2(a).
Nos resultados acima, o termo forçante foi mantido constante (escolha trivial ou Escolha 0), o 
que, em geral, resulta no problema de sobressolução. Sendo assim, utilizando o Problema 39 (“Lid 
Cavity”) da Tabela 7.1, foram realizados testes para avaliar o efeito de outras escolhas para 
definição da sequência de termo forçante. Os resultados destes testes, sob forma de históricos de 
convergência, são ilustrados na Fig. 7.3 e foram obtidos com as mesmas condições adotadas para 
a geração da Tabela 7.1. Ressaltando que, os gráficos referentes ao método do tensor inexato foram 
obtidos com a implementação em bloco em substituição a implementação escalar. Na Fig. 7.3(a) e 
Fig. 7.3(b) podemos observar o histórico de convergência do método de Newton inexato utilizando 
as escolhas 0 e 5, respectivamente. No gráfico da Fig. 7.3(a), podemos observar claramente a 
característica dente de serra causada pelo efeito de sobressolução. Para a Escolha 5, o termo 
forçante inicial é dado por . Conforme previsto em [177], o uso da Escolha 5, 
praticamente elimina o problema de sobressolução que ocorre com a Escolha 0. Para avaliarmos o 
Fig. 7.2 Gráficos da razão de desempenho (RD) do método do tensor inexato com solução 
modificada e implementação escalar. (a) Estratégia de pesquisa-em-linha curvilinear com 
interpolação quadrática (novo) vs. estratégia padrão (padrão). (b) Estratégia de pesquisa-em-linha 
curvilinear λ-divindo-pela-metade (novo) vs. estratégia padrão (padrão).
(a) Problema


































efeito de sobressolução com o método do tensor inexato com solução modificada e implementação 
em bloco, foi realizado um teste com a Escolha 0, ver Fig. 7.3(c) e um outro com a Escolha 7, ver 
Fig. 7.3(d). É interessante observar que a Escolha 7, proposta neste trabalho, também produz uma 
eliminação do problema de sobressolução. Este tipo de resultado não está apresentado em nenhuma 
das referências listadas, e sendo assim, representa uma contribuição deste trabalho. Nos gráficos 
da Fig. 7.3, os símbolos “ “ e “ “ indicam cada passo de correção inexata do solucionador não-
linear (iterações externas). Sendo que, o último símbolo indica também a ação da proteção (7.10).
Finalmente, os resultados descritos acima estão em plena concordância com os resultados 
apresentados em [31]-[114], e desta forma, validam a implementação numérica proposta acima.
7.7. Conclusão




Fig. 7.3 Histórico de convergência para solução do problema 39 utilizando o método de Newton 
inexato com (a) Escolha 0 e (b) Escolha 5. Histórico de convergência (problema 39) do método 
do tensor inexato com solução modificada e implementação bloco utilizando (c) Escolha 0 e (d) 
Escolha 7.














































dos métodos de Newton e do tensor. Conforme foi destacado, na discussão teórica anterior, o 
método do tensor inexato possui uma maior complexidade, na solução iterativa do modelo local, 
que define a correção para o cálculo da próxima iteração. Para resolução deste modelo, foram 
considerados os processos de solução simplificada, modificada e completa (terminologias 
introduzidas neste trabalho). Sendo o processo de solução completa, um problema de minimização 
(com dimensão igual ao subespaço de Krylov) do modelo do tensor.
No método de Newton inexato, como solucionador interno, foi discutido e implementado o 
método GMRES com re-inícialização e pré-condicionamento a direita, RGMRES(m). Este 
método, realiza a solução iterativa e aproximada do modelo linear local que define a correção de 
Newton inexata. O pré-condicionamento tem o caráter de assegurar robustez e velocidade de 
convergência. Conforme apresentado acima, os processos de solução simplificada e modificada 
exigem a resolução iterativa e simultânea de dois sistemas de equação não-linear. Para tal, foram 
discutidos e implementados a versão escalar RGMRES(m) e a versão bloco-2 RGMRES-B2(m). 
Para o processo de solução completa do modelo do tensor, como solucionador-interno, foi 
discutido o método iterativo TGMRES-Bt com reinício e pré-condicionamento. Mais 
precisamente, foi discutido e implementado uma versão que opera em subespaço de Krylov de 
bloco-2, RTGMRES-B2(m) e uma outra versão de bloco-3, RTGMRES-B3(m). Esta última versão 
trabalha com informação completa do modelo do tensor na formação base inicial do subespaço de 
Krylov. 
Para validar a nossa implementação númerica, foram realizados uma série de testes preliminares 
comparando o desempenho do método de Newton inexato com o método do tensor inexato. 
Na avaliação preliminar de desempenho apresentada acima, o método do tensor inexato com 
processo de solução modificada apresentou uma maior eficiência quando comparado com o 
método de Newton inexato. Porém, vale ressaltar que, os processos de solução completa 
demandam uma maior dimensão para o subespaço de Krylov utilizado. Nos testes realizados, esta 
dimensão foi estabelecida no limite de solução do método de Newton inexato, e sob este aspecto, 
a comparação pode não ter sido justa. Com relação a pesquisa-em-linha, os resultados que 
comparam a estratégia curvilinear e a estratégia padrão, aplicado ao processo de solução 
modificada, demonstram um comportamento semelhante aos resultados envolvendo o método do 
tensor (versão exata) discutido no capítulo anterior. Diferentes escolhas para a sequência de termos 
forçantes foram analisadas e testadas. Incluindo resultados que demonstram a eficácia da Escolha 
7 (e da Escolha 8), proposta neste trabalho, para eliminação do problema de sobressolução. Uma 
comparação do desempenho da implementação em bloco versus implementação escalar no 
processo de solução modificada, também foi apresentada. Em resumo, os testes realizados 
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demonstram a superioridade do método do tensor inexato, particularmente, na solução de 
problemas singulares e mal-condicionados entorno da raiz. Em adição, pode se observar pelos 
resultados que o método do tensor inexato negocia mais iterações internas por menos iterações 
externas.
Para maior eficiência do solucionador-interno, na análise do BH, foram discutidas eficientes 
técnicas para a condução do produto entre a matriz jacobiana do BH (associada à função não-
linear) e um vetor, sem formação explícita desta matriz. Também foram discutidas diferentes 
técnicas de pré-condicionamento da matriz jacobiana (associada ào resíduo), incluindo a 
metodologia proposta de decomposição multi-níveis do circuito.
Os algoritmos referentes aos métodos inexatos implementados, neste trabalho, foram descritos 




ESTE CAPÍTULO, serão apresentados os exemplos de circuitos forçados utilizados na 
validação da teoria proposta para formulação e resolução do problema do BH em regime 
de único-tom, dois-tons, três-tons e multi-tons (distorção harmônica, distorção por 
intermodulação, conversão em frequência e conversão em frequência com distorção por 
intermodulação). Por conveniência, estes exemplos foram sub-divididos em três grupos. O 
primeiro grupo consiste de circuitos básicos utilizando um número pequeno de dispositivos ativos 
do tipo diodo ou transistor BJT (modelo de Ebers-Moll utilizando 2 diodos). Estes circuitos são: 
fonte de alimentação com retificação de meia-onda (FARMO) [7],[13],[4]; fonte de alimentação 
com retificação de onda-completa (FAROC); amplificador classe-C (ACC) [8],[13],[4] e; 
multiplicador de frequência (MF) [7],[8]. No segundo e terceiro grupo, foram considerados 
circuitos fundamentados em transistores de microonda e de onda milimétrica do tipo MESFET, 
pHEMT e HBT, cujos CEEs foram discutidos no Capítulo 3. Para o segundo grupo, foram 
considerados os seguintes circuitos: amplificador de potência (AP); amplificador de potência 
corporativo (APC) [196]; conversor de frequência resistivo (CFR) e; conversor de frequência 
resistivo balanceado (CFRB) [113]. No terceiro e último grupo, foram considerados os circuitos 
com dezenas de transistores, onde a aplicação da decomposição multi-níveis, introduzida no 
Capítulo 2, produz uma significante redução na complexidade da análise do BH em termos de 
memória e tempo de processamento. Os circuitos em consideração são: ressoador ativo (RA) 
[194]; multiplicador analógico de quatro-quadrantes (MAQQ) [195]; multiplicador analógico de 
quatro-quadrantes de baixo-deslocamento (MAQQ-BD) [195] e; multiplicador analógico 
balanceado (MAB) [197].
Na Seção 8.2, discutir-se-á, de forma resumida, a implementação em CAD da teoria proposta 
neste trabalho. Em seguida, na Seção 8.3, serão descritos os circuitos forçados utilizados como 
exemplos e os resultados numéricos que validam o processo de formulação e de solução 
introduzido nos capítulos anteriores. Esta seção está subdividida em 7 subseções, descrevendo 
cada um dos circuitos citados acima. Nestas subseções, são apresentados esquemáticos, modelo de 
grande-sinal, tabela de parâmetros e as funções não-lineares dos circuitos. Para os circuitos com 
estrutura hierárquica, os esquemas de decomposição multi-níveis serão expostos detalhadamente. 
Em adição, para cada circuito de teste, são ilustrados os resultados obtidos com as SRNs descritas 
pela FEE e pela FNM e o circuito com e sem hierarquia. Estes resultados, obtidos da análise de CC, 
N
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análise MP, análise de CA, análise do BH, e análise de CF-BH [153], demostram a precisão da 
nossa implementação númerica. A Seção 8.4 apresenta os resultados que comparam o desempenho 
do método do tensor versus método de Newton em problemas de pequena e média-escala e do 
método do tensor inexato versus método de Newton inexato, em problemas de grande-escala. A 
Seção 8.5 apresenta o desempenho da análise do BH utilizando a técnica de decomposição multi-
níveis. Finalmente, as conclusões são reservadas para a Seção 8.6. 
8.2. Implementação em CAD
Toda a teoria descrita neste trabalho foi implementada numericamente e integrada no ambiente 
de programa para simulação de circuitos integrados, entitulado CDSys - Circuit Design System. A 
linguagem de programação objeto-orientada C++ [107], foi adotada nesta implementação por 
oferecer avançados recursos de programação, tais como: classes, polimorfismo, funções virtuais, 
sobre-carregamento (“overloading”) de funções e de operadores, classes abstratas, derivação de 
classe, template, etc. O ambiente do programa está sendo desenvolvido sob forma de Standard 
Template Library (STL) o que garante a sua modularidade e portabilidade. Vale ressaltar que, o 
sistema CDSYS está apoiado na biblioteca numérica, entitulada NuPack - Numerical Package. 
Esta biblioteca é composta dos seguintes módulos: ILESOLV - Iterative Linear Equation Solver;
ITESOLV - Iterative Tensor Equation Solver; NESOLV - Nonlinear Equation Solver (Tensor, 
Newton, multi-level, homotopy); DLESOLV - Direct Linear Solver; EIGENSOLV - Eigen Solver;
MATRIX (operações com matrizes de ponto e de bloco armazenada sob forma densa e esparsa); 
VECTOR; DFT - Discrete Fourier Transform; DATFIT - Data Fitting; etc.
8.3. Descrição dos Circuitos e Resultados
Nesta seção, descreveremos os circuitos e os resultados numéricos que validam a teoria 
desenvolvida neste trabalho. Inicialmente, apresentamos os circuitos básicos: FARMO, FAROC, 
ACC e MF. Neste primeiro grupo, os circuitos utilizam diodos e BJTs descritos por um simples 
CEE e a função não-linear padrão para corrente de condução do diodo. Em seguida, no segundo 
grupo, são apresentados os circuitos de microonda e de onda-milimétrica: AP, CFR e CFRB. 
Exceto pelo CFRB, que utiliza dois dispositivos do tipo FET, os demais circuitos utilizam apenas 
um dispositivo. Vale lembrar, dos capítulos anteriores, que cada dispositivo corresponde a uma 
SRN. Finalmente, empregando um maior número de dispositivos, apresentaremos os resultados 
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para o terceiro grupo de circuitos: RA, MAQQ, MAQQ-BD, AAPC e MAB que utilizam a 
decomposição multi-níveis. Os circuitos do segundo e terceiro grupo, estão fundamentados nos 
dispositivos de alta-velocidade do tipo MESFET, pHEMT e HBT, cujos CEEs foram descritos no 
Capítulo 2.
8.3.1. Circuitos Básicos
Os circuitos básicos descritos na Fig. 8.1 tem sido tradicionalmente utilizados na validação 
numérica de métodos para análise de regime permanente em circuitos não-lineares forçados 
[7],[8],[13],[4],[57],[198]. São circuitos simples que possuem apenas um nível de hierarquia (nível 
0) referente a SuR topo, . O primeiro circuito básico, utilizando 1 diodo, consiste de uma fonte 
de alimentação com retificação de meia-onda (FARMO) operando em 60 Hz, ver esquemático da 
Fig. 8.1(a) [7],[13],[4]. Apesar de não ilustrado, também foi considerado o circuito de uma fonte 
de alimentação com retificação de onda completa (FAROC) utilizando uma ponte de 4 diodos. As 
formas-de-onda das tensões retificadas geradas pelas fontes de alimentação FARMO e FAROC 
são ilustradas na Fig. 8.1(b). Estes resultados foram obtidos da análise do BH de único-tom com 
32 harmônicos (i.e., 33 linhas espectrais), o que resulta em 65 variáveis na FEE; em 130 variáveis 
na FNM para a FARMO; em 260 variáveis na FEE e em 520 variáveis na FNM para a FAROC.
Em seguida, consideramos o ACC operando em 100 MHz, cujo esquemático é fornecido na Fig. 
8.1(c) [8],[13],[8]. Este circuito, utiliza um dispositivo do tipo BJT como elemento ativo, 
representado pelo CEE de Ebers-Moll que utiliza 2 diodos e 2 FTCCs. A forma-de-onda da tensão 
de saída pode ser observada na Fig. 8.1(d). Este resultado foi obtido da análise do BH de único-
tom com 16 hramônicos (i.e., 17 linhas espectrais), o que resulta em 33 variáveis na FEE e na FNM 
O último circuito básico a ser considerado, representado no esquemático da Fig. 8.1(e) , é o MF 
utilizando BJT [7],[8]. Este circuito opera com frequência de entrada igual a 21 MHz e fator de 
multiplicação em frequência igual a 2. O CEE do BJT é o mesmo utilizado no ACC. Os resultados 
da análise do BH de único-tom, com a forma-de-onda e o espectro de frequência da tensão de saída 
são apresentados nas Figs. 8.1(f) e (g), respectivamente. Estes resultados foram obtidos da análise 
do BH de único-tom com 16 harmônicos.
Na Tabela 8.1 é listada a função não-linear padrão que descreve a corrente de condução de um 
diodo de junção PN ou de barreira Schottky. Para evitar o problema de estouro do valor numérico, 
em alta corrente, o modelo do diodo é aproximado por uma função quadrática com continuidade 
de derivada de primeira e de segunda-ordem no ponto de transição. O modelo paramétrico do diodo 
S0
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também é comumente utilizado para solucionar este problema [199],[39].
8.3.2. Amplificador de Potência
O circuito do AP, ilustrado no esquemático da Fig. 8.2(a), está fundamentado em um dispositivo 
transistor do tipo GaAs MESFET de 8 dedos, fabricado pela Phillips Microwave, RU, com 
comprimento de porta de 0,7μm (processo D07) e largura de porta total de 900 μm. As redes de 










Fig. 8.1 (a) Esquemático e (b) resultado da fonte de alimentação com retificação de meia-onda 
(FARMO) e de onda completa (FAROC). (c) Esquemático e (d) resultado do amplificador classe-
C (ACC) utilizando BJT. (e) Esquemático e (f) resultado multiplicador de frequência (MF) 
utilizando BJT.
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adaptação de entrada e de saída foram projetadas para um casamento de potência simultâneo, na 
frequência de 10 GHz (banda-X), resultando em um ganho de potência de aproximadamente 6 dB 
em regime de pequeno-sinal. O ponto de polarização do MESFET corresponde -1 V para a tensão 
de porta e 8 V para a tensão de dreno. As redes de terminação TE1 (porta 1 - entrada) e TE2 (porta 
2 - saída) são formadas por uma sonda de tensão, uma sonda de corrente e uma excitação com 
representação de Thevènin ou de Norton. Esta rede de terminação será utilizada em todos os 
exemplos a seguir.
Para representar os MESFETs, foi utilizado o CEE (top-B) do FET descrito na Fig. 3.3(a) do 
Capítulo 3. Porém, neste exemplo, estamos considerando o CEE sem a presença do diode  e 
com  e  linear. Lembrando que, para este modelo temos 4 ou 6 variáveis de estado não-
lineares, se usarmos FEE ou FNM, respectivamente. Isto representa aproximadamente uma 
redução de 33% na dimensão do problema do BH, a favor da FEE. Na Tabela 8.5 estão listados os 
parâmetros elétricos do CEE do MESFET. As funções não-lineares, que descrevem o 
comportamento do MESFET em regime de grande-sinal, estão fundamentadas no modelo 
desenvolvido pela Phillips Microwave [196]. Neste modelo, a corrente dos diodos de porta-fonte 
e de porta-dreno são representadas pelo funcional descrito na Tabela 8.1. Para a corrente de dreno, 
a transição entre as regiões de sub-limiar e de alta-corrente, é realizada da seguinte forma: quando 
a tensão porta-fonte, , assume um valor menor que  (tensão crítica), a função  
assume a forma: . Os coeficientes  e  são determinados impondo 
continuidade na função e na sua derivada de primeira-ordem. Este modelo possui apenas 
continuidade na derivada de primeira ordem e, por este motivo, possui limitações na reprodução 
dos efeitos de DIM. O efeito de dispersão em baixa-frequência (DBF) da condutância do canal foi 
considerado. Os parâmetros do CEE do MESFET de oito-portas estão listados na Tabela 8.2. Os 
parâmetros das funções não-lineares, associadas as correntes de condução e deslocamento deste 
modelo, se encontram listadas nas Tabelas 8.3 e 8.4.
Na Fig. 8.2(a) podemos observar a trajetória I/V da corrente de dreno versus tensão dreno-fonte 
Tabela 8.1
FUNÇÃO NÃO-LINEAR DO MODELO DO DIODO
 Corrente de Condução do Diodo
,  e 
jD 1, v t( )( ) Is v t( ) nVT( )⁄( )exp 1–( )=
jD 2, v t( )( ) Is Vmáx nVT( )⁄( )exp 1–( ) A2v t( )
2 A1v t( ) A0+ + +=
A0 = A1 = A2 =
jD v t( )( ) if v t( ) Vmáx> jD 1, v t( )( ) jD 2, v t( )( ), ,( )=
Dgd
Rgs qgd
vgsc Vc Vth 1 Δ–( )= f1
f1 v( ) K1 K2v( )exp= K1 K2
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Fig. 8.2 (a) Esquemático do amplificador de potência (AP) de microonda utilizando GaAs 
MESFET. (c) Parâmetros de espalhamento. (b) Trajetórias I/V. (c) Potência de saída versus 
potência de entrada para regime de único-tom. (e) Potência de saída versus potência de entrada 
em regime de dois-tons. (f) Formas-de-onda das tensões de entrada e de saída e (g) recrescimento 
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em regime não-linear. Na Fig. 8.2(b) podemos observar o recrescimento espectral da potência de 
saída pra um sinal de entrada digital.
8.3.3. Amplificador de Potência Corporativo
A micrografia do circuito integrado de microonda monolítico (CIMM) (tradução nossa do termo 
Tabela 8.2
PARÂMETROS ELÉTRICOS DO CEE (TOP-A) DO GAAS MESFET
Tabela 8.3
FUNÇÕES NÃO-LINEARES DO MODELO DA PHILLIPS DO GAAS MESFET
Tabela 8.4
PARÂMETROS DAS FUNÇÕES NÃO-LINEARES DO MODELO DA PHILLIPS DO GAAS MESFET
Extrínsecos Intrínsecos






















Cargas de Porta-Fonte ( ) e de Porta-Dreno ( )
Corrente de Dreno-Fonte
Condutância de Saída CC
Condutância de Saída CA
Corrente de Dreno-Fonte (Dispersão de Baixa-frequência)
(mA/mm) (V) (V) (mS/mm) (V)
332,4
(???) 0,4 -2,98 0,7 1,75 0,0025
22,725
(???) 0,827 0,3 0,296 0,333
Cargas de Porta-Fonte e de Porta-Dreno Diodos de Porta-Fonte e de Porta-Dreno












(???) 1,0 1,0 31,2
Lgpar Ldpar Rdpar Lspar Rspar Rgw Rdw Rsw Cdsw τ Rgsw Cgdw
x gs= x gd=
qx vx t( )( ) Cx0Vbi 1 1 vx t( ) 0,5Vsat+( ) Vbi⁄–( )–
m( ) m⁄ Cx1vx t( )+=
ex vx t( )( ) vx t( ) qx vx t( )( ) Cx0⁄–=
VCmax FcVbi 0,5Vsat–=
f1 vgsd t( )( ) 1 vgsd t( ) Vth⁄–( )
pH vgsd t( ) Vth–( )= f2 vds t( )( ) 1 k vds t( ) Vsat⁄( )
2–( )exp 1 vds t( ) Vsat⁄+( )⁄–=
jds vgsd t( ) v, ds t( )( ) Idssf1 vgsd t( )( )f2 vds t( )( )=
gds
DC( ) vgsd t( ) vds t( ),( ) αgds0 1 a Vth vgsd t( )–( ) Va⁄exp⋅+( )⁄ 1 bvds t( )+( )ln bvds t( )( )⁄⋅=
jds
DC( ) vgsd t( ) v, ds t( )( ) gds
DC( ) vgsd t( ) vds t( ),( )vds t( )=
gds
AC( ) vgsd t( ) vdsb t( ),( ) 1 α–( )gds0 1 a Vth vgsd t( )–( ) Va⁄exp⋅+( )⁄ 1 bvdsb t( )+( )⁄=
jds
AC( ) vgsd t( ) vdsb t( ),( ) gds
AC( ) vgsd t( ) vdsb t( ),( )vdsb t( )=
Idssw Vsat Vth k p Δ
gd0w a b
Va α
Cgs0w Cgd0w CgsBw CgdBw Vbi m
Isgsw Isgdw ngs ngd
VT
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em inglês monolithic microwave integrated circuit (MMIC)) do APC fabricado pela Phillips 
Microwave, RU, em tecnologia de GaAs, pode ser visualizada na Fig. 8.3(a). Este circuito emprega 
8 MESFETs com as mesmas dimensões e características elétricas do transistor utilizado no AP 
descrito anteriormente, ver Fig. 8.2(a). Assim como no AP, o circuito do APC foi projetado para 
operar em 10 GHz. As redes de adaptação de entrada e de saída, utilizadas para divisão e 
combinação de potência, respectivamente, formam uma estrutura binária de oito-ramos conforme 
podemos observar no diagrama esquemático da Fig. 8.3(b). Estas redes de adaptação e de 
polarização foram implementadas em linhas de transmissão (LTs), físicamente realizadas 
utilizando estruturas de microfita em substrato de GaAs semi-isolante, cujas as dimensões físicas 
e os parâmetros elétricos são apresentados na Fig. 8.3(b). Os buracos metalizados (BMs) (“via-
holes”), modelados por uma rede RL (resistor-indutor) série, fornecem o aterramento dos 
capacitores microwave integrated monolithic (MIM) do tipo “overlay” utilizados nas redes de 
adaptação, e dos terminais de fonte dos FETs. A rede externa de polarização de porta (REPP) e de 
dreno (REPD), compostas de fios de solda e “pads”, foram modeladas por uma rede LC passa-
baixa. O esquemático completo do AP utilizado é apresentado na Fig. 8.3(b).
As discontinuidades do tipo junção-T e sobre-passo existentes no layout do APC produzem um 
efeito desprezível na faixa de frequência de operação, sendo assim, foram desprezadas. Porém, o 
mesmo não se pode dizer sobre as componentes harmônicas de alta-frequência com APC operando 
em regime de grande-sinal.
Os parâmetros de espalhamento (ou parâmetros-s) calculados e medidos do APC, polarizado 
com V e V, na faixa de frequência de 2 a 20 GHz, podem ser visualizados na 
Fig. 8.3(c). Destes resultados observamos que o APC possui uma banda de passagem de 3-dB de 
8,5 a 11,0 GHz, um ganho de potência de 8 dB, e uma potência de saída de +36 dBm no ponto de 
compressão de 1 dB. Os parâmetros-s calculados foram obtidos via análise MP e análise CA de 
pequeno-sinal, utilizando a FEE e a FNM para as SRNs. Os resultados de grande-sinal da potência 
de saída componente fundamental e das componentes de segunda e de terceira harmônica, em 
função da potência de entrada, são mostrados na Fig. 8.3(d). O ponto de compressão de 1 dB é 
também indicado nesta figura. Observe que as inclinações das curvas estão de acordo com a teoria 
descrita em [201].
Se considerarmos a análise eletro-térmica [76], cada MESFET de 8 dedos de porta pode ser 
considerado uma SuR intermediária composta de 8 SuRs de fundo representando um arranjo de 8 
células de MESFET de porta-única e de uma RC para a interligação destas SuRs (células) com os 
terminais externos do dispositivo.
EGG 1–= EDD 8=
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Fig. 8.3 (a) Microfotografia do amplificador de potência corporativo (APC) fabricado pela 
Phillips. (b) Esquemático do APC sub-dividido em 2 super-redes (SuRs). (c) Magnitude dos 











Substrato S.I. - GaAs 
εr=12,9
h = 100 μm



























































































































































8.3.4. Conversores de Frequência Resistivos
O esquemático do circuito do CFR, projetado para operação em 94 GHz (banda-W), pode ser 
visualizado na Fig. 8.4(a). Fig. 8.4 O projeto deste conversor de frequência foi desenvolvido para 
a tecnologia de guia-de-onda coplanar utilizando as técnicas discutidas em [113]. Em acréscimo, 
este conversor emprega um transistor do tipo pHEMT (ou MODFET), que atua como resistor 
variável de alta-velocidade. Os transistores foram polarizados de forma a operar na região linear, 
i.e., entorno da tensão de dreno-fonte igual a zero. 
Os pHEMTs fabricados em tecnologia de InP com um valor nominal de comprimento de porta 
de 80 nm [113] foram modelados utilizando a metodologia de aproximação quasi-estática [136], 
conforme descrito em [200]. O CEE (top-A) descrito na Fig. 3.3(a) foi utilizado para representar o 
comportamento elétrico do pHEMT, com seus parâmetros elétricos fornecidos na Tabela 8.5. As 
funções não-lineares do modelo de Lin-Ku [200], utilizadas para representar as correntes de 
condução e de deslocamento no dispositivo intríseco, são listadas na Tabela 8.6 e os seus 
parâmetros na Tabela 8.7. Ao contrário do AP, no modelo do FET, não foi utilizado a tensão 
intrínseca de porta-fonte com atraso, , i.e., assume-se .
Em operação heteródina com  e , podemos observar nas Fig. 8.4(b) e 
(c) os resultados da análise do BH. Mais precisamente, foi representado graficamente, na Fig. 
8.4(b), a perda de conversão, , versus a tensão de polarização de porta, , para diferentes 
níveis de potência de OL, , e na Fig. 8.4(c), a variação de  com , para  
análise de intermodulação de dois-tons. Estes resultados foram obtidos com uma potência de RF, 
, igual a -25dBm. A análise foi conduzida utilizando 8 harmônicos para representação da 
portadora (sinal na frequência de OL) e 1 harmônico para modulação (sinal na frequência de RF), 
totalizando 26 linhas espectrais (incluindo a componente de CC).
O esquemático do circuito do CFRB, versão com arquitetura de rejeição de frequência imagem 
do conversor acima, pode ser visualizado na Fig. 8.4(d). Nas Figs. 8.4(e) e (f) são apresentados os 
resultados referente a análise do BH para ganho de conversão e isolação OL-RF versus potência 
de OL. Estes resultados foram obtidos utilizando 8 harmônicos para a frequência de OL (portadora/
grande-sinal) e 1 harmônico para a frequência de RF (modulação/pequeno-sinal).
8.3.5. Ressoador Ativo
O diagrama esquemático do RA proposto em [194], utilizando GaAs MESFETs de 1 μm modo 
vgsc t τ–( ) τ 0=
fOL 94= GHz fFI 500= MHz
Lc EPP
POL Lc POL EPP 0,2–= V
PRF
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Fig. 8.4 (a) Esquemático e (b)-(c) resultados do conversor de frequência resistivo (CFR) de onda 
milimétrica utilizando InP pHEMT. (e) Esquemático e (e),(f) resultados do conversor de 
































































Δf - frequência de deslocamento, GHz















































































































































































































depleção (com tensão de acionamento de -1.0 V) é descrito na Fig. 8.5(a) e (b). Como podemos 
observar, o circuito do RA é composto por 2 integradores em configuração inversora e não-
inversora ligados em anel. As tensões de polarização de fonte, , e de dreno,  são iguais a 
6V e -6V, respectivamente. Os transistores M1, M2, M8 e M10 compõem o integrador não-inversor, 
enquanto os demais transistores compõem o integrador não-inversor. O transistor M11 é utilizado 
para sintonia em frequência. Os transistores M1-M10 possuem uma largura de porta igual a 50 μm, 
enquanto para o transistor M11 esta largura é igual a 375 μm. 
Para descrever as correntes de condução e de deslocamento do GaAs MESFET foram utilizados 
as funções não-lineares descritas na Tabela 8.9 e que correspondem ao modelo HSPICE nível 1 
[195]. Os parâmetros destas funções não-lineares e os valores dos componentes adotados para CEE 
Tabela 8.5
PARÂMETROS ELÉTRICOS DO CEE (TOP-B) DO INP PHEMT
Tabela 8.6
FUNÇÕES NÃO-LINEARES DO MODELO DE LIN-KU DO INP PHEMT
Tabela 8.7
PARÂMETROS DAS FUNÇÕES NÃO-LINEARES DO MODELO DE LIN-KU DO INP PHEMT
Parasitas Intrínsecos
(pH) (pH) (pH) (Ω) (Ω) (Ω) (fF) (ps) (Ω) (Ω)
24 14 1 13 25 20 3 0 14 14
Cargas de Porta-Fonte ( ) e de Porta-Dreno ( )
Corrente de Dreno-Fonte
Corrente de Dreno-Fonte
(mS) (1/V) (μA) (μA) (mV)
31,2 4,53 0,05 0,63 0,63 4,5 4,5 ???
Cargas de Porta-Fonte e de Porta-Dreno Diodos de Porta-Fonte e de Porta-Dreno
(fF) (1/V) (fF) (1/V)
10,60 5,45 1,26 2,45 5,24 5,22 0,79 3,68
Lgpar Ldpar Lspar Rg Rd Rs Cds τ Rgs Rgd
x gs= x gd=
qx vx t( )( ) Cx0 Ax1vx t( ) Ax2+( ) Ax3+( )tanh=
ex vx t( )( ) vx t( ) qx vx t( )( ) Cx0⁄–=
gds vgsd t( )( ) Gds0 Ads1vgsd t( ) Ads2+( )tanh 1+( )=
jds vgsd t( ) v, ds t( )( ) gds vgsd t( )( )vds t( )=
Gds0 Ads1 Ads2
Isgs Isgd ngs ngd
VT
Cgs0 Ags1 Ags2 Ags3
Cgd0 Agd1 Agd2 Agd3
EFF EDD
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(ver Capítulo 3) do MESFET normalizados para uma largura de 1 μm são descritos na Tabela 8.8





Fig. 8.5 (a) Esquemático do circuito para teste do ressoador ativo (RA). (b) Esquemático do 









RQ = 5-10 Ω
RT1 = 50 Ω
(b)
VQ
Vs = -5.0 V
Vd = 5.0 V



























PARÂMETROS ELÉTRICOS DO CEE (TOP-C) DO GAAS MESFET
Tabela 8.9
FUNÇÕES NÃO-LINEARES DO MODELO HSPICE DO GAAS MESFET
Tabela 8.10
PARÂMETROS DAS FUNÇÕES NÃO-LINEARES DO MODELO HSPICE DO GAAS MESFET
Extrínsecos Intrínsecos











20,0 20,0 0,01 12,8 0,01 0,64 0,34 0,34 1,64 3,7 1,43 0,124
Cargas de Porta-Fonte ( ) e de Porta-Dreno ( )
Corrente de Dreno-Fonte
Corrente de Dreno-Fonte (Dispersão de Baixa-frequência)
(mA/mm) (V) (V) (mS/mm) (V)
332,4 0,4 -2,98 0,7 1,75 0,0025 22,725 0,827 0,3 0,296 0,333
Cargas de Porta-Fonte e de Porta-Dreno Diodos de Porta-Fonte e de Porta-Dreno
(pF/mm) (pF/mm) (pF/mm) (pF/mm) (V) (pA/mm) (pA/mm) (mV)
1,667 1,667 0,146 0,146 0,8 0,331 10,0 10,0 1,0 1,0 31,2
Lgpar Ldpar Rdpar Lspar Rspar Rgw Rdw Rsw Cdsw τ Rgsw Cgdw
x gs= x gd=
qx vx t( )( ) Cx0Vbi 1 1 vx t( ) 0,5Vsat+( ) Vbi⁄–( )–
m( ) m⁄ Cx1vx t( )+=
ex vx t( )( ) vx t( ) qx vx t( )( ) Cx0⁄–=
VCmax FcVbi 0,5Vsat–=
f1 vgsd t( )( ) 1 vgsd t( ) Vth⁄–( )
pH vgsd t( ) Vth–( )= f2 vds t( )( ) 1 k vds t( ) Vsat⁄( )
2–( )exp 1 vds t( ) Vsat⁄+( )⁄–=
jds vgsd t( ) v, ds t( )( ) Idssf1 vgsd t( )( )f2 vds t( )( )=
Idssw Vsat Vth k p Δ
gd0w a b
Va α
Cgs0w Cgd0w CgsBw CgdBw Vbi m
Isgsw Isgdw ngs ngd
VT
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FEE, 3 variáveis não-lineareas. 
Para uma primeira demonstração da técnica de decomposição multi-níveis, introduzida no 
Capítulo 2, vamos considerar o esquema ilustrado na Fig. 8.6(a). Neste esquema, o circuito do RA 
foi decomposto em uma estrutura hirarquica de dois níveis, cujas as SuRs de fundo ,  e 
, são representadas pelas células CEL1, CEL2 e CEL3, respectivamente, ver Fig. 8.6(b). O 
número de váriaveis de conexão é igual a 3 associadas aos nós de conexão: ,  e  da RC 
. Neste caso, o número de váriaveis de conexão (via FEE) é igual ao número de váriaveis não-
lineares por transistor. Ou seja, para este circuito com 11 transistores, a decomposição multi-níveis 
introduz uma sobre-carga equivalente a introdução de um transistor. A estrutura do padrão “não-
zero” da matriz jacobiana associada ao esquema de decomposição de dois-níveis da Fig. 8.6(a) é 
representada na Fig. 8.6(c).
Para ilustrar a operação em frequência do RA em regime de pequenos sinais foi realizada uma 
análise em frequência dos parâmetros de espalhamento de 45 MHz a 8 GHz. O resultado desta 
análise pode ser visualizado na Fig. 8.5(d) e indica um ressonância entorno da frequência de 1,7 
GHz para uma tensão de -5.5 V.
8.3.6. Multiplicadores Analógicos de Quatro-Quadrantes
Os esquemáticos dos circuitos dos MAQQs utilizando GaAs MESFETs (operando no modo-
depleção) são ilustrados nas Figs. 8.7(a)-(c). O princípio de operação destes multiplicadores, se 
fundamenta na característica aproximadamente quadrática da curva de transferência da corrente de 
dreno versus tensão de porta-fonte. O MAQQ ilustrado na Fig. 8.7(b) utiliza 18 MESFETs e, como 
podemos observar na Fig. 8.7(d), apresenta um alto deslocamento na sua curva de transferência 
devido a modulação da corrente de dreno com a tensão de dreno-fonte. Para eliminação deste efeito 
de deslocamento, pode ser utilizado o MAQQ-BD ilustrado na Fig. 8.7(c) [195]. Na Fig. 8.7(d) são 
apresentadas as curvas de transcondutância estática dos MAQQs sem e com compensação, onde 
fica claro a ação de compensação do circuito com baixo-deslocamento. O MAQQ-BD emprega 35 
MESFETs correspondendo aproximadamente ao dobro de dispositivos da versão sem 
compensação. 
O CEE e as funções não-lineares que descrevem os MESFETs utilizados nos MAQQs são os 
mesmos utilizados no circuito do RA, descrito anteriormente. Entretanto, para o MAQQ e o 
MAQQ-BD foram utilizados dispositivos com largura de porta de 32 μm e 16 μm, 
respectivamente.
S1 1, S1 2,
S1 3,
n0 1, n0 2, n0 3,
C0
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Os esquemáticos descrevendo a estrutura da decomposição multi-níveis dos MAQQs são 
ilustrados nas Fig. 8.8(a) e (b). Como podemos observar o MAQQ foi decomposto em uma 





















Fig. 8.6 (a) Esquemático do RA decomposto hierarquicamente em super-redes (SuRs). (b) 
Esquemático dos circuitos das SuRs utilizadas em (a). (c) Estrutura de dois níveis da matriz 
jacobiana para o esquema de decomposição (a) (em escala). (d) Impedância de entrada do RA 
versus frequência para diversos níveis de potência de entrada. (e) Coeficiente reflexão de entrada 



















































































estrutura hirarquica de três níveis. No primeiro nível temos 2 SuRs intermediárias ( , ) e RC 
( ) com 2 nós de conexão ( , ). Já no segundo nível, temos a SuR intermediária, , que 
possui 2 SuRs de fundo ( , ) e RC ( ) com 2 nós de conexão ( , ), e a SuR 
intermediária, , que possui 3 SuRs de fundo ( − ) e RC ( ) com 2 nós de conexão 
( , ). O MAQQ-BD também foi decomposto em uma estrutura de três níveis, com 2 SuRs 
intermediárias ( , ) e RC com 4 nós de conexão ( − ) no primeiro nível. No nível 
seguinte, a SuR intermediária, , foi decomposta em 3 SuRs de fundo ( − ) e RC ( ) 
com 2 nós de conexão ( , ), enquanto a SuR intermediária, , foi decomposta em 5 SuRs 
de fundo ( − ) e RC com 3 nós de conexão, ( − ). Neste caso, com a FEE, o número 
























Fig. 8.7 (a) Esquemático do circuito para teste do multiplicador de quatro-quadrantes (MAQQ) e 
do multiplicador de quatro-quadrantes de baixo-deslocamento (MAQQ-BD) utilizando GaAs 
MESFETs. (b) Esquemático do MAQQ. (c) Esquemático do MAQQ-BD. (d) Curvas de 




































RL = 1.0 kΩ
































































S1 1, S1 2,
C0 n0 1, n0 2, S1 1,
S2 1, S2 2, C1 1, n1 1, n1 2,
S1 2, S2 3, S3 5, C1 2,
n1 3, n1 4,
S1 1, S1 2, n0 1, n0 4,
S1 1, S2 1, S2 3, C1 1,
n1 1, n1 2, S1 2,















Fig. 8.8 Esquemático (a) do multiplicador analógico de quatro-quadrantes (MAQQ) e (b) do 
MAQQ-BD decomposto hierarquicamente em super-redes (SuRs). (c) Esquemático dos circuitos 
das SuRs de fundo utilizadas em (a) e (b). (d) e (e) Estrutura de três-níveis da matriz jacobiana para 
os esquemas de decomposição (a) e (b), respectivamente (em escala). (f) e (g) Estrutura de dois 
níveis da matriz jacobiana do MAQQ e do MAQQ-BD, respectivamente (em escala). (a) Formas-






















































C0: n0,1, n0,2, n0,3, n0,4
S2,1 S2,2
S2,3 S2,4






































































































C0: n0,1, n0,2, n0,3, n0,4, n1,1, n1,2, n1,3, n1,4, n1,5
C1,1: n1,1, n1,2
C1,2: n1,3, n1,4, n1,5
C0: n0,1, n0,2
C1,1:n1,1, n1,2
C1,2: n1,3, n1,4(d) (e) (h)
































FEE: 33,3% - FNM: 31,4% FEE: 23,3% - FNM: 21,2%













sobre-carga igual ao número de variáveis não-lineares em 2 e 3 transistores num circuito composto 
por 18 e 35 transistores, respectivamente. 
As estruturas do padrão não-zero da matriz jacobiana associadas as decomposições de três-
níveis da Fig. 8.8(a) e (b), são representadas nas Fig. 8.8(d) e (e), respectivamente. Se eliminarmos 
um nível de hierarquia da decomposição multi-níveis da Fig. 8.8(a) e (b), i.e., nivelando as SuRs 
intermediárias  e , obtemos as estruturas de dois-níveis da Fig. 8.8(f) e (g), 
respectivamente. Observe que neste caso os nós das redes de conexão  e  passam a integrar 
a rede de conexão . Convém ressaltar que a SuR de fundo  do MAQQ, ver Fig. 8.8(a), e  
do MAQQ-BD, ver Fig. 8.8(b), não introduzem nenhuma variável de estado adicional ao 
problema, pois representa apenas a terminação de saída, ver Fig. 8.8(c).
Na Fig. 8.8(h) e (i) são ilustrados respectivamente a forma-de-onda e o espectro de frequência 
da tensão de saída dos MAQQs obtidos via simulação do BH com topologia do espectro de 
frequência definida para análise de IM de dois-tons. Os circuitos foram excitados pelas fontes de 
entrada,  e  (ver Fig. 8.7(a) e Fig. 8.8(c)), operando com frequência fundamental de 200 MHz 
e de 2 GHz, e amplitude de 0,25 V.
8.3.7. Multiplicador Analógico Balanceado
O último exemplo a ser considerado é o MAB desenvolvido pela antiga TRW [197], cuja 
microfotografia do circuito fabricado, utilizando tecnologia de InP-HBT com emissores de 1x10 
μm2, pode ser visualizada na Fig. 8.9(a). O circuito do MAB é composto de um amplificador de 
RF, um amplificador de OL, um conversor de frequência, um amplificador de FI e redes de 
adaptação de entrada de RF, de entrada de OL e de saída de FI, conforme ilustrado na Fig. 8.9. Os 
circuitos dos amplificadores de RF, de OL e de FI, como podemos observar nesta figura, são 
basicamente compostos de deslocadores de nível de CC de entrada e de saída e um amplificador 
diferencial. Em particular, o estágio diferencial do amplificador de FI, inclui uma rede de 
realimentação para obtenção de uma resposta em frequência ultra-banda-larga com sacrifício do 
ganho, mantendo constante o produto ganho-largura-de-banda. O circuito do conversor de 
frequência é implementado utilizando a bem-conhecida célula de Gilbert (CG) [202]. Os 
amplificadores diferenciais de RF (Q5-Q6) e de OL (Q3-Q4) e o amplificador transcondutivo da CG 
(Q1-Q2) utilizam degeneração de emissor, para ampliação da característica de transferência linear 
com relação a tensão de entrada.
Além da funções de conversão em frequência de descida e de subida, aplicando-se uma tensão 
de CC variável na entrada de OL (tensão de controle), o circuito do MAB pode operar como um 
S1 1, S1 2,
C1 1, C1 2,
C0 S2 5, S2 8,
EX EY
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amplificador de ganho variável (AGV) controlado por tensão com uma resposta em frequência 
ultra-banda-larga. 
Como podemos observar, na Fig. 8.9, o circuito do MAB utiliza 10, 6 e 6 HBTs de emissor-
único no amplificador de RF (ARF), no amplificador de OL (AOL) e na célula de Gilbert (CG), 
respectivamente. O amplificador de FI (AFI) utiliza 8 HBTs de emissor-único e 2 HBTs de 
emissor-quádruplo (estágio final de amplificação). Sendo assim, temos um total de 30 HBTs de 
emissor-único e 2 HBTs de emissor-quádruplo. Se utilizarmos o modelo do HBT distribuído em 
quatro fatias para representar os HBTs de emissor-quádruplo, então, temos um total de 38 
transistores HBTs de emissor-único. Este modelo distribuído do HBT pode ser diretamente 
utilizado para análise eletro-térmica [76] e, assim como no APC, os transistores de emissor 
emissor-quádruplo podem ser respresentados por um SuR intermediária, composta de 4 SuRs de 
fundo correspondendo aos HBTs de emissor-único e, de 1 RC. 
O CEE (top-A), utilizado para representar os HBTs de emissor-único e -quádruplo, é ilustrado 
na Fig. 3.3(b) do Capítulo 3. Os parâmetros elétricos do CEE são listados na Tabela 8.11. Na FEE 
e FNM, cada HBT introduz 3 e 4 variáveis de estado não-lineares, respectivamente. O modelo de 
Wei et al. [203], empregando 5 diodos, foi utilizado para representar as correntes de condução e 
de deslocamento do HBT intrínseco. As funções não-lineares que descrevem a operação do HBT 
em regime de grande-sinal são listadas na Tabela 8.12. Sendo assim, a FEE produzirá uma 
economia de 25% na dimensão do problema, quando comparado com a FNM. O modelo foi 
desenvolvido, considerando um HBT de emissor-quádruplo com área de emissor de 1x10 μm2 e 
densidade de corrente de aproximadamente 50 kA/cm2. A tensão de acionamento de base-emissor 
é entorno de 0,5 V, valor típico para InP HBTs [197]. As frequências ft e fmáx são iguais a 70 GHz 
e 150 GHz, respectivamente. Estes valores simulados com tensão de coletor-emissor igual a 2,0 V, 
estão próximos dos valores experimentais fornecidos em [204]. Os parâmetros associados às 
funções não-lineares utilizadas no modelo de grande-sinal são fornecidos na Tabela 8.13. 
O esquemático da decomposição multi-níveis do circuito do MAB é ilustrado na Fig. 8.10(a). 
Como podemos observar, o circuito foi sub-dividido numa estrutura hierárquica de 3 níveis. 
Podemos observar na Fig. 8.10(b) que o circuito do ARF é composto dos sub-circuitos ARF1 e 
ARF2 com 6 e 4 HBTs, respectivamente. Similarmente, o circuito do AFI é composto do AFI1 e 
AFI2 com 8 e 2 HBTs, respectivamente. No segundo nível (nível 1) da hierarquia, temos a SuR 
intermediária  (AMP-RF), a SuR de fundo  (AMP-LO), a SuR de fundo  (CG), a SuR 
intermediária  (AMP-FI), e os nós -  da rede de conexão . No terceiro nível, temos 
as SuRs de fundo  (AMP-RF1) e  (ARF2) que são crianças da SuR intermediária ; 
S1 1, S1 2, S1 3,
S1 4, n0, n0, C0
S2 1, S2 2, S1 1,
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temos as SuRs de fundo  (AFI1) e  (AMP-FI2) que são crianças da SuR intermediária , 
e os nós da rede de conexão contidas nas SuRs intermediárias  e , respectivamente. Neste 
exemplo, temos um total de 114 variáveis de estado não-lineares (FEE). O estruturamento da 
matriz jacobiana produzido pela decomposição multi-níveis, resulta num custo adional de 10 
variáveis de conexão, i.e, acrescenta aproximadamente 10% a dimensão em relação a dimensão do 











































Fig. 8.9 (a) Microfotografia do multiplicador analógico balanceado (MAB) fabricado pela TRW. 
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Tabela 8.11
PARÂMETROS ELÉTRICOS DO CEE (TOP-A) DO INP HBT
Tabela 8.12
FUNÇÕES NÃO-LINEARES DO MODELO DE GUMMEL-POON DO HBT
Tabela 8.13
PARÂMETROS DAS FUNÇÕES NÃO-LINEARES DO MODELO DE GUMMEL-POON DO INP HBT
 Extrinsecos Intrinsecos
(pH) (Ω) (pH) (Ω) (pH) (Ω) (Ω) (Ω) (Ω) (Ω)











2,5 0,0125 2,5 0,0125 0,25 0,0025
Corrente Coletada Direta
Cargas de Depleção Base-Emissor ( ), Base-Coletor ( ) e Base-Coletor ( )
Carga de Depleção Base-Coletor
Carga de Difusão Base-Emissor
Carga de Difusão Base-Coletor (separar)













421,0 1,2 9,15 1,9 872,0 1,6 128,0 2,1 418,0 2,1 26,0
Correntes Coletadas Cargas de Difusão
(V) (V)
































jf vbe t( ) vbc t( ),( ) αf 1 vbc t( ) VAf⁄+( )
1– jDf vbe t( )( )=
jr vbc t( ) vbe t( ),( ) αr 1 vbe t( ) VAr⁄+( )
1– jDr vbc t( )( )=
μ be= μ bc= μ bxc=
qμ vμ t( )( ) Cμ0Vjμ– 1 1 vμ t( ) Vjμ⁄–( )–
1 mμ+( ) 1 mμ+( )⁄= Vmax FcVjx=
eμ vμ t( )( ) vμ t( ) qμ vμ t( )( ) Cμ0⁄–=
qbc' vbc t( ) vbe t( ),( ) qbc vbc t( )( ) 1 jf vbe t( ) vbc t( ),( ) i0⁄–( )= Vmax FcVjx=
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qf vbe t( )( ) τf jDf vbe t( )( )⋅=
ef vbe t( )( ) vbe t( ) qf vbe t( )( ) Cf0⁄–=
Cf0 τfRDf0=
qr vbc t( ) vbe t( ),( ) τr jDr vbc t( )( )⋅ τc jDf vbe t( )( )⋅+=
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Fig. 8.10(a) Esquemático do multiplicador análogico balanceado (MAB) decomposto 
hierarquicamente em super-redes (SuRs). (b) Esquemático do circuito das SuRs de fundo 
utilizadas em (a). (c) Estrutura de dois níveis da matriz jacobiana do MAB (em escala). (d) 

























































































































C0: n0,1, n0,2, n0,3, n0,4, n0,5, n0,6
C1,1: n1,1, n1,2





FEE: 35,8% - FNM: 32,1% FEE: 33,3% - FNM: 31,5%
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Fig. 8.11(a) Esquemático do multiplicador análogico balanceado (MAB) decomposto 
hierarquicamente em super-redes (SuRs). (b) Esquemático dos circuitos das SuRs de fundo 
utilizadas em (a). (c) Estrutura de dois níveis da matriz jacobiana do MAB (em escala). (c) 
Estrutura de três níveis da matriz jacobiana do MAB (em escala). (d) Estrutura de quatro níveis da 

























































































































































C1,4: n1,1, n1,2, n1,3, n1,4, n1,5, n1,6
C2,7: n2,3, n2,4
































FEE: 38,9% - FNM: 33,2% FEE: 23,4% - FNM: 20,8% FEE: 23,2% - FNM: 20,6%































Os parâmetros de espalhamento do MAB operando como um AGV, em regime de pequeno 
sinal, podem ser visualizados na Fig. 8.12(a) para diferentes valores da tensão de controle. Como 
podemos observar, em 10 GHz, para uma variação da tensão de controle 10 à 50 mV obtemos uma 
variação de 0 à 11 dB no ganho de potência, respectivamente. Na Fig. 8.10(e), utilizando análise 
do BH de único-tom para determinação de DH com , podemos observar o efeito de 
compressão no ganho de potência, para uma tensão de controle igual a 50 mV.
8.4. Desempenho dos Métodos de Newton e do Tensor
Utilizando os circuitos acima, foram conduzidos uma série de testes para avaliar o desempenho 
do método do tensor quando comparado ao método de Newton (ver Capítulo 6) e do método do 
tensor inexato quando comparado com o método de Newton inexato (ver Capítulo 7).
Na Tabela 8.14 são listados os resultados de convergência do método do tensor e do método de 
Newton na determinação do regime de CC dos circuitos testes. Estes resultados foram obtidos 
adotando-se os seguintes parâmetros para os solucionadores não-lineares, são eles: , 
, ,  e . Como podemos observar, para a maioria dos 
problemas a convergência ocorre em menos de 5 iterações sem necessidade de amortecimento via 
pesquisa-em-linha. Exceto pelos problemas 7 e 10, envolvendo os circuitos do RA e do MAB-
































































Fig. 8.12(a) Ganho direto versus frequência do MAB operando como amplificador de ganho 
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7–=
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metade do NCF, quando comparado como o método de Newton, e também menos NI. Para este 
mesmo problema com FEE, o desempenho do método do tensor curvilinear é comparável ao do 
método de Newton. Já no problema 10 com FNM o desempenho do método de Newton, em termos 
de NCF e NI, é superior ao método do tensor com pesquisa-em-linha curvilinear possui um 
desempenho comparável ao do método de Newton. Conforme esperado, podemos verificar que o 
método do tensor empregando a estratégia curvilinear produz uma redução no  quando 
comparada a estratégia padrão.
Na Tabela 8.15, é fornecida uma lista dos problemas utilizados para avaliar, na análise do BH, 
o desempenho do método do tensor versus o método de Newton e do método do tensor inexato 
versus o método de Newton. Os problemas Nestes problemas os circuitos testes estão operando em 
diversas situações envolvendo excitação de único-tom, dois-tons e três-tons Para todos os 
solucionadores foram adotados os mesmos parâmetros utilizados na análise CC, sendo que para os 
métodos inexatos foi adotada a Escolha 0 para a sequência de termos forçantes com . O 
limite no número de iterações do solucionador foi imposto adotando-se .
Da Tabela 8.16. podemos observar o baixo desempenho do método do tensor em relação ao 
Tabela 8.14
LISTAS DOS PROBLEMAS TESTES E DOS RESULTADOS DA ANÁLISE DE CC
NC: NOME DO CIRCUITO, #T: NÚMERO DE TRANSISTORES,
#FN: NÚMERO DE FUNÇÕES NÃO-LINEARES,
#VE: NÚMERO DE VARIÁVEIS DE ESTADO (FEE/FNM)
†PL = pesquisa-em-linha











































































































































































LISTAS COM A ESTATÍSTICA DOS PROBLEMAS TESTES
NC: NOME DO CIRCUITO, DIM. TFD: DIMENSÃO DA TRANSFORMADA DE FOURIER DISCRETA,
#D: NÚMERO DE DIODOS, #T: NÚMERO DE TRANSISTORES, #F: NÚMERO DE FREQUÊNCIAS,
#FN: NÚMERO DE FUNÇÕES NÃO-LINEARES, #V: NÚMERO DE VARIÁVEIS (FEE/FNM),
#VBH: NÚMERO DE VARIÁVEIS NA ANÁLISE DO BH,
SNL: SOLUCIONADOR NÃO-LINEAR (“E”=EXATO E “I”=INEXATO)








Análise de Distorção Harmônica (DH): NH=32;
Eent,máx=10V






Análise de DH: NH=32;
Eent,máx=10V






Análise de DH: NH=16;
Jent,máx=0,1A






Análise de DH: NH=16;
Eent,máx=0,4V



















































































































Análise de DH: NH=8;
PRF=15dBm;
fRF=1,7 GHz






Análise de IM dois-tons: NHX=5; NHY=5;
VX=VY=1V;
fX=1,0GHz; fY=0,2GHz






Análise de IM dois-tons: NHX=5; NHY=5;
VX=VY=1V;
fX=1,0GHz; fY=0,2GHz









































LISTAS DOS PROBLEMAS TESTES E DOS RESULTADOS DA ANÁLISE DO BH
NC: NOME DO CIRCUITO, #T: NÚMERO DE TRANSISTORES,
#FN: NÚMERO DE FUNÇÕES NÃO-LINEARES,


























































































































































































































































































































































































































































































































































































NI NCF NIL NI NCF NIL NI NCF NIL
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método de Newton para os circuitos básicos FARMO e FAROC. Estes circuitos operam em regime 
fortemente não-linear. No caso do circuito do APC é interessante observar a superioridade, em 
termos de NI e NCF, do método do tensor com pesquisa-em-linha curvilinear quando comparado 
com os outros métodos. Observamos também, que para quase todos os circuitos o método do tensor 
com pesquisa-em-linha curvilinear minimiza o número de NCF em relação ao método do tensor 
com estratégia padrão de pesquisa-em-linha.
Para ilustrar o problema de sobressolução discutido no Capítulo 7, vamos considerar a resolução 
do Problema 10 listado na Tabela 8.15, e referente ao circuito do MAB-AGV. Mais precisamente, 
vamos considerar inicialmente a solução utilizando o método de Newton inexato com a sequência 
de termos forçantes definida pela Escolha 0 e com um termo forçante inicial, , igual a 0,001. O 
resultado desta solução é apresentado nos gráficos de histórico de convergência da Fig. 8.13(a). Já 
na Fig. 8.13(b), podemos observar o histórico de convergência utilizando a Escolha 5 e . 
Assim como no exemplo do Capítulo 7 (ver Fig. 7.3(a)-(b)), podemos observar que a Escolha 5 
minimiza o problema de sobressolução. Em adição, aos testes acima, também foi realizado um 
teste numérico utilizando o mesmo problema porém solucionado com o método de tensor inexato. 
O resultado deste teste utilizando a Escolha 0 e  pode ser observado na Fig. 8.13(c). Para 
verificar o efeito da Escolha 7 foi realizado um teste com  cujo resultado é ilustrado na 
Fig. 8.13(d). Como podemos observar o método do tensor inexato com a Escolha 7 também produz 
uma minimização do problema de sobressolução. Para análise do BH utilizando a FEE podemos 
observar que as conclusões são as mesmas, exceto por um pequeno aumento no número maior de 
iterações. Vale ressaltar que a FEE exige um menor número de variáveis, o que pode resultar num 
menor tempo de processamento por iteração.
Conforme destacado no Capítulo 7 o uso de pré-condicionadores pode ser vital para o sucesso 
do solucionador linear iterativo utilizado pelos métodos inexatos de Newton e do tensor. Sendo 
assm, considerando o circuito do APC (problema #10), operando em regime de único-tom 
aproximado por 8 harmônicos. Na Fig. 8.14, podemos observar graficamente a ação do pré-
condicionador do tipo bloco Jacobi, i.e., formado só com informação de CC, sobre o espectro da 
matriz jacobiana do BH para uma potência de entrada de 10 e 30 dBm. Estes níveis de potência de 
entrada estão abaixo do ponto de compressão de 1 dB. Vale ressaltar que a matriz jacobiana foi 
calculada na solução do problema. O raio espectral, , e o número de condicionamento, , da 
matriz jacobiana são fornecidos nos gráficos da Fig. 8.14. Como podemos observar da Fig. 8.14(a), 
para uma simulação com potência de entrada 10 dBm, o pré-condicionador na raiz do problema 







Fig. 8.13Histórico de convergência para solução do BH do MAB-AGV (problema 18) via FNM 
utilizando o método de método de Newton inexato com (a) Escolha 0 e (b) Escolha 5. Histórico 
de convergência do problema 18 utilizando o método do tensor curvilinear inexato com (c) 
Escolha 0 e (d) Escolha 7. Os resultados (e)-(h) se referem à FEE.
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. Se elevarmos a potência de entrada para 30 dBm, podemos observar que o pré-
condicionador ainda é bastante eficaz em mover os auto-valores da origem, i.e., ponto . São 
estes auto-valores que causam problemas para os métodos lineares iterativos.
8.5. Desempenho da Análise do BH Multi-Níveis
O desempenho da análise do BH utilizando a técnica de decomposição multi-níveis foi avaliado 
utilizando os circuitos do RA, MAQQ, MAQQ-BD e MAB, descritos anteriormente. Convém 
destacar que os resultados apresentados a seguir foram obtidos via solução explícita, conforme 
discutido em [41]-[43]. Na Tabela 8.17 apresentamos a lista dos problemas utilizados nos testes 
descritos abaixo.
Para avaliarmos graficamente o desempenho da decomposição multi-níveis, vamos introduzir 
uma RD definida em termos do tempo de processamento por iteração, . Mais precisamente, 
como: . Utilizando esta 
definição, na Fig. 8.15(a), podemos observar a  para os circuitos do RA (ver Fig. 8.6(a)-
(c)), dos MAQQs (ver Fig. 8.8(a)-(g)) e do MAB operando como AGV (ver Fig. 8.10 e Fig. 8.11). 
Estes resultados foram obtidos utilizando o método de Newton como solucionador não-linear. No 
solucionador empregado os sistemas jacobianos são resolvidos utilizando um processo de 
fatorização e retro-substituição LU com técnicas de matriz esparsa. Para globalização foi adotada 
a estratégia de pesquisa-em-linha com interpolação quadrática. Em adição, foi empregado um 
Fig. 8.14Distribuição dos auto-velores (espectro) da matriz jacobiana do BH para o circuito do 
APC, calculada na raiz do problema, com potência de entrada, Pent igual (a) 10 e (b) 30 dBm.














































LISTAS COM A ESTATÍSTICA DOS PROBLEMAS TESTES
NC: NOME DO CIRCUITO, #NH: NÚMERO DE NÍVEIS DA HIERARQUIA,
DIM. TFD: DIMENSÃO DA TRANSFORMADA DE FOURIER DISCRETA,
#T: NÚMERO DE TRANSISTORES, #F: NÚMERO DE FREQUÊNCIAS,
#FN: NÚMERO DE FUNÇÕES NÃO-LINEARES, #V: NÚMERO DE VARIÁVEIS,
#VBH: NÚMERO DE VARIÁVEIS NA ANÁLISE DO BH,
SOL. NL: SOLUCIONADOR NÃO-LINEAR (“E”=EXATO E “I”=INEXATO)



























































































































































































































































































































































espectro de derivada (ver definição no Capítulo 5), que inclui todas as frequências empregadas nas 
TFDs para conversão do sinal do domínio do tempo para o domínio da frequência, e vice-versa. 
Como podemos observar pelos resultados o impacto da decomposição multi-níveis é dramático 
produzindo um aumento na velocidade de resolução do problema acima de 16(=24) vezes. 
Também podemos observar que as RDs são praticamente insensitivas a variação no número de 
linhas espectrais utilizadas para representação do sinal.
Complementando a análise de desempenho, na Fig. 8.15(b) podemos observar a  para a 
análise do BH utilizando o método de Newton inexato como solucionador não-linear. Assim como 
no teste acima, a pesquisa-em-linha via interpolação quadrática foi utilizada como estratégia de 
globalização. Adicionalmente, como pré-condicionador foi utilizado a matriz jacobiana com 
Fig. 8.15Gráficos da razão de desempenho (RD) da análise do BH multi-níveis. (a) Solução
“exata” dos sistemas jacobianos via fatorização/retro-substituição LU. (b) Solução “inexata” via
GMRES/pré-condicionador LU.
(a)
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espectro de derivada incluindo apenas a componente de CC. Como podemos observar a 
decomposição multi-níveis produz impacto apenas um pouco menor do que na solução “exata” via 
o método de Newton. Observe que o circuito do RA é o que apresenta o menor impacto na redução 
do  via decomposição multi-níveis. Isto deve-se a menor complexidade deste circuito em 
relação aos outros circuitos considerados. Na solução via solucionadores inexatos a maior 
contribuição da decomposição multi-níveis está relacionada a fatorização do pré-condicionador.
8.6. Conclusão
Apresentamos neste capítulo, os resultados numéricos referente a análise do BH forçada em 
regime multi-tons, para uma série de circuitos testes. As diversas comparações entre os resultados 
obtidos validam a teoria apresentada nos capítulos anteriores.
Nos exemplos de circuito com hierarquia multi-níveis, podemos observar que a escolha dos 
pontos de decomposição do circuito para a formação de uma estrutura hierárquica de SuRs, pode 
ser eficientemente realizada de forma intuitiva. Os parâmetros de espalhamento fornecidos acima 
foram obtidos utilizando análise MP e utilizando análise de CA de pequeno-sinal. Nesta última 
análise, as equações para cada ponto de frequência, são as mesmas utilizadas na composição da 
equação determinante do BH. Sendo assim, possibilitam a validação do processo de formulação 
das equações de circuito para análise do BH. Para o CFR os resultados da análise do BH foram 
validados pelos resultados obtidos pela análise de CF. Lembrando que neste caso, a análise do BH 
é conduzida utilizando uma excitação de dois-tons referente ao sinal de OL e de RF. Sendo que o 
sinal de RF é considerado como um pequeno-sinal representado por apenas 1 harmônico.
Uma série de teste foram realizados para determinar o desempenho do método do tensor versus 
o método de Newton, e do método do tensor inexato versus o método de Newton inexato, 
utilizando os circuitos testes introduzido neste capítulo. Estes testes indicam que o método do 
tensor com pesquisa-em-linha curvilinear e o método de Newton possuem um desempenho 
comparável. Para avaliar o desempenho da decomposição multi-níveis na análise do BH foram 
realizados diversos testes, que indicaram uma redução dramática no tempo de processamento, 





PRESENTAMOS, NESTE TRABALHO, uma nova e eficiente metodologia para análise do BH de 
circuitos de RF não-lineares forçados, operando em regime multi-tons. Para circuitos em 
grande-escala, foi introduzida uma técnica de decomposição multi-níveis que permite a subdivisão 
do circuito (ou sistema) em uma estrutura hierarquica composta de SuRs e RCs. Incluindo a SuR 
de tôpo (nível 0), foram definidas SuRs do tipo intermédiaria e de fundo. As SuRs intermédiarias 
são compostas de SuRs (intermediárias e/ou de fundo) de nível superior e de uma RC. Os 
elementos estruturais que integram o circuito são todos incluídos nas SuRs de fundo. Estas SuRs 
sofrem decomposição de circuito por partes, para separação em uma parte linear, representada pela 
SRLA, e outra parte não-linear, representada pela SRNC.
Para a formulação da SRNC, foi introduzida a FEE, que permite, em geral, uma representação 
mais eficiente dos dispositivos semicondutores (diodos, transistores, lasers, etc), em termos do 
números de váriaveis de estado não-lineares, quando comparada com a FNM. Em adição, produz 
expressões mais simples que a FEEP, e ao contrário desta, sua derivação é automática, e obtida via 
um eficiente procedimento tabular. Refletindo o cárater generalizado da FEE proposta, caso seja 
conveniente, esta pode assumir a mesma forma da FNM utilizada na formulação de DDSs. Devido 
à limitação de espaço, e por estar fora do contexto deste trabalho, não foi apresentada a extensão 
original da FEE incluindo fontes de ruído arbitrariamente correlatas. Para uma eficiente 
formulação da SRLA adotamos a FNM.
Vale ressaltar que a formulação das SuRs de fundo pode ser conduzida sem decomposição de 
circuito por partes. Neste caso, as matrizes constitutivas das equações de estado e de sonda destas 
SuRs, obitidas via FEE ou FNM, são invariantes em frequência e assumem uma estrutura 
altamente esparsa. Em SuRs de fundo de grande-escala, a FNM é a mais indicada por ter um 
superior condicionamento numérico e uma forte dominância diagonal. Este tipo de representação 
é ideal para análise e otimização no domínio do tempo [134] ou em um domínio misto frequência-
tempo [81]. Apesar da maior dimensão do problema, pela simplicidade na formulação das 
equações do circuito, a análise do BH sem decomposição em pedaços e empregando a FNM é 
comumente utilizada [45],[22],[51].
Lançando mão da combinação SRNC/FEE e SRLA/FNM para formulação das SuRs de fundo, 
foi apresentado um procedimento generalizado para a obtenção das equações de um circuito 
A
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hierárquico composto de múltiplos níveis. Nesta formulação, as matrizes constitutivas assumem 
uma estrutura multi-níveis, onde cada nível possui uma estrutura esparsa do tipo bloco diagonal 
sem e com bordas. Para a realização das conversões tempo-frequência do sinal, apresentamos uma 
discussão detalhada na teoria e na implementação da TFD para sinais quasi-periódicos resultante 
de excitação dois-tons, três-tons e multi-tons. A inclusão de sinais com modulação digital 
utilizando a teoria de multi-senos foi discutida. Na verdade, qualquer forma de excitação multi-
senos é possível neste trabalho. Para lidar com este tipo de sinais, foi utilizada a TFMT, incluindo 
uma generalização que possibilita a análise do BH com múltiplas portadoras de RF moduladas por 
sinais complexos. Definida a formulação das equações do circuito, a topologia de espectro de 
frequência e as TFDs, apresentamos como formar a equação determinante do BH no contexto da 
decomposição e formulação multi-níveis. A matriz jacobiana associada à esta equação 
determinante possui múltiplos níveis, onde cada nível assume uma estrutura do tipo bloco diagonal 
com borda dupla. Em adição, as expressões analíticas que descrevem os elementos da matriz 
jacobiana associada às funções não-lineares das SuRs de fundo para SRNC/SRLA com FEE/FNM, 
confirmam a maior simplicidade destas expressões, quando comparada com a técnica FEEP/FNM 
[18]. O conceito de espectro de frequência de derivadas foi utilizado para o controle de esparsidade 
ou da largura de banda desta matriz jacobiana e dos pré-condicionadores que estão fundamentados 
nela.
Para a análise de CC e para análise do BH em pequena- e média-escala foram discutidos e 
implementados os métodos do tensor e de Newton globalizados com a estratégia de pesquisa-em-
linha via retrocedimento. Para o método do tensor, foram discutidas e implementadas as estratégias 
de pesquisa-em-linha padrão e curvilinear [161],[31],[34]. O método do tensor está fundamentado 
na solução de um modelo local com informação de segunda-ordem, descrita por um objeto tensor 
de posto-um. A formação e a solução do modelo do tensor possuem um custo comparável à do 
método de Newton (ou método padrão). Os benefícios esperados do método do tensor são a maior 
robustez e o menor número de iterações, quando comparado ao método de Newton, que está 
fundamentado na solução de um modelo linear local a cada iteração. Os testes preliminares, que 
foram realizados utilizando problemas especiais, confirmam estes benefícios.
Para análise do BH, em grande-escala, foram discutidos e implementados os métodos do tensor 
inexato e de Newton inexato. Para a solução do modelo do tensor inexato, foram empregados os 
processos de solução simplificada [32], solução modificada [114] e solução completa [31],[34]. 
Nos processos de solução simplificada e modificada, o solucionador linear iterativo é o 
GMRES(m) implementação escalar ou o GMRES-B2(m) implementação em bloco. Caso o 
GMRES(m) seja utilizado, duas soluções aproximadas são necessárias para determinação da 
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correção do tensor. O método TGMRES(m) com implementações em bloco B2 e B3 foram 
utilizados no processo de solução completa. O método de Newton inexato utiliza o GMRES(m) 
como solucionador linear interno. O pré-condicionamento à direita foi adotado para aumentar a 
robustez e acelarar a convergência dos solucionadores iterativos para solução do modelo linear 
(Newton) e do modelo do tensor. Nos métodos do tensor inexato e de Newton inexato (ou padrão), 
adotamos a globalização via pesquisa-em-linha com retrocedimento. As estratégias de pesquisa-
em-linha padrão e curvilinear, para o método do tensor inexato, foram consideradas. Testes 
preliminares em problemas especiciais foram conduzidos para a validação das implementações 
propostas e também confirmam uma superioridade do método do tensor inexato frente ao método 
padrão. 
Algoritmos, com uma descrição detalhada de todos os métodos citados acima, foram 
apresentados. Nos solucionadores não-lineares, eles descrevem uma implementação modificada 
que permite a re-utilização da matriz jacobiana, produzindo iterações de corda paralela ou iterações 
do tipo Shamaskii. Para simplificar a avaliação de desempenho, alguns monitores de convergência 
implementados não foram discutidos e nem utilizados neste trabalho.
Para validação da teoria proposta nesta tese, foram desenvolvidos vários exemplos de circuito 
de RF. Em particular, a validação do processo de formulação foi conduzida comparando os 
resultados da análise CA, em regime de pequeno sinal, com os resultados obtidos com a análise 
multi-porta utilizando parâmetros híbridos. Ressaltando que, a equação determinante do BH 
consiste da combinação de equações da análise de CA para cada linha espectral considerada na 
análise. Devido a limitação de espaço, apresentamos apenas uma suscinta discussão da sofisticada 
implementação númerica desenvolvida durante e antes deste trabalho de doutorado.
9.2. Trabalhos em Adamento e Futuros
Abaixo apresentamos um resumo das atividades que já estão e que serão conduzidas como 
extensão do trabalho apresentado neste manuscrito. Entretanto, o ideal é que estas atividades sejam 
desenvolvidas através da formação de um sólido grupo de pesquisa e desenvolvimento (P&D). 
Com a formação deste grupo, podemos ter um significante auxílio para conduzir novas 
implementações em software e realizar validações numéricas, ficando mais tempo para que 
possamos desenvolver novas teorias e novos algoritmos. Principalmente, se considerarmos que 
estamos lidando com o desenvolvimento de um avançado ambiente de software para simulação de 
circuitos integrado de RF não-lineares e em grande-escala. Em adição, estas atividades podem ser 
conduzidas, de forma eficiente, como programas de pesquisa de iniciação científica, mestrado, e 
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doutorado, dependendo da complexidade do problema. Nestes projetos, seria interessante incluir a 
fabricação e a caracterização, em laboratório de circuitos e sistemas de telecomunicação em 
tecnologia de MMICs e M3ICs. Isto possibilita uma validação experimental dos resultados 
númericos gerados por este trabalho. Vale destacar que, para o projeto preciso de um circuito ou 
sistema de RF, é de grande importância viabilizar uma estrutura de caracterização experimental e 
de modelagem numérica dos dispositivos semicondutores utilizados no projeto.
Apartir do final deste trabalho de tese, pretendemos investigar o desempenho dos métodos de 
Newton e do tensor utilizando o modelo da região de confiança como estratégia de globalização. 
Também pretendo implementar e avaliar a pesquisa-em-linha não-monotônica citada 
anteriormente. Com relação a eficiência e robustez dos solucionadores lineares iterativos de 
subespaço de Krylov, é interessante desenvolver novos tipos de pré-condicionadores. No momento 
já foi implementado a técnica da matriz inversa aproximada [193] e, assim que possível, 
avaliaremos o seu desempenho na formação de pré-condicionadores para a análise do BH, 
incluindo a extensão deste tipo de pré-condicionador na formulação multi-níveis. Na metodologia 
apresentada neste trabalho, já está prevista a possibilidade de definir diferentes topologias de 
espectro de frequência de derivadas para cada SuR de fundo presernte no circuito. Isto possibilitará 
um novo tipo de controle de esparsidade multi-níveis. Também, pretendemos desenvolver uma 
nova técnica de solução multi-níveis para análise do BH, onde as SuRs de fundo podem ter 
diferentes topologias de espectro de frequência, para a representação do sinal, dependendo da sua 
operação no circuito.
Realizando poucas modificações, o método do BH apresentado neste trabalho pode facilmente 
ser utilizado na análise e otimização de circuitos autônomos e sincronizados [163] e também na 
análise de estabilidade de circuitos. Na análise destes circuitos, seria interessante investigar o 
desempenho do método do tensor em relação ao método de Newton, principalmente na vizinhança 
de um ponto de virada (turning point) [114]. Para otimização de circuitos de não-lineares 
(forçados, autônomos e sincronizados), será preciso implementar o cálculo das sensitividades com 
relação ao parâmetro de otimização. Lembramos que vários métodos de otimização, incluindo o 
método do tensor [205],[206], já se encontram implementados na biblioteca NUPACK. A solução 
de dois-níveis para circuitos autônomos deve ser desenvolvida, onde, neste caso, uma aproximação 
inicial da solução do problema é obtida via otimização e, no segundo nível, a solução final é obtida 
via um solucionador não-linear que utiliza a solução do primeiro nível como iteração inicial. 
Obviamente, espera-se que esta solução inicial esteja dentro da região de convergência do 
solucionador não-linear utilizado.
Apesar de não ser descrita neste trabalho, por uma limitação de espaço, o método da análise de 
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conversão (AC) [153], foi desenvolvido em paralelo para validação dos resultados do BH em 
circuitos conversores de frequência. Em um próximo passo, estaremos extentendo o método AC 
para análise de conversão de frequência e de modulação do ruído. As aplicações deste tipo de 
análise são a determinação da figura de ruído em CFs e a determinação do ruído de fase em 
sistemas autônomos e sincronizados.
Com a introdução da metodologia proposta em [70], é possível a aplicação imediata do método 
do BH na análise e na otimização de sistemas de rádio-enlace, envolvendo múltiplas antenas de 
transmissão e de recepção. Esta metodologia está fundamentada no conceito da matriz de ligação, 
que, por sua vez, descreve as estruturas de radiação do transmissor e do receptor e o meio de 
transmissão utilizado. A matriz de ligação pode ser determinada, considerando campo próximo ou 
campo distante, via um simulador eletromagnético. Em casos simplificados, a matriz de ligação 
pode ser derivada analiticamente. Uma aplicação interessante desta metodologia é a caracterização 
de sistemas de radio frequency identication (RFID) [115], milimeter-wave identification (MMID) 
[207] e sistemas de radar em geral. No contexto deste trabalho, caso a análise simultânea 
transmissor-receptor seja necessária, as antenas de transmissão e de recepção e o meio podem ser 
representados por uma SuR de fundo linear.
Utilizando a avançada técnica de decomposição de circuito multi-níveis originalmente 
desenvolvida neste trabalho, já está sendo implementado o método de TE. A validação númerica 
desta implementação conduzir-se-á utilizando os resultados da análise do BH multi-tons 
empregando a TFMT. O método de TE pertence a família de métodos para a solução de EDPM 
[81] e representa um método mais eficiente que o do BH, na determinação do regime permanente 
de um circuito envolvendo portadoras de RF moduladas digitalmente. Após o desenvolvimento e 
implementação do método de TE, pretendemos desenvolver uma metodologia de otimização para 
linearização de amplificadores e de conversores de frequência, excitados por sinais BB gerados por 
complexos esquemas de modulação digital, conforme demonstrado em [208]. Também está 
prevista a implementação da análise de TE em circuitos autônomos e sincronizados e a análise de 
sistemas de RF heterogêneos, i.e., operando com um mistura de sinais periódicos de RF e de 
relógio digital e aperiódicos do tipo modulação de amplitude (amplitude modulation (AM)) e 
modulação de fase (phase modulation (PM)). Um exemplo de aplicação deste tipo de análise é a 
simulação de um transmissor polar para comunicação sem fio (“wireless”).
Considerando a análise eletro-térmica via BH e TE, será adotada, como base, a metodologia 
proposta em [75]. Para o cálculo da matriz de impedância térmica e que representa o sistema 
térmico, será utilizado o método da SDF no espaço-  da transformada de Laplace [76]. Na verdade, 




computador que efetua o cálculo da matriz de resistência térmica em dispositivos semicondutores 
do tipo FET e HBT. No FET os pontos quentes estão associados com os terminais de porta, 
enquanto no HBT, os pontos quentes estão associados aos terminais de emissor. Este tipo de 
análise é muito importante no projeto de amplificadores de alta-potência utilizando dispositivos 
semicondutores com múltiplas portas (FET) ou emissores (HBT). 
A formulação multi-níveis, apresentada neste trabalho, abre caminho para uma nova linha de 
pesquisa, explorando os recursos de processamento paralelo. Visando este tipo de 
desenvolvimento, a implementação proposta já disponibiliza arquivos de dados, com todas as 
informações do problema, em uma estrutura que pode ser facilmente utilizada em sistemas de 
processamento distribuído. Com relação ao solucionador não-linear, podem ser utilizados os 
métodos desenvolvidos em [41]-[43],[209],[210]. Estes métodos consistem de generalizações do 
método de Newton para a solução de sistemas não-lineares do tipo bloco diagonal com borda dupla 
e foram aplicados apenas em problemas com dois níveis de hierarquia. A nossa intenção é 
desenvolver e avaliar estes métodos em problemas com descrição multi-níveis. Em adição, é 
preciso avaliar a possibilidade de adaptação do método do tensor para este tipo de solução. Existem 
também possibilidades de pesquisa para avaliar a potencialidade do método de Newton inexato e 
do tensor inexato, neste tipo de solução multi-processamentos.
A integração do nosso simulador de circuito, CDSYS - Circuit Design System, com o sistema 
de simulação de estruturas eletromagnéticas tri-dimensionais de geometria complexa, EDSYS - 
Electromagnetic Design System, também esta prevista utilizando a teoria e as implementações 
apresentadas em [113]. Com esta integração, vamos na direção de um ambiente de software para 
o modelamento global de sistemas de telecomunicações. Atualmente, o software desenvolvido 
para análise de campos EDSYS opera no domínio do tempo, e está fundamentado nas técnicas da 
MLT e de DF [113]. A implementação destes métodos no domínio da frequência pode representar 
um trabalho interessante de pesquisa. Lembremos que, até a presente data, estes métodos são bem 
mais explorados no domínio do tempo.
Finalmente, seria interessante desenvolver uma interface gráfica, utilizando a biblioteca 
VISLIB - Visual Library [113], para definição do circuito (ou sistema) a ser simulado via um editor 
de diagrama esquemático. A biblioteca VISLIB oferece recursos de construção automática para 
desenvolvimento de aplicações no sistema X Windows e combina as bibliotecas Xt Intrinsics e 
Motif. Para o sistema EDSYS, uma interface gráfica já foi desenvolvida para edição e simulação 
de estruturas EM. Os resultados podem ser exibidos utilizando o pacote gráfico AGPACK - 
Advanced Grafics Package [113], implementado utilizando a VISLIB.
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Apêndice A. Representação dos Elementos Básicos para Análise de Espaço-de-
Estado
Neste apêndice, seguindo a teoria apresentada no Capítulo 3, serão apresentadas as tabelas com 
a equação de estado, de saída (relações constitutivas), e de sonda de cada elemento básico utilizado 
na construção de uma SRN. Estas tabelas estão organizadas de acordo com os grupos de variável-
de-estado (1d,1i,2,2A,3A,3) introduzidos no Capítulo 3. Os índices que controlam a posição de 
inserção dos sub-vetores e sub-matrizes são mostrados nestas tabelas. As entradas hachuriadas nas 
tabelas abaixo correspondem á formulação sem equação de estado do tipo integral, i.e., ideal para 
análise no domínio do tempo.
Seguindo a organização adotada, o vetor de variável-de-estado descrito nas tabelas abaixo é 
organizado da seguinte forma
onde
 indutores na co-floresta e capacitores na floresta,
 indutores na floresta e capacitores na co-floresta,
 linhas de transmissão, linhas de transmissão (toco) em aberto e linhas de transmissão (toco) 
em curto, sondas de tensão, e sondas de corrente,
tensões e correntes de controle com atraso das fontes de tensão e de corrente de controle 
linear,
tensões e correntes de controle não-linear com atraso dos elementos não-lineares, e
tensões e correntes de controle não-linear dos elementos não-lineares.
O vetor de função não-linear descrito nas tabelas abaixo é organizado da seguinte forma
onde
 funções não-lineares estáticas (resistores não-lineares, fontes de tensão de controle não-
linear e fontes de corrente de controle não-linear), e
 funções não-lineares dinâmincas (indutores não-lineares e capacitores não-lineares).
As funções não-lineares estáticas e dinâmicas associadas aos resistores não-lineares, indutores 
não-lineares e capacitores não-lineares, em geral, possuem na sua lista de argumentos uma variável 
de controle local e qualquer número de variáveis de controle remota.
















REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DOS ELEMENTOS CONCENTRADOS
onde
 é a resistência,
 é a indutância, e
 é a capacitância.
Tabela A.2: 
REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DOS ELEMENTOS DISTRIBUÍDOS
onde
 é a impedância característica,
 é a constante de atenuação, e
 é o tempo de atraso.
Elemento Estado Entrada Saída
Matrizes da Equação de Estado e de Saída
RES
- - - - -
- - - - -
CAP
IND
Elemento Estado(s) Entrada(s) Saída(s)




Al Ar B C D
U V= Z I= G
U I= Z V= R
X1d V= U I= Z V= C 0 1 1 0
X1i I= U V= Z I= 1 C⁄ 0 1 1 0
X1d I= U V= Z I= L 0 1 1 0













































































U V= Z I= 1 1– 1 2Yo– Yo
U I= Z V= 1 1 Zo 2 Zo
X2 V
−=
U V= Z I= 1 1 1– 2Yo– Yo






REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DAS FONTES LINEARES CONTROLADAS
onde
 é o ganho de corrente (adimensional),
 é o ganho transcondutivo,
 é o ganho transresistivo,
 é o ganho de tensão (adimensional), 
 é o tempo de atraso .
Tabela A.4: 
REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DOS ELEMENTOS NÃO-LINEARES
Elemento Estado Entrada(s) Saída(s)












































Al Ar B C D
U V2= Z I2=
Kii
X2A U1= 0 1– 1 Kii 0
U V2= Z I2=
Kiv
























Al Ar Bf B C Df D
X3 V=
Ufs J=
U V= Z I= 0 1– 0 1 0 1 0
U I= Z V= 0 0 1– 1 1 0 0
X3 I=
Ufs E=
U I= Z V= 0 1– 0 1 0 1 0
U V= Z I= 0 0 1– 1 1 0 0
X3 V=
Ufd Q=
U V= Z I= 0 1– 0 1 0 1 0
U I= Z V= 0 0 1– 1 1 0 0
X3 I=
Ufd Ψ=
U I= Z V= 0 1– 0 1 0 1 0
U V= Z I= 0 0 1– 1 1 0 0
Ufs J= U V= Z I= 0 0 1 0
Ufs E= U I= Z V= 0 0 1 0
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Tabela A.5: 
REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DOS ELEMENTOS DE CONTROLE LINEAR
Tabela A.6: 
REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DOS ELEMENTOS DE CONTROLE NÃO-LINEAR
Tabela A.7: 
REPRESENTAÇÃO DE ESPAÇO-DE-ESTADO DAS SONDAS
Elemento Estado Entrada Saída
Matrizes da Equação de Estado e de Saída
Corrente de Controle 
Linear - - -
Tensão de Controle 
Linear - - -




Elemento Estado(s) Entrada Saída
Matriz da Equação de Estado e de Saída
Corrente de Controle 
Não-Linear
Tensão de Controle 
Não-Linear
Tensão ou Corrente de 
Controle Não-Linear 
com Atraso
- - - -
Elemento Entrada Saída Sonda
Matrizes da Equação de Saída e de Sonda
Sonda de Tensão -
Sonda de Corrente -
Al Ar B C D
U I= Z V= 0 0
U V= Z I= 0 0
U
X2A U=
1– 1 0 0
Al Ar B C D
X3 I= U I= Z V= 1– 1 0 0
X3 I= U V= Z I= 0 1 1 0
X3 V= U V= Z I= 1– 1 0 0





U V= Z I= Y I= 0 1
U I= Z V= Y V= 0 1
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Apêndice B. Formulação de Espaço-de-Estado do Circuito Elétrico Equivalente 
do FET e do HBT
O digrafo correspondente ao CEE (top-A) do FET da Fig. 3.3(a), é ilustrado na Fig. B.1(a). Os 







Na Tabela B.1 são descritas as equações de estado, de saída e de sonda dos elementos básicos 
do CEE do FET da Fig. 3.3(a). A construção das matrizes constitutivas descritas nas tabelas do 
Apêndice A, pode ser facilmente visualizada.
O digrafo do CEE da parte intrínseca do FET, representada sob forma de DDS, é ilustrado na 
Fig. B.1(b). Os vetores de váriavel de estado, de função não-linear, de entrada, de saída, e de sonda 






Na Tabela B.2 são descritas as equações de estado, de saída e de sonda dos elementos básicos 
do CEE da parte intrínseca do FET da Fig. 3.3(b) (ver Apêndice A). 
O digrafo correspondente ao CEE (top-A) do HBT da Fig. 3.3(b), é ilustrado na Fig. B.1(a). Os 
vetores de variável de estado, de função não-linear, de entrada, de saída, e de sonda externa, são 
X VR11 VR12 VR13 VR31 VR32 VR33 IR21 IR22 IR23 VCdS VCDS ILG ILD ILX ICGS ICGD VLS Vgsc Vgdc Vgs Vgd VgscD
T
=
Uf JDgs JDgd Jds JdX Qgs Qgd
T
=
Ue Je1 Je2 Je3
T
= Ye Ve1 Ve2 Ve3
T
=
U IR11 IR12 IR13 IR31 IR32 IR33 IQgs IQgd ICds ICDS IRG IRD IRS IRgd IRX ILS=
VCGS VCGD VRgs VX Vgs Vgd VLG VLD VLX VJdY VJDgs VJDgd VJds VJdX VR21 VR22 VR23 Ve1 Ve2 Ve3
T
Y VR11 VR12 VR13 VR31 VR32 VR33 VQgs VQgd VCds VCDS VRG VRD VRS VRgd VRX VLS=
ICGS ICGD IRgs IX Igs Igd ILG ILD ILX IJdY IJDgs IJDgd IJds IJdX IR21 IR22 IR23 Ie1 Ie2 Ie3
T
X VR11 VR12 VR13 VR14 VR15 Vg Vsc Vdc Vs Vd VgscD
T
=
Uf JDgs JDgd Jds JdX Qgs Qgd
T
=
Ue Je1 Je2 Je3
T
= Ye Ve1 Ve2 Ve3
T
=
U IR11 IR12 IR13 IR14 IR15 IQgs IQgd Ig Isc Idc Is VX Vgs Vgd VJdY VJDgs VJDgd VJds VJdX Ve1 Ve2 Ve3
T
=




























































































EQUAÇÕES DE ESTADO E DE SAÍDA DOS ELEMENTOS BÁSICOS DO CEE DO FET
floresta cofloresta









1 1 − 16 15 − -
2 2 − 17 16 − -
3 3 − 18 17 − -
4 4 − 19 - −
5 5 − 20 - −
6 6 − 21 20 −
7 18 5 22 21 −
8 19 6 23 11 −
9 10 − 24 12 −
10 − − − 25 13 −
11 − − − 26 − − −
12 − − − 27 − 1 −
13 − − − 28 − 2 −
14 − − − 29 − 3 −




34 (1) − ( )
35 (2) − ( )
36 (3) − ( )
37 − − − −
38 − − − −
39 − − − −
r11 z1 x1= 0 r11
1– x1 u1–= CGS x15 ĵωCGS⁄ u16=
r12 z2 x2= 0 r12
1– x2 u2–= CGD x15 ĵωCGS⁄ u16=
r13 z3 x3= 0 r13
1– x3 u3–= CDS x15 ĵωCGS⁄ u16=
r31 z4 x4= 0 r31
1– x4 u4–= Rgs z19 Rgs
1– u19=
r32 z5 x5= 0 r32
1– x5 u5–= X z20 0=
r33 z6 x6= 0 r33
1– x6 u6–= gs z21 0=
qgs z7 x18= 0 ĵωuf5 u7–= gd z22 0=
qgd z8 x19= 0 ĵωuf6 u8–= LG z23 x11= 0 ĵωLGx11 u23–=
Cds z9 x10= ĵωCdsx10 u9= LD z24 x12= 0 ĵωLDx12 u24–=
RG z10 RGu10= LX z25 x13= 0 ĵωLXx13 u25–=
RD z11 RDu11= jdY z26 RX
1– u20=
RS z12 RSu12= jDgs z27 uf1=
Rgd z13 Rgdu13= jDgd z28 uf2=
RX z14 RXu14= jds z29 uf3=
LS z15 x14= x14 ĵωLS⁄ u15= jdX z30 uf4=
r21 z31 x7= 0 r21x7 u31–=
r22 z32 x8= 0 r22x8 u32–=
r23 z33 x9= 0 r23x9 u33–=
e1 z34 0= ye1 u34=
e2 z35 0= ye2 u35=












Fig. B.1 (a) Digrafo do circuito elétrico equivalente (CEE) do FET incluindo rede de alimentação 
externa (RAE). (b) Digrafo do CEE da parte intrínseca do FET sob forma de dispositivo definido-






Na Tabela B.3 são descritas as equações de estado e de sonda dos elementos básicos do CEE do 
HBT da Fig. 3.3(b) (ver Apêndice A).
O digrafo do CEE da parte intrínseca do HBT, representada sob forma de DDS, é ilustrado na 
Tabela B.2: 
EQUAÇÕES DE ESTADO E DE SAÍDA DOS ELEMENTOS BÁSICOS DO CEE
DA PARTE INTRÍNSECA DO FET REPRESENTADA SOB FORMA DE DDS
floresta cofloresta









1 1 − 16 15 − -
2 2 − 17 16 − -
3 3 − 18 17 − -
4 4 − 19 - −
5 5 − 20 - −
6 6 − 21 20 −
7 18 5 22 21 −
8 19 6 23 11 −
9 10 − 24 12 −
10 − − − 25 13 −
11 − − − 26 − − −
12 − − − 27 − 1 −
13 − − − 28 − 2 −
14 − − − 29 − 3 −




34 (1) − ( )
35 (2) − ( )
36 (3) − ( )
37 − − − −
38 − − − −
39 − − − −
r11 z1 x1= 0 r11
1– x1 u1–= CGS x15 ĵωCGS⁄ u16=
r12 z2 x2= 0 r12
1– x2 u2–= CGD x15 ĵωCGS⁄ u16=
r13 z3 x3= 0 r13
1– x3 u3–= CDS x15 ĵωCGS⁄ u16=
r31 z4 x4= 0 r31
1– x4 u4–= Rgs z19 Rgs
1– u19=
r32 z5 x5= 0 r32
1– x5 u5–= X z20 0=
r33 z6 x6= 0 r33
1– x6 u6–= gs z21 0=
qgs z7 x18= 0 ĵωuf5 u7–= gd z22 0=
qgd z8 x19= 0 ĵωuf6 u8–= LG z23 x11= 0 ĵωLGx11 u23–=
Cds z9 x10= ĵωCdsx10 u9= LD z24 x12= 0 ĵωLDx12 u24–=
RG z10 RGu10= LX z25 x13= 0 ĵωLXx13 u25–=
RD z11 RDu11= jdY z26 RX
1– u20=
RS z12 RSu12= jDgs z27 uf1=
Rgd z13 Rgdu13= jDgd z28 uf2=
RX z14 RXu14= jds z29 uf3=
LS z15 x14= x14 ĵωLS⁄ u15= jdX z30 uf4=
r21 z31 x7= 0 r21x7 u31–=
r22 z32 x8= 0 r22x8 u32–=
r23 z33 x9= 0 r23x9 u33–=
e1 z34 0= ye1 u34=
e2 z35 0= ye2 u35=




X VR11 VR12 VR13 VR31 VR32 VR33 IR21 IR22 IR23 VCCE ILB ILC ICBE ICBC VLE Vbe Vbc Vbxc
T
=
Uf Jbe Jbc JDbxc Qbe Qbc QDbxc
T
=
Ue Je1 Je2 Je3
T
= Ye Ve1 Ve2 Ve3
T
=
U IR11 IR12 IR13 IR31 IR32 IR33 IQbe IQbc IQbxc ICCE IRB1 IRC IRE ILE=
VCBC VCBE VRB2 VLB VLC VJbe VJbc VJDbxc VR21 VR22 VR23
T
Y VR11 VR12 VR13 VR31 VR32 VR33 VQbe VQbc VQbxc VCCE VRB1 VRC VRE VLE=


































































































EQUAÇÕES DE ESTADO E DE SAÍDA DOS ELEMENTOS BÁSICOS DO CEE DO HBT
floresta cofloresta









1 1 − 14 13 − -
2 2 − 15 14 − -
3 3 − 16 15 − -
4 4 − 17 - −
5 5 − 18 10 −
6 6 − 19 11 −
7 16 4 20 − 1 −
8 17 5 21 − 2 −
9 18 6 22 − 3 −
10 − − − 23 7 −
11 − − − 24 8 −
12 − − − 25 9 −
13 12 − 26 (1) − ( )
27 (2) − ( )
28 (3) − ( )
29 − − − −
30 − − − −
31 − − − −
r11 z1 x1= 0 r11
1– x1 u1–= CBE x13 ĵωCBE⁄ u14=
r12 z2 x2= 0 r12
1– x2 u2–= CBC x14 ĵωCBC⁄ u15=
r13 z3 x3= 0 r13
1– x3 u3–= CCE x15 ĵωCCE⁄ u16=
r31 z4 x4= 0 r31
1– x4 u4–= RB2 z17 RB2
1– u17=
r32 z5 x5= 0 r32
1– x5 u5–= LB z23 x11= 0 ĵωLBx10 u18–=
r33 z6 x6= 0 r33
1– x6 u6–= LC z24 x12= 0 ĵωLCx11 u19–=
qbe z7 x18= 0 ĵωuf4 u7–= jDgs z20 uf1=
qbc z8 x19= 0 ĵωuf5 u8–= jDgd z21 uf2=
qbxc z9 x10= 0 ĵωuf6 u9–= jds z22 uf3=
RB1 z10 RB1u10= r21 z23 x7= 0 r23x7 u23–=
RC z11 RCu11= r22 z24 x8= 0 r24x8 u24–=
RE z12 REu12= r23 z25 x9= 0 r25x9 u25–=
Rgd z13 x12= x12 ĵωLE⁄ u13= e1 z26 0= ye1 u26=
e2 z27 0= ye2 u27=




Fig. B.1 (a) Digrafo do circuito elétrico equivalente (CEE) do HBT incluindo rede de 
alimentação externa (RAE). (b) Digrafo do CEE da parte intrínseca do HBT sob forma de 
dispositivo definido-simbolicamente (DDS) incluindo RAE.
204
Fig. B.1(b). Os vetores de váriavel de estado, de função não-linear, de entrada, de saída, e de sonda 






Na Tabela B.4 são descritas as equações de estado, de saída e de sonda dos elementos básicos 
do CEE da parte intríseca do HBT da Fig. 3.3(b) (ver Apêndice A).
X VR11 VR12 VR13 VR31 VR32 VR33 IR21 IR22 IR23 VCCE ILB ILC ICBE ICBC VLE Vbe Vbc Vbxc
T
=
Uf Jbe Jbc JDbxc Qbe Qbc QDbxc
T
=
Ue Je1 Je2 Je3
T
= Ye Ve1 Ve2 Ve3
T
=
U IR11 IR12 IR13 IR31 IR32 IR33 IQbe IQbc IQbxc ICCE IRB1 IRC IRE ILE=
VCBC VCBE VRB2 VLB VLC VJbe VJbc VJDbxc VR21 VR22 VR23
T
Y VR11 VR12 VR13 VR31 VR32 VR33 VQbe VQbc VQbxc VCCE VRB1 VRC VRE VLE=
ICBC ICBE IRB2 ILB ILC IJbe IJbc IJDbxc IR21 IR22 IR23
T
Y VR11 VR12 VR13 VR14 VR15 Vg Vsc Vdc Vs Vd VRX=
IX Igs Igd IJdY IJDgs IJDgd IJds IJdX Ie1 Ie2 Ie3
T
Tabela B.4: 
EQUAÇÕES DE ESTADO E DE SAÍDA DOS ELEMENTOS BÁSICOS DO CEE
DA PARTE INTRÍNSECA DO HBT REPRESENTADA SOB FORMA DE DDS
floresta cofloresta









1 1 − 14 13 − -
2 2 − 15 14 − -
3 3 − 16 15 − -
4 4 − 17 - −
5 5 − 18 10 −
6 6 − 19 11 −
7 16 4 20 − 1 −
8 17 5 21 − 2 −
9 18 6 22 − 3 −
10 − − − 23 7 −
11 − − − 24 8 −
12 − − − 25 9 −
13 12 − 26 (1) − ( )
27 (2) − ( )
28 (3) − ( )
29 − − − −
30 − − − −
31 − − − −
r11 z1 x1= 0 r11
1– x1 u1–= CBE x13 ĵωCBE⁄ u14=
r12 z2 x2= 0 r12
1– x2 u2–= CBC x14 ĵωCBC⁄ u15=
r13 z3 x3= 0 r13
1– x3 u3–= CCE x15 ĵωCCE⁄ u16=
r31 z4 x4= 0 r31
1– x4 u4–= RB2 z17 RB2
1– u17=
r32 z5 x5= 0 r32
1– x5 u5–= LB z23 x11= 0 ĵωLBx10 u18–=
r33 z6 x6= 0 r33
1– x6 u6–= LC z24 x12= 0 ĵωLCx11 u19–=
qbe z7 x18= 0 ĵωuf4 u7–= jDgs z20 uf1=
qbc z8 x19= 0 ĵωuf5 u8–= jDgd z21 uf2=
qbxc z9 x10= 0 ĵωuf6 u9–= jds z22 uf3=
RB1 z10 RB1u10= r21 z23 x7= 0 r23x7 u23–=
RC z11 RCu11= r22 z24 x8= 0 r24x8 u24–=
RE z12 REu12= r23 z25 x9= 0 r25x9 u25–=
Rgd z13 x12= x12 ĵωLE⁄ u13= e1 z26 0= ye1 u26=
e2 z27 0= ye2 u27=





Apêndice C. Solução multi-níveis de Sistema Bloco Diagonal com Dupla Borda
A solução multi-níveis de um sistema jacobiano de estrutura bloco diagonal com borda dupla, 
pode ser eficientemente calculada utilizando a fatorização LU. Para ilustrarmos o processo de 
fatorização, vamos considerar a seguinte representação
associada à FIG. Da representação acima, podemos obter os termos LU associado a matriz , 
no nível , através da seguinte sequência de operações:
• 1) Fatorização: ;
• 2) Retro-substituição: ;
• 3) Retro-substituição: ;
onde ;
• Fatorização: .
Outros blocos no nível  podem ser processados da mesma forma. No nível  a determinação 
dos fatores LU.
• 4) Fatorar: , para determinar  e ;
• 5) Retro-resolver: , para determinar ;













































Aυ t, Lυ t, Uυ t,
Lυ t, Vυ t, Bυ t,= Vυ t,
Kυ t, Uυ t, Cυ t,= Uυ t,
t i … j, ,=
Dυ m, Kυ t, Vυ t,
t j=
k
– Lυ m, Uυ m,
υ υ 1–
Aυ 1– t, Lυ 1– t, Uυ 1– t,
Lυ 1– t, Vυ 1– t, Bυ 1– t,= Vυ 1– t,
Kυ 1– t, Uυ 1– t, Cυ 1– t,= Uυ 1– t,
t p … q, ,=
Dυ 1– r, Kυ 1– t, Vυ 1– t,
t p=
q
– Lυ 1– r, Uυ 1– r,
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determinação do passo 4. A determinação dos passos 5-6 requerem a solução a ser discutida 
abaixo.
A solução do sistema pode ser obtida via retro-substituição, utilizando os fatores L e U
Da representação acima, podemos calcular a solução do sistema jacobiano multi-níveis. ??? Esta 













J x = b
