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In this article, we will give a complete classiﬁcation of simple C * -algebras which
can be written as inductive limits of algebras of the form An ¼kni¼1 M½n;iðCðXn;iÞÞ,
where Xn;i are arbitrary variable one-dimensional compact metrizable spaces. The
results unify and generalize the previous results for the case Xn;i ¼ S1 and for the case
of Xn;i being trees. We obtain our classiﬁcation results by reducing the case of general
one-dimensional spaces to the case of circles. The techniques in this paper play
important roles in the study of the case of higher-dimensional spaces. # 2002 Elsevier
Science (USA)
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The study of C * -algebras has been regarded as non-commutative
topology which has essential applications in the study of foliated spaces,
dynamical systems, pseudo-differential operators, differential manifolds,
and other subjects.
Although there are celebrated successful classiﬁcations of amenable von
Neumann algebras due to Connes, Haagerup, Krieger and Takesaki, it was
considered impossible to obtain any reasonable classiﬁcation of amenable
C * -algebras of general type until recent years. Partially inspired by the
classiﬁcation of von Neumann algebras, George Elliott posed a conjecture
asserting that the simple, separable amenable C * -algebras are classiﬁed by
the invariants consisting of the ordered K-theory and the space of tracial
states. It is quite remarkable that the conjecture has already been veriﬁed for
a number of important classes of C * -algebras. We refer readers to Elliott’s
lecture at the International Congress of Mathematicians [Ell5] for a survey.
In particular, the celebrated result of Kirchberg [Kir] and Phillips [Phi1]
(also see [BEEK1, LP, Ro1]) conﬁrms the conjecture for the case of
purely inﬁnite C * -algebras with UCT (Universal Coefﬁcient Theorem
(UCT) for KK-theory holds).1
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LIANGQING LI2The basic tool for the classiﬁcation is to decompose simple
separable amenable C * -algebras as inductive limits of ‘‘good’’ C * -
algebras}MnðCðX ÞÞ or sub-algebras of MnðCðX ÞÞ in the case of stably
ﬁnite algebras. (For purely inﬁnite case, such a decomposition in terms
of the tensor product algebras of Cuntz algebras and CðS1Þ is a con-
sequence of [Kir, Phi1, Ro1].) Such a decomposition would be an
analogy to the results of Connes and Haagerup that any amenable
von Neumann algebra is generated by an upward direct family of
sub von Neumann algebras of type I. Therefore, the classiﬁcation
of the simple C * -algebras which can be expressed as unital inductive
limits of
A1 !
f1;2
A2 !
f2;3
A3 !
f3;4
	 	 	 ;
where An ¼kni¼1 M½n;iðCðXn;iÞÞ; Xn;i are compact metrizable spaces and ½n; i
are positive integers, becomes of fundamental importance. An inductive limit
C * -algebra of the above form is called an AH algebra. This class of C * -
algebras has a root in AF algebras (for which each space Xn;i contains only a
single point).
AF algebras were intensively studied and classiﬁed by Bratteli using the
Bratteli Diagram [Br]. A classiﬁcation in terms of an invariant}the scaled
ordered group K0}was obtained by Elliott [Ell1].
It was proved by Bratteli, Elliott, Evans, Kishimoto and Putnam that
several important classes of cross product C * -algebras are AH algebras
[BEEK2, BEK, BK, EE, Pu]. In particular, all the irrational rotation C * -
algebras (corresponding to the Kronecker foliations) and other higher-
dimensional simple non-commutative tori are AH algebras (see [EE]). The
results suggest that the class of AH algebras may include all simple, stably
ﬁnite, separable, amenable C * -algebras with certain general restrictions on
their invariants.
In 1991, Elliott classiﬁed the simple AH algebras for the case Xn;i ¼ ½0; 1
(see [Ell2]). So far the complete classiﬁcation of simple AH algebras are
obtained at two special cases:
1. Xn;i ¼ trees (see [Li1]);
2. Xn;i ¼ S1 (see [Ell3, NT]).
In this article, we will give a complete classiﬁcation for the case of Xn;i
being one-dimensional spaces which uniﬁes and generalizes the above two
results. The following is the main result:
Theorem 3.9. Suppose that both simple unital C * -algebras A and B can
be written as unital inductive limits of finite direct sums of matrix algebras
over one-dimensional compact metrizable spaces.
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f0 : K0A! K0B
taking ½1 2 K0A into ½1 2 K0B, that there is a group isomorphism
f1 : K1A! K1B
and that there is an isomorphism between compact convex sets
fT : TB! TA;
where TA and TB denote the simplices of tracial states of A and B, respectively.
Suppose that f0 and fT are compatible, in the sense that
tðf0gÞ ¼ fT ðtÞðgÞ; g 2 K0A; t 2 TB:
It follows that there exists an isomorphism
f : A! B
giving rise to f0;f1;fT .
In general, a simple AH algebra (with dimðXn;iÞ uniformly bounded) has
real rank zero or one. (Note that, it is proved in [Zh], all the purely inﬁnite
simple C * -algebras have real rank zero.)
It is worth mentioning that Elliott and Gong [EG2] classiﬁed all the
simple AH algebras of real rank zero for the case of dimðXn;iÞ43 (see [Ell4,
EG1, EGLP, G1, GL, Lin, Su], etc.). It was proved in [D, G2–4] that the
simple AH algebras of real rank zero, with dimðXn;iÞ uniformly bounded, can
be written as AH algebras with dimðXn;iÞ43 (i.e., in the above class).
However, it should not be surprising that the lack of the real rank zero
property presents essential difﬁculties}‘‘one-dimensional non-commutative
topological spaces’’ should be more difﬁcult to be dealt with than zero-
dimensional ones. We have discussed some essential differences of two cases
in [Li2]. In particular, it must involve the invariant of TA which is
completely determined by K-theory of A in the real rank zero case. In
Section 2 of this paper, we will use the results of [Li2] to prove a
decomposition theorem which roughly says that an element in A can be
decomposed into two parts with the major part inside a subalgebra
isomorphic to a direct sum of matrix algebras over interval. This
decomposition theorem plays the same role as Theorem 2.21 of [EG2] (see
Theorem 2.28 and Corollary 2.40). This decomposition theorem has been
generalized to higher-dimensional case by Gong recently. The proof of this
generalization is much more difﬁcult. (It takes more than 150 pages.)
LIANGQING LI4In Section 3, we will prove our main theorem by reducing the general case
to the case of circles.
It is worth mentioning that the classiﬁcation in this paper is a key step
toward the general classiﬁcation theory. Right now the classiﬁcation theory
has been generalized to include simple AH algebras with Xn;i being arbitrary
spaces (with uniform bounded dimensions), in a joint work with Elliott and
Gong (see [EGL]). The proof of the general result essentially depends on the
techniques in this paper.
We introduce some notations.
1.1. In this paper, we assume that all the unital inductive limit C * -
algebras A ¼ limn!1 ðAn;fn;mÞ, where An ¼
kn
i¼1 M½n;iðCðXn;iÞÞ; are simple
and satisfy that A=MkðCÞ for any k. (That is, A is not a matrix algebra.) We
also assume that, for any summand Ain, fn;nþ1ð1Ain Þ=0, since otherwise, we
can simply delete Ain from An without changing the inductive limit.
With the above assumption, it is well known that for each n,
lim
m!1
min
i;j
y2Xm;j
rankðfi;jn;mð1Ain ÞðyÞÞ ¼ þ1;
where the algebra Ain is the ith block of An, and f
i;j
n;m : A
i
n ! A
j
m is the partial
map of the homomorphism fn;m from the ith block of An to the jth block of
Am.
Furthermore, we will assume that all the spaces Xn;i in the inductive limits
(see above) in this paper are one-dimensional compact metrizable spaces.
1.2. In this paper, by a graph, we mean a one-dimensional ﬁnite
simplicial complex}each edge has exactly two vertices and any two edges
have at most one intersection point which must be a vertex. For example, S1
can be regarded as a graph with three edges and three vertices.
Since we only deal with ﬁnite graphs, all the graphs are compact spaces.
In this paper, for a graph X , we assume that each edge of X has length
one. For any two points x1; x2 2 X , distðx1; x2Þ, the distance between them, is
deﬁned to be the length of the shortest path along X connecting x1; x2.
It is well known that any one-dimensional compact metrizable space is the
inverse limit of a sequence of graphs (see [Fr]).
1.3. For a unital C * -algebra A, we use TA to denote the space of all the
tracial states of A, i.e., t 2 TA if and only if t is a positive linear map from A
to C, with tðxyÞ ¼ tðyxÞ and tð1Þ ¼ 1. Aff TA is the collection of all the afﬁne
maps from TA to C. (In most references, Aff TA is deﬁned to be the set of all
the afﬁne maps from TA to R. Our Aff TA is a complexiﬁcation of the
standard Aff TA.) An element x 2 Aff TA is said to be positive if xðtÞ50 for
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1ðtÞ ¼ 1 for all t 2 TA
is called the unit of Aff TA. Aff TA, together with the positive cone Aff TAþ
and the unit 1, form a scaled ordered complex Banach space. (Notice that
for any element x 2 Aff TA, there are x1; x2; x3; x4 2 Aff TAþ such that
x ¼ x1  x2 þ ix3  ix4.)
1.4. Any unital homomorphism f : A! B induces an afﬁne map
Aff Tf : Aff TA! Aff TB:
Here and below, we assume that X and Y are compact metrizable spaces.
Suppose that P 2 MlðCðX ÞÞ is a non-zero projection with constant rank. It
is well known that
Aff T ðPMlðCðX ÞÞP Þ ¼ Aff T ðMlðCðX ÞÞÞ ¼ CðX Þ:
If f : CðX Þ ! MkðCðY ÞÞ is a unital homomorphism, then Aff Tf :
CðX Þ ! CðY Þ is determined by
Aff Tfðf Þ ¼
1
k
Xk
i¼1
fðf Þii;
where each fðf Þii is the entry of fðf Þ 2 MkðCðY ÞÞ at the place ði; iÞ.
More generally, if f : CðX Þ ! PMlðCðY ÞÞP is a unital homomorphism and
rankðP Þ ¼ k, then Aff Tf : CðX Þ ! CðY Þ is determined by
Aff Tfðf Þ ¼
1
k
Xl
i¼1
fðf Þii;
where each fðf Þii is the entry of fðf Þ 2 PMlðCðY ÞÞP  MlðCðY ÞÞ at the
place ði; iÞ.
1.5. It follows from 1.4 that if
f1 : CðX Þ ! PMl1ðCðY ÞÞP and f2 : CðX Þ ! QMl2 ðCðY ÞÞQ
are unital homomorphisms and
f ¼ diagðf1;f2Þ : CðX Þ ! ðPQÞMl1þl2 ðCðY ÞÞðPQÞ;
LIANGQING LI6then
Aff Tf ¼
k1
k1 þ k2
Aff Tf1 þ
k2
k1 þ k2
Aff Tf2;
where k1 ¼ rankðP Þ; k2 ¼ rankðQÞ. Also, if P and Q are orthogonal
projections in MlðCðY ÞÞ, then f ¼ diagðf1;f2Þ can be considered to be a
homomorphism from CðX Þ to ðP þ QÞMlðCðY ÞÞðP þ QÞ, and the above
equality still holds.
1.6. Suppose that f : CðX Þ ! PMlðCðY ÞÞP is a unital homomorphism
with rank P ¼ k. For each y 2 Y , there are points x1ðyÞ; x2ðyÞ; . . . ; xkðyÞ 2 X
and a unitary uy 2 MlðCÞ such that
fðf ÞðyÞ ¼ uy
f ðx1ðyÞÞ
. .
.
f ðxkðyÞÞ
0
. .
.
0
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
u*y
for all f 2 CðX Þ. We call the set fx1ðyÞ; x2ðyÞ; . . . ; xkðyÞg the spectrum of
f at y, and denote it by Spfy ¼ fx1ðyÞ; x2ðyÞ; . . . ; xkðyÞg. (Note, we
always count the multiplicity.) In other words, there are rank 1
mutually orthogonal projections p1;p2; . . . ;pk with
P
pi ¼ P such that
fðf ÞðyÞ ¼
Pk
i¼1 f ðxiðyÞÞpi. If we group all the same xiðyÞ together, we can
write
fðf ÞðyÞ ¼
Xk1
i¼1
f ðliðyÞÞPi ðk14kÞ;
where fl1ðyÞ; l2ðyÞ; . . . ; lk1 ðyÞg ¼ fx1ðyÞ; x2ðyÞ; . . . ; xkðyÞg as a set, but
liðyÞ=ljðyÞ if i=j. Furthermore, if liðyÞ has multiplicity m, (i.e., liðyÞ
appears m times in fx1ðyÞ; x2ðyÞ; . . . ; xkðyÞg), then rankðPiÞ ¼ m. It is
convenient to call Pi the spectral projection of f at y with respect to the
spectrum liðyÞ.
1.7. Any unital homomorphism f : MkðCðX ÞÞ ! PMlðCðY ÞÞP can be
identiﬁed with f1  1k, for a certain identiﬁcation of PMlðCðY ÞÞP with
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f1 ¼ fje11MkðCðX ÞÞe11 : CðX Þ ! pMlðCðY ÞÞp:
We deﬁne Spfy ¼ Spðf1Þy for each y.
If f :qi¼1 Mki ðCðXiÞÞ !
t
j¼1 PjMljðCðYjÞÞPj, then for each y 2 Y :¼‘
Yj; the disjoint union of fYig
t
i¼1, we deﬁne
Spfy ¼
[q
i¼1
Spðfi;jÞy  X :¼
a
Xi;
where j is the index with Yj ] y, and
fi;j : MkiðCðXiÞÞ ! fð1ki ÞPjMlj ðCðYjÞÞPjfð1kiÞ
is the partial map of f corresponding to i; j.
1.8. The following fact will be frequently used: For any unital
homomorphisms f : CðX Þ ! PMlðCðY ÞÞP and f 1n : MnðCðX ÞÞ !
MnðPMlðCðY ÞÞP Þ, with the rank of the projection P equal to k,
Aff Tfðf ÞðyÞ ¼
1
k
X
xiðyÞ2Spfy
f ðxiðyÞÞ;
Aff T ðf 1nÞ ¼ Aff Tf:
1.9. For a C * -algebra A ¼ti¼1 PiMliðCðYiÞÞPi, where Pi are non-zero
projections with constant rank, we write SpA ¼
‘
Yi.
1.10. For any compact metrizable space X , a projection P 2 MkðCðX ÞÞ is
called a trivial projection, if there is a unitary u 2 MkðCðX ÞÞ such that
P ðxÞ ¼ uðxÞ
1
. .
.
1
0
. .
.
0
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
uðxÞ*
for all x 2 X .
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P 2 MkðCðX ÞÞ is a trivial projection (see [MS]). Therefore, in this situation,
PMkðCðX ÞÞP ﬃ MrankðP ÞðCÞ.
1.11. Let X be a compact metric space. Let PkðX Þ be the symmetric
product of k copies of X . That is
PkðX Þ ¼ X  X  	 	 	  X|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k
=;
where the equivalence relation  is deﬁned by: ðx1; x2; . . . ; xkÞ  ðx01; x
0
2; . . . ;
x0kÞ if and only if there is a permutation s of f1; 2; . . . ; kg such that xi ¼ x
0
sðiÞ
for each 14i4k: We use the notation ½ðx1; x2; . . . ; xkÞ to denote the element
in PkðX Þ corresponding to ðx1; x2; . . . ; xkÞ 2 Xk. There is a natural quotient
map p : Xk ! PkðX Þ, deﬁned by pðx1; x2; . . . ; xkÞ ¼ ½ðx1; x2; . . . ; xkÞ.
Deﬁne a metric on PkðX Þ by
distð½ðx1; x2; . . . ; xkÞ; ½ðx01; x
0
2; . . . ; x
0
kÞÞ ¼ mins
max
14i4k
ðdistðxi; x0sðiÞÞÞ;
where s runs over all permutations of ð1; 2; . . . ; kÞ.
1.12. If f : MkðCðX ÞÞ ! PMlðCðY ÞÞP is a unital homomorphism, then for
each y 2 Y , Spfy (see 1.7) deﬁnes an element in P
rankðP Þ=kðX Þ, the
correspondence y ! Spfy deﬁnes a continuous map from Y to P
rankðP Þ=kðX Þ.
1.13. Let X be a metric space. Two k-tuples of (possibly repeating)
points, fx1; x2; . . . ; xkg  X and fx01; x
0
2; . . . ; x
0
kg  X , are said to be paired
within Z if there is a permutation s of f1; 2; . . . ; kg such that
distðxi; x0sðiÞÞ5Z; i ¼ 1; 2; . . . ; k:
This is equivalent to the following:
distð½ðx1; x2; . . . ; xkÞ; ½ðx01; x
0
2; . . . ; x
0
kÞÞ5Z
as points in PkðX Þ.
1.14. In this paper, all trees, graphs and CW complexes are assumed to
be connected unless speciﬁed otherwise.
1.15. Suppose that X and Y are ﬁnite CW complexes and that
f : MkðCðX ÞÞ ! PMlðCðY ÞÞP is a unital homomorphism. We deﬁne SPVðfÞ
(the spectrum variation of f) to be the inﬁmum (or, greatest lower bound) of
the set of all positive numbers Z with the property that, for any y; y0 2 Y ,
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fSpfy : y 2 Y g (see 1.12).
If f :si¼1 MkiðCðXiÞÞ !
t
j¼1 PjMljðCðYjÞÞPj is a unital homomorphism,
then we deﬁne
SPVðfÞ ¼ max
i;j
SPVðfi;jÞ;
where
fi;j : MkiðCðXiÞÞ ! f
i;jð1ki ÞPjMlj ðCðYjÞÞPjf
i;jð1ki Þ
is the partial map of f corresponding to i; j.
1.16. Suppose that X is a ﬁnite CW complex. A set FMkðCðX ÞÞ is said
to be weakly approximately constant to within e (see [EG2]), if for any
x; x0 2 X , there is a unitary ux;x0 2 MkðCÞ such that
jj f ðxÞ  ux;x0f ðx0Þu*x;x0 jj5e
for all f 2 F :
A set Fsi¼1 MkiðCðXiÞÞ is said to be weakly approximately constant to
within e, if for each 14i4s, piðF ÞMkiðCðXiÞÞ is weakly approximately
constant to within e, where pi is the canonical map fromsi¼1 MkiðCðXiÞÞ to
its ith block MkiðCðXiÞÞ:
1.17. Let X be a compact metric space. Suppose that X1  X is a closed
subset and c > 0. Denote
BcðX1Þ ¼ fx; distðx;X1Þ5cg:
If X1 is a set of single point fxg, then we write BcðX1Þ by BcðxÞ. Let
X2  X be another subset. We say that X2 c X1 if X2  BcðX1Þ. If
X Z X1, then we say that X1 is Z-dense in X . It is well known that for
any compact metrizable space X and Z > 0, there exists a ﬁnite subset which
is Z-dense in X .
1.18. In [Li1], we prove the following result (see Theorem 2.1.6 of [Li1]):
For any graphs X , Y , a ﬁnite set of generators F  CðX Þ, e > 0, and a
homomorphism f : CðX Þ ! MkðCðY ÞÞ, there is a homomorphism c :
CðX Þ ! MkðCðY ÞÞ such that
(1) jjfðf Þ  cðf Þjj5e for all f 2 F ;
(2) Spcy are distinct for all y 2 Y .
The following easy lemma will be used in this paper.
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that Spfy are distinct for all y 2 Y . Then for any y 2 Y , there is an open
neighborhood Uy ] y, and continuous maps
l1; l2; . . . ; lk : Uy ! X
such that Spfy0 ¼ fl1ðy
0Þ; l2ðy0Þ; . . . ; lkðy0Þg for any y0 2 Uy .
Proof. Suppose that Spfy ¼ fx1; x2; . . . ; xkg. By the condition of the
lemma, xi=xj if i=j. Let Z ¼ min14i5j4kfdistðxi; xjÞg. Since y ! Spfy
deﬁnes a continuous map from Y to PkðX Þ, there is an open neighborhood
Uy ] y such that if y0 2 Uy , then distðSpfy ; Spfy0 Þ5
Z
2
: This Uy is as desired.
In fact, we can deﬁne the map li by liðy0Þ 2 Spfy0 \ BZ=2ðxiÞ ð X Þ. Note
that for each y0 and i, there is a unique element in the intersection Spfy0 \
BZ=2ðxiÞ and that li deﬁned in this way is a continuous map. Both facts
follows from the continuity of the map y ! Spfy , using the metric on P
kðX Þ
deﬁned on 1.11. ]
1.20. If f : CðX Þ ! PMkðCðY ÞÞP is of the form
fðf Þ ¼
Xl
i¼1
f ðxiÞpi for any f 2 CðX Þ;
where fpig are mutually orthogonal projections and fx1; . . . ; xlg  X , then
we say that f is a homomorphism deﬁned by point evaluations.
1.21. We use the notation j 	 j to denote the number of the elements in
the set, if the argument is a set. When we write jSpfy j, we count multiplicity.
1.22. In order to simplify the notation, we will use xk to denote x; . . . ; x|ﬄﬄﬄ{zﬄﬄﬄ}
ki.e., k copies of x. For example, fx
3; y2g ¼ fx; x; x; y; yg:
2. DECOMPOSITION THEOREM
Different versions of the following result appear in many papers (see [Cu,
EGLP, GL, Lin]).
Proposition 2.1. Let X be a compact metrizable space, and A ¼ CðX Þ.
Let F  A be a finite set. Let B be a unital C * -algebra, and f : A! B be a
homomorphism. Let e > 0. Suppose that there are mutually orthogonal projec-
tions P1; P2; . . . ; Pn in B, and there are finitely many points x1; x2; . . . ; xn in
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 11X such that Pkfðf Þ ¼ fðf ÞPk ðk ¼ 1; 2; . . . ; nÞ for any f 2 CðX Þ and that
ð*Þ jjfðf ÞPk  f ðxkÞPk jj5e ðk ¼ 1; 2; . . . ; nÞ for any f 2 F :
If p1;p2; . . . ;pn are subprojections of P1; P2; . . . ; Pn, respectively, then
fðf Þ  1
Xn
k¼1
pk
 !
fðf Þ 1
Xn
k¼1
pk
 !

Xn
k¼1
f ðxkÞpk



53e;
for any f 2 F .
Proof. Let p0 ¼ 1
Pn
k¼1 pk. Since Pk are commutative with fðf Þ, the
following are equivalent to (*):
jjPkfðf ÞPk  f ðxkÞPk jj5e;
jjPkfðf Þ  f ðxkÞPk jj5e;
jjfðf ÞPk  f ðxkÞPk jj5e
for any f 2 F . Since pk5Pk ; one has
jjpkfðf Þpk  f ðxkÞpk jj5e;
jjpkfðf Þ  f ðxkÞpk jj5e;
jjfðf Þpk  f ðxkÞpk jj5e
for any f 2 F .
Let P ¼
Pn
k¼1 pk. Using the facts pk5Pk ; and that Pk commute with fðf Þ
for all k,
jjPfðf Þp0jj ¼
Xn
k¼1
pkfðf Þp0




4
Xn
k¼1
½pkfðf Þ  pkf ðxkÞp0



þ X
n
k¼1
pkf ðxkÞp0




¼
Xn
k¼1
½pkPkfðf ÞPk  pkf ðxkÞPkp0



þ 0
5e;
for any f 2 F , since for every k, pkPkfðf ÞPk  pkf ðxkÞPk is of norm at most
e, and P1; P2; . . . ; Pk are mutually orthogonal. Similarly, for all f 2 F ,
jjp0fðf ÞP jj5e:
LIANGQING LI12Also, for any f 2 F ,
Pfðf ÞP 
Mn
k¼1
f ðxkÞpk




¼ Pfðf Þ 
Mn
k¼1
f ðxkÞpk
" #
P




¼
Xn
k¼1
pkfðf Þ 
Mn
k¼1
f ðxkÞpk
" #
P




5e:
Finally, for any f 2 F ,
fðf Þ  p0fðf Þp0
Mn
k¼1
f ðxkÞpk




4jjp0fðf ÞP jj þ jjPfðf Þp0jj
þ p0fðf Þp0Pfðf ÞP  p0fðf Þp0
Mn
k¼1
f ðxkÞpk




5eþ eþ e ¼ 3e: ]
The following proposition is Proposition 3.2 of [DNNP] for the special
case of one-dimensional spaces.
Proposition 2.2. Let Y be a graph, k a positive integer. Suppose that W
is an open covering of Y such that for each W 2W, there is a continuous
projection-valued map PW : W ! MnðCÞ satisfying
rank PW ðyÞ5k for all y 2 W :
Then there is a continuous projection-valued map p : Y ! MnðCÞ such that for
each y 2 Y ,
rank pðyÞ5k  1;
and
pðyÞ  spanfPW ðyÞ; W 2W; y 2 W g:
The following theorem is essentially contained in the proof of Theorem
2.21 of [EG2], but it is not stated in [EG2]. We give a proof here, since we
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 13believe that its proof may motivate our main decomposition theorem, whose
proof is much more difﬁcult.
Theorem 2.3. Suppose that X is a graph, G CðX Þ is a finite subset and
e > 0. There is a Z > 0 (small enough) with the following property:
Suppose that U1;U2; . . . ;Un are disjoint open neighborhoods of points
x1; x2; . . . ; xn 2 X , respectively, such that diameterðUiÞ5Z for all 14i4n.
Suppose that f : CðX Þ ! MlðCðY ÞÞ, where Y is a graph, satisfies that
Spfy \ Ui
 5ki for 14i4n; and for all y 2 Y :
Then there are mutually orthogonal projections p1;p2; . . . ;pn with rankðpiÞ ¼
ki  1 such that
fðgÞ  p0fðgÞp0
Xn
i¼1
gðxiÞpi



5e for all g 2 G;
where p0 ¼ 1
P
pk.
Proof. Let Z > 0 satisfy that if distðx1; x2Þ4Z, then jgðx1Þ  gðx2Þj5e3. We
will prove that such Z is as desired.
For any y 2 Y , let PiðyÞ be deﬁned as follows. Write
fðf ÞðyÞ ¼
X
f ðljðyÞÞQjðyÞ
as in 1.6 (note that since the letters Pi are already used, QjðyÞ here are the
corresponding projections Pi in 1.6). Then deﬁne PiðyÞ ¼
P
ljðyÞ2Ui QjðyÞ.
Such a projection could be called the spectrum projection of f at y
corresponding to the open set Ui  X .
PiðyÞ commutes with fðf ÞðyÞ for any f 2 CðX Þ, and
jjfðgÞðyÞPiðyÞ  gðxiÞPiðyÞjj ¼
X
ljðyÞ2Ui
ðgðljðyÞÞ  gðxiÞÞQjðyÞ



5e3;
because xi 2 Ui, diameterðUiÞ5Z, and fQjðyÞg are mutually orthogonal.
But in general, PiðyÞ does not depend on y continuously. We will
construct a continuous projection-valued function PWyi on a certain open
neighborhood Wy of y,
PWyi : Wy ! projections of Ml
such that PWyi ðy
0Þ5Piðy0Þ and rank P
Wy
i ðy
0Þ5ki for any y 2 Wi.
LIANGQING LI14For any point y 2 Y , Spfy is a ﬁnite set. Therefore for each
Ui ði ¼ 1; 2; . . . ; n), there are two open sets U1i and U
2
i such that
Spfy \ Ui  U
1
i  %U
1
i  U
2
i  %U
2
i  Ui:
This implies Spfy \ ð %U
2
i =U
1
i Þ ¼ |. Since the set %U
2
i =U
1
i is closed, by the
continuity of Spfy (see 1.12), there is an open neighborhood Wy of y, such
that for any y0 2 Wy ,
Spfy0 \ ð %U
2
i =U
1
i Þ ¼ |
and
jSpfy0 \ U
1
i j5ki;
counting multiplicity.
Let w 2 CðX Þ be a function with the properties wj %U1i
¼ 1 and wjX=U2i ¼ 0.
Then fðwÞðy0Þ is a projection for each y0 2 Wy , and it deﬁnes a continuous
projection-valued function PWyi with P
Wy
i ðy
0Þ5Piðy0Þ and rank P
Wy
i ðy
0Þ5ki.
For each ﬁxed i 2 f1; 2; . . . ; ng, consider W ¼ fWygy2Y as an open
covering of Y , and PWyi as the locally deﬁned continuous projection-valued
functions as in Proposition 2.2. By Proposition 2.2, there are globally
deﬁned projection-valued functions piðyÞ such that
rankðpiðyÞÞ5ki  1
and
piðyÞ5spanfP
Wz
i ðyÞ;Wz ] yg5PiðyÞ:
In the above inequality, we can require that rankðpiÞ ¼ ki  1, replacing pi
by a subprojection if necessary (such a subprojection of rank ki  1 exists
since all the projections on Y are trivial, see 1.10).
For a ﬁxed y 2 Y , let py : MlðCðY ÞÞ ! Ml be the homomorphism deﬁned
by evaluating f 2 MlðCðY ÞÞ at the point y. Regarding py 8f as the
homomorphism f in Proposition 2.1, we know that the projections
fPiðyÞg
n
i¼1  Ml satisfy the condition in Proposition 2.1 with
e
3
in the place
of e. Furthermore, piðyÞ5PiðyÞ: So the last estimation in the theorem
follows from Proposition 2.1. ]
We need several lemmas to prove Theorem 2.7}a version of the
decomposition theorem.
Lemma 2.4. Let f : CðX Þ ! MkðCðY ÞÞ be a unital homomorphism such
that Spfy are distinct for all y 2 Y . Let U  Y be an open set. Suppose that
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l1; l2; . . . ; lk : U ! X
express Spfy for each y 2 U as in Lemma 1.19. Then there are mutually
orthogonal rank-one projections e1ðyÞ; e2ðyÞ; . . . ; eqðyÞ continuously depending
on y 2 U such that
fðf ÞðyÞ ¼
Xq
l¼1
f ðllðyÞÞelðyÞ for any y 2 U and f 2 CðX Þ:
Consequently,
elðyÞfðf ÞðyÞ ¼ fðf ÞðyÞelðyÞ ¼ f ðllðyÞÞelðyÞ
for all y 2 U and f 2 CðX Þ.
Proof. Let elðyÞ be the spectrum projection of f at y with respect to
llðyÞ as in 1.6. We only need to prove that elðyÞ depends on y continuously.
Other parts of the theorem are consequences of the deﬁnition of spectrum
projection in 1.6.
For each ﬁxed y0 2 U , choose a smaller closed neighborhood V ] y0 such
that
ll1 ðV Þ
\
ll2ðV Þ ¼ |
for any l1=l2. One can construct a continuous function wl 2 CðX Þ with
wljll1 ðV Þ ¼
1 if l1 ¼ l;
0 if l1=l:
(
Then, for each y 2 V ,
elðyÞ ¼ fðwlÞðyÞ:
This proves that elðyÞ is continuous at y0. ]
2.5. Let E be a ﬁnite set. A division of E into L sets means a collection of
L subsets fEigLi¼1 such that Ei \ Ej ¼ | if i=j, and that
SL
i¼1 Ei ¼ E.
Lemma 2.6. Suppose that fOkgLk¼1 and fS
kgLk¼1 are two divisions of E
satisfying jOk j ¼ jSk j for each k 2 f1; 2; . . . ;Lg. Then one can find a sequence
LIANGQING LI16of divisions
fOkg ¼ fOk0g; fO
k
1g; . . . ; fO
k
n1g; fO
k
ng ¼ fS
kg
with jOkj j ¼ jO
k j ¼ jSk j for each j; k, such that
(i) for each 14k4L; 04l4n 1; Okl and O
k
lþ1 differ by at most one
element;
(ii) if x 2 Okl for a certain l; 14l4n 1, then either x 2 O
k or x 2 Sk.
Proof. Suppose that Ok1=Sk1 for a certain k1; 14k14L. Take any b1
with b1 2 Ok1 and b1 =2 Sk1 . Then b1 2 Sk2 for a certain k2; 14k24L with
k2=k1. Since jOk2 j ¼ jSk2 j, there is at least one b2 2 Ok2 with b2 =2 Sk2 . Then
there is a k3=k2, such that b2 2 Sk3 . Repeating the above procedure, one can
ﬁnd a sequence of elements b1; b2; b3; . . . in E with the following property:
b1 2 Ok1 ; b1 =2 Sk1 ; b1 2 Sk2 ;
b2 2 Ok2 ; b2 =2 Sk2 ; b2 2 Sk3 ;
b3 2 Ok3 ; b3 =2 Sk3 ; b3 2 Sk4 ;
..
. ..
. ..
.
bj 2 Okj ; bj =2 Skj ; bj 2 Skjþ1 ;
..
. ..
. ..
.
:
Since 14kj4L for each kj, we can ﬁnd numbers t; s, s > 1, such that kt; ktþ1;
. . . ; ktþs1 are mutually distinct, and ktþs ¼ kt.
Deﬁne a new division fOk1g
L
k¼1 as follows:
* If k =2 fkt; ktþ1; . . . ; ktþs1g, then Ok1 ¼ O
k.
* If k ¼ kt, then Ok1 ¼ ðO
k =fbtgÞ [ fbtþs1g: That is, in Okt , replace the
element bt 2 Okt by btþs1 2 Sktþs ¼ Skt .
* If k ¼ ki with t þ 14i4t þ s 1, then Ok1 ¼ ðO
k =fbigÞ [ fbi1g: That
is, in Oki , replace the element bi 2 Oki by bi1 2 Ski .
Obviously (i) holds for the pair Ok0 and O
k
1, and (ii) holds for O
k
1.
Furthermore, it is clear that
Ok1  O
k \ Sk :
Also, there is at least one element bt 2 O
ktþ1
1 \ S
ktþ1 and bt =2 Oktþ1 \ Sktþ1 .
Therefore, XL
k¼1
Ok1 \ S
k
 5XL
k¼1
Ok \ Sk
 þ 1:
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L
k¼1 is more close to fS
kgLk¼1 than fO
kgLk¼1. Repeat the
construction for fOk1g
L
k¼1 (in place of fO
kg) and fSkgLk¼1. One can construct
fOk2g
L
k¼1. And then construct fO
k
3g
L
k¼1; . . . : After ﬁnitely many steps (at most
jEj steps), we will have fOkng ¼ fS
kg. ]
(The above lemma will be applied to E ¼ fl1ðyÞ; l2ðyÞ; . . . ; lqðyÞg, the
spectrum function expressing Spfy as in 2.4 and 1.19, and to L ¼ L1 as in
the next theorem.)
The proof of the following theorem is partly inspired by Elliott and Gong
[EG2] and Phillips [Phi2] (see Theorem 2.3 above). But we need to overcome
some difﬁculties which do not occur in [EG2, Phi2]. In particular, see 2.12
below.
Theorem 2.7. Suppose that X is a graph and G is a finite set of generators
of CðX Þ. For any e > 0; there is an Z > 0 such that the following statement is
true.
Suppose that f : CðX Þ ! ML1L2þrðCðY ÞÞ is a unital homomorphism (where Y
is a graph) satisfying the following condition: There are L1 continuous maps
a1; a2; . . . ; aL1 : Y ! ½0; 1
and a continuous map b : ½0; 1 ! X such that for each y 2 Y , Spfy and YðyÞ
can be paired within Z, where
YðyÞ ¼ fðb 8 a1ÞðyÞ
L2 ; ðb 8 a2ÞðyÞ
L2 ; . . . ; ðb 8 aL11ÞðyÞ
L2 ; ðb 8 aL1 ÞðyÞ
L2þrg
(see 1.22 for the notation xL). It follows that there are L1 mutually orthogonal
projections p1;p2; . . . ;pL1 2 ML1L2þrðCðY ÞÞ such that
(i) jjfðgÞðyÞ  p0fðgÞðyÞp0
PL1
k¼1 gððb 8 akÞðyÞÞpk jj5e for each g 2 G
and each y 2 Y , where p0 ¼ 1
PL1
k¼1 pk;
(ii) rankðpkÞ ¼ L2  3 if 14k4L1  1, and rankðpL1Þ ¼ L2 þ r  3:
Therefore, rankðp0Þ ¼ 3L1:
(The proof of this theorem will be divided into several steps. One of the
difﬁculties of the proof will be sketched in 2.12, which explains why we need
these steps.)
Remark 2.8. It is worth mentioning that, in both the condition and the
conclusion of the above theorem, only the compositions b 8 ai : Y ! X (not
ai or b themselves) are involved. In fact, the above theorem still holds if one
does not assume those maps factoring through ½0; 1. We state the theorem
in such a weaker form to emphasize our application. However, we will prove
LIANGQING LI18a stronger version of the theorem. That is, in the proof (see 2.9–2.16), we will
assume a1; a2; . . . ; aL1 : Y ! X (not ½0; 1). Therefore, C½0; 1 and b will not
appear in our proof at all.
2.9. Notice that y/ Spfy and y/YðyÞ deﬁne two continuous maps
from Y to PLðX Þ (see 1.12). We will still denote those two maps by Spfy and
YðyÞ, respectively.
As in 1.13, the condition that Spfy and YðyÞ can be paired within Z
means that
distðSpfy ;YðyÞÞ5Z
for each y 2 Y .
Since Y is a compact metrizable space and
y/ distðSpfy ;YðyÞÞ
deﬁnes a continuous function from Y to ½0;1Þ; supy2Y distðSpfy ;YðyÞÞ
should be attained at a certain point y0 2 Y . That is,
sup
y2Y
distðSpfy ;YðyÞÞ ¼ distðSpfy0 ;Yðy0ÞÞ :¼ Z
0
for a certain y0 2 Y . Hence Z05Z.
By 2.1.6 of [Li1] we can ﬁnd a homomorphism f0 : CðX Þ ! ML1L2þrðCðY ÞÞ
such that jjf0ðgÞ  fðgÞjj5e
4
for all g 2 G, and that Spf0y and Spfy can be
paired within Z Z0 for any y 2 Y (see 2.1.3 of [Li1] also), and with an extra
condition that Spf0y are distinct for any y 2 Y .
If we let new f ¼ f0, then the new f satisﬁes the condition of the theorem.
So we can suppose that Spfy are distinct for all y 2 Y .
2.10. By Lemmas 1.19 and 2.4, one can suppose that for any y0 2 Y ,
there are an open set U ] y0 and distinct continuous functions l1; l2; . . . ;
lL1L2þr : U ! X and there are mutually orthogonal rank-one projections
e1ðyÞ; e2ðyÞ; . . . ; eqðyÞ continuously depending on y 2 U such that for each
y 2 U ,
Spfy ¼ fl1ðyÞ; l2ðyÞ; . . . ; lqðyÞg ðq ¼ L1L2 þ rÞ
and
fðf ÞðyÞ ¼
Xq
l¼1
f ðllðyÞÞelðyÞ for any y 2 U and f 2 CðX Þ:
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elðyÞfðf ÞðyÞ ¼ fðf ÞðyÞelðyÞ ¼ f ðllðyÞÞelðyÞ
for y 2 U and f 2 CðX Þ.
Such an open set is called a good open set.
2.11. Let Z > 0 (to be determined later). Suppose that f : CðX Þ !
ML1L2þrðCðY ÞÞ and a1; a2; . . . ; aL1 : Y ! X satisfy the condition of Theorem
2.7 (see Remark 2.8 too). And Suppose that f has distinct spectrum for
every y 2 Y .
For any point y0 2 Y , there is a good open neighborhood U ] y0. In this
open neighborhood U ,
Spfy ¼ fl1ðyÞ; l2ðyÞ; . . . ; lqðyÞg ðq ¼ L1L2 þ rÞ;
where l1; l2; . . . ; lq : U ! X are distinct continuous functions.
From the condition that Spfy0 and
Yðy0Þ ¼ a1ðy0Þ; . . . ; a1ðy0Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
L2
; . . . ;
8<
:
aL11ðy0Þ; . . . ; aL11ðy0Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
L2
; aL1ðy0Þ; . . . ; aL1 ðy0Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
L2þr
9>=
>;
can be paired within Z, we can divide fl1; l2; . . . ; lqg into L1 sets, as fl1; l2
; . . . ; lqg ¼
SL1
j¼1 E
j with jEjj ¼ L2 if 14j4L1  1 and jEL1 j ¼ L2 þ r such
that
distðliðy0Þ; ajðy0ÞÞ5Z
for any li 2 Ej.
Choosing the good open set U ] y0 small enough, we can assume that
distðliðyÞ; ajðyÞÞ5Z for all y 2 U if li 2 Ej:
2.12. We would like to explain a technical difﬁculty in the proof of
Theorem 2.7 in this subsection. Even though, logically, this subsection will
not be used in the proof of Theorem 2.7, the readers may ﬁnd that this
subsection is helpful for the understanding of the whole picture of the proof.
We need to construct the mutually orthogonal projections pk
ðk ¼ 1; 2; . . . ;L1Þ, which are almost commutative with fðgÞ; g 2 G, and
LIANGQING LI20satisfy that pkfðgÞðyÞpk are close to gðakðyÞÞpk. (Note that from the notation
in Remark 2.8, we use ak for b 8 ak.)
Let open set U and the division of the spectrum functions fl1; l2; . . . ; lqg
¼
SL1
k¼1 E
k be as in 2.11. Denote Ek by EkU (only in this subsection). For each
y 2 U , let PkU ðyÞ ðk ¼ 1; 2; . . . ;L1Þ be the spectrum projections corresponding
to the sets EkU , that is,
PkU ðyÞ ¼
X
ll2EkU
elðyÞ;
where el are as in Lemma 2.4 (see 2.10 also). Then from Lemma 2.4, PkU ðyÞ
continuously depends on y, commutes with fðgÞðyÞ, and PkU ðyÞfðgÞðyÞP
k
U ðyÞ
are close to gðakðyÞÞPkU .
Let Y be covered by a collection of ﬁnitely many open sets U ¼ fUg such
that for each U 2 U, there are projection-valued functions PkU deﬁned as in
the above paragraph. Applying Proposition 2.2 (3.2 of [DNNP]), there are
globally deﬁned projection-valued functions Pk (the rank of Pk could be
chosen to be any number no larger than minU ðrankðPkU Þ  1ÞÞ such that
ðiÞ PkðyÞ5spanfPkU ðyÞ; y 2 U 2 Ug:
Then, similar to Proposition 2.1, Pk ; k ¼ 1; 2; . . . ;L1, are almost commu-
tative with fðgÞ; g 2 G, and satisfy that PkfðgÞðyÞPk are close to gðakðyÞÞPk.
Furthermore, the rank of Pk could be chosen to be the right rank (i.e., L2  3
or L2 þ r  3). (Notice that rankðPkU Þ is L2 or L2 þ r.)
But the difﬁculty is that such Pk may not be mutually orthogonal for the
following reason. For each ﬁxed U , PkU ðyÞ ? P
l
U ðyÞ if k=l, since they are
spectrum projections corresponding to two mutually disjoint sets EkU and
ElU . But in the view of (i), to guarantee Pk ? Pl, we need the following
stronger statement which is not true in general. If y 2 U1 \ U2 for two open
sets U1;U2 2 U, then PkU1 ðyÞ ? P
l
U2 ðyÞ. (Note that for different open sets the
division of spectrum functions are different.)
In the proof of Theorem 2.3 or the results in [EG2, Phi2], such difﬁculty
does not occur, since all the locally deﬁned projection-valued continuous
functions involved (like PWyi in the proof of Theorem 2.3) are subprojections
of spectrum projections corresponding to mutually disjoint open sets of X
(e.g., PiðyÞ is the spectrum projection corresponding to Ui in Theorem 2.3).
To overcome the above difﬁculty, we need to choose the projection PkU to
be the spectrum projection corresponding to the intersectionT
U 0\U=|;U 02U E
k
U 0 . Then the projections Pk satisfying the above (i) will be
automatically mutually orthogonal. But to get larger ranks of the
projections (rank of L2  3 or L2 þ r  3), we need the intersectionT
U 0\U=|;U 02U E
k
U 0 to be large. So we need to choose the open covering
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kind of intersection of Ek later.)
2.13. Recall that as in 1.2, each edge of a graph Y has length one and for
any two points y1; y2 2 Y , distðy1; y2Þ, the distance between them, is deﬁned
to be the length of the shortest path along Y connecting y1; y2.
Based on 2.11, one can ﬁnd a ﬁnite good open covering U1;U2; . . . ;UL of
Y , and for each good open set Ui, one can ﬁnd a division of spectrum
functions
Spfy ¼ fl1ðyÞ; l2ðyÞ; . . . ; lqðyÞg ðy 2 UiÞ
into E1i ;E
2
i ; . . . ;E
L1
i , with jE
k
i j ¼ L2 for 14k4L1  1, and with jE
L1
i j ¼ L2 þ r,
such that
(a) distðljðyÞ; akðyÞÞ5Z for any lj 2 Eki and y 2 Ui, where 14k4L1.
In addition, we require the open covering to satisfy the following
conditions:
(1) each Ui is of the form Bei ðyiÞ :¼ fy; distðy; yiÞ5eig for a certain yi
and ei;
(2) all the vertices of Y are in the set fyig
L
i¼1, the set of the centers of
open sets fUig
L
i¼1;
(3) if a yi is not a vertex, then %U i is entirely sitting inside the interior of
one edge of Y}the edge on which yi lives (i.e., %U i does not contain any
vertex);
(4) for each open set Ui,
S
j=i Uj is a proper subset of Y . A direct
consequence of this condition is that, if yi 2 Ui is not a vertex, then Ui
intersects with at most two sets in f %U jgj=i.
For each open set Ui, deﬁne
#U i ¼
[
fUj; Uj \ Ui=|g:
We can assume that the following holds.
(5) Each #U i is a good open set.
From the above (5), if Ui \ Uj=|, then there are spectrum functions
fl1; l2; . . . ; lqg deﬁned on Ui [ Uj, and the divisions fEki g
L1
k¼1 and fE
k
j g
L1
k¼1
can be regarded as divisions of the above spectrum functions on Ui [ Uj.
The intersection Eki \ E
k
j makes sense and can be regarded as a subset of the
set of spectrum functions on Ui [ Uj. It can also be regarded as a subset of
the set of spectrum functions on Ui;Uj or Ui \ Uj, by restriction.
Lemma 2.14. There exist a good open covering U ¼ fUig of Y , and
divisions fEki g
L1
k¼1 satisfying jE
k
i j ¼ L2 for 14k4L1  1, and jE
L1
i j ¼ L2 þ r,
LIANGQING LI22such that not only (1)–(5) and (a) from 2.13 hold, but also the following (b) and
(c) hold.
(b) If Ui contains a joint point J , then Ekj ¼ E
k
i for each Uj  #U i (or
equivalently, Ui \ Uj=|Þ, when they are regarded as divisions of the spectrum
functions on Ui [ Uj (or on Ui;Uj or Ui \ Uj).
(c) For each Ui, and any k, if Uj  #U i, then Eki and E
k
j differ on at most
one element. That is,
jEki \ E
k
j j5jE
k
i j  1 ¼ jE
k
j j  1;
where Eki and E
k
j are regarded as subsets of the sets of all spectrum functions on
Ui [ Uj (or on Ui, Uj or Ui \ Uj).
Proof. Suppose that the open covering U ¼ fUig and divisions fEki g
L1
k¼1
of the spectrum functions on Ui are as in 2.13, i.e., (1)–(5) and (a) hold. We
will modify the open covering and the divisions to make (b) and (c) hold.
First, we will make (b) hold. For each open set Ui ] J , where J is a joint
point, from (1) and (3) of 2.13, Ui ¼ fy; distðy; J Þ5eig. Choose an Zi5ei
and Ui0 ¼ fy; distðy; J Þ5Zig such that Ui0 \ Uj ¼ | for arbitrary j=i. (Such
Zi exists because of (3) in 2.13.) For all edges (with one end point being J )
½J ; J1; ½J ; J2; . . . ; ½J ; Jt identifying with ½0; 1, introduce fUisg
t
s¼1 by letting
Uis ¼
Zi
2
; ei
" #
 ½J ; Js ð¼ ½0; 1Þ:
Replace Ui by the new open set Ui0 and add t extra open sets fUisg
t
s¼1 to
our open covering. Obviously, Ui ¼
St
s¼0 Uis. Deﬁne the division of
the spectrum functions on each Uis to be the original division for Ui.
(Note that Uis  Ui.) In this way, we make (b) hold for Ui0. It is evident
that (1)–(5) and (a) still hold. We still denote the open covering by
U ¼ fUig.
We will make (c) hold. Suppose that Ui sits entirely inside one edge. From
(4), it intersects with at most two open sets in fUjgj, and those two open sets
do not intersect with each other. So we can deal with them separately. If
Ui \ Uj=|, and Uj contains a joint point, then from the above, (b) holds for
Eki and E
k
j ð14k4L1Þ, hence (c) holds. So we can suppose that both Ui and
Uj are in the same edge. Write
Ui ¼ ða; cÞ and Uj ¼ ðb; dÞ with 05a5b5c5d51:
Let E be the set of spectrum functions on Ui [ Uj ¼ ða; dÞ  Y . Applying
Lemma 2.6 to divisions fEki g and fE
k
j g in places of fO
kg and fSkg,
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 23respectively, there is a sequence of divisions
fEki g ¼ fE
k
i0g; fE
k
i1g; fE
k
i2g; . . . ; fE
k
n1g; fE
k
j g
as in Lemma 2.6. All the divisions can be regarded as divisions of E.
One can easily construct nþ 1 open intervals, Ui0;Ui1; . . . ;Ui n1;Uin with
the following properties:
Ui1 [ Ui2 [ 	 	 	 [ Ui n1 ¼ ðb; cÞ ¼ Ui \ Uj;
Ui0 [ Ui1 [ 	 	 	 [ Ui n1 ¼ Ui;
Ui1 [ Ui2 [ 	 	 	 [ Uin ¼ Uj:
Furthermore, each Uil intersects only with Ui l1 and Ui lþ1. For each
open interval Uil; fEkilg
L1
k¼1 gives a division of the set of spectrum functions
fl1ðyÞ; l2ðyÞ; . . . ; lqðyÞg ¼ Spfy for y 2 Uil. Obviously, under this new
open covering and divisions, (1)–(5) and (b) hold. Also, (a) follows from
Uil  Ui \ Uj (for 14l4n 1) and (ii) of Lemma 2.6. After we work out
the above procedure for each intersection Ui \ Uj, (c) will hold because of (i)
of Lemma 2.6. ]
Lemma 2.15. Let U ¼ fUig be the good open covering, and fEki g
L1
k¼1 be
the division associated to each open set Ui, satisfying conditions (1)–(5) and
(a)–(c), as in 2.14 (see 2.13 also). For each Ui 2 U, there are L1 subsets
fF ki g
L1
k¼1 of the set of the spectrum functions
fl1ðyÞ; l2ðyÞ; . . . ; lqðyÞg ¼ Spfy ; y 2 Ui;
satisfying F ki  E
k
i for each i and k, such that
jF ki j5
L2  2 if 14k4L1  1;
L2 þ r  2 if k ¼ L1;
8<
:
and that for any y 2 Ui \ Uj and 14k1=k24L1,
fllðyÞ; ll 2 F
k1
i g \ fllðyÞ; ll 2 F
k2
j g ¼ |: ð* Þ
Proof. Deﬁne F ki ¼
T
Uj\Ui=| E
k
j , where E
k
j can be regarded as subsets of
spectrum functions on Ui [ Uj restricting to Ui.
From (b), (c) in Lemma 2.14 and (4) in 2.13, we know that jF ki j5jE
k
i j  2,
which implies the ﬁrst part of the lemma.
The second part of the lemma follows from the fact Ek1j \ E
k2
j ¼ | and the
deﬁnition of F ki . ]
LIANGQING LI242.16. Proof of Theorem 2.7. For each ﬁxed k; 14k4L1, we will
construct a projection pk 2 MqðCðY ÞÞ ð¼ ML1L2þrðCðY ÞÞÞ to satisfy the
conditions in Theorem 2.7.
For each Ui 2 U, we can deﬁne projection-valued continuous functions
pki : Ui ! MqðCÞ by
pkiðyÞ ¼
X
ll2F ki
elðyÞ;
where F ki are as in Lemma 2.15, and e
lðyÞ are as in Lemma 2.4 (see 2.10
also).
Then,
rankðpkiðyÞÞ5
L2  2 if 14k4L1  1;
L2 þ r  2 if k ¼ L1:
8<
:
From (*) in 2.15, we know that if k1=k2, then
pk1iðyÞ ? pk2jðyÞ for any y 2 Ui \ Uj; ð* * Þ
no matter i ¼ j or i=j.
By Proposition 2.2 (3.2 of [DNNP]), for each ﬁxed k, there exists a
globally deﬁned projection-valued function pk : Y ! MqðCÞ such that
pkðyÞ5spanfpkiðyÞ; i 2 fj;Uj ] ygg
with
rankðpkÞ5min
i
ðrankðpkiÞÞ  1
5
L2  3 if 14k4L1  1;
L2 þ r  3 if k ¼ L1:
8<
:
In fact, one can assume that
rankðpkÞ ¼
L2  3 if 14k4L1  1;
L2 þ r  3 if k ¼ L1;
8<
:
replacing pk by any subprojection of given rank if necessary (such
subprojection exists because pk is a trivial projection, see 1.10). Further-
more, from (**) we know that fpkðyÞg
L1
k¼1 are mutually orthogonal. Let
p0 ¼ 1
PL1
k¼1 pk.
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 25For the ﬁnite set G CðX Þ and e > 0, choose Z > 0 such that distðx1; x2Þ
5Z implies that
jgðx1Þ  gðx2Þj5
e
4
for any g 2 G:
We will prove that Theorem 2.7 holds for this Z.
For any y, let PkðyÞ be the projection with range being spanfpki; y 2 Uig
which, in general, is not continuous with respect to y. From (1)–(4) of 2.13,
we know that each y belongs to at most two open sets of the covering (i.e., y
belongs to either only one of fUig
L
i¼1 or two of fUig
L
i¼1). Therefore, either
PkðyÞ ¼
X
ll2F ki
elðyÞ
or
PkðyÞ ¼
X
ll2F ki [F
k
j
elðyÞ:
Also, for any f 2 CðX Þ,
fðf ÞðyÞPkðyÞ ¼ PkðyÞfðf ÞðyÞ
¼
P
ll2F ki
f ðllðyÞÞelðyÞ if y 2 Ui only;P
ll2F ki [F
k
j
f ðllðyÞÞ elðyÞ if y 2 Ui \ Uj:
(
Notice that F ki [ F
k
j  E
k
i
S
Ekj if y 2 Ui \ Uj: Combining with (a) in 2.13
and the choice of Z above, we know that
jjfðgÞðyÞPkðyÞ  gðakðyÞÞPkðyÞjj5
e
4
for each g 2 G. Also PkðyÞ commutes with fðf ÞðyÞ for any y 2 Y .
For a ﬁxed y, let py : ML1L2þrðCðY ÞÞ ! ML1L2þrðCÞ be the homomorphism
deﬁned by evaluating the functions at the point y. Regarding py 8f as
the homomorphism f in Proposition 2.1, we know that the projections
fPkðyÞg
L1
k¼1  ML1L2þrðCÞ satisfy the condition in Proposition 2.1 with
e
4
in
place of e. Furthermore, pkðyÞ5PkðyÞ. So by Proposition 2.1, we have
fðgÞðyÞ  p0ðyÞfðgÞðyÞp0ðyÞ
ML1
k¼1
gðakðyÞÞpkðyÞ



43e4 :
(We still have e
4
freedom for perturbing f to a homomorphism with
distinct spectrum as in 2.9.)
This ends the proof of Theorem 2.7. ]
LIANGQING LI262.17. If S1 and S2 are two subsets of a C * -algebra, then S1 d S2 means
that, for any x 2 S1, there exists a y 2 S2 satisfying jjx yjj5d.
Theorem 2.18. Suppose that X is a graph, G CðX Þ is a finite set
of generators. For any e > 0, there is a Z > 0 satisfying the following
condition.
For a unital homomorphism f : CðX Þ ! ML1L2þrðCðY ÞÞ, where Y is a graph,
if there are L1 continuous maps a1; . . . ; aL1 : Y ! ½0; 1 and a continuous map
b : ½0; 1 ! X such that Spfy and YðyÞ can be paired within Z (where YðyÞ is
as in Theorem 2.7), then there are two orthogonal projections P0; P1 2
ML1L2þrðCðY ÞÞ and two homomorphisms
f0 : CðX Þ ! P0ML1L2þrðCðY ÞÞP0;
f1 : CðX Þ ! P1ML1L2þrðCðY ÞÞP1
such that
(i) P0 þ P1 ¼ 1,
(ii) rankðP0Þ ¼ 3L1 and rankðP1Þ ¼ ðL2  3ÞL1 þ r;
(iii) jjfðgÞ  ðf0f1ÞðgÞjj5e for all g 2 G.
Furthermore, f1 factors through C½0; 1 as follows:
CðX Þ!
b * C½0; 1!
f01 P1ML1L2þrðCðY ÞÞP1;
where P1 ¼L1k¼1 pk, b* is induced by b : ½0; 1 ! X and f01 is defined by
f01ðf ÞðyÞ ¼
XL1
k¼1
f ðakðyÞÞpk f 2 C½0; 1:
In addition, rankðpkÞ ¼ L2  3 for 14k4L1  1, and rankðpL1 Þ ¼
L2 þ r  3.
Proof. Since CðX Þ is a stably generated algebra, for any e > 0, there is a
positive number *e5e=3 such that, if f : CðX Þ ! A is a unital homomorph-
ism and B A is a sub-algebra with fðGÞ *e B, then there exists a unital
homomorphism c : CðX Þ ! B satisfying
jjfðgÞ  cðgÞjj5
e
3
for all g 2 G.
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 27Apply Theorem 2.7 to *e to ﬁnd Z. If Spfy and YðyÞ can be paired within
Z, then by Theorem 2.7 (*e is in the place of e), we have
fðgÞ  p0fðgÞp0
ML1
k¼1
gðb 8 akð	ÞÞpk



5*e: ð* Þ
Considering A ¼ ML1L2þrðCðY ÞÞ and the sub-algebra B ¼LL1
k¼0 pkApk  A, the above (*) implies that there is a homomorphism
c : CðX Þ !
ML1
k¼0
pkML1L2þrðCðY ÞÞpk
such that
jjfðgÞ  cðgÞjj5
e
3
ð** Þ
for all g 2 G. c can be written as diagfc0;c1; . . . ;cL1g, where each ci is a
homomorphism from CðX Þ to piML1L2þrðCðY ÞÞpi. By (*) and (**), we have
jjckðgÞ  gðb 8 akð	ÞÞpk jj5
2
3e
for all 14k4L1 and g 2 G.
Let f0 ¼ c0 : CðX Þ ! p0ML1L2þrðCðY ÞÞp0, and f1 : CðX Þ !
L1k¼1 pk
" #
ML1L2þrðCðY ÞÞ 
L1
k¼1 pk
" #
be deﬁned by
f1ðf Þ ¼
XL1
k¼1
f ðb 8 akð	ÞÞpk :
Then
jjfðgÞ  f0ðgÞf1ðgÞjj523eþ 13e
for all g 2 G. ]
Remark 2.19. Suppose that f : MkðCðX ÞÞ ! MkðL1L2þrÞðCðY ÞÞ is a
unital homomorphism, where X and Y are graphs. Then fðe11Þ ¼ p 2
MkðL1L2þrÞðCðY ÞÞ is a trivial projection (see 1.10). Therefore,
pMkðL1L2þrÞðCðY ÞÞp ﬃ ML1L2þrðCðY ÞÞ. Hence f can be identiﬁed with
f1  1k, where f1 is of the form in Theorem 2.18. Combining with 5.9 of
[Li1], we know that Theorem 2.18 is still true if CðX Þ and G CðX Þ are
replaced by MkðCðX ÞÞ and F  MkðCðX ÞÞ, respectively. (Here one needs to
do some obvious changes, for instance, change ML1L2þrðCðY ÞÞ to
MkðL1L2þrÞðCðY ÞÞ, and the projections P0 and P1 should be of the forms
p0  1k and p1  1k, where p0 and p1 are certain projections of ranks 3L1
and ðL2  3ÞL1 þ r, respectively.)
LIANGQING LI28Similar to the proof of Theorem 2.18, we can prove the
following corollary of Theorem 2.3 (apply Theorem 2.3 instead of
Theorem 2.7).
Corollary 2.20. Let X be a graph, G CðX Þ be a finite subset and
e > 0. There is a Z > 0 (small enough) with the following property:
Suppose that U1;U2; . . . ;Un are disjoint open neighborhoods of
points x1; x2; . . . ; xn 2 X , respectively, such that diameter ðUiÞ5Z for
all 14i4n. Suppose that f : CðX Þ ! MlðCðY ÞÞ, where Y is a graph, satisfies
that
Spfy \ Ui
 5ki for 14i4n; and for all y 2 Y :
Then there are mutually orthogonal projections p1;p2; . . . ;pn with rankðpiÞ ¼
ki  1 such that
fðgÞ  f0ðgÞ
Xn
i¼1
gðxiÞpi



5e for all g 2 G;
for a certain unital homomorphism f0 : CðX Þ ! p0MlðCðY ÞÞp0, where
p0 ¼ 1
P
pk.
The following lemma is essentially contained in the proof of Theorem 3.27
[EG2].
Lemma 2.21. Suppose that f : CðX Þ ! MkðCðY ÞÞ is a unital homomorph-
ism and a finite subset fx1; x2; . . . ; xng  X is
Z
2
-dense in X . Suppose that
c : CðX Þ ! MlðCðY ÞÞ is of the form
cðf Þ ¼
fðf Þ
f ðx1Þ1k1
. .
.
f ðxnÞ1kn
0
BBBBB@
1
CCCCCA
with each ki5k. It follows that
SPVðcÞ5Z:
Proof. The lemma follows from the deﬁnition of SPV and the following
easy fact: If two subsets (both with nþ 1 points) of a path connected space
X coincide except for one point, and the common part (the other n points)
of these two subsets are Z
2
-dense in X , then the two sets can be paired
within Z. ]
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 292.22. Suppose that the unital inductive limit
A ¼ lim
n!1
An ¼
Mkn
i¼1
M½n;iðCðXn;iÞÞ;fn;m
 !
is simple, where Xn;i’s are connected graphs. By 2.2.1 of [Li1], without loss of
generality, we suppose that each fn;m is injective. In this section except
Remark 2.41, we make the following additional assumption. For each n,
there is at least one i, such that Xn;i does not degenerate to a point, i.e.,
dimðXn;iÞ ¼ 1 ð=0Þ. As pointed out in Remark 2.11 of [Li2], this assumption
only excludes AF-algebras. In fact, this assumption can be removed from
our main decompostion theorems, as the reader will see in Remark 2.41.
The following result is a direct consequence of Theorem 2.18 above and
Theorem 2.19 in [Li2]. To prove it, one can ﬁrst reduce it to the case of single
block M½n;iðCðXn;iÞÞ, then use 5.9 of [Li1] to reduce it from M½n;iðCðXn;iÞÞ to
the case of CðXn;iÞ (this argument will appear in 2.30 in detail). We will not
prove this corollary, since it will not be used.
Corollary 2.23. Let the inductive limit algebra
A ¼ lim
n!1
An ¼
Mkn
i¼1
M½n;iðCðXn;iÞÞ;fn;m
 !
be as in 2.22. For any finite set F  An, e > 0, and any integer M , there are an
Am, two orthogonal projections P ;Q 2 Am and two homomorphisms f : An !
PAmP and c : An ! QAmQ possessing the following properties:
(i) P þ Q ¼ 1Am ;
(ii) rankðcijð1AinÞÞ5M rankðf
ijð1Ain ÞÞ, where f
ij and cij are partial maps
of f and c from the ith block of An to the jth block of Am;
(iii) c factors through B ¼kni¼1 M½n;iðC½0; 1Þ as
c : An!
a *
B!
c0
QAmQ;
where a* : An ! B is induced by certain continuous maps ai : ½0; 1 ! Xn;i,
(i ¼ 1; 2; . . . ; kn);
(iv) jjfn;mðf Þ  fðf Þcðf Þjj5e for all f 2 F .
2.24. In our main decomposition theorem, we will require that the
homomorphism f has small spectrum variation. So we need to apply
Corollary 2.20 to take out some homomorphisms deﬁned by point
evaluations from the part of c and add them to the part of f to make f
to be with small spectrum variation (see Lemma 2.21). For this purpose, we
LIANGQING LI30need Sp cy (for each ﬁxed y 2 Xm;j) to be dense enough in Xn;i, and Sp cy \
U to be a very large set comparing to the size of f for certain small open sets
U  X . Corollary 2.23 above or Theorem 2.19 in [Li2] are not strong
enough.
We quote some results from [Li2]. We have reformulated some of the
results to ﬁt our needs. In particular, the notations are chosen in accordance
with the ones in the proof of our main decomposition theorem}Theorem
2.28. The following proposition is Theorem 2.8 and Remark 2.11 of [Li2].
Proposition 2.25. Let the inductive limit algebra
A ¼ lim
n!1
An ¼
Mkn
i¼1
M½n;iðCðXn;iÞÞ;fn;m
 !
be as in 2.22. For any finite set F  Aff TAn ¼kni¼1 CðXn;iÞ, e > 0, e1 > 0,
and M > n, there are m > M , continuous maps ai : ½0; 1 ! Xn;i;
i ¼ 1; 2; . . . ; kn, and a homomorphism x
0 :kni¼1 M½n;iðCð½0; 1ÞÞ ! Am such
that the map x : An ! Am (to be defined below) satisfies:
(i) jjAff Tfn;mðf Þ Aff Txðf Þjj5e for all f 2 F ;
(ii) fn;mðe
i
jkÞ ¼ xðe
i
jkÞ, where e
i
jk 2 M½n;iðCðXn;iÞÞ are matrix units.
The above map x : An ¼kni¼1 M½n;iðCðXn;iÞÞ ! Am is defined by the
composition
x0 8
Mkn
i¼1
a*i :
Mkn
i¼1
M½n;iðCðXn;iÞÞ !
kni¼1a *i Mkn
i¼1
M½n;iðCð½0; 1ÞÞ!
x0
Am;
where each a*i : M½n;iðCðXn;iÞÞ ! M½n;iðCð½0; 1ÞÞ is induced by ai : ½0; 1 ! Xn;i.
Furthermore, the following hold:
(iii) x0 is injective;
(iv) aið½0; 1Þ are e13 -dense in Xn;i.
(Here (iii) is Remark 2.11 of [Li2], (iv) follows from the choices of ai in
the proof of Theorem 2.8 of [Li2], if one lets the d in the beginning of the
proof of Lemma 2.9 of [Li2] be smaller than e1
3
. Also, we may require m > M
because of the following reason. If (i)–(iv) hold for fn;m and x
0, then for any
m0 > m, (i)–(iv) hold for fn;m0 and fm;m0 8 x
0.)
The following lemma is also needed.
Lemma 2.26. Let the inductive limit algebra
A ¼ lim
n!1
An ¼
Mkn
i¼1
M½n;iðCðXn;iÞÞ;fn;m
 !
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 31be as in 2.22. For any An ¼kni¼1M½n;iðCðXn;iÞÞ, Z > 0, there are d > 0, integer
M > n, and finite sets
Hi  Aff T ðCðXn;iÞÞ ¼ CðXn;iÞ ði ¼ 1; 2; . . . ; knÞ
such that the following statement is true.
If a unital homomorphism x : Ain ! f
i;j
n;mð1AinÞM½m;jðCðY ÞÞf
i;j
n;mð1AinÞ, where
m > M , satisfies that
jjAff Tfi;jn;mðhÞ Aff TxðhÞjj5d
for all h 2 Hi, then Spxy and Spðf
i;j
n;mÞy can be paired within Z=2 for each
y 2 Xm;j.
(Note that Spða 1kÞy ¼ Spay and Aff T ða 1kÞ ¼ Aff Ta, for any
homomorphism a, from 1.7 and 1.8.)
Proof. For Z=16 (Z from the above), by the simplicity of A and the
injectivity of fn;m, there are M > 0 and d
0 > 0 such that, for each m > M , each
i, each x 2 Xn;i and
BZ=16ðxÞ ¼ x
0 2 Xn;i; distðx0; xÞ5
Z
16
n o
;
one has
jSpðfi;jn;mÞy \ BZ=16ðxÞj5d
0jSpðfi;jn;mÞy j
for each j and y 2 Xm;j. (See the proof of Lemma 6.4(a) of [Li1].)
For Z=2 and d0 from the above (playing the roles of Z and d, respectively,
in Lemma 2.15 of [Li2]), and for each i, there is a ﬁnite subset
Hi  Aff TCðXn;iÞ ¼ CðXn;iÞ
satisfying the condition in Lemma 2.15 of [Li2]. I.e., if
x : Ain ! f
i;j
n;mð1Ain ÞM½m;jðCðY ÞÞf
i;j
n;mð1Ain Þ, where m > M , satisﬁes that
jjAff Tfi;jn;mðhÞ Aff TxðhÞjj5
d0
4
for all h 2 Hi, then Spxy and Spðf
i;j
n;mÞy can be paired within Z=2 for each
y 2 Xm;j.
Let d ¼ d
0
4
to end the proof. ]
For any real number x, let intðxÞ be the integer part of x.
The following result is a combination of Lemmas 2.16 and 2.18 of [Li2]
LIANGQING LI32Lemma 2.27. Let the inductive limit algebra
A ¼ lim
n!1
An ¼
Mkn
i¼1
M½n;iðCðXn;iÞÞ;fn;m
 !
be as in 2.22 and B ¼kni¼1M½n;iðC½0; 1Þ. Suppose that x : B! Am1 is an
injective unital homomorphism.
It follows that, for any *Z > 0, there are *d > 0 and integer M > 0 satisfying
the following two conditions:
(1) For any m5M , any interval I  SpBi ¼ ½0; 1 of length *Z
4
,
jSpð *f
i;j
Þy \ I j52*djSpð *f
i;j
Þy j
for all y 2 Xm;j, where *f ¼ fm1;m 8 x;
(2) For each block Bi of B and each block Ajm of Am ðm > MÞ, let
L ¼
rankð *f
i;j
ð1BiÞÞ
rankð1BiÞ
¼ jSpð *f
i;j
Þy j; y 2 SpA
j
m
(more precisely, L should be written as Lij). And write L ¼ L1 Intð*dLÞ þ r,
where 04r5Intð*dLÞ. Let L2 ¼ Intð*dLÞ. It follows that there are L1 continuous
functions a1; a2; . . . ; aL1 : Xm;j ! ½0; 1 such that Spð *f
i;j
Þy and YðyÞ can be
paired within *Z for any y 2 Xm;j, where
YðyÞ ¼ fa1ðyÞ
L2 ; a2ðyÞ
L2 ; . . . ; aL11ðyÞ
L2 ; aL1 ðyÞ
L2þrg:
The rest of this section will be devoted to the proof of the Main Theorem
of this section.
Theorem 2.28. Adopt the notation of 2.22. For any finite set F  An;
e > 0 and e1 > 0, there are algebra Am, two orthogonal projections P ;Q 2 Am
and two homomorphisms f : An ! PAmP and c : An ! QAmQ possessing the
following properties:
(i) P þ Q ¼ 1Am ;
(ii) SPV ðfÞ5e1;
(iii) c factors through B ¼kni¼1M½n;iðC½0; 1Þ as
c : An!
a *
B !
c0
QAmQ;
(iv) jjfn;mðf Þ  fðf Þcðf Þjj5e for all f 2 F .
2.29. The proof of this theorem is quite long. We need to combine
2.18–2.22 and 2.25–2.27 together.
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Theorem 2.18 to decompose the homomorphism into two parts
f0f1, where f1 is a homomorphism factoring through matrix algebras
over [0,1] as f01 8 b* , and
f01 :
Mkn
i¼1
M½n;iðC½0; 1Þ ! Am:
Furthermore, we need the above decomposition to satisfy an extra
condition: the size of f0 is smaller than jSpðf
0
1Þy \ I j for each open
interval I  ½0; 1 of a given small length. This will make it possible to
take a homomorphism of point evaluations of sufﬁciently large size,
out from f01 by Corollory 2.20, i.e., to decompose f
0
1 into
*f1 *f2,
where *f2 is deﬁned by evaluating at points t1; t2; . . . ; tl with the size of
each of them being at least the size of f0 and fbðtkÞg being dense enough in
Xn;i. Finally, let f ¼ f0ð *f2 8 b* Þ and c ¼ *f1 8 b* . By Lemma 2.21,
SPVðfÞ is very small.
One may notice that Theorem 2.18 deals only with the special case A ¼
CðX Þ (not kni¼1M½n;iðCðXn;iÞÞ), but the general case can be reduced to this
case, using 5.9 in [Li1] (see 2.30 below).
In order to construct the maps ak : Y ! ½0; 1; k ¼ 1; 2; . . . ;L1; (here Y
is one of Xm;j) and b : ½0; 1 ! Xn;i to satisfy the condition that Spfy
and YðyÞ can be paired within a certain Z > 0 (here f ¼ fi;jn;m), we should use
the homomorphisms x and x0 in Proposition 2.25. (I.e., x : An ! Am,
factoring through x0 : B! Am with fn;m and x being close in the level of
Aff T , where B ¼kni¼1M½n;iðC½0; 1Þ.) Combining with Proposition 2.25 and
Lemma 2.26, we can make the following holds: Spfy and Spxy can be
paired within a certain small number. By Lemma 2.27, we can construct
fakðyÞg such that Spx
0
y and YðyÞ (the one without composing with b as in
Lemma 2.27) can be paired within a certain small number. Finally, one can
get the condition, in Theorem 2.18, that Spfy and YðyÞ (the one composed
with b) can be paired within a certain small number. We will give all the
details below.
2.30. For each i ¼ 1; 2; . . . ; kn; choose a ﬁnite subset Fi  Ain satisfying
F kni¼1Fi. We need only to get a decomposition for each partial map
fi;jn;m : M½n;iðCðXn;iÞÞ ! f
i;j
n;mð1Ain ÞM½m;jðCðXm;jÞÞf
i;j
n;mð1AinÞ
to satisfy the conditions, for a certain m (large enough). More precisely, we
need to ﬁnd orthogonal projections P ij;Qij and
fi;j : Ain ! P
ijAjmP
ij; ci;j : Ain ! Q
ijAjmQ
ij
LIANGQING LI34such that
(i0) P ij þ Qij ¼ fi;jn;mð1Ain Þ :¼ W
ij;
(ii0) SPVðfi;jÞ5e1;
(iii0) ci;j factors through M½n;iðC½0; 1Þ;
(iv0) jjfi;jn;mðf Þ  f
i;jðf Þci;jðf Þjj5e for all f 2 Fi.
Write fi;jn;mðe
i
11Þ ¼ w
ij and
lijnm ¼ f
i;j
n;mjei11Ainei11 : CðXn;iÞ ! w
ijAjmw
ij:
One can identify W ijAjmW
ij with M½n;iðwijAjmw
ijÞ and fi;jn;m with l
ij
nm  id½n;i.
Let Gi  CðXn;iÞ be a ﬁnite set of generators. Applying 5.9 of [Li1], there
is an e0 > 0 such that the following is true: If a unital homomorphism l0 :
CðXn;iÞ ! wijAjmw
ij satisﬁes
jjlijnmðgÞ  l
0ðgÞjj5e0;
for all g 2 Gi, then
jjfi;jn;mðf Þ  l
0  id½n;iðf Þjj5e;
for all f 2 Fi, under the identiﬁcation of W ijAjmW
ij with M½n;iðwijAjmw
ijÞ and
fi;jn;m with l
ij
nm  id½n;i.
First, we assume the existence of the decomposition for lijnm as follows.
There are orthogonal sub-projections pij; qij of wij ¼ fi;jn;mðe
i
11Þ, and
fi;j1 : A
i
n ! p
ijAjmp
ij; ci;j1 : A
i
n ! q
ijAjmq
ij
such that
(i) pij þ qij ¼ wij;
(ii) SPVðfi;j1 Þ5e1;
(iii) ci;j1 factors through C½0; 1.
(iv) jjlijnmðgÞ  f
i;j
1 ðgÞc
i;j
1 ðgÞjj5e
0 for all g 2 Gi.
Let P ij ¼ pij  1½n;i; Qij ¼ qij  1½n;i under the identiﬁcation of W ijAjmW
ij
with ðwijAjmw
ijÞ M½n;i. Then P ij þ Qij ¼ W ij. And let f
i;j ¼ fi;j1  id½n;i,
ci;j ¼ ci;j1  id½n;i. Then ði
0Þ–ðiii0Þ for fi;jn;m follows from (i) to (iii) for l
ij
nm and
ðiv0Þ for fi;jn;m follows from (iv) for l
ij
nm and the choice of e
0 above.
Finally, let P ¼i;jP ij 2 Am, Q ¼i;jQij 2 Am, and
f : An ! PAmP ; c : An ! QAmQ
be the homomorphisms with partial maps fij;cij, respectively. From the
above, we know that P ;Q;f;c satisfy (i)–(iv) in Theorem 2.28.
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of the the decomposition of lijnm satisfying above (i)–(iv).
To simplify the notation, we will use e for e0.
2.31. For e=2 and Gi  CðXn;iÞ, one can ﬁnd Zi as in Theorem 2.18. Let
Z ¼ minðZiÞ.
2.32. For Z > 0, applying Lemma 2.26, there are d > 0, integer M > n,
and ﬁnite subsets Hi  Aff T ðCðXn;iÞÞ ¼ CðXn;iÞ such that the following
statement is true. If x : Ain ! f
i;j
n;mð1Ain ÞM½m;jðCðY ÞÞf
i;j
n;mð1AinÞ, where m > M ,
satisﬁes that
jjAff Tfi;jn;mðhÞ Aff TxðhÞjj5d
for all h 2 Hi, then Spxy and Spðf
i;j
n;mÞy can be paired within Z=2 for each
y 2 Xm;j.
2.33. Let d and Hi be as above. Applying Proposition 2.25 to d (in the
place of e in 2.25), andkni¼1Hi  Aff TAn (in the place of F in 2.25), there
exist an integer m15M , continuous maps ai : ½0; 1 ! Xn;i, and a homo-
morphism
x0 :
Mkn
i¼1
M½n;iðC½0; 1Þ ! Am1
such that
(a) jjAff Tfn;m1 ðhÞ Aff TxðhÞjj5d for all h 2 H :¼
kn
i¼1Hi, where
x ¼ x0 8
Mkn
i¼1
a*i :
Mkn
i¼1
M½n;iðCðXn;iÞÞ !
a *i Mkn
i¼1
M½n;iðC½0; 1Þ !
x0
Am1 ;
(b) fn;m1 ðe
i
jkÞ ¼ xðe
i
jkÞ, where e
i
jk are matrix units for M½n;iðCðXn;iÞÞ;
(c) x0 is injective; and
(d) aið½0; 1Þ is e13 -dense in Xn;i.
From (d), we can choose 04ti15t
i
25 	 	 	5t
i
li41 such that
fxi1; x
i
2; . . . ; x
i
lig :¼ faiðt
i
1Þ; aiðt
i
2Þ; . . . ; aiðt
i
liÞg
is e1
2
-dense in Xn;i.
Spðfi;jn;m1Þy and Spðx
i;jÞy can be paired within Z=2 for any y 2 Xm1;j, by (a)
above and 2.32.
LIANGQING LI362.34. Consider a*i ðGiÞ  C½0; 1, where a
*
i : CðXn;iÞ ! C½0; 1 is induced
by ai : ½0; 1 ! Xn;i (from 2.33). (Recall that Gi  CðXn;i) is a set of
generators.) Apply Corollary 2.20 to a*i ðGiÞ  C½0; 1 and
e
2. If *Z is small
enough, then the conclusion of Corollary 2.20 holds for a*i ðGiÞ  C½0; 1;
e
2
and *Z, in the places of G CðX Þ; e and Z, respectively.
We also need *Z to satisfy two extra conditions as follows:
(1) if jt  t0j5*Z, then distðaiðtÞ; aiðt0ÞÞ5
Z
2;
(2) for each ﬁxed i, the open intervals
I its :¼ t
i
s 
*Z
2
; tis þ
*Z
2
' (
; s ¼ 1; 2; . . . ; li
are mutually disjoint, where ftisg
li
s¼1 is the set chosen in 2.33.
2.35. Apply Lemma 2.27 to *Z (from 2.34) and
x0 : B ¼
Mkn
i¼1
M½n;iðC½0; 1Þ ! Am1
(from 2.33), there are *d > 0 and M15m1 such that, for any m > M1, the
following statements (a) and (b) are true.
(a) For any interval I  SpBi ¼ ½0; 1 of length *Z=4,
jSpðfm1;m 8 x
0Þijy \ I j52*djSpðfm1;m 8 x
0Þijy j
for all y 2 Xm;j;
(b) There are continuous functions
aij1 ; a
ij
2 ; . . . ; a
ij
Lij
1
: Xm;j ! ½0; 1
such that Spðfm1;m 8 x
0Þijy and
YijðyÞ ¼ faij1 ðyÞ
Lij
2 ; aij2 ðyÞ
Lij
2 ; . . . ; aij
Lij
1
1
ðyÞL
ij
2 ; aij
Lij
1
ðyÞL
ij
2
þrijg
can be paired within *Z=4, where
Lij :¼
rankðfm1;m 8 x
0Þijð1BiÞ
rankð1BiÞ
;
Lij2 ¼ Intð*dL
ijÞ; Lij1 ¼ Intð
Lij
Lij
2
Þ, and rij satisﬁes
Lij ¼ Lij1L
ij
2 þ rij; 04rij5L
ij
2 :
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kn
i¼1a
*
i , we know that the
following statement is true:
(c) Spðfm1;m 8 xÞ
ij
y and
#Y
ij
ðyÞ can be paired within Z=2 for any y 2 Xm;j,
where
#Y
ij
ðyÞ ¼ fðai 8 a
ij
1 ðyÞÞ
Lij
2 ; ðai 8 a
ij
2 ðyÞÞ
Lij
2 ; . . . ;
ðai 8 a
ij
Lij
1
1
ðyÞÞL
ij
2 ; ðai 8 a
ij
Lij
1
ðyÞÞL
ij
2
þrijg:
Notice that fm1;m2 8fn;m1 ¼ fn;m2 . Combining with the last sentence of
2.33, we know that the following is true:
(d) Spðfijn;m2Þy and
#Y
ij
ðyÞ can be paired within Z for each y 2 Xm;j.
2.36. For the above *d, there is a *L such that
3Int
l
Intð*dlÞ
' (
þ 15Intð*dlÞ if l5 *L:
Recall that IntðxÞ is the integer part of x.
By the simplicity of the limit algebra A again, one can ﬁnd (see 1.1)
m2 > M1 such that
Lij :¼
rankðfm1;m2 8 x
0Þijð1BiÞ
rankð1BiÞ
5 *L
for each partial map ðfm1;m2 8 x
0Þij of fm1;m2 8 x
0. We use the same notation
Lij as in 2.35, by taking m ¼ m2. Similarly, let L
ij
2 ; L
ij
1 and rij be as in 2.35
by taking m ¼ m2. That is, L
ij
2 ¼ Intð*dL
ijÞ; Lij1 ¼ Int
)
Lij
Lij
2
*
, and rij satisﬁes
Lij ¼ Lij1 	 L
ij
2 þ rij; 04rij5L
ij
2 :
Then from Lij5 *L and the choice of *L, we have
3Lij1 þ 15L
ij
2 :
2.37. Here we should mention a byproduct of 2.35 which will be used
later on. As we know from (b) of 2.35, Spðfm1;m2 8 x
0Þijy and Y
ijðyÞ can be
paired within *Z=4. Also from (a) of 2.35 (note that m2 > M1 from 2.36),
jSpðfm1;m2 8 x
0Þijy \ I j52*djSpðfm1;m2 8 x
0Þijy j ¼ 2*dL
ij
for any interval I  ½0; 1 of length *Z=4. Therefore,
jYijðyÞ \ I j52*dLij
for any interval I of length *Z > *Z=4þ *Z=4þ *Z=4.
LIANGQING LI382.38. As in 2.30, lijnm2 is deﬁned to be the homomorphism
fi;jn;m2 jei11Ainei11 : CðXn;iÞ ! f
i;j
n;m2 ðe
i
11ÞA
j
m2f
i;j
n;m2ðe
i
11Þ:
Now we are ready to prove our Theorem 2.28 for m ¼ m2. That is, we will
prove that fn;m2 can be decomposed as described in the theorem. As we
mentioned in 2.30, we only need to decompose lijnm2 to satisfy the
corresponding conditions. We only need to consider each ﬁxed pair i; j.
We will apply Theorem 2.18 (see 2.31 and (d) of 2.35) to lijnm2 ; ai and
aij1 ; . . . ; a
ij
Lij
1
in the places of f; b and a1; a2; . . . ; aL1 , respectively. (Note that
Spðlijnm2 Þy ¼ Spðf
i;j
n;m2 Þy .)
To simplify the notation, denote l :¼ lijnm2 ; b :¼ ai : ½0; 1 ! Xn;i; L1 :¼
Lij1 ; L2 :¼ L
ij
2 ¼ Intð
Lij
Lij
1
Þ; L :¼ Lij; r :¼ rij and a1 :¼ a
ij
1 ; a2 :¼ a
ij
2 ; . . . ; aL1 :¼
aij
Lij
1
; and ﬁnally w ¼ wij ¼ fi;jn;m2ðe
i
11Þ.
So l is a unital homomorphism from CðXn;iÞ to
wAjm2wﬃ ML1L2þrðCðXm2;jÞÞ. (Note that rankðwÞ ¼ L1L2 þ r ¼ L.) Applying
Theorem 2.18, 2.31 and (d) of 2.35, there are mutually orthogonal
projections q0; q1; . . . ; qL1 and two homomorphisms
y0 : CðXn;iÞ ! q0Ajm2q0; y1 : CðXn;iÞ !
ML1
k¼1
qk
 !
Ajm2
ML1
k¼1
qk
 !
with the following properties:
(1)
PL1
k¼0 qk ¼ w;
(2) rankðq0Þ ¼ 3L1; rankðqkÞ ¼ L2  3 if 14k4L1  1 and rankðqL1 Þ ¼
L2 þ r  3;
(3) y1ðf Þ ¼
PL1
k¼1 f ðb 8 akð	ÞÞqk for each f 2 CðXn;iÞ;
(4) jjlðf Þ  ðy0y1Þðf Þjj5e2 for f 2 Gi  CðXn;iÞ.
Let y01 : C½0; 1 ! ð
L1
k¼1qkÞA
j
m2 ð
L1
k¼1qkÞ be deﬁned by
y01ðf Þ ¼
XL1
k¼1
f ðakð	ÞÞqk ; f 2 C½0; 1:
Recall that
YijðyÞ ¼ fa1ðyÞ
L2 ; a2ðyÞ
L2 ; . . . ; aL11ðyÞ
L2 ; aL1 ðyÞ
L2þrg:
(Note that ak ¼ a
ij
k for our simpliﬁed notation.) So Spðy
0
1Þy is a subset of
YijðyÞ. In fact,
Spðy01Þy ¼ fa1ðyÞ
ðL23Þ; a2ðyÞ
ðL23Þ; . . . ; aL11ðyÞ
ðL23Þ; aL1 ðyÞ
ðL2þr3Þg;
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 3 if 14k4L1  1 and rankðqL1 Þ ¼ L2 þ r  3: Hence
jSpðy01Þy j ¼ jY
ijðyÞj  3L1:
By 2.37,
jYijðyÞ \ I j52*dL
for any interval I of length *Z. Therefore,
jSpðy01Þy \ I j52*dL 3L1 ð* Þ
for any interval I of length *Z. (Note that L ¼ Lij;L1 ¼ L
ij
1 .)
2.39. We will ﬁnish the proof of Theorem 2.28 by applying Corollary
2.20 to y01 : C½0; 1 ! ð
L1
k¼1qkÞA
j
m2ð
L1
k¼1qkÞ.
Recall from 2.33 that ftisg
li
s¼1  ½0; 1 is a subset satisfying that
faiðtisÞg
li
s¼1 ¼ fbðt
i
sÞg
li
s¼1 is
e1
2
-dense in Xn;i. To simplify the notation, we
denote tis by ts. That is, fbðtsÞg
li
s¼1 is
e1
2
-dense in Xn;i. Also, ðts 
*Z
2
; ts þ
*Z
2
Þ are
mutually disjoint open intervals of length *Z.
Denote *q ¼L1k¼1qk. Applying Corollary 2.20 (see 2.34 also) to
y01 : C½0; 1 ! *qA
j
m2
*q, there are mutually orthogonal projections
*q0; *q1; . . . ; *qli 2 *qA
j
m2
*q and unital homomorphisms t0 : C½0; 1 ! *q0A
j
m2
*q0
and t1 : C½0; 1 ! ðlis¼1 *qsÞAjm2 ð
li
s¼1 *qsÞ satisfying
(1)
Pli
s¼0 *qs ¼ *q;
(2) rankð *qsÞ52*dL 3L1  1 for 14s4li;
(3) t1ðf Þ ¼
Pli
s¼1 f ðtsÞ *qs;
(4) jjy01ðf Þ  ðt0t1Þðf Þjj5e2 for all f 2 a*i ðGiÞ ¼ b* ðGiÞ  C½0; 1:
(Here we use (*) in 2.38 to get (2) above.)
Let p ¼ q0 *q1 *q2	 	 	 *qli and q ¼ *q0. Then
pq ¼ q0 *q0 *q1 *q2	 	 	 *qli ¼ q0 *q ¼ q0q1	 	 	qL1 ¼ w:
Let f1 : CðXn;iÞ ! pA
j
m2p be deﬁned by
f1 ¼ diagðy0; t1 8 b* Þ
and c1 : CðXn;iÞ ! qA
j
m2q be deﬁned by
c1 ¼ t0 8 b* :
LIANGQING LI40From (4) in 2.38 and the above (4), we know that
jjlðf Þ  f1ðf Þc1ðf Þjj5e for all f 2 Gi  CðXn;iÞ:
By its construction, c1 factors through C½0; 1.
Back to 2.36, we know that L5 *L. Also L2 ¼ Intð*dLÞ and L1 ¼ Intð LL2Þ:
From 2.36,
2*dL52Intð*dLÞ56L1 þ 2:
On the other hand,
rankð *qsÞ52*dL 3L1  153L1 ¼ rankðq0Þ ¼ rankðy0ð1ÞÞ:
Hence by Lemma 2.21, we know that f1 ¼ diagðy0; t1 8 b* Þ satisﬁes the
condition
SPVðf1Þ5e1:
(Note that fbðtsÞg
li
s¼1 is
e1
2
-dense in Xn;i.)
We have proved that the decomposition for lijnm2 satisﬁes (i)–(iv) in 2.30
(with e in the place of e0 because of the simpliﬁcation of the notations).
Apply 2.30 to end the proof of Theorem 2.28. ]
Corollary 2.40. Adopt the notation of 2.22. Suppose that W 2 An is a
projection and F  WAnW is a finite subset. And suppose that e > 0; e1 > 0. It
follows that there are m > n, two orthogonal projections P ;Q 2
fn;mðW ÞAmfn;mðW Þ and two homomorphisms f : WAnW ! PAmP and
c : WAnW ! QAmQ possessing the following properties:
(i) P þ Q ¼ fn;mðW Þ;
(ii) SPVðfÞ5e1;
(iii) c factors through a direct sum of matrix algebras over ½0; 1;
(iv) jjfn;mðf Þ  fðf Þcðf Þjj5e for all f 2 F .
Proof. This corollary can be proved by considering the inductive limit
fn;1ðW ÞAfn;1ðW Þ ¼ limm!1
ðfn;mðW ÞAmfn;mðW Þ;fm;m0 Þ
which is also an inductive limit of matrix algebras over graphs with limit
algebra simple. ]
Remark 2.41. For convenience, we made an extra restriction for the
inductive limit systems (see 2.22). That is, for each n, there is at least one i,
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removed from Theorem 2.28 and Corollary 2.40 as follows.
Suppose that we are working on F  An; e > 0; e1 > 0. If there is an m > n
such that dimðXm;jÞ ¼ 0 for all j. Then we know that SPVðfn;mÞ ¼ 0 (see
[EG2]). This means that we can choose P ¼ 1Am ;Q ¼ 0;f ¼ fn;m;c ¼ 0 to
fulﬁll the requirement.
3. THE REDUCTION THEOREM
The following result was contained in the proof of Theorem 2.29 of
[EG2].
Lemma 3.1. Suppose that a finite set F  A is weakly approximately
constant to within e, and suppose that two unital homomorphisms f;c : A! B
are homotopic to each other, where A and B are direct sums of matrix algebras
over graphs.
It follows that there exists a d > 0 (depending on A;B; F ; e;f and c)
possessing the following property:
If a unital homomorphism a : B! C satisfies SPVðaÞ5d, where C is a
direct sum of matrix algebras over graphs, then there is a unitary u 2 C such
that
jjða 8fÞðf Þ  ðAd u 8 a 8cÞðf Þjj570e
for all f 2 F .
Lemma 3.2. Suppose that X is a connected graph. There is an integer
N such that every unital homomorphism f : CðX Þ ! MkðCðY ÞÞ with k5N
and Y being a connected graph, is homotopic to a homomorphism
c : CðX Þ ! MkðCðY ÞÞ which factors through a C * -algebra C, a direct sum
of matrix algebras over CðS1Þ.
Proof. It is well known (see [DN] or 2.2 of [G3], for example) that, for
any (connected) graph X ,
K1ðCðX ÞÞ ¼ K1ðX Þ ¼ H1ðX Þ; K0ðCðX ÞÞ ¼ K0ðX Þ ¼ Z;
where H1ðX Þ is the ordinary cohomology group with coefﬁcients in
Z. Furthermore, for any graphs X ; Y , two unital homomorphisms
f;c : CðX Þ ! MkðCðY ÞÞ ðk53Þ are homotopy equivalent to each other if
and only if K1f ¼ K1c (see 3.4.4 of [DN]). (Notice that both f and c being
unital implies that K0f ¼ K0c.)
LIANGQING LI42Suppose that rankðK1ðCðX ÞÞÞ ¼ l. We can choose N ¼ maxf3; lg to prove
the lemma. By Theorem 3.4.5 and Corollary 6.4.4 of [DN], there is a
homomorphism a : CðX Þ ! A :¼ CðS1Þ 	 	 	CðS1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
l
to realize the
isomorphism between K1ðCðX ÞÞ ¼ Z
l and K1ðAÞ ¼ Z
l; and that a group
homomorphism from K1ðAÞ to K1ðCðY ÞÞ can be realized by a homomorph-
ism from A to MlðCðY ÞÞ. This ends the proof. ]
Remark 3.3. By the above lemma, it can also be proved that every unital
homomorphism f : MlðCðX ÞÞ ! MklðCðY ÞÞ with k5N and Y being a
connected graph, is homotopic to a homomorphism c : MlðCðX ÞÞ !
MklðCðY ÞÞ which factors through a direct sum of matrix algebras over
CðS1Þ (see 5.8 and 5.10 of [Li1]).
Lemma 3.4. Suppose that A is a unital inductive limit of
kni¼1M½n;iðCðXn;iÞÞ, each Xn;i is a graph, and suppose that A is simple. Then
it follows that for each An and any projection P 2 An, there is an Am such that
fn;mjPAnP : PAnP ! fn;mðP ÞAmfn;mðP Þ
is homotopy equivalent to a homomorphism
c : PAnP ! fn;mðP ÞAmfn;mðP Þ
which factors through a direct sum of matrix algebras over CðS1Þ
Proof. It follows from the simplicity of A (see 1.1) that, for each n,
lim
m!1
min
i;j
rankðfi;jn;mð1AinÞÞ ¼ þ1:
Write P ¼P i 2 Ain ¼ An. If P i=0, then
rankðfi;jn;mðP
iÞÞ
rankðfi;jn;mð1AinÞÞ
¼
rankðP iÞ
rankð1AinÞ
:
Therefore,
lim
m!1
min
j
rankðfi;jn;mðP
iÞÞ ¼ þ1:
By 1.10, P iAinP
i ¼ MrankðP iÞðCðXn:iÞÞ. Lemma 3.4 follows from Remark 3.3
(see Lemma 3.2 also). ]
The following two lemmas are trivial. We will use them in the proof of our
main theorem}Theorem 3.7.
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 43Lemma 3.5. Suppose that S1; S2 are two subsets of a C * -algebra A1, and
that x : A1 ! A2 is a homomorphism. If S1 e S2 in A1, then xðS1Þ e xðS2Þ in
A2. (See 2.17 for the notation e.)
Lemma 3.6. Let A1 and A2 be two C * -algebras and f : A1 ! A2, a
homomorphism. Suppose that f factors through a C * -algebra B as f ¼ c0 8c,
where c : A1 ! B and c
0 : B! A2 are homomorphisms. Then for any subset
F  A1; fðF Þ  c
0ðBÞ.
The following theorem is the main result of this article.
Theorem 3.7. Suppose that A ¼ limn!1ðAn;fn;mÞ is a simple unital
inductive limit C * -algebra, where An ¼kni¼1M½n;iðCðXn;iÞÞ and Xn;i are
graphs. It follows that A can be written as an inductive limit of matrix
algebras over CðS1Þ and C½0; 1.
Proof. By Theorem 4.3 of [Ell4], it is sufﬁcient to prove that for any
ﬁnite set F  An and e > 0, there is a sub-algebra A0  A, which is a direct
sum of matrix algebras over CðS1Þ and C½0; 1 (or quotients of CðS1Þ and
Cð½0; 1Þ) such that F e A0.
We will construct A0 in a certain Am (for a large integer m). That is, we will
construct A0  Am such that fn;mðF Þ e A
0.
By Theorem 2.2.1 of [Li1], without loss of generality, we can assume that
all the maps fn;m are injective. Hence we can apply the results in Section 2.
In fact, we will construct the following diagram with the properties
explained below:
LIANGQING LI44In the above diagram, B and D are direct sums of matrix algebras over
C½0; 1 and C is a direct sum of matrix algebras over CðS1Þ.
(a) In the above diagram,
Fe=4 fn;m1
means that the direct sum of two homomorphisms f1ðc01 8 a1Þ is close to
fn;m1 on F to within
e
4
. That is,
jjfn;m1ðf Þ  f1ðf Þðc
0
1 8 a1Þðf Þjj5
e
4
for any f 2 F .
(b) In the above diagram, similarly,
F2e=4 fm2;m3
means that the direct sum of two homomorphisms f2ðc02 8 a2Þ is close to
fm2;m3 on F2 to within
e
4
. That is
jjfm2;m3 ðf Þ  f2ðf Þðc
0
2 8 a2Þðf Þjj5
e
4
for any f 2 F2 ¼ fm1;m2 ðf1ðF ÞÞ.
(c) In the above diagram,
means that this part of the diagram almost commutes on F1 to within e2.
That is,
jjðAd u 8f2 8 b2 8 b1Þðf Þ  ðf2 8fm1;m2 Þðf Þjj5
e
2
for any f 2 F1 ¼ f1ðF Þ.
Let A0 ¼ ðAd u 8f2 8 b2ÞðCÞc02ðDÞðfm1;m3 8c
0
1ÞðBÞ  Am3 :
With the above diagram and properties (a)–(c) in mind, it is routine to
verify that
fn;m3ðF Þ e A
0;
applying Lemmas 3.5 and 3.6. (The details will be in Step 7 below.)
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We will use Theorem 2.28, Corollary 2.40, Lemmas 3.1 and 3.4 above.
Property (a) will be obtained in Step 2. Property (b) will be obtained in Step
5. Property (c) will be obtained in Step 6 with the aid of Steps 1–5.
Step 1: For any e > 0 and ﬁnite set F  An, by Lemma 1.4.13 in [EG2],
there is a d1 > 0 such that if f is a unital homomorphism from An to a C * -
algebra A0, with SPVðfÞ5d1, where A0 is a direct sum of matrix algebras
over ﬁnite CW-complexes, then fðF Þ  A0 is weakly approximately
constant to within e
140
.
Step 2: Consider e
4
; d1 (from the Step 1), and F  An to be e; e1; F  An,
respectively, in Theorem 2.28. Applying Theorem 2.28, there are m1 > n, two
orthogonal projections P1;Q1 2 Am1 and two homomorphisms f1 : An !
P1Am1P1 and c1 : An ! Q1Am1Q1 satisfying the following conditions:
(i) P1 þ Q1 ¼ 1Am1 ;
(ii) SPVðf1Þ5d1;
(iii) c1 factors through B :¼
kn
i¼1M½n;iðC½0; 1Þ as
c1 : An!
a1 B!
c01 Q1Am1Q1;
(iv) jjfn;m1ðf Þ  f1ðf Þc1ðf Þjj5e4 for all f 2 F .
That is, we have the following diagram:
with f1ðc01 8 a1Þ being close to fn;m1 on F to within e4 (this is property (a)
in the explanation of the large diagram). It follows that
fn;m1 ðF Þ e=4 f1ðF Þc1ðF Þ  f1ðF Þc
0
1ðBÞ: ð* Þ
(Note that c1ðF Þ  c
0
1ðBÞ from Lemma 3.6.)
Furthermore, from SPVðf1Þ5d1, we know that f1ðF Þ is weakly
approximately constant to within e
140
. We will use this fact later.
Step 3: By Lemma 3.4, for P1Am1P1, there exist m2 > m1 and a
homomorphism
b : P1Am1P1 ! fm1;m2 ðP1ÞAm2fm1;m2ðP1Þ
LIANGQING LI46which factors through C}a direct sum of matrix algebras over CðS1Þ}such
that
b and fm1;m2 jP1Am1P1 : P1Am1P1 ! P2Am2P2
are homotopy equivalent to each other, where P2 :¼ fm1;m2ðP1Þ.
That is, we have the following diagram:
where the top triangle commutes at the level of homotopy (b :¼ b2 8 b1Þ, and
C is a direct sum of matrix algebras over CðS1Þ; Q2 :¼ fm1;m2ðQ1Þ.
Step 4: Considering e
140
; F1 :¼ f1ðF Þ  P1Am1P1 which is weakly
approximately constant to within e
140
, and homotopy equivalent homo-
morphisms
b and fm1;m2 jP1Am1P1 : P1Am1P1 ! P2Am2P2;
there is a d2 > 0, as in Lemma 3.1. That is, if x : P2Am2P2 ! A
0, where A0 is a
direct sum of matrix algebras over graphs, with SPVðxÞ5d2, then there is a
unitary u 2 A0 such that
jjðx 8fm1;m2Þðf Þ  ðAd u 8 x 8 bÞðf Þjj570 	
e
140
¼
e
2
for all f 2 f1ðF Þ.
Step 5: Regard e
4
; d2 (from Step 4), projection P2 2 Am2 , and
F2 :¼ fm1;m2ðf1ðF ÞÞ  P2Am2P2 as e; e1, projection W , and the ﬁnite
set F , respectively, in Corollary 2.40 (m2 is in place of n). Applying
Corollary 2.40, there are m3 > m2, two orthogonal projections
P 03;Q
0
3 2 fm2;m3 ðP2ÞAm3fm2;m3 ðP2Þ and two homomorphisms f2 : P2Am2P2 !
P 03Am3P
0
3 and c2 : P2Am2P2 ! Q
0
3Am3Q
0
3 possessing the following properties:
(i0) P 03 þ Q
0
3 ¼ P3 :¼ fm2;m3ðP2Þ;
(ii0) SPVðf2Þ5d2;
(iii0) c2 factors through D}a direct sum of matrix algebras over
C½0; 1}as follows:
c2 : P2Am2P2!
a2 D!
c02 Q03Am3Q
0
3;
(iv0) jjfm2;m3ðgÞ  f2ðgÞc2ðgÞjj5e4 for all g 2 fm1;m2 ðf1ðF ÞÞ  P2Am2P2.
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where Q3 :¼ fm2;m3 ðQ2Þ ¼ fm1;m3 ðQ1Þ; P
0
3 þ Q
0
3 ¼ P3 :¼ fm2;m3 ðP2Þ and
f2ðc02 8 a2Þ is close to fm2;m3 jP2Am2P2 on fm1;m2ðf1ðF ÞÞ to within
e
4 (this is
property (b) in the explanation for the large diagram).
Note that, from Lemma 3.6,
ðc2 8fm1;m2 8f1ÞðF Þ ¼ ðc
0
2 8 a2 8fm1;m2 8f1ÞðF Þ  c
0
2ðDÞ:
It follows that
ðfm2;m3 8fm1;m2 8f1ÞðF Þ e=4 ðf2 8fm1;m2 8f1ÞðF Þc
0
2ðDÞ:
That is,
ðfm1;m3 8f1ÞðF Þ e=4 ðf2 8fm1;m2 8f1ÞðF Þc
0
2ðDÞ: ð** Þ
Step 6: Since SPVðf2Þ5d2, applying Lemma 3.1 (notice the way d2 was
chosen in Step 4), there is a unitary u 2 P 03Am3P
0
3 such that
jjf2ðfm1;m2 ðf ÞÞ  ðAd u 8f2Þðbðf ÞÞjj570 	
e
140
¼
e
2
for all f 2 f1ðF Þ (this is property (c) in the explanation for the large
diagram).
Step 7: Recall that b factors through C as the following:
P1Am1P1!
b1 C!
b2 P2Am2P2:
Combining with Step 6 we have
ðf2 8fm1;m2 8f1ÞðF Þ e=2 ðAd u 8f2 8 b2ÞðCÞ: ð*** Þ
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ðAd u 8f2 8 bÞðF Þ ¼ ðAd u 8f2 8 b2 8 b1ÞðF Þ  ðAd u 8f2 8 b2ÞðCÞ
by Lemma 3.6.)
Combining (**) in Step 5 with (***) above,
ðfm1;m3 8f1ÞðF Þ e=4þe=2 ðAd u 8f2 8 b2ÞðCÞc
0
2ðDÞ: ð**** Þ
From (*) in Step 2 and Lemma 3.5,
fn;m3ðF Þ e=4 ðfm1;m3 8f1ÞðF Þðfm1;m3 8c
0
1ÞðBÞ:
Combining this with (****), we have
fn;m3 ðF Þ 3e=4þe=4 ðAd u 8f2 8 b2ÞðCÞc
0
2ðDÞðfm1;m3 8c
0
1ÞðBÞ:
Let A0 ¼ ðAd u 8f2 8 b2ÞðCÞc02ðDÞðfm1;m3 8c
0
1ÞðBÞ  Am3 ; as men-
tioned in the beginning of the proof. Since B;C;D are direct sums of matrix
algebras over CðS1Þ and C½0; 1; A0 is a direct sum of matrix algebras over
CðS1Þ and C½0; 1 (or quotient of CðS1Þ and Cð½0; 1Þ).
By Theorem 4.3 of [Ell4] (see the beginning of our proof), we have
ﬁnished the proof of the theorem. ]
Theorem 3.8. Suppose that A ¼ limn!1ðAn ¼kni¼1M½n;iðCðXn;iÞÞ;fn;mÞ
is a simple unital inductive limit C * -algebra, where Xn;i are one-dimensional
compact metrizable spaces. It follows that A can be written as an inductive
limit of matrix algebras over CðS1Þ.
Proof. It is well known (see [Bl]) that the above C * -algebra can be
written as an inductive limit of direct sums of matrix algebras over one-
dimensional ﬁnite simplicial complexes}which, by deﬁnition, are graphs.
The theorem follows from Theorem 3.7.
Theorem 3.9. Suppose that both simple unital C * -algebras A and B can
be written as unital inductive limits of finite direct sums of matrix algebras
over one-dimensional compact metrizable spaces (as in 3.8).
Suppose that there is an isomorphism of ordered groups
f0 : K0A! K0B
taking ½1 2 K0A into ½1 2 K0B, that there is a group isomorphism
f1 : K1A! K1B
CLASSIFICATION OF SIMPLE Cn-ALGEBRAS 49and that there is an isomorphism between compact convex sets
fT : TB! TA;
where TA and TB denote the simplices of tracial states of A and B, respectively.
Suppose that f0 and fT are compatible, in the sense that
tðf0gÞ ¼ fT ðtÞðgÞ; g 2 K0A; t 2 TB:
It follows that there exists an isomorphism
f : A! B
giving rise to f0;f1;fT .
The theorem follows from Theorem 3.8 above and Theorem 1 in [Ell3]
(see also Theorem C of [NT]).
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