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ABSTRACT 
 
 
Boyd, Ian M., M.S.M.E, Department of Mechanical and Materials Engineering, Wright 
State University, 2019. Adaptive Identification of Classification Decision Boundary of 
Turbine Blade Mode Shape under Geometric Mistuning. 
 
 
Integrally Bladed Rotors (IBR) of aircraft turbine engines suffer from fluctuations in the 
dynamic response that occurs due to blade to blade geometric deviations. The Stochastic 
Approach for Blade and Rotor Emulation (SABRE) framework has been used to enable a 
probabilistic study of mistuned blades in which a reduced order modeling technique is 
applied in conjunction with sets of surrogate models, called emulators, to make predictions 
of mistuned mode shapes. SABRE has proven useful for non-switching mode shapes. 
However, switching mode shapes have non-stationary or discontinuous response surfaces 
which reduce the accuracy of the surrogate models used in SABRE. To improve emulator 
accuracy, the methodology proposed in this thesis was developed. This methodology 
improves prediction quality by identifying and eliminating non-stationary and 
discontinuous portions of the response with the classification decision boundary 
methodology, efficiently identifying areas of inaccuracy while improving the surrogate as 
efficiently as possible with adaptive sampling, and alleviating the computational burden 
associated with large numbers of finite element samples required to build accurate 
emulators. 
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Introduction 
The Integrally Bladed Rotor (IBR) is a leap forward in bladed disk design [1]. Traditional 
rotor blade design involves an insertable and removable blade which is affixed with bolts, 
welds, or joints to a disk inside the turbine engine. The connection point between the blade 
and disk in traditional bladed disks introduces areas of stress concentration and can 
decrease the aerodynamic performance due to increased drag at the connection joints. The 
additional stress also means the weight of the turbine engine increases as additional 
material is required to keep stress levels low. By moving to the IBR system, the joints, 
welds, and bolts are eliminated. An example of the difference between an IBR and a 
traditional bladed rotor is shown in Figure 1.1. The removal of these connections eliminates 
the stress concentrators allowing for a decrease in weight, and the smooth surface between 
blade and disk deceases drag, increasing aerodynamic performance. However, this IBR 
system does not come without drawbacks. Mainly, the integration of the blade and disk 
introduces mistuning.  
2 
 
Figure 1.1: Left: Traditional Bladed Rotor, Right: IBR, taken from [2]
Mistuning is when the blade is not axisymmetric causing fluctuations in the 
dynamic response that cause unusual periodicities. Mistuning is caused by the blade to 
blade deviations that are originated from the manufacturing process and can occur from 
uneven wear in rotor blade. Figure 1.2 shows a heatmap of geometric deviations, with red 
being are areas of high deviations and blue being areas of almost no deviation. 
 
Figure 1.2: Geometric Deviations found in 4 rotor blades 
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 In traditional bladed disks the manual insertion of the blades allows for the rotor 
to be tuned to avoid this problem. Additionally, the rotor blade system is one part, meaning 
failure of any blade on the disk requires full part replacement. The combination of 
mistuning and full part replacement can make fleet operations more expensive. However, 
these drawbacks do not negate the benefits in performance that are seen with the IBR 
system. Thus, new methodology is required to understand and account for the mistuning 
problem.  
Physical testing of each rotor blade before use to calculate the response on a fleet 
wide level is cost prohibitive. Running Finite Elements (FE) for each possible rotor blades 
geometric deviation pattern would be extremely expensive. Even running FE while making 
assumptions on the deviation patterns or even simply running FE on the physical rotor 
blades geometry is challenging due to the high cost. Therefore, methodology that can make 
predictions of the rotor blade response without an exorbitant amount of data, either physical 
or computational, is required. Many methods have been developed to account for the 
mistuning problem. 
 Modern methods to account of the geometric mistuning incorporate two steps to 
make predictions [2-11]. The first is a scan of a physical rotor blades, typically using a blue 
light scanner. This scan data comes in form of point cloud information. A rotor blade model 
is then fit to the point cloud data. This rotor blade model has nearly the exact FE 
information of the as manufactured blade. The analysis of a small data set of blades cannot 
give a good understanding of the response changes that can occur on a fleet wide level, due 
to the large number of variables required to define the mistuned geometry. Surrogate 
models and other Uncertainty Quantification (UQ) methods cannot be performed due to 
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the fact that the rotor blade model is typically defined by tens of thousands of elements and 
therefore at least that many random variables. The key step is therefore to reduce the 
number of variables required to describe the geometric mistuning. Thus, in modern 
methods a model reduction technique is applied to reduce the number of random variables 
while maintaining the ability to accurately describe the distribution of deviations possible 
in the system. Beyond this point, methods are different in what is done to with the reduced 
order model and how the predictions are made. 
 This thesis focuses on the extension of capability of one of these methods, called 
the Stochastic Approach for Blade and Rotor Emulation (SABRE). SABRE was developed 
by the Air Force Research Laboratory (AFRL) [12-18]. SABRE uses model reduction to 
break the bladed rotor system into analysis of the individual rotor blades using Craig-
Bampton Component Mode Synthesis. The random geometries of a set of physical rotor 
blades are captured using a blue light scanner and a mesh updating tool to generate as 
manufactured FE models. Having the as manufactured FE, SABRE is then used to make 
predictions of the dynamic response. 
 After running FE analysis both the geometric information in the model and the 
mode shape response results can then be used to reduce the number of random variables 
by applying a dimension reduction technique called Principal Component Analysis (PCA). 
PCA uses the covariance matrix between variables and eigen analysis to identify principal 
vectors of deviation in the model. It can reduce the number of random variables required 
to describe the model both for the geometry and the mode shape response. These reduced 
order variables can be used to make predictions of the dynamic response through 
emulators, sets of surrogate models used to make predictions of the natural frequencies and 
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mode shapes. The primary limitation of the existing methodology is the accuracy and 
computational expense of the emulators used to make the predictions.  
 The accuracy of emulators drops for specific mode shapes that suffer from mode 
switching. Mode switching, also referred to as mode veering, crossing, and coalescence, is 
when the order of a mode shape switches with another adjacent mode shape. This is caused 
by the changes in the stiffness and mass matrices natural frequencies over the geometric 
deviations pushing two natural frequencies into an interaction. When the natural 
frequencies get close to one another the mode shapes that are associated with the natural 
frequencies continue after switching. The focus of this work is therefore to increase the 
predictive capabilities of the SABRE process by improving the surrogate models to better 
capture mode switching.  
The technical contributions of this thesis can be broken down into two main 
categories; Classification Decision Boundary (CDB) and Adaptive Sampling for accurate 
emulator modeling of modal solutions under geometric mistuning. These two areas allow 
of increased predictive capabilities of the SABRE process in different ways.  
 The Classification Decision Boundary increases the surrogate model accuracy 
by identifying the non-stationary behavior and building accurate surrogate 
models.  
 Adaptive sampling increases the surrogate models predictive quality by adding 
sample points to optimum locations to reduce the non-stationary response  
The application of both of these methods reduces the computational burden 
required to build accurate prediction models and increases the predictive capabilities of 
SABRE. This work has been accepted and discussed at conference. An AIAA SciTech [19] 
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paper titled “Non-Deterministic Reduced Order Models for Mode Shape Emulation” was 
presented at SciTech in 2019, and another SciTech abstract titled “Adaptive Sampling and 
Classification Decision Boundary Optimization for Mode Shape Emulation” has been 
submitted. Partial contributions were done for one presentation; PS&S “Non-Deterministic 
Multi-Fidelity Approach for Reduced Order Emulator Modeling of Mistuned Bladed 
Rotor” in 2019, and two papers. An AIAA SciTech [20] paper titled “Non-Deterministic 
Emulator for Mistuned Bladed Rotor Response with Multi-Fidelity Modeling Approach” 
in 2019 and an ASME Turbo Expo paper in 2019 [21] , which was invited for the Journal 
of Engineering for Gas Turbines and Power, titled “Accelerated Multi-Fidelity Emulator 
Modeling for Probabilistic Rotor Response Study.” 
The CDB methodology has been developed and proposed as the first extension. The 
CDB is the combination of proper mode shape alignment, mode shape clustering, and mode 
shape classification that enhances the prediction quality of the surrogate models. The 
process improves the surrogate models by accurately capturing the non-stationary 
responses that can occur due to improper mode shape alignment. The clustering 
methodology groups the samples by mode shape similarity identifying which groups the 
samples belong to in the geometric design space. The classification uses the clustering 
information to determine a boundary between the identified groups. The combination of 
these steps ensures the emulator response surface is as continuous as possible, the mode 
switching location which causes the non-stationary portion of the response is identified, 
and the emulator is modified to account for the non-stationary response. While this method 
improves the surrogate models by eliminating the non-stationary response, another method 
to improve surrogate modeling is with adaptive sampling. 
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Adaptive Sampling (AS) was researched in this thesis based on the belief that 
simply selecting a sampling strategy and building a surrogate from this data set limits the 
effectiveness of the surrogate models greatly. The primary reason for this is each mode 
shape, especially those with a non-stationary response, have different response surfaces, 
and using one set of data, especially to identify where the non-stationary behavior occurs,  
proves to be a great limitation. While for large data sets this method may not be appropriate, 
when building a surrogate model on a budget, AS is an excellent tool for improving the 
prediction quality of surrogate models. In this research AS is applied in two separate areas. 
The first is the boundary optimization. Boundary optimization is the process of updating 
the prediction of the classification boundary used in the surrogate models by iteratively 
adding samples to locations where the classification boundary is measured to have the 
greatest uncertainty. The second area is in the improvement of the surrogate models. For 
this method the AS is tested to ensure that there are no interaction effects between AS and 
the CDB methodology which would reduce the accuracy of the surrogate models. These 
two areas of the AS methodology both use an uncertainty metric that is derived from the 
uncertainty in the model to identify locations to sample. In application it was found to be 
limiting, and generally sampling in locations where the surrogate model had limited 
information can be of limited benefit for response surfaces with non-stationary behavior. 
Thus, a new objective function for AS was developed using the established leave-one-out 
Cross-Validation method as a base. The conclusion of this methodology is a flexible AS 
method that improves both the prediction of the CDB and the qualities of surrogate models. 
 All tolled this methodology improves the surrogate models by identifying and 
properly addressing non-stationary and discontinuous portions of the response with the 
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CDB methodology, efficiently identifies areas of inaccuracy and demonstrates methods to 
improve the surrogate model as efficiently as possible with AS, and alleviates the 
computational burden associated with large numbers of FE samples required to build 
accurate surrogate models. This thesis is structured to cover all of the topics, in detail, with 
mathematical explanations and multiple examples for the clarity of the reader. For this 
reason the thesis first discusses the SABRE methodology in Chapter 2. Chapter 3 breaks 
down the CDB methodology and the parts that used in it. Chapter 4 discusses AS. Finally, 
Chapter 5 discusses other work done to improve the surrogate models, including partial 
contributions, possible future areas of research.
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Stochastic Approach for Blade and 
Rotor Emulation 
This chapter gives an overview of the Stochastic Approach for Blade and Rotor Emulation 
(SABRE) as well as the Integrally Bladed Rotor (IBR) problem. The introduction gave a 
high level overview of the IBR and the goals of the SABRE process along with the 
mathematical formulations, processes and results. After giving a deeper explanation of 
IBR, the methods used in the SABRE process is then discussed. The bulk of the chapter 
explains the methods used in the SABRE process which are the foundation of the process. 
An example that includes a full overview of SABRE is presented. The chapter is then 
concluded with a summary and tie in to the following sections which detail the extensions 
to the SABRE methodology. 
 Integrally Bladed Rotor 
As stated above, the IBR is a single piece of material and most methods used to quantify 
the geometric mistuning problem involve model reduction to reduce the scale of the 
problem. Generally, this is done by decomposing the bladed rotor into single blades with 
the Component Mode Synthesis method. The individual blades are then analyzed in the 
SABRE process. These blades vary in size and complexity, but for the purpose of this work 
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a set of eighteen blades is used. Four of them are shown above in Figure 1.2. Of note, each 
of these blades has a slightly different geometry because of mistuning, but have the same 
mesh and same grid point information, meaning each grid point on a blade corresponds to 
the same point on each other blade. This is required for ensuring the variables, the grid 
point degrees of freedom, match between samples. This blade in particular has around 
thirty thousand grid points. 
 SABRE Overview 
 The Stochastic Approach for Blade and Rotor Emulation (SABRE) was introduced 
by Henry et al in [12]. This thesis focuses on breaking down the process into steps that are 
critical to perform SABRE and lay the groundwork before going in the development of the 
proposed methodology. Again, the goal of SABRE is to build a fleet wide prediction 
methodology that is capable of gathering the geometric information of the rotor blades and 
use the information to predict the mode shapes, without the use of FE or physical tests 
beyond what is necessary to build the predictive emulators. It builds these emulators by 
using the geometric information as inputs variables and mode shape or natural frequency 
information as response variables.  
The geometric information is generated using grid information in a set of blades, in this 
case the eighteen rotor blades, or other Finite Element model. The dimension reduction 
technique called Principal Component Analysis (PCA) is then used to reduce the geometric 
information required to describe blade to blade deviations. The reduced order variables can 
then be used to build a FE models with similar geometric deviation patterns that are defined 
by the PCA information then be run in Finite Elements. The mode shape information is 
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then collected and reduced with PCA, like the geometry. These mode shape PCA terms 
can then be used as responses in the emulators. With the input and response variables 
collected the next step is to prepare the information for the surrogate model. The reduction 
in variables is critical. Without it, the blade is defined by thousands of input variables and 
has thousands of response variables. Meaning thousands of surrogate models, one for each 
response variable, that have inputs of the thousands of geometry variables, which means 
thousands or tens of thousands of samples to produce an accurate surrogate model. With 
the reduced order variables only a small number of variables are required to build a 
surrogate for each mode shape reduced order model. The set of surrogate models used to 
build a mode shape prediction is called an emulator. With the emulators constructed the 
next step is to use them for prediction. This is done through scanning and identifying the 
geometry of a blade, using the geometric information as an input, and using the emulator 
to predict the response.   
 
Figure 2.1: SABRE Methodology Flowchart 
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 The flowchart explains the process from sample generation to emulator 
construction. Notably PCA is used multiple times in the process and is critical in reducing 
the number of random variables. This process is also completely reliant on the accuracy of 
the surrogate models, and an inaccurate surrogate model means inaccurate predictions of 
the response.  
The following sections explain the methodology of PCA and the surrogate models 
used to build the emulators. Each of these sections include the theoretical and mathematical 
explanation as well as an example to demonstrate the process in action, starting with PCA. 
 Principal Component Analysis 
PCA is a dimension reduction technique used to reduce the number of random 
variables required to describe a system [22, 23]. The formulation of this process involves 
applying eigen analysis on a covariance matrix. The result is a set of variables that can be 
used as input and response variables in surrogate models. After showing the formulation 
of the technique, a demonstrative example of the process is shown. 
2.3.1 Overview 
 PCA is the dimension reduction technique that allows for the rotor blade geometry 
and mode shape information to be used in surrogate models. This methodology was 
originally developed by Francis Galton and Karl Pearson, famous mathematicians of the 
previous century. This methodology has multiple variations and names, such as: 
Karhunen–Loève Transformation (KLT), Proper Orthogonal Decomposition (POD), and 
Singular Value Decomposition (SVD). Each of these names is associated with the 
application area. In this thesis the terminology used will be PCA, the vectors generated 
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from the eigen analysis are called Principal Component (PC) vectors, the eigenvalues are 
called the variation, and the reduced order random variables are called score values. 
Between all the methods names listed above, the focus is the same: apply eigen analysis to 
identify the correlation between variables in the system and to generate a new reduced 
order set of variables that are orthogonal and uncorrelated. This process can not only 
generate the orthogonal vectors but also identify the amount of variation each PC vector 
has and explains a specified amount of variance in the system. By using all of the PC 
vectors generated with the original data set can be rebuilt and a subset of the vectors 
generates data that explains a percentage of variance in the original data set and relative to 
the number and importance of the principal components used.  
2.3.2 Formulation 
As stated above, PCA is an eigenvalue decomposition of the covariance matrix, meaning 
the formulation shares the standard eigenvalue problem seen in mechanical vibrations. Eq. 
2.1 shows the eigenvalue problem formulation. 
 𝑨𝝍𝒊 = 𝜆𝑖𝝍𝒊  
2.1 
In this problem 𝑨 is the covariance matrix of the geometric or mode shape deviations 
of each point in the model, 𝝍 is the eigenvector called the PC coefficient or PC vector, and 
𝜆𝑖 is the latency or variation of each PC vector. The latency also can be used to calculate 
the amount of variation each PC explains.  The correlation matrix 𝑨 is generated using Eq. 
2.2. 
 𝑨𝒊𝒋 =∑
(𝑿𝒌𝒊 − 𝝁𝒊)(𝑿𝒋𝒌 − 𝝁𝒋)
𝑵
𝑵
𝒌=𝟏
 
2.2 
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𝑨𝒊𝒋 is the i
th row and jth column of the covariance matrix, N is the number of samples, 
𝑿 is the matrix of geometric or mode shape information where each row is a degree of 
freedom in the model and each column is a different sample, thus 𝑿𝒊𝒋 is the ith sample of 
the jth degree of freedom. 𝝁 holds the mean information for each degree of freedom. With 
this information defined, the PCA information can be used to build the reduced order 
variables which is shown in Eq. 2.3. 
 ∆𝑿𝜳 = 𝑺 
2.3 
  In this equation ∆𝑿 is the mean zero geometric or mode shape information calculated 
as ∆𝑿 = 𝑿 − 𝝁, 𝜳 = [𝝍𝟏, 𝝍𝟐, …𝝍𝒊] is set of PC vectors, 𝑺 is the PC score values with 𝑺𝑖𝑗 
being the ith sample of the jth PC variable. The PC score information from the geometry is 
used as the input variables and the PC score information of the mode shape is used as the 
response variables for the surrogate models. 
 While all of the PCs are required to perfectly rebuild the data set, using a subset of the 
PCs gains an accurate approximation, as shown below in Figure 2.2. The figure shows that 
even using as few as three of the seventeen geometric principal components explains 99% 
of the geometric deviation in the samples. This means that even when using only a small 
number of the PCs, an accurate model of the deviation patterns in the system can be 
gathered. 
14 
 
Figure 2.2: Amount of variation each PC vector explains 
The PC score information of the geometry has an additional function, to generate new 
geometry that is run in a FE package, which is then used to gather the mode shape 
information. This process is done to for two primary reasons. First, the geometry used to 
build the PC information PC vectors equal to the number of samples in the data set minus 
one. If a surrogate model is generated with these samples, they must be built with all the 
geometric PC information. However, as shown above, using a subset of the PC explains a 
large amount of the data and allows for a reduction in the complexity of the surrogate model 
used and the number of samples required to build an accurate surrogate model. So, by 
building samples that only use a subset of the components a large amount of the geometric 
uncertainty is explained, a minor loss in the deviations of the original data set, and the 
surrogate models have fewer dimensions requiring significantly fewer samples to build 
accurate predictions, a significant advantage. The second reason is that by building samples 
from new score values, various sampling strategies can be applied that could not if the 
model had to use the score values from original data set.  
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 A critical note of PCA is that the vectors and score value are generated from the 
data set. This means that by using more or less data the prediction of the same PC vectors 
can change. Additionally, using a subset of the PC vectors to rebuild the original geometry 
generates error between the actual and rebuilt geometry. This same effect is true when 
using the PC vectors to describe samples outside of the data set. If not enough samples are 
used to build the covariance matrix, then the PC vectors can be inaccurate when compared 
to the true covariance matrix, then using samples outside the data set means that geometry 
described by the reduced order PCs is not the same. This means that the response predicted 
is of a slightly different geometry, meaning the actual mode shape response will most likely 
be different than the on predicted by the emulator. Luckily, this difference between actual 
and predicted mode shape PCs is simply uncertainty around the predicted response surface. 
So, by ensuring the geometry predicted by the emulator is the same or extremely close to 
the geometry generated by the reduced order variables the uncertainty in the prediction is 
low, and most likely negligible. 
 
Figure 2.3: RMSE between actual and predicted geometry 
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Figure 2.3 is an example of the error that can occur in the geometry from PCA. The 
y axis is the Root Mean Squared Error (RMSE) between the actual geometry and reduced 
order geometry. The x-axis the number of sample used in the PC information. These 
samples are gathered from bootstrap sampling of a 25 point data set. The model used here 
has 30 random variables. The small black dots are the individual boot strap results with the 
large black dots being the average RMSE for that number of samples. The blue dots are 
the RMSE from using ten thousand samples. As the number of PCs increases the RMSE 
between the actual and predicted geometry decreases and is closer to the actual geometry. 
2.3.3 Demonstrative Example 
 The focus of this example is to show the application of PCA on examples that are 
similar to those used in the SABRE methodology. Here, PCA is applied to a simple three 
dimensional example. This example will have the generation of data, what the PC variables 
are, and how they are used to describe the original data set. 
 As stated above, the example is a three dimensional example problem. This 
problem is formulated using correlation between three variables. The correlation between 
these variables is shown in Eq. 2.4. 
 𝐶𝑜𝑟𝑟 =  [
1 . 65 0
. 65 1 0
0 0 1
] 
2.4 
This correlation matrix between the variables show correlation between the first 
and second variables, but the third is independent. The variance of each variable variables 
is [3, 2, 4]. PCA should identify the vectors of deviation and generate new reduced order 
variables, as well as explain the reduced order variable deviations. Using all PCA vectors 
generates the original data set, but with only two variables you can explain 99.2% of the 
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deviation in the data set. Figure 2.4 shows the vectors identified through decomposition of 
the covariance matrix. 
 
Figure 2.4: PCA vectors from 25 sample data set 
With the PC vectors build the reduced order variables can then be used. The blue 
points are the data points used to build the vectors. The purple, yellow, and orange vectors 
are the first, second, and third PC vectors, respectively. The first two reduced order 
variables are plotted below in Figure 2.5.  
 
Figure 2.5: First two PC score values 
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These score values, in blue, are the reduced order variables that are used in the 
surrogate models, and represent the high order data set. As stated above using a subset of 
the vectors, the original data set can be partially rebuilt. An example of this is shown below 
in Figure 2.6 
 
Figure 2.6: Reduced Order data vs Original Data set 
Figure 2.6 shows the original data set in red and the reduced order data set in blue. 
Because only a subset of the variables are used, the data does not match, but is a close 
approximation. The last figure for this example is shown below. 
 
Figure 2.7: 5K Factorial Design compared to original data set 
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The figure shows the power of PCA. In this example the red sample are the original 
data set and the blue samples are a factorial design. These blue samples are made by 
changing the score values to range across the reduced order space with a 5k  factorial design. 
This is how new geometry samples are generated. They do not match the original geometry 
exactly but they cover the deviation space well which is desired for surrogate models. 
This methodology is a powerful tool and is especially applicable to data sets with 
large number of dimensions. While not applicable to all problems, in cases were correlation 
between variables is high, dimension reduction can make a problem more tractable. With 
the reduction of variables, the reduced order variables can then be used in conjunction with 
surrogate models, which are discussed in the next section. 
 Surrogate Modeling 
 Surrogate models are a powerful tool used to predict response values for areas in 
the design space where no information is known [24]. The purpose in this application is for 
a rapid and computationally inexpensive tool that makes predictions of system probabilistic 
distributions without a large data set. Multiple surrogate modeling methods exist. Included 
in this thesis is Regression and Gaussian Process. The formulation of each of these methods 
is shown below and a demonstrative example is shown to give credence to the power of 
these methods. The section is concluded with a summary of the work discussed. 
2.4.1 Purpose 
The application of surrogate models, sometimes referred to as meta-modeling, in this work 
is to build predictions of the mode shape and natural frequency information at locations the 
design space where Finite Element information is unavailable. Surrogate models can 
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therefore be used to rapidly attain probabilistic information without a large computational 
budget that is required for a Monte Carlo simulation. The accuracy of the surrogate models 
therefore affects the probabilistic information. Different surrogate models have various 
levels of accuracy. This work will formulate and use three separate surrogate modeling 
methods. The surrogate modeling methods shown in this work are Regression, Gaussian 
Process, and Non-Deterministic Kriging. 
2.4.2 Regression 
Regression, often called ordinary least squares regression, is one of the earliest and simplest 
surrogate modeling methods. While the method is straightforward it is still a powerful 
predictive tool. The method is based upon an assumption of the polynomial form of the 
response. In polynomials, the order of the polynomial controls for the complexity of the 
response and the coefficients control the shape. In regression the polynomials are 
considered unknown and are solved for using a data set. This generates a set of polynomial 
coefficients that are an optimal fit for the data. Predictions of locations without samples 
can then be done using the regression model. 
  The formulation for this process starts with a traditional linear model. Eq. 2.5 
explains them mathematics used to achieve the process. 
 𝒀 = 𝑿𝜷 +  𝝐 
2.5 
𝑿 is a matrix of input variables with the i rows of [1, 𝑥1,𝑥1
2, 𝑥1
3, … , 𝑥1
𝑖 ], 𝒀 is the response 
vector, 𝜷 is the vector of unknown coefficients of each of the polynomial terms, and 𝝐 is 
the error term between the 𝑿𝜷 and 𝒀. 𝝐 is used to calculate the mean squared error in the 
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model. 𝜷 is formulated by taking the pseudo inverse of 𝑿. Eq. 2.6 shows the matrix 
calculation done to develop 𝜷. 
 𝜷 = (𝑿𝑇𝑿)−𝟏𝑿𝑇𝒀 
2.6 
By assuming the polynomial form and fitting the polynomial coefficients to the data 
even a limited number of samples can be used to build an accurate and useful prediction 
model. An example is shown below. The function used for this is shown in Eq. 2.7. 
 𝑓(𝑥) = (6𝑥 − 2)2 sin(12𝑥 − 4) 
2.7 
This function is chosen because it is nonlinear and cannot be easily found using a 
polynomial. In this example ten linearly spaced samples are used. Four separate polynomial 
assumptions are used starting with a first order polynomial and ending with a fourth order 
polynomial. Figure 2.8 shows the differences in the responses. The red line is the true 
response, the blue points are the samples, the yellow line is the linear prediction, the purple 
line is the quadratic prediction, the green line is the cubic prediction, and the light blue line 
is the fourth order prediction. The linear prediction is simply a line and misses the higher 
order prediction, but as the order of the assumed polynomial form increases, the prediction 
of the true response increases as well. The fourth order prediction follows the global trend 
of the response, even if it does not truly match the response surface. 
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Figure 2.8: Predictions of Nonlinear Response from Regression Models 
An important step after building the surrogate is to check the accuracy. Multiple 
methods for model verification and validation exist. Model Verification is methods that 
use the same assumptions used to build the model to check the accuracy within the mode. 
Model Validation is the process of comparing the model predictions compared to data that 
does not have the assumption of the model, often times this method could be using physical 
test data. In SABRE verification can be building geometry samples that have the same 
geometric principal components vectors and same number of principal components. 
Validation could be adding samples that have different principal components, more 
principal components, or be physical test data.  
These methods can be broken down into two groups. Those that require additional 
samples and those that do not. The methods that require additional samples compare the 
response predicted by the surrogate and the actual response of the data. If the data matches 
then the surrogate is accurate. There are two primary methods. The first is Root Mean 
Squared Error (RMSE). The RMSE measures the difference between the surrogate 
prediction and the actual response value. The calculation is shown below. 
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 𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖 − ?̂?𝑖)2
𝑛
𝑖=1
𝑛
 
2.8 
The RMSE can be paralleled to the standard deviation calculation or the distance 
calculation between two points.  Like distance and standard deviation the value shown is 
not representative of the data set, it ranges depending on the actual response values, thus 
many cases normalize the RMSE by the range or response values. Another method to 
measure the error is the 𝑟2 value. 
 𝑟2 = (
𝑐𝑜𝑣(𝒚, ?̂?)
√𝑣𝑎𝑟(𝒚)𝑣𝑎𝑟(?̂?)
) 
2.9 
Which is equal to 
 𝑟2 = 
(
 
𝑛∑ 𝑦𝑖𝑦?̂?
𝑛
𝑖=1 − ∑ 𝑦𝑖
𝑛
𝑖=1 ∑ 𝑦?̂?
𝑛
𝑖=1
√[𝑛∑ 𝑦𝑖
2𝑛
𝑖=1 − (∑ 𝑦𝑖
𝑛
𝑖=1 )
2][𝑛 ∑ ?̂?𝑖
2𝑛
𝑖=1 − (∑ ?̂?𝑖
𝑛
𝑖=1 )
2]
)
 
2
 
2.10 
𝑟2 is similar to RMSE where it measures the difference between the actual and 
predicted response values. However, it measures the error using the covariance between 
the actual and predicted values. For 𝑟2 it is similar to a correlation length, meaning the 
response value is normalized between zero and one. If 𝑟2 is 1, the actual and predicted 
values are the same, as 𝑟2 decreases, the prediction quality decreases.  
The other model type of model validation is methods that do not require additional 
samples, the main method for this called Cross-Validation (CV), specifically the leave-
one-out CV method. This leave one out CV method measures the difference between the 
left out samples response and the models prediction at that location. Eq. 2.11 shows the 
prediction.  
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 𝐶𝑉 =  
1
𝑛
∑[𝑦𝑖 − 𝑦?̂?]
2
𝑛
𝑖=1
 
2.11 
The measurements of error of the function is shown below for different levels of 
samples. 
 
Figure 2.9: RMSE change over different models and sample numbers 
 Figure 2.9 shows the RMSE on the y axis and the number of samples on the x axis. 
The linear prediction is blue, the quadratic is red, the cubic is yellow, and the fourth order 
prediction is purple. Increasing the number of samples decreases the RMSE of the 
surrogate, obviously. The greatest note of this is that even the RMSE of the linear model 
decreases as the number of samples increases. 
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Figure 2.10: 𝒓𝟐 change over increasing LHS samples 
Figure 2.10 shows the change in the 𝑟2 as the number of samples increases. The 
𝑟2 measures the correlation in the error, meaning it does not just measure error, it also 
measures the global fit of the function. Using a linear fit on a nonlinear function means the 
global correlation has an upper limit for that order of response, and increasing the order of 
the response to quadratic or cubic should increase the global correlation, especially as the 
number of samples increases. This result is shown in Figure 2.10 as the linear function does 
not come close to a high 𝑟2 value, while the fourth order prediction has a much higher 
prediction quality. 
The fundamental assumption of the model limits its ability to make predictions for 
two reasons. First, the order of the polynomial controls the response. For example if a linear 
assumption is made, any higher order response is missed in the data. The second limitation 
is the difference between actual data and the response prediction. The regression method 
is a best fit for the whole data set. This means that there is no guarantee that sample 
predictions and the regression prediction will be equal. For physical experiments this can 
be fine, as the difference between the regression and physical data are consider uncertainty, 
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however in computer models the predicted response is the response value, and not 
matching these two points causes error in the model and can limit the usefulness of the 
methodology in applications like design optimization, or in making accurate predictions of 
the response in Uncertainty Quantification. This lack of continuity between samples and 
regression prediction locations is one of the reasons for the creation and use of the next 
methodology, Gaussian Process. 
2.4.3 Gaussian Process 
As state above Gaussian Process is another surrogate modeling method like regression. 
One of the primary differences between Gaussian Process and regression is the use of a 
hyper parameter to ensure a proper fit between the samples. 
 One of the most popular methods for is the GP. The prediction of GP takes the form 
shown below in Eq. 2.12.  
 𝒀 = ϻ + 𝝓𝜱−𝟏(𝒚 − 𝟏ϻ) 
2.12 
 𝒀 is the response, ϻ is the mean of the data collected, 𝜱 is the correlation matrix 
between the samples in the data set, 𝝓 is the correlation between a new sample location 
and the original data set, 𝒚 is the vector of data points used to build the model. The 
correlation matrix 𝜱 and vector 𝝓 are calculated through Eq. 2.13.  
 𝜱,𝝓 = exp (−∑𝜃𝑗
𝑘
𝑗=1
|𝑥𝑗
(𝑖) − 𝑥𝑖|
2
) 
2.13 
 This equation measures the distance between the samples in j dimensions and 
weighs them with a hyper-parameter 𝜃. By optimizing the hyper-parameter with the 
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Maximum Likelihood Estimation (MLE), the optimal correlation between the data points 
can be calculated and used to fit the response. 
 Using the same data points and test function from the previous example. This 
response shows the sample points, the true function in red, and the Gaussian Process 
prediction in yellow.  
 
Figure 2.11: Gaussian Process Prediction of a nonlinear response 
  Compared to Regression there are two distinct differences. The blue points are the 
samples, the red line is the true response and the yellow line is the GP prediction. The first 
is that in Gaussian process the prediction goes through the data collected. The second is 
that the function is almost identical even for a nonlinear prediction that does not have a 
polynomial basis. This lends the Gaussian Process to be used in FE simulations as the 
prediction of the response is systematically calculated and not subject to deviations, 
meaning the prediction of the surrogate should match for every sample response in the data 
set. 
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Figure 2.12: RMSE of GP vs Regression 
Figure 2.12 highlights a powerful difference between GP and the same 4th order 
regression shown earlier. The blue line is the GP prediction quality and the red line is the 
fourth order regression accuracy. The fourth order regression initially outperforms the GP 
but as the number of samples increases, the GP takes over. This occurs because the 
assumptions of the polynomial order form is powerful when data is limited, but as samples 
increase, this assumption to the form of the polynomial becomes a restriction. GP does not 
have this restriction, so while it will underperform with extremely limited samples, as data 
becomes more plentiful, it will outperform most regression models. The same story is told 
with 𝑟2. As the number of samples increasing, the GP becomes more correlated to the true 
response, shown below in Figure 2.13. 
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Figure 2.13: 𝒓𝟐 between GP and Regression model 
One problem Gaussian Process has is for problems with uncertainty, in this case a 
problem with uncertainty, the Gaussian Process prediction that does through every point is 
a hindrance and leads to numerical instabilities. This has led to other formulations of 
Gaussian Process that can identify this uncertainty, even in nonlinear response. One 
example of this is Non-Deterministic Kriging [25-30]. 
 SABRE Example 
 As stated above, the SABRE methodology was developed to predict the mode shape 
responses of rotor blades using a set of samples and emulators to eliminate the need for FE 
runs after the data is gathered. The example model used is a set of eighteen mistuned blades 
developed from the Purdue.  
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Figure 2.14: Geometric Principal Components of Purdue Rotor 
 The figure above shows the first 3 geometric principal components that can be used 
to build new geometry samples. In this problem the first two geometric principal 
components are used to build a new geometric samples. In this example 98 blades using 
two geometric principal components are generated and run in FE. The mode shapes of these 
blades are extracted and decomposed with PCA. 
 
Figure 2.15: MS PCA results 
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An example of the MS results are shown in Figure 2.15. The mean mode shape is extracted, 
and the first three mode shapes principal components are shown. The images show a heat 
map of the mode shapes, the red being high value and blue being low value. Some mode 
shapes have radically different results, specifically those with mode switching. Figure 2.16 
shows the change in Natural Frequencies with respect the geometric PCs. 
 
Figure 2.16: Natural Frequency deviation with respect to Geometric Change 
This Figure shows that all of the mode shapes change with respect to the geometric 
principal components that causes mode shape veering and crossing, or simply mode 
switching. Mode switching is when the geometric change causes the natural frequencies to 
shift, and the interaction between the converging natural frequencies causes the mode 
shapes deviations and eventually switching the order of the mode shapes. The color coding 
of the plot also shows the accuracy of the mode shape predictions which is done with the 
Modal Assurance Criterion, a vector comparison technique. This method uses the inner 
product between the two vectors, squared, and is normalized by the magnitude the two 
vectors that are compared. 
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The accuracy is then determined by the MACE value. A value of one means the 
two vectors are identical a value of zeros means the vectors are orthogonal, meaning a 
completely different vector is predicted. Dark blue indicates high prediction quality and 
yellow indicates low prediction quality. Clearly, the locations of mode switching and mode 
veering causes the mode shape prediction quality to decrease. An example of mode 
switching can be shown by looking at specific mode shapes of different samples. 
 
Figure 2.17: MS Switching example compared to non-switching mode shapes 
Figure 2.17 shows the differences between a mode shape without mode switching in MS 
25, and a mode shape with MS, in MS 18. MS 18 has switching occur and it rapidly changes 
throughout the design space. Another example of how it decreases the accuracy is in Figure 
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2.18. The mode shapes with mode switching are the ones with the lowest MAC values and 
the greatest range in MAC values. 
 
Figure 2.18: MAC between FE and emulator predicted MS 
To further investigate the cause of this phenomena, one can look at the response 
surfaces and the quality of fit of the surrogate models. 
 
Figure 2.19: Response surface fit for two non-switching mode shapes. 
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In this figure the colored surface is the predicted response surface, the black dots 
are the data points used to build the surrogate model. As shown the response surfaces of 
the non-switching mode shapes have a low order polynomial, and in some cases linear, 
response. Surrogate models, both the Gaussian Process and Regression methods, are 
ideally suited for these responses, and in these cases the prediction quality of the mode 
shapes are extremely high. However, this is not the case for switching mode shapes. 
 
Figure 2.20: Response surface of a switching mode shape 
Figure 2.20 highlights the differences in the response characteristics. Figure 2.20A 
the multicolored surface is fit to the response from the Gaussian Process with the black 
dots the points used to build the surface.  Part B shows the black points used to build the 
response surface, with the multicolored dots being the Verification points. Clearly, this 
prediction suffers from overfitting. This overfitting is caused by the non-stationary sharp 
change in the response, which is the location of where mode switching occurs in the 
response domain. 
The take away from this information is the accuracy of the SABRE methodology 
is limited by the surrogate model used, specifically for mode shapes with mode switching. 
The problem is the mode shapes with mode switching have response surfaces that have are 
A B 
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non-stationary, which traditional surrogate modelling methods fail to accurately predict. 
Methodology must therefore be developed to build surrogate models that can accurately 
make predictions of the mode shape responses without an intractable amount of data 
required. 
 Summary 
As stated above the inputs of surrogate models in SABRE are the reduced order geometric 
variables, and the response variables are the reduced order mode shape information. The 
predictions generated can be used with new blade geometries, which are reduced into 
principal component variables. The prediction is the reduced order mode shape 
information, which can then be rebuilt into a full mode shape prediction. This methodology 
allows for predictions in high degree of freedom systems with surrogate models. The lynch 
pin in this methodology is the quality of the surrogate model generated, an inaccurate 
surrogate model will generate an inaccurate prediction of the mode shape. Mode shapes 
with mode switching have a non-stationary response that reduces the quality of the 
surrogate model, thus measures must be taken to improve surrogate model prediction 
quality for these mode shapes. The methodology developed to account for the non-
stationary response is the Classification Decision Boundary. 
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Classification Decision Boundary 
In this study, The Classification Decision Boundary (CDB) process was developed and 
proposed to increase the prediction quality for non-stationary and discontinuous portions 
of the response that are found in the emulators for the mode shapes with mode switching. 
The CDB methodology is a three step process to increase the prediction quality of the 
emulators. Figure 3.1 shows the traditional SABRE flowchart that has been updated to 
include the changes the CDB methodology requires shown in the shaded blocks. 
 
Figure 3.1: SABRE Methodology Flowchart with CDB 
The first step is mode shape alignment. This process increases the prediction quality 
by ensuring the response surface of the emulator is as continuous and stationary as possible. 
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The second step is mode shape clustering. Mode shape clustering groups the mode shapes 
by similarity, identifying if mode switching has occurred, and if it has occurred, which 
mode shapes suffer from the mode switching phenomena. The third and last step is mode 
shape classification. The mode shape classification uses the clustering information to 
identify the boundary in the geometric space where the mode switching occurs making 
identification of which mode shape group future samples belong to.  
 Mode Shape Alignment 
The purpose of the Mode Shape Alignment is to ensure the response surface generated 
from the mode shape principal components generates a continuous response surface. 
Without proper mode shape alignment, the individual blade phase can change the mean of 
the sample data set, thus changing the PC vectors and score values. An example of this is 
shown in Figure 3.2. The response surface is split into an upper and lower region because 
the mode shape phase are not aligned, meaning response variable, PCMS, has one set of 
response values associated with one phase and another set for the other phase. 
 
Figure 3.2: Unaligned Response Surface 
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A mode shape alignment methodology therefore ensures the mode shape response 
surface is continuous. This is done through forcing the different samples to have a properly 
aligned mode shape phase. The first step in this process is the inner product between the 
mode shapes. The inner product between the mode shapes defines the ‘angle’ between the 
vectors. In orthogonal modes, the value is zero. As the value increases towards one the 
vectors become closer and with a value of one, the vectors are the same. The inner product 
values can be less than zero. In this case as the value decreases towards minus one the 
vectors are the same and just point opposite one another. If the inner product value is less 
than zero the samples are considered out of phase. In phase mode shapes occupy a local 
region of place, out of phase mode shapes are nearly opposite, thus when applying PCA, 
an out of phase vectors sticks out. 
3.1.1 Existing Alignment Methodology 
The existing methodology for mode shape alignment is relatively simple and easy to 
calculate [31]. The mode shape alignment is done with a baseline and comparison sample. 
A baseline sample for the mode shape is selected, generally towards the center of the 
geometric space of the data set, and each other sample in the data set is compared one by 
one. The mode shapes that have a negative inner product value have their phase flipped, so 
that inner product value is positive. For most mode shapes this ensures that the inner 
product between each possible combination of blades is greater than zero and in therefore 
in phase. An example of this process is shown in Figure 3.3.  
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Figure 3.3: Improper vs Proper Mode Shape Alignment 
 Figure 3.3 shows the results with a proper alignment (A) and an improper alignment 
(B). On the left the samples are aligned properly, the right they are improperly aligned. The 
x-axis shows the geometric PC score values that are used as inputs and the y-axis is the 
mode shape PC values. The response surface, though non-stationary, could still be 
emulated. However the results on the right would be much harder if not impossible to 
emulate. The cause of this is the non-stationary portion to the response combined with the 
discontinuity generated by improper alignment. 
 In this example the existing methodology is shown to be a useful tool to generate a 
continuous surrogate model. However, when the methodology fails the generated response 
surface is discontinuous which causes poor predictions of the mode shapes when trying to 
fit an emulator. The limitations of the existing methodology, both in terms of when the 
methodology fails and why it fails is explained in the next section. 
3.1.2 Limitations of Existing Alignment Methodology 
The limitation of the existing methodology caused by non-stationary responses. The non-
stationary response values occur when the mode shape emulators deal with mode 
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switching, mode veering, and/or mode crossing. The mode switching causes problems with 
the alignment strategy for two reasons: the mode switching causes the mode shape to 
rapidly change in the design space, and the rapid change in the mode shape causes two 
distinct groups in the vector space. These two groups cannot be aligned with a baseline and 
comparison technique. While inner product between a baseline and comparison can be 
forced to be greater than zero, it does not mean that each other sample in the data set when 
compared to one another are in phase with each other. This means the alignment changes 
depending on which sample is used as the baseline which in turn changes in the response 
surface. For this reason the proposed alignment methodology, introduced in the next 
section, was developed and proposed. 
3.1.3 Proposed Mode Shape Alignment Method 
The proposed alignment strategy also uses the geometric information to enforce an 
alignment that generates a continuous response surface. Figure 3.4 shows the main steps 
of the proposed alignment process. 
 
Figure 3.4: Flowchart of Alignment 
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The alignment process starts with two groups. Aligned samples and unaligned 
samples. The first step is to identify the sample at the geometric corner and is grouped as 
the first aligned sample. Next, the samples reduced order geometric random variables are 
used to identify the closest sample to it in the design space to the aligned group, then the 
new sample is aligned with the closest aligned sample in the aligned group. The process is 
repeated for all samples. The new samples are grouped as aligned and the closest unaligned 
is in phase with the closest aligned sampled. This process ensures that the mode shapes are 
in phase with the samples closest to them in the reduced order geometric design space while 
also ensuring the samples have a consistent phase throughout the design space. 
3.1.4 Demonstrative Example 
 
Figure 3.5: Comparison of A) No Alignment B) Baseline C) Moving Baseline  
Figure 3.5 shows the difference in alignment strategies. The first images shows the 
response surface prediction with no alignment done on the mode shape information. The 
second image shows the results from using the baseline alignment strategy. The third image 
is the correct alignment from the moving baseline alignment strategy. In the baseline 
alignment case the edge samples were incorrectly aligned because the mode switching has 
caused the blades to be nearly orthogonal, and the correct alignment requires the inner 
product between the baseline sample and the comparison to be less than zero, or what is 
A B C 
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traditionally out of phase. Of note, in a different mode shape slightly different results can 
be found. The proposed alignment strategy generates a continuous response surface 
because it also considers the geometric information and uses it to ensure that samples close 
to one another are in phase, but that samples far away from one another are not needed to 
have their phase directly compared. 
 
Figure 3.6: Comparison of A) No Alignment B) Baseline C) Moving Baseline  
In this example the no alignment strategy does not generate a continuous response 
surface, but both the moving baseline and baseline strategies produce continuous surfaces 
even though these surfaces, upon first inspection, are quite different. The difference 
between these surfaces is in the sign of the score values, the surfaces are mirrors about the 
z-axis of one another. Critically, while these results are different, they both produce a 
continuous response surface, and are therefore both correct. The previous example shows 
that while the baseline strategy can produce proper alignments, it does not guarantee proper 
alignment and therefore the proposed moving baseline strategy should be used. 
3.1.5 Summary 
 Mode Shape phase affects the calculation of the PC vectors, mean, and score values. 
To generate a response surface that can be used with surrogate models, the phase of the 
mode shapes must be aligned properly. In pursuit of this, the phase of each vector is 
A B C 
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checked to make sure the vectors are in phase between a baseline sample and all samples 
in the data set. However, this method failures to generate continuous response surfaces 
consistently for mode shapes with mode switching. New methodology was developed for 
this purpose. The moving baseline process uses the additional information of the blade’s 
reduced order geometric information to ensure the response surface is continuous. A 
comparison study was done between the two methods to ensure the proper mode shape 
phase was attained and to compare the response surfaces. The results show that alignment 
is required, the baseline alignment strategy does not always generate a continuous surface, 
and the proposed alignment methodology always generates a proper alignment. After this 
process is complete, mode shape clustering can be performed. 
 Mode Shape Clustering 
Mode shape clustering is the process of identifying distinct groups of mode shapes that 
occur when a mode shape experiences mode switching. The mode switching effect requires 
the mode shape to be clustered into separate groups. The grouping information is required 
for the future classification process. Clustering is an established data analytics technique 
with the express purpose of identifying distinct groups in a sample set. Traditional methods 
for clustering include k-means clustering [32, 33] and hierarchal clustering models. These 
processes can prove useful, but have limited applications to identifying mode switching 
groups. These limitations require the development of a novel clustering method that is 
tailored for the mode switching application. The final portion of this section gives an 
example that shows the differences between what the proposed method and k-means. 
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Figure 3.7: Clustering Results for Mode Shapes 
  Figure 3.7 shows the correct groupings of samples and clarifies how the problems 
occur. The response in this figure is the natural frequency information and shows how the 
natural frequencies change over the design space. The interactions between the natural 
frequencies, is highlighted by a change in color. The colors are the mode shapes that are 
identified to be the same. For the first problem mentioned above the samples highlighted 
in in orange, light blue, and purple and labeled “NF 18” show that mode shape 18 has mode 
switching phenomena at two locations in the design space. Without being able to view the 
grouping information, the existing clustering algorithm could guess the wrong number of 
groups, and therefore give the wrong grouping information. The second problem is the 
consistent boundary. The interaction between the orange and light blue lines, labeled “NF 
18” and “NF 17” shows the two groups of samples do not overlap one another, the 
boundary is the same for both mode shapes. With an improper clustering algorithm those 
samples may be grouped together which would reduce the accuracy of the boundary 
prediction and the accuracy of the surrogate models. 
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The purpose of mode shape clustering is to identify the location in the design space 
where mode switching occurs. The identification of this location also identifies the non-
stationary response in the surrogate model. Clustering is used in particular because with 
the non-stationary portion of the response identified accurate surrogate models can be built 
around the non-stationary response, whereas other methods would attempt to build a 
surrogate model that suffer from the non-stationary portion of the response.  
3.2.1 Existing Methodology 
There are a variety of existing clustering algorithms including k-means and hierarchal 
clusters. These general methodologies are applicable to a wide variety of problems. This 
thesis focuses on k-means clustering because it can closely predict the boundaries, with 
some limitations. K-means is effectively generating a center point and a centroid for k 
numbers of groups and is trying to minimize the centroid of each group. This forces 
samples into groups that are closest to one another in the design space. 
 The mathematical formulation for k-means is simple: minimize distance between 
the mean group location and the samples in the group. It does through the mathematics 
shown in Eq. 3.1 
 
𝐾𝑚𝑒𝑎𝑛𝑠 =  ∑∑‖𝑥𝑖
(𝑗)
− 𝑐𝑗‖
2
𝑛
𝑖=1
𝑘
𝑗=1
 
3.1 
The distance formulation can be substituted for the Euclidean distance: 
 
(𝑥𝑖
(𝑗)
− 𝑐𝑗)
2
 
3.2 
Or for the cosine distance between vectors: 
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1 −
𝑥𝑖𝑐𝑗′
√(𝑥𝑖′ ∗ 𝑥𝑖)(𝑐𝑗′ ∗ 𝑐𝑗)
 
3.3 
The mathematics here is the objective function is the distance the ith sample has 
from the jth cluster mean location. This distance calculation can take many formulations. 
This works focuses on the standard Euclidean distance and the cosine distance, which is 
the angle between vectors. Figure 3.8 shows a simple 2D example with k-means using the 
Euclidean distance. In this example there are two groups of data points, and k-means 
divides the groups by distance, the nearest samples to the cluster center are grouped 
together. The black points are the centers of the prediction groups, the red points grouped 
into one group and the yellow points are the second group. 
 
 
Figure 3.8: K-means Example 
3.2.2 Limitations of Existing Clustering Methodology 
The IBR problem has additional considerations that limit the applicability of existing 
methods. The first point is that each mode shape is considered a set of information, and 
these sets of information interact. The mode switching involves at least two mode shapes 
X1 
X
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crossing. If the mode shapes are clustered separately then the clustering algorithm is not 
guaranteed to identify the same groups between separate mode shapes, which they 
theoretically should have the same group. If all modes involved are used together in the 
clustering algorithm, then some samples that are grouped together are of the same 
geometry, which is not possible as they should be different modes and should not be 
considered the same mode shape. The clustering algorithms listed above also requires the 
need to define the number of groups. In a high dimension problem, the number of mode 
switching instances that occur for a given mode are not readily available. If the number of 
estimated groups is wrong, accuracy is lost. 
Another point is that k-means and hierarchal clusters are in a category of machine 
learning called unsupervised machine learning, meaning no information is known about 
the groups. In this problem the mode shapes have additional information; the mode shape 
number. This limitation requires the use of the mode shape information to group, a partially 
supervised algorithm. 
3.2.3 Proposed Mode Shape Clustering Method 
The two limitations that occur in the previous methodology can be solved by applying a 
new clustering methodology that uses the mode shape order number. The method uses a 
baseline and comparison technique. First, all the mode shapes of a specific sample are 
chosen, and compared to the other samples in the data set. The mode shapes that are closest 
to one another are grouped together with a restriction that two comparison mode shapes 
cannot be grouped to the same baseline sample. This also eliminates the need to predefine 
of the number of groups and gives consistent groups between separate mode shapes. 
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 Mathematically this looks similar to k-means using the cosine distance is the metric, 
but the distance is compared to a baseline sample instead of a centroid. Samples are 
grouped to their closest neighbor with the limitations that 1) samples with the same 
geometry cannot be grouped together, and 2) only one sample per mode shape. 
 𝑨 = 𝜳𝒃
𝑻𝜳𝒄 
3.4 
The first step is to generated matrix 𝑨. This matrix has rows that show how a 
baseline mode shape compares to the comparison mode shapes and columns that show how 
the comparison mode shapes compares to the baseline mode shapes. The matrix is searched 
for the best alignment possible for each baseline mode shape, this means each row is 
searched for where the maximum value occurs in the matrix, 𝑨. The location of the 
maximum value identifies, which mode shape is closest to the baseline. In the case of 
multiple mode shapes identifying the same vector as having the best group, then the 
baseline sample that is closest between the two vectors is chosen. A simple mockup 
example of this is shown below. 
 
𝐴 = [
1 0 0
0 1 0
0 0 1
] 
3.5 
The matrix A in this example is an identity matrix. Each row is a baseline example 
and each column in a comparison. The first row of A has the highest value in column one. 
This means mode shape one of the baseline is best grouped with mode shape one of the 
comparison sample. The identity matrix means each baseline mode shape aligns with each 
comparison mode shape and no mode switching has occurred. 
 
𝐴 = [
1 0 0
0 0 1
0 1 0
] 
3.6 
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The matrix 𝑨  in this example that has mode switching. The first row and column 
match, however the second mode shape of the baseline is best grouped with the third mode 
shape of the comparison, and the third mode shape of the first example is best grouped with 
the second mode shape of the comparison. This signifies mode switching has occurred. 
 
𝐴 = [
. 94 0.1 0
0.1 . 58 . 78
0 . 63 . 7
] 
3.7 
In this third example we have mode switching. The baselines first mode shape and the 
comparison first mode shape are best grouped. The baseline of the second mode shape and 
third mode shape are best grouped with the comparisons third mode shape. In k-means it 
would simply group both samples together. In the proposed method, the logic of one 
sample per group forces the third mode shape of the comparison to be grouped to the second 
mode shape of the baseline. Even though the third mode shape of the baseline is better 
aligned to the third mode shape of the comparison, it forces the alignment to be with the 
second mode shape of the comparison. Looking at the diagonal terms, matrix 𝑨  as .58 and 
.7 if the grouping did not identify mode switching, but if mode switching has occurred the 
off diagonal terms are used whose values are .63 and .78. Obviously, the alignment is better 
in the case of mode switching, but k-means does not have the mode order and therefore 
cannot make this prediction. 
3.2.4 Demonstrative Example 
The example shown in this section compares the differences in results between the 
proposed clustering methodology and the k-means method. Figure 3.9 shows the 
differences between the two clustering methods on rotor blade samples. This example 
considers both mode shapes 15 and 16 using 98 LHS samples. In Figure 3.9 the x axis is 
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the first geometric PC and the y axis the second geometric PC. The different colors 
represent different groups of points identifying which mode shape the clustering algorithm 
identified. Both kmeans and the proposed method use the mode shape information. 
 
Figure 3.9: Clustering Results between two mode shapes 
The results shown only have minor differences, but these can lead to drastically 
different results. The k-means clustering and the proposed clustering for mode shapes 15 
and 16 have different results, circled in red. Additionally, the k-means method is not 
guaranteed to identify the same groups of samples between mode shapes whereas the 
proposed clustering method will. Importantly, the k-means method has to be supplied the 
number of clusters whereas the proposed clustering method only needs to provide a 
specified number of mode shapes. 
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3.2.5 Summary 
Mode shape clustering is the process of identifying the different mode shapes present 
within the geometric design space. The identification of the groups is then used in the 
classification of the CDB methodology. General clustering methodologies exist including 
k-means and hierarchical clusters. These methods often fail to identify the groups, are 
limited by being unsupervised algorithms, and require the supply of group numbers. This 
limitation spurred the development of a new method that uses the mode shape number and 
order to generate a partially supervised algorithm. The proposed method will generate the 
same clusters between mode shapes without required the number of clustering groups as 
an input. 
 Mode Shape Classification 
Mode Shape Classification identifies the boundary location where mode switching occurs 
in the design space. By identifying the non-stationary response, accurate surrogate models 
that are built around the classification boundary can be used. The existing methodology for 
classification is Support Vector Machines (SVM) [34, 35]. SVM is a powerful tool that 
identifies the boundary and can be used to identify which group new samples belong to. 
The SVM methodology is explained in this section and a demonstrative example is shown 
in the following section. 
3.3.1 Purpose 
The purpose of mode shape classification in this methodology is to identify the boundaries. 
The identification of the groups of mode shapes from the clustering algorithms can be used 
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to identify the boundary between groups, the location of mode switching, and the location 
of the non-stationary behavior in the data set. This boundary is then used to divide the 
design space so that emulators can be used to separate stationary domains, increasing the 
accuracy of the surrogate models. 
3.3.2 Adopted Classification Methodology 
SVMs use the grouping information and a regression or interpolation function to maximize 
the distance between the samples of each group and therefore optimize the boundary 
prediction location. SVM allows for a large number of functions to be applied including 
the Radial Basis Function (RBF), Gaussian Process, and Regression. The formulation of 
SVM is layered, and can be modified depending on the use. This formulation is focused on 
linearly separable groups, meaning groups that have a defined boundary between them with 
no intermingling of groups. 
 The root of SVM is to optimize the distance between groups of data. This is done 
by defining boundary location between two groups and measuring the distance between 
the predicted location and the other points in the data set. Mathematically this is expressed 
as: 
 
min(‖𝛽‖) 3.8 
𝛽 is the vector normal to the hyperplane. By minimizing this vector the distance 
between the two groups, called a margin, is maximized. Next, the normal vector is defined 
a hyperplane between the two groups. 
 
𝑓(𝑥) = 𝑥′𝛽 + 𝑏 = 0 3.9 
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Where 𝑥′ is the input information, y is the response information and 𝛽 and b are the 
coefficients that control the support vectors and hyperplane. 𝑥′ is the geometric 
information, and y is the group information. The goal is to identify the 𝛽 and b combination 
that represent the optimal hyperplane and minimize ‖𝛽‖⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ . This is done by solving Eq. 3.10. 
 
𝑦𝑗𝑓(𝑥𝑗) ≥ 1 3.10 
For each data point, when 𝑦𝑗𝑓(𝑥𝑗) = 1 the sample location is on the boundary. 
Future samples can then be found by plugging the location into the calculation and looking 
at the sign depending on which side of the boundary the sample is on. This means applying 
the previous equation for both y = 1 and y = -1. 
The classification process has to be done on each of the mode shapes with mode 
switching, and a surrogate model is required for each side of the boundary. With the 
classification complete CDB methodology can be implemented.  
3.3.3 Demonstrative Example 
This example uses the clustering information gathered from the proposed clustering 
algorithm and uses the SVM model with a Gaussian kernel function. The x and y axes are 
the first and second geometric PCs, respectively. The color coding is the grouping 
information and the black line is the prediction of the SVM. 
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Figure 3.10: Boundary Prediction Results from SVM 
Figure 3.10 color coats the clustered samples by group and the black lines show the 
predicted boundary between the clusters. The results show that even with a flexible 
Gaussian based kernel function there are still samples that are grouped on the opposite side 
of the boundary. While this is a limitation of the SVM methodology, it is still able to 
globally predict an accurate boundary. 
3.3.4 Summary 
The purpose of classification is to identify a boundary between the groups determined by 
the clustering algorithm. This boundary is generated using SVMs. This is the final step of 
the CDB methodology that is done after alignment and clustering. After this step, the 
surrogate models can be generated using the boundary information to divide the design 
space and build separate surrogate models. The following section is an example that uses 
all three step of the CDB methodology. 
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 Classification Decision Boundary Example 
Each section of the classification decision boundary is explained individually. Each of 
these steps is requires in the CDB methodology. Together the CBD methodology allows 
for increased prediction quality of non-stationary responses compared to traditional 
surrogate modeling methods. Now, an example of this increased performance is shown 
using all three steps. 
 
Figure 3.11: CDB methodology applied to bladed rotor problem 
 The response surfaces are from the first and second mode shape PC for mode shape 
15 and 16. The multicolored response surface is the GP prediction, the blue, black, and red 
dots are the sample points used to build the prediction model. The results show that by 
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applying the CDB the overfitting that occurs due to mode switching is eliminated and the 
global fit of the surrogate increases. 
 Summary 
The Classification Decision Boundary (CDB) methodology is proposed as an extension 
to the existing SABRE method. This process specifically deals with the surrogate models 
used for mode shapes with mode switching. The process has three steps that ensures the 
prediction quality and is shown in Figure 3.1. This process follows closely to the SABRE 
process shown in Figure 2.1, with some modifications. The modifications are highlighted 
in blue. The first modification in the process is the mode shape alignment, the second is 
the mode shape clustering, and the third is the mode shape classification. The combination 
of these three limits the effect of the non-stationary portion of the response, identifies the 
location where the mode switching occurs, and improves the surrogate model prediction 
quality.
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Adaptive Sampling 
Adaptive Sampling (AS), sometimes called infill criteria, is a useful Uncertainty 
Quantification strategy to improve the prediction quality of surrogate models [24]. This 
method can be used in 1) searching for an optimum with a surrogate, for 2) increasing the 
accuracy of the surrogate, or 3) combining both of objectives above. AS for the purpose of 
searching for an optimum is generally termed exploitation. AS for the purpose of 
improving the surrogate is termed exploration. This is a powerful tool in improving 
surrogate model, without high computational expense. The final area of AS that is a 
combination of exploitation and exploration methods are called hybrid methods. These 
methods account for uncertainty in the system and balance searching for the optimum while 
also searching in areas with little information. This is to ensure the optimum found is a 
global optimum and not a local optimum. 
The motivation for this work is to improve the surrogate models beyond applying 
to CDB. The first reason is the CDB location is based off the sample data set. Improving 
the prediction of the boundary with AS enables an efficient means of improving the 
surrogate and locating the area of mode switching with more accuracy [37-39]. The second 
reason is that the best way to improve the accuracy of a surrogate model is by intelligently 
adding more samples. If the assumptions made in the surrogate hold true, then adding data 
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improves the prediction quality greatly. For these two reasons AS can improve the accuracy 
of surrogate models. 
 Overview 
AS in this paper focuses on exploration methods. This is because the surrogates are used 
as an analysis tool to quantify the uncertainty, not to search for optimal designs [36]. The 
AS for exploration methods are fairly limited due to the fact that the main methodology is 
generally using the Mean Squared Error (MSE) in the surrogate model as the objective 
function to identify sample locations that will increase prediction quality. This method is 
limited and mainly searches for locations in the design space with little data, making it 
essentially a space filling technique that does not consider the response characteristics. To 
account for this a novel AS method is introduced, the Cross-Validation (CV) based AS. 
The other application of AS in this paper is for boundary optimization. The CDB 
introduced in the previous sections increases the emulator accuracy, but the accuracy of 
the classification algorithm used is limited by the data set collected.  To increase the 
accuracy of the boundary without simply increasing the sample size of the data set, AS is 
used to identify locations where the CDB prediction of the boundary has the highest 
potential of improvement. 
 Adaptive Sampling for Model Improvement 
The purpose of AS for model improvement is to increase the accuracy of a surrogate model 
by adding samples in a selective manner. While adding more samples generally improves 
the model, adaptively adding samples identifies locations in the surrogate that has the most 
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uncertainty and improves the prediction quality the most, as compared to a sample that is 
randomly added to the data set. The existing methodology for this is to use the calculated 
MSE in the model as the objective function and search for the location of maximum MSE. 
The first portion of this work is to ensure that the CDB and AS methodologies work 
together. The second portion of this work is the development of a novel CV based objective 
function to replace the MSE as the uncertainty metric. This section is concluded with an 
example on a non-stationary analytical function and a summary of the work. 
4.2.1 Existing Methodology 
As stated above the AS is used specifically for surrogate model improvement in this work. 
The existing methodology primarily uses the Mean Squared Error (MSE).  MSE is the 
derived uncertainty of the surrogate model. The formulation for MSE in Kriging is  
 
?̂?2(𝒙) = 𝜎2 [1 − 𝝍𝑻𝜳−𝟏𝝍+ 
1 − 𝟏𝜳−𝟏𝝍
𝟏𝑻𝜳−𝟏𝟏
] 
4.1 
The premise is to use the MSE to identify locations with the least amount of 
information in the surrogate and sample at that location. After sampling, the model is then 
updated and the process is repeated. Figure 4.1 is a simple example of the AS process. 
 
Figure 4.1: Flowchart of Adaptive Sampling 
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The LHS samples in the flowchart is not the only sampling method accepted, other 
sampling methods can be used. The surrogate model is generated and the MSE from the 
surrogate is then used as the objective function. The objective function is run in an 
optimizer, to identify the area of maximum uncertainty and then a sample is taken in that 
location. 
4.2.2 Limitations of Existing Methodology 
The limitations of the existing methodology can be broken down into two parts. The first 
part is the formulation of the MSE focuses on sampling in locations where the surrogate 
has the least information in the input space. While this fills in the holes of the surrogate, it 
does not heavily weigh the variations in the response. While improving the surrogate 
correlates to sampling in regions with low information, it does not guarantee an increase in 
accuracy. That fact also means that the location that reduces the inaccuracy of the surrogate 
model the most is not necessarily the location with the high MSE measurement. This 
limitation opens the question of: is a methodology capably of identifying locations where 
the surrogate model prediction can increase the accuracy of the surrogate model the most. 
The second part is if the methodology works well when combined with the CDB 
methodology. This means works needs to be done to ensure the AS process works well 
when combined with the CDB methodology. 
4.2.3 Integration into CDB methodology 
The first step when integrating AS into the CDB methodology is to ensure that the 
boundary is not being updated when applying AS. This is because if the CDB methodology 
adds samples, the boundary is updated, and changing the boundary location means that an 
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adaptive sample can be on one side of the boundary for one iteration and be on the other 
side in the next iteration, if this happens then the effectiveness of AS drops because the 
areas of uncertainty in the model are changing with the boundary. Thus, the boundary must 
not change when using AS for model improvement. Additionally, the process must sample 
on both sides of the boundary. To ensure both emulators are improving, the AS 
methodology should sample on both sides of the boundary. 
4.2.4 Proposed Cross-Validation Based Adaptive Sampling 
The CV methodology is straight forward. The traditional surrogate model has uncertainty 
information. For GP, the uncertainty metric is shown in Eq. 4.1. However, when using AS 
the desired effect is to increase emulator accuracy across the design space. While sampling 
where the information is lacking fills in gaps improves the surrogates. The CV based AS 
instead uses the sensitivity in the surrogate models based on the data given to build a 
prediction of where to sample. It does so because the goal of AS is to improve the surrogate 
model with a limited amount of data. Measuring where surrogate models have the most 
sensitivity and adding information in those locations should increase the accuracy of the 
prediction. CV AS is done through building a set of surrogate models that each leave out 
one of the data points of the whole data set. Figure 4.2 shows the set of predictions for the 
non-stationary response. Each color of line is a prediction of the CV leaving out a single 
sample. 
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Figure 4.2: Set of Surrogates Generated from Cross-Validation 
 A mean and variance of the surrogate predictions be calculated at each point in the 
design space.  The variance in the prediction can then be used as a substitute for the MSE 
to determine where to sample. Figure 4.3 shows the mean and variance of the CV 
prediction. The blue line is the mean prediction, the black lines are the variance in the 
response surface predictions, and the blue points are the samples used to build the 
surrogates. 
 
Figure 4.3: Mean and Variance for Cross-Validations Predictions 
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The equations are simple and are shown in Eq. 4.2 and Eq. 4.3 which are the mean 
and variance of the functions, respectively.  
 
𝑦(𝑥) =∑
ℎ𝑖(𝑥)
𝑛
𝑛
𝑖=1
 
4.2 
 
𝑠(𝑥) =∑
(𝑦(𝑥) − ℎ𝑖(𝑥))
2
𝑛
𝑛
𝑖=1
 
4.3 
This process is used specifically for the application of the SABRE methodology 
and could be applied to other functions and with Cross-Validation based AS explained the 
application of the proposed methodology can be done in Section IV. 
4.2.5 Demonstrative Example 
This example focuses on two things. First, is ensuring the CDB methodology works when 
combined with AS and the second is to test the CV based AS method. The function tested 
is a one dimensional non-stationary response. For this problem four comparisons are done 
between: MSE AS without CDB, MSE based AS with CDB, Cross-Validation AS with 
CDB, and finally CV AS without CDB. These four tests make sure the AS works for either 
objective function and that the CDB methodology works when combined with AS. 
 The analytical function used for this problem was developed to simulate the non-
stationary response of the mode shapes with mode switching. This function shown in Eq. 
4.4 
 
𝑓(𝑥) =
1
2
tan−1 (20(𝑥1 − 1) −
𝜋
2
) + .01𝑥2 
4.4 
The Function resembles the non-stationary behavior or rapidly changing from one 
region to another region at one point in the design space. 
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Figure 4.4: RMSE of Different Adaptive Sampling Methods 
The results shown in Figure 4.4 are the RMSE on the y axis and the number of 
adaptive samples on the x axis. The blue line is the MSE based AS without the CDB, the 
orange line is Cross-Validation based AS without CDB, the yellow line is the MSE based 
AS with the CDB, the purple line is the CV based AS with a CDB. It shows that the best 
performing method is the CDB methodology with a MSE AS methodology. The Cross-
Validation method works well to improve the surrogate model without the CDB 
methodology. There are two reason as to why CDB with CV performs poorly. First, is the 
failure to fit the hyper parameter in the GP. This generates a surrogate model with a poor 
fit which increases the RMSE in the model, leading to the poor results. The second source 
of error is the nature of the CDB methodology. The CDB method divides the design space 
around the non-stationary section of the design space to reduce the uncertainty in the 
model, the CV method uses the change in the surrogate model response prediction to 
predict areas of high deviation in response, with the elimination of the non-stationary 
response, and the power of the CV method is reduced. 
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4.2.6 Summary 
The purpose of AS for model improvement is to increase the accuracy of the emulator. The 
traditional means of AS is to sample where the MSE in the surrogate is highest. When 
applying AS to the CDB methodology two questions came up. First, is if the AS 
methodology would work when combined with the CDB methodology. To ensure the 
surrogate model increases in predictive quality the boundary prediction must not be 
updated with the adaptive samples and samples must be taken on either side of the 
boundary to ensure the global prediction quality increases. The other question is if the MSE 
was the proper methodology to use in AS. For this work a Cross-Validation based AS 
method was developed for the purpose of identifying locations in the surrogate that are 
most sensitive and therefore could use additional information. The culmination of this work 
is that the CDB methodology works when combined with AS and that the proposed CV 
AS method works well but the effectiveness is lessened when combined with the CDB 
methodology. 
 Adaptive Sampling for Boundary Optimization 
AS for boundary optimization is the process of updating the CDB with new information 
that improves the prediction of the boundary location. The purpose is that by improving 
the boundary prediction, the non-stationary behavior is better predicted. The existing 
methodology for this process measures the uncertainty by searching along with boundary 
for a location with the least volume of samples nearby, stating that this location is therefore 
the most uncertainty. This process proves useful but can be limited in the prediction quality. 
The proposed method tries to improve the prediction of uncertainty by measuring the 
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sensitivity of the classification score value. The proposed and exiting method are compared 
with one another in a demonstrative example to show the differences in the methodology. 
4.3.1 Purposed Methodology 
The CDB optimization is the process of updating the classification boundary generated 
through SVMs. The previous work uses the boundary information combined with a 
volumetric function that measures the density of points at each location on the boundary 
and identifies the location where the boundary as the least density of sample points around 
it, thus identifying where the model would have the least information and sampling at that 
location. On the other hand, the proposed methodology, shown in Figure 4.5 uses the 
classification score values.  
 
Figure 4.5: Example of Boundary Mean Prediction and Uncertainty 
The score value represents the uncertainty of CDB by measuring the distance 
between the classification score values and where the boundary is located allows for a 
prediction to where the boundary would be most improved. The boundary information is 
updated with new information until the convergence criteria is satisfied. In the final paper, 
X1 
X
2
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the convergence criteria will be fully defined and the CV AS process will be discussed in 
detail with the boundary optimization process. 
4.3.2 Limitations of Existing Methodology 
The proposed methodology has been developed specifically for application to the non-
stationary response found the IBR problem and as an extension to the SABRE process. AS 
exists and is only applied to the modification to the SABRE process, the current work seeks 
to ensure that the AS process works with the CDB. The first portion of work is the CDB 
optimization. Methodology that updates a classification prediction by adding samples 
already exists. The proposed work seeks to use a different metric to measure uncertainty to 
reduce the number of samples to build a prediction of the boundary, especially for 
application to the SABRE process. 
4.3.3 Proposed Boundary Optimization Method 
The proposed boundary optimization method uses the uncertainty in the surrogate to 
measure the inaccuracy of the surrogate model. It simply measures the maximum distance 
between the boundary location and where the classification score value is one. This 
functions similarly to AS where the goal is to identify the area of max uncertainty and 
sample at that location. 
4.3.4 Demonstrative Example 
The 2D analytical example function used is shown in Eq. 4.5. This test used 20 LHS 
samples to build the surrogate model by adding adaptive samples to the function and 
measuring the improvement through change in the RMSE. The results section is broken 
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into two parts. The first is the results for the CDB optimization. The second part is the 
results for the prediction quality of the surrogate model. 
 
𝑓(𝑥) =
1
2
tan−1 (20(𝑥1 − 1) −
𝜋
2
) + .01𝑥2 
4.5 
The CDB between the two points can be updated by using the score information. 
However, a metric has not been developed to measure the improvement in the boundary 
prediction and the true boundary, thus the results shown here are only qualitative. Figure 
4.6 shows the change in the boundary prediction as samples are added to the data set. 
 
Figure 4.6: Improvement of Boundary Prediction 
The initial estimation of the boundary is extremely poor, after adding 12 data points 
the prediction of the boundary improves, and the uncertainty in the boundary prediction 
becomes low. 
4.3.5 Summary 
AS for boundary improvement is a powerful technique that identifies the area of greatest 
uncertainty on the boundary and updates that location to improve the prediction. Several 
methods exist that strive to increase the accuracy of the boundary prediction. One of note 
69 
is the use of volume, identifying the location where the volume of samples around that spot 
on the boundary has the most uncertainty. The results show that the proposed method can 
optimize the boundary prediction.
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Summary 
The goal of this work is to predict the dynamic responses of IBRs that suffer from 
geometric mistuning. The foundation solving this problem starts with the existing SABRE 
process and discussing its capabilities and limitations. Namely, the inaccuracy of surrogate 
models of mode shapes that suffer from mode switching. The work proposed an approach 
to improve the accuracy of the surrogate models by applying a Classification Decision 
Boundary and AS method. The proposed method improves the accuracy of the surrogate 
models. The final point of discussion in this chapter is the future work that could be done 
to further improve the surrogate models.  
As stated above the goal of this work is to improve the prediction quality of IBRs 
under geometric mistuning. Many methods have been developed to predict the response of 
mistuned bladed rotors. Modern methods typically use a combination of mode reduction 
and an emulator to make fleet wide predictions. The model reduction is applied because 
the large number of degrees of freedom and limited samples in the blade limit the ability 
of many Uncertainty Quantification methods to make accurately. Emulators are applied to 
predict the response of geometry variations similar to blades already analyzed without 
running Finite Elements. 
 The AFRL has built one such method called SABRE. SABRE reduces the bladed 
rotor system into analysis of each individual blade with Craig-Bampton Component Mode 
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Synthesis, captures the geometry of physical rotor blades with a blue light scanner, builds 
Finite Element models why a high degree of accuracy using a mesh morphing tool, and 
then decomposes the Finite Element geometry with a dimension reduction tool called PCA. 
The reduced order geometry information can then be used to build a surrogate model of 
the total response, using the geometric information as inputs and the mode shape 
information as response. This enables accurate predictions of the mode shape response 
given geometric information, so long as the surrogate is correct. The surrogate models in 
SABRE perform well, making high quality predictions of the response with some caveats. 
The main limitations in SABRE in surrogate models used to predict mode shapes with 
mode switching. 
 Mode switching is a switching in the order of a mode shape that occurs from 
geometric change. The reason it causes a problem in the generation of the emulators is 
because the rapid change in the mode shape causes a non-stationary in the response surface. 
The non-stationary response means surrogate modeling methods, which are mainly 
developed based on the assumption of stationary responses. In the case of Regression 
formulations it is a lack of fit in the surrogate model. In the case of Gaussian Process it is 
overfitting, where the response has large changes in the response over short distances that 
is caused by the assumed Gaussian distribution which does not fit the data well. To increase 
the prediction quality this work proposed the Classification Decision Boundary and AS. 
 The Classification Decision Boundary is a three step process to increase the 
surrogate models accuracy by addressing the non-stationary response. The first step in this 
is mode shape alignment. Properly aligning the mode shapes eliminates some of the non-
stationary and discontinuous portions to the response, ensuring the surrogate models are as 
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stationary as possible. The second step of the CDB methodology is mode shape clustering. 
Mode shape clustering is the process of identify separate mode shapes. Identifying these 
mode shapes allows for the identification of non-stationary in the response. Mode shape 
classification is the last step. Mode shape classification uses clustering information to 
identify a boundary between the cluster groups. Identifying this boundary allows for the 
identification of future samples groups, it is a prediction of the mode switching location in 
the geometric space and a prediction of the non-stationary response. The Classification 
boundary is then used to split the surrogate models around the boundary prediction area. 
With the surrogate models divided around the non-stationary response, the surrogate model 
can be predict the mode shape responses more accurately. The culmination of the CDB 
methodology is a continuous response surface from mode shape alignment, an 
identification of which samples have mode switching and which do not, and finally a 
prediction of the non-stationary location that allows for an accurate surrogate model. 
 After completing the CDB methodology the accuracy of the surrogate models are 
improved but still can be improved by other methods, such as AS. AS improves the 
surrogate models by adding samples to the surrogate models are measured to have the least 
accuracy, thus targeting the locations that could improve the surrogate the most and 
theoretically improve the surrogate model with the fewest number of samples required. 
This method can be combined with the CDB methodology by applying the CDB 
methodology for each surrogate model, improving the prediction quality. This work also 
explored the application of another objective function to identify locations to sample called 
the Cross-Validation based AS. This method seeks to identify locations that would improve 
the surrogate model faster than the traditional mean squared error based AS. The final 
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portion of this work is boundary optimization. Boundary optimization is the application of 
an AS technique to optimize the prediction of the boundary location. Methods for this use 
a volume constraint to identify where the prediction as the least information, the proposed 
methodology identifies the location where the boundary prediction has the greatest 
uncertainty as measured through the classification score value. The totality of this is the 
ability to update the boundary prediction and the surrogate models efficiently. 
 Multi-Fidelity modeling is an established method in predictive modeling. By 
leveraging multiple model fidelities and the cubic computational cost reduction that occurs 
due to lower fidelity models, the number of samples available for the surrogate model 
increases. This therefore increases the capabilities of the Multi-Fidelity model compared 
to single fidelity methods. One of the largest set hold ups in multi-fidelity modeling is the 
requirement of global correlation between the high and low fidelity models, as well as the 
assumption of the weighting of multiple low fidelity models. In pursuit of this work a 
parital contribution was made to develop the Localized-Galerkin Multi-Fidelity method. 
This method does not have these restrictions and computes the weightings between the 
multiple model fidelities and does not required global correlation between the two models. 
Another partial contribution is a novel Eigen Reanalysis. The small deviations that occur 
between the low and high fidelity model only make small changes in the global stiffness 
matrix. These small changes could therefore be used with the original stiffness matrix to 
make predictions of the inverse of the matrix, without calculating the full inverse of the 
matrix. This allows for rapid calculations of response information such as mode shapes and 
natural frequencies for samples with similar stiffness matrices. This method allows for 
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increased modeling capabilities without the high computational cost of a high fidelity 
model. 
The future work that could be done to improve the prediction quality can be broken 
down into two groups: Improving the CDB methodology and improving the AS. The CDB 
methodology could be further improved by: 
 Applying the NDK surrogate modeling method to the SVM. This method could be used 
to improve the prediction quality by allowing the SVM to flexibly change shape 
depending on the surrogate models and additionally a weighting method could be 
applied to decide the weight of each samples inclusion into its specific group. 
 Investing the CV based AS method by testing it on other problems.  
 Integration of AS for model improvement and boundary prediction. Currently the AS 
for model improvement and boundary optimization must be done separately, but 
combining the methods one could improve the surrogate models while improving the 
boundary prediction, decreasing the number of samples required to improve the 
surrogate model. 
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