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Kurzfassung
Workflow-Management-Systeme ermo¨glichen die computergestu¨tzte Abwicklung von Gescha¨ftspro-
zessen. Allerdings sind die Einsatzmo¨glichkeiten heutiger Systeme wegen ihrer unzureichenden Ska-
lierbarkeit bei hoher Last noch stark eingeschra¨nkt. Dies ist insbesondere bei unternehmensweiten
Anwendungssystemen problematisch, weil hier typischerweise sehr viele Benutzer mit dem System
arbeiten und die verschiedenen Teilnetze evtl. nur durch langsame Kommunikationsverbindungen mit-
einander vernetzt sind. Dies kann zu einer ¨Uberlastung der Workflow-Server und des Kommunikati-
onssystems fu¨hren. Das Ziel dieser Arbeit ist die Entwicklung eines effizienten Verfahrens fu¨r verteil-
tes Workflow-Management, das sich dadurch auszeichnet, dass weder ein Workflow-Server noch eine
Komponente des Kommunikationsnetzwerks u¨berlastet wird. Es muss außerdem im Zusammenspiel
mit weiteren fortschrittlichen Workflow-Konzepten (z.B. Zuru¨cksetzen oder dynamische ¨Anderung
von Workflows, komplexe Bearbeiterzuordnungen) funktionieren, da diese beno¨tigt werden, um das
System fu¨r ein breites Spektrum von Anwendungen einsetzen zu ko¨nnen.
In ADEPT  	
 findet die Workflow-Steuerung verteilt statt. Workflow-Instanzen werden ab-
schnittsweise durch verschiedene Workflow-Server kontrolliert. Dabei wird das Ziel verfolgt, den
Workflow-Server einer Aktivita¨t nahe bei ihren potentiellen Bearbeitern zu wa¨hlen, was die entste-
hende Kommunikationslast reduziert. Um eine solch verteilte WF-Ausfu¨hrung zu ermo¨glichen, sind
Migrationen notwendig. Bei diesen wird eine Workflow-Instanz von einem Workflow-Server zu ei-
nem anderen transferiert. Da Migrationen ebenfalls Kommunikationskosten verursachen, sollten sie
nur dann eingesetzt werden, wenn die durch den gu¨nstigeren Workflow-Server erzielten Einsparun-
gen gro¨ßer sind als die zusa¨tzlichen Kommunikationskosten. Um entscheiden zu ko¨nnen, welche Mi-
grationen rentabel sind, wurden in dieser Arbeit Verteilungsalgorithmen und ein Kostenmodell ent-
wickelt, durch die zur Modellierungszeit fu¨r jede Aktivita¨t einer Workflow-Vorlage jeweils der (bzgl.
der Gesamtkosten) gu¨nstigste Workflow-Server ermittelt wird. Dieser wird der entsprechenden Akti-
vita¨t durch eine Serverzuordnung zugewiesen. Es gibt aber auch Szenarien, in denen diese statische
Zuordnung von Aktivita¨ten zu Workflow-Servern nicht ausreichend ist. Dies ist immer dann der Fall,
wenn die Menge der potentiellen Bearbeiter einer Aktivita¨t von Vorga¨ngeraktivita¨ten abha¨ngt, weil
dann zur Modellierungszeit noch nicht entschieden werden kann, welcher Workflow-Server fu¨r diese
Aktivita¨t am besten geeignet ist. Deshalb werden in dieser Arbeit die sog. variablen Serverzuord-
nungsausdru¨cke eingefu¨hrt, die zur Modellierungszeit automatisch berechnet werden ko¨nnen und eine
effiziente Auswahl des Workflow-Servers zur Ausfu¨hrungszeit der Workflow-Instanz ermo¨glichen.
Migrationen verursachen recht hohe Kommunikationskosten, insbesondere weil bei ihnen u¨blicher-
weise alle zu der betroffenen WF-Instanz vorhandenen Daten u¨bertragen werden. In dieser Arbeit
werden Verfahren entwickelt, bei denen nur die vom Zielserver einer Migration tatsa¨chlich (noch)
beno¨tigten Daten u¨bertragen werden. Da redundante Datenu¨bertragung ausgeschlossen ist, wird das
fu¨r Migrationen notwendige Datenvolumen minimiert. Durch die bisher erwa¨hnten Maßnahmen kann
die Belastung des Kommunikationssystems deutlich reduziert werden, so dass eine ¨Uberlastung der
Netzwerkkomponenten verhindert wird. Jedoch kann die Belastung der Workflow-Server noch ein
Problem darstellen. Dieses wird durch ein Verfahren gelo¨st, durch das mehrere Workflow-Server
im selben Teilnetz betrieben werden ko¨nnen. Es erfordert keine zusa¨tzliche Kommunikation und
ermo¨glicht die Vorgabe einer beliebigen Lastaufteilung zwischen diesen Workflow-Servern.
ADEPT  
 wird im Rahmen der Diskussion qualitativ mit anderen aus der Literatur bekannten
Verteilungsmodellen verglichen. Zusa¨tzlich wird durch Simulationen auch noch quantitativ gezeigt,
dass der vorgestellte Ansatz bzgl. der Belastung der Workflow-Server und des Kommunikationssy-
stems am gu¨nstigsten ist. Außerdem wurden die wichtigsten der in dieser Arbeit vorgestellten Verfah-
ren auf Basis eines kommerziellen Workflow-Produkts bzw. des ADEPT-Prototypen implementiert.
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Teil I
Problemstellung und Grundlagen

Kapitel 1
Einleitung
Gegenstand dieser Arbeit ist die Entwicklung eines Workflow-Management-Systems (WfMS) fu¨r den
unternehmensweiten Einsatz. Ein unternehmensweites Szenario zeichnet sich dadurch aus, dass sehr
viele Benutzer mit dem WfMS arbeiten, was zu einer sehr großen von dem WfMS zu bewa¨ltigenden
Last fu¨hrt. Eine Forderung an das zu entwickelnde WfMS ist deshalb, dass es so konfigurierbar sein
muss, dass keine Systemkomponente u¨berlastet ist. Ist dies gegeben, so bezeichnen wir es als (bei
wachsender Last) skalierbar.
Bei einem WfMS ko¨nnen nicht nur die Rechner, auf denen das WfMS la¨uft, u¨berlastet sein, sondern
auch weitere Systemkomponenten. So ist es ebenfalls mo¨glich, dass das dem WfMS zugrunde lie-
gende Kommunikationssystem u¨berlastet ist, dass also bestimmte Teilnetze oder Gateways, welche
die Teilnetze verbinden, u¨berlastet sind. Dieser Aspekt wurde bisher in der im Forschungsgebiet der
WfMS erschienenen Literatur nicht beru¨cksichtigt. Deshalb ist es das Ziel dieser Arbeit, ein
”
effizi-
entes WfMS“ zu entwickeln, bei dem eine mo¨glichst geringe Belastung fu¨r das Kommunikationssy-
stem entsteht. Doch auch der Aspekt einer potentiellen ¨Uberlastung einzelner Rechner, auf denen das
WfMS la¨uft, wird nicht außer Acht gelassen: Die insgesamt zu bewa¨ltigende Last muss mo¨glichst
beliebig auf diese Rechner verteilt werden ko¨nnen, so dass eine derartige ¨Uberlastung ebenfalls ver-
hindert werden kann.
Das vorliegende Kapitel ist wie folgt strukturiert: Abschnitt 1.1 bietet eine kurze Einfu¨hrung in den
Bereich der WfMS. Außerdem werden einige ha¨ufig verwendete Begriffe eingefu¨hrt. In Abschnitt 1.2
wird die in dieser Arbeit betrachtete Problemstellung ausfu¨hrlich beschrieben und es wird belegt, dass
die Belastung des Kommunikationssystems bei einem WfMS tatsa¨chlich ein Problem darstellen kann.
Schließlich wird in Abschnitt 1.3 der Aufbau der restlichen Arbeit erla¨utert.
1.1 Workflow-Management-Systeme
Im Folgenden wird erla¨utert, warum prozessorientierte Anwendungssysteme zunehmend an Bedeu-
tung gewinnen. Außerdem wird aufgezeigt, dass solche Anwendungssysteme ausschließlich durch
WfMS-Technologie mit vertretbarem Aufwand und zu akzeptablen Kosten realisiert werden ko¨nnen.
Dann wird beschrieben, wie ein WfMS benutzt wird, wie es aufgebaut ist und welche Vorteile durch
den Einsatz von WfMS resultieren. Schließlich wird noch diskutiert, warum Groupware-Systeme
zur Realisierung von unternehmensweiten prozessorientierten Anwendungssystemen wenig geeignet
sind.
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1.1.1 Prozessorientierte Anwendungssysteme
In diesem Abschnitt wird gekla¨rt, warum es sinnvoll ist, prozessorientierte Anwendungssysteme ein-
zusetzen, und es wird untersucht, wie diese realisiert werden ko¨nnen.
1.1.1.1 Vorteile von prozessorientierten Anwendungssystemen
Heutzutage werden Arbeitsabla¨ufe (engl. Workflows) u¨blicherweise arbeitsteilig ausgefu¨hrt. Das be-
deutet, dass mehrere Personen jeweils eine Teilaufgabe bearbeiten. Da dabei fu¨r eine Person, die eine
Einzelaufgabe bearbeitet, der Bezug zur Gesamtaufgabe oft nicht mehr erkennbar ist, wird diese Ein-
zelaufgabe ha¨ufig zum Selbstzweck. Dies kann dazu fu¨hren, dass die Bearbeitung von Einzelaufgaben
optimiert wird, ohne dass sich dadurch Vorteile fu¨r das Gesamtziel ergeben. Die Tendenz, dass Teil-
aufgaben unabha¨ngig von der Gesamtaufgabe gesehen werden, wird durch die Dezentralisierung von
Unternehmen und der verwendeten Rechnerwelt noch versta¨rkt.
Auch die zur Bearbeitung von Aufgaben eingesetzte Software orientiert sich an den Teilaufgaben. So
bieten heutige Anwendungs- und Informationssysteme keine ausreichende Unterstu¨tzung zur Steue-
rung von Arbeitsabla¨ufen (also zur Kontrolle der Gesamtaufgabe), die zu bearbeitenden Prozesse sind
dem Informationssystem u¨berhaupt nicht bekannt. Stattdessen erfolgt die elektronische Informati-
onsverarbeitung i.d.R. funktions- und datenbezogen. Sie orientiert sich also an den Teilaufgaben. So
unterstu¨tzen Anwendungssysteme u¨blicherweise einzelne Funktionen, wie die Abfrage von Kunden-
daten, die Erfassung eines Auftrags, das Erstellen eines Angebots, das Verbuchen eines Warenaus-
gangs oder das Schreiben einer Rechnung. Die Beziehung zwischen diesen Einzelaufgaben ist dem
Informationssystem nicht bekannt. Dass die Aufgaben einem gemeinsamen Arbeitsablauf angeho¨ren,
ist nicht direkt ersichtlich. Der Zusammenhang zwischen den Teilaufgaben existiert nur implizit in
den Anwendungsdaten, welche in einer von den Einzelfunktionen gemeinsam verwendeten Daten-
bank gespeichert sind. Die Information, in welcher Reihenfolge die Funktionen eines Arbeitsablaufs
ausgefu¨hrt werden mu¨ssen, existiert nur in den Ko¨pfen der prozessbeteiligten Personen (und evtl.
in einem Organisationshandbuch). Die Einhaltung der Ausfu¨hrungsreichenfolge wird vom Informa-
tionssystem nicht unterstu¨tzt. Deshalb muss relevante Vorgangsinformation durch die Benutzer ex-
plizit erfragt werden, anstatt dass sie vom Informationssystem automatisch bei der Ausfu¨hrung einer
Teilaufgabe zur Verfu¨gung gestellt wird. Außerdem muss zum Starten des zur Bearbeitung einer Tei-
laufgabe notwendigen Programms zeitaufwendig durch Systemmenu¨s navigiert werden, anstatt dass
dieses Programm vom Informationssystem automatisch gestartet wird. Schließlich besteht bei kom-
plexen Arbeitsabla¨ufen die Gefahr, dass Teilaufgaben vergessen, mehrfach ausgefu¨hrt oder in der
falschen Reihenfolge bearbeitet werden. Dies la¨sst sich wegen der passiven Form der Informations-
bereitstellung kaum verhindern.
Aus diesen Gru¨nden besteht von Anwenderseite versta¨rkt der Wunsch nach Anwendungssyste-
men, welche sich an den Arbeitsabla¨ufen orientieren. Um solche Anwendungssysteme realisieren
zu ko¨nnen, mu¨ssen die elektronisch zu unterstu¨tzenden Arbeitsabla¨ufe erkannt und modelliert wer-
den (Gescha¨ftsprozessmodellierung [Sch96, Sch98, VB96]). Bei dieser Gelegenheit macht es Sinn,
die Abla¨ufe zusa¨tzlich noch zu analysieren und zu optimieren (Gescha¨ftsprozess-Reengineering
[Ham95]). Die (optimierten) Abla¨ufe sollen durch ein Anwendungssystem umgesetzt werden, das
selbststa¨ndig erkennt, welche Teilaufgaben (Prozessschritte) aktuell bearbeitet werden mu¨ssen. Eine
solche Teilaufgabe soll den richtigen Personen zur Bearbeitung aktiv angeboten werden. Wa¨hlt eine
der Personen die Aufgabe zur Bearbeitung aus, so soll das zugeho¨rige Anwendungsprogramm mit
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den richtigen Daten gestartet werden. Die Bearbeitung der Teilaufgaben ist dadurch wesentlich effizi-
enter mo¨glich. Dadurch, dass ein prozessorientiertes Anwendungssystem die Arbeitsabla¨ufe nicht nur
koordiniert, sondern zusa¨tzlich auch noch u¨berwacht, kann ein weit gro¨ßeres Potential ausgescho¨pft
werden, als dies bei heutigen (funktionsorientierten) Informationssystemen mo¨glich ist. So kann ein
Benutzer fru¨hzeitig auf drohende Terminverletzungen hingewiesen werden oder er kann ablaufbezo-
gen informiert werden (z.B. u¨ber den Zustand des Ablaufs, u¨ber vorgenommene bzw. notwendige
Ausnahmebehandlungen, etc.). Es steht aber außer Frage, dass vorgangsorientierte Informationssy-
steme dieselben Anforderungen erfu¨llen mu¨ssen, wie die heute eingesetzten funktionsorientierten Sy-
steme. So muss mindestens derselbe Grad an Datenkonsistenz garantiert werden ko¨nnen und auch die
Zuverla¨ssigkeit und Verfu¨gbarkeit du¨rfen nicht geringer sein. Außerdem muss sich das System bei
unerwarteten Benutzereingaben, Fehler- und Ausnahmesituationen mo¨glichst robust verhalten. Und
natu¨rlich du¨rfen die Antwortzeiten nicht gro¨ßer sein, als bei den bisher eingesetzten Systemen, da
den Anwendern keine la¨ngeren Wartezeiten zugemutet werden sollen. Das prozessorientierte Anwen-
dungssystem muss also skalierbar sein, falls eine große Last zu bewa¨ltigen ist.
1.1.1.2 Realisierung von prozessorientierten Anwendungssystemen
Es existieren nun mehrere Mo¨glichkeiten, wie prozessorientierte Anwendungssysteme realisiert wer-
den ko¨nnen. Die naheliegendste Variante ist eine
”
konventionelle Realisierung“ direkt in den An-
wendungsprogrammen, welche auch die Teilaufgaben realisieren. Dabei wird die Prozesslogik in
Entscheidungstabellen oder If-Then-Else-Anweisungen
”
fest verdrahtet“. Diese Vorgehensweise ist
allerdings nicht trivial und hat zudem zahlreiche Nachteile: So geho¨ren i.d.R. nicht alle Funktio-
nen eines Arbeitsablaufs zu demselben Anwendungssystem, sie werden nicht auf demselben Rechner
bearbeitet und die beno¨tigten Daten stammen nicht aus derselben Datenbank. Deshalb muss ein ver-
teiltes Anwendungssystem realisiert werden, wozu systemnahe Kenntnisse erforderlich sind (z.B. aus
den Bereichen Rechnerkommunikation oder Prozesssynchronisation). ¨Uber solche Kenntnisse verfu¨gt
ein Anwendungsentwickler normalerweise nicht. Um die oben beschriebenen Anforderungen nicht
nur fu¨r einzelne Funktionen, sondern fu¨r gesamte Arbeitsabla¨ufe erfu¨llen zu ko¨nnen, sind zusa¨tzlich
Kenntnisse aus den Bereichen Logging und Recovery erforderlich. Selbst wenn diese Kenntnisse vor-
handen sind, so ist eine konventionelle Realisierung von prozessorientierten Anwendungssystemen
zumindest sehr teuer und fehleranfa¨llig. Doch der wohl bedeutendste Nachteil dieser Variante betrifft
die Wartung prozessorientierter Anwendungssysteme. Wa¨hrend Programme, welche einzelne Teilauf-
gaben realisieren, sehr selten vera¨ndert werden mu¨ssen, a¨ndern sich gesamte Anwendungsprozesse
ha¨ufig. Schon eine Vera¨nderung in der Ausfu¨hrungsreihenfolge der Teilaufgaben fu¨hrt dazu, dass das
Anwendungssystem vera¨ndert werden muss. Da die Ablauflogik bei dieser Realisierungsvariante Be-
standteil des Anwendungsprogramms ist, muss in dessen Programmcode eingegriffen werden, um
die ¨Anderung durchzufu¨hren. Auch dies ist aufwendig und fehleranfa¨llig. Weil solche ¨Anderungen in
prozessorientierten Anwendungssystemen ha¨ufig auftreten, scheidet die soeben vorgestellte Variante
aus Kostengru¨nden aus.
Alternativ kann ein prozessorientiertes Anwendungssystem, ebenso wie jedes andere verteilte Infor-
mationssystem, auf Basis einer verteilten Datenbank realisiert werden: Die Kommunikation findet
(implizit) durch die in der verteilten Datenbank gespeicherten Datenobjekte statt. Dies hat den Vor-
teil, dass ortstransparent auf die Daten zugegriffen werden kann, da die Verteilung der Daten fu¨r die
Anwendungsprogramme nicht sichtbar ist. Dadurch reduziert sich der Aufwand fu¨r die Erstellung
des Anwendungssystems. Eine (verteilte) Datenbank ist aber ein passives System, so dass die Ab-
lauflogik weiterhin in den Anwendungsprogrammen realisiert werden muss. Deshalb treten die im
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vorherigen Absatz beschriebenen Probleme auch bei dieser Realisierungsvariante auf, so dass dieser
Ansatz ebenfalls verworfen werden muss.
Nachdem wir einige Ansa¨tze zur Realisierung von prozessorientierten Anwendungssystemen betrach-
tet haben, welche nicht zum gewu¨nschten Resultat fu¨hren, wollen wir nun untersuchen, welche An-
forderungen ein solches System zumindest erfu¨llen muss. Es la¨sst sich nur dann zuverla¨ssig und zu
vernu¨nftigen Kosten realisieren, wenn es die folgenden Bedingungen erfu¨llt:
L Die Ablauflogik des Gesamtprozesses kann separat von den Prozessschritten (Anwendungsfunk-
tionen) festgelegt werden. Zur besseren Strukturierung sollte es dabei mo¨glich sein, den Kontroll-
und den Datenfluss der Ablauflogik getrennt festzulegen.
L Die Implementierung der Anwendungsfunktionen sollte nicht wesentlich komplexer sein, als bei
einer funktionsorientierten Realisierung des Anwendungssystems.
L Eine Vera¨nderung der Aufrufreihenfolge der Anwendungsfunktionen darf sich nur in der Defini-
tion der Ablauflogik niederschlagen. Die Implementierung der Anwendungsfunktionen sollte da-
von nicht betroffen sein. Diese sind isolierte Anwendungskomponenten, die lediglich u¨ber wohl
definierte Ein- und Ausgabeparameter mit dem Gesamtsystem kommunizieren. Dies macht es
auch mo¨glich, die Anwendungsfunktionen isoliert zu testen.
L Systemnahe Aspekte (z.B. Recovery, Logging, Inter-Prozess-Kommunikation) mu¨ssen von dem
u¨bergeordneten System zur Ablaufsteuerung behandelt werden und du¨rfen sich nicht in der Im-
plementierung der Anwendungsfunktionen niederschlagen. Dadurch wird es mo¨glich, dass An-
wendungsfunktionen von
”
normalen Anwendungsentwicklern“ implementiert werden.
Diese Anforderungen lassen sich nur dann erreichen, wenn die Ablaufsteuerung von einem dafu¨r
spezialisierten System, einem sogenannten Workflow-Management-System, u¨bernommen wird. Wie
solche Systeme aufgebaut sind und welche Vorteile sie mit sich bringen, wird im nachfolgenden Ab-
schnitt betrachtet.
1.1.2 Prozessorientierte Workflow-Management-Systeme
Der folgende Abschnitt bietet eine kurze Einfu¨hrung in die Funktionsweise von WfMS (siehe auch
[BS95, GHS95, Jab95, JBS97]) und eine Festlegung von in dieser Arbeit ha¨ufig verwendeten Be-
griffen. Das in der Arbeit verwendete Workflow-Modell wird hier nicht umfassend beschrieben, eine
detaillierte Beschreibung dieses Modells wird in Kapitel 2 nachgeliefert. Im vorliegenden Abschnitt
wird skizziert, wie Workflows (WF) definiert werden, wie sie ausgefu¨hrt werden, wie ein WfMS auf-
gebaut ist und welche Vorteile durch die Verwendung eines WfMS resultieren.
1.1.2.1 Anwendungsentwicklung mit Workflow-Management-Systemen
Wie schon erwa¨hnt wurde, ist eine der essentiellen Eigenschaften von WfMS, dass die Festlegung ei-
nes Gesamtarbeitsablaufs getrennt von der Implementierung der Anwendungsfunktionen erfolgt. Die
Phase, in der diese Festlegung stattfindet, wird als Modellierungszeit (engl. Buildtime) bezeichnet.
Sie gliedert sich, wie in Abb. 1.1 dargestellt, in zwei Bereiche: Die Festlegung des Ablaufgraphen
und die Implementierung der Anwendungsfunktionen. Der Ablaufgraph wird durch eine WF-Vorlage
spezifiziert, welche einem WF-Typ zugeordnet und im WfMS hinterlegt wird. Die WF-Vorlage wird
durch eine meist graphische Ablaufbeschreibungssprache spezifiziert und in ihr wird festgelegt, wel-
che Teilschritte (Aktivita¨ten) in welcher Reihenfolge und unter welchen Bedingungen durchgefu¨hrt
werden sollen (oberer Teil von Abb. 1.1). In der WF-Vorlage werden Aktivita¨ten durch Rechtecke,
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Kreise oder andere Symbole und Bearbeitungsreihenfolgen zwischen ihnen durch Pfeile dargestellt.
Es wird zudem spezifiziert, ob Aktivita¨ten sequentiell oder parallel ausgefu¨hrt werden sollen und
ob es alternative Ausfu¨hrungspfade (Verzweigungen) gibt. In einer WF-Vorlage wird außerdem der
Datenfluss des WF-Typs festgelegt, d.h. es wird angegeben, welche Daten von welchen Aktivita¨ten
gelesen bzw. geschrieben werden. Die Anwendungsfunktionen (unterer Teil von Abb. 1.1) sind den
Aktivita¨ten zugeordnet und werden im folgenden auch als Anwendungs- oder Aktivita¨tenprogramme
bezeichnet. Sie ko¨nnen unabha¨ngig von der WF-Vorlage implementiert werden und natu¨rlich auch an
mehreren Stellen in einer WF-Vorlage oder in verschiedenen WF-Vorlagen verwendet werden. Auch
eine Weiterverwendung von schon existierenden Programmbausteinen ist mo¨glich.
M
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Abbildung 1.1 Grundprinzip der Trennung von Ablauflogik und Anwendungsprogrammen in WfMS.
Bei der Modellierung einer Prozessvorlage wird zudem festgelegt, von welchen Bearbeitern eine Ak-
tivita¨t ausgefu¨hrt werden soll. Dies erfolgt durch eine sogenannte Bearbeiterzuordnung. Es ist eher
unu¨blich, dass einer Aktivita¨t direkt ein Bearbeiter zugeordnet wird, da diese Vorgehensweise zu infle-
xibel ist. Stattdessen erfolgt die Bearbeiterzuordnung ha¨ufig durch eine Rolle (z.B. Rolle = Arzt),
die auch den gewu¨nschten Bearbeitern zugeordnet wird. Eine Rolle beschreibt bestimmte Fa¨higkei-
ten oder Kompetenzen, welche dem entsprechenden Benutzer zugeordnet sind. Die Zuordnung der
Rollen zu den Benutzern wird in dem Organisationsmodell [RW94] des WfMS verwaltet. Bei der
Festlegung einer Bearbeiterzuordnung kann in manchen Systemen auch eine Organisationseinheit
(OE) spezifiziert werden, der die Bearbeiter angeho¨ren sollen, welche die entsprechende Aktivita¨t
bearbeiten du¨rfen (z.B. Rolle = Arzt n OE = Radiologie). Die Zuordnung von Personen
zu Organisationseinheiten (z.B. Abteilungen) wird ebenfalls im Organisationsmodell verwaltet. Bei
einigen WfMS ko¨nnen des Weiteren auch noch Vertreterregelungen festgelegt werden, die angeben,
an wen eine Aufgabe weitergeleitet werden soll, falls die eigentlich dafu¨r vorgesehene(n) Person(en)
abwesend sind.
Um die Korrektheit eines modellierten WF verifizieren zu ko¨nnen, bieten manche WfMS die Mo¨glich-
keit zur Visualisierung bzw. Animation des Verhaltens einer WF-Vorlage [IBM96b]. Eine solche Va-
lidation ist auch dann mo¨glich, wenn die Aktivita¨tenprogramme noch nicht implementiert wurden, da
deren Ausfu¨hrung nur simuliert wird (z.B. durch eine Maske, in der die Eingabedaten der Aktivita¨t
angezeigt werden und die Ausgabedaten angegeben werden ko¨nnen). Dies vereinfacht die Anwen-
dungsentwicklung drastisch, weil WF-Vorlagen so zu einem sehr fru¨hen Zeitpunkt getestet werden
ko¨nnen.
Zusammenfassend la¨sst sich also feststellen, dass die wesentlichen Aufgaben zur Modellierungszeit
eines WF-Typs die Beschreibung des Kontroll- und Datenflusses, die Implementierung und Zuord-
nung von Aktivita¨tenprogrammen und die Festlegung der Bearbeiter der Aktivita¨ten sind. Zusa¨tzlich
bieten einige Systeme noch weitere Mo¨glichkeiten, wie die Festlegung von Vertreterregelungen oder
die Einbeziehung von Zeitaspekten (z.B. Vorgabe von Maximaldauern von Aktivita¨ten).
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1.1.2.2 Ausfu¨hrung von Workflows
Wir wollen nun die Ausfu¨hrung von Instanzen, der zur Modellierungszeit definierten WF-Typen, be-
trachten. Diese Phase wird als Ausfu¨hrungszeit (engl. Runtime) bezeichnet. Um eine Instanz eines
WF-Typs ausfu¨hren zu ko¨nnen, muss zuerst eine entsprechende WF-Instanz (kurz: Workflow) durch
einen Benutzer des WfMS erzeugt werden. In der Regel wird dies durch Aufruf eines entsprechen-
den Aktivita¨tenprogramms, wie
”
Auftrag erfassen“ oder
”
Patient aufnehmen“ geschehen. Daraufhin
steuert das WfMS die Bearbeitung der in diesem WF enthaltenen Aktivita¨ten. Steht dabei die Bearbei-
tung einer bestimmten Aktivita¨t an, so erzeugt das WfMS eine Aktivita¨teninstanz vom entsprechenden
Aktivita¨tentyp. Wir werden Aktivita¨teninstanzen im Folgenden auch kurz als Aktivita¨ten bezeichnen,
falls eine Verwechslung mit den Aktivita¨tentypen ausgeschlossen ist.
Wenn nun eine Aktivita¨teninstanz zur Bearbeitung ansteht, so ermittelt das WfMS aus der Bearbeiter-
zuordnung des zugeho¨rigen Aktivita¨tentyps die Benutzer, welche diese Aktivita¨teninstanz bearbeiten
du¨rfen. Die Bearbeiterzuordnung kann vorsehen, dass die potentiellen Bearbeiter der Aktivita¨t eine
bestimmte Rolle innehaben oder einer bestimmten OE angeho¨ren mu¨ssen. In diesen Fa¨llen erfordert
die Bearbeiterauflo¨sung einen Zugriff auf das Organisationsmodell, um die geeigneten Bearbeiter ei-
ner Aktivita¨teninstanz zu ermitteln. Nachdem diese ermittelt wurden, wird die Aktivita¨teninstanz in
deren Arbeitslisten eingetragen. Wa¨hlt spa¨ter einer dieser Benutzer diese Aktivita¨t aus, so wird er zum
Bearbeiter der Aktivita¨teninstanz. Der entsprechende Eintrag wird aus den Arbeitslisten der anderen
potentiellen Bearbeiter entfernt. Das WfMS synchronisiert die Auswahl von Arbeitslisteneintra¨gen,
so dass jede Aktivita¨teninstanz nur einem Bearbeiter zugeordnet wird. Auf dem Rechner dieses Be-
arbeiters wird das zu der Aktivita¨teninstanz geho¨rende Aktivita¨tenprogramm gestartet und mit den
zugeho¨rigen Daten versorgt. Wenn der Benutzer die Bearbeitung der Aktivita¨teninstanz beendet hat,
so werden die Ausgabedaten zum WfMS transportiert, so dass dieses zur na¨chsten Aktivita¨t weiter-
schalten kann, fu¨r die dann dieselbe Prozedur durchgefu¨hrt wird.
Ha¨ufig erlauben es WfMS auch, automatische Aktivita¨ten zu definieren, die ohne Benutzerinteraktion
bearbeitet werden. Eine solche Aktivita¨t kann z.B. verwendet werden, um einen Zugriff auf Daten
einer Datenbank (DB) zur realisieren, oder um eine Berechnung durchzufu¨hren. Bei der Ausfu¨hrung
einer Instanz einer automatischen Aktivita¨t entfa¨llt die Auflo¨sung der Bearbeiterzuordnung und die
Aktivita¨t wird auch in keine Arbeitslisten eingetragen. Stattdessen wird das zugeho¨rige Anwendungs-
programm automatisch gestartet, sobald die Aktivita¨t zur Bearbeitung ansteht.
1.1.2.3 Aufbau von Workflow-Management-Systemen
WfMS bestehen i.d.R. aus zwei Hauptkomponenten: WF-Server und WF-Client. Der Aufbau ei-
nes WfMS ist in Abb. 1.2 stark vereinfacht dargestellt, eine detaillierte Beschreibung folgt in Ab-
schnitt 3.1. Ein WF-Server (kurz Server) steuert die Ausfu¨hrung der WF-Instanzen. Dabei speichert
er Information u¨ber die von ihm kontrollierten WF-Instanzen in seiner WF-Datenbank (WF-DB).
Diese entha¨lt zusa¨tzlich Information zu den WF-Typen, zum Organisationsmodell und Metainfor-
mation u¨ber das WfMS. Ein WF-Server ist u¨ber ein Kommunikationsnetzwerk mit den WF-Clients
verbunden. Diese stellen die Schnittstelle zu den Benutzern des WfMS dar. Sie zeigen die Arbeits-
listen der Benutzer an, ermo¨glichen ihnen die Auswahl von Aktivita¨teninstanzen und sorgen dafu¨r,
dass die Aktivita¨tenprogramme korrekt gestartet werden. Um diese Aufgaben erfu¨llen zu ko¨nnen, ist
Kommunikation zwischen WF-Server und WF-Client notwendig. Zwischen diesen Systemkompo-
nenten muss sogar sehr viel kommuniziert werden, weil bei jeder Aktualisierung einer Arbeitsliste
eines Benutzers und beim Starten und Beenden jedes Teilschrittprogramms kommuniziert werden
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muss. Insbesondere letzteres erfordert evtl. die ¨Ubertragung von großen Datenmengen, da die in der
WF-DB des WF-Servers gespeicherten (mo¨glicherweise sehr großen) Parameterdaten u¨ber das Kom-
munikationssystem vom/zum WF-Client u¨bertragen werden mu¨ssen. Eine Alternative zur Verwaltung
von Anwendungsdaten in der WF-DB stellt deren Speicherung in einer externen Datenquelle dar. In
welchen Fa¨llen dies sinnvoll ist, wird in Abschnitt 2.3.1 noch ausfu¨hrlich ero¨rtert. Doch auch bei ei-
ner Speicherung von Parameterdaten in einer externen Datenquelle, mu¨ssen die zur Ausfu¨hrung eines
Teilschrittprogramms beno¨tigten Daten zum WF-Client u¨bertragen werden. Bezu¨glich des Kommu-
nikationsaufwandes ist diese Alternative also nicht von Vorteil.
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Abbildung 1.2 Aufbau eines WfMS (stark vereinfacht).
Um die Leistungsfa¨higkeit und Verfu¨gbarkeit eines WfMS zu steigern, werden ha¨ufig Systeme mit
mehreren WF-Servern verwendet (siehe Abb. 1.2). Solche bezeichnen wir als verteilte WfMS. Die
WF-Server bilden dann gemeinsam die WF-Engine. Prinzipiell kann in einem verteilten WfMS jede
Aktivita¨teninstanz von einem beliebigen WF-Server kontrolliert werden. Welcher Server eine Akti-
vita¨teninstanz tatsa¨chlich kontrollieren soll, wird durch die Serverzuordnung des zugeho¨rigen Akti-
vita¨tentyps bestimmt. Nach welchen Kriterien eine solche Serverzuordnung festgelegt werden soll,
wird in dieser Arbeit noch ausfu¨hrlich untersucht. Mit Hilfe einer Serverzuordnung kann der WF-
Server, welcher die Instanzen eines Aktivita¨tentyps kontrollieren soll, fest vorgegeben werden. Sol-
che Serverzuordnungen bezeichnen wir im Folgenden als statische Serverzuordnungen. Es ist aber
auch mo¨glich, als Serverzuordnung einen Ausdruck anzugeben, der vor der Ausfu¨hrung einer Akti-
vita¨teninstanz ausgewertet wird, um denjenigen WF-Server zu ermitteln, der diese Aktivita¨teninstanz
kontrollieren soll. Eine solche Serverzuordnung bezeichnen wir als variable Serverzuordnung. Wel-
che Ausdru¨cke als variable Serverzuordnungen verwendet werden ko¨nnen und welche Vorteile die
Verwendung solcher Ausdru¨cke mit sich bringt, wird in Kapitel 5 noch ausfu¨hrlich untersucht. Es
ist nun mo¨glich, die Serverzuordnungen so festzulegen, dass verschiedene Aktivita¨teninstanzen einer
WF-Instanz von unterschiedlichen Servern kontrolliert werden. Wenn zwei aufeinanderfolgende Ak-
tivita¨teninstanzen von verschiedenen Servern kontrolliert werden, so wird zwischen ihnen eine Migra-
tion der WF-Instanz notwendig. Das bedeutet, bevor die Kontrolle u¨ber die WF-Instanz vom Quell-
server der Migration an den Zielserver u¨bergeben werden kann, mu¨ssen die fu¨r diese WF-Instanz
relevanten Daten aus der WF-DB des Quellservers an den Zielserver u¨bertragen werden. Natu¨rlich
belastet auch eine solche Migration das Kommunikationssystem.
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1.1.2.4 Vorteile von Workflow-Management-Systemen
Wir haben schon festgestellt, dass die Verwendung eines WfMS die einzige Mo¨glichkeit ist, um ein
prozessorientiertes Anwendungssystem mit vertretbarem Aufwand und zu akzeptablen Kosten zu rea-
lisieren. Der nun folgende Abschnitt fasst die Vorteile, die WfMS bieten, nochmals zusammen. Dabei
handelt es sich um Vorteile, welche sich dem Anwendungsentwickler bieten, und um solche, von de-
nen der Anwender profitiert. Da natu¨rlich alles, was mit einem WfMS mo¨glich ist, auch durch eine
konventionelle Implementierung realisiert werden kann (mit entsprechend ho¨herem Aufwand), lassen
sich die Vorteile fu¨r den Anwender allerdings auch auf reduzierten Aufwand bei der Anwendungsent-
wicklung zuru¨ckfu¨hren. Im Einzelnen sind als Vorteile von WfMS zu nennen:
L Gescha¨ftsprozesse lassen sich i.d.R. direkt auf das verwendete WF-Modell abbilden, sofern alle
beno¨tigten Konstrukte wie Parallelita¨t, Verzweigungen und Schleifen angeboten werden. Zudem
ist dieser Vorgang u¨berschaubarer als bei konventioneller Implementierungstechnik, weil von
der internen Ablauflogik der Teilschrittprogramme abstrahiert wird. Dadurch lassen sich Um-
setzungsfehler vermeiden oder zumindest deutlich reduzieren.
L Die Existenz einer formalen Beschreibung der Ablauflogik (WF-Vorlage) ermo¨glicht es, das
zuku¨nftige Systemverhalten schon zur Modellierungszeit zu u¨berpru¨fen. Durch Animationen
kann evaluiert werden, ob ein modellierter Ablauf dem Soll-Prozess entspricht. Hierdurch ko¨nnen
Entwurfsfehler fru¨hzeitig erkannt und korrigiert werden.
L Der wohl gro¨ßte Vorteil von WfMS wird deutlich, wenn ein Gescha¨ftsprozess vera¨ndert wer-
den muss. So kann die Ausfu¨hrungsreihenfolge der Aktivita¨ten einer WF-Vorlage normalerweise
vera¨ndert werden, ohne dass die Teilschrittprogramme davon betroffen sind. Dagegen muss bei
einem konventionell realisierten Anwendungssystem bei Modifikationen stets der Programmcode
vera¨ndert werden. Bei Verwendung eines WfMS sind allenfalls sehr keine Anpassungen von An-
wendungsprogrammen notwendig, weshalb die Wartungskosten erheblich reduziert werden.
L Ein WfMS bietet gewo¨hnlich zahlreiche Systemdienste, z.B. fu¨r Fehler- und Ausnahmeu¨ber-
wachung, Wiederanlauf nach einem Systemzusammenbruch, ¨Uberwachung von Zeitvorgaben,
etc. Durch deren Nutzung kann der fu¨r die Entwicklung des Anwendungssystems no¨tige Aufwand
deutlich reduziert werden.
L WfMS verfu¨gen u¨ber Systemschnittstellen zur Verwaltung der Arbeitslisten der Benutzer. Ha¨ufig
ko¨nnen auch unterschiedliche Sichten auf eine Arbeitsliste eingerichtet werden, z.B. um Ta¨tig-
keiten nach Typen oder Priorita¨ten zu gruppieren. Wird der vom WfMS angebotene
”
Standard-
Client“ verwendet, so entfa¨llt der fu¨r die Entwicklung von Benutzerschnittstellen notwendige
Aufwand vo¨llig. Ist dessen Funktionalita¨t nicht ausreichend, so dass eigene Programme z.B. zur
Visualisierung der Arbeitslisten entwickelt werden mu¨ssen, so ko¨nnen zumindest die angebote-
nen Systemdienste verwendet werden, um deren Entwicklung zu vereinfachen.
L Nachdem ein Benutzer eine Aufgabe aus seiner Arbeitsliste ausgewa¨hlt hat, u¨bernimmt das
WfMS das Starten des beno¨tigten Anwendungsprogramms und dessen Datenversorgung, so dass
fu¨r den Benutzer das Navigieren durch Systemmenu¨s entfa¨llt.
L Da ein WfMS die gesamten Arbeitsabla¨ufe kennt (anstatt funktionsorientiert zu arbeiten) ko¨nnen
die Abla¨ufe aktiv u¨berwacht werden. Dadurch ist es mo¨glich, die Benutzer vor entstehenden
Problemen zu warnen. So ko¨nnen z.B. Terminu¨berschreitungen vor ihrer Entstehung erkannt und
somit verhindert werden. Außerdem kann von einem (dazu berechtigten) Benutzer vom WfMS
Information zu einem Ablauf eingeholt werden. So ist es z.B. mo¨glich, den Bearbeitungszustand
einer laufenden WF-Instanz zu ermitteln, oder auch die Bearbeitung einer schon abgeschlossenen
WF-Instanz nachzuvollziehen.
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L Die bei der Durchfu¨hrung einer WF-Instanz ausgefu¨hrten Aktionen ko¨nnen vom WfMS proto-
kolliert und diesem WF zugeordnet werden. Insbesondere lassen sich so die Bearbeitungszeiten
von Aktivita¨teninstanzen und Prozessen ermitteln. Diese Daten ko¨nnen dann z.B. zu einer pro-
zessorientierten Kostenrechnung verwendet werden.
1.1.3 Abgrenzung gegenu¨ber Groupware-Systemen
Das Ziel von Groupware-Systemen ist es, Teamarbeit in i.d.R. kleinen Arbeitsgruppen zu unterstu¨tzen.
Wa¨hrend ein WfMS einen Arbeitsprozess steuert und die Benutzer dabei getrennt betrachtet, steht bei
einem Groupware-System deren Zusammenarbeit im Vordergrund. Als Groupware wird die Tech-
nologie bezeichnet, welche das zum Erreichen eines gemeinsamen Ziels notwendige
”
Teamwork“
unterstu¨tzt, wa¨hrend das zugeho¨rige Forschungsgebiet den Namen Computer Supported Cooperative
Work (CSCW) tra¨gt.
Groupware-Systeme lassen sich danach klassifizieren, ob die Mitglieder der Gruppe, deren Zusam-
menarbeit das Groupware-System unterstu¨tzt, sich am selben Ort befinden oder an unterschiedlichen
Orten arbeiten, und außerdem, ob sie zur gleichen Zeit aktiv sind (synchron) oder zu unterschiedlichen
Zeiten (asynchron) [EGR91, LK91]. Aufgrund dieser beiden Kriterien ergeben sich vier Kategorien,
in welche Groupware-Systeme eingeordnet werden ko¨nnen. Um ein besseres Versta¨ndnis von dem
Begriff Groupware zu erhalten, wollen wir nun einige konkrete Beispiele fu¨r Groupware-Systeme
betrachten (siehe auch [EGR91]):
L Message-Systeme dienen zum elektronischen (asynchronen) Austausch von Nachrichten. Bei-
spiele sind E-Mail-Systeme oder elektronische Bulletin-Board-Systeme.
L Multi-User-Editoren ermo¨glichen das gemeinsame Bearbeiten eines Dokuments durch mehrere
Autoren (Joint-Editing).
L Group-Decision-Support-Systeme [KK88] unterstu¨tzen das gemeinsame Fa¨llen einer Entschei-
dung durch mehrere Personen. Diese Systeme verwenden ha¨ufig die Metapher eines elektroni-
schen Besprechungsraums.
L Unter dem Oberbegriff Computer Conferencing werden Systeme zusammengefasst, bei denen
der Computer prima¨r als Kommunikationsmedium dient. Ein Beispiel hierfu¨r ist eine Videokon-
ferenz, bei welcher Bild und Ton der Teilnehmer an die anderen Teilnehmer u¨bertragen werden.
Bei einer Desktop-Konferenz ko¨nnen die Teilnehmer zusa¨tzlich auch noch gemeinsam Anwen-
dungen ausfu¨hren.
Wie man an den Beispielen erkennen kann, sind Kommunikation und Kooperation wesentliche
Aspekte eines Groupware-Systems. Um die Zusammenarbeit einer Gruppe zu unterstu¨tzen, ist aber
auch Koordination notwendig. Da es sich bei der Koordination um die Hauptaufgabe jedes WfMS
handelt, kann die Fa¨higkeit eines Groupware-Systems zur Koordination genutzt werden, um einen
Arbeitsablauf zu steuern. Wie eine Ablaufsteuerung mit Lotus Notes, dem Marktfu¨hrer unter den
Groupware-Systemen, realisiert werden kann, wird in [DS97] beschrieben; in [HK95] findet sich eine
Fallstudie fu¨r die Realisierung einer WF-Anwendung auf Basis von Lotus Notes. Prinzipiell existieren
die folgenden beiden Mo¨glichkeiten, um mit Lotus Notes die Ausfu¨hrung von WF-Instanzen (Arbeits-
abla¨ufen) zu steuern:
L Bei einer E-Mail-basierten Realisierung der WF-Steuerung wird eine WF-Instanz nach der Bear-
beitung einer Aktivita¨teninstanz an den Bearbeiter des na¨chsten Teilschritts geschickt. Ein Nach-
teil dieser Vorgehensweise ist, dass die WF-Instanz nicht von Dritten eingesehen werden kann,
da sie sich ausschließlich in dem Eingangskorb des E-Mail-Empfa¨ngers befindet. Deshalb ist
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es fast unmo¨glich, den aktuellen Bearbeitungszustand einer WF-Instanz zu ermitteln. Außerdem
kann eine Aktivita¨t kaum mehreren potentiellen Bearbeitern zugeordnet werden. Dann mu¨sste
die WF-Instanz na¨mlich an mehrere Nachfolger geschickt werden, die sich vor der Bearbeitung
des Arbeitsschritts auch noch synchronisieren mu¨ssten.
L Die Ablaufsteuerung kann auch auf Basis der (verteilten) Groupware-DB realisiert werden, d.h.
alle WF-Instanzen werden in dieser DB gespeichert. In einem Steuerfeld der WF-Instanz wird
dann der jeweils na¨chste Bearbeiter eingetragen, so dass die WF-Instanz in dessen – entspre-
chend konfigurierter – Ansicht (Arbeitsliste) erscheint. Bei dieser Realisierungsvariante kann auf
die von der Groupware-DB verwalteten Daten der WF-Instanz von allen (berechtigten) Benutzern
zugegriffen werden, so dass die bei der E-Mail-basierten Realisierung beschrieben Einschra¨nkun-
gen nicht gelten.
Bei diesen Realisierungsvarianten ist zu beachten, dass eine WF-Instanz manuell durch einen Be-
nutzer an den Bearbeiter der Nachfolgeraktivita¨t gesendet werden muss, oder dass dieser Bearbei-
ter manuell in ein Steuerfeld eingetragen werden muss. Die Ablaufsteuerung erfolgt also explizit
durch die Benutzer. Dies ist zwar bei den fu¨r Groupware-Anwendungen typischen unstrukturierten
Abla¨ufen wu¨nschenswert, fu¨r eine unternehmensweite Ablaufsteuerung aber nicht akzeptabel. Ab-
hilfe kann hier geschaffen werden, indem die potentiellen Bearbeiter der Nachfolgeraktivita¨t nicht
manuell vom Benutzer festgelegt, sondern automatisch berechnet werden. Dies la¨sst sich z.B. bei
Lotus Notes dadurch realisieren, dass LotusScript-Programme erstellt und bestimmten Schaltfla¨chen
(
”
Buttons“) zugeordnet werden. Mo¨chte ein Benutzer einen Arbeitsschritt beenden, so aktiviert er die
entsprechende Schaltfla¨che, woraufhin das zugeho¨rige LotusScript-Programm ausgefu¨hrt wird. Die-
ses berechnet dann die potentiellen Bearbeiter der Nachfolgeraktivita¨t. Durch diese Vorgehensweise
kann ein Ablauf fest vorgegeben werden. Er wird aber nicht (z.B. graphisch) modelliert, sondern er
ergibt sich durch die Programmlogik zahlreicher LotusScript-Programme.
Wir wollen nun die Auswirkungen der soeben vorgeschlagenen Vorgehensweise analysieren. Group-
ware-Systeme verfu¨gen u¨ber eine wenig ausgepra¨gte Entwicklungsumgebung zur Realisierung von
WF-Anwendungen [HK95], was deren Implementierung wesentlich erschwert. Solche Entwicklungs-
umgebungen werden bei Groupware-Systemen auch nicht fu¨r notwendig erachtet, da die Systeme fu¨r
die Unterstu¨tzung von kleinen Gruppen konzipiert sind, und nicht fu¨r den unternehmensweiten Ein-
satz. Das Fehlen einer ausgereiften Entwicklungsumgebung fu¨hrt aber dazu, dass die WF-Vorlagen
nicht explizit modelliert werden ko¨nnen, sondern, dass die Ablauflogik durch viele kleine Programme
(vgl. LotusScript) realisiert werden muss. Dies fu¨hrt wiederum zu einigen Nachteilen, wenn dennoch
unternehmensweite prozessorientierte Anwendungssysteme auf Basis eines Groupware-Produkts rea-
lisiert werden:
L Da keine explizite Ablaufbeschreibung existiert, ist eine Validierung des Ablaufs durch eine Ani-
mation oder Simulation der WF-Vorlage nicht mo¨glich. Da die Prozesse deshalb kaum ausrei-
chend getestet werden ko¨nnen, ist die fu¨r ihren unternehmensweiten Einsatz erforderliche Zu-
verla¨ssigkeit nicht zu erreichen.
L Die Performanz einer Groupware-DB ist deutlich schlechter als die einer konventionellen DB,
da bei Groupware-Systemen eine wesentlich gro¨ßere Flexibilita¨t beno¨tigt wird (z.B. Speiche-
rung von ganzen Dokumenten in einem Feld) [DS97]. Deshalb kann bei einer Realisierung eines
prozessorientierten Anwendungssystems auf Basis einer Groupware-DB, die fu¨r den unterneh-
mensweiten Einsatz beno¨tigte Skalierbarkeit nicht erreicht werden. Die andere Alternative, die
Realisierung des Anwendungssystems auf Basis des E-Mail-Dienstes eines Groupware-Systems,
scheidet aus den oben genannten Gru¨nden i.d.R. aus.
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L Da keine WF-Vorlage zur Ausfu¨hrung der WF-Instanzen existiert, muss der zu realisierende WF
von dem Anwendungsentwickler manuell in entsprechende (LotusScript-) Programme umgesetzt
werden. Dies erfordert einen sehr hohen Aufwand bei der Anwendungsentwicklung und ist zu-
dem sehr fehleranfa¨llig.
L Der Programmcode, durch den die WF-Steuerung realisiert wird, ist auf sehr viele Felder zahlrei-
cher Dokumente verteilt. Dadurch entsteht ein sehr großer Pflege- und Wartungsaufwand. Insbe-
sondere die Vera¨nderung der Ausfu¨hrungsreihenfolge von Aktivita¨ten eines Ablaufs wird dadurch
extrem aufwendig und fehleranfa¨llig.
L Da alle Information u¨ber einen Ablauf in Programmfragmenten steckt, ist zudem nur sehr wenig
(nutzbare) Information u¨ber die Struktur eines Prozesses verfu¨gbar. So ist es z.B. sehr schwie-
rig, die maximale Ausfu¨hrungszeit eines Prozesses abzuscha¨tzen, da nicht einmal die Nachfolger
einer Aktivita¨t explizit bekannt sind. Auf Basis eines solchen Systems wa¨re es fast unmo¨glich,
die in dieser Arbeit pra¨sentierten Verfahren zu realisieren. Dieses Problem wird durch die Exi-
stenz eines (graphischen) Aufsatzes zur Modellierung der Prozesse (wie er z.B. fu¨r Lotus Notes
angeboten wird) nicht gelo¨st. Vielmehr beno¨tigt die WF-Engine zur Ausfu¨hrungszeit explizite
Information u¨ber die Struktur der WF-Instanzen.
Da keine WF-Vorlagen existieren, lassen sich also die beim unternehmensweiten Einsatz entste-
henden Anforderung an Leistungsfa¨higkeit, Zuverla¨ssigkeit und ¨Anderbarkeit eines Anwendungs-
systems bei einer auf einem Groupware-System basierenden Realisierung nicht erfu¨llen. Außerdem
fehlt Groupware-Systemen gegenu¨ber WfMS viel Funktionalita¨t, welche bei der Realisierung von
prozessorientierten Anwendungen hilfreich ist [DS97]. Deshalb mu¨ssen komplexe Verfahren z.B. zur
Bearbeiterzuordnung oder zur Zeitu¨berwachung vom Anwendungsentwickler selbst realisiert wer-
den, was einen sehr großen Zusatzaufwand bedeutet. Zusammenfassend la¨sst sich also feststellen,
dass ein Groupware-System eben kein WfMS ist und auch keine geeignete Basis zur Realisierung von
prozessorientierten Anwendungssystemen fu¨r den unternehmensweiten Einsatz bietet. Deshalb wird
diese Vorgehensweise auch nicht weiter verfolgt. Wenn wir im Folgenden von WfMS sprechen, so
sind also stets prozessorientierte WfMS (wie in Abschnitt 1.1.2 beschrieben) gemeint.
1.2 Motivation fu¨r diese Arbeit
Die heute verfu¨gbaren WfMS befinden sich noch in einem sehr fru¨hen Entwicklungsstadium, das
etwa mit der relationalen DB-Technologie zu Beginn der 80-er Jahre verglichen werden kann. Des-
halb erfu¨llen sie bei weitem noch nicht alle Anforderungen, die an sie gestellt werden. Welche
dies im Detail sind, ist z.B. in [DRK00, GHS95] aufgefu¨hrt. Um die Unzula¨nglichkeiten heutiger
WfMS zu u¨berwinden, wurden im Rahmen des ADEPT1-Projektes [DKR ¨ 95, DR98, RBD00] u.a.
die folgenden Aspekte betrachtet: die dynamische ¨Anderung der Struktur von WF-Instanzen zu deren
Ausfu¨hrungszeit [RD98, Rei00], die ¨Uberwachung von Zeitbedingungen zwischen den Aktivita¨ten
eines Prozesses [Gri97], die Auswirkungen von Abha¨ngigkeiten zwischen Aktivita¨ten unterschied-
licher WF-Instanzen [Hei00, Hei01] und das (partielle) Zuru¨cksetzen von WF-Instanzen [Rei00].
Auf diese fortschrittlichen WF-Konzepte wollen wir nicht vertieft eingehen. Die in dieser Arbeit ent-
wickelten Verfahren mu¨ssen aber so gestaltet sein, dass die Realisierung dieser WF-Konzepte nicht
beeintra¨chtigt wird. Deshalb werden einige dieser Konzepte an geeigneter Stelle diskutiert.
1ADEPT steht fu¨r Application Development Based on Encapsulated Pre-Modeled Process Templates.
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In der vorliegenden Arbeit wollen wir uns auf die Entwicklung eines skalierbaren WfMS konzentrie-
ren. Die Bedeutung dieser Formulierung wird im nachfolgenden Abschnitt noch genauer erla¨utert. An-
schließend wird an einem konkreten Beispiel gezeigt, dass es sich bei der untersuchten Fragestellung
tatsa¨chlich um ein sehr brisantes Problem handelt. Schließlich werden noch die Rahmenbedingungen
gekla¨rt, unter denen der in dieser Arbeit vorgestellte Ansatz verwendet werden kann.
1.2.1 Problemstellung
In der vorliegenden Arbeit wird untersucht, wie sehr große prozessorientierte Anwendungssysteme
realisiert werden ko¨nnen. Damit sind Informationssysteme mit hunderten oder tausenden von Be-
nutzern gemeint. Das einem solchen Anwendungssystem zugrundliegende WfMS muss viele tau-
send WF-Instanzen zur gleichen Zeit verwalten ko¨nnen. Es ist durchaus realistisch anzunehmen,
dass prozessorientierte Anwendungssysteme mit bis zu 20000 Benutzern beno¨tigt werden. So wer-
den in [KAGM96, SK97] WF-basierte Anwendungen beschrieben, bei denen die Zahl der Benutzer
bis auf einige zehntausend anwachsen kann oder mehrere zehntausend WF-Instanzen gleichzeitig
im System sein ko¨nnen. Solche Zahlen ko¨nnen bei unternehmensweiten Anwendungen in Großkon-
zernen leicht erreicht werden. Auch fu¨r unternehmensu¨bergreifende Anwendungssysteme sind diese
Gro¨ßenordnungen denkbar. Allerdings befinden sich dabei aufgeworfene weitere Fragestellungen, die
unabha¨ngig von der Skalierbarkeit sind, nicht im Fokus dieser Arbeit.
Doch nicht nur durch die hohen Benutzerzahlen wird eine große Last erzeugt. Wir betrachten Anwen-
dungssysteme, bei denen außerdem von den Benutzern sehr große Datenmengen beno¨tigt werden.
Es sollen also realistische Datenvolumina (z.B. fu¨r Multimedia-Dokumente, CAD-Zeichnungen oder
eingescannte Dokumente) unterstellt werden und nicht nur
”
Spieldaten“. Außerdem kann das zu rea-
lisierende Anwendungssystem weitra¨umig verteilt sein. Diese Annahme ist durchaus realistisch, da
Großkonzerne in aller Regel weltweit u¨ber Niederlassungen oder Außenstellen verfu¨gen. Zumindest
ist aber anzunehmen, dass diese u¨ber eine sehr große Region (z.B. gesamte USA) verteilt sind. Des-
halb muss die notwendige Kommunikation u¨ber ein Wide Area Network (WAN) abgewickelt werden.
In einem solchen Szenario muss das WfMS nicht nur sehr viele Aktionen (z.B. Arbeitsliste aktuali-
sieren, Aktivita¨teninstanz startet/beenden) ausfu¨hren, sondern es muss zusa¨tzlich eine extrem große
Datenmenge (u¨ber ein WAN) u¨bertragen werden.
Unter diesen Voraussetzungen ist klar, dass die hohe Belastung der WF-Engine ein Problem darstellt.
Dies wurde auch schon erkannt und ist allgemein anerkannt, weshalb sich in der Literatur zahlreiche
Vorschla¨ge fu¨r Multi-Server-Architekturen fu¨r WfMS finden (z.B. in [AKA ¨ 94, CGS97, DKM ¨ 97,
MWW ¨ 98, SNS99]). Die Vermeidung der ¨Uberlastung von WF-Servern ist auch eine der Problem-
stellungen der vorliegenden Arbeit. Zusa¨tzlich stellt aber auch die Belastung des dem WfMS zu-
grunde liegenden Kommunikationssystems ein Problem dar, weil bei jeder auszufu¨hrenden Aktion
eine Kommunikation zwischen einem WF-Server und einem Client stattfindet. Da jede dieser zahl-
reichen Kommunikationen auch noch eine sehr große Datenmenge umfassen kann (z.B. fu¨r Ein- und
Ausgabeparameter von Aktivita¨tenprogrammen), muss das Kommunikationssystem zusa¨tzlich zu der
hohen Nachrichtenanzahl auch noch ein sehr großes Datenvolumen bewa¨ltigen. Deshalb mu¨ssen die
in dieser Arbeit entwickelten Verfahren in der Lage sein, die Belastung fu¨r das Kommunikationssy-
stem zu reduzieren. Dies ist insbesondere bei weitra¨umig verteilten Anwendungssystemen wichtig,
da Kommunikation u¨ber ein WAN naturgema¨ß relativ langsam und teuer ist. Die gesamte Proble-
matik der von WfMS erzeugten Kommunikationslast wurde bisher in der WF-Literatur noch nicht
beru¨cksichtigt.
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Man ko¨nnte nun als Gegenargument anfu¨hren, dass Hochleistungskommunikationsnetzwerke [Par94]
wie z.B. ATM (Asynchronous Transfer Mode [BM93, Onv92]) ausreichend schnell sind, um die an-
fallende Kommunikationslast zu bewa¨ltigen, und außerdem in Zukunft noch schneller werden. Des-
halb ko¨nnte man die von WfMS erzeugte Kommunikationslast einfach ignorieren, wenn man ein
ausreichend leistungsfa¨higes Kommunikationssystem verwendet. Diese
”
Strategie“ fu¨hrt aber aus den
folgenden Gru¨nden zu keiner dauerhaften, allgemeingu¨ltigen und praktikablen Lo¨sung des Problems:
L Ein Hochleistungs-WAN mit ausreichender Bandbreite ist sehr teuer. Diese Kosten sind unno¨tig,
da die kommunizierte Datenmenge durch ein intelligent gestaltetes WfMS reduziert werden
kann. Deshalb sollten diese Kosten vermieden werden. Außerdem sind Hochleistungsnetz-
werke ha¨ufig nicht optimal fu¨r ¨Ubertragungen mit stark schwankender Datenrate geeignet
[SVBC91, GTMG91], welche bei WfMS aber die Regel sind. So findet z.B. zu dem Zeitpunkt viel
Kommunikation statt, in dem eine Aktivita¨teninstanz gestartet wird und die dafu¨r notwendigen
großen Parameterdaten u¨bertragen werden mu¨ssen. Dies fu¨hrt zu der stark schwankenden Daten-
rate. Systeme wie ATM, bei denen eine bestimmte Bandbreite reserviert (und bezahlt) werden
muss, sind aber eher fu¨r ¨Ubertragungen (z.B. von Videos) mit konstanter Datenrate geeignet.
L Werden in einem Anwendungssystem extrem große Daten verwendet (z.B. Multimediadaten mit
einem hohen Anteil an Videoinformation), so kann man an die Grenzen der zur Verfu¨gung ste-
henden Kommunikationstechnologie stoßen. Dies fu¨hrt zu langen Wartezeiten fu¨r die Benutzer
des Systems. Fu¨r die Zukunft ist zwar die Entwicklung von noch schnelleren Kommunikations-
medien zu erwarten, es ist aber durchaus mo¨glich, dass diese Leistungssteigerung durch den
Wunsch der Anwender nach Computerunterstu¨tzung fu¨r immer anspruchsvollere Anwendungen
aufgezehrt wird. So kann man sich z.B. fu¨r den Krankenhausbereich vorstellen, dass zuku¨nftig
alle Daten inklusive hochauflo¨sender Ro¨ntgenbilder und Computertomographie-Filmen elektro-
nisch verfu¨gbar und durch ein WfMS zugreifbar gemacht werden sollen.
L Hochleistungskommunikationssysteme bieten eine sehr große Bandbreite fu¨r die Datenu¨ber-
tragung. Sie haben aber auch ihre Schwachpunkte, wie z.B. die fu¨r einen Verbindungsaufbau
beno¨tigte Zeit, die Belastung durch eine große Anzahl von (kleinen) Nachrichten oder die La-
tenzzeit beim Zugang zum Kommunikationsmedium. Deswegen kann es selbst bei einem bzgl.
der ¨Ubertragungsrate nicht u¨berlasteten Kommunikationssystem, bei einer weit entfernten Kom-
munikation zwischen Benutzer und WF-Server, zu inakzeptablen Verzo¨gerungen kommen. Schon
um diese zu vermeiden, sollte auf unno¨tige WAN-Kommunikation verzichtet werden.
L Viele Anwender mo¨chten kein Hochleistungs-WAN einsetzen, sondern preiswert z.B. u¨ber das
Internet kommunizieren. So gibt es zahlreiche WfMS, welche die Kommunikation zwischen
WF-Server und Client ausschließlich u¨ber das Internet abwickeln. In [MSKP97] werden ei-
nige kommerzielle WfMS dieses Typs vorgestellt. Aber auch Forschungsprototypen wie Panta
Rhei [EGL96a, GE96], WASA [VWW96a], WebFlow [GMPP97] und METEOR © WebWork
[MPS ¨ 98] haben sich fu¨r diese Art der Kommunikation entschieden.
Das Ziel des in dieser Arbeit entwickelten Ansatzes ADEPT  
 (im Folgenden auch kurz
ADEPT genannt, wenn eine Verwechslung mit dem Gesamtprojekt ausgeschlossen ist) ist es aber
nicht nur, ein Konzept fu¨r ein WfMS zu entwickeln, durch das die Belastung fu¨r die WF-Server und
fu¨r das Kommunikationssystem reduziert wird. Das zu entwickelnde System soll außerdem die Anfor-
derungen erfu¨llen, die realistischerweise in der Praxis an ein WfMS gestellt werden. Ein Aspekt, dem
– aufgrund der in dieser Arbeit gewa¨hlten Vorgehensweise – dabei besondere Beachtung geschenkt
werden muss, sind die Bearbeiterzuordnungen. In der Praxis ist es sicherlich nicht ausreichend, wenn
die potentiellen Bearbeiter einer Aktivita¨t durch ihre Rolle und evtl. noch durch die Zugeho¨rigkeit zu
einer OE spezifiziert werden ko¨nnen. Ha¨ufig muss es mo¨glich sein, dass die potentiellen Bearbeiter
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einer Aktivita¨t abha¨ngig von den Bearbeitern einer Vorga¨ngeraktivita¨t festgelegt werden. So muss ein
Arztbrief eben von demjenigen Arzt geschrieben werden, der den Patienten untersucht hat. Er kann
nicht von einem beliebigen Benutzer mit der Rolle Arzt erstellt werden. Welche Auswirkungen sich
durch solche sogenannte abha¨ngige Bearbeiterzuordnungen fu¨r die Skalierbarkeit ergeben, soll in die-
ser Arbeit untersucht werden. Dabei muss es das Ziel sein, die verteilte WF-Ausfu¨hrung weiterhin
ada¨quat zu unterstu¨tzen, so dass durch die Verwendung von abha¨ngigen Bearbeiterzuordnungen keine
besonders hohe Last fu¨r die WF-Server und fu¨r das Kommunikationssystem entsteht.
1.2.2 Zahlenbeispiel
Das in diesem Abschnitt vorgestellte Zahlenbeispiel belegt, dass die Belastung des Kommunikations-
systems in unternehmensweiten WfMS tatsa¨chlich ein Problem darstellt. Zu diesem Zweck wird fu¨r
den in Abb. 1.3 dargestellten Kreditbearbeitungs-WF die Belastung der Teilnetze und Gateways durch
eine Berechnung und durch eine Simulation ermittelt (siehe auch [BD00a]). Weitere Zahlenbeispiele,
die zu a¨hnlichen Ergebnissen fu¨hren, finden sich in [BD97, BD98].
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Abbildung 1.3 Beispiel-WF einer Kreditantragsbearbeitung.
In dem in Abb. 1.3 dargestellten Szenario2 einer Kreditbearbeitung in einer Bank enthalten die Ein-
bzw. Ausgabeparameter der Aktivita¨ten 1, 3, 4 und 5 eingescannte Dokumente. Deshalb wird unter-
stellt, dass sie durchschnittlich einen Parametertransfer von 2 MB notwenig machen.3 Die Bank be-
stehe aus 30 Zweigstellen, die mit der Bankzentrale durch ein WAN verbunden sind. In jeder Zweig-
stelle seien 10 Angestellte bescha¨ftigt, woraus sich insgesamt 300 Angestellte in den Zweigstellen
ergeben. Wenn wir außerdem annehmen, dass ein Angestellter einer Filiale durchschnittlich 5 min
= 300 sec fu¨r die Bearbeitung einer Aktivita¨t beno¨tigt, so bearbeiten die 300 Filialangestellten durch-
schnittlich eine Aktivita¨t pro Sekunde. Da dies jeweils den Transfer von 2 MB Parameterdaten erfor-
dert, wird das Teilnetz eines zentralen WF-Servers mit 2 MB/sec = 16 Mbit/sec belastet. Damit wa¨re
ein Ethernet-basiertes Local Area Network (LAN) alleine schon durch die Ausfu¨hrung von Instanzen
dieses einen WF-Typs u¨berlastet. Da die betrachteten Aktivita¨ten 1, 3, 4 und 5 vom WF-Server in
der Bankzentrale kontrolliert und in den Filialen bearbeitet werden, muss von den Gateways dieselbe
Datenmenge umgesetzt werden.
Eine Alternative zur Verwendung eines zentralen WF-Servers ist die verteilte WF-Steuerung durch
die WF-Server der jeweils involvierten Bankfiliale. Um die in diesem Fall auftretende Belastung des
Kommunikationssystems mit der des zentralen Falls vergleichen zu ko¨nnen, wurde die Ausfu¨hrung
des in Abb. 1.3 dargestellten WF fu¨r den zentralen und den verteilten Fall simuliert (fu¨r Details der
verwendeten Simulationsumgebung und der konkreten Simulation siehe Kapitel 9 und Anhang C).
Im zentralen Fall ergibt sich bei der Simulation eine Belastung4 des Teilnetzes des WF-Servers von
2Eine detaillierte Beschreibung des Szenarios findet sich im Anhang C.1.
3Bei den in dieser Arbeit betrachteten unternehmensweiten Anwendungsbereichen sind durchaus auch wesentlich
gro¨ßere Datenmengen denkbar, z.B. fu¨r multimediale Daten.
4Diese Last ist geringer als der rechnerische Wert von 16 Mbit/sec, da es bei der Simulation nicht mo¨glich ist, die
Bearbeiter voll auszulasten. Dies wu¨rde zum
”
¨Uberlaufen“ der Arbeitslisten dieser Benutzer fu¨hren. Aus diesem Grund
bearbeiten die Angestellten der Zweigstellen weniger als 1 Aktivita¨t/sec.
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15,7 Mbit/sec. Wenn die WF-Steuerung jedoch verteilt durchgefu¨hrt wird, so wird kein Teilnetz mit
mehr als 0,5 Mbit/sec belastet. Der Engpass im Kommunikationssystem kann auf diese Weise also
vermieden werden.
Da (vor allem in weitra¨umig verteilten Systemen) die Belastung der Gateways ebenfalls sehr relevant
ist, wurde auch diese fu¨r das betrachtete Szenario simuliert. Dabei ergibt sich fu¨r den zentralen Fall,
dass die Gateways 15,6 Mbit/sec umzusetzen haben. Findet diese Kommunikation z.B. u¨ber ISDN
statt, so werden 243,6 sta¨ndig benutzte ISDN-Verbindungen (mit je 64 kbit/sec) beno¨tigt. Werden die
WF-Instanzen dagegen verteilt gesteuert, so mu¨ssen von den Gateways insgesamt nur 80,6 kbit/sec
u¨bertragen. Dies entspricht lediglich 1,3 ISDN-Verbindungen.
Mit diesem Zahlenbeispiel konnte gezeigt werden, dass in einem unternehmensweiten WfMS sowohl
die Belastung der Teilnetze, wie auch der Gateways, ein Problem darstellen kann. Außerdem wurde
an einem Beispiel erla¨utert, wie sich diese Belastung durch eine verteilte WF-Steuerung drastisch
reduzieren la¨sst.
1.2.3 Rahmenbedingungen
Das Ziel des in dieser Arbeit vorgestellten Ansatzes ist es, den Einsatz von WfMS fu¨r Anwendungen
zu ermo¨glichen, bei denen eine sehr große Last entsteht (vgl. Abschnitt 1.2.1). Zu diesem Zweck wird
ein Konzept fu¨r ein skalierbares WfMS entwickelt, welches z.B. fu¨r die Realisierung unternehmens-
weiter prozessorientierter Anwendungssysteme verwendet werden kann. Die vorgestellten Verfahren
ko¨nnen auch fu¨r unternehmensu¨bergreifendes WF-Management eingesetzt werden. Allerdings erge-
ben sich dadurch zusa¨tzliche Anforderungen, die in dieser Arbeit nur am Rande angesprochen werden.
So kann erforderlich sein, dass bestimmte vom WfMS verwaltete Daten ein Unternehmen nicht ver-
lassen, oder dass ein Unternehmen sein WfMS autonom konfigurieren und WF-Vorlagen autonom
vera¨ndern kann.
Der in dieser Arbeit entwickelte Ansatz setzt einige Annahmen voraus, die aber i.d.R. bei prozessori-
entierten Anwendungssystemen bzw. bei dem zu deren Realisierung verwendeten WfMS erfu¨llt sind.
Dies sind im Einzelnen:
L Das WfMS verfu¨gt u¨ber ein Organisationsmodell, in dem Personen sowohl mit OE in der Auf-
bauorganisation als auch mit Rollen assoziiert werden ko¨nnen.
L Die Zuordnung von Bearbeitern zu einer zur Bearbeitung anstehenden Aktivita¨t erfolgt zur
Ausfu¨hrungszeit mittels eines Auswahlpra¨dikats, wie z.B. Rolle = Arzt n OE = Ra-
diologie. In diesen Bearbeiterzuordnungen ko¨nnen auch Vorga¨ngeraktivita¨ten referenziert
werden (abha¨ngige Bearbeiterzuordnungen). In beiden Fa¨llen wird angenommen, dass sich der
tatsa¨chliche Bearbeiter einer Aktivita¨t zufa¨llig aus den durch die Bearbeiterzuordnung festgeleg-
ten Bearbeitern der Aktivita¨t ergibt. Diese Bearbeiter befinden sich nicht notwendigerweise alle
im selben Teilnetz.
L Das WfMS verwendet mehrere WF-Server sowie ein Kommunikationssystem, das aus mehreren
Teilnetzen besteht. Zur Vereinfachung wird angenommen, dass jedes betrachtete Teilnetz u¨ber
einen (und nur einen) eigenen WF-Server verfu¨gt, und dass jeder dieser WF-Server im Prinzip
fu¨r jeden WF-Typen und jeden Aktivita¨tentypen zur Steuerung eingesetzt werden kann. Der Fall,
dass sich mehrere WF-Server im selben Teilnetz befinden, wird in Kapitel 7 gesondert betrachtet.
Einem Benutzer des WfMS sind i.d.R. ein oder mehrere Teilnetze fest zugeordnet.
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L Die Anzahl der Personen, die eine bestimmte Aktivita¨t bearbeiten du¨rfen, ihre Zuordnung zu den
Teilnetzen und die Topologie des Kommunikationsnetzwerks a¨ndern sich zwischen der Model-
lierungszeit und der WF-Ausfu¨hrung nicht signifikant.
1.3 Ziel und Aufbau der Arbeit
Der Ausgangspunkt dieser Arbeit war die Fragestellung, ob es mo¨glich ist, ein WfMS so zu realisieren,
dass trotz einer sehr großen Gesamtlast keine Systemkomponente u¨berlastet ist. Außerdem sollen fu¨r
die notwendige Systeminfrastruktur (Rechner und Kommunikationssystem) keine u¨berma¨ßig hohen
Kosten entstehen. Diese Gesamtfragestellung gliedert sich in eine Reihe von Teilproblemen, die in
dieser Arbeit gelo¨st werden. Die wichtigsten dieser Teilaspekte sind:
L Wie soll das dem WfMS zugrunde liegende System (die Hardware) aufgebaut sein? Gibt es Sy-
stemkonfigurationen, mit denen sich das WF-Management besonders effizient realisieren la¨sst?
L Wie sind die zu bewa¨ltigen Aufgaben zu verteilen? Welche Strategie muss verfolgt werden, damit
bei der WF-Ausfu¨hrung eine mo¨glichst geringe Last entsteht?
L Ausgehend von der These, dass es mo¨glich ist, eine gu¨nstige Verteilung der Aufgaben auf die
WF-Server automatisch zu ermitteln (sofern genu¨gend Information zur Verfu¨gung steht), stellen
sich die folgenden Fragen: Wie kann eine gegebene Aufgabenverteilung bewertet werden? Hierzu
ist es notwendig, ein Kostenmodell zu entwickeln. Mit welchen Verfahren kann eine geeignete
Aufgabenverteilung ermittelt werden? Das naive Durchprobieren aller Mo¨glichkeiten, um die
optimale Lo¨sung zu ermitteln, verbietet sich vermutlich, weil der Suchraum zu groß ist.
L Wie ko¨nnen die – wegen der Verteilung der Aufgaben auf mehrere WF-Server notwendig wer-
denden – Migrationen u¨berhaupt realisiert werden? Wie kann das dabei existierende Optimie-
rungspotential genutzt werden?
L Sind die entwickelten Verfahren auch im Zusammenspiel mit fortschrittlichen WF-Konzepten
wie abha¨ngigen Bearbeiterzuordnungen oder dynamischen ¨Anderungen realisierbar? Hier kann
ein Problem bzgl. der zur Verfu¨gung stehenden Information entstehen: Einerseits ist bei verteilter
WF-Steuerung nicht jedem WF-Server die gesamte Information bekannt, was zu Problemen bei
der Realisierung anderer WF-Konzepte fu¨hren kann. Andererseits wird zur Berechnung einer
geeigneten Aufgabenverteilung Information beno¨tigt, die durch andere Konzepte evtl. verfa¨lscht
wird und deshalb nicht mehr beschafft werden kann.
L Wie kann (qualitativ und quantitativ) gezeigt werden, dass die in dieser Arbeit entwickelten Ver-
fahren tatsa¨chlich einen Vorteil gegenu¨ber schon bekannten Verfahren darstellen? Nur wenn die-
ser Beweis erbracht werden kann, ist das Ergebnis dieser Arbeit tatsa¨chlich fu¨r den praktischen
Einsatz relevant.
Die aufgeza¨hlten Aspekte bauen teilweise aufeinander auf. Der Aufbau dieser Arbeit entspricht
deshalb ungefa¨hr ihrer Reihenfolge. Als Abschluss des Motivations- und Einleitungsteils werden
im na¨chsten Kapitel die Grundlagen fu¨r das Versta¨ndnis der Arbeit geschaffen. So wird das WF-
Metamodell von ADEPT vorgestellt, also erla¨utert, wie der Kontroll- und Datenfluss einer WF-
Vorlage spezifiziert wird. Außerdem wird dieses im Prinzip bekannte Modell an einigen Stellen erwei-
tert. Schließlich wird im Kapitel 2 noch beschrieben, wie die Bearbeiter den Aktivita¨ten zugeordnet
werden und auf welche Art und Weise die Arbeitslisten der Benutzer verwaltet werden.
Der Teil II bildet den origina¨ren, theoretischen Teil dieser Arbeit. Er kla¨rt, wie effizientes verteiltes
WF-Management realisiert werden kann. Dieser Teil beginnt mit Kapitel 3, in welchem die System-
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infrastruktur entwickelt wird, die dem WfMS zugrunde liegen soll. Das Ergebnis wird sein, dass diese
aus mehreren WF-Servern besteht, die auf verschiedene Teilnetze des Kommunikationssystems ver-
teilt werden. Ausgehend von dieser Struktur ergibt sich eine Strategie fu¨r die Aufgabenverteilung,
bei der eine WF-Instanz abschnittsweise von mehreren WF-Servern kontrolliert wird. Dies bedingt
die Notwendigkeit von Migrationen, deren Grundprinzip ebenfalls in Kapitel 3 gekla¨rt wird. So wird
untersucht, zu welchen Zeitpunkten Kommunikationen zwischen den WF-Servern notwendig werden
und welche Informationen bei Migrationen u¨bertragen werden mu¨ssen.
Die Serverzuordnung einer Aktivita¨t legt fest, von welchem WF-Server diese Aktivita¨t kontrolliert
wird. Nun war eine Forderung, dass eine geeignete Verteilung der Aufgaben auf die WF-Server au-
tomatisch berechnet werden soll. Deshalb bescha¨ftigt sich das Kapitel 4 mit Verfahren zur Berech-
nung von geeigneten Serverzuordnungen. Um die optimalen Serverzuordnungen fu¨r die Aktivita¨ten
einer WF-Vorlage zu ermitteln, wa¨re ein exponentieller Aufwand notwendig. Da WF-Vorlagen sehr
viele Aktivita¨ten enthalten ko¨nnen, ist dies nicht akzeptabel. Deshalb werden im Kapitel 4 Verfahren
zur Berechnung von gut geeigneten Serverzuordnungen vorgestellt. Damit es u¨berhaupt mo¨glich ist,
geeignete Serverzuordnungen automatisch zu berechnen, wird ein Kostenmodell fu¨r die Bewertung
der Serverzuordnungen einer WF-Vorlage beno¨tigt. Dieses wird realisiert, indem ausgehend von der
Lokation des Servers und der potentiellen Bearbeiter einer Aktivita¨t gewisse Wahrscheinlichkeitsver-
teilungen berechnet werden. Mit diesen lassen sich dann die resultierenden Kosten abscha¨tzen.
Die in Kapitel 4 entwickelten Verfahren sollen auch im Zusammenspiel mit abha¨ngigen Bearbeiterzu-
ordnungen (z.B. selber Bearbeiter wie Aktivita¨t m) eingesetzt werden ko¨nnen. Dann
stehen die Bearbeiter, die sich fu¨r die Ausfu¨hrung einer bestimmten Aktivita¨t qualifizieren, zur Mo-
dellierungszeit jedoch noch nicht fest. In diesem Fall sind zur Modellierungszeit vorberechnete stati-
sche Serverzuordnungen i.d.R. ungeeignet. Deshalb werden im Kapitel 5 variable Serverzuordnungen
eingefu¨hrt und es wird gekla¨rt, wie eine verteilte WF-Ausfu¨hrung mit diesen realisiert werden kann.
Außerdem wird aufgezeigt, wie es auch bei WF-Vorlagen mit abha¨ngigen Bearbeiterzuordnungen und
variablen Serverzuordnungen mo¨glich ist, die zur Abscha¨tzung der entstehenden Kosten notwendigen
Wahrscheinlichkeitsverteilungen zu berechnen. Dadurch lassen sich auch geeignete variable Server-
zuordnungen automatisch ermitteln.
Im Kapitel 6 wenden wir uns nochmals den Migrationen zu. Deren Ausfu¨hrung verursacht hohe Kom-
munikationskosten, da mit dem internen Zustand und den Anwendungsdaten der WF-Instanz eine
sehr große Datenmenge u¨bertragen werden muss. Deshalb wird im Kapitel 6 untersucht, wie die
Durchfu¨hrung von Migrationen optimiert werden kann. Dazu wird das zu u¨bertragende Datenvolu-
men durch zur Ausfu¨hrungszeit durchgefu¨hrte Maßnahmen reduziert. Diese verhindern die redun-
dante ¨Ubertragung sowohl der Zustands- als auch der Anwendungsdaten der WF-Instanz.
In den Kapiteln 3 bis 6 wird der Aspekt der Reduzierung der in einem WfMS entstehenden Kom-
munikationslast betrachtet. Durch die entsprechenden Verfahren soll eine ¨Uberlastung des Kommuni-
kationssystems vermieden werden. Ein WF-Server kann jedoch auch dann u¨berlastet sein, wenn das
zugeho¨rige Teilnetz nicht u¨berlastet ist. Deshalb werden im Kapitel 7 Verfahren entwickelt, die er-
lauben, dass sich mehrere WF-Server in demselben Teilnetz befinden. Diese Server ko¨nnen sich dann
die Last teilen. Die Besonderheit des vorgestellten Ansatzes ist, dass er bei der WF-Ausfu¨hrung keine
zusa¨tzliche Kommunikation erfordert. Deshalb werden die in den vorangehenden Kapiteln erzielten
Errungenschaften, die zu einer Reduzierung der Kommunikationslast fu¨hren, durch dieses Verfahren
nicht beeintra¨chtigt.
Den Abschluss des Teils II bildet das Kapitel 8. In diesem wird untersucht, wie die verteilte WF-
Ausfu¨hrung mit dem Konzept dynamischer ¨Anderungen von WF-Instanzen zu deren Ausfu¨hrungszeit
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vereinbar ist. Um die Konsistenz der aus einer ¨Anderung resultierenden WF-Instanz garantieren zu
ko¨nnen, erfordern dynamische ¨Anderungen eine zentrale Kontrollinstanz. Die Existenz einer solchen
widerspricht aber diametral den Anforderungen an verteilte WF-Ausfu¨hrung, falls diese auf eine ef-
fiziente Art und Weise erfolgen soll. Im Kapitel 8 wird gezeigt, wie die fu¨r verteilte dynamische
¨Anderungen notwendigen Synchronisationen so realisiert werden ko¨nnen, dass fu¨r das Kommunika-
tionssystem wenig zusa¨tzliche Last entsteht. Außerdem betrachten wir, wie eine effiziente verteilte
Ausfu¨hrung von solchen WF-Instanzen mo¨glich ist, die zuvor vera¨ndert wurden.
Der Teil III beinhaltet die Zusammenfassung der Arbeit und ordnet diese in die bestehende Litera-
tur ein. Im Kapitel 9 wird die zum Thema verteilte WfMS erschienene Literatur diskutiert. Dazu
werden die entsprechenden Ansa¨tze klassifiziert. Die vorliegende Arbeit wird in die Klassifikation
eingeordnet und mit den anderen Ansa¨tzen kritisch verglichen. Um zu zeigen, wie groß die Vorteile
von ADEPT  	
 tatsa¨chlich sind, ist ein quantitativer Vergleich erforderlich. Deshalb wird das
entwickelte Modell mit anderen Typen verteilter WfMS verglichen. Dies erfolgt, indem durch Si-
mulationen fu¨r mehrere Szenarien die bei den verschiedenen Verteilungsmodellen entstehende Last
ermittelt wird. Dabei zeigt sich, dass ADEPT  	
 bei bestimmten Szenarien eine betra¨chtliche
Reduktion der Last ermo¨glicht.
Die eigentliche Diskussion der Arbeit findet in Kapitel 10 statt. Dort wird aufgezeigt, welches die
origina¨ren Beitra¨ge dieser Arbeit zur WF-Forschung sind. Hierzu werden die im Teil II bearbeite-
ten Themen nochmals betrachtet, wobei die Neuerungen jeweils im Kontext existierender Literatur
diskutiert werden.
Im Kapitel 11 wird aufgezeigt, wie weit die Implementierung der in dieser Arbeit vorgestellten Kon-
zepte fortgeschritten ist. Das Kapitel 12 beendet diese Arbeit mit einem Resu¨mee der vorgefundenen
Probleme und der in dieser Arbeit erzielten Ergebnisse und fasst die Hauptergebnisse der Arbeit noch-
mals kurz zusammen.
Der Anhang A entha¨lt eine Erla¨uterung der in dieser Arbeit eingefu¨hrten Abku¨rzungen, Funktionen
und Ausdru¨cke. Er soll es ermo¨glich, deren Bedeutung schnell nachzuschlagen. Im Anhang B fin-
den sich einige Beweise, die aus der Arbeit ausgelagert wurden, um die Lesbarkeit zu erho¨hen. Der
Anhang C bietet eine detaillierte Beschreibung des in Abschnitt 1.2.2 eingefu¨hrten Zahlenbeispiels.
Alle am Anfang dieses Abschnitts aufgeza¨hlten Teilprobleme werden im Rahmen dieser Arbeit gelo¨st.
Damit la¨sst sich folgern, dass die der Arbeit zugrunde liegende Gesamtfragestellung positiv beantwor-
tet wird. Es ist also mo¨glich, ein skalierbares WfMS effizient zu realisieren.
Kapitel 2
Workflow-Metamodell
In diesem Kapitel werden Klassen von WfMS gebildet, indem der Informationsgehalt der verschie-
denen denkbaren WF-Metamodelle (im Folgenden kurz WF-Modelle genannt) untersucht wird. Dann
wird analysiert, zu welcher dieser Klassen ein fu¨r diese Arbeit geeignetes WF-Modell geho¨ren sollte.
Anschließend wird ein entsprechendes WF-Modell vorgestellt. Es dient als Grundlage, um in den
nachfolgenden Kapiteln Algorithmen formal beschreiben zu ko¨nnen. Dieses WF-Modell ADEPT 
)I+KJ
stellt keine Einschra¨nkung fu¨r die Allgemeingu¨ltigkeit der in dieser Arbeit gemachten Aussagen dar,
sondern es ist als Diskussionsgrundlage zu verstehen. Fast alle vorgestellten Verfahren ko¨nnen ebenso
auf anderen (z.B. Petri-Netz-basierten) WF-Modellen (wie FunSoft-Netzen [DG94]) angewendet wer-
den. ADEPT ist ein sehr fortschrittlicher Ansatz fu¨r WF-Management, bei dem z.B. die dynamische
Vera¨nderung der Struktur von WF-Instanzen zu deren Ausfu¨hrungszeit mo¨glich ist (siehe Kapitel 8).
Falls es gelingt, effizientes WF-Management fu¨r ADEPT zu realisieren, so ist dies auch bei einfa-
cheren WF-Modellen mo¨glich, da diese Einschra¨nkungen mit sich bringen (wie z.B. das Fehlen von
Schleifen im Modell von IBM FlowMark1 [IBM96b, LA94, LR94, LR00]), welche die zu lo¨sende
Aufgabe eher erleichtern.
Das ADEPT-Basismodell ADEPT 
)I@J wird in [Rei00] formal definiert und Details ko¨nnen dort bei
tiefergehendem Interesse nachgelesen werden. Im Folgenden wird es an einigen Stellen vereinfacht
und nur in soweit vorgestellt, wie es fu¨r das Versta¨ndnis dieser Arbeit notwendig ist. Um Platz zu
sparen, ist die Darstellung nicht so formal wie in [Rei00]. Das WF-Modell wurde fu¨r die vorliegende
Arbeit an einigen Stellen erweitert. Auch diese Erweiterungen werden in dem vorliegenden Kapitel
vorgestellt. Außerdem werden solche Aspekte ausfu¨hrlicher untersucht, die fu¨r eine effiziente verteilte
WF-Steuerung besonders relevant sind.
In Abschnitt 2.1 werden Klassen von WF-Modellen vorgestellt und eine fu¨r diese Arbeit geeignete
Klasse ausgewa¨hlt. In Abschnitt 2.2 wird beschrieben, wie der Kontrollfluss in ADEPT 
)I@J festge-
legt wird und welche Ausfu¨hrungssemantik ein WF-Ausfu¨hrungsgraph hat. Abschnitt 2.3 betrachtet
Aspekte des Datenflusses im Allgemeinen und die Realisierung des Datenflusses im ADEPT-Modell
im Besonderen. Wie die Bearbeiter den Aktivita¨ten zugeordnet werden, wird in Abschnitt 2.4 be-
schrieben. In Abschnitt 2.5 werden mo¨gliche Vorgehensweisen beim Aktualisieren der Arbeitslisten
der Benutzer verglichen und es wird ein geeignetes Verfahren fu¨r ADEPT entwickelt. Das Kapitel
schließt mit einer Zusammenfassung in Abschnitt 2.6.
1Der Name der Produkts FlowMark wurde in MQSeries Workflow gea¨ndert.
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2.1 Voru¨berlegungen zum Workflow-Metamodell
Der nun folgende Abschnitt soll dazu beitragen, beurteilen zu ko¨nnen, fu¨r welche Arten von WfMS die
in dieser Arbeit vorgestellten Verfahren geeignet sind, d.h. welche Anforderungen das entsprechende
WF-Metamodell erfu¨llen muss. Um dies zu ermo¨glichen, werden zuerst mehrere Klassen von WfMS
vorgestellt. In der anschließenden Diskussion wird dann untersucht, bei welchen dieser Klassen die in
der vorliegenden Arbeit beschriebenen Verfahren eingesetzt werden ko¨nnen.
2.1.1 Klassen von Workflow-Management-Systemen
Groupware-Systeme, wie z.B. Lotus Notes [DS97], wurden schon in Abschnitt 1.1.3 eingefu¨hrt. Dort
wurde auch erla¨utert, wie solche Systeme zur Steuerung von WF-Instanzen eingesetzt werden ko¨nnen.
Dabei fa¨llt auf, dass bei Groupware-Systemen den Ausfu¨hrungskomponenten der Kontrollfluss der
WF-Instanzen nicht explizit bekannt ist. Außerdem muss auch keine Information u¨ber die potentiellen
Bearbeiter der Aktivita¨ten bekannt sein, da diese von den Benutzern manuell festgelegt oder von
Skript-Programmen berechnet werden ko¨nnen.
Bei dokumentenorientierten WfMS, wie z.B. ProMInanD [KR91b, Kar94], wird zur Modellierungs-
zeit der Kontrollflussgraph ebenso explizit festgelegt, wie die Bearbeiterzuordnungsausdru¨cke fu¨r
die einzelnen Aktivita¨ten. Allerdings findet i.d.R. keine Definition des Datenflusses statt. Stattdes-
sen ist jeder WF-Instanz eine Menge von Dokumenten zugeordnet, die auch als Elektronische Um-
laufmappe bezeichnet wird. Alle diese Dokumente werden jeder einzelnen Aktivita¨t zur Verfu¨gung
gestellt, und jede Aktivita¨t hat die Mo¨glichkeit, beliebige Dokumente zu vera¨ndern. Durch diese Vor-
gehensweise entfa¨llt die Notwendigkeit fu¨r die Spezifikation der Ein- und Ausgabedaten der Akti-
vita¨tenprogramme.
Produktions-WfMS [LR00] sind fu¨r die Steuerung der fu¨r ein Unternehmen besonders wichtigen
Anwendungen geeignet. Zu diesen geho¨ren sicherlich auch unternehmensweite und -u¨bergreifende
Anwendungssysteme. Um einen hohen Grad an Kontrolle ausu¨ben zu ko¨nnen, beno¨tigen solche Sy-
steme mo¨glichst viel Information. Deshalb werden in einer WF-Vorlage nicht nur der Kontrollfluss
und die Bearbeiterzuordnungen spezifiziert, sondern es muss auch der gesamte Datenfluss (inkl. Da-
tentypen) festgelegt werden.
Die Zugeho¨rigkeit eines WfMS zu dieser Klasse erzwingt keine bestimmte Art der Kontroll-
flussmodellierung. So geho¨ren auf Petri-Netzen [Obe96] basierende Ansa¨tze wie FunSoft-Netze
[DG94] ebenso zu dieser Klasse, wie das auf gefa¨rbten Graphen basierende FlowMark [LA94].
Auch eine Kontrollflussspezifikation mittels State- und Activitycharts, wie sie z.B. von MENTOR
[WWWK96b, MWW ¨ 98] verwendet wird, erfu¨llt die an diese Klasse gestellten Anforderungen.
2.1.2 Einordnung von ADEPT b%cedgfehcjilk6fecemn
Im Folgenden wird untersucht, welche der soeben beschriebenen Klassen von WfMS geeignet sind,
um ein effizientes skalierbares WF-Management zu realisieren. Dazu analysieren wir, ob die jeweils
zur Verfu¨gung stehende Information ausreichend ist, um dieses Ziel zu erreichen. Anschließend wird
diskutiert, wie das in dieser Arbeit verwendete WF-Metamodell gestaltet werden muss, um einer-
seits genu¨gend Information zur Lo¨sung der Problemstellung zur Verfu¨gung zu stellen, andererseits
die Verwendbarkeit der zu entwickelnden Verfahren nicht dadurch zu beschra¨nken, dass Information
vorausgesetzt wird, die in WfMS der ausgewa¨hlten Klasse(n) normalerweise nicht verfu¨gbar ist.
2.1. VOR ¨UBERLEGUNGEN ZUM WORKFLOW-METAMODELL 23
Wie schon in Abschnitt 1.1.3 erla¨utert wurde, sind Groupware-basierte WfMS i.d.R. nicht geeig-
net, um große prozessorientierte Anwendungssysteme zu realisieren. Der Grund dafu¨r ist, dass zur
Ausfu¨hrungszeit der WF-Instanzen nicht genu¨gend Information zur Verfu¨gung steht, um eine zu-
verla¨ssige WF-Ausfu¨hrung zu gewa¨hrleisten. Dies gilt insbesondere, wenn fortschrittliche Konzepte,
wie dynamische Ablaufa¨nderungen oder die ¨Uberwachung von Zeitbedingungen unterstu¨tzt werden
sollen. Deshalb ist es auf Basis solcher Systeme nicht mo¨glich, ein unternehmensweites WfMS zu
realisieren, weshalb diese Klasse nicht weiter beru¨cksichtigt wird.
Dokumentenorientierte WfMS haben den Schwachpunkt, dass keinerlei Information u¨ber den Daten-
fluss verfu¨gbar ist. Da deshalb stets alle Dokumente zu jedem Aktivita¨tenprogramm u¨bertragen wer-
den mu¨ssen, ist schon die zentrale WF-Steuerung a¨ußerst ineffizient. WfMS dieser Klasse sind erst
recht nicht geeignet, um ein effizientes skalierbares WfMS zu realisieren. Allerdings sind mit dem
Kontrollflussgraphen und den Bearbeiterzuordnungen in dokumentenorientierten WfMS wichtige In-
formationen bekannt, so dass einige der in dieser Arbeit vorgestellten Verfahren auch auf WfMS dieser
Klasse u¨bertragbar sind. Dokumentenorientierte WfMS liegen aber nicht im Fokus dieser Arbeit.
Produktions-WfMS verfu¨gen mit dem Kontrollfluss, dem Datenfluss und den Bearbeiterzuordnungen
der Aktivita¨ten u¨ber diejenigen Informationen, die von den meisten der in dieser Arbeit vorgestell-
ten Verfahren beno¨tigt werden. Da es sich bei Produktions-WfMS außerdem um diejenigen Systeme
handelt, die fu¨r den Einsatz in großen Anwendungssystemen vorgesehen sind, wird im Folgenden
davon ausgegangen, dass ein WF-Modell die soeben erwa¨hnten Informationen beinhaltet. Diese In-
formationen spiegeln sich also auch in dem in den nachfolgenden Abschnitten vorgestellten ADEPT-
Metamodell wider.
Außer den schon erwa¨hnten Informationen verwenden die in dieser Arbeit vorgestellten Verfahren
auch noch eine Historie des Ablaufs der betrachteten WF-Instanz. Diese Historie entspricht in etwa ei-
ner Log-Datei, in der fu¨r die WF-Instanz relevante Ereignisse protokolliert werden. Ein solches
”
Log“
ist in vielen Produktions-WfMS ohnehin schon (aus Gru¨nden der Nachvollziehbarkeit) verfu¨gbar.
Andernfalls kann es zusa¨tzlich erzeugt werden, ohne dass dies (negative) Auswirkungen auf andere
WF-Konzepte hat. Deshalb wird im ADEPT-Metamodell von der Existenz einer solchen Ablaufhisto-
rie ausgegangen.
Wie wir noch sehen werden, bietet das ADEPT-Modell auch noch eine Art von Information, die in
Produktions-WfMS u¨blicherweise nicht verfu¨gbar ist. Dabei handelt es sich um Blo¨cke von Kontroll-
flusskonstrukten, die in Abschnitt 2.2.1 eingefu¨hrt werden. Die Existenz dieser Blo¨cke ermo¨glicht es,
bestimmte Verfahren einfacher und effizienter zu gestalten. Die entsprechende Information wird in
der vorliegenden Arbeit aber nur an extrem wenigen Stellen verwendet, an denen auch gesondert auf
diese Tatsache hingewiesen wird. Außerdem wird dann erla¨utert, wie sich das entsprechende Problem
unter Zugrundelegung anderer WF-Modelle lo¨sen la¨sst.
Zusammenfassend sei noch einmal klargestellt, dass fu¨r ADEPT  	
 ein WF-Metamodell
gewa¨hlt wird, das prinzipiell auf alle Produktions-WfMS u¨bertragbar ist. Dass WfMS der ande-
ren Klassen nur bedingt (dokumentenorientierte WfMS) oder u¨berhaupt nicht (Groupware-basierte
WfMS) unterstu¨tzt werden, stellt keine echte Einschra¨nkung fu¨r die Allgemeingu¨ltigkeit der in die-
ser Arbeit gemachten Aussagen dar, da solche Systeme fu¨r die Realisierung von skalierbaren WF-
Anwendungen ohnehin nicht geeignet sind. In den nun folgenden Abschnitten wird das im Weiteren
verwendete WF-Modell ADEPT 
)I@J vorgestellt, das die oben beschriebenen Anforderungen erfu¨llt.
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2.2 Kontrollfluss
In diesem Abschnitt wird erla¨utert, wie der Kontrollfluss in ADEPT 
)I+KJ realisiert wird. Zu diesem
Zweck werden die Konstrukte vorgestellt, mit denen der Kontrollfluss modelliert wird und es wird
ihr Verhalten bei der WF-Ausfu¨hrung definiert. Dabei wird bei ADEPT 
)I+KJ das Ziel verfolgt, dass
mo¨glichst viel Information u¨ber den Zustand einer WF-Instanz verfu¨gbar ist (vgl. [RD98, Rei00]). So
kann im Gegensatz zu Petri-Netz-basierten Ansa¨tzen meist direkt am Zustand der WF-Instanz erkannt
werden, ob eine bestimmte Aktivita¨t schon ausgefu¨hrt wurde oder nicht.
2.2.1 Workflow-Vorlagen
Der Kontrollfluss spezifiziert die Ausfu¨hrungsreihenfolge der Aktivita¨ten und damit der ihnen zuge-
ordneten Aktivita¨tenprogramme. In ADEPT 
)I+KJ wird bei der Kontrollflussdefinition ein blockorien-
tierter Ansatz verfolgt. Wie in Abb. 2.1 dargestellt, bildet jedes Kontrollflusskonstrukt einen Block mit
je genau einer eindeutigen Start- und Endeaktivita¨t. Diese Blo¨cke ko¨nnen verschachtelt sein. Auch ein
kompletter WF-Typ bildet einen Block mit einer eindeutigen Start- und Endeaktivita¨t ( 8 ?po  ? und rq+s
in Abb. 2.1). Dies sind sogenannte Null-Aktivita¨ten, denen keine Aktivita¨tenvorlagen zugeordnet sind,
so dass beim Starten dieser Aktivita¨ten auch kein Aktivita¨tenprogramm ausgefu¨hrt wird. Die block-
orientierte Modellierung wurde gewa¨hlt, da sie fu¨r die Benutzer leicht versta¨ndlich ist und außerdem
eine effiziente ¨Uberpru¨fung bestimmter Modelleigenschaften, wie z.B. Zyklenfreiheit, ermo¨glicht. In
den nun folgenden Unterabschnitten wird die Bedeutung der in Abb. 2.2 dargestellten Kontrollfluss-
konstrukte von ADEPT 
)I+KJ erla¨utert.
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Abbildung 2.1 Blockstrukturierung in ADEPT gj .
2.2.1.1 Sequenz
Das einfachste Kontrollflusskonstrukt von ADEPT 
)I+KJ ist die Sequenz. Eine solche ist in Abb. 2.2a
dargestellt und legt fest, dass die Aktivita¨t fl nach der Aktivita¨t o ausgefu¨hrt wird. Die beiden
Aktivita¨ten werden durch eine Kante vom Typ (engl. edge type)   Łrr  ver-
bunden. Wenn in dieser Arbeit von Kontrollkanten gesprochen wird, sind stets Kanten vom Typ
Łrr 
gemeint und die in den Abbildungen verwendeten Kanten sind von die-
sem Typ, sofern nichts anderes angegeben ist. Die in eine Sequenz involvierten Aktivita¨ten haben die
Ausgangssemantik   ffi o %
 ONE Of ONE und die Eingangssemantik   ffi fl %  ONE Of ONE. Da
die Aktivita¨ten o und fl in Abb. 2.2a zugleich die Start- und Endeaktivita¨ten des WF repra¨sentieren
(mit Knotentyp (engl. node type):  ffi o %  STARTFLOW,  ffi fl %  ENDFLOW), haben sie die Ein-
gangssemantik  ffi o %

NONE bzw.  Kffi fl %  NONE (
”
normale“ Aktivita¨ten sind vom Knotentyp

ACTIVITY).
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Abbildung 2.2 Kontrollflusskonstrukte von ADEPT
base
.
2.2.1.2 Verzweigungen
Bei Verzweigungen (engl. split) unterscheiden wir parallele und bedingte Verzweigungen. Bei der in
Abb. 2.2b dargestellten parallelen Verzweigung werden nach Beendigung der AND-Split-Aktivita¨t
a, wegen der Ausgangssemantik V
out
(a) = ALL Of ALL alle drei parallelen Zweige ausgefu¨hrt.
Die AND-Join-Aktivita¨t e kann erst dann ausgefu¨hrt werden, wenn alle parallelen Zweige beendet
wurden. Dahingegen ist Abb. 2.2c ein Beispiel fu¨r eine bedingte Verzweigung. Mit der Aktivita¨t a
ist ein Verzweigungspra¨dikat verbunden, das nach Beendigung dieser Aktivita¨t ausgewertet wird. Von
dessen Ergebnis ist abha¨ngig, welcher Zweig zur Ausfu¨hrung ausgewa¨hlt wird.
2.2.1.3 Schleifen
In Abb. 2.2d ist eine Schleife dargestellt. Diese hat eindeutige Start- und Endeknoten (die Aktivita¨ten
a und c), mit den Knotentypen NT (a) = STARTLOOP und NT (c) = ENDLOOP. Diese sind durch
eine Kante e vom Typ ET (e) = LOOP E verbunden. Mit dem Schleifen-Endeknoten ist eine Be-
dingung verknu¨pft, die angibt, ob die Schleife ein weiteres Mal durchlaufen werden oder u¨ber die
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normale Kontrollkante verlassen werden soll. Das Verhalten einer Schleife in ADEPT  ist also
a¨hnlich zu dem einer Repeat-Until-Schleife in einer Programmiersprache.
2.2.1.4 Synchronisationskanten
Die durch die bisher vorgestellten Konstrukte erzwungene Blockstrukturierung stellt eine Ein-
schra¨nkung bei der Modellierung dar. Um die in der Praxis beno¨tigte Ausdrucksma¨chtigkeit des
WF-Modells zu erhalten, werden deshalb Synchronisationskanten eingefu¨hrt. In dem Beispiel aus
Abb. 2.2e erzwingt die Synchronisationskante von Aktivita¨t  zu  , dass die Aktivita¨t  nicht vor 
ausgefu¨hrt werden kann. Das heißt, die Aktivita¨t  kann erst ausgefu¨hrt werden, wenn die Aktivita¨t
 beendet ist, oder wenn sichergestellt ist, dass  nicht ausgefu¨hrt wird. Letzteres ist in diesem Bei-
spiel dann der Fall, wenn bei der an Aktivita¨t  beginnenden bedingten Verzweigung der obere Zweig
gewa¨hlt wurde.
2.2.1.5 ADEPT-Kontrollflussgraph
Mit den in Abschnitt 2.2.1.1 bis 2.2.1.4 vorgestellten Konstrukten wird in ADEPT  der Kontroll-
fluss eines WF-Typs definiert. Formal la¨sst sich ein WF damit wie in Definition 2.1 angegeben spe-
zifizieren. In der vorliegenden Arbeit nicht betrachtete Aspekte eines Kontrollflussgraphen sind in
Definition 2.1 nicht beru¨cksichtigt und ko¨nnen bei Interesse in [Rei00] nachgelesen werden.
Definition 2.1 (ADEPT-Kontrollflussgraph)
Ein ADEPT-Kontrollflussgraph ist ein Tupel  ¡£¢¥¤¦	§©¨ª¨«©¨§©¬¨­Ł¨­{®°¯±¨³²³²³²´ mit
Knotenmenge § (den Aktivita¨ten),
Kantenmenge ¶µ·§¹¸º§¹¸º»¬¼?½±?¾ mit
»¬¼?½±?¾À¿Á¤ÃÂ} »ÄN§º¬PÅ»ÄNÆ Ç¨ÆÈÄ£Ä

Ç¨¢É£§Ê  ÌË ,
Datenelementen « ,
Knotentypen §©¬Í¿fi§ÏÎÐÑ§ÓÒvC¬P¼Ł½±?¾ mit
§ÔÒv¬¼?½±Ł¾£¿Á¤ÕÂ ACTIVITY, NULL2, STARTFLOW, ENDFLOW, STARTLOOP, ENDLOOP Ë ,
Ausgangssemantik der Knoten ­Ö¿fi§ÏÎÐ×ÄØÙÛÚÜ?ÝÞCßfiàáÒ}Øãâ mit
ÄäØãÙÖÚÌŁÝÞfißCàáÒ}ØâÌ¿Á¤åÂ NONE, ONE Of ONE, ALL Of ALL, ONE Of ALL Ë ,
Eingangssemantik der Knoten ­{®°¯ª¿C§æÎÐÑçfièÚÌŁÝÞCßfiàÒ?Øãâ mit
çèÚÌŁÝÞfißCàáÒ}ØâÌ¿Á¤åÂ NONE, ONE Of ONE, ALL Of ALL, ONE Of ALL Ë
2.2.2 Ausfu¨hrung von Workflow-Instanzen
Um Instanzen eines WF-Typs ausfu¨hren zu ko¨nnen, muss deren Verhalten zur Ausfu¨hrungszeit formal
definiert sein. Zu diesem Zweck werden den Aktivita¨ten und Kanten des Kontrollflussgraphen einer
WF-Instanz Zusta¨nde (Markierungen) zugeordnet, die sich im Laufe der Lebenszeit der WF-Instanz
vera¨ndern. Im Folgenden wird erla¨utert, welche Zusta¨nde dies sind und nach welchen Regeln sie sich
vera¨ndern. Diese Regeln definieren die Ausfu¨hrungssemantik einer WF-Instanz in dem WF-Modell
ADEPT  .
2 éPê¦ë¶éNìîíí steht fu¨r Null-Aktivita¨ten mit denen (ebenso wie mit den Start- ( éPê¦ëðïê%ñîò%ê%óíôöõ ) und
Endeknoten ( éPê÷ëºøöéäùúóíôöõ ) des WF), kein Aktivita¨tenprogramm verbunden ist.
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2.2.2.1 Zusta¨nde von Aktivita¨ten und Kanten
Der Statechart aus Abb. 2.3 zeigt die Zusta¨nde und Zustandsu¨berga¨nge, die wa¨hrend der Ausfu¨hrung
einer elementaren Aktivita¨teninstanz auftreten ko¨nnen. Initial befindet sich jede Aktivita¨t im Zustand
NOT ACTIVATED, d.h. die Aktivita¨t ist noch nicht bearbeitbar. Sind alle Vorbedingungen fu¨r die
Bearbeitung der Aktivita¨t erfu¨llt (s.u.), so wechselt der Zustand in ACTIVATED. Handelt es sich um
eine automatische Aktivita¨t (d.h. die Aktivita¨t wird vom System automatisch bearbeitet, ohne dass
ein Benutzer involviert ist), so wechselt ihr Zustand direkt in RUNNING. Im Falle einer interaktiven
Aktivita¨t wird sie zuerst allen Bearbeitern angeboten, die sich fu¨r ihre Ausfu¨hrung qualifizieren, wobei
sie sich im Zustand SELECTED befindet. Erst wenn einer dieser Bearbeiter die Aktivita¨t aus seiner
Arbeitsliste ausgewa¨hlt hat, geht der Zustand in RUNNING u¨ber. Bei Erreichen dieses Zustandes
wird das zugeho¨rige Aktivita¨tenprogramm gestartet. Nach dessen Beendigung geht der Zustand, in
Abha¨ngigkeit vom Ergebnis der Aktivita¨tenbearbeitung, in einen der Zusta¨nde COMPLETED oder
FAILED u¨ber. Diese beiden Zusta¨nde werden zum Zustand TERMINATED zusammengefasst. Die
Zusta¨nde NOT ACTIVATED, ACTIVATED und SELECTED, bei denen die Aktivita¨teninstanz noch
nicht gestartet wurde, bilden den Zustand WAITING. Befindet sich eine Aktivita¨t in einem nicht
ausgewa¨hlten Zweig einer parallelen Aufspaltung, so geht ihr Zustand von WAITING nach SKIPPED
u¨ber, was anzeigt, dass diese Aktivita¨t nicht ausgefu¨hrt wurde.
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Abbildung 2.3 Statechart einer Aktivita¨teninstanz (vereinfacht).
Ob der Zustand einer Aktivita¨teninstanz vom Zustand NOT ACTIVATED nach ACTIVATED wech-
seln darf, ha¨ngt davon ab, ob die Vorbedingungen der Aktivita¨t erfu¨llt sind. Um dies analysieren zu
ko¨nnen, werden Kantenzusta¨nde eingefu¨hrt. Diese werden von Regeln verwendet, mit denen die sich
neu ergebenden Zusta¨nde der Knoten berechnet werden (siehe Abschnitt 2.2.2.2). Der Zustand einer
Kante ist initial NOT SIGNALED und geht aufgrund derselben Regeln in TRUE SIGNALED oder
FALSE SIGNALED u¨ber. Abb. 2.4 fasst die Zusta¨nde der Knoten und Kanten und deren graphische
Darstellung zusammen.
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Abbildung 2.4 Graphische Darstellung der Knoten- und Kantenzusta¨nde.
Fu¨r den Kontrollflussgraphen  ¡À¢Ã¤¹	§Ô¨Ç¨³²³²³²° ist die Knotenmarkierung eine Abbildung § ¢¶¿
§ ÎÐ §ÓÒvC?¢ÙÖÞCÙÛ?¾ mit §ÓÒvC}¢îÙÖÞCÙŁ¾ := Â NOT ACTIVATED, ACTIVATED, SELECTED, RUN-
NING, COMPLETED, FAILED, SKIPPED Ë . Diese Abbildung ordnet jedem Aktivita¨tenknoten è
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§ einen Zustand §Ê¢ú#è% §ÔÒv?¢îÙÛÞfiÙŁ¾ zu. Damit beschreibt die Knotenmarkierung den aktuellen
Zustand der Aktivita¨ten einer WF-Instanz. Der Ausfu¨hrungsstatus einer Aktivita¨t è wird außerdem
durch die Anzahl ihrer bisherigen Durchfu¨hrungen çfiÙ#è%ÍÂ1¨lv¨D¨³²³²³² Ë ( çfiÙÌ¿î§ ÎÐ Â1¨lv¨D¨³²³²³²#Ë )
beschrieben. çfiÙ#è% wird auch als Iterationsza¨hler bezeichnet und bei jeder Beendigung von Akti-
vita¨t è um eins erho¨ht. Er wird beno¨tigt, um die aus verschiedenen Schleifeninterationen stam-
menden Ausfu¨hrungen von Aktivita¨t è unterscheiden zu ko¨nnen. Damit ergibt sich die Identifika-
tion einer Aktivita¨teninstanz Þ ¤ è¨à ÙŁ aus dem zugeho¨rigen Aktivita¨tentyp èÃ§ und dem
Iterationsza¨hler à Ù der Aktivita¨teninstanz, wobei à Ù ¤ çÙ³#è% der bei der Ausfu¨hrung dieser Ak-
tivita¨teninstanz gu¨ltige Wert des Iterationsza¨hlers der Aktivita¨t è ist. Schließlich ordnet die Ab-
bildung À¢ ¿  ÎÐ £ }¢îÙÖÞCÙŁ¾ mit »?¢ÙÖÞCÙÛ?¾ := Â NOT SIGNALED, TRUE SIGNALED,
FALSE SIGNALED Ë noch jeder Kante Õ eine Kantenmarkierung À¢ ?Õ£ }¢îÙÛÞfiÙŁ¾ zu.
Damit ergibt sich der Kontrollfluss-Ausfu¨hrungsgraph einer WF-Instanz durch das 4-Tupel:
 ¡À¢±®°¯    ¯*  ¤   N¡£¢î¨§Ê¢î¨À¢¨çÙ
2.2.2.2 Regeln fu¨r Zustandu¨berga¨nge
Die Ausfu¨hrungssemantik einer WF-Instanz wird durch Ausfu¨hrungs- und Markierungsregeln for-
mal definiert. Die Ausfu¨hrungsregeln legen fest, welche Aktivita¨ten aufgrund der gegebenen Kan-
tenmarkierung Ü¢ ausgefu¨hrt werden ko¨nnen (also in den Zustand ACTIVATED wechseln du¨rfen).
Dabei gibt die Eingangssemantik der Aktivita¨t è an, ob alle eingehenden Kontrollkanten den Zustand
À¢ 	À ¤ TRUE SIGNALED haben mu¨ssen (bei ­®°¯±#è%Ó¤  ÆÆ Ä   ÆÆ ) oder ob es genu¨gt,
dass eine Kontrollkante diesen Zustand erreicht hat und die anderen Kanten sich nicht mehr im
Zustand NOT ACTIVATED befinden (bei ­{®°¯±#è%÷¤ ONE Of ALL oder ­®°¯±#è%÷¤ ONE Of ONE).
Die Markierungsregeln legen in Abha¨ngigkeit von der Ausgangssemantik einer Aktivita¨t fest, wel-
che ausgehenden Kanten bei Beendigung der Aktivita¨t mit TRUE SIGNALED und welche mit
FALSE SIGNALED markiert werden mu¨ssen. Diese Regeln werden in [Rei00] formal definiert, wes-
halb sie im Folgenden nur an einigen Beispielen erla¨utert werden.
Da im Beispiel aus Abb. 2.5a die Aktivita¨t  beendet wurde ( § ¢  = COMPLETED), kann die
Kante zur Aktivita¨t  mit TRUE SIGNALED markiert werden. Dies gilt, weil die Aktivita¨t  die
Ausgangssemantik ­Ł³º¤ ONE Of ONE hat. Da die einzige in Aktivita¨t  einmu¨ndende Kon-
trollkante ( ­{®°¯ 	³Ó¤ ONE Of ONE) nun mit TRUE SIGNALED markiert ist, darf die Aktivita¨t 
nun gestartet werden (Zustandswechsel zu § ¢ú	 = ACTIVATED). Nach Beendigung der Aktivita¨t
 kann außerdem die zur Aktivita¨t  des parallelen Zweiges ausgehende Synchronisationskante mit
TRUE SIGNALED markiert werden, da ihre Startaktivita¨t 
”
normal“ beendet wurde (und nicht aus-
gelassen wurde). Die Endeaktivita¨t  der Synchronisationskante darf jedoch noch nicht aktiviert wer-
den, da die von Aktivita¨t  einmu¨ndende Kontrollkante noch nicht mit TRUE SIGNALED markiert
wurde.
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Abbildung 2.5 Beispiele fu¨r die Anwendung von Ausfu¨hrungs- und Markierungsregeln.
Bei dem in Abb. 2.5b dargestellten Beispiel wurde die Startaktivita¨t Þ einer bedingten Verzwei-
gung soeben beendet. Aufgrund des Verzweigungspra¨dikats der Aktivita¨t Þ wird entschieden, welcher
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Zweig ausgefu¨hrt wird. In unserem Beispiel sei dies der obere Zweig. Deshalb wird die Kante zur Ak-
tivita¨t  mit TRUE SIGNALED markiert, weshalb die Aktivita¨t  aktiviert werden kann. Die Kanten
des unteren Zweiges ( Þ Ð  und 3Ð  ) werden mit FALSE SIGNALED und die Aktivita¨ten dieses
Zweiges (Aktivita¨t  ) werden mit SKIPPED markiert. Dieses Vorgehen entspricht der Dead-Path-
Elimination, wie sie z.B. bei IBM FlowMark verwendet wird [LA94, IBM96b]. Gehen von einem
nicht gewa¨hlten Zweig einer bedingten Aufspaltung Synchronisationskanten aus, so werden diese mit
FALSE SIGNALED markiert, was aber nicht verhindert, dass die Zielaktivita¨t (spa¨ter) aktiviert wer-
den kann (falls die eingehende Kontrollkante mit TRUE SIGNALED markiert wird). Synchronisati-
onskanten sollen, wie in Abschnitt 2.2.1.4 festgelegt wurde, sicherstellen, dass ihre Zielaktivita¨t erst
ausgefu¨hrt werden kann, wenn ihre Startaktivita¨t beendet wurde oder nicht mehr ausgefu¨hrt werden
kann. Um das Starten der Zielaktivita¨t einer Synchronisationskante im letzteren Fall zu ermo¨glichen,
darf sie auch aktiviert werden, wenn die Synchronisationskante mit FALSE SIGNALED markiert
wurde.
2.2.2.3 Ablaufhistorie
Der Kontrollfluss-Ausfu¨hrungsgraph  N¡£¢±®°¯    ¯fi  beschreibt den aktuellen Zustand einer WF-
Instanz. Aus ihm ist aber nicht ersichtlich, wie dieser Zustand entstanden ist. Dies ist aber z.B. fu¨r
die dynamische Modifikation von WF-Instanzen relevant. Außerdem entha¨lt der Ausfu¨hrungsgraph
keine Information daru¨ber, welcher Benutzer eine Aktivita¨t bearbeitet hat oder welcher WF-Server
sie kontrolliert hat. Da solche Daten in dem hier betrachteten Zusammenhang beno¨tigt werden, wird
fu¨r jede WF-Instanz eine Ablaufhistorie verwaltet, in der alle relevanten, diese WF-Instanz betreffen-
den, Ereignisse eingetragen werden.
In Abb. 2.6 ist eine teilweise ausgefu¨hrte WF-Instanz und die sich daraus ergebende Ablaufhisto-
rie (vereinfacht) dargestellt. Wie in [Rei00] formal beschrieben wurde, entha¨lt eine Ablaufhistorie
Eintra¨ge fu¨r das Starten und Beenden von Aktivita¨teninstanzen. Da wir in der vorliegenden Arbeit die
verteilte WF-Ausfu¨hrung betrachten, wird in einem Eintrag zusa¨tzlich der WF-Server vermerkt, der
die jeweilige Aktivita¨teninstanz kontrolliert hat. Der Aufbau und die Bedeutung der in einer Ablauf-
historie enthaltenen Eintra¨ge ist wie folgt3:
£ START(   Ù , çfiÙ , ¢âvß³â ,   ÙÖÒ}â ): Historieneintrag fu¨r den Start der çÙ -ten Ausfu¨hrung der Akti-
vita¨t

 Ù . Diese Aktivita¨teninstanz wurde vom WF-Server ¢âvß³â gesteuert und vom Benutzer

ÙÛÒ}â bearbeitet.
£ END(   Ù , çÙ ): Historieneintrag fu¨r die Beendigung der çÙ -ten Ausfu¨hrung der Aktivita¨t   Ù .
Da in der Ablaufhistorie alle relevante Information u¨ber die Ausfu¨hrung der Aktivita¨teninstanzen
gespeichert ist, kann aus ihr der aktuelle Zustand der WF-Instanz rekonstruiert werden.
2.2.3 Auf der Kontrollflussstruktur basierende Funktionen
Basierend auf dem Kontrollflussgraphen  ¡£¢ ¤ 	§Ô¨Ç¨³²³²³²° eines WF-Typs bzw. auf dem
Kontrollfluss-Ablaufgraphen  N¡£¢ ®°¯    ¯*  ¤¶  N¡£¢î¨§Ê¢î¨À¢¨çÙ einer WF-Instanz ko¨nnen mehrere
Funktionen definiert werden, die wir in dieser Arbeit beno¨tigen werden. Da diese in [Zei99] bzw. in
[Rei00] schon formal definiert wurden, wird hier lediglich ihre Bedeutung gekla¨rt. Sie werden außer-
dem im Anhang A nochmals zusammengefasst.
3Außer den fu¨r diese Arbeit beno¨tigten Feldern entha¨lt ein Ablaufhistorieneintrag weitere Information, wie z.B. den
Zeitpunkt des Startens bzw. Beendens der zugeho¨rigen Aktivita¨t.
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Abbildung 2.6 Teilweise ausgefu¨hrte WF-Instanz und die sich daraus ergebende Ablaufhistorie.
Da die in diesem Abschnitt definierten Funktionen Operationen durchfu¨hren, welche auf dem Kon-
trollflussgraphen CFS = (N;E; : : :) basieren, mu¨sste ihnen dieser streng genommen immer als Pa-
rameter u¨bergeben werden (z.B. SuccCFS
Typ
(n)). Wenn aber klar ist, welcher Kontrollflussgraph CFS
gemeint ist (was im Folgenden stets zutrifft), verzichten wir auf diesen zusa¨tzlichen Parameter.
2.2.3.1 Allgemeines
Zuerst wollen wir eine Funktion definieren, welche die Beziehung zwischen Aktivita¨teninstanzen und
Aktivita¨tentypen herstellt:
n = ActTyp(a): Die Funktion ActTyp liefert zu einer Aktivita¨teninstanz a =< n; it > (vgl.
Abschnitt 2.2.2.1) den zugeho¨rigen Aktivita¨tentypen n 2 N .
2.2.3.2 Nachfolgerbeziehungen
Die nachfolgend definierten Funktionen beziehen sich auf die Reihenfolge der Aktivita¨ten in der WF-
Vorlage:
M = Succ
Typ
(n): Die Nachfolgerfunktion Succ berechnet fu¨r die Aktivita¨t n 2 N die Menge
der direkten Nachfolgeraktivita¨ten M  N bezu¨glich der Kanten mit Kantentyp E 2
Typ (Typ  fCONTROL E;SY NC E;LOOP Eg) im Kontrollflussgraphen CFS =
(N;E; : : :). Die Menge M entha¨lt also diejenigen Aktivita¨ten n0 2 N , fu¨r die es eine Kante
e = (n; n
0
; edgeType) 2 E mit edgeType 2 Typ gibt.
M = Succ

Typ
(n): Die Funktion Succ berechnet die transitive Hu¨lle von Succ. Die Ergebnis-
menge M entha¨lt also auch die indirekten Nachfolgeraktivita¨ten von n bzgl. der in Typ spezi-
fizierten Kantentypen. Die Aktivita¨t n selbst ist nicht automatisch in M enthalten.
M = Pred
Typ
(n): Diese Funktion ist a¨hnlich zur Funktion Succ definiert, allerdings mit dem
Unterschied, dass mit der Menge M die direkten Vorga¨ngeraktivita¨ten von n bzgl. der angege-
benen Kantentypen berechnet werden.
M = Pred

Typ
(n): Diese Funktion berechnet die transitive Hu¨lle von Pred, also zusa¨tzlich die
indirekten Vorga¨ngeraktivita¨ten bzgl. der angegebenen Kantentypen.
Die nachfolgend beschriebenen Funktionen beziehen sich auf eine bestimmte WF-Instanz, weshalb
ihnen streng genommen als zusa¨tzlicher Parameter der Kontrollfluss-Ablaufgraph CFS
instance
=
(CFS;NS;ES; It) u¨bergeben werden mu¨sste:
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
å ø,úÍééðäëDûüAýñDóô : Die von dieser Funktion berechnete Menge Ú entha¨lt die direkten Nach-
folgeraktivita¨teninstanzen der Aktivita¨teninstanz Þº¤Õè¨à ÙŁ bzgl. Kanten der angegebenen
Kantentypen ¬¼Ł½ . Das heißt, zur Aktivierung einer Aktivita¨t  Ú musste eine von Þ nach 
verlaufende Kante signalisiert werden, deren Kantentyp Ł ³¬¼?½± in der Menge ¬P¼Ł½ enthalten
ist.

å ø,úÍééðäë 
ûüAý
ñDóô : Diese Funktion berechnet die transitive Hu¨lle von ¢îØ± çfiè!¾Ù , also zusa¨tz-
lich die indirekten Nachfolgeraktivita¨teninstanzen von Þ .

å
ðäfë;û	üAýñ}ó ô : Mit

âCçè!¾ŁÙ wird die Menge der direkten Vorga¨ngeraktivita¨teninstan-
zen von der Aktivita¨teninstanz Þ berechnet.

å
ðäfë
û	üAý
ñ}ó ô : Diese Funktion berechnet alle (indirekten) Vorga¨ngeraktivita¨teninstanzen
von Þ .
2.2.3.3 Blockbezogene Funktionen
In ADEPT  hat jeder Block genau eine Start- und eine Endeaktivita¨t (vgl. Abschnitt 2.2.1). Deshalb
ist es mo¨glich, fu¨r Verzweigungs- bzw. Schleifenblo¨cke die zur Startaktivita¨t geho¨rende Endeaktivita¨t
anzugeben (und umgekehrt). Diese werden durch die nun beschriebenen Funktionen ermittelt:
ä åfifffl;ä8ñþäßô : Die Funktion ffiÒ?àáè berechnet fu¨r eine Split-Aktivita¨t èæ § (Startaktivita¨t einer
Verzweigung) die zugeho¨rige Join-Aktivita¨t è!º§ (Endeaktivita¨t der Verzweigung).
ä å øï !fl}ëfñþäßô : ¢ã½#"#à Ù ist die zu ffi Ò}à è inverse Funktion: Sie berechnet die zur Join-Aktivita¨t è
geho¨rende Split-Aktivita¨t è  .
ä å$ äfi%&ff%ffïòñþäßô : Die Funktion »è'"	ÒvÒ½ berechnet die zur Schleifenstartaktivita¨t è geho¨rende
Schleifenendeaktivita¨t è  .
ä

å ø5ëó(
ë)&ff#ffeïòñþäßô : Diese Funktion berechnet die zur Schleifenendeaktivita¨t è geho¨rende Schlei-
fenstartaktivita¨t è .
2.2.3.4 Funktionen auf Ablaufhistorien
Im Folgenden werden einige Funktionen definiert, die auf Ablaufhistorien operieren:
ó åèçêéë*fl)+fl}ë?í,ðäfëó	ä é-ñ.$ ô : Die Funktion

 ÙÖà ßfià ÙÖ¼1çè!¾ŁÙÖÞCè³ liefert zu einem Ablaufhistori-
eneintrag  ¤å¢ÙÖÞCâvÙ	Þã¨³²³²³²´ bzw.  ¤ÕNèã	Þã¨³²³²³²° die zugeho¨rige Aktivita¨teninstanz Þ .
$0/21 : Diese Funktion bildet genau dann auf den Wert True ab, wenn der Historieneintrag  in
der Ablaufhistorie 3 enthalten ist. Andernfalls ist das Ergebnis der Funktion False und es gilt
	453 .
$ùå76ßó ë8$êä,ë8
íÍñ.1 ô : Die Funktion ÆÞ1¾ÙÛNè ÙÖâv¼ berechnet den hintersten Eintrag  einer Ab-
laufhistorie 3 . Ist die Historie 3 leer ( 3 ¤:9 ), so wird der Wert §<;3ÆÆ zuru¨ckgegeben.
1=Íåèçîïï>äfiñ.1=?@$ ô : Diese Funktion ha¨ngt den Eintrag  (hinten) an die Ablaufhistorie 3 an.
Das Ergebnis ist wiederum eine Historie.
1=Íå71BA ç : Die Schnittmenge zwischen einer Historie 3 und einer Menge  von Aktivita¨tenin-
stanzen wird ermittelt, indem die Ablaufhistorie 3 auf diejenigen Eintra¨ge ð¤ ¢ÙÖÞCâvÙ	Þã¨³²³²³²´
bzw.  ¤åNè±	Þ¨³²³²³² reduziert wird, deren zugeho¨rige Aktivita¨teninstanz Þ in  enthalten ist
( Þ   ). Die Reihenfolge der Eintra¨ge in 3  ist dieselbe wie in 3 . Das Funktionsergebnis 3 
ist erneut eine Ablaufhistorie.
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1  å71 C ç : Die Differenz zwischen einer Historie 3 und einer Menge  von Aktivita¨teninstan-
zen ist analog zum Schnitt definiert, wobei aber diejenigen Historieneintra¨ge  D3 in die
Ergebnishistorie 3  u¨bernommen werden, deren zugeho¨rige Aktivita¨teninstanzen nicht in

enthalten sind.
2.3 Datenfluss
Bis jetzt wurden in diesem Kapitel ausschließlich Aspekte betrachtet, die den Kontrollfluss betreffen,
also die Reihenfolgebeziehungen zwischen den Aktivita¨ten. Dieser Abschnitt widmet sich nun dem
Datenfluss, welcher festlegt, welche Daten von welchen Aktivita¨ten gelesen bzw. geschrieben werden.
Wir untersuchen zuerst die generell zur Verfu¨gung stehenden Alternativen und wa¨hlen eine geeignete
aus. Anschließend wird beschrieben, wie diese im Basismodell von ADEPT umgesetzt wurde.
2.3.1 Varianten zur Realisierung des Datenflusses
Das fu¨r die Realisierung des Datenflusses verwendete Modell hat Auswirkungen auf den Umfang der
zu kommunizierenden Daten. So ko¨nnen mehrfach gespeicherte Daten unter Umsta¨nden mehrfach
u¨bertragen werden, wenn eine WF-Instanz auf einen anderen WF-Server migriert wird. Außerdem
kann es vorkommen, dass Daten zu einer Aktivita¨t transportiert werden, die u¨berhaupt nicht beno¨tigt
werden. Das Datenmodell hat auch noch andere Auswirkungen auf ein WfMS, z.B. auf die Model-
lierung. Auf diese Aspekte wird hier aber nur am Rande eingegangen, da sie keinen Einfluss auf die
Effizienz der WF-Steuerung haben.
Bei den im Folgenden betrachteten Varianten zur Realisierung des Datenflusses gibt es prinzipiell im-
mer zwei Mo¨glichkeiten, um Daten in einem WfMS zu verwalten. Eine Lo¨sungsmo¨glichkeit ist, dass
die Daten direkt vom WfMS gespeichert werden. Die Alternative ist, dass vom WfMS nur Referen-
zen auf die Daten verwaltet werden und die Daten selbst in einer externen Datenquelle (z.B. in einem
Datenbank-Management-System (DBMS)) abgelegt sind. Die externe Speicherung von Daten kann
u.a. die folgenden Gru¨nde haben:
£ Nicht in das WfMS integrierte Anwendungen mu¨ssen Zugriff auf diese Daten haben.
£ Als Aktivita¨tenprogramm wird eine
”
Legacy Application“ verwendet, die so implementiert ist,
dass sie sich ihre Daten aus einer bestimmten Datenbank holt (und sie nicht vom WfMS u¨berge-
ben bekommt). Dies erfordert, dass die Daten in dieser externen Datenquelle belassen werden.
£ Auch aus Datenschutzgru¨nden kann es notwendig sein, dass dem WfMS nur Referenzen auf die
eigentlichen Daten bekannt sind.
Man ko¨nnte nun annehmen, die Last sei immer geringer, wenn vom WfMS nur Referenzen auf Daten
verwaltet werden, weil diese ein wesentlich kleineres Datenvolumen besitzen. Dass dem nicht so
ist, soll durch das folgende Beispiel verdeutlicht werden: Von einem WF werde der vordere Teil
in Denver bearbeitet und kontrolliert und der hintere Teil in Stuttgart. Die Bearbeitung findet also
weitra¨umig verteilt statt. Wenn im vorderen Teil Daten geschrieben werden, so befinden sich diese
auf in Denver lokalisierten Laufwerken. Werden diese Daten, auf welche das WfMS nur Referenzen
verwaltet, nun von mehreren Aktivita¨ten des hinteren Teils des WF beno¨tigt, so mu¨ssen sie mehrfach
(bei jedem Zugriff) von Denver nach Stuttgart u¨bertragen werden. Dies ist insbesondere fu¨r große
(z.B. multimediale) Daten sehr teuer. Werden die Daten hingegen vom WfMS verwaltet, so mu¨ssen
die nur einmal, bei der Migration, nach Stuttgart u¨bertragen werden. Ab diesem Zeitpunkt kann lokal
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auf sie zugegriffen werden. Durch die Verwendung von Referenzen auf Daten reduziert sich also
die Belastung des WfMS, nicht aber die des Kommunikationssystems. Wie dieses Beispiel zeigt,
ist es generell gu¨nstiger – falls dies mo¨glich ist – Daten vom WfMS verwalten zu lassen, als sie
extern zu speichern. Nur dann kann das bestehende Optimierungspotential voll ausgenutzt werden. Es
bleibt aber die Aufgabe des WF-Designers, fu¨r jedes Datenelement zu entscheiden, ob es vom WfMS
verwaltet werden soll, oder ob nur eine Referenz gespeichert werden soll.
2.3.1.1 Objektmigrationsansatz
Elektronische Umlaufmappen (Electronic Circulation Folders) [iABa, KRW90, KR91a] werden vor
allem in dokumentenorientierten WfMS wie ProMInanD [KR91b, Kar94] verwendet. Die komplette
WF-Instanz wird jeweils zu demjenigen Knoten transportiert, auf welchem die aktuelle Aktivita¨t aus-
gefu¨hrt werden soll. Eine Elektronische Umlaufmappe entha¨lt außer den Daten, welche die Anwen-
dungen beno¨tigen (meist Dokumente), oft auch noch die komplette Schemainformation des Prozesses.
Da die WF-Instanz dem Bearbeiter einer Aktivita¨t immer komplett zur Verfu¨gung steht, ermo¨glicht
dieses Modell eine hohe Flexibilita¨t. So ko¨nnen von einer Aktivita¨t auch Dokumente verwendet
werden, die fu¨r diesen Schritt eigentlich nicht vorgesehen waren. Außerdem ist die komplette Pro-
zessbeschreibung bei jeder WF-Instanz verfu¨gbar, so dass der Ablauf dieser WF-Instanz dynamisch
vera¨ndert werden kann [KR90a, VE92]. Diesen Vorteilen stehen jedoch hohe Kommunikationskosten
und damit auch eine hohe Belastung fu¨r die WF-Server gegenu¨ber. Sie entstehen dadurch, dass auch
nicht beno¨tigte Dokumente und die von den Anwendungen nicht verwendete Ablaufbeschreibung
vom WF-Server zu den Clients und zuru¨ck transportiert werden.
Schwierigkeiten macht beim Objektmigrationsansatz die Ausfu¨hrung paralleler Zweige. Wird die-
selbe Elektronische Umlaufmappe in mehreren Zweigen verwendet, so entsteht ein Problem am Syn-
chronisationspunkt. Fu¨r Dokumente, die in mehreren Zweigen vera¨ndert wurden, ist nicht entscheid-
bar, welche Version verwendet werden soll. Dies kann zum Verlust von ¨Anderungen (Lost Updates)
fu¨hren.
2.3.1.2 Input-/Output-Container
In FlowMark [IBM96b, LA94, LR94, LR00] werden die Ein- und Ausgabeparameter von Aktivita¨ten
aufeinander abgebildet, d.h. fu¨r jedes Eingabedatum einer Aktivita¨t muss die Aktivita¨t und derjenige
Ausgabeparameter angegeben werden, dessen Wert u¨bernommen werden soll4. Auf diese Weise wird
der Datenfluss explizit modelliert. Um nun in einen Prozessschritt die Daten von schon abgeschlosse-
nen Aktivita¨ten verwenden zu ko¨nnen, werden die Eingabecontainer aller Teilschritte physisch gespei-
chert. Die Daten sind also redundant vorhanden, falls sie von mehreren Aktivita¨ten beno¨tigt werden.
Der Gu¨ltigkeitsbereich von Variablen ist bei diesem Modell immer auf eine Aktivita¨t beschra¨nkt,
ihr Inhalt kann lediglich nach Beendigung des Aktivita¨tenprogramms anderen Variablen zuku¨nftiger
Aktivita¨ten u¨bergeben werden. Da deshalb zwei Aktivita¨ten nie eine gemeinsame Variable verwen-
den, ko¨nnen Synchronisationsprobleme nur dann auftreten, wenn der Datenfluss explizit so modelliert
wurde, dass eine Variable ihren Inhalt von mehreren Aktivita¨ten bezieht. In diesem (leicht erkennba-
ren) Fall ist es die Aufgabe des WF-Designers, die gewu¨nschte Synchronisation sicherzustellen. Ein
4Es ist auch mo¨glich hier mehrere Aktivita¨ten anzugeben. Dies ist notwendig, um bei bedingten Verzweigungen die
Daten von dem jeweils durchlaufenen Zweig u¨bernehmen zu ko¨nnen. Werden mehrere Zweige parallel durchlaufen, so
kann dies allerdings zu Lost Updates fu¨hren.
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Nachteil dieses Ansatzes ist, dass das Modellieren des kompletten Datenflusses sehr aufwendig ist.
Des Weiteren kann es notwendig werden, von einem Verzweigungspra¨dikat beno¨tigte Daten durch
eine Aktivita¨t (d.h. durch das Anwendungsprogramm) durchzuschleusen, da fu¨r Verzweigungspra¨di-
kate nur die Daten aus dem Ausgabecontainer der unmittelbaren Vorga¨ngeraktivita¨t gu¨ltig sind.
Wird eine WF-Instanz von nur einem einzigen WF-Server kontrolliert, so sind Input-/Output-
Container sehr effizient, da fu¨r die Bearbeitung einer Aktivita¨t nur die Daten zu einem Client trans-
portiert werden mu¨ssen, die (der Modellierung zufolge) wirklich beno¨tigt werden. Die Daten sind
lediglich redundant in der WF-DB vorhanden, was keine großen Kosten verursacht. Anders sieht dies
aus, falls eine komplette WF-Instanz zu einem anderen Server migriert werden soll. Dann mu¨ssen die
mehrfach vorhandenen Daten zum neuen Server kopiert werden, was sowohl den Server als auch das
Netzwerk belastet. Eine Ausnahme bilden Subprozesse mit eigenem Input-Container, die von einem
entfernten WF-Server gesteuert werden sollen. Zu ihnen mu¨ssen nur die wirklich beno¨tigten Daten
dieser einen (zusammengesetzten) Aktivita¨t transportiert werden.
2.3.1.3 Prozessglobale Variablen
Das Konzept der prozessglobalen Variablen wird z.B. von WorkParty [Rup95, Sie95a, Sie95b] ver-
wendet. Fu¨r einen Prozess ko¨nnen Variablen definiert werden (a¨hnlich wie die Variablen einer Pro-
zedur in einer Programmiersprache). Fu¨r jede Aktivita¨t kann nun angegeben werden, welche dieser
prozessglobalen Variablen (im Folgenden auch Datenelemente genannt) sie liest bzw. schreibt.
Alle Datenelemente sind nur einfach vorhanden und zu einer Anwendung werden nur solche Daten
transportiert, die wirklich beno¨tigt werden. Bezu¨glich der Kommunikationskosten ist dieser Ansatz
optimal. Deshalb wurde er fu¨r das ADEPT-Basismodell ausgewa¨hlt. Die Details seiner Umsetzung
werden im nachfolgenden Abschnitt beschrieben.
Ein Nachteil der Verwendung von prozessglobalen Variablen ist, dass beim Zugriff durch Aktivita¨ten
paralleler Zweige auf dasselbe Datenelement Zugriffskonflikte und Lost Updates auftreten. Diese
lassen sich aber z.B. dadurch verhindern, dass jedes Datenelement nur in einem der parallelen Zweige
geschrieben werden kann und in den anderen als Read-only Parameter modelliert werden muss. Wie
im na¨chsten Abschnitt beschrieben wird, wurde fu¨r ADEPT  ein solches Vorgehen gewa¨hlt.
2.3.2 Datenfluss im ADEPT-Basismodell
Nachdem die prinzipiellen Mo¨glichkeiten zu Realisierung des Datenflusses in einem WfMS ero¨rtert
wurden, wird nun das von ADEPT verwendete Verfahren na¨her erla¨utert. Dazu wird zuerst beschrie-
ben, wie der Datenfluss in ADEPT  definiert wird, und anschließend wird erla¨utert, welche Regeln
dabei eingehalten werden mu¨ssen, um die Konsistenz des Datenflusses garantieren zu ko¨nnen.
2.3.2.1 Realisierung des Datenflusses
In ADEPT  á wird der Datenfluss explizit modelliert, indem fu¨r jede Aktivita¨t die Ein- und Ausgabe-
daten festgelegt werden. Dies erfolgt durch die Definition von Lese- und Schreibkanten (auch Daten-
flusskanten genannt), welche die betroffene Aktivita¨t und das Datenelement verbinden. Ein Beispiel
fu¨r eine Lesekante ist in Abb. 2.7 dargestellt: das Datenelement FE ist durch eine Datenflusskante (in
dieser Arbeit gestrichelt gezeichnet) mit der Aktivita¨t  verbunden. Die von Aktivita¨t Þ zu FE fu¨hrende
Datenflusskante repra¨sentiert einen Schreibzugriff (Schreibkante).
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Abbildung 2.7 Beispiel fu¨r einen Kontrollflussgraphen inklusive Datenflusskanten.
Wir schon erwa¨hnt, bezeichnen wir prozessglobale Variablen auch als Datenelemente. Von diesen
Datenelementen werden in ADEPT Versionen verwaltet, d.h. dem WfMS sind auch alle alten Werte
eines Datenelements bekannt (also die vollsta¨ndige Historie des Datenelements). Diese Datenhistorie
wird fu¨r das teilweise Zuru¨cksetzen einer WF-Instanz beno¨tigt. Um die verschiedenen Versionen eines
Datenelementes unterscheidbar zu machen, wird in der Datenhistorie fu¨r ein Datenelement nicht nur
dessen Wert verwaltet, sondern zusa¨tzlich die Identifikation (ID) der Aktivita¨teninstanz, welche diesen
Wert geschrieben hat. Damit ergeben sich Datenhistorieneintra¨ge mit folgendem Aufbau:
 Datenelement, Wert, SchreibendeAktivita¨teninstanz Ł
Da i.d.R. mehrere Versionen eines Datenelements existieren, stellt sich nun die Frage, auf welche
Version beim Lesen zugegriffen wird. Dies ist nicht die zeitlich zuletzt geschriebene Version, sondern
diejenige, die von der letzten Vorga¨ngeraktivita¨t bzgl. Kontroll-, Synchronisations- und Schleifenkan-
ten geschrieben wurde. Es werden also keine Werte von Datenelementen gelesen, die von Aktivita¨ten
paralleler Zweige geschrieben wurden, es sei denn, es existiert eine entsprechende Synchronisations-
kante zwischen diesen Zweigen. In dem Beispiel aus Abb. 2.7 liest die Aktivita¨t  also den von der
Aktivita¨t Þ geschriebenen Wert des Datenelements FE , selbst wenn die Aktivita¨t  zeitlich davor einen
anderen Wert von E geschrieben hat. Da wegen der Synchronisationskante Ð  die Aktivita¨t  ein
Nachfolger von  bzgl. des Kontrollflusses ist, liest  den von  geschriebenen Wert des Datenele-
ments ^ . Der Datenfluss erfolgt also stets
”
entlang dem Kontrollfluss“, was zu leicht versta¨ndlichen
WF-Vorlagen fu¨hrt.
2.3.2.2 Datenfluss bei Subprozessen
Zur Strukturierung komplexer Abla¨ufe und zur einfacheren Wiederverwendung von Prozessfragmen-
ten ist es in ADEPT  mo¨glich, bei der Modellierung Subprozesse zu verwenden. Im u¨bergeordne-
ten WF wird ein Subprozess durch eine einzige Aktivita¨t repra¨sentiert. Um den vertikalen Datenfluss
zu einem Sub-WF zu realisieren, hat diese (zusammengesetzte) Aktivita¨t dieselben Ein- und Ausga-
beparameter wie der Subprozess, der damit auf die entsprechenden Daten zugreifen kann. Die Ein-
gabeparameter eines Subprozesses werden logisch als Ausgabeparameter der (leeren) Startaktivita¨t
( §©¬ ¤ ¢%¬  Å3¬P¡NÆ Ä`_ ) betrachtet. Damit stehen diese Daten allen anderen Aktivita¨ten des Sub-
prozesses zur Verfu¨gung. Analog werden die Ausgabedaten des Subprozesses als Eingabedaten der
leeren Endeaktivita¨t angesehen. Der innerhalb des Subprozesses stattfindende horizontale Datenfluss
ist wie in Abschnitt 2.3.2.1 beschrieben realisiert.
Subprozesse werden in dieser Arbeit nicht na¨her betrachtet, da sie nur zur Strukturierung bei der
Modellierung dienen und fu¨r die effiziente verteilte WF-Steuerung nicht von Belang sind. Sie bilden,
a¨hnlich wie z.B. eine Verzweigung, lediglich einen Block im ADEPT-Modell. Deshalb wird eine Akti-
vita¨t, die einen Sub-WF repra¨sentiert, durch diesen ersetzt. Wir erhalten so eine
”
flache WF-Vorlage“,
die von den in dieser Arbeit beschriebenen Algorithmen verwendet wird. Auf diese Weise ersparen
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wir uns jeweils die Behandlung des Sonderfalls, dass eine betrachtete Aktivita¨t selbst aus mehreren
Aktivita¨ten besteht, die ebenfalls betrachtet werden mu¨ssen. In Abschnitt 3.4.2 wird diskutiert, warum
das Konstrukt des Subprozesses wenig geeignet ist, um eine verteilte WF-Ausfu¨hrung zu realisieren.
2.3.2.3 Konsistenz des Datenflusses
In ADEPT ist es ein Ziel, die Konsistenz des Datenflusses zu garantieren. So soll mo¨glichst schon
bei der Modellierung eines Prozesses ausgeschlossen werden, dass noch nicht existierende Daten-
elemente als Eingabeparameter von Aktivita¨ten oder fu¨r Verzweigungs- und Schleifenbedingungen
verwendet werden, da dies zu Laufzeitfehlern fu¨hren wu¨rde. Ebenso soll das nebenla¨ufige Schreiben
eines Datenelements durch parallel ausgefu¨hrte Aktivita¨ten verhindert werden, um Lost Updates zu
vermeiden.
Die Konsistenz des Datenflusses wird durch Strukturierungsregeln sichergestellt. Versto¨ßt eine WF-
Vorlage gegen eine dieser Strukturierungsregeln, so wird der Modellierer gewarnt. Normalerweise
sollte er einen solchen Prozess nicht freigeben. Aufgrund von zusa¨tzlichem semantischen Wissen
(z.B. u¨ber das Zusammenspiel von Verzweigungsbedingungen) kann er dies aber dennoch tun, falls er
sicher ist, dass die Ausfu¨hrung von WF-Instanzen dieses Typs unproblematisch ist.
Im Folgenden werden die Strukturierungsregeln von ADEPT  vorgestellt und erla¨utert:
£ Die erste Regel erzwingt, dass ein Datenelement mit Sicherheit geschrieben wurde, bevor es
gelesen wird. Das bedeutet, egal welchen Weg (bei bedingten Verzweigungen) die Ausfu¨hrung
einer WF-Instanz nimmt, muss jedes Datenelement beim Lesen immer einen gu¨ltigen Wert haben,
also von einer Vorga¨ngeraktivita¨t (bzgl. des Kontrollflusses) geschrieben worden sein.
£ Die zweite Regel verbietet, dass ein Datenelement von mehreren Aktivita¨ten geschrieben wird,
die in keiner Kontrollfluss-Reihenfolge zueinander stehen. Das heißt, Aktivita¨ten, die zu paral-
lelen Zweigen geho¨ren und zwischen denen es keine durch Synchronisationskanten erzwungene
Reihenfolgebeziehung gibt, du¨rfen nicht ein und dasselbe Datenelement schreiben. Wa¨re dies er-
laubt, so wu¨rden beim Zusammenfu¨hren der parallelen Zweige Lost Updates entstehen, da nur
einer der Werte u¨bernommen werden kann.5 Diese Strukturierungsregel sorgt außerdem dafu¨r,
dass stets eindeutig ist, welche Version beim Lesen eines Datenelements verwendet werden muss,
da alle Schreibzugriffe auf das Datenelement in einer Reihenfolgebeziehung stehen, so dass der
zuletzt von einer Vorga¨ngeraktivita¨t geschriebene Wert eindeutig identifiziert werden kann.
2.3.2.4 Funktionen mit Bezug zum Datenfluss
In diesem Abschnitt werden einige Funktionen definiert, die sich auf den Datenflussgraphen beziehen.
Ebenso wie die auf dem Kontrollfluss basierenden Funktionen werden sie im Anhang A nochmals
zusammengefasst.
a
åbcaód0øfi%ë*ñþäßô : Die von dieser Funktion berechnete Menge « entha¨lt diejenigen Datenele-
mente, die von der Aktivita¨teninstanz Þ»¤  è¨àáÙ,Ł gelesen werden. Dies sind also die fu¨r den
Aktivita¨tentyp è festgelegten Eingabeparameter.
5Lost Updates ko¨nnten auch verhindert werden, indem der Zugriff auf ein Datenelement durch Aktivita¨ten paralleler
Zweige explizit synchronisiert wird. Dann mu¨sste aber bei verteilter WF-Ausfu¨hrung bei jedem Zugriff auf ein Datenele-
ment kommuniziert werden, was sehr große Kosten verursachen wu¨rde. Deshalb ist die in ADEPT egf&hji realisierte Semantik
fu¨r den Zugriff auf Datenelemente essentiell fu¨r eine effiziente verteilte WF-Steuerung.
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çùå7bc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
	ñ.0ô : Die Funktion ÅNÞC³â berechnet die Menge  der Aktivita¨teninstanzen, welche
das Datenelement  bei der fraglichen WF-Instanz gelesen haben.
k
å	6 ó fë@lm
Ffl}ë
	ñ.d?ó ô : ÆÞ¾ŁÙ&_Íâvà Ù³â berechnet die letzte Vorga¨ngeraktivita¨teninstanz  der Ak-
tivita¨teninstanz Þ , welche das Datenelement  geschrieben hat. Wenn die Aktivita¨teninstanz Þ
das Datenelement  lesen mo¨chte, so wird also die von  geschriebene Version von  gelesen.
2.4 Organisationsmodell und Bearbeiterzuordnungen
Die Bearbeiterzuordnungen legen fu¨r alle Aktivita¨ten è  § eines Kontrollflussgraphen  N¡£¢ ¤
	§Ô¨Ç¨³²³²³²° die Menge der Benutzer fest, die diese Aktivita¨t bearbeiten du¨rfen (im Folgenden
”
qua-
lifizierte Bearbeiter“ genannt). Dabei ist ÚÜŁÞfiânØãÒ}â è ¯ ein Ausdruck, der zur Ausfu¨hrungszeit der
WF-Instanz ausgewertet wird. Die Bearbeiterzuordnung einer Aktivita¨t ist in den in dieser Arbeit
verwendeten Abbildungen jeweils oberhalb der zugeho¨rigen Aktivita¨t angegeben. Da sich Bearbeiter-
zuordnungsausdru¨cke auf das Organisationsmodell des WfMS beziehen ko¨nnen, wird im Folgenden
zuerst beschrieben, welche Informationen dieses bei ADEPT beinhaltet. Anschließend wird auf die
Bearbeiterzuordnung detailliert eingegangen.
2.4.1 Organisationsmodell
In einem Organisationsmodell eines WfMS wird, a¨hnlich wie bei einem Gescha¨ftsprozess-Model-
lierungswerkzeug [Sch96, Sch98, VB96], die Organisationsstruktur des betroffenen Unternehmens
beschrieben – zumindest fu¨r denjenigen Teil der Organisation, der in das WfMS involviert ist. Im
Folgenden wird beschrieben, welche Informationen ein Organisationsmodell im Kontext dieser Ar-
beit mindestens enthalten muss. Diese Informationen werden insbesondere fu¨r die Auswertung von
”
abha¨ngigen Bearbeiterzuordnungen“ (siehe Abschnitt 2.4.3) beno¨tigt.
Im Zusammenhang mit Bearbeiterzuordnungen sind natu¨rlich die Benutzer des WfMS von besonde-
rem Interesse, da sie die Bearbeiter der Aktivita¨ten darstellen. Deshalb bilden sie die zentrale Entita¨t
des Organisationsmodells. Fu¨r jeden Benutzer werden die Rollen gespeichert, die er innehaben kann,
und die Organisationseinheit (OE), der er angeho¨rt. Außerdem wird weitere benutzerspezifische Infor-
mation, wie Kompetenzen, Berechtigungen oder Stellvertreterregelungen verwaltet (siehe [Kub98]).
Dies ist im Kontext der vorliegenden Arbeit aber nicht von besonderem Interesse. All diese Informa-
tion kann verwendet werden, um in den Bearbeiterzuordnungen der Aktivita¨ten diejenigen Benutzer
zu spezifizieren, welche die entsprechende Aktivita¨t ausfu¨hren du¨rfen.
Das Organisationsmodell verwaltet fu¨r jeden Benutzer außerdem diejenigen Domains, in denen er
sich anmelden darf. Dies ko¨nnen mehrere sein, da z.B. ein Arzt, je nach gerade eingenommener Rolle,
dem Domain seiner Krankenstation oder dem der Notaufnahme angeho¨ren kann. Welchem Domain
ein beim WfMS aktuell angemeldeter Benutzer tatsa¨chlich angeho¨rt, wird als Laufzeitinformation
ebenfalls vom Organisationsmodell verwaltet. Dasselbe gilt fu¨r aktuell eingenommene Rollen und
sonstige Eigenschaften des Benutzers. Diese Laufzeitinformationen haben aber keinen Einfluss auf die
qualifizierten Bearbeiter einer Aktivita¨t, da auch aktuell nicht angemeldete Benutzer als qualifizierte
Bearbeiter der Aktivita¨t betrachtet werden. Der Grund dafu¨r ist, dass sie die Aktivita¨t bearbeiten
du¨rfen, sobald sie sich beim WfMS anmelden (auch wenn die Aktivita¨t schon zuvor aktiviert wurde).
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2.4.2 Unabha¨ngige Bearbeiterzuordnungen
Die Bearbeiterzuordnung ÚÜŁÞfiânØãÒ}â è ¯ definiert die Menge der qualifizierten Bearbeiter der Akti-
vita¨t è . Dieser Ausdruck kann Daten aus dem Organisationsmodell referenzieren, bei unabha¨ngigen
Bearbeiterzuordnungen aber keine Laufzeitdaten der WF-Instanz. Deshalb qualifiziert sich bei der
Ausfu¨hrung jeder Instanz der Aktivita¨t è dieselbe Bearbeitermenge. Diese a¨ndert sich lediglich, wenn
das Organisationsmodell vera¨ndert wird.
Der einfachste Fall einer Bearbeiterzuordnung ist die direkte Zuordnung eines Benutzers, z.B.:
ÚÌÞCâ8nØ±Ò?â fiè ¯ ¤ Klaus Meier
Diese Art der Bearbeiterzuordnung ist aber sehr problematisch, da sie bei einer Vera¨nderung des Orga-
nisationsmodells angepasst werden muss. Das fu¨hrt dazu, dass, wenn der entsprechende Mitarbeiter
das Unternehmen verla¨sst, die WF-Vorlage vera¨ndert werden muss. Da diese Vorgehensweise sehr
aufwendig und fehleranfa¨llig ist, sollte sie nicht verwendet werden. Stattdessen sollten Bearbeiter
stets u¨ber Rollen zugeordnet werden:
ÚÌÞCâ8nØ±Ò?â fiè ¯À¤ Rolle = Arzt
Wird bei dieser Bearbeiterzuordnung ein Mitarbeiter durch einen anderen ersetzt, dem natu¨rlich die-
selbe Rolle zugeordnet wird, so u¨bernimmt dieser automatisch dessen Aufgaben. Da die WF-Vorlage
unvera¨ndert bleibt, sind die ¨Anderungen auf das Organisationsmodell beschra¨nkt. Ha¨ufig genu¨gt die
Festlegung einer Rolle jedoch nicht fu¨r die Spezifikation der Bearbeiter einer Aktivita¨t. So soll eine
bestimmte Untersuchung eben nicht von einem beliebigen Arzt durchgefu¨hrt werden, sondern von
einem Arzt der Abteilung Radiologie. Dann muss in der Bearbeiterzuordnung zusa¨tzlich zur Rolle die
OE des Bearbeiters spezifiziert werden:
ÚÌÞCâ8nØ±Ò?â fiè ¯À¤ Rolle = Arzt o Abteilung = Radiologie
Ebenso ist auch die Verwendung der im vorherigen Abschnitt erwa¨hnten Kompetenzen, Berechtigun-
gen, o.a¨. in den Bearbeiterzuordnungen mo¨glich. Dadurch ko¨nnen Bearbeiterzuordnungen entstehen,
die komplexe logische Ausdru¨cke beinhalten.
2.4.3 Abha¨ngige Bearbeiterzuordnungen
Abha¨ngige Bearbeiterzuordnungen sind in der Praxis unbedingt erforderlich, um die zur Modellierung
realer Abla¨ufe beno¨tigte Ausdrucksma¨chtigkeit zu erhalten [BF99]. Das zeigt sich auch daran, dass
sie von kommerziellen Systemen wie IBM FlowMark [IBM96b, LA94, LR94]) angeboten werden.
Deshalb werden die entsprechenden Ausdru¨cke in diesem Abschnitt eingefu¨hrt und es wird erla¨utert,
wie bei deren Verwendung die Menge der potentiell qualifizierten Bearbeiter einer Aktivita¨t zur Mo-
dellierungszeit ermittelt werden kann.
2.4.3.1 Verwendung von abha¨ngigen Bearbeiterzuordnungen
In vielen Anwendungen sind fu¨r bestimmte Aktivita¨ten zwar prinzipiell Mitarbeiter aus verschiedenen
OE zusta¨ndig, fu¨r eine bestimmte WF-Instanz sind aber doch nur Mitarbeiter aus einer bestimmten
OE zusta¨ndig. Ein solches Szenario haben wir schon in Abschnitt 1.2.2 kennengelernt; Ein a¨hnliches
Beispiel aus dem Krankenhausbereich ist in Abb. 2.8 dargestellt (siehe auch [BD99a, BD00a]). Ein
Patient wird in die Ambulanz eingeliefert und danach von einer Pflegekraft einer a priori unbekannten
Station aufgenommen (Aktivita¨t 1). Ab diesem Zeitpunkt ist nur noch Personal dieser Station fu¨r den
Patienten zusta¨ndig (Aktivita¨ten 2-4). So wird er von einem Arzt der entsprechenden Krankenstation
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untersucht und derselbe Arzt schreibt anschließend einen Kurzbefund. Auch die Aktivita¨t
”
Patient
vorbereiten“ wird von einer Pflegekraft derselben Station durchgefu¨hrt.
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Abbildung 2.8 Beispiel fu¨r einen WF mit abha¨ngigen Bearbeiterzuordnungen.
Damit eine abha¨ngige Bearbeiterzuordnung der Aktivita¨t è zur Ausfu¨hrungszeit u¨berhaupt aufgelo¨st
werden kann, du¨rfen nur Aktivita¨ten Ï referenziert werden, die vor Aktivita¨t è ausgefu¨hrt werden
(Vorga¨ngeraktivita¨ten). Die folgenden Typen von abha¨ngigen Bearbeiterzuordnungen werden in die-
ser Arbeit beru¨cksichtigt:
1. ÚÑÐÞCâ8nØ±Ò?â fiè ¯À¤ Bearb(m)
Aktivita¨t è soll vom selben Bearbeiter ausgefu¨hrt werden wie Aktivita¨t Ï
2. ÚÑÐÞCâ8nØ±Ò?â fiè ¯À¤ OE = OE(Bearb(m)) o ...
Der Bearbeiter der Aktivita¨t è soll derselben OE angeho¨ren, wie der Bearbeiter von Aktivita¨t Ï .
Außerdem soll er die weiteren angegebenen Kriterien erfu¨llen.
3. Manchmal werden auch Bearbeiterzuordnungen beno¨tigt, die von WF-Daten abha¨ngig sind. Ein
Beispiel hierfu¨r ist eine Aktivita¨t, bei der die ausfu¨hrende OE von der dabei durchzufu¨hrenden
Untersuchung abha¨ngig ist:
ÚÑÐÞCâ8nØ±Ò?â fiè
¯
¤ (Untersuchung = Ro¨ntgen: OE = Radiologie o Rolle =
MTA)Ò
(Untersuchung = Endoskopie: OE = Chirurgie o Rolle = Arzt)
Allgemein haben solche Bearbeiterzuordnungen die Form:
Ó
ÐÔÕTÖ8n×%Ø@Õ]Ù'ÚÛÜ
Ó
ÐQÙTÝÞÚrß×Úrß
E
:
Ó
ÐÔÕTÖ8n×%Ø@Õ]Ù'Ú
E
Ò
Ó
ÐÙ'ÝÞÚrß'×#Úrß
^
:
Ó
ÐÔÕ]Ön×#ØVÕ]ÙTÚ
^
Ò
. . .
Außer diesen Typen von Bearbeiterzuordnungen sind auch noch weitere denkbar, auf die in dieser
Arbeit aber nicht detailliert eingegangen wird. So kann z.B. die folgende Bearbeiterzuordnung ver-
wendet werden, um ein 4-Augen-Prinzip zu realisieren:
Ó
ÐÔÕTÖ8n×%Ø@Õ]Ù'ÚÛÜ Bearb 4Ü Bearb(m) àáo OE = OE(Bearb(m)) âco . . .
Die Bearbeiter der Aktivita¨ten Ï und Ú sollen nicht identisch sein à aber derselben OE angeho¨renâ . Die
Auswahl des Bearbeiters von Aktivita¨t Ú kann noch durch weitere Kriterien eingeschra¨nkt werden.
Soll die Aktivita¨t Ú vom Vorgesetzten des Bearbeiters der Aktivita¨t Ï ausgefu¨hrt werden, so ergibt
sich die folgende Bearbeiterzuordnung:
Ó
ÐÔÕTÖ8n×%Ø@Õ]Ù'ÚÛÜ Vorgesetzter(Bearb(m))
Je nach Anwendung sind auch noch weitere Typen von Bearbeiterzuordnungen denkbar.
2.4.3.2 Potentielle Bearbeiter einer Aktivita¨t
Bei unabha¨ngigen Bearbeiterzuordnungen (z.B. Ó ÐQÔ'ÕTÖn×#ØVÕ]ÙTÚÛmÜ Rolle = Arzt) kann die
Menge der qualifizierten Bearbeiter von Aktivita¨t Ú schon zur Modellierungszeit aus Ó ÐÔÕTÖnfi×%ØVÕ}Ù'Ú Û
ermittelt werden, indem fu¨r alle Benutzer des WfMS gepru¨ft wird, ob sie die entsprechende Bedin-
gung
Ó
ÐÔÕTÖ8n×%Ø@Õ]Ù'ÚÛ erfu¨llen. Dies ist bei abha¨ngigen Bearbeiterzuordnungen nicht direkt mo¨glich.
So hat die Aktivita¨t 3 in Abb. 2.8 die Ó ÐQÔ'ÕTÖn×#ØVÕ]ÙTÚã5Ü Bearb(2), woraus nicht direkt auf die
potentiellen Bearbeiter der Aktivita¨t 3 geschlossen werden kann.
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Da die Menge der Bearbeiter, die sich potentiell fu¨r die Ausfu¨hrung einer Aktivita¨t qualifizieren,
von zahlreichen in dieser Arbeit vorgestellten Algorithmen beno¨tigt wird, wird nun ein Verfahren
vorgestellt, um diese Menge äåØVæ Ó ÐÔÕ]Ö)Û zu berechnen. äåØVæ Ó ÐÔÕTÖ)Û entha¨lt also diejenigen Bear-
beiter, welche fu¨r die Bearbeitung der Aktivita¨t Ú theoretisch in Frage kommen. Diese Menge ist
unabha¨ngig von einer konkreten WF-Instanz und wird schon zur Modellierungszeit berechnet. Die
Menge der Bearbeiter, welche sich fu¨r eine konkrete Aktivita¨teninstanz zur Ausfu¨hrungszeit dann
tatsa¨chlich qualifizieren, ist damit eine Teilmenge von äåØVæ Ó ÐÔÕTÖ Û . Um äåØVæ Ó ÐÔÕTÖ Û zu berechnen,
durchla¨uft der Algorithmus 2.1 sukzessive alle Aktivita¨ten Ú der WF-Vorlage.6 Wenn er dabei auf
eine Aktivita¨t sto¨ßt, deren Bearbeiterzuordnung von einer anderen Aktivita¨t Ï abha¨ngig ist, so ver-
wendet er äåØVæ Ó ÐÔÕTÖ)ç (die Menge der potentiellen Bearbeiter der referenzierten Aktivita¨t Ï ), um die
Menge der potentiellen Bearbeiter der referenzierenden Aktivita¨t Ú zu berechnen. Wie dies funktio-
niert, soll am Beispiel
Ó
ÐÔÕ]Ön×#ØVÕ]ÙTÚ Û Ü OE = OE(Bearb(m)) o Rolle = Arzt erla¨utert
werden: äåØVæ Ó ÐÔÕ]Ö)Û wird berechnet, indem der Algorithmus alle Bearbeiter ×(EéèêäåØVæ Ó ÐQÔ'ÕTÖ)ç der
Aktivita¨t Ï durchla¨uft und fu¨r jeden Benutzer ×#^ pru¨ft, ob er die Bearbeiterzuordnung von Aktivita¨t Ú
erfu¨llt, unter der Annahme, dass ×E die Aktivita¨t Ï bearbeitet hat. Dies ist in diesem Beispiel gegeben,
wenn der Benutzer ×#^ derselben OE angeho¨rt wie ×(E und ihm zusa¨tzlich die Rolle Arzt zugeordnet ist.
Die WF-Vorlage wird in partieller Ordnung7 durchlaufen; außerdem ko¨nnen in Bearbeiterzuordnun-
gen nur Vorga¨ngeraktivita¨ten referenziert werden. Deshalb ist dem Algorithmus, wenn er äåØVæ Ó ÐQÔ'ÕTÖ)Û
berechnet, äåØVæ Ó ÐQÔ'ÕTÖ ç schon bekannt.
Algorithmus 2.1 (Berechnung von 5ffë  aó(
 kTë fu¨r Aktivita¨t ä )
inputìífiîïñðuòÑó¬ô§ó)õöõ)õ ÷
: Kontrollflussgraph des betrachteten WF-Typs
øù8úVûüöýßþ 8û
: 

	
ò
: Bearbeiterzuordnung der Aktivita¨t 
output
 Þøù8úVûü
: 
	
ò
: potentiell qualifizierte Bearbeiter der Aktivita¨t 
begin
for each Aktivita¨t
	
ò
(in partieller Ordnung bezu¨glich Kontrollfluss) do
 Þøù8úVûü

ï
;
// abha¨ngige Bearbeiterzuordnung vom Typ 1 oder 2:
if
øù8úVûüöý>þ 8û

referenziert eine Aktivita¨t  then
for each Benutzer
þ	

 Þøù8úVûü
do
for each Benutzer
þ
do
if
þ

erfu¨llt
øù8úVûü)ýßþ 8û
, falls
þ

die Aktivita¨t  bearbeitet hat then

 Þøù8ú@ûü
ïff
 Þøù8úVûüflfi
ffi*þ

;
// unabha¨ngige Bearbeiterzuordnung oder abha¨ngige Bearbeiterzuordnung vom Typ 3:
else
for each Benutzer þ do
if þ erfu¨llt øù*úVûüöý>þ 8û then

 Þøù8ú@ûü
ï 
 Þøù8úVûüflfi
ffi*þ

;
end.
6In [BD00b] wird ein Algorithmus zur Berechnung von !#"$&%(')+*-,/. vorgestellt, der Ausdru¨cke ermittelt, welche die
Menge der potentiellen Bearbeiter einer Aktivita¨t beschreiben. Dieser Algorithmus ist etwas effizienter, aber sehr stark
von den konkret betrachteten Bearbeiterzuordnungsausdru¨cken abha¨ngig. Da !#"$&%(')+*0, . nur ein einziges Mal (nach der
Festlegung der Bearbeiterzuordnungen) ausgefu¨hrt werden muss, spielt die Effizienz dabei keine besondere Rolle, weshalb
auf das optimierte Verfahren hier nicht weiter eingegangen wird.
7Partielle Ordnung bezu¨glich Kontrollfluss bedeutet, dass die Aktivita¨t 132 nicht vor der Aktivita¨t 154 bearbeitet wird,
falls 1
476
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2.5 Arbeitslistenverwaltung
Die Art und Weise, wie ein WfMS die Arbeitslisten der Benutzer aktualisiert, hat Einfluss auf
die dadurch entstehenden Kommunikationskosten und damit auf die Effizienz des verteilten WF-
Managements. Fu¨r das Aktualisieren der Arbeitslisten gibt es prinzipiell zwei Mo¨glichkeiten: Ent-
weder erfragt der WF-Client vom Server seine aktuelle Arbeitsliste (Polling) oder der Server benach-
richtigt bei ¨Anderungen die betroffenen Clients, ohne von außen angestoßen zu werden. Diese beiden
Methoden werden im Folgenden diskutiert.
2.5.1 Polling
Beim Polling wendet sich der WF-Client an den Server, um die aktuelle Arbeitsliste des zugeho¨rigen
Benutzers zu erhalten. Dies kann auf die explizite Anforderung des Benutzers hin geschehen, in festen
Zeitabsta¨nden oder ereignisorientiert (z.B. beim Beenden einer Aktivita¨t). Dieses Verfahren wird z.B.
vom System WorkParty [Sie95a, Sie95c] verwendet. Unter der Annahme, dass das Polling der Clients
unabha¨ngig voneinander erfolgt, z.B. in festen durchschnittlichen Zeitabsta¨nden, ist die durch das
Aktualisieren der Arbeitslisten erzeugte Last proportional zur Anzahl der Benutzer des WfMS.
Das Polling fu¨hrt zu Nachteilen, wenn das Verteilungsmodell des WfMS mehrere Server vorsieht. Ein
Client muss dann seine Arbeitsliste bei allen WF-Servern erfragen, so dass jeder Server alle Clients
bedienen muss, wodurch er zu einem Engpass werden kann. Eigentlich ist es fu¨r einen Client aber gar
nicht notwendig, stets bei allen WF-Servern nach ¨Anderungen seiner Arbeitsliste zu fragen, da sich
die Mehrzahl der Server in fremden Gescha¨ftsbereichen befinden und deshalb (fast) nie Aktivita¨ten
des entsprechenden Benutzers kontrollieren. Allerdings ist es algorithmisch schwierig, diese Server
zu identifizieren und dabei den Fall zu beru¨cksichtigen, dass einer dieser Server ausnahmsweise doch
einmal eine Aktivita¨t fu¨r diesen Benutzer kontrolliert (z.B. bei Inkrafttreten einer Vertreterregelung
oder bei einer dynamischen ¨Anderung der Bearbeiterzuordnung).
2.5.2 Server aktualisiert die Arbeitslisten
Beim Aktualisieren der Arbeitslisten durch den Server ist die Aufrufrichtung umgekehrt, d.h. der
WF-Server benachrichtigt seine Clients u¨ber ¨Anderungen. Beim Polling kann es vorkommen, dass
ein Client eine Aktualisierung seiner Arbeitsliste wu¨nscht, obwohl sie sich seit der letzten ¨Ubertra-
gung nicht gea¨ndert hat. Dies la¨sst sich nicht verhindern, da der Client nicht u¨ber die dazu notwendige
Information verfu¨gt. Im Gegensatz dazu verfu¨gt der Server u¨ber diese Information. Er weiß, wann ein
Eintrag in die Arbeitslisten eingefu¨gt werden muss und wann er wieder entfernt werden kann. Diese
Information kann folgendermaßen genutzt werden: Der Server sendet einem Client nur dann eine neue
Arbeitsliste, wenn sich diese gea¨ndert hat. Mit dieser Methode aktualisiert z.B. das System ProMI-
nanD [iABa, iABb, Kar94] seine Arbeitslisten. Bei diesem Verfahren ist es auch mo¨glich, maximale
Verzo¨gerungszeiten fu¨r das Erscheinen von Eintra¨gen in den Arbeitslisten der Benutzer zu garantieren.
Das Aktualisieren der Arbeitslisten durch den Server ist also die geeignete Wahl, falls es Aktivita¨ten
mit hohem Aktualita¨tsbedarf gibt.
Der Nachteil dieses Verfahrens ist, dass es zu einer sehr hohen Last fu¨hrt, falls bei jeder ¨Anderung so-
fort alle betroffenen Arbeitslisten aktualisiert werden. Die Ha¨ufigkeit der ¨Anderung einer Arbeitsliste
ist – im ungu¨nstigsten Fall – proportional zur Anzahl der bearbeiteten Aktivita¨teninstanzen und damit
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zur Anzahl der Benutzer des WfMS. Da die Anzahl der existierenden Arbeitslisten ebenfalls propor-
tional zu dieser Benutzeranzahl ist, ergibt sich fu¨r das Aktualisieren der Arbeitslisten ein Aufwand,
der quadratisch zur Benutzerzahl des WfMS wa¨chst. Da dadurch die Belastung fu¨r die WF-Server und
fu¨r das Kommunikationssystem sehr groß werden wu¨rde, verbietet sich dieses Verfahren fu¨r WfMS
mit einer sehr großen Anzahl von Benutzern.
2.5.3 Arbeitslistenverwaltung in ADEPT
Um eine optimale Arbeitslistenverwaltung zu erhalten, wurden die Vorteile der beiden vorgestellten
Verfahren kombiniert: Der Aufwand ist maximal proportional zur Anzahl der Benutzer des WfMS und
eine Kommunikation mit einem Client findet nur dann statt, wenn sich die Arbeitsliste des zugeho¨ri-
gen Benutzers tatsa¨chlich vera¨ndert hat. Um diese a¨ußerst positiven Eigenschaften zu erreichen, wird
die ¨Ubertragung einer vera¨nderten Arbeitsliste an einen WF-Client eine gewisse Zeit verzo¨gert und
die ¨Anderungen werden geblockt u¨bertragen. Dadurch ergibt sich eine Last, die maximal proportional
zur Anzahl der Benutzer des WfMS ist, da es fu¨r ¨Ubertragungen zum selben Benutzer einen Mindest-
zeitabstand gibt. Die Last ist also ho¨chstens so groß wie bei einem periodischen Polling. Andererseits
findet keine ¨Ubertragung statt, wenn sich die Arbeitsliste des Benutzers nicht vera¨ndert hat. Diese
Optimierung ist in dem Sinne flexibel, dass fu¨r jeden Aktivita¨tentyp eine maximale Verzo¨gerungs-
zeit definiert werden kann, so dass Anforderungen an den Aktualita¨tsbedarf weiterhin erfu¨llt werden
ko¨nnen.
Die soeben beschriebene Vorgehensweise fu¨hrt zu einem sehr guten Kommunikationsverhalten und
ermo¨glicht damit ein effizientes WF-Management. Deshalb wird dieses Verfahren fu¨r ADEPT gewa¨hlt
und im Folgenden unterstellt.
2.6 Zusammenfassung
In diesem Kapitel wurde die Modellierung des Kontrollflusses in ADEPT beschrieben und es wurde
die zugeho¨rige Ausfu¨hrungssemantik definiert. Beides ist so gestaltet, dass zur Ausfu¨hrungszeit der
WF-Instanzen mo¨glichst viel Information u¨ber deren Zustand verfu¨gbar ist. Deshalb werden zur Mo-
dellierung explizite Konstrukte z.B. fu¨r Verzweigungen und Schleifen verwendet und der Zustand
der einzelnen Aktivita¨ten wird direkt durch den Kontrollfluss-Ausfu¨hrungsgraphen angegeben. Wird
noch weitergehende Information beno¨tigt, wie z.B. der Bearbeiter eine Aktivita¨t, so kann zusa¨tzlich
auf Ablaufhistorien zuru¨ckgegriffen werden. Beim Entwurf des Konzeptes fu¨r den Datenfluss von
ADEPT N&O0PRQ wurde darauf geachtet, dass eine effiziente verteilte WF-Ausfu¨hrung ermo¨glicht wird,
weshalb z.B. Abha¨ngigkeiten zwischen den Daten parallel ausgefu¨hrter Zweige vermieden wurden.
Ein weiterer sehr wichtiger Aspekt ist, dass die Konsistenz des Datenflusses schon durch die Mo-
dellierung garantiert werden kann, so dass Probleme zur Ausfu¨hrungszeit vermieden werden. Diese
wa¨ren wegen ihrer Ha¨ufigkeit in einem System mit sehr vielen Benutzern kaum zu bewa¨ltigen.
Außerdem wurden in diesem Kapitel die Bearbeiterzuordnungen der Aktivita¨ten eingefu¨hrt. Beson-
deres Augenmerk wurde dabei auf abha¨ngige Bearbeiterzuordnungen gelegt, da sie in der Praxis sehr
relevant sind und in der Literatur bisher kaum beachtet wurden. Insbesondere wird bei Ansa¨tzen fu¨r
verteiltes WF-Management ha¨ufig vereinfachenderweise angenommen, dass die OE der fu¨r eine Ak-
tivita¨teninstanz qualifizierten Bearbeiter schon zur Modellierungszeit feststeht (z.B. bei MENTOR
[WWWK96b, MWW S 98]). Ein weiterer wichtiger Gesichtspunkt des WF-Modells ist das zur Aktua-
lisierung der Arbeitslisten gewa¨hlte Verfahren. Dieses hat einen großen Einfluss auf die entstehenden
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Kommunikationskosten. Deshalb wurde in diesem Kapitel ein entsprechendes Verfahren fu¨r ADEPT
entwickelt, durch das sich die Anzahl der notwendigen Aktualisierungen drastisch senken la¨sst und
bei dem trotzdem die Aktualita¨t der Arbeitslisten garantiert werden kann.
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Teil II
Verteilte Workflow-Ausfu¨hrung in
ADEPT

Kapitel 3
Partitionierung und Migration
Wir betrachten in dieser Arbeit WfMS, die wegen ihrer hohen Benutzerzahl eine große Last zu
bewa¨ltigen haben. In einem solchen Szenario muss die Steuerung der WF-Instanzen sehr effizient
erfolgen. Das heißt, die verteilte WF-Ausfu¨hrung muss so realisiert werden, dass die Belastung des
Kommunikationssystems mo¨glichst gering ist. Um dies umzusetzen, wird eine geeignete Systemum-
gebung beno¨tigt. Das Kommunikationssystem muss also so aufgebaut sein, dass eine effiziente WF-
Steuerung ermo¨glicht wird. Außerdem mu¨ssen die Systemkomponenten (WF-Server und -Clients) auf
eine intelligente Art und Weise im Kommunikationssystem angeordnet sein. Welche Anordnung dabei
am besten geeignet ist, wird im vorliegenden Kapitel untersucht und es wird gezeigt, dass durch diese
Anordnung die Belastung des Kommunikationssystems reduziert werden kann. Auf Basis des resul-
tierenden – geeignet strukturierten – verteilten Systems, ist eine effiziente Verteilung der zu bewa¨lti-
genden Aufgaben auf die WF-Server mo¨glich. Es wird untersucht, wie eine solche Verteilung aus-
zusehen hat, und es werden die zu ihrer Realisierung notwendigen Verfahren entwickelt. Dabei wird
angenommen, dass unabha¨ngige Bearbeiterzuordnungen (vgl. Abschnitt 2.4.2) deutlich dominieren,
was zu der Verwendung von statischen Serverzuordnungen fu¨hrt. Die in diesem Kapitel gemachten
Aussagen gelten aber auch fu¨r den Fall abha¨ngiger Bearbeiterzuordnungen (vgl. Abschnitt 2.4.3) und
variabler Serverzuordnungen (siehe Kapitel 5), falls dies nicht explizit ausgeschlossen wird.
Im Abschnitt 3.1 wird eine Systeminfrastruktur entwickelt, die einen hohen Grad an Optimierungspo-
tential bei der Festlegung einer konkreten Verteilung fu¨r eine WF-Instanz bietet. In Abschnitt 3.2 wird
die grundsa¨tzliche Strategie bei der Aufgabenverteilung festgelegt. Dazu wird das Konzept der WF-
Partitionierung entwickelt. Die Partitionierung macht Migrationen erforderlich. Wie diese realisiert
werden ko¨nnen und wie dies effizient geschehen kann, wird in Abschnitt 3.3 diskutiert. Außerdem
wird untersucht, welchen Einfluss Migrationen auf das Zuru¨cksetzen von WF-Instanzen haben. In
Abschnitt 3.4 werden Alternativen zu der in diesem Kapitel vorgestellten Vorgehensweise diskutiert.
Das Kapitel schließt mit einer Zusammenfassung in Abschnitt 3.5.
3.1 Physische Verteilung der Systemkomponenten
Im Folgenden wird die dem WfMS zugrunde liegende Systeminfrastruktur betrachtet, d.h. der Aufbau
des dem WfMS zugrunde liegenden Kommunikationssystems und die Anordnung der Komponenten
des WfMS innerhalb dieses Kommunikationssystems. Es wird untersucht, wie diese beschaffen sein
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muss, damit das Ziel, die Kommunikationslast zu reduzieren, erreicht werden kann. Fu¨r die Kommu-
nikationslast ist die durchschnittliche Last pro Teilnetz relevant, und nicht die maximal pro Teilnetz
oder insgesamt kommunizierte Datenmenge. Jedoch ist darauf zu achten, dass keine Flaschenha¨lse
im Kommunikationssystem entstehen, da diese zur ¨Uberlastung der entsprechenden Teilnetze fu¨hren
ko¨nnen.
Um das Problem besser zu verstehen, wird zuerst analysiert, durch welche Aktionen ein WF-Server
bzw. das Kommunikationssystem belastet wird. Dann wird, ausgehend von einer zentralen Archi-
tektur, eine Systeminfrastruktur entwickelt, welche die gestellten Anforderungen erfu¨llt. Schließlich
wird noch gezeigt, dass sich durch diese Infrastruktur die durchschnittliche Belastung der Teilnetze
tatsa¨chlich reduzieren la¨sst, und dass Flaschenha¨lse vermieden werden.
3.1.1 Aufgaben des WF-Servers
Um zu erla¨utern, warum ein zentraler WF-Server schon bei einer relativ geringen Anzahl von Benut-
zern und WF-Instanzen u¨berlastet ist, untersuchen wir nun, welche Aufgaben er zu bewa¨ltigen hat.
Der WF-Server muss fu¨r jede auszufu¨hrende Aktivita¨teninstanz u.a. die folgenden Aufgaben erledi-
gen:T
Fu¨r jeden Benutzer des WfMS muss einzeln u¨berpru¨ft werden, ob dieser die Bearbeiterzuordnung
der anstehenden Aktivita¨t erfu¨llt. Eine Vorberechnung der fu¨r eine bestimmte Aktivita¨t geeigne-
ten Bearbeiter ist i.Allg. nicht mo¨glich, da diese von den Bearbeitern vorangehender Aktivita¨ten
abha¨ngen ko¨nnen (bei abha¨ngigen Bearbeiterzuordnungen). Außerdem vera¨ndert sich die Menge
der potentiellen Bearbeiter einer Aktivita¨t, wenn sich die Menge der Benutzer des WfMS a¨ndert.T
Vor dem Start jedes Aktivita¨tenprogramms mu¨ssen dessen Eingabeparameterdaten aus der Da-
tenbank des WfMS geladen werden. Nach Beendigung des Programms mu¨ssen die Ausgabepa-
rameterdaten zuru¨ckgeschrieben werden. Je nach Anwendung kann es sich dabei um recht große
Datenmengen handeln.
Ein WF-Server ist in zahlreiche und umfangreiche Kommunikationen involviert. Dies sind fu¨r jede
auszufu¨hrende Aktivita¨teninstanz mindestens die in Abb. 3.1 dargestellten Aktionen:T
Die Information, dass die Aktivita¨teninstanz zur Ausfu¨hrung ansteht, muss zu den Rechnern aller
potentiellen Bearbeiter (WF-Clients) transportiert werden, damit die Aktivita¨teninstanz in deren
Arbeitsliste aufgenommen werden kann.T
Wenn sich ein Benutzer entschlossen hat, die Aktivita¨teninstanz zu bearbeiten, so wird dies dem
WF-Server mitgeteilt. Falls solche Anforderungen von mehreren Benutzern eingehen, so werden
diese vom WF-Server synchronisiert. Nur die erste eingehende Anforderung wird besta¨tigt, alle
weiteren werden zuru¨ckgewiesen.T
Da der Bearbeiter der Aktivita¨teninstanz nun feststeht, muss der entsprechende Eintrag wieder
aus den Arbeitslisten entfernt werden. Dies erfordert eine Kommunikation zu allen potentiellen
Bearbeitern der Aktivita¨teninstanz.T
Bevor das Aktivita¨tenprogramm gestartet werden kann, mu¨ssen die Eingabeparameter zu demje-
nigen Rechner transportiert werden, auf dem das Programm ablaufen soll.T
Nach Beendigung des Aktivita¨tenprogramms werden die Ausgabeparameter zum WF-Server
zuru¨cktransportiert.
Bei Kommunikationen, die Arbeitslisteneintra¨ge betreffen, werden i.d.R. keine besonders großen Da-
tenmengen transferiert. Da fu¨r jede auszufu¨hrende Aktivita¨teninstanz ein Eintrag in die Arbeitsliste
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Abbildung 3.1 Kommunikationen, in die der WF-Server involviert ist.
jedes potentiellen Bearbeiters eingefu¨gt und wieder herausgenommen werden muss, entstehen durch
solche Aktionen jedoch sehr viele Nachrichten. Die Parameterdaten einer Aktivita¨t ko¨nnen sehr um-
fangreich sein (siehe das Zahlenbeispiel aus Abschnitt 1.2.2). Deshalb werden beim Transfer von
Parameterdaten große Datenmengen bewegt. Beide Aspekte fu¨hren zusammen dazu, dass das Kom-
munikationssystem sowohl mit einer großen Datenmenge, als auch mit einer hohen Anzahl von Nach-
richten belastet wird. Aus diesem Grund ist es bei WfMS besonders wichtig, dass eine geeignete Sys-
teminfrastruktur verwendet wird, um die Kommunikationslast bewa¨ltigen zu ko¨nnen. Dies besta¨tigt
die in dem Zahlenbeispiel aus Abschnitt 1.2.2 und in [BD97, BD98, BD00a] gewonnene Erkennt-
nis, dass ein LAN schon bei moderaten Benutzerzahlen u¨berlastet sein kann. Unter Beru¨cksichtigung
dieses Aspekts wird in den folgenden Abschnitten eine geeignete Infrastruktur entwickelt.
3.1.2 Zentraler WF-Server
Wie in Abb. 3.2 dargestellt, sind die Benutzer des WfMS (Clients) in einem Kommunikationssystem
verteilt. Dieses Netzwerk sollte vollsta¨ndig vermascht sein, um
”
Durchgangsverkehr“ in den Teilnet-
zen zu vermeiden. Der WF-Server legt seine Daten in einer WF-DB ab. Wenn sich diese auf demselben
Rechner befinden, wie der WF-Server, belastet die Kommunikation zwischen den beiden das Netz-
werk nicht. Allerdings wird der Rechner des WF-Servers dann zusa¨tzlich durch die WF-DB belastet.
Deshalb kann es sinnvoll sein, die WF-DB auf einem anderen Rechner zu platzieren, der sich aber im
selben Teilnetz wie der WF-Server befindet. Diese Variante sollte immer dann gewa¨hlt werden, wenn
der Rechner des WF-Servers an seine Leistungsgrenze sto¨ßt, das entsprechende Teilnetz aber noch
nicht ausgelastet ist.
In den Teilnetzen ko¨nnen sich auch externe Datenquellen (siehe Abschnitt 2.3.1) befinden. Dies sind
z.B. Datenbanken, die Anwendungsdaten verwalten, welche von den Aktivita¨tenprogrammen verwen-
det werden. Diese Daten fließen direkt zwischen Datenquelle und Aktivita¨tenprogramm. Deshalb sind
Aspekte, wie die Platzierung eines WF-Servers, fu¨r die dadurch entstehenden Kommunikationskosten
nicht relevant. Bei der Beurteilung einer Systeminfrastruktur werden externe Datenquellen deshalb
nicht einbezogen.
Betrachten wir nun den Fall eines zentralen WF-Servers. Das heißt, es gibt nur einen einzigen WF-
Server, der sich in genau einem Teilnetz befindet. Da, wie im vorherigen Abschnitt erla¨utert wurde,
fu¨r den WF-Server eine recht große Last entsteht, sto¨ßt ein zentraler Server schon bei einer relativ
geringen Benutzerzahl an seine Leistungsgrenzen. Die Beseitigung bzw. Abmilderung dieses potenti-
ellen Engpasses erfordert relativ rasch den Einsatz von (teuren) Hochleistungssystemen, z.B. in Form
von Mehrprozessorsystemen und von Mehrrechner-DBMS. Ob sich damit die erforderliche Leistung
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Abbildung 3.2 Kommunikationssystem mit einem zentralen WF-Server.
erzielen la¨sst, ha¨ngt stark davon ab, inwieweit man die Steuerung der einzelnen WF-Instanzen so-
wie deren Daten so auf die beteiligten Teilsysteme verteilen kann, dass eine gute Lastbalancierung
erreicht wird und wenig Zugriffskonflikte auftreten. Dieser Ansatz fu¨hrt aber zu sehr hohen Kosten.
Außerdem entstehen trotzdem die im nachfolgenden Abschnitt beschriebenen Probleme. Deshalb ist
es vorteilhafter mehrere
”
kleine“ Rechner zu verwenden und die Last auf eine intelligente Art und
Weise auf sie zu verteilten.
3.1.3 Replizierte WF-Server in einem Teilnetz
Um das Problem eines u¨berlasteten WF-Servers zu lo¨sen, ist die naheliegendste Lo¨sung, ihn einfach zu
replizieren (siehe Abb. 3.3). Da die Gesamtlast jetzt von mehreren WF-Servern gemeinsam bewa¨ltigt
wird, lo¨st dies (im Prinzip) das Problem der Serveru¨berlastung. Jeder dieser WF-Server verwendet
eine separate WF-DB, um Flaschenha¨lse beim DB-Zugriff zu vermeiden. Da es nun mehrere Server im
WfMS gibt, stellt sich die Frage, mit welchem/n ein bestimmter WF-Client eine Verbindung aufbauen
soll, so dass er von diesem Server kontrollierte Aktivita¨ten bearbeiten kann. Die nahe liegendste Idee,
dass sich ein Client nur beim Server seines eigenen Teilnetzes anmeldet, ist zu restriktiv. Dies wu¨rde
erzwingen, dass sich alle potentiellen Bearbeiter einer Aktivita¨t im selben Teilnetz befinden mu¨ssen,
was in der Realita¨t aber nicht immer gegeben ist. Deshalb muss sich ein Client prinzipiell bei allen
WF-Servern anmelden. Falls es jedoch Server gibt, die fu¨r ihn nicht relevant sind, weil sie niemals
Aufgaben fu¨r diesen Client kontrollieren, so wird auf die entsprechende Verbindung verzichtet. Ein
Beispiel hierfu¨r ist ein Angestellter der Fertigung und ein Server der Finanzbuchhaltung, wenn diese
beiden OE z.B. ausschließlich in disjunkte WF-Typen involviert sind. Da Benutzer i.d.R. a¨ußerst
selten von Servern fremder OE kontrollierte Aufgaben bearbeiten, ist meist eine Verbindung mit recht
wenigen WF-Servern ausreichend. Welche dies sind, ist durch eine entsprechende Konfiguration fu¨r
den WF-Client vorzugeben.
Bei dieser Art der Replikation befinden sich alle WF-Server, wie in Abb. 3.3 dargestellt, im selben
Teilnetz (z.B. dem des Rechenzentrums). Da in alle in einem WfMS ablaufenden Kommunikationen
ein WF-Server involviert ist und sich alle WF-Server im Teilnetz 1 befinden, wird dieses Teilnetz mit
allen Kommunikationen des WfMS belastet und bildet deshalb einen Flaschenhals. In Abschnitt 1.2.2
wurde schon gezeigt, dass ein LAN schon bei moderaten Benutzerzahlen eines WfMS u¨berlastet sein
kann. Deshalb ist diese Systeminfrastruktur wenig geeignet. Hinzu kommt, dass weit(er) entfernte
Benutzer in der Regel mit schlechteren Antwortzeiten bedient werden.
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Abbildung 3.3 Replizierte WF-Server in einem Teilnetz.
3.1.4 WF-Server auf Teilnetze verteilt
Um den soeben beschriebenen Kommunikationsengpass zu vermeiden, sollte sich in jedem Teilnetz
ein WF-Server befinden (vgl. Abb. 3.4). Dieser kann allenfalls in Einzelfa¨llen entfallen, falls festge-
stellt wird, dass er nicht beno¨tigt wird. Durch diese Systeminfrastruktur la¨sst sich die Last nicht nur
auf die WF-Server sondern auch auf die Teilnetze verteilen. Da alle Teilnetze gleichartig sind, gibt
es in einem solchen System auch keine Flaschenha¨lse. Im na¨chsten Abschnitt wird diese Eigenschaft
noch an einigen Beispielen demonstriert. Außerdem wird erla¨utert, warum durch diese Systeminfra-
struktur auch die durchschnittliche Belastung der Teilnetze reduziert wird. Aufgrund dieser Vorteile
wird diese Systeminfrastruktur in der weiteren Arbeit verwendet. In Definition 3.1 wird dazu noch der
Begriff des Domains eingefu¨hrt.
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Abbildung 3.4 Ein WF-Server in jedem Teilnetz.
Definition 3.1 (Domain)
Ein Teilnetz, zusammen mit den darin enthaltenen WF-Servern1, Clients und externen Datenquellen
wird als Domain bezeichnet.
1Bis auf weiteres wird angenommen, dass sich in jedem Teilnetz nur ein WF-Server befindet. Ausnahmen von dieser
Regel werden in Kapitel 7 diskutiert.
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Obwohl alle Teilnetze gleichartig sind (vgl. Abb. 3.4), unterscheiden sich die WF-Server durch die
konkret zu ihrem Domain geho¨renden Benutzer. Da der Großteil der Kommunikation eines WF-
Servers mit den Benutzern (Clients) stattfindet, ist es fu¨r die Kommunikationslast entscheidend, wel-
cher WF-Server eine bestimmte Aufgabe u¨bernimmt. In Abschnitt 3.2 wird deshalb eine intelligente
Strategie zur Aufgabenverteilung entwickelt.
3.1.5 Analyse der gewa¨hlten Systeminfrastruktur
Ziel dieses Abschnitts ist es, zu zeigen, dass die gewa¨hlte Kommunikationsinfrastruktur (siehe Ab-
schnitt 3.1.4) dazu beitra¨gt, die durchschnittliche Belastung der Teilnetze zu reduzieren. Eine a¨hnliche
Betrachtung findet sich in [BD97]. Außerdem soll gezeigt werden, dass sich im Kommunikationssy-
stem keine Flaschenha¨lse befinden.
Die Analyse dient dazu, die Gu¨te der gewa¨hlten Kommunikationsinfrastruktur zu zeigen. Es ist nicht
das Ziel, konkrete Aufgabenverteilungen zu untersuchen. Deshalb wird vereinfachend angenommen,
dass alle WF-Server im Beobachtungszeitraum dieselbe Anzahl von Aktivita¨teninstanzen kontrol-
lieren. Außerdem sollen alle diese Aktivita¨teninstanzen dasselbe Datenvolumen beno¨tigen und von
gleich vielen Benutzern bearbeitet werden ko¨nnen. Wird diese Gleichverteilung der Last angenom-
men, so besteht keine Notwendigkeit, Nachrichten oder Datenpakete zu za¨hlen. Stattdessen genu¨gt es,
in jedem Teilnetz die Anzahl der Verbindungen zwischen WF-Servern und Clients zu za¨hlen, um ein
Maß fu¨r die Belastung des Teilnetzes zu erhalten. So ist das Teilnetz 1 in Abb. 3.5a mit 6 Verbindungen
belastet und in Abb. 3.5b mit nur 2 Verbindungen, was 1/3 der Last bedeutet.
Im Folgenden wird der Fall analysiert, dass 3 Prozesse von jeweils 2 Bearbeitern ausgefu¨hrt werden.
Die Kommunikationen der verschiedenen Prozesse werden in den Abbildungen durch unterschiedli-
che Linienarten fu¨r die Verbindungen dargestellt. In Abb. 3.5a - 3.7a werden die Prozesse alle vom
selben zentralen WF-Server kontrolliert, wohingegen in Abb. 3.5b - 3.7b jeder Prozess von einem
anderen Server kontrolliert wird. Fu¨r den Fall mit mehreren WF-Servern werden die folgenden 3 Sze-
narien unterschieden:
Szenario 1: Alle Benutzer befinden sich im selben Teilnetz wie der zugeho¨rige WF-Server.
Szenario 2: Die Ha¨lfte der Benutzer befinden sich im selben Teilnetz wie der WF-Server, die andere
Ha¨lfte befindet sich in einem
”
falschen Teilnetz“.
Szenario 3: Alle Benutzer befinden sich im
”
falschen Teilnetz“.
Wir untersuchen fu¨r diese Szenarien die maximale Belastung eines Teilnetzes (um Flaschenha¨lse zu
erkennen) und die durchschnittliche Belastung der Teilnetze. Dabei werden die Werte des zentralen
Falls mit denen des verteilten Falls verglichen.
Szenario 1: Wie in Abb. 3.5b dargestellt, befinden sich in diesem Szenario die Clients bei Verwendung
mehrerer WF-Server stets im selben Teilnetz wie der zugeho¨rige WF-Server. Die Gateways werden
nicht benutzt und jedes Teilnetz wird mit 2 Verbindungen belastet. Wird ein zentraler WF-Server
verwendet (Abb. 3.5a), so belasten alle 6 Verbindungen das Teilnetz 1 des WF-Servers. Die anderen
beiden Teilnetze werden mit 2 Verbindungen belastet. Insgesamt laufen 4 Verbindungen u¨ber ein
Gateway. In diesem Idealfall wird also durch die Verwendung mehrerer WF-Server die maximale
Belastung eines Teilnetzes von 6 auf 2 Verbindungen reduziert. Die durchschnittliche Belastung sinkt
von 3,33 auf 2 Verbindungen. Wenn ù Teilnetze mit ù WF-Servern verwendet werden, dann sinkt bei
einer derart optimalen Verteilung der Benutzer die maximale Belastung eines Teilnetzes auf úûù -tel
der Last des zentralen Falls. Der Grund dafu¨r ist, dass alle Kommunikationen nur ein Teilnetz belasten,
weshalb sich die Verbindungen auf die ù Teilnetze aufteilen.
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Abbildung 3.5 Alle Benutzer befinden sich im
”
richtigen Teilnetz“.
Szenario 2: Befindet sich die Ha¨lfte der Bearbeiter im
”
richtigen Teilnetz“ (Abb. 3.6), so wird im
verteilten Fall jedes Teilnetz mit 3 Verbindungen belastet. Die Gateways werden mit insgesamt 3
Verbindungen belastet. Im zentralen Fall ergibt sich dieselbe Last wie im Szenario 1. Das bedeutet
also, dass selbst wenn sich nicht die Mehrheit der Benutzer im richtigen Teilnetz befindet, die ma-
ximale Belastung eines Teilnetzes von 6 auf 3 Verbindungen halbiert wird und die durchschnittliche
Belastung von 3,33 auf 3 Verbindungen sinkt.
ffi  !
ffi  "
#$ ffi $
ffi  %
ffi  &
ffi  '
#% ffi  !
ffi  "
#$ ffi 	$
ffi  %
#(! ffi  &
ffi  '
)* +*
,-. / 0-123
,-. / 0-12fi4
,-. / 0-125
,-. / 0-123
,-. / 0-12fi4
,-. / 0-125
Abbildung 3.6 Die Ha¨lfte der Benutzer befinden sich im
”
richtigen Teilnetz“.
Szenario 3: Dieses a¨ußerst ungu¨nstige Szenario, in dem sich kein einziger Bearbeiter im
”
richtigen
Teilnetz“ befindet, kann stets durch eine andere Verteilung der Aufgaben auf die WF-Server vermie-
den werden. Es soll dennoch analysiert werden, um die Vorteile der gewa¨hlten Systeminfrastruktur
zu verdeutlichen. Im verteilten Fall wird jedes Teilnetz mit 4 Verbindungen belastet. Damit sinkt die
maximale Belastung eines Teilnetzes von im zentralen Fall 6 auf 4 Verbindungen. Die Bildung eines
Flaschenhalses wird also sogar in diesem a¨ußerst ungu¨nstigen Szenario verhindert. Die durchschnitt-
liche Belastung der Teilnetz steigt allerdings von 3,33 auf 4 Verbindungen. Auch die Gesamtlast der
Gateways steigt von 4 auf 6 Verbindungen. Dies liegt daran, dass sich im zentralen Fall immerhin 2
Benutzer im selben Teilnetz wie der WF-Server befinden.
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Abbildung 3.7 Alle Benutzer befinden sich im einem
”
falschen Teilnetz“.
Zusammenfassend la¨sst sich feststellen, dass durch die gewa¨hlte Kommunikationsinfrastruktur Fla-
schenha¨lse stets vermieden werden. Dies gilt sogar dann, wenn sich alle Bearbeiter der Aktivita¨ten in
einem
”
falschen Teilnetz“ befinden. Die Ergebnisse bzgl. der maximalen und der durchschnittlichen
Belastung der Teilnetze sind umso besser, je mehr Benutzer sich lokal im Teilnetz des fu¨r sie rele-
vanten WF-Servers befinden. Dasselbe gilt fu¨r die Belastung der Gateways. Deshalb muss es das Ziel
sein, eine Aufgabe jeweils demjenigen WF-Server zuzuordnen, der eine mo¨glichst große Lokalita¨t zu
den Bearbeitern der Aufgabe aufweist.
3.2 Verteilung der Aufgaben auf die Workflow-Server
Die verschiedenen fu¨r die Bearbeitung einer Aufgabe zur Verfu¨gung stehenden WF-Server unterschei-
den sich durch das Teilnetz, in welchem sie sich befinden. Dadurch haben sie zu den verschiedenen
Benutzern des WfMS eine unterschiedlich hohe Lokalita¨t. Wie wir im vorherigen Abschnitt gesehen
haben, hat die Wahl des WF-Servers fu¨r eine bestimmte Aufgabe deshalb Auswirkungen auf die bei
ihrer Ausfu¨hrung entstehenden Kommunikationskosten. Daraus folgt, dass es extrem wichtig ist, die
anstehenden Aufgaben geeignet auf die WF-Server zu verteilen. Deshalb wird in den folgenden Ab-
schnitten ein geeignetes Verfahren zur Verteilung der Aufgaben entwickelt. Dieses wird im Folgenden
als das Verteilungsmodell von ADEPT bezeichnet.
3.2.1 Ziel bei der Verteilung der Aufgaben
Bevor auf Details der Aufgabenverteilung eingegangen wird, muss erst das generelle Ziel gekla¨rt
werden. Dies erfolgt im vorliegenden Abschnitt. In den darauf folgenden Abschnitten wird dann un-
tersucht, wie dieses Ziel erreicht werden kann.
Das oberste Ziel bei der Aufgabenverteilung muss sein, fu¨r jede Aufgabe einen WF-Server zu verwen-
den, der eine hohe Lokalita¨t zu den zugeho¨rigen Bearbeitern aufweist. Am gu¨nstigsten ist natu¨rlich
derjenige WF-Server, der sich im selben Domain wie diese Bearbeiter befindet. Diese Strategie hat
zahlreiche Vorteile:
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Die Kommunikationskosten werden reduziert: Wie schon in Abschnitt 3.1.5 gezeigt wurde, wird
durch eine hohe Lokalita¨t zwischen dem WF-Server und den Bearbeitern einer Aktivita¨t die
durchschnittliche Belastung der Teilnetze reduziert. Auch die Belastung der Gateways ist ge-
ringer, wenn sich ein Großteil der Bearbeiter im selben Teilnetz wie der WF-Server befindet.
Ist es nicht mo¨glich, denjenigen WF-Server zu verwenden, der sich im Domain der Bearbeiter
befindet, so sollte wenigstens ein WF-Server verwendet werden, der sich
”
nahe“ bei diesen Be-
arbeitern befindet. Dadurch wird fu¨r die Kommunikation zwischen WF-Server und Clients kein
WAN-Gateway beno¨tigt. Stattdessen mu¨ssen die Daten nur u¨ber eine kurze Distanz transportiert
werden, was zur Reduzierung der Kommunikationskosten beitra¨gt.T
Die Antwortzeiten und damit die Verzo¨gerungen fu¨r die Benutzer werden reduziert: Da eine
weit entfernte Kommunikation i.d.R. la¨nger dauert als eine Kommunikation innerhalb desselben
LAN oder zu einem benachbarten LAN, reduziert die gewa¨hlte Strategie die ¨Ubertragungszeiten.
Deshalb mu¨ssen die Benutzer keine so langen Wartezeiten in Kauf nehmen, wenn sie z.B. einen
Eintrag aus ihrer Arbeitsliste ausgewa¨hlt haben und auf die ¨Ubertragung der Eingabeparameter
warten.T
Die Verfu¨gbarkeit des WfMS wird erho¨ht: Da Gateways innerhalb eines Standortes i.d.R. eine
ho¨here Verfu¨gbarkeit aufweisen als WAN-Verbindungen, ist ein lokaler WF-Server fu¨r die Be-
nutzer ha¨ufiger erreichbar, als ein weit entfernter. Dies gibt insbesondere dann, wenn sich der
WF-Server, der die Ausfu¨hrung einer Aufgabe steuert, im selben Domain befindet wie der Benut-
zer. Dann ist nur die Verfu¨gbarkeit des entsprechenden LAN und des WF-Servers Voraussetzung
fu¨r die Ausfu¨hrbarkeit der Aufgabe. Es wird dazu kein Gateway beno¨tigt.T
Eine hohe Lokalita¨t zwischen dem WF-Server und den Bearbeitern der Aufgaben wird bei un-
ternehmensu¨bergreifenden WfMS ha¨ufig zwingend verlangt: Da bei Kooperationen [Pic98] kein
Unternehmen auf den WF-Server eines anderen Unternehmens angewiesen sein will, muss jede
Aufgabe von einem WF-Server kontrolliert werden, der sich zumindest im selben Unternehmen
befindet, wie die entsprechenden Bearbeiter.
3.2.2 Verteilung von Workflows als Ganzes
Die naheliegendste Mo¨glichkeit, um Aufgaben auf mehrere WF-Server zu verteilen, ist, einen kom-
pletten WF stets einem WF-Servern zuzuordnen. Im Folgenden wird diskutiert, welche Vorgehens-
weisen dafu¨r mo¨glich sind. Anschließend werden dabei entstehende Probleme analysiert.
Prinzipiell gibt es die beiden Mo¨glichkeiten, die Prozesse auf Typ- oder auf Instanzebene den WF-
Servern zuzuordnen. Bei einer Zuordnung auf Typebene wird fu¨r jeden WF-Typ zur Modellierungszeit
der gu¨nstigste WF-Server bestimmt. Dies ist derjenige, der sich am na¨chsten bei den potentiellen
Bearbeitern dieses WF befindet. Dieser WF-Server steuert dann alle WF-Instanzen dieses Typs. Ein
a¨hnliches Verfahren wird z.B. in MOBILE [HS96] verwendet. Bei einer Verteilung auf Instanzebene
wird fu¨r jede WF-Instanz zur Ausfu¨hrungszeit entschieden, welcher WF-Server sie kontrolliert. Eine
einfache Mo¨glichkeit hierfu¨r wa¨re, denjenigen WF-Server auszuwa¨hlen, der sich im selben Domain
befindet, wie der Benutzer, der die WF-Instanz gestartet hat. Eine Verteilung auf Instanzebene wird
von Exotica/Cluster [AKA S 94] praktiziert, wobei bei diesem Ansatz der WF-Server fu¨r eine WF-
Instanz zufa¨llig ausgewa¨hlt wird.
Die Verteilung von gesamten WF auf die WF-Server fu¨hrt aber zu einem Problem, sobald es WF
gibt, die mehrere OE durchlaufen. Dies soll an dem in Abb. 3.8 dargestellten Verkaufs-WF erla¨utert
werden. Die ersten 10 Aktivita¨ten betreffen Verkaufsverhandlungen mit einem Kunden. Sie werden
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”
vor Ort“ beim Kunden in Brasilien ausgefu¨hrt. Anschließend erfolgt der Versand zentral fu¨r ganz
Amerika aus den USA. Schließlich werden die Abrechnung und das Verschicken der Rechnungen in
der Konzernzentrale in Deutschland durchgefu¨hrt.
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Abbildung 3.8 Beispiel fu¨r einen WF, der nacheinander mehrere OE durchla¨uft.
Da der WF von nur einem Server kontrolliert wird, kann sich dieser entweder in Rio de Janeiro,
Denver oder Stuttgart befinden. Das bedeutet, egal wie intelligent die Strategie zur Auswahl des WF-
Servers ist, fu¨r 2/3 der Aktivita¨ten ist der Server sehr weit von den Bearbeitern entfernt. Fu¨r diese
Aktivita¨ten entstehen hohe Kommunikationskosten und lange Wartezeiten fu¨r die Benutzer. Da dies
normalerweise nicht akzeptabel ist, wird im nun folgenden Abschnitt ein Ansatz vorgestellt, der diese
Nachteile vermeidet.
3.2.3 Partitionierung der Workflows
Da soeben gezeigt wurde, dass die Zuordnung gesamter WF zu den WF-Servern ein ungeeignetes
Verfahren ist, wird nun ein Modell entwickelt, das es erlaubt, verschiedene Abschnitte einer WF-
Instanz von unterschiedlichen Servern kontrollieren zu lassen.
Um das im vorherigen Abschnitt geschilderte Problem zu lo¨sen, muss ein WF logisch in Ab-
schnitte (sogenannte Partitionen) zerlegt werden, die von unterschiedlichen WF-Servern kontrolliert
werden. Ein solches Vorgehen wird z.B. auch in [CGS97, DKM S 97, MWW S 98] beschrieben. In
ADEPT  P¢¡]£¤LN¦¥¡]]§¤¨ soll jede Partition von einem WF-Server kontrolliert werden, der sich nahe bei
den potentiellen Bearbeitern der Aktivita¨ten der Partition befindet. Dieser WF-Server wird durch eine
sogenannte (statische) Serverzuordnung festgelegt. Fu¨r jede Aktivita¨t ù wird durch ©ª«b¬l­¯®°«b±Yù ¨
angegeben, welcher Server diese Aktivita¨t kontrollieren soll. Eine Partition ist damit ein zusam-
menha¨ngender Teilgraph des Kontrollflussgraphen, der aus Aktivita¨ten besteht, bei denen aufgrund
der Serverzuordnungen derselbe Server gewa¨hlt wird. Die Serverzuordnungen der Aktivita¨ten werden
zur Modellierungszeit auf Typebene geeignet festgelegt. Die zu einer Aktivita¨t geho¨rende Serverzu-
ordnung wird als Attribut des Knotens gespeichert und zusammen mit der WF-Vorlage auf jedem
Server des WfMS repliziert. Der WF wird nicht physisch zerteilt. Wie geeignete Serverzuordnungen
ermittelt werden ko¨nnen, wird ausfu¨hrlich in Kapitel 4 diskutiert.
Abb. 3.9 zeigt ein Beispiel fu¨r einen partitionierten WF. Die Partition 3 wird vom WF-Server 3 kon-
trolliert. So lautet die Serverzuordnung z.B. fu¨r die in ihr enthaltene Aktivita¨t ± : ©ª«b¬[­²®h°«±Dù(´³
Server 3. Der Grund, weshalb diese Serverzuordnung so gewa¨hlt wird, ist, dass die Aktivita¨t ±
hauptsa¨chlich von Bearbeitern des Domain 3 ausgefu¨hrt wird. Die Serverzuordnungen werden in den
in dieser Arbeit verwendeten Abbildungen jeweils unterhalb der zugeho¨rigen Aktivita¨t angegeben
(Bearbeiterzuordnungen oberhalb).
Die Serverzuordnungen sind Ausdru¨cke, die fu¨r die Aktivita¨ten angeben, von welchem Server sie
kontrolliert werden. Diese Ausdru¨cke sind momentan IDs von WF-Servern. Dies wird in Kapitel 5
erweitert, indem auch komplexere Ausdru¨cke als (variable) Serverzuordnungen zugelassen werden.
©ª«¬l­²®h°«±Dù ist damit eine Funktion, welche die Menge der Knoten µ des WF auf die Menge aller
Ausdru¨cke Ausdru¨cke abbildet ( ©ª«b¬[­²®°}«±Yùr¶µ¸·¹ Ausdru¨cke).
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Abbildung 3.9 Beispiel fu¨r die Partitionierung eines WF.
Definition 3.2 (Server, der eine Aktivita¨teninstanz kontrolliert)
© sei die Menge aller IDs der WF-Server des WfMS. Dann definiert die Funktion ©ª«b¬ª« fu¨r eine WF-
Instanz aus çYùÍèé und eine Aktivita¨teninstanz aus µ den WF-Server, der diese Aktivita¨t kontrolliert:
©ª«¬[ª«ê¶MµìëíçDùÍè_éfi·¹î© mit
©ª«¬[ª« ¨Pï È¨tP¢¡ ³ð¬Pñò È¨CPó¡õô ©ª«b¬[­²®h°«±Dù ¨[ö
Das heißt, ©ª«b¬ª« ¨Mï È¨CPó¡ ist derjenige WF-Server, der sich zur Ausfu¨hrungszeit durch die Auswertung
von ©ª«b¬[­²®°}«±Yù ¨ ergibt. Falls aus dem Zusammenhang ersichtlich ist, welche WF-Instanz gemeint
ist, so verwenden wir im Folgenden der Einfachheit halber ©ª«b¬ª« ¨ .
©ª«¬[ª«
¨ kann z.B. verwendet werden, um zur Ausfu¨hrungszeit zu u¨berpru¨fen, ob 2 Aktivita¨tenin-
stanzen vom selben Server kontrolliert werden: ©ª«b¬ª« ¨ ³÷©ª«b¬ª«ø . Dabei wird verglichen, ob die
IDs der beiden ermittelten Server identisch sind. Es wird nicht gepru¨ft, ob die Serverzuordnungs-
ausdru¨cke ©ª«b¬[­²®h°«±Dù ¨ und ©ª«b¬l­¯®°«b±Yù ø gleich sind (der Unterschied wird im Zusammenhang
mit variablen Serverzuordnungen noch klarer). Ist gibt aber auch Fa¨lle, in denen schon zur Modellie-
rungszeit getestet werden muss, ob 2 Aktivita¨ten immer vom selben Server kontrolliert werden. Zu
diesem Zweck dient die nachfolgend definierte Relation.
Definition 3.3 ( ¨Aquivalenz von Serverzuordnungen)
Die Serverzuordnungen der Aktivita¨ten ù und ú heißen a¨quivalent ( ©ª«b¬[­²®h°«±Dù ¨üû ©ª«¬l­²® -
°«±Dù ø ), falls zur Ausfu¨hrungszeit fu¨r alle WF-Instanzen ©ª«b¬ª« ¨ ³ý©ª«b¬[ª«ø gilt.2
3.3 Migration von Workflow-Instanzen
Eine partitionierte WF-Instanz wird von verschiedenen WF-Servern kontrolliert. Zwischen diesen
wird Information u¨ber die WF-Instanz ausgetauscht. Außerdem migriert die Kontrolle u¨ber die WF-
Instanz zwischen den Servern, d.h., wenn zur Ausfu¨hrungszeit das Ende einer Partition erreicht wird,
dann muss die Kontrolle an den Server der na¨chsten Partition u¨bergeben werden. Damit dieser die
Kontrolle u¨bernehmen kann, mu¨ssen ihm der Zustand der WF-Instanz und die Werte der Datenele-
mente bekannt gemacht werden. In diesem Abschnitt wird gekla¨rt, zu welchen Zeitpunkten Kom-
munikationen notwendig sind und wie diese (effizient) realisiert werden ko¨nnen. Allerdings wird in
diesem Abschnitt nur das Grundprinzip der Migration entwickelt, optimierte Verfahren werden erst in
Kapitel 6 vorgestellt.
2Fu¨r die in diesem Kapitel beschriebenen statischen Serverzuordnungen gilt dies genau dann, wenn die Serverzuord-
nungsausdru¨cke identisch sind. Der eigentliche Sinn dieser Definitionen zeigt sich erst in Kapitel 5, wenn als (variable)
Serverzuordnungen auch komplexe Ausdru¨cke verwendet werden. Variable Serverzuordnungen ko¨nnen a¨quivalent sein,
obwohl die Serverzuordnungsausdru¨cke verschieden sind.
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3.3.1 Transaktionsschutz fu¨r Migrationen
Bei einer Migration werden Zustandsinformation der WF-Instanz und die Werte der Datenele-
mente u¨bertragen. Dabei wa¨re es sehr problematisch, wenn eine ¨Ubertragung abgebrochen und die
Ausfu¨hrung mit den unvollsta¨ndigen Daten fortgesetzt werden wu¨rde. Dann ko¨nnte es passieren, dass
veraltete Datenelemente verwendet werden, weil die neuen noch nicht u¨bertragen wurden. Außerdem
ko¨nnte eine Wiederholung der Migration irrtu¨mlich als die na¨chste Schleifeniteration interpretiert
werden. Deshalb wird die Kommunikation bei einer Migration durch ein 2-Phasen-Commit-Protokoll
(2PC) [MLO86, SBCM95] geschu¨tzt. Die ¨Anderung des Zustandes der WF-Instanz, durch welche die
Beendigung der Migration protokolliert wird, wird innerhalb derselben Transaktion wie die Daten-
u¨bertragung durchgefu¨hrt. Dies la¨sst sich z.B. realisieren, indem innerhalb der DB-Transaktion ein
Transactional Remote Procedure Call (TRPC) [GR93] abgesetzt wird. Ermo¨glicht wird dies durch
die Verwendung von Transaktionsmonitoren [JH92, Lin95, Klo¨97] wie Encina [She93, IBM94] oder
Tuxedo [ACM94, UNI92]. Eine Alternative hierzu wa¨re die Verwendung von Persistent Queues
[GR93, MD94].
In beiden Fa¨llen kann am Zustand der WF-Instanz erkannt werden, ob ein TRPC bzw. das Einfu¨gen
in eine Persistent Queue durchgefu¨hrt oder abgebrochen wurde. Deshalb ist es sogar nach einem
Systemzusammenbruch mo¨glich, zu entscheiden, ob die Migration wiederholt werden muss. Ein Ab-
bruch der Migration ohne Systemzusammenbruch stellt sowieso kein Problem dar, da am Returncode
eines TRPC bzw. einer Queue-Operation erkannt werden kann, ob die Ausfu¨hrung erfolgreich war.
Probleme, die im Zusammenhang mit dem zeitweisen oder dauerhaften Ausfall von WF-Servern auf-
treten ko¨nnen, sind unabha¨ngig von der soeben diskutierten Fragestellung und mu¨ssen gesondert be-
handelt werden. Dazu ko¨nnen a¨hnliche Verfahren zur Erho¨hung der Verfu¨gbarkeit wie z.B. bei DBMS
verwendet werden [ACPT99, CDK95, Len97, Web98], na¨mlich die Replikation von Daten und die
Verwendung von Stand-By-Systemen. In [KAGM96] wird aufgezeigt, wie durch Verwendung solcher
Verfahren ein hochgradig verfu¨gbares WfMS realisiert werden kann.
3.3.2 Kommunikationszeitpunkte
Um ein effizientes verteiltes WF-Management zu realisieren, mu¨ssen die Anzahl der Kommunikatio-
nen und das u¨bertragene Datenvolumen minimiert werden. Der erste Aspekt wird adressiert, indem
untersucht wird, zu welchen Zeitpunkten (d.h. bei welchen Aktionen des WfMS) eine Kommunikation
u¨berhaupt erforderlich ist.
Bevor wir ein geeignetes Verfahren fu¨r ADEPT entwickeln, wollen wir zuerst die verteilte WF-
Ausfu¨hrung in MENTOR [MWW S 98] betrachten, um von den dort gemachten Erfahrungen zu profi-
tieren. MENTOR basiert auf der Partitionierung von State- und Activitycharts. Bei deren Ausfu¨hrung
laufen die Schritte paralleler Zweige quasi im
”
Gleichschritt“ ab.3 Deshalb mu¨ssen diese nach der
Ausfu¨hrung jeder Aktivita¨t synchronisiert werden. Um dabei eine zur zentralen Steuerung a¨quiva-
lente WF-Ausfu¨hrung zu erreichen, mu¨ssen nach Beendigung jeder Aktivita¨t alle entstandenen Daten
zwischen den parallelen Zweigen ausgetauscht werden. Diese Strict Synchronization [MWW S 98]
erfordert sehr viel Kommunikation. Dieses Modell kann verbessert werden (Incremental Synchroni-
zation), indem jeweils nur die Daten verschickt werden, die fu¨r die andere Partition relevant sind.
Welche dies sind, kann zur Modellierungszeit ermittelt werden. Werden u¨berhaupt keine Daten des
3Dieses Ausfu¨hrungsmodell schra¨nkt die Parallelita¨t ein, da es Abha¨ngigkeiten zwischen den Ausfu¨hrungszeitpunkten
von Aktivita¨ten paralleler Zweige erzwingt.
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parallelen Zweiges beno¨tigt, so muss trotzdem noch eine leere Nachricht zur Synchronisation ver-
schickt werden. Es wird also nur die u¨bertragene Datenmenge und nicht die Anzahl der Nachrichten
reduziert. Deshalb wird in [MWW þ 98] auch noch ein sehr komplexes Verfahren entwickelt (Weak
Synchronization), das ermittelt, ob eine Variable in einem bestimmten Zustand relevant ist und des-
halb zwischen zwei Aktivita¨ten versandt werden muss. Dieses Verfahren kann aber zu semantischen
Problemen fu¨hren und kann nur in einfachen Fa¨llen auf Basis einer vom Modellierer manuell durch-
gefu¨hrten Zuordnung verwendet werden. Ansonsten muss die Incremental Synchronization verwendet
werden. Das bedeutet, in den meisten praktisch relevanten Fa¨llen sind sehr viele Kommunikationen
notwendig. Dies gilt auch fu¨r parallele Zweige, zwischen denen keine Kanten verlaufen, so dass die
Kommunikationspunkte nicht erkennbar sind. Ein solches Verhalten ist fu¨r ADEPT nicht erwu¨nscht.
In ADEPT   ßó¡]£   ¥¡]]§¤¨ sollen Kommunikationen ausschließlich entlang von Kanten des WF-Graphen
stattfinden. Wie in Abb. 3.10 dargestellt, findet eine Migration genau dann statt, wenn der Server der
Startaktivita¨t einer Kante von dem der Zielaktivita¨t verschieden ist. Im Folgenden wird eine Migration
von Aktivita¨t ñ zur Aktivita¨t

als ï  bezeichnet. Kommunikation zwischen den WF-Servern findet
ausschließlich bei Migrationen statt. Da nur dann Information ausgetauscht wird, ist der Zustand von
Aktivita¨ten paralleler Zweige i.Allg. nicht bekannt. So ist in Abb. 3.10 dem WF-Server 2 (z.B. beim
Beenden der Aktivita¨t  ) nicht bekannt, in welchem Zustand sich die Aktivita¨t ª befindet. Er verfu¨gt
nur u¨ber die (evtl. veraltete) Information, dass Aktivita¨t ª noch nicht aktivierbar ist. Der Zustand von
Aktivita¨ten paralleler Zweige wird fu¨r die Aktivita¨tenausfu¨hrung aber auch nicht beno¨tigt, weil fu¨r die
Schalt- und Ausfu¨hrungsregeln nur Vorga¨ngeraktivita¨ten relevant sind und nur Daten gu¨ltig sind, die
von Vorga¨ngeraktivita¨ten geschrieben wurden. Es genu¨gt also fu¨r die Steuerung der Aktivita¨teninstanz
ñ den Zustand der Vorga¨ngeraktivita¨ten  «ª±PçDùÍè_é	
	 
ï 
 
ï
fffi ffifl
ô
ñ
ö zu kennen. In
den nun folgenden Unterabschnitten wird fu¨r die verschiedenen Kantentypen untersucht, wann ihre
Signalisierung eine Migration auslo¨st.
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Abbildung 3.10 Beispiel aus Abb. 3.9 inklusive Migrationen.
3.3.2.1 Kontrollkanten
Entlang einer Kontrollkante von Aktivita¨t ú nach ù findet natu¨rlich nur dann eine Migration statt,
wenn die Aktivita¨ten ú und ù von unterschiedlichen WF-Servern kontrolliert werden, d.h., wenn
©ª«¬[ª«øut³ ©ª«b¬ª«
¨ gilt. ¨Andert sich der Zustand der Kante aufgrund der in Abschnitt 2.2.2 be-
schriebenen Markierungsregeln von NOT SIGNALED nach TRUE SIGNALED, so muss entlang
dieser Kante migriert werden. Danach wird die Bearbeitung der WF-Instanz vom neuen WF-Server
mit der Nachfolgeraktivita¨t fortgesetzt. So wird in Abb. 3.11b die Kante von Aktivita¨t ñ nach

mit
TRUE SIGNALED markiert. Bevor die Aktivita¨t

bearbeitet werden kann, muss entlang dieser Kante
eine Migration stattfinden.
Im ADEPT-Modell werden Kontrollkanten mit FALSE SIGNALED markiert, wenn sie einem
Ausfu¨hrungszweig einer exklusiven Verzweigung angeho¨ren, der nicht gewa¨hlt wurde. Entlang sol-
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cher Kontrollkanten finden keine Migrationen statt. Auch dies wird an Abb. 3.11 erla¨utert: Nach-
dem die Verzweigungsentscheidung nach Ausfu¨hrung der Aktivita¨t a feststeht, werden die Kanten
der nicht gewa¨hlten Zweige mit FALSE SIGNALED und die entsprechenden Knoten mit SKIPPED
markiert (der untere Zweig Abb. 3.11a). Danach wird die erste Kante des gewa¨hlten Zweiges mit
TRUE SIGNALED markiert (Kante a ! b in Abb. 3.11b). Bevor die Migration zur Aktivita¨t b statt-
findet, wurden also die Kanten der nicht gewa¨hlten Zweige mit FALSE SIGNALED markiert. Diese
Kantenzusta¨nde werden bei der Migration weitergegeben und erreichen durch Migrationen entlang
von Kanten mit dem Zustand TRUE SIGNALED den Join-Knoten (Aktivita¨t d in Abb. 3.11d). Es
werden also keine Migrationen entlang von Kontrollkanten mit dem Zustand FALSE SIGNALED
ausgefu¨hrt. Algorithmisch wa¨re es zwar einfacher, auch Migrationen entlang von Kontrollkanten nicht
gewa¨hlter Zweige durchzufu¨hren. Dies wu¨rde aber einen unno¨tigen Aufwand bedeuten und steht da-
mit im Widerspruch zu dem Ziel, ein effizientes WfMS zu realisieren.
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Abbildung 3.11 Ein Beispiel fu¨r Migrationen entlang von Kontrollkanten.
Um am Zustand einer WF-Instanz erkennen zu ko¨nnen, ob eine Migration schon durchgefu¨hrt wurde,
muss die Menge der Kantenzusta¨nde erweitert werden. Prinzipiell ko¨nnte dazu ein weiterer Kan-
tenzustand ES = MIGRATING eingefu¨hrt werden. Dies hat allerdings negative Seiteneffekte. So
muss ein solcher zusa¨tzlicher Zustand beru¨cksichtigt werden, wenn z.B. dynamische ¨Anderungen des
Ablaufgraphen vorgenommen werden (siehe Kapitel 8 und [RD98, Rei00]). Deshalb wird eine an-
dere Vorgehensweise gewa¨hlt. Die Kantenzusta¨nde ES und die Ausfu¨hrungs- und Markierungsregeln
bleiben gegenu¨ber dem zentralen Fall unvera¨ndert. Dadurch werden Seiteneffekte auf andere Algo-
rithmen vermieden. Zusa¨tzlich zum Kantenzustand ES wird fu¨r jede Kante ein zusa¨tzlicher Zustand
MS (Migration State) eingefu¨hrt. Dieser ist initial NO MIGRATION und kann auch die Werte BE-
FORE MIGRATION und AFTER MIGRATION annehmen. Der Gesamtzustand (Distributed Edge
State) einer Kante ergibt sich als DES = (ES;MS).
Nun bleibt noch zu kla¨ren, wann sich Zustandsa¨nderungen von DES ergeben. Wie schon erwa¨hnt
wurde, ergeben sich Zustandsa¨nderungen von ES aufgrund der Markierungsregeln des zentralen
Falls (vgl. Abschnitt 2.2.2). MS einer Kontrollkante geht vom Zustand NO MIGRATION in BE-
FORE MIGRATION u¨ber, wenn ES von NOT SIGNALED nach TRUE SIGNALED wechselt und
der Startserver der Kante von Zielserver verschieden ist. Nach erfolgreicher Beendigung der Migra-
tion geht MS beim Quell- und beim Zielserver der Migration in den Zustand AFTER MIGRATION
u¨ber. Dies erfolgt in derselben Transaktion wie die Migration, so dass der Zustand stets wieder-
spiegelt, ob die Migration erfolgreich verlaufen ist oder wiederholt werden muss (Zustand BE-
FORE MIGRATION). Die Markierungsregeln DM
1
und DM
2
beschreiben diese Zustandsu¨berga¨nge.
Markierungsregel DM
1
(Signalisierung von Kontrollkanten)
Wechselt der Zustand einer Kante e = (m;n;CONTROL E) von ES(e) = NOT SIGNALED
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nach xê© ô ª ö = TRUE SIGNALED und gilt ©ª«b¬ª«ø t³ ©ª«b¬ª« ¨ , so a¨ndert sich ÷© ô ª ö in BE-
FORE MIGRATION.
Markierungsregel DM ~ (Migration entlang von Kanten)
Wenn, nachdem alle Neuberechnungen der Kantenzusta¨nde xê© und ÷© und der Knotenzusta¨nde µr©
abgeschlossen sind, sich eine Kante ª ³ ô ú{{ 4 ö im Zustand ÷© ô ª ö = BEFORE MIGRATION
befindet, so wird eine Transaktion geo¨ffnet, die WF-Instanz zum ©ª«b¬ª« ¨ migriert, bei erfolgreicher
Migration der Zustand in ÷© = AFTER MIGRATION gea¨ndert (bei ©ª«b¬ª«ø und ©ª«b¬ª« ¨ ) und
die Transaktion beendet.
Die Ausfu¨hrungsregeln des zentralen Falls bleiben unvera¨ndert, allerdings muss ihre Anwendbarkeit
eingeschra¨nkt werden. Eine Aktivita¨t darf nur dann in den Zustand ACTIVATED wechseln (so dass
sie gestartet werden kann), wenn sie aktuell vom richtigen Server kontrolliert wird und alle eingehen-
den Migrationen abgeschlossen sind (nicht Zustand BEFORE MIGRATION5). Die Ausfu¨hrungsregel
DA } legt diese notwendigen Bedingungen fu¨r die Anwendung der Ausfu¨hrungsregeln des zentralen
Falls fest.
Ausfu¨hrungsregel DA } (Anwendbarkeit von Ausfu¨hrungsregeln)
Der Zustand einer Aktivita¨t  mit den eingehenden Kanten x ³}ª[ª´³ ô Q{{ ö kann auf dem
WF-Server s nur dann von µr© = NOT ACTIVATED nach µr© = ACTIVATED wechseln, wenn die
folgenden Bedingungen erfu¨llt sind:
1) ©ª«b¬ª« ¨ ³ è
2) ª\x ¶&÷© ô ª ö t³ BEFORE MIGRATION
3.3.2.2 Synchronisationskanten
Wird eine Synchronisationskante mit TRUE SIGNALED markiert, so findet ebenso wie bei Kon-
trollkanten eine Migration statt, wenn der WF-Server der Startaktivita¨t vom dem der Zielaktivita¨t der
Kante verschieden ist. Wird in dem in Abb. 3.12 dargestellten Beispiel die Aktivita¨t ± ausgefu¨hrt,
so muss zum Server der Aktivita¨t  migriert werden, da in  Daten gelesen werden ko¨nnen, die
von der Vorga¨ngeraktivita¨t ± geschrieben wurden. Anders als bei Kontrollkanten muss bei Synchro-
nisationskanten auch dann eine Migration erfolgen, wenn diese mit FALSE SIGNALED markiert
wurden. Auch dies wird an Abb. 3.12 erla¨utert: Selbst wenn der obere Zweig der bedingten Ver-
zweigung gewa¨hlt wird, kann die Aktivita¨t  Daten lesen, die von

geschrieben wurden. Dies ist
mo¨glich, da

immer vor  ausgefu¨hrt wird, weil  erst gestartet werden kann, wenn die Synchronisa-
tionskante ±¼¹ (TRUE SIGNALED oder FALSE SIGNALED) signalisiert wurde. Dieser gesamte
Sachverhalt wird durch die Markierungsregel DM  beschrieben. Die Markierungsregel DM ~ und die
Ausfu¨hrungsregel DA } gelten unvera¨ndert auch fu¨r Synchronisationskanten und wurden auch schon
so formuliert, dass sie unabha¨ngig vom Kantentyp sind.
Markierungsregel DM  (Signalisierung von Synchronisationskanten)
Wechselt der Zustand einer Kante ª ³ ô ú{{ © µ x ö von x © ô ª ö = NOT SIGNALED nach
4Das Symbol * steht hier fu¨r einen beliebigen Wert.
5Der Zustand NO MIGRATION muss nicht beru¨cksichtigt werden, weil es fu¨r Kanten, die sich in diesem Zustand be-
finden, nur die folgenden beiden Mo¨glichkeiten gibt: (1) Die Start- und Endeaktivita¨t der Kante werden vom selben Server
kontrolliert. Dann findet keine Migration statt, so dass in den Zustand ACTIVATED u¨bergegangen werden darf. (2) Die bei-
den Aktivita¨ten werden von verschiedenen Servern kontrolliert. Dann ist der Zustand der Kante  NOT SIGNALED,
so dass ihre Endeaktivita¨t sowieso noch nicht aktiviert werden kann. Die Kante kann sich nicht den Zustand  =
TRUE SIGNALED befinden, weil dann die Markierungsregel DM  angewendet worden wa¨re. Dies ha¨tte zu  = BE-
FORE MIGRATION gefu¨hrt, was im Widerspruch zu der Annahme steht, dass  = NO MIGRATION gilt.
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Abbildung 3.12 Ein Beispiel fu¨r Migrationen entlang von Synchronisationskanten.
x © ô ª ö = TRUE SIGNALED oder nach x © ô ª ö = FALSE SIGNALED und gilt ©ª«b¬ª«ø t³ ©ª«b¬ª« ¨ ,
so a¨ndert sich  © ô ª ö in BEFORE MIGRATION.
Durch die Anwendung der Markierungsregel DM  kann sich der
”
Migration State“ einer Synchroni-
sationskante ª in ÷© ô ª ö = BEFORE MIGRATION a¨ndern, was eine Migration auslo¨st. Bei einer
Synchronisationskante ª , welche von einem nicht gewa¨hlten Zweig einer bedingten Verzweigung
ausgeht ( x © ô ª ö = FALSE SIGNALED), wird dieser Zustand vom Server der entsprechenden OR-
Split-Aktivita¨t ermittelt. Dieser Server fu¨hrt auch die zugeho¨rige Migration aus. Wird in dem Beispiel
aus Abb. 3.12 der obere Zweig der bedingten Verzweigung ausgewa¨hlt, so fu¨hrt der Server èá} nach
Beendigung der OR-Split-Aktivita¨t

die Migration  ï â durch, weil èá} die Markierungsregel DM 
fu¨r die Synchronisationskante ± ¹  anwendet. Die Migration  ï â geht also vom Quellserver èá}
aus, obwohl die Aktivita¨t ± eigentlich dem Server èã zugeordnet ist. Es ist aber wesentlich effizien-
ter, die Daten direkt vom Server è } zum Server è  zu u¨bertragen, anstatt sie zuerst zum Server è ã
und dann von diesem zum Server è zu migrieren. Durch das gewa¨hlte Verfahren wird also unno¨tiger
Kommunikationsaufwand vermieden.
3.3.2.3 Schleifenkanten
Wird ein Schleifenendeknoten (Aktivita¨t ± in Abb. 3.13a) beendet, so wird abha¨ngig von einem Da-
tenelement die ausgehende Kontrollkante oder die Schleifenkante ( ± ¹ ñ ) mit TRUE SIGNALED
markiert. Trifft dies auf die Kontrollkante zu, so findet entlang der Schleifenkante natu¨rlich keine Mi-
gration statt, da die Schleife verlassen wurde. Wird die Schleifenkante mit TRUE SIGNALED mar-
kiert, so werden alle Markierungen des Schleifenrumpfs zuru¨ckgenommen (vgl. Abb. 3.13b). Bevor
mit der erneuten Ausfu¨hrung der Schleife begonnen werden kann, muss zum Startknoten der Schleife
migriert werden. Da bei Schleifenkanten also nur migriert werden muss, wenn sich deren Zustand
in TRUE SIGNALED a¨ndert, ergibt sich dasselbe Verhalten wie bei Kontrollkanten. Dies wird durch
die auf Schleifenkanten erweiterte Markierungsregel DM } beru¨cksichtigt. Die Markierungsregel DM ~
und die Ausfu¨hrungsregel DA } gelten auch fu¨r Schleifenkanten unvera¨ndert.
Markierungsregel DM } (Signalisierung von Kontroll- und Schleifenkanten)
Wechselt der Zustand einer Kante ª ³ ô ú{{õª±Qªäåª ö mit ª±Qªäåªæçè\ µé\ê x{
ë  x
 von xê© ô ª ö = NOT SIGNALED nach x © ô ª ö = TRUE SIGNALED und gilt ©ª«b¬ª«_ø
t³ð©ª«b¬ª«
¨ , so a¨ndert sich ÷© ô ª ö in BEFORE MIGRATION.
3.3.3 Migration von Zustandsinformation
Nachdem gekla¨rt wurde, wann eine Migration stattfindet, wird in diesem Abschnitt untersucht, wie die
Zustandsinformation einer WF-Instanz (WF Control Data nach [WMC99]) migriert werden soll. Dazu
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Abbildung 3.13 Ein Beispiel fu¨r eine Migration entlang einer Schleifenkante.
werden die prinzipiell mo¨glichen Vorgehensweisen analysiert, ein geeignetes Verfahren ausgewa¨hlt
und na¨her beschrieben. In Kapitel 6 wird untersucht, wie dieses Verfahren noch optimiert werden
kann. Die Migration von WF-relevanten Daten und Anwendungsdaten wird jetzt noch ausgeklammert
und stattdessen in Abschnitt 3.3.4 betrachtet.
3.3.3.1 Auswahl eines geeigneten Verfahrens
Im Folgenden werden mo¨gliche Ansa¨tze zur Migration der Zustandsinformation einer WF-Instanz
diskutiert. Dabei wird außer der explizit aufgefu¨hrten Information stets auch noch die notwendige
Kontextinformation (die WF-Instanz-ID) transferiert.
Ansatz 1: Minimallo¨sung
Die ¨Ubertragung der Zustandsinformation ist mit minimalem Kommunikationsaufwand mo¨glich,
wenn dem Zielserver lediglich die Quell- und Zielaktivita¨t der Migration mitgeteilt wird. Damit weiß
er, um welche Migration es sich handelt, und somit, an welcher Stelle im WF-Ausfu¨hrungsgraphen er
die Abarbeitung fortsetzen muss.
Der Nachteil dieses einfachen Ansatzes ist das Fehlen jeglicher Zusatzinformation aus der Ablaufhi-
storie. So ist nicht bekannt, von welchen Benutzern die Vorga¨ngeraktivita¨ten bearbeitet wurden, was
die Verwendung von abha¨ngigen Bearbeiterzuordnungen ausschließt. Auch sind keine Ausfu¨hrungs-
zeitpunkte bekannt, weshalb z.B. Zeitbedingungen nicht u¨berwacht werden ko¨nnen [Gri97].
Ansatz 2: ¨Ubertragung der aktuellen Zusta¨nde
Um das Problem der fehlenden Zustandsinformation zu lo¨sen, ko¨nnen bei einer Migration alle
Zusta¨nde der Aktivita¨ten und Kanten des Ausfu¨hrungsgraphen an den Migrationszielserver u¨bertra-
gen werden. Bei Synchronisationspunkten (z.B. Zusammenfu¨hrung paralleler Zweige) werden von
den verschiedenen Migrationsquellservern i.d.R. unterschiedliche Zustandsinformationen zu densel-
ben Aktivita¨ten geliefert, da diese fu¨r nicht von ihnen selbst kontrollierte Aktivita¨ten evtl. nur veral-
tete Zustandsinformation besitzen. Damit stellt sich das Problem, zu entscheiden, welches der ak-
tuelle Zustand einer Aktivita¨t ist, da dies nicht immer der am weitesten fortgeschrittene Zustand
sein muss. So kann z.B. beim Zuru¨cksetzen der Zustand einer Aktivita¨t von TERMINATED nach
NOT ACTIVATED u¨bergehen. Werden nun bei verschiedenen Migrationen unterschiedliche Zusta¨nde
fu¨r diese Aktivita¨t empfangen, so kann nicht ohne weiteres entschieden werden, welches der aktuell
gu¨ltige ist.
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Zwar ist bei diesem Ansatz die Zustandsinformation verfu¨gbar, allerdings fehlt auch hier Zusatzinfor-
mation zu Start-/Endezeitpunkten oder den Bearbeitern von Aktivita¨teninstanzen. Dies fu¨hrt wieder
zu den bei Ansatz 1 beschriebenen Problemen.
Ansatz 3: ¨Ubertragung der Zusta¨nde und der Ablaufhistorie
Um das Problem fehlender Zusatzinformation zu lo¨sen, kann die gesamte zu dieser WF-Instanz ge-
speicherte Information (inkl. Ablaufhistorie) u¨bertragen werden. Werden an Synchronisationspunkten
unterschiedliche Zusta¨nde fu¨r eine Aktivita¨t empfangen, so muss wie beim Ansatz 2 der aktuellste Zu-
stand bestimmt werden.
Da bei diesem Ansatz alle Kontrolldaten der WF-Instanz migriert werden, treten die oben beschriebe-
nen Probleme nicht auf. Der Nachteil ist aber, dass Ausfu¨hrungsinformationen redundant u¨bertragen
werden, da sich z.B. die Information, dass eine Aktivita¨t beendet wurde, sowohl in der Ablaufhistorie
als auch in den Aktivita¨tenmarkierungen widerspiegelt.
Ansatz 4: ¨Ubertragung (nur) der Ablaufhistorie
Die gesamte von Nachfolgeraktivita¨ten beno¨tigte Information zu einer WF-Instanz findet sich in deren
Ablaufhistorie wieder. In dieser sind sowohl die Bearbeiter wie auch die Start- und Endezeitpunkte
von Aktivita¨ten vermerkt. Ausgehend von der (repliziert vorhandenen) WF-Vorlage kann der Zustand
der WF-Instanz durch das
”
Nachspielen“ der Ablaufhistorie und die Anwendung der Ausfu¨hrungs-
und Markierungsregeln (Abschnitt 2.2.2) rekonstruiert werden. Deshalb kann die Zustandsinforma-
tion einer WF-Instanz auch u¨bertragen werden, indem ausschließlich die Ablaufhistorie transferiert
wird.
Bewertung
Ein gravierender Nachteil der Ansa¨tze 1 und 2 ist das Fehlen von Zusatzinformation zur WF-Instanz.
Sollen bei Zugrundelegung dieser Ansa¨tze fortschrittliche WfMS-Konzepte realisiert werden, muss
ha¨ufig Information nachtra¨glich angefordert werden. Dies fu¨hrt dazu, dass eine große Anzahl von
¨Ubertragungen stattfindet, da die Information, die bei den anderen Ansa¨tzen auf einmal u¨bertra-
gen wird, nun durch mehrere Anforderungen besorgt werden muss. Im Extremfall mu¨ssen von al-
len Vorga¨ngeraktivita¨ten Daten nachgefordert werden, z.B. wenn die Start- und Endezeitpunkte al-
ler Aktivita¨ten beno¨tigt werden, um Zeitpla¨ne fu¨r die nachfolgenden Aktivita¨ten zu berechnen (vgl.
[Gri97, DRK00]). Das Nachfordern beeintra¨chtigt außerdem die Verfu¨gbarkeit des WfMS, da die
Bearbeitung eines WF nur fortschreiten kann, wenn die Server, von denen Informationen beno¨tigt
werden, gerade verfu¨gbar sind. Aus diesen Gru¨nden scheiden die Ansa¨tze 1 und 2 aus.6 Der Ansatz 3
disqualifiziert sich wegen des großen Umfangs der zu transferierenden Datenmenge. Abgesehen da-
von resultiert aus den zusa¨tzlich u¨bertragenen Daten kein Vorteil gegenu¨ber dem Ansatz 4. Der letzt-
genannte Ansatz stellt einen guten Kompromiss dar, da hier die Datenmenge in einem vernu¨nftigen
Rahmen bleibt und alle beno¨tigte Information vorhanden ist. Im Folgenden wird dieser Ansatz deshalb
na¨her untersucht.
3.3.3.2 Migration der Ablaufhistorie
Nachdem sich gezeigt hat, dass die gu¨nstigste Variante zur Migration von Zustandsinformation ist,
die Ablaufhistorie zu u¨bertragen, betrachten wir nun diesen Ansatz etwas detaillierter. Insbesondere
6In Abschnitt 6.2 wird ein Verfahren vorgestellt, das mit der ¨Ubertragung derselben Information wie der Ansatz 1
beginnt (WF-Instanz-ID, Quell- und Zielaktivita¨t der Migration). Anschließend wird die zusa¨tzlich beno¨tigte Information
angefordert und (auf einmal) u¨bertragen. Da das Verfahren auf der ¨Ubertragung von Ablaufhistorien basiert, wird es aber
als Optimierung des Ansatzes 4 betrachtet.
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ist interessant, wie an Synchronisationspunkten die Ablaufhistorien der verschiedenen Vorga¨ngerak-
tivita¨ten zusammengefu¨hrt werden ko¨nnen.
Bei einem WF ohne parallele Verzweigungen ist der Ablauf des Verfahrens denkbar einfach: Da eine
Ablaufhistorie stets von nur einer Vorga¨ngeraktivita¨t empfangen wird, kann die lokal evtl. schon vor-
handene Historie durch diese ersetzt werden. Durch das
”
Nachspielen“ der in der Ablaufhistorie vor-
handenen Eintra¨ge und die Anwendung der Ausfu¨hrungs- und Markierungsregeln aus Abschnitt 2.2.2
erha¨lt man dann die aktuelle Markierung des WF-Graphen.
Interessanter ist der Fall, dass sich von unterschiedlichen Servern kontrollierte parallele Zweige an
einem Punkt synchronisieren, da dann zwei unterschiedliche Versionen der Ablaufhistorie aufeinan-
der treffen. Das Zusammenfu¨hren der Information kann bei einem AND-Join-Knoten erforderlich
werden, aber auch innerhalb einer Parallelita¨t bei Knoten mit einmu¨ndenden Synchronisationskan-
ten. Im Beispiel aus Abb. 3.14 kommen beide Fa¨lle vor, und zwar bei der Migration  >» ¼ u¨ber die
Synchronisationskante zwischen Aktivita¨t

und ½ und bei der Migrationen zum Join-Knoten ¾ . Beim
Zusammenfu¨hren von Historieninformation verschiedener WF-Server muss gewa¨hrleistet sein, dass
das Ergebnis wieder eine korrekte Historie darstellt (siehe Definition 3.4). Es mu¨ssen sich also alle
im WF-Graphen definierten Reihenfolgebeziehungen von Aktivita¨ten in der Ablaufhistorie widerspie-
geln, auch wenn diese Aktivita¨ten von unterschiedlichen Servern kontrolliert wurden. Des Weiteren
muss ein WF-Server stets den vollsta¨ndigen fu¨r ihn relevanten Zustand einer von ihm kontrollierten
WF-Instanz kennen. Das heißt, ein WF-Server, der gerade die Aktivita¨teninstanz ¿ kontrolliert, kennt
stets alle Historieneintra¨ge (und damit den Zustand) der Vorga¨ngeraktivita¨ten von ¿ , weil diese bei
Migrationen zu ihm weitergereicht wurden. ¨Uber die Historieneintra¨ge von parallel zu ¿ ausgefu¨hrten
Aktivita¨ten muss dieser Server im Allgemeinen aber nicht verfu¨gen.
À
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Abbildung 3.14 Synchronisationsstellen beim Zusammenfu¨hren von Ablaufhistorien.
Definition 3.4 (Korrektheit von Ablaufhistorien bei verteilter Ausfu¨hrung)
Eine Ablaufhistorie ist dann korrekt, wenn sie auch auf einem zentralen System mit nur einem ein-
zigen WF-Server entstanden sein ko¨nnte. Zum zentralen Fall darf jedoch der Unterschied bestehen,
dass in der Historie fu¨r die verschiedenen Aktionen unterschiedliche WF-Server vermerkt sind.
Das Zusammenfu¨hren der Ablaufhistorien (History Merge) funktioniert folgendermaßen (vgl. Algo-
rithmus 3.1). Die erste empfangene oder schon lokal vorhandene Historie á} wird unvera¨ndert u¨ber-
nommen und bildet den Anfang der Ergebnishistorie á . Die Eintra¨ge x der anderen Historie á ~
werden in der Reihenfolge durchlaufen, wie sie in á~ aufgefu¨hrt sind. Eintra¨ge x , die in á } nicht
enthalten sind, werden an á angeha¨ngt.
Wir wollen den Algorithmus zuerst am Beispiel aus Abb. 3.14 betrachten. In einer korrekten Ab-
laufhistorie á mu¨ssen die Eintra¨ge zur Aktivita¨t â stets vor den Eintra¨gen zur Aktivita¨t ½ auftreten.7
Zuna¨chst betrachten wir die Migration ãåä » ¼ , die nach dem Signalisieren der Synchronisationskante
7Bei dieser Aussage wird angenommen, dass der Graph-Ausschnitt nicht in einer Schleife liegt. Anderenfalls mu¨sste die
Betrachtung auf jeweils eine Schleifeniteration beschra¨nkt werden.
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â¡æç½ stattfindet. Die Aktivita¨t ½ kann erst ausgefu¨hrt werden, wenn die Aktivita¨t â beendet ist. Die
Migration ãåä » ¼ und das Zusammenfu¨hren der Ablaufhistorien (inklusive der Eintra¨ge zu â ) findet
vor der Ausfu¨hrung der Aktivita¨t ½ statt. Eintra¨ge zur Aktivita¨t â befinden sich deshalb immer vor
Eintra¨gen zur Aktivita¨t ½ . Die Reihenfolge von Eintra¨gen der Aktivita¨ten â und è spielt keine Rolle,
da die Graphstruktur keine Reihenfolgebeziehung zwischen diesen Aktivita¨ten vorgibt. Deshalb ist
es korrekt, dass die in á ~ enthaltenen Eintra¨ge der Aktivita¨t â hinter den Eintra¨gen zu è aus á }
angeha¨ngt werden.
Betrachten wir nun das Zusammenfu¨hren der Ablaufhistorien an der Join-Aktivita¨t ¾ : Stark verein-
facht werden bei der Migration ãåé » ê die Eintra¨ge ë ¿&{â{ ì%í und bei ã ¼» ê die Eintra¨ge ë ¿&{ è {â{½|í u¨bertra-
gen. Wird die Migration ãåé » ê zuerst ausgefu¨hrt, so ergibt sich á durch ¨Ubernahme von á }ïîðë ¿&{â{ ì%í
und Anha¨ngen der restlichen Eintra¨ge ë èi{½|í aus á ~ñîòë ¿&{ è {â{½oí ) als áóîôë ¿i{â{ ìè{ è {½oí . Dies ist kor-
rekt, da alle durch die Graphstruktur vorgegebenen Reihenfolgebeziehungen beru¨cksichtigt sind. Wird
zuerst die Migration ã ¼» ê ausgefu¨hrt, so wird á }ïîðë ¿&{ è {â{½|í ) in á u¨bernommen und der noch nicht
enthaltene Eintrag ë ì%í aus á ~ îðë ¿&{â{ ì%í wird angeha¨ngt. Damit ergibt sich die korrekte Ablaufhistorie
áîðë ¿i{ èi{â{½á{ ì%í ).
Algorithmus 3.1 (Mischen von Ablaufhistorien)
inputõ¡ö
: schon vorhandene oder zuerst eingetroffene Historieõñ÷
: die zu integrierende Historie
outputõ
: die durch Mischen von
õ
ö
und
õñ÷
erzeugte Historie
beginõùøúõ ö
;
for each ûýü
õñ÷
in der Reihenfolge aus
õñ÷
do
if ûßþü
õ ö
then
H = Append(
õ
, û );
end.
Satz 3.1 (Zusammenfu¨hrung von zwei Ablaufhistorien)
Wenn 2 Ablaufhistorien á } und á~ , die nach Definition 3.4 korrekt sind, mit Algorithmus 3.1 ge-
mischt werden, so entsteht wieder eine korrekte Ablaufhistorie á . Bei diesem Vorgang gehen keine
Eintra¨ge aus á } oder á~ verloren.
Beweis zu Satz 3.1:
Dass in der Ergebnishistorie á alle Eintra¨ge vorhanden sind, die in á } oder á ~ enthalten sind, ist
aufgrund der Funktionsweise von Algorithmus 3.1 klar. Es bleibt nur noch zu zeigen, dass die Rei-
henfolge der Eintra¨ge korrekt ist. Insbesondere muss gezeigt werden, dass Eintra¨ge aus á ~ einfach an
die Eintra¨ge aus á } angeha¨ngt werden du¨rfen und nie zwischen Eintra¨gen aus á} einsortiert werden
mu¨ssen.
Die Reihenfolge der Eintra¨ge x  á} in á ist sicherlich korrekt, da á } korrekt ist und die Eintra¨ge
bzgl. ihrer Reihenfolge unvera¨ndert in á u¨bernommen werden. Außerdem ist die Reihenfolge der
Eintra¨ge x , welche nur in á~ vorkommen, korrekt, weil diese in unvera¨nderter Reihenfolge an á }
angeha¨ngt werden. Es bleibt also noch zu zeigen, dass auch die Reihenfolgebeziehung zwischen
Eintra¨gen, die in á } vorkommen, und solchen, die ausschließlich in á ~ vorkommen, korrekt ist:
Betrachten wir nun einen beliebigen Historieneintrag x

, der ausschließlich in á ~ vorkommt: x


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á ~

x

 á }
Betrachten wir außerdem einen Eintrag x , der in á} vorkommt: x  á}
Dann gilt:  x

{- x ì
		-ä	¿Gì|½¥x

ist Nachfolger von  ì
		-ä	¿ìo½¥x

 ì
	ff	äfiQfl	>¿Gìo½¥x
 
wird parallel zu  ì
	ff	äfiQfl	>¿Gìo½¥x

ausgefu¨hrt
Dies ist genau dann der Fall, wenn:
 ffi
x

{.x mit
 ì	ff	äfiQfl	¿ìo½¥x
 
! #"?½èQfl	%$&%')(*,+.-.()/ 0
» 12
*3' 0
»
/fi(4()5 07689 ì
		-ä	¿ìo½¥x
:
Dies wird durch Widerspruch gezeigt: Wenn  ì
	ff	-äfiQfl	>¿Gìo½¥x
 
eine Vorga¨ngeraktivita¨t von
 ì	ff	äfiQfl	¿ìo½¥x

ist und der Eintrag x befindet sich in á } , so existiert der Eintrag x

auch in
á } (in einer Historie befinden sich stets auch die Eintra¨ge zu allen Vorga¨ngeraktivita¨ten der enthalte-
nen Aktivita¨ten, da bei der Ausfu¨hrung dieser Aktivita¨t die Information u¨ber die Vorga¨ngeraktivita¨ten
beno¨tigt wird). Dies steht im Widerspruch zu der Anforderung an den Eintrag x  , dass x , á } gilt.
Da  ì
	ff	-äfiQfl	>¿Gìo½¥x
 
nach oder parallel zu  ì	ff	äfiQfl	¿ìo½¥x

ausgefu¨hrt wird, ist es kor-
rekt, dass der Eintrag x

in der Ablaufhistorie á nach dem Eintrag x eingereiht wird. ;
Satz 3.2 (Zusammenfu¨hrung von mehr als zwei Ablaufhistorien)
Wenn die Ablaufhistorien á })<=<=< á?> ( A@CB ), die nach Definition 3.4 korrekt sind, sukzessive (d.h.
erst á } mit á ~ , dann das Ergebnis mit á  usw.) mit Algorithmus 3.1 gemischt werden, so entsteht
wieder eine korrekte Ablaufhistorie á .
Beweis zu Satz 3.2:
Satz 3.2 la¨sst sich leicht durch vollsta¨ndige Induktion zeigen:
Induktionsvoraussetzung: Die sukzessive Anwendung von Algorithmus 3.1 fu¨hrt bei D Eingangshi-
storien zu einer korrekten Historie á .
Induktionsanfang ( D îAB ): Nach Satz 3.1 werden 2 Historien durch Algorithmus 3.1 korrekt zusam-
mengefu¨hrt.
Induktionsschritt ( D æEDGFIH ): Die durch Mischen von D Historien entstandene Ablaufhistorie á ist
nach Induktionsvoraussetzung korrekt (bzgl. Definition 3.4). Das Mischen einer korrekten Ablaufhi-
storie á mit einer weiteren Historie fu¨hrt nach Satz 3.1 wieder zu einer korrekten Historie, die jetzt
die Historien á } <=<=< áKJ=L } beinhaltet. ;
Um auf dem Zielserver der Migration die aktuellen Graphmarkierungen zu erhalten, mu¨ssen die
Eintra¨ge der Ablaufhistorien
”
nachgespielt“ werden. Ha¨ufig ist die durch á } determinierte Markie-
rung aber schon bekannt, weil die Vorga¨ngeraktivita¨t einer Synchronisationsaktivita¨t ebenfalls vom
aktuellen Server kontrolliert wurde. Dann genu¨gt es den Teil áNM á } der durch Algorithmus 3.1 er-
zeugten Ablaufhistorie á
”
nachzuspielen“, wobei von der bekannten Graphmarkierung ausgegangen
wird. Diese Optimierung ist mo¨glich, weil die Historie á} von Algorithmus 3.1 unvera¨ndert u¨ber-
nommen wird und die neuen Eintra¨ge am Ende der Ablaufhistorie angeha¨ngt werden.
Mit einer verwandten Aufgabenstellung bescha¨ftigt sich das Projekt TransCoop [WK96] in Bezug
auf Concurrency Control beim verteilten Editieren komplexer Dokumente: Zwei oder mehr Personen
arbeiten – zumindest zeitweise – am selben Dokument. Dadurch entstehen mehrere gu¨ltige ¨Ande-
rungshistorien. Um daraus wieder ein gemeinsames Dokument zu erzeugen, ist ein Verfahren zum
Mischen der ¨Anderungshistorien notwendig, so dass wieder eine gu¨ltige ¨Anderungshistorie entsteht.
Es werden formale Bedingungen fu¨r eine korrekte ¨Anderungshistorie aufgestellt und schließlich ein
Algorithmus zum Import von Teilhistorien beschrieben. Die Autoren betonen, dass es wichtig ist, die
anwendungsbezogene Semantik auszunutzen. ¨Ahnliches geschieht auch beim Algorithmus 3.1, indem
Wissen u¨ber die Reihenfolge der Erzeugung der Historieneintra¨ge auf den verschiedenen Servern ge-
nutzt wird, um die Ablaufhistorien an Synchronisationspunkten wieder korrekt zusammenzufu¨hren.
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3.3.4 Migration von Datenelementen
Nachdem gekla¨rt wurde, wie die Zustandsinformation bei einer Migration u¨bertragen wird, wird dies
nun fu¨r die Datenelemente (Application Data und WF Relevant Data nach [WMC99]) gekla¨rt. Dazu ist
zu untersuchen, in welchem Format ein Datenelement u¨bertragen werden muss und welche Varianten
es fu¨r die Migration eines Datenelements gibt. In Kapitel 6 werden noch Optimierungen des gewa¨hlten
Verfahrens diskutiert.
Wie schon in Abschnitt 2.3.2.1 erla¨utert wurde, entha¨lt ein Datenhistorieneintrag die ID des Datenele-
ments, dessen Wert und die ID der Aktivita¨teninstanz, welche diesen Wert geschrieben hat. Zusa¨tzlich
zu diesen Informationen wird bei der Migration von Datenelementen als Kontextinformation die ID
der migrierten WF-Instanz u¨bertragen. Im Folgenden werden die fu¨r die ¨Ubertragung von Datenele-
menten mo¨glichen Varianten diskutiert:
1. Fu¨r jedes Datenelement existiert eine Historie aller wa¨hrend der Ausfu¨hrung der WF-Instanz an-
genommenen Werte. Diese wird beno¨tigt, um nach einem Zuru¨cksetzen die Bearbeitung mit den
korrekten Eingabeparametern fu¨r die Aktivita¨tenprogramme fortsetzen zu ko¨nnen. Bei einer Mi-
gration kann die komplette Historie der Datenelemente u¨bertragen werden.
Dieses Verfahren kann bei ha¨ufig vera¨nderten Datenelementen zu einem sehr großen Datenvolu-
men fu¨hren.
2. Fu¨r die Startaktivita¨t einer Migration ist nur eine Version eines Datenelements gu¨ltig (die zuletzt
von einer Vorga¨ngeraktivita¨t geschriebene Version). Nur diese wird von den Nachfolgeraktivi-
ta¨ten potentiell beno¨tigt. Deshalb genu¨gt es, nur diese
”
aktuelle Version“ des Datenelements zu
migrieren. Alte Werte des Datenelements werden nur beim Zuru¨cksetzen beno¨tigt. Dieser Fall
wird in Abschnitt 3.3.5 diskutiert.
Am Beispiel aus Abb. 3.15 wird erla¨utert, welche Version eines Datenelements migriert werden
muss und warum es ausreicht, jeweils die aktuell gu¨ltige Version zu migrieren. Bei der Migration
ã
ê|» O ist am Startknoten ¾ der Migration der von Aktivita¨t â geschriebene Wert des Datenele-
ments P gu¨ltig. Deshalb muss dieser Wert transferiert werden. Selbst wenn die Aktivita¨t ì schon
eine neue Version von P erzeugt hat, muss diese nicht u¨bertragen werden, da ì kein Vorga¨nger
von ¾ ist. Bei der Migration ã â » Q sind die von den Aktivita¨ten â und ì geschriebenen Werte von
P nicht mehr gu¨ltig, da sie von Aktivita¨t  u¨berschrieben wurden. Deshalb muss die von  er-
zeugte Version von P migriert werden. Bei der Migration ã OI» Q wird der von â geschriebene Wert
von P migriert, da dies die im unteren Zweig gu¨ltige Version ist. In diesem Beispiel wird die
Aktivita¨t R den bei der Migration ã â » Q erhaltenen Wert von P lesen, da dieser aktueller ist (vgl.
Abschnitt 2.3.2.1).
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Abbildung 3.15 Beispiel fu¨r die Migration eines Datenelements.
Das 2. vorgestellte Verfahren erfordert bei Migrationen die ¨Ubertragung einer wesentlich kleineren
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Datenmenge. Außerdem hat es bei der Vorwa¨rtsausfu¨hrung von WF-Instanzen keinerlei Nachteile.
Deshalb wird dieses Verfahren gewa¨hlt.
Im Gegensatz zu den Ablaufhistorien (siehe Abschnitt 3.3.3) ist bei den Datenelementen kein Algo-
rithmus zum Mischen an Synchronisationspunkten notwendig. Schon im zentralen Fall sind mehrere
Versionen eines Datenelements bekannt (Historie des Datenelements). Basierend auf Regeln fu¨r den
Datenfluss wird die jeweils aktuellste gu¨ltige Version gelesen. Der Unterschied im verteilten Fall ist
lediglich, dass nicht alle Version eines Datenelements bekannt sind. Die aktuell gu¨ltige ist aber stets
vorhanden, da von allen Vorga¨ngeraktivita¨ten die jeweils gu¨ltige Version u¨bertragen wird (bzw. schon
lokal vorhanden ist, falls die Vorga¨ngeraktivita¨t vom selben Server kontrolliert wird).
3.3.5 Migration beim Zuru¨cksetzen
Das im vorherigen Abschnitt beschriebene Verfahren zur ¨Ubertragung von Datenelementen bei Migra-
tionen hat Auswirkungen auf das Zuru¨cksetzen von WF-Instanzen, da einem WF-Server nicht mehr
alle Versionen eines Datenelements bekannt sind. Der Vorteil des gewa¨hlten Verfahrens war, dass
die normale WF-Ausfu¨hrung (Vorwa¨rtsausfu¨hrung) effizient realisiert werden kann. Dafu¨r muss beim
vergleichsweise seltenen Fall des Zuru¨cksetzens ein erho¨hter Aufwand akzeptiert werden. In diesem
Abschnitt wird untersucht, wie es dennoch mo¨glich ist, das Zuru¨cksetzen effizient zu realisieren.
Beim Abbruch einer Aktivita¨t wird ihr Zustand von RUNNING auf ACTIVATED zuru¨ckgesetzt. Die-
ser Fall ist unkritisch, da die dafu¨r notwendigen Aktionen auf einem einzelnen WF-Server stattfinden,
so dass dies unabha¨ngig von Verteilungsaspekten ist. Aufgrund vordefinierter Bedingungen oder we-
gen einer expliziten Anforderung eines Benutzers (mit entsprechenden Rechten), kann in ADEPT
aber auch bis zu einer beliebigen Vorga¨ngeraktivita¨t zuru¨ckgesetzt werden. Vereinfacht gesprochen
mu¨ssen dann alle dazwischen liegenden Aktivita¨ten kompensiert werden, bevor die Ausfu¨hrung der
WF-Instanz fortgesetzt werden kann. Das Zuru¨cksetzen kann also einen gro¨ßeren Bereich des WF-
Graphen betreffen, in dem sich auch Migrationskanten befinden ko¨nnen. Das Zuru¨cksetzen von
WF und Transaktionen, welche mehrere Aktivita¨ten umspannen, sind ein eigenes Forschungsgebiet
[AAE L 96, KMO98, KR96, Ley95, Ley97, RS94, SR93, WS97] und nicht zentrales Anliegen dieser
Arbeit. Deshalb wurden diese Fragestellungen nur in soweit untersucht, wie sie die verteilte WF-
Ausfu¨hrung betreffen. Die Auswirkungen der beim Ru¨cksetzen notwendigen Aktionen werden bei
der Bestimmung der optimalen Verteilung (also der Serverzuordnungen) ignoriert, da die Kosten und
die Ha¨ufigkeit von Ru¨cksetzoperationen schwer abscha¨tzbar sind und außerdem (wie schon erwa¨hnt)
der
”
Normalfall“ optimiert werden soll.
Die Rekonstruktion des nach dem Zuru¨cksetzen entstehenden Zustandes der WF-Instanz ist unpro-
blematisch, da – wie im zentralen Fall – dem aktuellen Server die gesamte Ablaufhistorie bekannt ist:
Das Zuru¨cksetzen wird in der Ablaufhistorie vermerkt und dieselben Regeln wie im zentralen Fall
(siehe [Rei00]) werden auf den Zustand der WF-Instanz angewandt, um den durch das Zuru¨cksetzen
resultierenden Zustand zu ermitteln.
Wir wollen nun untersuchen, wie das Zuru¨cksetzen im verteilten Fall abla¨uft: Um eine Kompensa-
tionsaktivita¨t starten zu ko¨nnen, werden die alten Versionen der Datenelemente beno¨tigt, weil eine
Kompensationsaktivita¨t ¿ i.Allg. diejenigen Daten beno¨tigt, die auch von der zu kompensierenden
Aktivita¨t ¿ verwendet wurden. Außerdem werden diese Daten fu¨r die erneute Ausfu¨hrung der Akti-
vita¨t ¿ , nach Abschluss der Kompensation, beno¨tigt. Das Problem ist nun, dass die alten Werte eines
Datenelements bei einer Migration nicht zum Zielserver u¨bertragen werden (vgl. Abschnitt 3.3.4),
weshalb sie den Servern nachfolgender Aktivita¨ten nicht bekannt sind. Da derjenige Server, der die
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Aktivita¨t ¿ urspru¨nglich ausgefu¨hrt hat, u¨ber diese Daten verfu¨gt, kann aber dieser die Kompensati-
onsaktivita¨t ¿ ausfu¨hren. Dieser Server ist dafu¨r auch gut geeignet, da er eine hohe Lokalita¨t zu den
Bearbeitern von ¿ aufweist, und damit ha¨ufig auch zu denen von ¿ . Das soeben beschriebene Verhal-
ten wird durch das folgende Vorgehen erreicht: Beim Zuru¨cksetzen wird die Ablaufhistorie ru¨ckwa¨rts
durchlaufen. Dabei werden die Aktivita¨ten kompensiert. Migrationen werden in umgekehrter Rich-
tung ausgefu¨hrt, d.h. bei dieser
”
Ru¨ckwa¨rtsmigration“ muss der Quell- und der Zielserver gegenu¨ber
der
”
Originalmigration“ vertauscht werden. Nach Abschluss des Zuru¨cksetzens befindet sich die WF-
Instanz an demjenigen WF-Server, der die als letzte kompensierte Aktivita¨t urspru¨nglich ausgefu¨hrt
hatte. Dieser verfu¨gt u¨ber die notwendigen Eingabedaten fu¨r das Aktivita¨tenprogramm und ist auch
fu¨r dessen Steuerung vorgesehen. Deshalb kann er mit der Vorwa¨rts-Ausfu¨hrung der WF-Instanz fort-
fahren.
Wir wollen nun noch eine alternative Vorgehensweise betrachten: Der WF-Server, bei dem das
Zuru¨cksetzen initiiert wird, kann alle Kompensationsaktivita¨ten ¿ selbst starten. Da er nicht u¨ber die
dafu¨r notwendigen alten Versionen der Datenelemente verfu¨gt, muss er diese erst beim entsprechen-
den Server anfordern. Nach Abschluss des Zuru¨cksetzens sto¨ßt er eine Migration zu demjenigen WF-
Server an, bei dem die Abarbeitung der WF-Instanz fortgesetzt werden soll. Diese Variante kommt
immer mit dieser einen Migration aus, wa¨hrend beim vorher vorgestellten Verfahren mehrere Migra-
tionen notwendig werden ko¨nnen. Nachteile der Alternative sind aber, dass Daten extra angefordert
werden mu¨ssen, was eigentlich ebenfalls einer Migration entspricht, und dass die Kompensationsakti-
vita¨ten u.U. von einem a¨ußerst ungu¨nstigen WF-Server gesteuert werden. Aufgrund dieser Nachteile
wird diese Alternative nicht weiter verfolgt.
Das Zuru¨cksetzen kann also so realisiert werden, dass dafu¨r wa¨hrend der normalen WF-Ausfu¨hrung
keine Vorkehrungen getroffen werden mu¨ssen. Lediglich der Zustand einer WF-Instanz und die al-
ten Versionen von Datenelementen mu¨ssen aufbewahrt werden, selbst wenn die WF-Instanz von dem
entsprechenden Server nicht mehr kontrolliert wird. Diese ko¨nnen erst gelo¨scht werden, wenn der
WF beendet wurde. Beim Zuru¨cksetzen wird eine Ru¨ckwa¨rts-Migration zu demjenigen Server not-
wendig, der die zu kompensierende Aktivita¨t kontrolliert hat. Dieser ist i.d.R. auch gut zur Steuerung
der Kompensationsaktivita¨t geeignet. Außerdem kann diese Ru¨ckwa¨rts-Migration effizient realisiert
werden (vgl. Abschnitt 6), da der Zielserver schon einen Großteil der Ablaufhistorie der WF-Instanz
und alle vor der Migration gu¨ltigen Versionen der Datenelemente kennt. Deshalb muss bei dieser
Ru¨ckwa¨rts-Migration nur noch ein kleiner Teil der Ablaufhistorie u¨bertragen werden. Eine ¨Ubertra-
gung von Datenelementen ist nicht notwendig.
3.4 Alternative Vorgehensweisen
In den nun folgenden Unterabschnitten werden Alternativen zur logischen Partitionierung der WF-
Vorlagen bei deren Modellierung und den daraus resultierenden Migrationen aufgezeigt. Außerdem
wird erla¨utert, weshalb wir uns in ADEPT  OffO ä9 O
>
gegen diese entschieden haben.
3.4.1 Festlegung der Serverzuordnungen zu Ausfu¨hrungszeit
Eine Alternative zur Festlegung von Serverzuordnungen zur Modellierungszeit ist, die WF-Server dy-
namisch zur Ausfu¨hrungszeit der WF-Instanzen festzulegen. Nach Beendigung jeder Aktivita¨t muss
dann fu¨r die Nachfolgeraktivita¨t(en) der am besten geeignete WF-Server bestimmt werden. Zu die-
sem Zeitpunkt ist fu¨r diese Entscheidung ein Maximum an Information verfu¨gbar. Da wir in diesem
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Kapitel annehmen, dass fast ausschließlich unabha¨ngige Bearbeiterzuordnungen verwendet werden,8
ist die Menge der potentiellen Bearbeiter einer Aktivita¨t statisch. Diese Menge ist also schon zur Mo-
dellierungszeit bekannt. Da deshalb zur Ausfu¨hrungszeit keine zusa¨tzliche Information zur Verfu¨gung
steht, bringt die dynamische Festlegung des WF-Servers keine Vorteile. Sie hat aber einen gravieren-
den Nachteil: Die Berechnung des optimalen WF-Servers fu¨r die Nachfolgeraktivita¨t(en) erfordert
einen großen Aufwand, da komplexe Analysen durchgefu¨hrt werden mu¨ssen. Diese sind a¨hnlich zu
den in Kapitel 4 beschriebenen Verteilungsalgorithmen. Die Analysen mu¨ssen aber zur Ausfu¨hrungs-
zeit von einem ohnehin schon stark belasteten WF-Server durchgefu¨hrt werden. Deshalb ist es mit
vertretbarem Aufwand nur mo¨glich, eine grobe Na¨herung der optimalen Verteilung zu berechnen.
Diese Alternative fu¨hrt also zu einem schlechteren Ergebnis und belastet die WF-Server zusa¨tzlich.
Deshalb wird sie verworfen.
3.4.2 Entfernte Ausfu¨hrung von Subprozessen
Eine Variante zur Partitionierung von WF ist die entfernte Ausfu¨hrung von Subprozessen. Das
heißt, das Granulat der Verteilung ist ein Sub-WF und nicht eine Aktivita¨t. Verteilung auf Ba-
sis von Subprozessen wird z.B. von FlowMark ab Version 2.2 [IBM96a, IBM96b] und MOBILE
[NSS98, Sch97b, SNS99] verwendet. Bei diesen Ansa¨tzen wird nicht die WF-Instanz zu einem ande-
ren WF-Server migriert, sondern es wird ein Sub-WF auf einem anderen Server gestartet. Der Vorteil
dieser Vorgehensweise ist, dass nicht alle Instanzdaten migriert werden mu¨ssen. Stattdessen mu¨ssen
nur die vom dem Sub-WF potentiell beno¨tigten Daten u¨bergeben werden. Dies fu¨hrt prinzipiell zu
einem kleineren zu u¨bertragenden Datenvolumen. Werden aber die in Kapitel 6 vorgestellten Opti-
mierungen bei Migrationen eingesetzt, so wird dieser Vorteil egalisiert. Das zu u¨bertragende Daten-
volumen ist dann ho¨chstens so groß, wie bei einem entfernten Subprozess-Aufruf, da bei Migrationen
nur die tatsa¨chlich am Zielserver beno¨tigten Daten u¨bertragen werden. Das Datenvolumen kann sogar
kleiner sein, wenn in einem Subprozess Daten nur manchmal beno¨tigt werden (z.B. von Aktivita¨ten ei-
ner bedingten Verzweigung), die zwar beim entfernten Starten eines Subprozesses u¨bertragen werden
mu¨ssen, aber nicht bei den in Kapitel 6 vorgestellten Verfahren. Durch die bei Migrationen durch-
gefu¨hrten Optimierungen entfa¨llt der Vorteil von entfernter Sub-WF-Ausfu¨hrung also vo¨llig.
Der entfernte Aufruf von Subprozessen hat zwei generelle Nachteile: Erstens muss nach Beendi-
gung eines Subprozesses stets zum Server des Superprozesses zuru¨ckgekehrt werden. Warum dies
ein Nachteil ist, soll an dem Beispiel aus Abb. 3.8 (Seite 56) erla¨utert werden: O.B.d.A. wird ange-
nommen, dass der Super-WF in Rio de Janeiro kontrolliert wird. Dann muss nach Ausfu¨hrung der
Aktivita¨t 20 in Denver zum Server in Rio de Janeiro zuru¨ckgekehrt werden, obwohl die Nachfol-
geraktivita¨t vom Server in Stuttgart kontrolliert wird. Dieser
”
Umweg bei der Kommunikation“ ist
bei ADEPT nicht notwendig, da die WF-Instanz direkt von Denver nach Stuttgart migriert wird. Der
zweite Nachteil betrifft die Flexibilita¨t bei der Verteilung. Soll die Zuordnung von Aktivita¨ten zu WF-
Servern gea¨ndert werden, so mu¨ssen die betroffenen Aktivita¨ten bei der diskutierten Alternative in
einen anderen Sub-WF verschoben werden, da gesamte Subprozesse vom selben Server kontrolliert
werden. Dies erfordert die Ummodellierung von Subprozessen, wa¨hrend in ADEPT nur ein Attribut
der betroffenen Aktivita¨t (die Serverzuordnung) vera¨ndert werden muss. Aus den genannten Gru¨nden
ist es gu¨nstiger, als Verteilungsgranularita¨t Aktivita¨ten anstelle von Subprozessen zu verwenden.
8Eine Diskussion dieser Fragestellung fu¨r abha¨ngige Bearbeiterzuordnungen und variable Serverzuordnungen findet sich
im Abschnitt 5.1.1.2.
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3.4.3 Physische Zerteilung der Prozessvorlage
In Mentor [WWWK96b, MWW L 98] werden State- und Activitycharts physisch partitioniert. Die ent-
stehenden Partitionen werden zur verteilten Steuerung der WF-Instanzen verwendet. Bei METEOR 
[DKM L 97] wird die Prozessbeschreibung zerteilt und kompiliert, so dass fu¨r jeden Aktivita¨tenknoten
ein eigener Scheduler entsteht. Durch diese Vorgehensweisen sind den WF-Servern die vollsta¨ndigen
Vorlagen der von ihnen kontrollierten WF-Instanzen nicht bekannt.
Eine Alternative ist, die WF-Vorlagen bei allen WF-Servern repliziert zu speichern (zumindest bei
denen, die evtl. eine Instanz dieses WF-Typs kontrollieren werden). Die Zuordnung der WF-Server
zu den Aktivita¨ten erfolgt dann nicht durch eine physische Zerteilung der WF-Vorlage, sondern ex-
plizit durch Serverzuordnungsausdru¨cke. Auch diese ko¨nnen bei allen Servern repliziert gespeichert
werden. Die Replikation verursacht kaum Kosten, da die Schemadaten sehr statisch sind. Diese Vorge-
hensweise ist gu¨nstiger, weil das Wissen u¨ber die vollsta¨ndige Struktur einer WF-Instanz fu¨r zahlrei-
che Funktionalita¨ten eines WfMS beno¨tigt wird. So erfordern z.B. variable Serverzuordnungen (siehe
Kapitel 5), dass die Struktur gewisser Partitionen mehreren WF-Servern bekannt ist. Auch fu¨r die dy-
namische ¨Anderung von WF-Instanzen zur deren Ausfu¨hrungszeit [RD98, RBD99] ist es notwendig,
die gesamte Struktur des WF zu kennen (siehe Kapitel 8). Aus diesen Gru¨nden haben wir uns fu¨r diese
Vorgehensweise entschieden.
3.5 Zusammenfassung
In diesem Kapitel wurde gezeigt, dass es essentiell ist, eine geeignete Systeminfrastruktur zu verwen-
den, um das beim verteilten WF-Management existierende Optimierungspotential voll auszuscho¨pfen.
Deshalb wurde eine Systeminfrastruktur entworfen, bei der in jedem Teilnetz des Kommunikations-
netzwerks ein WF-Server angesiedelt ist. Außerdem wurde gezeigt, dass das Konzept der Partitionie-
rung beno¨tigt wird, um effizientes verteiltes WF-Management zu ermo¨glichen, d.h. eine WF-Instanz
muss abschnittsweise von verschiedenen WF-Server kontrolliert werden ko¨nnen. Dies erfordert, dass
die Kontrolle u¨ber eine WF-Instanz zu einem anderen WF-Server migriert werden kann. Um Migra-
tionen bzgl. der Kommunikationskosten effizient realisieren zu ko¨nnen, wurden geeignete Verfahren
zur ¨Ubertragung der Zustands- und Anwendungsdaten der WF-Instanz entwickelt. Außerdem wurde
untersucht, wie diese Daten an Synchronisationspunkten wieder zusammengefu¨hrt werden ko¨nnen.
Schließlich wurde noch ein Verfahren zum Zuru¨cksetzen entwickelt, das bei der
”
normalen“ WF-
Ausfu¨hrung keinen zusa¨tzlichen Aufwand generiert. Mit diesem Ru¨stzeug ist es mo¨glich, eine effi-
ziente verteilte WF-Ausfu¨hrung zu realisieren. Allerdings wurde noch nicht diskutiert, wie fu¨r einen
konkreten WF eine geeignete Verteilung der einzelnen Aktivita¨ten auf die WF-Server ermittelt werden
kann. Dies erfolgt in den nun folgenden beiden Kapiteln.
Kapitel 4
Statische Serverzuordnungen
Wie wir in Kapitel 3 gesehen haben, ist es fu¨r das Kommunikationsverhalten eines WfMS gu¨nstig, den
WF-Server einer Aktivita¨t so zu wa¨hlen, dass er nahe bei deren potentiellen Bearbeitern liegt. Um dies
zu ermo¨glichen, mu¨ssen die WF partitioniert werden, was den Einsatz von Migrationen notwendig
macht. Doch auch diese belasten die WF-Server und verursachen Kommunikationskosten. Deshalb
sollen sie in unserem Ansatz nur dann eingesetzt werden, wenn sie das Kommunikationsverhalten
insgesamt verbessern. Das heißt, die Serverzuordnungen eines WF-Typs sind so zu wa¨hlen, dass der
bei der Ausfu¨hrung von Instanzen dieses Typs entstehende Kommunikationsaufwand minimiert wird.
Da die entstehenden Kommunikationskosten schwer abzuscha¨tzen sind, wa¨re der WF-Modellierer
mit der Festlegung einer solchen Verteilung u¨berfordert. Deshalb soll er dabei vom WfMS unterstu¨tzt
werden: Der Modellierer definiert die WF-Typen wie im zentralen Fall und gibt zusa¨tzlich einige
statistischen Daten vor. Auf Basis dieser Information berechnet das WfMS die gu¨nstigsten Server-
zuordnungen, die der Modellierer dann noch u¨berarbeiten kann. Damit das WfMS die Qualita¨t einer
Verteilung beurteilen kann, beno¨tigt es ein Kostenmodell, mit dem bei gegebenen Serverzuordnungen
die entstehenden Kosten ermittelt werden ko¨nnen. Dieses wird von einem Algorithmus, der die op-
timale Verteilung berechnet, verwendet. Unseres Wissens ist ADEPT  O%O ä9 O
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der einzige Ansatz,
bei dem eine Kostenrechnung durchgefu¨hrt wird, um die Qualita¨t von Verteilungen zu beurteilen, und
um auf diese Weise bzgl. den Kommunikationskosten optimale Serverzuordnungen zu berechnen. In
diesem Kapitel wird wieder angenommen (wie in Kapitel 3), dass hauptsa¨chlich unabha¨ngige Bearbei-
terzuordnungen verwendet werden, weshalb sich statische Serverzuordnungen ergeben. In Kapitel 5
wird der Sachverhalt fu¨r den Fall abha¨ngiger Bearbeiterzuordnungen und variabler Serverzuordnun-
gen diskutiert.
In Abschnitt 4.1 wird untersucht, welche Ideen aus dem Bereich der Scheduling-Verfahren fu¨r Be-
triebssystemprozesse auf unser Problem u¨bertragbar sind. In Abschnitt 4.2 wird erla¨utert, welche
Daten beno¨tigt werden, um zur Modellierungszeit die bei der WF-Ausfu¨hrung entstehenden Kosten
abscha¨tzen zu ko¨nnen. Diese Daten werden in Abschnitt 4.3 verwendet, um ein Kostenmodell aufzu-
stellen und in Abschnitt 4.4, um die vom Kostenmodell beno¨tigten Wahrscheinlichkeitsverteilungen
(WV) zu berechnen. In Abschnitt 4.5 werden einige Algorithmen vorgestellt, die, unter Verwendung
des Kostenmodells, eine geeignete Verteilung der Aktivita¨ten auf die WF-Server berechnen. Ein Algo-
rithmus zum Ermitteln einer optimalen Verteilung der Benutzer auf die Teilnetze wird in Abschnitt 4.6
entwickelt. Schließlich wird in Abschnitt 4.7 noch nachgewiesen, dass das vorgestellte Verteilungsmo-
dell effizient ist. Dabei wird insbesondere gezeigt, dass sich die insgesamt zu bewa¨ltigende Kommu-
nikationslast durch Migrationen reduzieren la¨sst. Abschnitt 4.8 bietet eine Zusammenfassung dieses
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Kapitels und einen Ausblick auf weitergehende Ideen.
4.1 Voru¨berlegungen
Um ein Verfahren zur Zuordnung von Aktivita¨teninstanzen zu WF-Servern zu entwickeln, wollen wir
zuerst eine a¨hnliche, schon gut verstandene, Fragestellung betrachten: Bei der Lastbalancierung in Be-
triebssystem ist zu entscheiden, welchem Prozessor ein bestimmter Prozess zugeteilt werden soll. Zu
beachten ist, dass die Betriebsystemprozesse bei unserer Fragestellung nicht den WF-Prozessen ent-
sprechen. Eine WF-Instanz besteht aus Aktivita¨teninstanzen, die den WF-Servern zugeteilt werden
sollen, ebenso wie eine Anwendung aus Betriebssystemprozessen besteht, die den Prozessoren zu-
geteilt werden. Die Betriebssystemprozesse entsprechen also den Aktivita¨teninstanzen. Um ein Ver-
fahren fu¨r die Verteilung von Aktivita¨ten zu entwickeln, wollen wir nun Scheduling-Verfahren fu¨r
Betriebssystemprozesse betrachten.
4.1.1 Dynamische Scheduling-Verfahren
Das Ziel von dynamischen Scheduling-Verfahren ist, die Last der Prozessoren so zu balancieren, dass
sie alle ungefa¨hr gleich stark ausgelastet sind. Sie bilden den linken Teilbaum in der Klassifikation
[Cas81, CK88, Gos91] der globalen Lastbalancierungsalgorithmen1 in Abb. 4.1.
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Abbildung 4.1 Klassifikation von Lastbalancierungsalgorithmen nach [CK88].
Dynamische Lastbalancierungsalgorithmen ko¨nnen physisch verteilt oder zentral ablaufen. Im nicht
verteilten Fall, trifft ein zentraler Scheduler die Entscheidung, welcher Prozessor welchen Prozess
ausfu¨hrt. Nachteile dieser Variante sind, dass die Information u¨ber die aktuelle Auslastung aller Pro-
zessoren zum zentralen Scheduler transportiert werden muss, und dass dieser einen Flaschenhals dar-
stellt, was die Verfu¨gbarkeit beeintra¨chtigt. Beim verteilten Scheduling wird die Entscheidung von
mehreren Prozessoren gemeinsam getroffen, wobei die jeweils lokal vorhandene Information u¨ber die
1Als lokales Scheduling wird die Aufteilung der Zeitscheibe eines einzelnen Prozessors auf die lokalen Prozesse bezeich-
net. Dies ist eine andere Fragestellung, als die hier untersuchte und entspricht eher der Zuordnung von Aktivita¨teninstanzen
zu
”
typgleichen“ Servern innerhalb desselben Teilnetzes. Dieser Aspekt wird in Kapitel 7 diskutiert.
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Auslastung der Prozessoren genutzt wird. Verteilte Scheduling Algorithmen ko¨nnen kooperativ sein,
d.h. die verschiedenen Komponenten verfolgen ein gemeinsames Ziel. Ist dies nicht der Fall, so wird
nur die Performance des lokalen Prozessors optimiert. Dies kann dazu fu¨hren, dass die verschiede-
nen Prozessoren einander entgegengesetzt wirkende Entscheidungen treffen. Kooperative Scheduling-
Algorithmen ko¨nnen die optimale oder eine suboptimale Lo¨sung ermitteln. Eine suboptimale Lo¨sung
kommt bei Anwendung von approximativen Methoden oder von Heuristiken zustande.
Zusa¨tzlich zu der soeben beschriebenen hierarchischen Klassifikation gibt es nach [CK88, Gos91]
auch noch eine flache Klassifikation von Scheduling-Verfahren. In dieser werden weitere Eigenschaf-
ten der Verfahren betrachtet, wie z.B.:
º Wird fu¨r die Scheduling-Entscheidung nur der aktuelle Systemzustand betrachtet oder auch das
ehemalige Verhalten. Im zweiten Fall erha¨lt man einen adaptiven Scheduler, d.h. der Scheduling-
Algorithmus wird im Laufe der Zeit vera¨ndert.
º Ergreift die Quelle (source-initiative) oder das Ziel (server-initiative) die Initiative. Im ersten
Fall, sucht sich ein u¨berlasteter Prozessor einen weniger belasteten, um einen Prozess an ihn
abzutreten. Im zweiten Fall sucht sich ein unterlasteter Prozessor selbst Aufgaben.
º Der Grad an Information u¨ber den Zustand der Prozessoren, der zwischen ihnen geteilt wird. Zu
diesem Zweck werden in [WM85] 7 Stufen des Informationsaustauschs definiert und die dadurch
entstehenden Verfahren bewertet.
º Schließlich gibt es noch Verfahren, die ausschließlich beim Start eines Prozesses einen Prozessor
zuordnen (non-pre-emptive) und welche, bei denen auch ein laufender Prozess zu einem anderen
Prozessor migriert werden kann (pre-emptive). Die zweite Variante ist zwar machbar, aber mit
sehr hohen Kosten verbunden, da ein laufender Prozess schon sehr viele Daten erzeugt haben
kann, die ebenfalls migriert werden mu¨ssen.
In [Gos91] werden zu den einzelnen Kategorien konkrete Verfahren vorgestellt.
4.1.2 Statische Scheduling-Verfahren
In Betriebssystemen ist i.d.R. sehr wenig oder u¨berhaupt keine Information u¨ber die Eigenschaften
eines zu startenden Prozesses vorhanden. Deshalb werden u¨blicherweise dynamische Scheduling-
Verfahren verwendet. In WfMS sind die Struktur der WF-Typen und die Eigenschaften der Aktivita¨ten
(z.B. potentielle Bearbeiter) aber sehr wohl bekannt. Deshalb entspricht das Szenario eher demjeni-
gen, welches bei statischen Scheduling-Verfahren vorausgesetzt wird: Der Ressourcenverbrauch der
Betriebssystemprozesse ist vor deren Start bekannt. Damit la¨sst sich ein bzgl. der Charakteristika gut
geeigneter Prozessor auswa¨hlen.
Bei statischen Scheduling-Verfahren (siehe Abb. 4.1) wird zwischen Varianten unterschieden, wel-
che die optimale Verteilung der Prozesse auf die Prozessoren ermitteln, und solchen, welche nur eine
suboptimale Lo¨sung berechnen [Cas81, CK88, Gos91]. Diese kann aufgrund von Heuristiken oder
durch Approximation ermittelt werden. Beim Berechnen der optimalen Lo¨sung und bei der Appro-
ximation einer suboptimalen Lo¨sung werden dieselben Verfahren angewandt, na¨mlich das (teilweise)
Durchsuchen des Lo¨sungsraums.
4.1.3 Diskussion der Verfahren
Um ein fu¨r den Einsatz in einen WfMS geeignetes Verfahren auswa¨hlen zu ko¨nnen, soll nun noch auf
die Probleme der verschiedenen Verfahren eingegangen werden. Außerdem wird untersucht, inwie-
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weit die bei den Scheduling-Verfahren gemachten Annahmen auch bei WfMS gelten.
In [ELZ86] werden verschiedene Scheduling-Verfahren analytisch verglichen. Dabei wird bei dyna-
mischen Verfahren das Problem des
”
Processor Thrashing“ aufgezeigt, d.h. alle Knoten verwenden
fast ihre komplette Zeit damit, Prozesse zu transferieren. Dieses Problem kann z.B. entstehen, wenn
Schwellwerte falsch gewa¨hlt wurden. Da die Festlegung dieser Werte in einem WfMS durch die ver-
gleichsweise komplexe Struktur der WF noch schwieriger ist, kann das Problem beim Einsatz dyna-
mischer Verfahren in WfMS ebenfalls auftreten.
In [Sta84] werden Lastbalancierungsverfahren durch Simulationen verglichen. Daraus ergibt sich,
dass die Kosten fu¨r den Scheduling-Algorithmus niedrig sein mu¨ssen, um ein gutes Ergebnis zu erzie-
len. Dies ist bei komplexen Lastbalancierungsverfahren nicht immer gegeben. [Sta84] betont außer-
dem, dass veraltete Lastinformation das Ergebnis eines dynamischen Scheduling-Verfahrens deutlich
verschlechtern kann. Auch dies spricht gegen den Einsatz solcher Verfahren in einem WfMS, da diese
ha¨ufig weitra¨umig verteilt sind, was den schnellen und ha¨ufigen Austausch von Lastinformation er-
schwert.
Die aufgefu¨hrten Aspekte sprechen gegen den Einsatz dynamischer Scheduling-Verfahren und fu¨r sta-
tische Verfahren. Bei diesen stimmen auch die Annahmen besser mit denen eines WfMS u¨berein, da
Information u¨ber die Aktivita¨ten vorhanden ist. Diese sollte auch genutzt werden. Dynamisches Sche-
duling fu¨hrt zu einer gleichma¨ßigen Verteilung der Last auf die Prozessoren. Eine Reduzierung der
insgesamt entstehenden Kommunikationslast la¨sst sich damit aber nicht erreichen, weil nicht geeig-
nete Server gewa¨hlt werden, sondern nur aktuell (vergleichsweise) wenig belastete. Da sich deshalb
eine wichtige Anforderung an effizientes WF-Management mit dynamischen Verfahren nicht erfu¨llen
la¨sst, werden die statischen Verfahren weiter verfolgt. Im nachfolgenden Abschnitt wird beschrie-
ben, wie die beno¨tigte Information zu den WF-Typen beschafft werden kann. Anschließend werden
Verfahren zum statischen Scheduling von WF-Aktivita¨ten entwickelt.
4.2 Statistische Daten
Um die bei einer gegebenen Verteilung (Serverzuordnungen) entstehenden Kosten abscha¨tzen zu
ko¨nnen, wird zusa¨tzliche Information beno¨tigt. So ist z.B. zur Abscha¨tzung der durch die Aktivita¨ten-
ausfu¨hrung entstehenden Last relevant, wie ha¨ufig Aktivita¨ten eines bestimmten Typs gestartet werden
und wie groß die dabei transferierte Datenmenge ist. Fu¨r solche Daten genu¨gt jeweils ein Durch-
schnittswert, da die durch die Ausfu¨hrung aller WF-Instanzen entstehende Gesamtlast minimiert wer-
den soll. Es ist nicht prima¨res Ziel, die Ausfu¨hrung einer einzelnen WF-Instanz zu optimieren.
4.2.1 Motivation
In MENTOR [WKM L 95, WWWK96a, WWWK96b] und WIDE [CGP L 96, CGS97] wird der WF-
Server einer Aktivita¨t immer in demjenigen Domain gewa¨hlt, in dem sich die potentiellen Bearbei-
ter dieser Aktivita¨t befinden. Um eine gro¨ßere Flexibilita¨t zu ermo¨glichen, mu¨ssen in ADEPT nicht
alle potentiellen Bearbeiter einer Aktivita¨t demselben Domain angeho¨ren. Soll der WF-Server einer
Aktivita¨t so gewa¨hlt werden, dass er sich in demjenigen Domain befindet, welchem die meisten po-
tentiellen Bearbeiter angeho¨ren, so wird außer den Bearbeiterzuordnungen die Lokation (zugeho¨riger
Domain) der Bearbeiter beno¨tigt. Diese Information ist dem WfMS bekannt.
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ist es aber nicht das Ziel, die Ausfu¨hrung der einzelnen Aktivita¨ten getrennt
zu optimieren. Stattdessen sollen die Ausfu¨hrungen eines WF insgesamt optimiert werden. Deshalb
mu¨ssen auch die Migrationskosten beru¨cksichtigt werden. Dazu wird ein Kostenmodell beno¨tigt, mit
dem die bei einer gegebenen Verteilung insgesamt entstehenden Kosten berechnet werden ko¨nnen.
Nur so lassen sich die durch eine Modifizierung der Verteilung entstehenden vera¨nderten Kosten fu¨r
die Aktivita¨tenausfu¨hrung und fu¨r Migrationen miteinander vergleichen und gegeneinander aufrech-
nen. Dann kann entschieden werden, ob die Modifikation sinnvoll ist. Um dieses Kostenmodell er-
stellen zu ko¨nnen, wird zusa¨tzliche Information u¨ber den WF beno¨tigt. Diese ist teilweise schon im
WfMS vorhanden, teilweise muss sie noch erfasst werden. Im Folgenden wird detailliert erla¨utert, um
welche Daten es sich dabei handelt und wie diese ermittelt werden ko¨nnen.
4.2.2 Kosten einzelner Operationen
Um die Kosten fu¨r eine einzelne Aktivita¨tenausfu¨hrung oder Migration berechnen zu ko¨nnen, wird
Information u¨ber die involvierten Benutzer und u¨ber die transferierten Datenvolumina beno¨tigt. Einige
dieser Daten sind dem WfMS schon bekannt oder ko¨nnen aus ihm bekannter Information abgeleitet
werden. In diesem Abschnitt wird untersucht, welche dies sind und welche Daten zusa¨tzlich festgelegt
werden mu¨ssen. Letztere mu¨ssen vom WF-Modellierer gescha¨tzt werden. Wird der entsprechende WF
schon von einem (evtl. zentralen) WfMS ausgefu¨hrt, so ko¨nnen die entsprechenden Daten auch durch
Monitoring ermittelt werden.
4.2.2.1 Domain der potentiellen Bearbeiter
Bei der Ausfu¨hrung einer Aktivita¨t » muss der WF-Server mit Clients kommunizieren, um Arbeits-
listen zu aktualisieren oder um Parameterdaten zu dem Aktivita¨tenprogramm zu transportieren (vgl.
Abb. 3.1 auf Seite 49). Um die dabei entstehenden Kosten abscha¨tzen zu ko¨nnen, muss die Menge
der potentiellen Bearbeiter der Aktivita¨t » bekannt sein (  G¼8	ff½ ½¿"?â
>
). Um diese ermitteln zu ko¨nnen,
werden die Bearbeiterzuordnungen der Aktivita¨ten beno¨tigt (vgl. Abschnitt 2.4.3.2). Dies stellt aber
keine zusa¨tzliche Anforderung dar, da die Bearbeiterzuordnungen auch im zentralen Fall festgelegt
werden mu¨ssen.
Um abscha¨tzen zu ko¨nnen, in welchen Teilnetzen Kosten anfallen, muss außerdem noch bekannt sein,
zu welchem Domain die einzelnen Bearbeiter ¾À¿Á G¼8	ff½ ½¿"?â > geho¨ren. Deshalb muss der Domain,
zu dem ein Benutzer geho¨rt, dem WfMS bekannt gemacht werden. Ha¨ufig ist dieser schon bekannt,
da in großen Anwendungen nicht jeder Benutzer an jedem Arbeitsplatz arbeiten kann, sondern seine
Rechte auf seine eigene OE eingeschra¨nkt sind. Deshalb ko¨nnen diese Domains vom WfMS ha¨ufig
automatisch ermittelt werden.
4.2.2.2 Gewichtung der Bearbeiter
Es gibt Fa¨lle, in denen ein Benutzer in verschiedenen Domains arbeiten darf (vgl. Abschnitt 2.4.1).
Solche Fa¨lle sollen bei der Berechnung der optimalen Serverzuordnungen beru¨cksichtigt werden. Zu
diesem Zweck wird fu¨r jeden Benutzer ¾ ein Gewicht Â?X¾  eingefu¨hrt, das angibt, welchen Anteil
der normalen Arbeitszeit dieser Benutzer aktiv ist. Ein Benutzer, der in mehreren Domains aktiv ist,
kann bei der Kostenanalyse dann wie mehrere Benutzer behandelt werden, die jeweils nur einen Teil
der Zeit aktiv sind. So kann ein Arzt z.B. mit einem Gewicht von 0,9 in seiner Station beru¨cksichtigt
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werden und mit 0,1 in der Notaufnahme. Die Gewichte ko¨nnen außerdem verwendet werden, um
Benutzer zu modellieren, die Teilzeit arbeiten oder die nur einen Teil ihres Arbeitstags mit dem WfMS
arbeiten. Die Gewichte der Benutzer mu¨ssen (zumindest, wenn sie vom Standardwert 1 abweichen)
vom Modellierer vorgegeben werden. Sie werden von zahlreichen Algorithmen verwendet, um den
entsprechenden Benutzer mehr oder weniger stark zu beru¨cksichtigen.
Die Gewichte ko¨nnen auch von der aktuell betrachteten Aktivita¨t » abha¨ngen ( Â > X¾  ). Die Gewichte
eines Bearbeiters werden zwar ha¨ufig fu¨r alle Aktivita¨ten identisch sein, es gibt aber auch praktisch re-
levante Fa¨lle, in denen die Gewichte fu¨r einzelne Aktivita¨ten vom Standardwert abweichen. So kann
ein Benutzer
”
Lieblingsaktivita¨ten“ haben oder Aktivita¨ten, die er nur in Ausnahmefa¨llen ausfu¨hrt,
wenn alle anderen potentiellen Bearbeiter gerade verhindert sind. Außerdem kann es Aktivita¨ten ge-
ben, die ein Benutzer nur in bestimmten Zeitra¨umen bearbeitet. So ist vielleicht ein Schalter nur vor-
mittags geo¨ffnet, so dass die entsprechenden Aktivita¨ten nur vormittags bearbeitet werden, wa¨hrend
andere Ta¨tigkeiten ganzta¨gig ausgefu¨hrt werden. Fu¨r diese Aktivita¨ten ist Â > X¾

entsprechend gro¨ßer
bzw. kleiner.
Fu¨r die Gewichte eines Bearbeiters ist sogar eine noch feinere Unterscheidung mo¨glich. Fu¨r einen
Benutzer ¾ ko¨nnen zwei Arten von benutzerspezifischen Gewichten Â > X¾

und Â

>
X¾

unterschieden
werden. Mit Â
>
X¾

legt der Modellierer fest, welchen Anteil der Zeit der Benutzer die Aktivita¨t »
ausfu¨hrt (so dass durch den Parametertransfer Last erzeugt wird). Mit Â 
>
X¾

wird angegeben, wel-
chen Anteil der u¨blichen Arbeitszeit er durchschnittlich am WfMS angemeldet ist (so dass seine Ar-
beitsliste aktualisiert werden muss). Ist die Aktivita¨t » eine
”
Lieblingsaktivita¨t“ des Benutzers ¾ , so
ist Â
>
X¾

gro¨ßer als der Standardwert Â?X¾

dieses Benutzers. Auch das Gewicht Â

>
X¾

, das den
Anteil an der Arbeitszeit beschreibt, in dem der Benutzer angemeldet ist, kann fu¨r verschiedene Akti-
vita¨ten unterschiedlich sein. Benutzer verwenden oft mehrere Arbeitslisten fu¨r unterschiedliche Grup-
pen von Aktivita¨ten. Wenn z.B. ein Benutzer fu¨r Aktivita¨ten am Schalter nur vormittags zusta¨ndig ist
und deshalb die entsprechende Arbeitsliste nur vormittags geo¨ffnet hat, so wird fu¨r diese Aktivita¨ten
Â

>
X¾
{Ã
Â

X¾

gewa¨hlt. Im Folgenden wird aber auf die Unterscheidung von Â
>
X¾

und Â

>
X¾

ver-
zichtet und das Gewicht eines Bearbeiters ¾ als Â>ÄX¾

bezeichnet. Falls die Unterscheidung jedoch
beno¨tigt wird, so ha¨ngt die Auswahl des bei einer Berechnung verwendeten Gewichtes davon ab, ob
die Kosten fu¨r die Aktivita¨tenausfu¨hrung ( Â>ÄX¾  ) oder fu¨r Arbeitslisten-Updates ( Â 
>
X¾
 ) berechnet
werden sollen.
Durch die Gewichte wird beschrieben, dass die verschiedenen Benutzer eine zu bearbeitende Akti-
vita¨t mit unterschiedlicher Wahrscheinlichkeit auswa¨hlen. Wenn die Gewichte der Benutzer bei einer
Berechnung beru¨cksichtigt werden, so kann zwischen den Benutzern Unabha¨ngigkeit angenommen
werden, d.h. die Wahrscheinlichkeit, dass ein Benutzer ¾ die Aktivita¨t » auswa¨hlt, ist so groß, wie
sein Anteil an dem
”
Gesamtgewicht fu¨r Aktivita¨t » “:
 (Benutzer ¾ bearbeitet die Aktivita¨t » ) = Â > X¾ 7Å Æ
ÇÈ
5
ffÉq¼ffÊË
ä}Ì
Â
>
X¾

4.2.2.3 ¨Ubertragene Datenmenge
Fu¨r die Abscha¨tzung der Kosten einer Kommunikation ist auch das erwartete Datenvolumen rele-
vant. Bei der Aktualisierung von Arbeitslisten ha¨ngt dies von dem verwendeten Verfahren (vgl. Ab-
schnitt 2.5) und von der Gro¨ße der Eintra¨ge ab. Das durchschnittliche Datenvolumen beim Einfu¨gen
( ÍÏÎ »u½"¬	 Ð+½ > ) und Lo¨schen ( ÍÏÎ è½Ñ½=	C½ flÐ4½ > ) eines Eintrags zur Aktivita¨t » ist vom Model-
lierer zu scha¨tzen (ha¨ufig wird die Gro¨ße fu¨r Eintra¨ge aller Aktivita¨tentypen identisch sein). Die Gro¨ße
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des beim Start ( » Ò ¿" ¿Ó ½	½" Ð4½ > ) bzw. Ende ( Ô#¾	 Ò ¿" ¿Ó ½	½" Ð4½ > ) eines Aktivita¨tenpro-
gramms fu¨r den Parametertransfer beno¨tigten Datenvolumens ha¨ngt von den transferierten Datenele-
menten ab. Welche dies sind, ist dem WfMS bekannt, da der Datenfluss vollsta¨ndig modelliert wird.2
Die Gro¨ße eines Datenelements steht fu¨r skalare Typen (z.B. Integerwerte) fest. Bei Strings oder Mul-
timediadaten ist ha¨ufig nur eine Obergrenze bekannt. Da fu¨r die zu erwartenden Kosten die durch-
schnittliche Gro¨ße der Datenelemente relevant ist, muss diese vom Modellierer gescha¨tzt werden.
Durch Addition der durchschnittlichen Gro¨ße der Datenelemente kann das System dann das beim Star-
ten bzw. Beenden einer Aktivita¨t transferierte Datenvolumen berechnen. Ebenso kann der fu¨r die Mi-
gration von Datenelementen (Abschnitt 3.3.4) erwartete Datenumfang berechnet werden. Wird dazu
noch der Aufwand zur Migration der Zustandsinformation (Abschnitt 3.3.3) addiert, so erha¨lt man das
bei der Migration von Aktivita¨t Ó zur Aktivita¨t » erwartete Datenvolumen ãÕ}Ö"k¿	ff¼8» flÐ4½× »
>
. Um
die durch die Kommunikation des Anwendungsprogramms von Aktivita¨t » mit einer externen Daten-
quelle in Teilnetz Ñ entstehende Netzlast abscha¨tzen zu ko¨nnen, mu¨ssen auch die dabei u¨bertragenen
Ein- ( ØÙP	 » > 9Ñ  ) und Ausgabedatenmengen ( ØGP	 ¼q¾	 > 9Ñ  ) bekannt sein. Da das WfMS kein Wissen
u¨ber diese Kommunikationen hat, kann es auch nicht bei der Abscha¨tzung der Datenvolumina assistie-
ren. Diese mu¨ssen vom Modellierer auf Basis von Wissen u¨ber die Aktivita¨tenprogramme gescha¨tzt
werden.
4.2.3 Ausfu¨hrungsha¨ufigkeiten
Mit den im vorherigen Abschnitt festgelegten Daten ist es mo¨glich, die Kosten fu¨r eine einzelne
Ausfu¨hrung einer Aktivita¨t oder einer Migration abzuscha¨tzen. Um die insgesamt entstehenden Ko-
sten berechnen zu ko¨nnen, muss aber auch bekannt sein, wie ha¨ufig eine solche Aktion stattfindet.
Wie diese Ausfu¨hrungsha¨ufigkeiten ermittelt werden ko¨nnen, wird in diesem Abschnitt untersucht.
Prinzipiell gibt es drei Mo¨glichkeiten, um die Ausfu¨hrungsha¨ufigkeiten zu ermitteln:
1. Der Modellierer scha¨tzt die Ausfu¨hrungsha¨ufigkeiten. Dabei kann er durch den am Ende dieses
Abschnitts angegebenen Algorithmus 4.1 unterstu¨tzt werden.
2. Die Daten ko¨nnen durch Monitoring eines laufenden Systems gewonnen werden. Dazu muss der
betreffende WF aber schon in einem realen System laufen. Bei diesem kann es sich aber auch
um ein zentrales WfMS handeln, da lediglich die Ha¨ufigkeit der Aktivita¨tenausfu¨hrung und des
Signalisierens von Kanten gemessen werden muss.
3. Es ist auch mo¨glich die Information durch eine Simulation zu ermitteln. Um diese durchfu¨hren
zu ko¨nnen, werden aber dieselben Eingangsdaten beno¨tigt, wie fu¨r Algorithmus 4.1. Da dieser
die beno¨tigten Daten analytisch ermittelt und da das Erstellen einer Simulationsumgebung einen
betra¨chtlichen Aufwand erfordert, wird diese Variante nicht weiter verfolgt.
Es ist auch mo¨glich die Varianten 1. und 2. zu kombinieren: Der Modellierer scha¨tzt die Ha¨ufigkei-
ten und ermo¨glicht so die Berechnung von initialen Serverzuordnungen. Mit diesen wird die Arbeit
im verteilten WfMS begonnen. Danach findet sta¨ndiges Monitoring statt. Mit den ermittelten Daten
wird periodisch eine neue geeignete Verteilung berechnet und die Serverzuordnungen werden ent-
sprechend angepasst. Durch diese Vorgehensweise ist es mo¨glich, Scha¨tzfehler zu korrigieren und auf
Vera¨nderungen im WfMS zu reagieren.
2Bei dokumentenorientierten WfMS (vgl. Abschnitt 2.1.1) wird der Datenfluss nicht vorgegeben, sondern es werden alle
vorhandenen Dokumente zu jeder Aktivita¨t transportiert. Da deren Gesamtgro¨ße ebenfalls abgescha¨tzt werden kann, ist es
auch bei diesen Systemen mo¨glich, das bei der Aktivita¨tenausfu¨hrung u¨bertragene Datenvolumen zu berechnen.
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Fu¨r den Modellierer wa¨re es sicher sehr schwierig, zu scha¨tzen, wie ha¨ufig die einzelnen Aktivita¨ten
ausgefu¨hrt und die Kanten signalisiert werden. Es ist wesentlich einfacher, die folgenden Werte anzu-
geben:
º Ha¨ufigkeit des Startens der WF-Instanz
º Wahrscheinlichkeit fu¨r die Wahl eines bestimmten Zweiges bei einer exklusiven Verzweigung
º Die durchschnittliche Anzahl von Iterationen einer Schleife
Aus diesen Daten lassen sich die Ausfu¨hrungsha¨ufigkeiten der Aktivita¨ten und Kanten berechnen.
Allerdings ist dies bei Zugrundelegung eines beliebigen (z.B. Petri-Netz-basierten) WF-Modells kei-
neswegs einfach, weil z.B. die ¨Aste einer bedingten Verzweigung, die jeweils mit einer vorgegebe-
nen Wahrscheinlichkeit gewa¨hlt werden, nicht in einem einzigen Punkt zusammengefu¨hrt werden
mu¨ssen. Ebenso sind Schleifen mo¨glich, die z.B. aus einem Ast einer bedingten Verzweigung heraus
vor den Beginn dieser Verzweigung fu¨hren. Auf Grund solcher Schwierigkeiten ist die Berechnung
der beno¨tigten Ausfu¨hrungsha¨ufigkeiten i.Allg. sehr aufwendig. So wird in [GWWK99, GWWK00]
ein sehr komplexes Modell vorgestellt, um eine a¨hnliche Fragestellung zu lo¨sen. Dieses basiert das auf
der Erstellung und Analyse von Continous-Time-Markov-Chains (CTMC). Prinzipiell ist es mo¨glich,
dieses Verfahren zu verwenden, um die vorliegende Problemstellung zu lo¨sen.
Die klare Blockstrukturierung von ADEPT ermo¨glicht es, die Ausfu¨hrungsha¨ufigkeiten sehr viel ein-
facher zu berechnen. Deshalb wird im Folgenden ein Verfahren vorgestellt, das die Blockstruktu-
rierung nutzt, um die beno¨tigten Daten auf a¨ußerst effiziente Art und Weise zu ermitteln. Dazu be-
rechnet der Algorithmus 4.1 fu¨r jede Aktivita¨t bzw. jede Kante die Wahrscheinlichkeit ÒÚX»  bzw.
ÒÚXÓÜÛ:»

, mit der sie ausgefu¨hrt wird (wobei Schleifen noch ignoriert werden). Außerdem wird die
durch Schleifen begru¨ndete Anzahl der Ausfu¨hrungen Ý?t	=X»

bzw. ÝÞt	=XÓÜÛ:»

berechnet. Betrach-
ten wir zuerst die Ausfu¨hrungswahrscheinlichkeit der Aktivita¨ten ÒX»

: Die Startaktivita¨t ßÚ	¿"8	 ei-
ner WF-Instanz wird sicher ausgefu¨hrt (ÒÚßÚ	¿"8	  îàH ). Bei bedingten Aufspaltungen wird genau
ein Zweig gewa¨hlt. Die Wahrscheinlichkeit dieses Zweiges sei Ò . Dann haben alle Aktivita¨ten die-
ses Zweiges eine um den Faktor Ò kleinere Ausfu¨hrungswahrscheinlichkeit, als der Verzweigungs-
knoten. Betrachten wir nun die Anzahl der Iterationen ÝÞ	µX»

: Die Startaktivita¨t ßÚ	¿"8	 wird ein-
mal ausgefu¨hrt ( ÝÞ	µß	>¿"¬	  î H ). Aktivita¨ten einer Schleife mit durchschnittlich P Iterationen,
werden P Mal so oft ausgefu¨hrt, wie die umgebenden Aktivita¨ten. Dies ko¨nnen bei verschachtelten
Schleifen auch mehr als P Ausfu¨hrungen sein. Sind die Werte ÒX»

und ÝÞt	=X»

fu¨r alle Aktivita¨ten
bekannt, so ko¨nnen sie auch fu¨r alle Kanten Ó æ » berechnet werden. Dabei werden fu¨r Kan-
ten vom Typ áâÔ#ãåä¹æÙÔ#Î Ø und Î{ÔÙÔG Ø nur Signalisierungen mit TRUE SIGNALED geza¨hlt,
bei Synchronisationskanten zusa¨tzlich Signalisierungen mit FALSE SIGNALED, da in genau diesen
Fa¨llen eine Migration stattfinden kann (vgl. Abschnitt 3.3.2). Aus den so berechneten Werten und
der Ausfu¨hrungsha¨ufigkeit der WF-Instanz lassen sich die Ha¨ufigkeiten der Aktivita¨tenausfu¨hrungen
( ãç¼&è½è#"?½fléfiX»  ) und der Kantensignalisierungen ( Ø ètÖ½èG" ½fléXÓÜÛ:»  ) berechnen.
Die Funktionsweise von Algorithmus 4.1 wird anhand des Beispiels aus Abb. 4.2 detailliert erla¨utert:
Fu¨r die Startaktivita¨t ¿ ergibt sich ÒÚ:¿

îêH und Ý?t	=:¿

îCH . Normalerweise wird eine Aktivita¨t mit
der gleichen Wahrscheinlichkeit ausgefu¨hrt, wie ihre Vorga¨ngeraktivita¨t (z.B. Ò:¿  îëH æìÒÚâ  îíH ).
Aktivita¨ten, die auf einen OR-Split-Knoten folgen, haben eine entsprechend kleinere Ausfu¨hrungs-
wahrscheinlichkeit (ÒÚXÓ  îïîfiÛñð æòÒÚX»  îóîfiÛHô , weil die Wahrscheinlichkeit fu¨r den Zweig von
» 0,3 betra¨gt). Die Ausfu¨hrungswahrscheinlichkeit des Join-Knotens ist so groß wie die des Split-
Knotens (ÒÚXÓ  îóîfiÛñðúæõÒÚöÒ  îìîfiÛñð ). Da bei einer Parallelita¨t stets alle Zweige ausgefu¨hrt wer-
den, ist die Wahrscheinlichkeit der betroffenen Aktivita¨ten so groß wie die des AND-Split-Knotens
(ÒÚX  î÷îfiÛñð æøÒÚR  îùîfiÛñð ). Auch der Anzahl der Iterationen einer Aktivita¨t ist normalerweise so
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groß, wie die der Vorga¨ngeraktivita¨t (#It(a) = 1 ! #It(b) = 1). Fu¨r Aktivita¨ten einer Schleife
erho¨ht sich diese Anzahl (#It(c) = 5 ! #It(d) = 50, weil diese Schleife durchschnittlich 10
Mal durchlaufen wird). Fu¨r Aktivita¨ten, die auf den zugeho¨rigen Schleifenendeknoten folgen, er-
niedrigt sich diese Anzahl entsprechend (#It(f) = 50 ! #It(g) = 5). Der Algorithmus ist so
formuliert, dass er auch bei direkt aufeinander folgenden Schleifen funktioniert. Das Problem da-
bei ist, dass die Vorga¨ngeraktivita¨t (z.B. s) des Schleifenstartknotens (t) in dem Wert #It(s) = 3
eine Schleife beru¨cksichtigt, welche die Aktivita¨t t u¨berhaupt nicht betrifft. Deshalb darf nicht ohne
weiteres von diesem Wert ausgegangen werden. Algorithmus 4.1 u¨bernimmt zuerst diesen Wert
#It(t) = #It(s) = 3. Dann wird erkannt, dass es sich bei t um den Startknoten einer Schleife
handelt: #It(t) = iterations
t
#It(t) = 21. Da es sich beim Vorga¨nger von t um den Schleifenen-
deknoten s handelt, wird mit #It(t) = 1=iterations
q
#It(t) = 7 das richtige Ergebnis ermittelt.
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Abbildung 4.2 Beispiel fu¨r Ha¨ufigkeiten zu Algorithmus 4.1.
Bei Kontrollkanten m! n werden normalerweise die Werte der Vorga¨ngeraktivita¨t m u¨bernommen.
Bei der ersten Kante eines OR-Splits muss die Ausfu¨hrungswahrscheinlichkeit allerdings noch mit
der Wahrscheinlichkeit fu¨r den jeweiligen Zweig multipliziert werden (p(m) = 0; 6 ! p(m;n) =
0; 18). Eine Kontrollkante, mit der eine Schleife verlassen wird (z.B. f ! g), wird nur bei der letzten
Schleifeniteration signalisiert, so dass ihre Anzahl von Iterationen niedriger ist, als die der Vorga¨nger-
aktivita¨t (#It(f) = 50 ! #It(f; g) = 5). Bei den vorherigen Iterationen wird die Schleifenkante
signalisiert (#It(f) = 50 ! #It(f; d) = 45). Synchronisationskanten sind zwar in genauso viele
Iterationen involviert, wie ihre Quellaktivita¨t (#It(j) = 1! #It(j; k) = 1), sie sind aber auch dann
relevant, wenn der Zweig der Quellaktivita¨t nicht gewa¨hlt wird. Da sie stets TRUE SIGNALED oder
FALSE SIGNALED signalisiert werden und in beiden Fa¨llen eine Migration notwendig wird (vgl.
Abschnitt 3.3.2.2) betra¨gt ihre Ausfu¨hrungswahrscheinlichkeit 1 (p(j) = 0; 6! p(j; k) = 1).
4.3 Kostenmodell
In diesem Abschnitt wird ein Verfahren zur Berechnung der bei der WF-Ausfu¨hrung auftretenden
Kosten entwickelt. Dieses verwendet die im vorherigen Abschnitt vorgestellten statistischen Daten.
Außerdem werden einige Wahrscheinlichkeitsverteilungen (WV) beno¨tigt. Wie diese im Falle sta-
tischer Serverzuordnungen ermittelt werden, wird im Abschnitt 4.4 erla¨utert. Das Kostenmodell ist
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Algorithmus 4.1 (Berechnung der Ausfu¨hrungsha¨ufigkeiten)
input´kµ¶:· ¸º¹ »
: fu¨r OR-Split-Knoten ¼ die Wahrscheinlichkeit, dass der Zweig mit der
Nachfolgeraktivita¨t ½ gewa¨hlt wird
¾b¿mÀ
µÁ
¿h¾
¶
½%Â
»
: fu¨r Schleifenstartknoten ½ die durchschnittliche Anzahl von Durchla¨ufen der Schleife
¾
½%Â
¿
Á
½LÃ
À Ä
µ
ÀÆÅÆÇ£À
½LÃ È : Ha¨ufigkeit von WF-Instanzen des untersuchten Typs
ÉËÊÍÌÏÎÑÐ0ÒÔÓ&ÕÖÓ)ÒÔ×ØÓKÙkÚ
»
Ó)Ù£Û&ÜÝKÓÞÞÞxß
: Kontrollflussstruktur des untersuchten WF-Typs
(wird implizit auch von Funktionen wie à
µ
Ànáâ£ã)ä
Ð
½
ß
verwendet)
output
Ò
¶
áÀ
Ê
µ
ÀÆÅ
Ð
½
ß
: å£½çæ
Ò
: Ausfu¨hrungsha¨ufigkeit von Aktivita¨teninstanzen des Typs ½
Õ
áéè°À
Ê
µ
ÀÆÅ
Ð
¼
Ó
½
ß
: å
Ð
½
Ó
¼
ÓKêéß
æ
Õ
: Ha¨ufigkeit der (True-) Signalisierung von Kanten dieses Typs
begin
// Analyse fu¨r alle Aktivita¨ten ½
for each Aktivita¨t ½ëæ
Ò (in partieller Ordnung bezu¨glich Kontrollfluss) do
if
ÒÔ×ìÐ
½
ßíÎ
STARTFLOW then // n ist die Startaktivita¨t des WF´
Ð
½
ßîÎðï
; ñóò
¿
Ð
½
ßíÎÑï
;
else
wa¨hle beliebiges ¼ôæõà
µ
Ànáqö&÷%ø*ù
â£ú
ø%û üý
Ð
½
ß
;
//
´
Ð
½
ß
fu¨r Aktivita¨t ½ berechnen´
Ð
½
ßîÎ
´
Ð
¼
ß
;
if
Ù
Û/ÜnÝ
Ð
¼
ßíÎ
ONE Of ALL then // ¼ ist ein OR-Split-Knoten´
Ð
½
ßíÎ
´kµ¶:·
¸º¹ »ßþ
´
Ð
¼
ß
;
if
Ù
Ú
»
Ð
½
ß6Î
ONE Of ALL then // ½ ist ein OR-Join-Knoten´
Ð
½
ßíÎ
´
Ð#Ì
´ 
¾b¿
»
ß
;
// ñóò ¿
Ð
½
ß
fu¨r Aktivita¨t ½ berechnen
ñìò
¿
Ð
½
ßîÎ
ñóò
¿
Ð
¼
ß
;
if
ÒÔ×ìÐ
½
ßCÎ
STARTLOOP then // ½ ist Startknoten einer Schleife
ñìò
¿
Ð
½
ßîÎ
¾b¿mÀ
µÆÁ
¿h¾
¶
½%Â
»
þ
ñóò
¿
Ð
½
ß
;
if
ÒÔ×ìÐ
¼
ßCÎ
ENDLOOP then // ½ ist Nachfolger eines Schleifenendeknotens
ñìò
¿
Ð
½
ßîÎðï
¾b¿mÀ
µÁ
¿h¾
¶
½%Â
Ý/Ý
	AÛ)Û
ä
¸
þ
ñóò
¿
Ð
½
ß
;
// Analyse fu¨r alle Kanten À
for each À
Î Ð
¼
Ó
½
Ó
ÀÆá:èqÀ
×
È
´
À
ß
æ
Õ
do
case
ÀÆáéè°À
×
È
´
À
Î ÉËÒÔ× Õ
: // À ist eine Kontrollkante´
Ð
¼
Ó
½
ßíÎ
´
Ð
¼
ß
; ñìò
¿
Ð
¼
Ó
½
ßîÎ
ñóò
¿
Ð
¼
ß
; // Daten der Quellaktivita¨t von À u¨bernehmen
if
Ù£Û/ÜnÝÐ
¼
ßíÎ
ONE Of ALL then // À ist erste Kante eines OR-Splits´
Ð
¼
Ó
½
ßíÎ
´kµ¶:· ¸º¹ »
þ
´
Ð
¼
ß
;
if
ÒÔ×ìÐ
¼
ßCÎ
ENDLOOP then // À ist Kante nach einem Schleifenendeknoten
ñìò
¿
Ð
¼
Ó
½
ßíÎÑï
¾b¿mÀ
µÁ
¿h¾
¶
½%Â
Ý/Ý
	AÛ)Û
ä
¸
þ
ñóò
¿
Ð
¼
ß
;
case
ÀÆáéè°À
×
È
´
À
Î
à
Õ
: // À ist eine Schleifenkante´
Ð
¼
Ó
½
ßíÎ
´
Ð
¼
ß
;
ñìò
¿
Ð
¼
Ó
½
ßîÎÑÐ
¾#¿mÀ
µÁ
¿h¾
¶
½%Â
»
ïnß
¾b¿mÀ
µÁ
¿h¾
¶
½%Â
»Íþ
ñóò
¿
Ð
¼
ß
;
case
ÀÆáéè°À
×
È
´
À
Î ÌóÒ É Õ
: // À ist eine Synchronisationskante´
Ð
¼
Ó
½
ßíÎÑï
; ñóò
¿
Ð
¼
Ó
½
ß6Î
ñìò
¿
Ð
¼
ß
;
// Berechnung der Ausfu¨hrungsha¨ufigkeiten
for each ½ëæ
Ò
do
Ò
¶
áÀ
Ê
µ
ÀÆÅ
Ð
½
ßîÎ
¾
½%Â
¿
Á
½LÃ
À Ä
µ
ÀÆÅÆÇ£À
½LÃ È
þ
´
Ð
½
ß
þ
ñóò
¿
Ð
½
ß
;
for each À
Î Ð
¼
Ó
½
ÓKê:ß
æ
Õ
do
Õ
áéè°À
Ê
µ
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Ð
¼
Ó
½
ßíÎ
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½%Â
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½LÃ
À Ä
µ
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þ
´
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¼
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½
ß
þ
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¿
Ð
¼
Ó
½
ß
;
end.
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allgemeiner gehalten, als es fu¨r statische Serverzuordnungen notwendig wa¨re. Dadurch kann es un-
vera¨ndert fu¨r die Kostenberechnung bei variablen Serverzuordnungen (siehe Kapitel 5) u¨bernommen
werden. Bei diesen ist aber die Berechnung der WV wesentlich komplizierter.
Ein Kostenmodell zur Berechnung der Kosten bzw. zur Bestimmung der Last fu¨r die unter Perfor-
manz-Aspekten kritischen Komponenten des WfMS (Server, Teilnetze, Gateways) muss zumindest
die folgenden Kosten beru¨cksichtigen:
ff Kosten fu¨r den Transfer von Ein- und Ausgabeparameterdaten beim Starten und Beenden von
Aktivita¨tenprogrammen
ff Kosten fu¨r das Aktualisieren von Arbeitslisten
ff Kosten fu¨r die Migration von WF-Instanzen
ff Kosten fu¨r die Kommunikation von Aktivita¨tenprogrammen mit externen Datenquellen
Im Kostenmodell werden einige WV verwendet (siehe auch Anhang A): Im Folgenden bezeichnet
Øflfiffi! #"#$&%('*)ËÛ,+- die Wahrscheinlichkeit, dass die Aktivita¨t . vom Server in Teilnetz ) kontrolliert und
von einem Benutzer in Teilnetz + bearbeitet wird. /0)213 #ffi! #"4$6587 %'*)9,+:- sei die Wahrscheinlichkeit,
dass beim ¨Ubergang von Aktivita¨t ; nach . vom Server ) zum Server + migriert werden muss.
<>=!?A@
 B%'
+C )D- sei die Anzahl der potentiellen Bearbeiter von Aktivita¨t . im Domain + , wenn diese
Aktivita¨t vom Server im Teilnetz ) kontrolliert wird. Diese WV ha¨ngen von den gewa¨hlten Serverzu-
ordnungen ab. Wie die WV bestimmt werden ko¨nnen, wird fu¨r den Fall statischer Serverzuordnun-
gen in Abschnitt 4.4 gezeigt. Fu¨r den Moment wollen wir sie als gegeben betrachten. Im Folgenden
werden Formeln entwickelt, die das anfallende bzw. zu transportierende Datenvolumen fu¨r jede Ak-
tion (Aktivita¨t ausfu¨hren, Migration, . . . ) beschreiben, und zwar getrennt fu¨r jede Komponente des
WfMS. Diese Formeln werden anschließend in eine Gesamtformel eingesetzt, mit der die in einer
Komponente entstehende Last berechnet werden kann.
4.3.1 Aktivita¨tenausfu¨hrung
Der Erwartungswert fu¨r das Datenvolumen (im Folgenden kurz: Datenvolumen) bei der Aktivita¨ten-
ausfu¨hrung (Transport der Ein- und Ausgabeparameterdaten) berechnet sich wie folgt: Das Datenvo-
lumen, das am Server ) fu¨r die Ausfu¨hrung von Aktivita¨t . entsteht, ergibt sich als Wahrscheinlichkeit,
dass Server ) die Aktivita¨t . kontrolliert, multipliziert mit der zu transportierenden Datenmenge:
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Die Belastung fu¨r die Teilnetze ergibt sich folgendermaßen: Im Teilnetz ) findet Kommunikation statt,
wenn entweder der Server in ) liegt oder wenn ein Bearbeiter aus Teilnetz ) gewa¨hlt wird. Trifft beides
zu, so wird die Kommunikation nur einmal geza¨hlt (deshalb +nmTo) ):
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Das am Gateway von Teilnetz ) nach + anfallende Datenvolumen ( )mTy+ ) ergibt sich wie folgt:
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4.3.2 Aktualisieren der Arbeitslisten
Die Berechnung der Datenvolumina fu¨r das Aktualisieren der Arbeitslisten ist etwas problematisch.
Dies liegt u.a. daran, dass fu¨r das Aktualisieren verschiedene Verfahren verwendet werden ko¨nnen
(siehe Abschnitt 2.5), aus denen unterschiedliche Kosten resultieren. Bei der Abscha¨tzung der Daten-
volumina muss außerdem beru¨cksichtigt werden, dass es relevant ist, ob bei jeder Aktualisierung die
gesamte Arbeitsliste oder nur neu hinzugekommene oder entfernte Eintra¨ge u¨bertragen werden.
Im Folgenden wird das Verfahren analysiert, bei dem jede ¨Anderung sofort an alle betroffenen Clients
propagiert wird. Fu¨r die anderen Verfahren sind a¨hnliche Abscha¨tzungen denkbar. Allerdings ha¨ngen
die Kosten dann nicht nur von der WF-Ausfu¨hrung ab, sondern z.B. auch davon, ob die Frequenz der
neuen Eintra¨ge deren Zusammenfassung erlaubt. Aufgrund solcher Aspekte wird eine Abscha¨tzung
aufwendig und ungenau. Eine Mo¨glichkeit dem zu begegnen ist, die Kosten vom Modellierer manuell
abscha¨tzen oder u¨berarbeiten zu lassen. Allerdings lohnt sich dieser Aufwand kaum, da Arbeitslisten-
Eintra¨ge relativ klein sind. Die durch ihren Transfer entstehenden Datenvolumina sind im Vergleich
zum Parametertransfer und den Migrationen fast vernachla¨ssigbar. Diese Aussage wurde auch durch
Simulationen (siehe Kapitel 9) besta¨tigt. Deshalb ist die im Folgenden beschriebene Berechnungsme-
thode vo¨llig ausreichend. Wird ein optimiertes Verfahren zum Aktualisieren der Arbeitslisten verwen-
det, so wird durch die beschriebene Abscha¨tzung eine obere Schranke fu¨r die entstehenden Datenvo-
lumina ermittelt. Dies gilt, weil wir das aufwendigste Verfahren analysieren, bei dem jede ¨Anderung
sofort an alle betroffenen Clients propagiert wird. Um realistischere Ergebnisse zu erhalten, ko¨nnen
bei optimierten Verfahren die berechneten Werte noch mit einem vom Modellierer vorzugebenen Fak-
tor  ( j0 ) multipliziert werden. Wenn die Kosten fu¨r Arbeitslisten-Aktualisierungen im Ver-
gleich zu den anderen Kosten besonders klein sind, kann es sogar sinnvoll sein, sie vo¨llig zu ignorieren
( T ).
Der WF-Server ) muss Arbeitslisten aktualisieren, wenn die Aktivita¨t . durch ihn kontrolliert wird;
unabha¨ngig davon in welchem Teilnetz + der spa¨tere Bearbeiter angesiedelt ist. Um die Anzahl der
Benutzer, deren Arbeitslisten aktualisiert werden mu¨ssen, zu erhalten, werden die potentiellen Bear-
beiter aller Teilnetze  zusammengeza¨hlt. Das Datenvolumen, das bei einem einzigen Einfu¨gen und
spa¨teren Lo¨schen eines Arbeitslisteneintrags fu¨r Aktivita¨t . u¨bertragen wird, ist Ł )2.
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% . Dies kann die Gro¨ße eines Eintrags oder der gesamten Arbeitsliste sein, je
nachdem ob stets die gesamte Arbeitsliste oder nur die ¨Anderungen u¨bertragen werden. Das Daten-
volumen fu¨r den WF-Server ergibt sich damit als:
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Im Teilnetz ) findet Kommunikation statt, wenn Server ) Arbeitslisten aktualisiert oder wenn ein be-
liebiger anderer Server F die Arbeitsliste eines Bearbeiters aus Teilnetz ) aktualisiert:
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Das Gateway von Teilnetz ) nach + muss Daten transferieren, wenn der Server des Teilnetzes ) die
Arbeitsliste eines Benutzers aus Teilnetz + aktualisiert. Auch hier ist nur die Wahrscheinlichkeit rele-
vant, mit welcher der Server ) die Aktivita¨t kontrolliert, unabha¨ngig davon in welchem Teilnetz F sie
spa¨ter bearbeitet wird:
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4.3.3 Kommunikation mit externen Datenquellen
Aktivita¨tenprogramme, die auf dem Rechner des Clients laufen, ko¨nnen mit externen Datenquellen
(z.B. Datenbanken) kommunizieren. Dem WF-Server entsteht durch solche Kommunikationen kein
Aufwand, da die Daten direkt zwischen Teilschrittprogramm und Datenquelle fließen:
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Im Teilnetz ) findet Kommunikation zu einer Datenquelle im Teilnetz F statt, wenn der Client im
TN ) liegt (unabha¨ngig vom Ort  des Servers). Außerdem wird das Teilnetz ) belastet, wenn die
Datenquelle von Aktivita¨t . im Teilnetz ) liegt und der Client in irgendeinem anderen Teilnetz F :
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Vom Teilnetz ) nach + fließen Eingabedaten, wenn sich die Datenquelle in ) und der Client in + befin-
det, und Ausgabedaten, wenn der Client im Teilnetz ) und die Datenquelle im Teilnetz + liegt:
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Die Kosten, die durch Kommunikation der Anwendungsprogramme mit externen Datenquellen ent-
stehen, sind unabha¨ngig von der gewa¨hlten Serverzuordnung, da die Server in diesen Datentransfer
nicht involviert sind. Sie ha¨ngen aber von der Wahl der Domains fu¨r die Benutzer und fu¨r die Da-
tenquellen ab. Diese Festlegung kann mit Hilfe der Kostenabscha¨tzung optimiert werden. Auch wenn
der Modellierer dabei meist nur wenig Entscheidungsfreiheit hat, mu¨ssen die durch die gewa¨hlte Ver-
teilung entstehenden Kosten bei der Analyse beru¨cksichtigt werden, um die im Netzwerk entstehende
Last abscha¨tzen und so eine drohende ¨Uberlastung erkennen zu ko¨nnen.
4.3.4 Migrationen
Von besonderem Interesse sind in dem betrachteten Kontext natu¨rlich die Migrationskosten beim
¨Ubergang von Aktivita¨t ; nach . . Hierbei mu¨ssen sowohl ein- wie auch ausgehende Migrationen
beru¨cksichtigt werden. Dabei ist zu beachten, dass keine Kommunikation stattfindet, wenn die Server
fu¨r Aktivita¨t ; und . identisch sind (deshalb: +mT) ). Um die fu¨r Server ) erwartete Datenmenge zu
berechnen, wird das bei dieser Migration zu transportierende Datenvolumen mit der Wahrscheinlich-
keit, dass diese Migration den Server ) betrifft, multipliziert:
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Das durch die Migration verursachte Datenvolumen in den betroffenen Teilnetzen ist genau so groß
wie fu¨r die Server:
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Die Gateways mu¨ssen hierbei die folgenden Datenmengen transportieren:
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4.3.5 Gesamtkosten
Fu¨r jede Systemkomponente mu¨ssen diese Datenmengen noch mit den Ausfu¨hrungsha¨ufigkeiten der
einzelnen Aktivita¨ten "4
@
fl 
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'*.- bzw. der Kanten \ #1
@
! 
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'*;9f.- multipliziert und fu¨r alle
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Aktivita¨ten aller WF-Typen (  ¡8¢}c @}? ) aufaddiert werden, um die entsprechende Last dieser Kom-
ponente zu bestimmen. Die dabei berechneten Werte ko¨nnen verwendet werden, um zu u¨berpru¨fen,
ob die entsprechende Komponente u¨berlastet sein wird. Fu¨r die Server ergibt sich die Last wie folgt
( Ł"4d: pq 7 S und Ł£"Gd: z{ 7 S*7 Z analog):
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Bei unterschiedlichen Aktionen eines WfMS auftretende Verzo¨gerungen werden von den Benutzern
verschieden stark wahrgenommen. So bemerkt ein Benutzer nicht, wenn eine Migration lange dauert,
da er bei dieser Aktion nicht auf eine Antwort des Systems wartet. Anders verha¨lt es sich, wenn er
eine Aktivita¨teninstanz aus seiner Arbeitsliste ausgewa¨hlt hat und auf den Start des entsprechenden
Aktivita¨tenprogramms wartet. Da dafu¨r die Eingabeparameter vom WF-Server zu seinem Rechner
transportiert werden mu¨ssen, wird hier eine langsame (weil weit entfernte) Verbindung zum WF-
Server als besonders unangenehm empfunden. Eine Mo¨glichkeit diesen Sachverhalt zu beru¨cksich-
tigen, ist, die vorherige Formel wie nachfolgend angegeben abzuwandeln und die Kosten fu¨r den
Transfer von Eingabedaten von Aktivita¨tenprogrammen mit einem Faktor °
HJLKa±
 zu gewichten
( °
H
T²°

K
T²°

S
P
T³ ). Dadurch wird erreicht, dass z.B. Migrationskosten vergleichsweise
weniger ins Gewicht fallen, weshalb die WF-Server tendenziell na¨her bei den Bearbeitern der Ak-
tivita¨ten gewa¨hlt werden. Dadurch verringern sich die bewusst wahrgenommenen Wartezeiten. Die
”
Last“ fu¨r den WF-Server ) ( Ł"4d3´pq
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analog) ergibt sich damit als:
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Durch die zusa¨tzlichen Gewichte entsprechen Ł"4d: ´ M3N,PRQ&NP
7 S
, Ł"4d ´pq
7 S
und Ł"4d ´ z{
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nicht der zu
erwartenden Belastung der Komponenten. Deshalb kann mit diesen Werten nicht u¨berpru¨ft werden, ob
sie u¨berlastet sind. Stattdessen werden die Werte in eine zu minimierende Zielfunktion µ eingesetzt,
so dass die Gewichte Einfluss darauf haben, wie stark die einzelnen Aktionen gewichtet werden. Diese
Zielfunktion wird berechnet, indem man die Last aller Komponenten mit komponentenspezifischen
Kostenfaktoren ° MONPRQ&N,P 7 S , ° pq 7 S und ° z{ 7 S*7 Z gewichtet und aufaddiert. Diese Gewichte geben an,
wie teuer es ist, ein Byte u¨ber den Server, das Teilnetz bzw. das Gateway zu transportieren. Der
Modellierer kann damit beeinflussen, wie stark jede Komponente belastet werden soll. Durch einen
großen Wert wird erreicht, dass z.B. eine bestimmte WAN-Verbindung (Gateway) wenig verwendet
wird. Die zu minimierende Zielfunktion ergibt sich damit als:
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Die Wahl der Gewichte ha¨ngt davon ab, welches Ziel bei der Berechnung der Verteilung verfolgt wird.
Die Gesamtbelastung der WF-Server kann durch eine geeignete Verteilung nicht minimiert werden,
da jede Aktion von genau einem WF-Server erledigt werden muss. Die Gesamtlast ist umso kleiner, je
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weniger Migrationen stattfinden. Das Ziel des vorgestellten Ansatzes ist es aber, das Kommunikations-
verhalten zu optimieren. So ist es naheliegend ¸^):¹l° MONPDQ6N,P 7 ST zu wa¨hlen. Angenommen, man will
ausschließlich die durchschnittliche Netzlast minimieren, weil die Teilnetze stark belastet sind und die
Gateways (z.B. in einem LAN) keinen Flaschenhals darstellen. Dann wa¨hlt man ¸^)¹^° pq 7 SUTu und
¸^)9,+8¹°
z{
7 S*7
Z
Tº . Fu¨r einzelne besonders leistungsschwache Teilnetze kann auch ° p(q 7 S
±
 fest-
gelegt werden. Wenn hingegen bestimmte WAN-Verbindungen die Leistungsfa¨higkeit des Systems
limitieren, so sollte fu¨r die zugeho¨rigen Gateways ° z{ 7 S*7 Z8»  gewa¨hlt werden.
Die durch die Ausfu¨hrung von Instanzen unterschiedlicher WF-Typen entstehenden Gesamtkosten
werden minimiert, indem die Kosten fu¨r die einzelnen WF-Typen getrennt minimiert werden. Dies
ist mo¨glich, weil sich die Gesamtlast einer Systemkomponente durch die Addition der Werte der von
den einzelnen WF-Typen erzeugten Last ergibt. Die Last, die durch Instanzen eines bestimmten WF-
Typs fu¨r eine Komponente resultiert, ist unabha¨ngig von anderen WF-Typen, da verschiedene WF-
Instanzen unabha¨ngig voneinander ausgefu¨hrt werden. Wird nun jeder der (voneinander unabha¨ngi-
gen) Lastwerte minimiert, so fu¨hrt dies zu der minimal mo¨glichen Summe. Deshalb ist es legitim,
mit den in Abschnitt 4.5 pra¨sentierten Verteilungsalgorithmen, die optimalen Serverzuordnungen fu¨r
jeden WF-Typen getrennt zu ermitteln. Lediglich wenn die Gesamtlast einer Systemkomponente (bei
gegebenen Serverzuordnungen) berechnet werden soll (z.B. um zu u¨berpru¨fen, ob diese u¨berlastet
sein wird), mu¨ssen alle WF-Typen gemeinsam betrachtet werden.
4.4 Berechnung der Wahrscheinlichkeitsverteilungen
In dem im vorherigen Abschnitt aufgestellten Kostenmodell werden die WV \flfi^ffifl 4"#$6%'*)&9,+- ,
/)13 #ffi! #"#$&587 %'*)9,+:- und
<>=?G@
 B%('
+^C )D- verwendet. Diese WV ha¨ngen u.a. von den konkret gewa¨hl-
ten Bearbeiter- und Serverzuordnungen ab. In diesem Abschnitt wird beschrieben, wie die WV bei
ausschließlicher Verwendung statischer Serverzuordnungen berechnet werden ko¨nnen. Die Berech-
nung bei Verwendung variabler Serverzuordnungen ist wesentlich komplizierter. Sie wird in Kapitel 5
ausfu¨hrlich beschrieben.
4.4.1 Berechnung von ¼½¾¿ÀUÁÂ£Ã6Ä#ÅBÆÇ
Die WV \sfi^ffi! #"#$6%'*)9,+:- gibt an, mit welcher Wahrscheinlichkeit Aktivita¨t . vom Server des Teil-
netzes ) kontrolliert und von einem Benutzer aus Teilnetz + bearbeitet wird. Im statischen Fall lau-
tet die Serverzuordnung der Aktivita¨t . : È
@
 4ÉlÊ8k"A #3.%ËT k, d.h. der WF-Server befindet sich bei
Ausfu¨hrung von Aktivita¨t . stets im Teilnetz  . Fu¨r |mTÌ) ist die oben angegebene Bedingung also
nicht erfu¨llbar, so dass sich die Wahrscheinlichkeit 0 ergibt.
Im zweiten Teil der Bedingung wird gefordert, dass sich der Bearbeiter der Aktivita¨t . im Teilnetz +
befindet. Die Wahrscheinlichkeit, dass die zutrifft, entspricht dem Anteil der potentiellen Bearbeiter
von Aktivita¨t . , die im Teilnetz + angesiedelt sind, an der Gesamtheit dieser Bearbeiter. Bei der
Berechnung dieses Anteils mu¨ssen die in Abschnitt 4.2.2.2 eingefu¨hrten Gewichte der Bearbeiter
beru¨cksichtigt werden. Damit ergibt sich:
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4.4.2 Berechnung von ÝÞÄLßU¿¾à¿ÀÁ:áãâ ÂÃ6Ä#Å}ÆÇ
/)13 #ffi! #"#$&587 %'*)9,+:- ist die Wahrscheinlichkeit, dass beim ¨Ubergang von Aktivita¨t ; nach . vom
Server ) zum Server + migriert werden muss. Die Berechnung ist bei statischen Serverzuordnungen
trivial, da die Serverzuordnung direkt den WF-Server der Aktivita¨t angibt. Damit ergibt sich die Wahr-
scheinlichkeit 1 genau dann, wenn Aktivita¨t ; dem Server im Domain ) und Aktivita¨t . dem Server
im Domain + zugeordnet ist:
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4.4.3 Berechnung von ê|ëíìî¿¨Â£ÃDÆoïOÄGÇ
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”
Anzahl“ der potentiellen Bearbeiter von Aktivita¨t . im Domain + , wenn
diese Aktivita¨t vom Server im Teilnetz ) kontrolliert wird. Bei der Berechnung dieses Wertes mu¨ssen
die Gewichte °Û%('*k(- der Benutzer k bei der Ausfu¨hrung von Aktivita¨t . beru¨cksichtigt werden.
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+C )D- wird als 0 definiert, falls die Aktivita¨t . nicht vom WF-Server im Domain ) kontrolliert
wird. Andernfalls mu¨ssen zur Berechnung von
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4.5 Ermitteln geeigneter Serverzuordnungen
Durch Verwendung des Kostenmodells aus Abschnitt 4.3 und der WV aus Abschnitt 4.4 ist es mo¨glich,
Verteilungen zu bewerten und zu vergleichen. Mit diesem Ru¨stzeug ko¨nnen Algorithmen entwickelt
werden, die eine geeignete Verteilung der Aktivita¨ten auf die WF-Server (Serverzuordnungen) berech-
nen. Dabei muss zwischen der Performanz des verwendeten Verteilungsalgorithmus und der Gu¨te der
berechneten Verteilung abgewa¨gt werden. Allerdings werden die Serverzuordnungen der Aktivita¨ten
schon zur Modellierungszeit berechnet, d.h. die Ausfu¨hrung der Verteilungsalgorithmen belastet die
WF-Server nicht. Deshalb ist deren Performanz kein besonders kritischer Faktor. Es stellt sich ledig-
lich die Frage, ob in vernu¨nftiger Zeit u¨berhaupt ein akzeptables Ergebnis gefunden wird. In dem nun
folgenden Abschnitt werden verschiedene Verteilungsalgorithmen vorgestellt. Anschließend werden
noch verwandte Algorithmen diskutiert und es wird aufgezeigt, welche Ideen u¨bernommen wurden
und wie weitere Varianten der Verteilungsalgorithmen entwickelt werden ko¨nnen.
Alle Algorithmen, die im Folgenden fu¨r statische Serverzuordnungen vorgestellt werden, ko¨nnen auch
fu¨r die Berechnung variabler Serverzuordnungen verwendet werden. Dies ist mo¨glich, weil die Algo-
rithmen als Eingabeparameter fu¨r alle Aktivita¨ten .ðç die Menge der potentiellen Serverzuordnun-
gen ffifl"
e
È
@
 4ÉlÊ8k^"G #O.% haben. Angenommen, dass das WfMS aus den WF-Servern
?OñòYòYòL?Gó
MONPDQ be-
steht, dann ergibt sich bei statischen Serverzuordnungen ¸^.ô¹3ffis"
e
È
@
 GÉÊ8k^"G #O.
%
Tõ
?
ñ
9
òYòYò6?Gó
MONPDQ4ö
.
In Fall variabler Serverzuordnungen werden diese Mengen entsprechend erweitert, d.h. fu¨r die Akti-
vita¨ten sind mehr Serverzuordnungen mo¨glich als im statischen Fall.
Es gibt Situationen, in denen der Modellierer fu¨r einige Aktivita¨ten bestimmte Serverzuordnungen
vorgeben oder verbieten will. Dies ist notwendig, wenn eine Aktivita¨t von einem bestimmten WF-
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Server kontrolliert werden muss (z.B. aus technischen Gru¨nden oder aufgrund von Vorgaben bei un-
ternehmensu¨bergreifenden WF). Bei den beschriebenen Verteilungsalgorithmen ist es leicht mo¨glich,
fu¨r bestimmte Aktivita¨ten die Menge der erlaubten Serverzuordnungen einzuschra¨nken. Dazu werden
einer Verteilung, in der eine nicht erlaubte Serverzuordnung enthalten ist, die Kosten ÷ zugeordnet
(Funktion ød:FIø6kFId ef@ ø" ?}ef? ). Eine solche Verteilung wird von den Algorithmen niemals ausgewa¨hlt.
Da auch Migrationen, in welche mit solchen Vorgaben behaftete Aktivita¨ten involviert sind, bei der
Berechnung der Kosten beru¨cksichtigt werden, haben diese Vorgaben Auswirkungen auf die Fest-
legung der Server benachbarter Aktivita¨ten. Es wird also die insgesamt optimale Verteilung unter
Beru¨cksichtigung der Vorgaben berechnet, was nicht der Fall wa¨re, wenn mit Vorgaben behaftete
Aktivita¨ten einfach ignoriert werden wu¨rden. Der Modellierer hat natu¨rlich die Mo¨glichkeit, die be-
rechnete Verteilung noch manuell zu a¨ndern. Dabei kann er vom WfMS unterstu¨tzt werden, indem es
ihm die vor und nach der ¨Anderung entstehenden Kosten berechnet, so dass er die geplante ¨Anderung
bewerten kann.
4.5.1 Berechnung der optimalen Lo¨sung
Um die optimalen Serverzuordnungen zu berechnen, ko¨nnen alle Kombinationen aller mo¨glichen Ser-
verzuordnungen ffifl"
e
È
@
 4ÉlÊ8k^"G #O.% aller Aktivita¨ten .àð¯ erzeugt werden. Fu¨r jede dieser Kombi-
nationen berechnet die Funktion ød:FIø6kFId
ef@
ø"
?Bef?ù
¡
@}?}e
È
@
 4ÉlÊ8k^"G #O.tú}9dFIF2-
3
, unter Verwendung des
in Abschnitt 4.3 vorgestellten Kostenmodells, die entstehenden Kosten bei des Ausfu¨hrung einer WF-
Instanz dieses Typs. Schließlich wa¨hlt der Algorithmus 4.2 diejenige Serverzuordnung aus, die zu den
minimalen Kosten fu¨hrt.
Algorithmus 4.2 (Berechnung der optimalen Serverzuordnungen)
inputûüý]þjß 
 	 : Kontrollflussstruktur des WF-Typs mit
 þ




 
ff
ýflfiffiff "!$#

ffi&%'(
: )
+*, 
: die mo¨glichen Serverzuordnungen fu¨r Aktivita¨t

outputýflfiffiff "!$#

ffi&%'(
: )
+*- 
: die optimale Serverzuordnung fu¨r Aktivita¨t

begin.0/1¨û
32
þ04
;
for each 5
fi
2
ýflfiffiff 6!7#

ffi&%8('9:*
ff
ýflfiffiff "!$#

ffi&%'('9
do
for each 5
fi
2
ýflfiffiff 6!7#

ffi&%8(3;<*
ff
ýflfiffiff "!$#

ffi&%'(3;
do
. . .
for each 5
fi
2
ýflfiffiff "!$#

ffiff%'
("= >?=
*
ff
ýfiffiff 6!7#

ffi&%8
(6= >?=
do
û
32
þA@CBEDF@G#HDFB

fi @
32I2
ß
5
fi
2
ýflfiffiff 6!7#

ffi&%8J

BEDFD
	 ; K
if
û
32ML
.0/1¨û
32
thenýfiffiff 6!7#

ffi&%8J£þ
5
fi
2
ýflfiffiff "!$#

ffiff%'J
;.0/1¨û
32
þËû
32
;
end.
Da fu¨r C yC Aktivita¨ten jeweils < È @  4É Serverzuordnungen getestet werden, hat der Algorithmus 4.2
die exponentielle Komplexita¨t i
ù2<
È
@
 4É?N
q
N - . Ein WF kann durchaus C ~C
±
Y# Aktivita¨ten umfas-
sen. Dies kann dazu fu¨hren, dass es nicht mo¨glich ist, in akzeptabler Zeit die optimalen Serverzuord-
3In der Funktion OQP8RSOT"RSP&UWV OQXYQUZY steht [\VYQUZ]^VG_`8aTEX_b&cHd fu¨r die Serverzuordnungen aller Aktivita¨ten der WF-
Vorlage. Lautet der zweite Parameter P8ReR , so werden die Kosten fu¨r die Ausfu¨hrung aller Aktivita¨ten und aller Migrationen
berechnet. Wird an dieser Stelle eine Aktivita¨t c angegeben, so werden nur die Kosten zur Ausfu¨hrung der Aktivita¨t c (ohne
Migrationskosten) berechnet.
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nungen zu berechnen. Deshalb werden in den nachfolgenden Abschnitten Verfahren vorgestellt, die
eine gute Na¨herung der optimalen Lo¨sung berechnen. Danach wird in den Abschnitten 4.5.4.1 und
4.5.4.2 noch beschrieben, wie effizientere Verfahren zur Berechnung der optimalen Serverzuordnun-
gen entwickelt werden ko¨nnen. Da auch diese ein komplexes Optimierungsproblem lo¨sen mu¨ssen,
beno¨tigen sie dafu¨r i.d.R. aber auch exponentiell viel Zeit.
4.5.2 Berechnung einer suboptimalen Lo¨sung
Um zu vermeiden, dass der Verteilungsalgorithmus exponentielle Laufzeit beno¨tigt, wird in diesem
Abschnitt ein Algorithmus zur Berechnung der Serverzuordnungen vorgestellt, der auf einem Greedy-
Ansatz [BB93, CLR96, Sch97a] basiert. Dieser Algorithmus 4.3 la¨uft in 2 Phasen ab: Zuerst wird jede
Aktivita¨t einzeln betrachtet und die fu¨r sie optimale Serverzuordnung wird berechnet. In der 2. Phase
werden Partitionen zusammengefasst, falls die Migration zwischen ihnen nicht rentabel ist. Durch
diese Vorgehensweise werden die folgenden Fa¨lle unno¨tiger Migrationen vermieden, die ansonsten in
der Praxis ha¨ufig vorkommen wu¨rden:
ff Zwischen Aktivita¨ten, die vom selben Server kontrolliert werden, liegen wenige Aktivita¨ten, wel-
che einem anderen WF-Server zugeordnet sind. Die Migrationen, zuerst zu diesem Server und
danach wieder zuru¨ck, sind nicht rentabel. In diesem Fall ist es gu¨nstiger, alle Aktivita¨ten dem-
selben Server (dem der a¨ußeren Partitionen) zuzuordnen, um die Kosten fu¨r die Migrationen
einzusparen.
ff Zwischen zwei Partitionen befinden sich wenige Aktivita¨ten einer dritten Partition (oder evtl. so-
gar mehrerer Partitionen). Wenn sich wegen diesen wenigen Aktivita¨ten die Migration zu dem
weiteren Server nicht lohnt, so ist es besser, diese Aktivita¨ten einer der a¨ußeren Partitionen zuzu-
ordnen.
Um Migrationskosten einzusparen mu¨ssen also gewisse Partitionen aufgelo¨st werden. Damit nicht alle
mo¨glichen Zusammenfassungen gleichzeitig untersucht werden mu¨ssen (was wieder zu einer expo-
nentiellen Laufzeit fu¨hren wu¨rde), wird die folgende Heuristik verwendet, um die Kandidaten fu¨r eine
¨Anderung der Serverzuordnung zu identifizieren:
”
Das ¨Andern der Serverzuordnungen einer Partition
verursacht nur geringe Mehrkosten bei der Steuerung der einzelnen Aktivita¨ten, wenn die Partition
klein ist, d.h. wenige Aktivita¨ten entha¨lt.“ Deshalb pru¨ft der Algorithmus 4.3 zuerst fu¨r kleine Parti-
tionen, ob es rentabel ist, sie mit einer benachbarten Partition zusammenzufassen, so dass die Migra-
tion zwischen ihnen entfa¨llt. Wurden alle kleineren Partitionen untersucht, so wird dies fu¨r gro¨ßere
Partitionen durchgefu¨hrt. Ein Beispiel fu¨r die Funktionsweise des Algorithmus 4.3 ist in Abb. 4.3
dargestellt.
In der Phase 1 von Algorithmus 4.3 wird zuna¨chst eine Ausgangslo¨sung bestimmt. Diese beru¨ck-
sichtigt noch keine Migrationskosten. Fu¨r jede Aktivita¨t – einzeln betrachtet – werden alle mo¨glichen
Serverzuordnungen ausprobiert. Aus den potentiell mo¨glichen Serverzuordnungen wird diejenige aus-
gewa¨hlt, die zu den minimalen Kosten fu¨r die Ausfu¨hrung dieser Aktivita¨t fu¨hrt. Da die Aktivita¨ten
dabei isoliert betrachtet werden, ergeben sich i.d.R. auch nicht rentable Migrationen. In der Phase 2
wird u¨berpru¨ft, welche dieser Migrationen sinnvoll sind. Dazu wird ausgerechnet, ob es gu¨nstiger ist,
eine Partition ffi mit einer direkten Vorga¨nger- oder Nachfolgerpartition zusammenzufassen, so dass
die Migration dazwischen entfa¨llt. Wie schon erwa¨hnt, betrachtet der Algorithmus zuerst kleine Par-
titionen. Diese werden mit Nachbarpartitionen zusammengefasst, wodurch immer gro¨ßere Gruppen
von Aktivita¨ten gebildet werden, zwischen denen keinen Migrationen stattfinden. Dies wird solange
durchgefu¨hrt, bis keine unrentablen Migrationen mehr vorhanden sind. Dieses Vorgehen reduziert die
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Abbildung 4.3 Beispiel fu¨r die Funktionsweise von Algorithmus 4.3.
zu kommunizierende Datenmenge bei der Ausfu¨hrung der WF-Instanzen, da Partitionen genau dann
zusammengefasst werden, wenn dies die Kommunikationskosten reduziert.
4.5.3 Verbesserungen des Verfahrens
Mit dem Algorithmus 4.3 ko¨nnen sehr gute Serverzuordnungen berechnet werden. Allerdings las-
sen sich Fa¨lle konstruieren, in denen Partitionen nicht optimal zusammengefasst werden. Diese Pro-
blemfa¨lle werden im Folgenden vorgestellt und es wird aufgezeigt, wie Algorithmus 4.3 modifiziert
werden muss, um diese Fa¨lle geeignet zu behandeln. Die dabei entstehenden Algorithmen weisen
weiterhin ein polynomielles Laufzeitverhalten auf.
Auch die modifizierten Algorithmen berechnen nicht immer die optimale Verteilung, sondern nur
eine sehr gute Na¨herung. Ein Grund dafu¨r ist, dass die Algorithmen weiterhin versuchen, Paare von
Partitionen zusammenzufassen. Es wird nicht versucht, fu¨r eine beliebige Teilmenge aller Partitionen
den optimalen Server zu ermitteln. Da es bei   Aktivita¨ten 
ù
  Partitionen geben kann, ko¨nnen

ù
N  N
 solche Teilmengen gebildet werden. Wenn sie alle analysiert werden, so hat der entstehende
Algorithmus kein polynomielles Laufzeitverhalten mehr. Eine exponentielle Komplexita¨t kann bei
sehr großen WF-Vorlagen aber nicht akzeptiert werden. Deshalb wird der Ansatz, beliebige Mengen
von Partitionen zu untersuchen, im Folgenden nicht verfolgt.
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Algorithmus 4.3 (Berechnung gut geeigneter Serverzuordnungen)
inputûüý]þjß 
 	 : Kontrollflussstruktur des WF-Typs mit
 þ




 
ff
ýflfiffiff "!$#

ffi&%' (
: )
+*, 
: die mo¨glichen Serverzuordnungen fu¨r Aktivita¨t

outputýflfiffiff "!$#

ffi&%'(
: )
+*- 
: eine gu¨nstige Serverzuordnung fu¨r Aktivita¨t

begin
Phase 1:
for each Aktivita¨t
 *- 
(in partieller Ordnung bezu¨glich Kontrollfluss) do.0/1¨û
32
þ 4
;
for each 5
fi
2
ýflfiffiff 6!7#

ffi&%8( *
ff
ýflfiffiff 6!7#

ffi&%8(
doû
32
þA@CBEDF@G#HDFB

fi @
32I2
ß
5
fi
2
ýfiffiff 6!7#

ffi&%8 J


	 ;
if
û
32ML
.0/1¨û
32
thenýflfiffi 6!$#

ffi&%' ( þ
5
fi
2
ýflfiffi 6!$#

ffi&%' (
;.0/Ý¨û
32
þàû
32
;
Phase 2:.0/1¨û
32
þA@CBEDF@G#HDFB

fi @
32I2
ß·ýfiffiff 6!7#

ffi&%8J

BDD
	 ;
for PartGro¨ße = 1 to 
 
 do
for each




þ
PartGro¨ße


ist max. Teilgraph mit )
D 

D  *

ýflfiffi 6!$#

ffi&%'jS9àýfiffiff 6!7#

ffi&%8j ;
do
1
¡ 
@

þA £¢¥¤¤
;
for each
B§¦*

mit ¨
DÚ*
©
B *

ffifffiff%fª¬«­}¯®°j­± ²´³ µfl¶}¯« ²´³ ±­­¸· ²º¹AßFD
	¼»
B *aýÚ#s@@½ª¬«­}¯®°j­± ²´³ µ¶¯« ²
³ ±­­· ²º¹}ßFD
	 do
for each
D?*
 do 5
fi
2
ýflfiffiff 6!7#

ffi&%8jxþàýfiffiff 6!7#

ffi&%8¾
;
for each
D¦*
 do 5
fi
2
ýflfiffiff 6!7#

ffi&%8jxþàýfiffiff 6!7#

ffi&%8j
;
5
fi
2
û
32
þ @CBED@G#sDB

fi @
32I2
ß
5
fi
2
ýflfiffiff "!$#

ffi&%'
J

BEDFD
	 ;
if 5
fi
2
û
32\L
.0/1¨û
32
then
1
¡ 
@

þAB
;.0/1¨û
32
þ
5
fi
2
û
32
;
if
1
¡ 
@

¦þ  £¢&¤*¤
then
for each
D?*

doýfiffiff 6!7#

ffi&%8j^þàýflfiffiff "!$#

ffi&%'
­¿ÁÀ(ÂÃÄÀ
;
end.
Problemfall 1
Der erste Problemfall ergibt sich durch die Annahme, dass es gu¨nstig ist, zuerst kleine Partitionen
mit Nachbarpartitionen zusammenzufassen. In Abb. 4.4 ist ein Beispiel dargestellt, in dem die daraus
resultierende Heuristik versagt. Dabei ist die Partition des Servers Å,Æ kleiner als die des Servers ÅÇ .
Deshalb wird zuerst getestet, ob es eine Verbesserung bringt, wenn diese Partition vom Server Å Ç
kontrolliert wird. Da dies der Fall ist, gibt es keine Aktivita¨ten mehr, die vom Server ÅhÆ kontrolliert
werden, so dass nicht mehr getestet wird, ob es gu¨nstiger ist, wenn alle Aktivita¨ten vom Server Å,Æ
kontrolliert werden. Da die Partition des Servers ÅÇ gro¨ßer ist, ist es zwar unwahrscheinlich, aber
durchaus mo¨glich, dass es gu¨nstiger gewesen wa¨re, diese Aktivita¨ten dem Server ÅhÆ zuzuordnen.
Der Algorithmus 4.4 lo¨st das soeben beschriebene Problem. Die Heuristik wird nicht verwendet. Statt-
dessen werden alle mo¨glichen Zusammenfassungen analysiert und diejenige ausgewa¨hlt, die zu der
maximalen Verbesserung fu¨hrt. Dadurch kann es nicht mehr vorkommen, dass die Aktivita¨ten einer
kleineren Partition ÈÉÇ dem Server einer gro¨ßeren Partition È1Æ zugeordnet werden, obwohl der umge-
4.5. ERMITTELN GEEIGNETER SERVERZUORDNUNGEN 93
ÊÌËÎÍ´ÏÑÐÒÓÕÔ×ÖÓØÓÙÏËÑÓflÚÛÓÝÜ´ÓØLÞÓØ ßàá¸Ø¡âºËjàËãjÓË¸ä
åflæ çflè éê ë/ì íî
ï´ðÑñòó×ô¸õ
öfl÷ øflù úû ü/ý þß
  	 
fifffl	ffi	  
fi !"#fi$%'&()(+*
,.-0/+1%	2 (fi3fi456)%	1)7878)%	#(39
7;: <;= >@? A@B C;D
EfiF GfiH IJ KL MfiN
OPQRSUTRVPW XY
Z[.\ W ]^_ Ra`bXficPTdfeS'Rg^VRShY
V^ i Q R
V^ i Q R
V^ i Q R
V^ i Q R
Abbildung 4.4 Beispiel in dem die von Algorithmus 4.3 verwendete Heuristik ungu¨nstig ist.
Algorithmus 4.4 (Lo¨sung fu¨r den Problemfall 1)
inputjlknmpoq	rtsvuwsyxzxyx {
: Kontrollflussstruktur des WF-Typs mit
r|o~}ysvsyxzxzxv lŁ
@
m@+

;.
: 
r
: die mo¨glichen Serverzuordnungen fu¨r Aktivita¨t

outputm@+

;.
: 
r
: eine gu¨nstige Serverzuordnung fu¨r Aktivita¨t

begin
Phase 1:
// wie in Algorithmus 4.3
Phase 2:

j
z
o¡ £¢fi¤ ¥¤¢

  
y¦
q	my@§

;8¨8s©¢¤	¤	{
;
repeat
1
«ª
 

o¬r£¢¥¤¤
;
for each . ist max. Teilgraph mit 
¤s©¤'l
	
my@§

;8j®­¯m@+

@.j±°
do
for each
¢§¦

mit ¨
¤²
©
¢³

@@fª¬«­¯®°j­± ²´³ µfl¶¯« ²´³ ±­­¸· ²º¹.q¤´{
»
¢³µm² z ½ª¬«­¯®°j­± ²´³ µ¶¯« ²
³ ±­­· ²º¹8q¤	{
do
for each
¤¶

do ·

y
m@§

;8

o¡my@§

;8
¾
;
for each
¤¦

do ·

y
m@§

;8

o¡my@§

;8

;
·

z
j
y
o¯ £¢fi¤	 ¥¤	¢

  
y¦
q
·

y
m@+

;.
¨
s©¢fi¤¤	{
;
if ·

y
j
z¹¸º
j
y
then
1
«ª
 

o¡¢
;
1
«
¢

o

;

j
y
o
·

y
j
y
;
if
1
«ª
 

¦o¯r ¢¥¤*¤
then
for each
¤¶
1
«
¢

dom

;.jo»m@+

@.
­¿ÁÀ(ÂÃÄÀ
;
until
1
«ª
 

o¡r£¢¥¤*¤
; // es wurde keine Verbesserung mehr gefunden
end.
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kehrte Fall gu¨nstiger wa¨re. Allerdings erfordert dieser Algorithmus einen gro¨ßeren Aufwand, da bei
jedem Durchlauf der Repeat-Until-Schleife die Kosten aller mo¨glichen Zusammenfassungen analy-
siert werden mu¨ssen. Die bei diesem Algorithmus gewa¨hlte Vorgehensweise, stets den Weg mit der
maximalen Verbesserung zu wa¨hlen, wird in [Tur96, CLR96] z.B. auch bei Greedy-Algorithmen fu¨r
das Traveling-Salesman-Problem vorgeschlagen.
Problemfall 2
Der zweite Problemfall entsteht, weil beim Zusammenfassen von zwei Partitionen nur die beiden
Server beru¨cksichtigt werden, die urspru¨nglich fu¨r die beteiligten Partitionen vorgesehen waren. Es
kann aber vorkommen, dass fu¨r die entstehende Partition ein dritter Server optimal ist. Ein solches
Beispiel ist in Abb. 4.5 dargestellt. Fu¨r die Aktivita¨ten ¼ und ½ ist der Server ÅfÇ optimal, der Server
Å.¾ ist aber auch recht gut geeignet. ¨Ahnlich verha¨lt es sich fu¨r die Aktivita¨ten ¿ und À : Der Server
ÅhÆ ist optimal und Å ¾ wiederum gut geeignet. Der Algorithmus 4.3 erzeugt nun eine der dargestellten
Verteilungen, bei denen die Aktivita¨ten von den Servern ÅÇ bzw. ÅhÆ kontrolliert werden. Die optimale
Lo¨sung wa¨re aber, alle Aktivita¨ten dem Server Å ¾ zuzuordnen. Dann ist keine Migration notwendig
und alle Aktivita¨ten werden von einem
”
recht gut geeigneten“ Server gesteuert.
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Abbildung 4.5 Beispiel bei dem der Algorithmus 4.3 nicht optimal Zusammenfassen kann.
Der Algorithmus 4.5 findet in dem in Abb. 4.5 dargestellten Fall die optimale Lo¨sung. In der Phase 1
wird fu¨r jede Aktivita¨t nicht nur die optimale Serverzuordnung ermittelt, sondern die 4 am besten
geeigneten Serverzuordnungen ( 576fi8%9:<;>=?8fiÀ@A>BDC%EFEG4IH ). 4 ist eine vorzugebende Konstante. Ist 4
groß, so wird das Ergebnis besser, es wa¨chst aber auch die Laufzeit des Algorithmus. Der Algorith-
mus 4.3 pru¨ft beim Zusammenfassen einer Partition È mit einer Nachbarpartition ÈKJ (der Aktivita¨t
¼ ) nur, ob die Verwendung der Serverzuordnung von È J zu den minimalen Kosten fu¨hrt. Bei dem
erweiterten Algorithmus 4.5 werden jeweils die 4 besten Serverzuordnungen aller Aktivita¨ten ½ der
Nachbarpartition È
J
in Erwa¨gung gezogen. Dadurch wird erreicht, dass ein Server, der sowohl fu¨r die
Nachbarpartition È J , wie auch fu¨r die untersuchte Partition È gut geeignet ist, fu¨r die gemeinsame
Partition verwendet wird.
Der Algorithmus 4.5 kann auch in Verbindung mit Algorithmus 4.4 verwendet werden. Dann wird
beim Zusammenfassen von zwei Partitionen nicht nur 5L6fi8%9:;M=?8+ÀN@PO als neue Serverzuordnung in
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Algorithmus 4.5 (Lo¨sung fu¨r den Problemfall 2)
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Erwa¨gung gezogen, sondern es werden (wie in Algorithmus 4.5) fu¨r alle Aktivita¨ten ½ der Partition
ÈKJ alle Serverzuordnungen 576fi8%9:<;>=?8fiÀ@P[fiB \]H fu¨r \7^_C`EfiEfiEa4 betrachtet.
4.5.4 Verwandte Algorithmen
In diesem Abschnitt wollen wir einige Algorithmen betrachten, die in der Literatur zur Lo¨sung von
Optimierungsproblemen vorgeschlagen werden. Sie werden darauf hin untersucht, ob mit ihnen evtl.
geeignete Serverzuordnungen ermittelt werden ko¨nnen. Wir betrachten sowohl Algorithmen zum Er-
mitteln des absoluten Optimums (Backtracking, Branch-and-bound) als auch zur Berechnung von
Na¨herungen dieses Optimums (Hill-Climbing, Simulated-Annealing). Dabei wird aufgezeigt, inwie-
weit die entsprechenden Ideen in die Algorithmen 4.2 - 4.5 eingeflossen sind und warum bestimmte
Ansa¨tze fu¨r das vorliegende Problem weniger geeignet sind.
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4.5.4.1 Backtracking
Durch Backtracking [BB93, GB65] wird stets die optimale Lo¨sung fu¨r ein Problem berechnet. Beim
Backtracking wird eine Teillo¨sung versuchsweise erweitert und die Erweiterungen werden auch wie-
der zuru¨ckgenommen. Prinzipiell ko¨nnen dadurch alle Lo¨sungsmo¨glichkeiten untersucht werden, je-
doch werden Zweige, die nicht mehr zum Erfolg fu¨hren ko¨nnen, nicht weiter verfolgt. Dadurch wird
der Aufwand reduziert, da i.d.R. nicht der gesamte Lo¨sungsraum durchsucht werden muss.
Backtracking dient zum Durchsuchen von gerichteten, zyklenfreien Graphen (meist Ba¨umen). Der
Graph ist dabei implizit, d.h. er existiert nicht physisch, sondern die Knoten lassen sich nur eindeu-
tig beschreiben. Das Verfahren beginnt bei der Wurzel, welche die leere Lo¨sung repra¨sentiert. Dann
wird ein beliebiger Zweig gewa¨hlt, das heißt der Lo¨sung wird ein Element hinzugefu¨gt. Dies wird so-
lange wiederholt, wie die Teillo¨sung noch zu einer Gesamtlo¨sung fu¨hren kann. Falls dies nicht mehr
mo¨glich ist, wird das letzte gewa¨hlte Element entfernt und durch eine alternative Lo¨sungsmo¨glichkeit
(Bruderzweig) ersetzt. Immer wenn eine Gesamtlo¨sung entdeckt wird, wird diese ausgegeben. Bei
Optimierungsproblemen kann eine Teillo¨sung noch zu einer (optimalen) Gesamtlo¨sung fu¨hren, wenn
die durch die Teillo¨sung verursachten Kosten kleiner sind, als die der besten bisher gefundenen Ge-
samtlo¨sung. Die beste bisher gefundene Gesamtlo¨sung muss gespeichert werden und kann am Ende
des Algorithmus ausgegeben werden. Da ausschließlich Zweige ignoriert werden, die nicht mehr zu
einer optimalen Lo¨sung fu¨hren ko¨nnen, findet Backtracking stets das globale Optimum. Eine typi-
sche Anwendung fu¨r Backtracking ist das 8-Damen-Problem [BB93], bei dem 8 Damen so auf einem
Schachbrett zu platzieren sind, dass sie sich nicht bedrohen.
Um die optimalen Serverzuordnungen mittels Backtracking zu berechnen, muss das Problem als
Graph dargestellt werden (siehe Abb. 4.6). Der erste Knoten stellt die leere Lo¨sung dar (alle Ser-
verzuordnungen sind undefiniert). Seine Nachfolgerknoten sind die mo¨glichen Serverzuordnungen
fu¨r die Aktivita¨t 1. Deren Nachfolgerknoten enthalten dieselbe Serverzuordnung fu¨r Aktivita¨t 1
und alle mo¨glichen Serverzuordnungen fu¨r Aktivita¨t 2, usw. Die Blattknoten beschreiben dann eine
vollsta¨ndige Serverzuordnung fu¨r alle Aktivita¨ten @cb  . Der Test, ob ein Zweig weiter verfolgt wer-
den muss, lautet wie folgt: Breche die Analyse eines Zweiges ab, wenn die Kosten einer Teillo¨sung
gro¨ßer sind, als die der besten bisher gefundenen Gesamtlo¨sung.
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Abbildung 4.6 Berechnung der optimalen Serverzuordnungen dargestellt als Graphenproblem.
Der Einsatz des Backtracking-Verfahrens hat bei der gegebenen Problemstellung einen gravieren-
den Nachteil: Eine Teillo¨sung verursacht i.d.R. geringere Kosten als eine Gesamtlo¨sung, da nur die
Ausfu¨hrungs- und Migrationskosten eines Teils der Aktivita¨ten betrachtet werden. Deshalb mu¨ssen
alle Zweige fast bis zum Ende durchlaufen werden, so dass anna¨hernd so viele Kombinationen von
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Serverzuordnungen analysiert werden mu¨ssen, wie bei Algorithmus 4.2. Der nachfolgend beschrie-
bene Ansatz mindert dieses Problem etwas.
4.5.4.2 Branch-and-bound
Auch Branch-and-bound [BB93, LW66] ist ein Verfahren, um einen impliziten, gerichteten, azykli-
schen Graphen zu erkunden. Dabei wird intelligenter als beim Backtracking vorgegangen, indem ver-
sucht wird, auch die Kosten fu¨r den noch nicht feststehenden Teil der Lo¨sung abzuscha¨tzen.
Das Grundprinzip von Branch-and-bound ist dasselbe wie beim Backtracking. Allerdings wird fu¨r
eine Teillo¨sung \ abgescha¨tzt, wie gut die Gesamtlo¨sung bestenfalls noch werden kann ( ¢¤£}\  ). Die
mo¨glichen Erweiterungen der Teillo¨sung \ werden in der Reihenfolge aufsteigender ¢¥£}\  durchlaufen,
d.h. die vielversprechendste Erweiterung wird zuerst verfolgt. Kann eine Teillo¨sung selbst im gu¨nstig-
sten Fall zu keiner besseren Gesamtlo¨sung fu¨hren, als die beste schon gefundenen Gesamtlo¨sung,
so wird der entsprechende Zweig nicht weiter untersucht. Ein Beispiel, in dem Branch-and-bound
eingesetzt werden kann, ist das Traveling-Salesman-Problem [BB93, Sch97a]. Da auch die (minima-
len) Kosten des noch nicht feststehenden Teils der Lo¨sung beru¨cksichtigt werden, wird die Analyse
”
falscher“ Zweige fru¨her abgebrochen, als beim Backtracking. Dadurch wird nur ein kleinerer Teil
des Lo¨sungsraums untersucht.
Um Branch-and-bound fu¨r das vorliegende Optimierungsproblem einsetzen zu ko¨nnen, muss ab-
gescha¨tzt werden, wie hoch die Kosten einer Verteilung minimal sind, wobei die Serverzuordnungen
nur teilweise bekannt sind. Fu¨r den Teil des Graphen, fu¨r den die Serverzuordnungen feststehen, ist
die Berechnung der Kosten unproblematisch. Fu¨r Aktivita¨ten mit noch nicht feststehenden Serverzu-
ordnungen ist es mo¨glich, die minimalen Kosten fu¨r die Steuerung einzelner Aktivita¨ten zu berechnen
(vgl. Phase 1 von Algorithmus 4.3). Die untere Schranke fu¨r die Kosten von Migrationen, in wel-
che diese Aktivita¨ten involviert sind, betra¨gt 0, da stets der Fall eintreten kann, dass keine Migration
stattfindet. Dadurch wird die Abscha¨tzung relativ grob, so dass auch bei diesem Verfahren recht viele
Knoten besucht werden mu¨ssen. I.Allg. entsteht ein exponentiell großer Aufwand, so dass Branch-
and-bound nur in Ausnahmefa¨llen eingesetzt werden kann. Insbesondere, da die in Abschnitt 4.5.2
und 4.5.3 vorgestellten Algorithmen fu¨r die praktisch relevanten Fa¨lle sehr gute Lo¨sungen ermitteln,
macht es wenig Sinn, ein Branch-and-bound-Verfahren einzusetzen. Falls aber aus irgendwelchen
Gru¨nden die absolut optimalen Serverzuordnungen beno¨tigt werden, so ist Branch-and-bound das am
besten geeignete Verfahren, um diese zu ermitteln.
4.5.4.3 Hill-Climbing
Hill-Climbing ist ein Verfahren aus dem Bereich des maschinellen Lernens. Es verfolgt das Ziel, eine
gro¨ßere Anzahl von Variablen so zu konfigurieren, dass eine Zielfunktion minimiert wird. Es wird also
die Lo¨sung fu¨r ein Optimierungsproblem gesucht. Dabei wird aber im Gegensatz zu den vorherigen
beiden Verfahren nicht immer das absolute Optimum ermittelt. Damit fa¨llt dieses Verfahren in dieselbe
Kategorie wie die Verteilungsalgorithmen aus Abschnitt 4.5.2 und 4.5.3.
Das klassische Hill-Climbing [Emd91] beginnt mit einer leeren Lo¨sung. Mit einer Bewertungsfunk-
tion werden alle elementaren ¨Anderungen (z.B. Vera¨nderungen einer einzelnen Variablen) analysiert.
Dann wird diejenige ¨Anderung, die mit der gro¨ßten Verbesserung verbunden ist, durchgefu¨hrt. Ist
keine Verbesserung mehr mo¨glich, so stoppt der Algorithmus. Ein Problem dieses Verfahrens ist, dass
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der Algorithmus auch in einem lokalen Optimum stoppen kann, das absolute Optimum also nicht
gefunden wird.
Beim iterativen Hill-Climbing [Ack90, OvG89] wird mit einer zufa¨lligen Belegung der Variablen
begonnen. Dann wird wie beim Standardverfahren solange der
”
steilste Anstieg“ gewa¨hlt, bis ein lo-
kales Optimum erreicht wird. Das gesamte Verfahren wird solange wiederholt, bis die vorgesehene
Zeit abgelaufen ist. Durch zahlreiche Wiederholungen kann die Wahrscheinlichkeit reduziert werden,
dass nur ein lokales Optimum gefunden wird. Dieses Verfahren hat wegen seiner Einfachheit eine
sehr gute Performanz (siehe [Ack90]). Das iterative Hill-Climbing mit steilstem Anstieg kann noch
modifiziert werden, indem nicht alle mo¨glichen Vera¨nderungen analysiert werden, sondern die erste
gefundene Verbesserung umgesetzt wird (
”
na¨chster Anstieg“). Dies reduziert die Anzahl der zu ana-
lysierenden Variablenbelegungen und damit den Zeitbedarf erheblich. Dies gilt insbesondere dann,
wenn der Aufwand zur Berechnung der Bewertungsfunktion groß ist.
Beim stochastischen Hill-Climbing [Ack90, OvG89] sind auch ¨Anderungen erlaubt, die mit einer
Verschlechterungen der Zielfunktion einhergehen. Dadurch ist es mo¨glich, aus lokalen Optima zu
”
entkommen“. Ob eine Vera¨nderung akzeptiert wird, ist abha¨ngig von der Gro¨ße der Verbesserung
bzw. Verschlechterung und von einer (zu konfigurierenden) Konstanten ¦ (Temperatur). Dabei ist die
Wahrscheinlichkeit, dass große Verbesserungen (Verschlechterungen) akzeptiert werden, groß (klein).
Die Temperatur4 ¦ gibt an, wie stark die Vera¨nderungen gewichtet werden. Bei diesem Verfahren wird
die jeweils beste bisher gefundene Lo¨sung gespeichert und am Testende ausgegeben. Beim iterativen
stochastische Hill-Climbing [OvG89] wird dieser Vorgang mit einer jeweils zufa¨lligen Startbelegung
der Variablen mehrfach durchgefu¨hrt und das Optimum aller Testla¨ufe ermittelt.
Prinzipiell ko¨nnen mit allen Hill-Climbing-Varianten geeignete Serverzuordnungen fu¨r die Akti-
vita¨ten berechnet werden. Dabei ist aber von Nachteil, dass bei den Verfahren eine leere oder zufa¨llige
Startbelegung der Variablen (initiale Serverzuordnungen) verwendet werden muss. Es wa¨re wesent-
lich gu¨nstiger, wenn von den in Phase 1 von Algorithmus 4.3 berechneten optimalen Serverzuordnun-
gen fu¨r einzelne Aktivita¨ten ausgegangen werden ko¨nnte. Da die Verfahren dies nicht zulassen, wird
relativ
”
blind“ gesucht, was zu sehr großen Rechenzeiten fu¨hrt. Da zudem der Suchraum sehr groß
ist (  §¨Cfi©© mit jeweils mehreren mo¨glichen Serverzuordnungen, in [Ack90] wurde von 20 bis 30
bina¨ren Variablen ausgegangen) sind Hill-Climbing-Verfahren kaum einsetzbar.
Es ist aber durchaus sinnvoll, Hill-Climbing fu¨r die Phase 2 der Verteilungsalgorithmen einzuset-
zen, d.h. beim Zusammenfassen von Partitionen. In Algorithmus 4.3 wurde ein
”
na¨chster Anstieg“-
Verfahren in Kombination mit einer Heuristik eingesetzt, die angibt, welche Schritte fu¨r das na¨chste
Zusammenfassen in Frage kommen. Dadurch wird nicht
”
blind“ irgendeine gefundene Verbesserung
gewa¨hlt, sondern es wird
”
vorsortiert“. Der Algorithmus 4.4 verwendet in seiner Phase 2 ein klassi-
sches Hill-Climbing, indem immer diejenige Zusammenfassung ausgewa¨hlt wird, die zu der maxima-
len Verbesserung fu¨hrt.
4.5.4.4 Simulated-Annealing
Simulated-Annealing ist eine Weiterentwicklung des Hill-Climbing. Es hat seine Urspru¨nge in der
Physik [DS90, OvG89]: Bei hohen Temperaturen herrscht in Gasen viel Bewegung. Werden diese
langsam abgeku¨hlt, so erstarren sie zu einer (perfekten) Kristallstruktur. Diese entspricht einer opti-
malen Belegung der Variablen.
4Analogie zu Gasen: Bei hohen Temperaturen bewegen sich die Teilchen schnell. Bei niedrigen Temperaturen sind nur
geringfu¨gige Vera¨nderungen mo¨glich.
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Beim Simulated-Annealing [Ack90, OvG89, Sch97a] wird ein Hill-Climbing-Verfahren eingesetzt.
Dabei wird mit einer sehr hohen Temperatur begonnen. Deshalb ist am Anfang die Wahrscheinlich-
keit sehr groß, dass eine ¨Anderung (auch Verschlechterung) akzeptiert wird. Die Variablenbelegung
springt stark. Im Laufe der Zeit wird die Temperatur abgesenkt. Dadurch werden die Schwankungen
(insbesondere die Verschlechterungen) kleiner. Auf diese Weise na¨hert sich die Variablenbelegung
einem Optimum. Die Gesamtlo¨sung ergibt sich als die beste aller betrachteten Variablenbelegungen.
Durch die starken Schwankungen am Anfang des Annealing-Prozesses, kann das Verfahren aus loka-
len Optima entkommen. Deshalb ist es fu¨r zahlreiche Anwendungen geeignet und fu¨hrt zu besseren
Resultaten als Hill-Climbing [DS90]. Eine typische Anwendung fu¨r Simulated-Annealing ist die Pla-
nung des Verlaufs von Leiterbahnen in VLSI-Schaltkreisen.
Beim Simulated-Annealing ist es schwierig, den Verlauf der Temperatur ¦ geeignet festzulegen (vgl.
[Ack90]). Sinkt ¦ zu langsam, so wird unno¨tig viel Rechenzeit verbraucht. Sinkt ¦ zu schnell, so
wird keine gute Lo¨sung gefunden, weil eine noch ungu¨nstige Belegung
”
eingefroren“ wird. Diese
kann sich bei kleinen Werten fu¨r ¦ kaum noch a¨ndern. Dasselbe Problem ergibt sich fu¨r die Ho¨he des
Startwerts von ¦ : Ist er zu groß, so braucht das Abku¨hlen sehr lange. Ist er zu klein, so ko¨nnen lokale
Minima nicht verlassen werden.
Ebenso wie Hill-Climbing kann Simulated-Annealing auf eine leere oder zufa¨llig festgelegte An-
fangsbelegung der Variablen (Serverzuordnungen) angewandt werden. Deshalb ko¨nnen mit diesem
Verfahren geeignete Serverzuordnungen berechnet werden. Es macht dabei jedoch keinen Sinn von
den in Phase 1 von Algorithmus 4.3 berechneten Serverzuordnungen auszugehen, da diese durch die
großen Vera¨nderungen am Beginn des Verfahren sehr schnell und beliebig vera¨ndert werden. Des-
halb wird diese gu¨nstige Variablenbelegung nicht genutzt. Somit treten dieselben Nachteile wie beim
Hill-Climbing auf, na¨mlich dass relativ
”
blind“ nach einer Lo¨sung gesucht wird. Durch die Mo¨glich-
keit, lokale Optima zu verlassen, fu¨hrt Simulated-Annealing aber i.d.R. zu besseren Ergebnissen als
Hill-Climbing, falls der Verlauf der Temperatur ¦ geeignet gewa¨hlt wird.
Die Anwendung von Simulated-Annealing auf das Zusammenfassen von Partitionen (Phase 2) ist
problematisch. Vorraussetzung fu¨r die Verwendung von Simulated-Annealing ist generell, dass jeder
Zustand von jedem anderen ausgehend erreichbar ist [OvG89]. Nur so ko¨nnen falsche Entscheidun-
gen, die bei hohen Temperaturen ha¨ufig sind, ausgeglichen werden. Zusammenfassungen ko¨nnen aber
durch weitere Zusammenfassungen nicht mehr ru¨ckga¨ngig gemacht werden. Partitionen, die bei ei-
ner sehr hohen Temperatur unsinnigerweise zusammengefasst werden, bleiben also fu¨r den Rest des
Annealing-Prozesses zusammen. Da es sehr viele Mo¨glichkeiten zum unsinnigen Zusammenfassen
gibt, wird dies bei hohen Temperaturen fast immer vorkommen, so dass die mehrfache Wiederholung
des Annealing-Algorithmus auch keine Lo¨sung darstellt. Deshalb ist eine Verwendung von Simulated-
Annealing fu¨r das Zusammenfassen von Partitionen kaum sinnvoll.
4.6 Verteilung der Benutzer auf die Teilnetze
Ob fu¨r die Aktivita¨ten u¨berhaupt gu¨nstige Serverzuordnungen existieren, ha¨ngt davon ab, wie die Be-
nutzer auf die verschiedenen Teilnetze verteilt sind. Wie wir in Abschnitt 3.1.5 gesehen haben, ist
es dabei vorteilhaft, wenn die Bearbeiter einer Aktivita¨t eine mo¨glichst hohe Lokalita¨t zueinander
aufweisen. Ist dies der Fall, so kann der WF-Server nahe bei allen diesen Bearbeitern gewa¨hlt wer-
den. Sind andererseits die Bearbeiter einer Aktivita¨t gleichma¨ßig u¨ber alle Teilnetze verteilt, so ist es
gleichgu¨ltig, welcher WF-Server gewa¨hlt wird. Es gibt dann keinen besonders gut geeigneten WF-
Server. Aus diesen Gru¨nden sollten die Benutzer – sofern dies in der gegebenen Umgebung mo¨glich
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ist – den Teilnetzen so zugeordnet werden, dass die Bearbeiter einer Aktivita¨t eine hohe Lokalita¨t
zueinander aufweisen. Eine solche Zuordnung zu finden ist nicht einfach, da es eine Vielzahl von Ak-
tivita¨ten mit unterschiedlichen Bearbeiterzuordnungen und unterschiedlicher Relevanz gibt. Deshalb
haben wir ein Verfahren entwickelt, das Mengen von Bearbeitern berechnet, die demselben Domain
angeho¨ren sollten. Im Folgenden wird zuerst seine Anwendbarkeit diskutiert und dann wird es vorge-
stellt. Da bei dem Verfahren angenommen wird, dass sich stets alle Bearbeiter ;ªbÈ	=?«­¬¤68¼8½aA fu¨r
die Bearbeitung der Aktivita¨t @ qualifizieren, kann das Verfahren in der hier vorgestellten Form nur
fu¨r unabha¨ngige Bearbeiterzuordnungen verwendet werden.
4.6.1 Anwendbarkeit des Verfahrens
Damit u¨berhaupt gu¨nstige Serverzuordnungen fu¨r die Aktivita¨ten festgelegt werden ko¨nnen, sollte die
Verteilung der Benutzer auf die Domains optimiert werden. Dies ist aber leider nicht immer mo¨glich.
Ha¨ufig entstehen durch a¨ußere Vorgaben Restriktionen bezu¨glich des einem Benutzer zugeordneten
Teilnetzes. Deshalb wird nun diskutiert, wann das nachfolgend vorgestellte Verfahren einsetzbar ist.
Ein gu¨nstigster Fall ist, dass ein Computersystem komplett neu aufgebaut wird. Doch selbst dann
entstehen durch die physische Anordnung der Benutzer (z.B. die Lage ihrer Bu¨ros) Restriktionen
fu¨r das Kommunikationsnetzwerk. Es ist nicht mo¨glich, einen Benutzer einem beliebigen Teilnetz
zuzuordnen, da ein LAN nicht beliebig weit voneinander entfernte Benutzer verbinden kann (vgl.
[Tan92, CDK95]). Man hat also nur in den a¨ußerst seltenen Fa¨llen, dass ein Geba¨ude neu bezogen
wird oder ein Wechsel der Arbeitspla¨tze akzeptabel ist, wirklich alle Freiheitsgrade bei der Zuordnung
der Benutzer zu den Teilnetzen. Ist dagegen die physische Anordnung der Benutzer vorgegeben, das
Kommunikationsnetzwerk soll aber noch aufgebaut werden, so sind bestimmte Zuordnungen nicht
mo¨glich. Wie stark die Einschra¨nkungen dann sind, ha¨ngt von der konkret verwendeten Netzwerk-
technologie ab. Der Fall, bei dem am wenigsten Optimierungspotential existiert, ist, dass ein existie-
rendes Kommunikationssystem weiterverwendet werden soll. Dann bestimmen die Mo¨glichkeiten zur
¨Anderung der Netzwerkkonfiguration die Freiheitsgrade bei der Optimierung.
Im Abschnitt 4.6.3 wird ein Algorithmus vorgestellt, der einen Vorschlag fu¨r eine geeignete Zuord-
nung der Benutzer des WfMS zu den Domains ermittelt. Dieser kann u¨bernommen werden, falls aus-
reichend Freiheitsgrade vorhanden sind. Andernfalls kann er als Anregung fu¨r Optimierungen dienen.
Um diese zu realisieren, ko¨nnen z.B. einzelne Benutzer einem anderen Teilnetz (Domain) zugeordnet
werden oder es kann ein zusa¨tzliches Teilnetz verwendet werden. In Fa¨llen, in denen u¨berhaupt keine
Freiheitsgrade bestehen, d.h., wenn der WF-Administrator keinen Einfluss auf die Netzwerkplanung
hat, kann das vorgestellte Verfahren nicht eingesetzt werden. Dem WfMS wird dann nur die aktu-
elle Zuordnung der Benutzer zu den Teilnetzen vorgegeben, da diese fu¨r das Kostenmodell beno¨tigt
wird. Doch auch ohne zusa¨tzliche Optimierung ist eine solche Zuordnung ha¨ufig schon recht gu¨nstig,
da Benutzer mit a¨hnlichen Aufgaben normalerweise derselben OE angeho¨ren und deshalb eine hohe
Lokalita¨t zueinander aufweisen.
4.6.2 Partitionierung in verteilten Datenbanksystemen
Die Verteilung der Daten eines verteilten DB-Systems auf die einzelnen Teilsysteme wird an die-
ser Stelle betrachtet, weil aus diesem Forschungsgebiet stammende Algorithmen auf unser Problem
u¨bertragbar sind. Deshalb werden die entsprechenden Verfahren im Folgenden kurz vorgestellt. Im
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na¨chsten Abschnitt wird dann gezeigt, wie sie verwendet werden ko¨nnen, um die optimalen Teilnetze
fu¨r die Benutzer zu berechnen.
In verteilten DB-Systemen muss eine geeignete Verteilung der Daten auf die Teilsysteme gefunden
werden [Dad96, ML77, ¨OV91], um effizient arbeiten zu ko¨nnen. Das dafu¨r u¨bliche Verfahren ist
die horizontale Partitionierung, bei dem die Tupel einer Relation mittels Pra¨dikaten unterschiedli-
chen DB-Servern zugeordnet werden. Dieser Ansatz ist zur Lo¨sung unserer Fragestellung nicht ge-
eignet. Die vertikale Partitionierung wird weniger ha¨ufig verwendet, ist aber algorithmisch interes-
santer. Hierbei werden die verschiedenen Attribute einer Relation in unterschiedlichen Teilsystemen
gespeichert. Welches Teilsystem fu¨r ein Attribut gewa¨hlt wird, ist abha¨ngig davon, wo das Attribut
am ha¨ufigsten verwendet wird. Verfahren, mit denen eine solche Verteilung berechnet werden kann,
wollen wir nun na¨her betrachten.
In [NCWD84, NR89] werden Verfahren zur vertikalen Partitionierung von Relationen vorgestellt.
Dabei wird von einer Attributs-Affinita¨ts-Matrix ausgegangen, die angibt, wie groß die Affinita¨t zwi-
schen Paaren von Attributen ist. Um die Attributs-Affinita¨ts-Matrix zu ermitteln, wird analysiert, wel-
che Attribute in welchen Transaktionen verwendet werden und wie ha¨ufig diese Transaktionen sind.
Werden zwei Attribute ha¨ufig in derselben Transaktion verwendet, so besitzen sie eine große Affi-
nita¨t, d.h. einen hohen Wert in der Attributs-Affinita¨ts-Matrix. In Abb. 4.7a ist ein Beispiel fu¨r eine
Attributs-Affinita¨ts-Matrix dargestellt.
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Abbildung 4.7 Beispiel aus [NR89] fu¨r a) eine Attributs-Affinita¨ts-Matrix, b) ihre Darstellung als Graph (ohne
Kanten mit dem Wert 0) und c) die resultierenden Cluster.
Im Folgenden werden zwei verschiedene Verfahren vorgestellt und verglichen, mit denen ermittelt
werden kann, welche Attribute demselben Teilsystem zugeordnet werden sollen. Dabei wird auch
gepru¨ft, ob sie zur Berechnung einer geeigneten die Verteilung der Benutzer eines WfMS verwendet
werden ko¨nnen. In [NCWD84] wird ein Verfahren vorgestellt, das eine Abscha¨tzung der durch eine
gewa¨hlte Partitionierung entstehenden Kosten und die Festlegung einer Zielfunktion erfordert. Beides
ist a¨ußerst kritisch, da die Qualita¨t des ermittelten Ergebnisses davon abha¨ngt. Dadurch ist es schwie-
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rig, den Ansatz auf unser Problem zu u¨bertragen. Der in [NR89] vorgestellte Ansatz ist dafu¨r besser
geeignet. Dieser sucht in einem Graphen nach Mengen von Knoten (Attributen) mit einer starken
wechselseitigen Verbindung. Fu¨r diesen Ansatz wird keine Zielfunktion und keine Abscha¨tzung der
entstehenden Kosten beno¨tigt. Außerdem hat er mit +-,/.¤4 @P=h«á6fi@102 die bessere Komplexita¨t. Deshalb
ist es empfehlenswert, den Algorithmus aus [NR89] zu verwenden. Der aus der Attributs-Affinita¨ts-
Matrix aus Abb. 4.7 erzeugte Graph und die vom Algorithmus ermittelten Mengen (Cluster) sind in
Abb. 4.7b und c dargestellt.
Auf eine detaillierte Beschreibung des Algorithmus wird hier verzichtet. Eine solche findet sich au-
ßer in [NR89] auch in [Boc96, End98]. Das Verfahren soll aber kurz skizziert werden. Es beginnt
mit einem beliebigen (
”
aktuellen“) Knoten des Graphen. Vereinfacht gesprochen wa¨hlt der Algorith-
mus dann denjenigen Knoten aus, der die gro¨ßte Affinita¨t zum aktuellen Knoten hat. Dann testet er,
ob dieser Knoten in den Cluster aufgenommen werden darf. Dies ist erlaubt, falls dadurch das Affi-
nita¨tsniveau des Clusters nicht gesenkt wird. Das Affinita¨tsniveau eines Clusters ist als die niedrigste
Affinita¨t definiert, die zwischen zwei Elementen des Clusters besteht. Dieser Vorgang wird solange
wiederholt, bis keine weiteren Knoten mehr in den Cluster aufgenommen werden ko¨nnen. Tritt dieser
Fall ein, so setzt der Algorithmus seine Arbeit mit einem anderen Knoten fort, wodurch ein weiterer
Cluster gebildet wird. Das Verfahren berechnet also Cluster von Knoten, die zueinander eine hohe Af-
finita¨t haben. In [NR89] wird bewiesen, dass es keine Rolle spielt, mit welchem Knoten das Verfahren
beginnt. Das erzielte Ergebnis hat stets die gleiche Qualita¨t, was zeigt, dass das Verfahren
”
sinnvolle
Cluster“ ermittelt.
4.6.3 Berechnung der optimalen Teilnetze fu¨r die Benutzer
Die im vorherigen Abschnitt vorgestellten Verfahren ko¨nnen zum Ermitteln von Mengen solcher Be-
nutzer verwendet werden, welche dieselben Aktivita¨ten bearbeiten und deshalb demselben Domain
angeho¨ren sollten. Allerdings sind hierfu¨r einige zusa¨tzliche Schritte notwendig, die im Folgenden
vorgestellt werden (siehe auch [BD97]).
Der Algorithmus 4.6 erstellt zuerst eine Matrix ;43?6fi8 ¼Æ¿Ó« \ 9\ «65 , in der fu¨r jede Aktivita¨t @ , die der
Benutzer ; ausfu¨hren darf, sein Gewicht 7A8,};92 u¨bernommen wird. Ein Beispiel fu¨r eine solche Matrix
findet sich in Abb. 4.8b. Diese wird so zu ;93h6Å8 ¼¿Ó«\ 9\ «65 J normiert, dass die Summe jeder Zeile 1
betra¨gt. Der Teiler ist bei dieser Berechnung stets ungleich 0, da :M; b<;>=7;43?6fi8 ¼¿Ó«\ 9\ «65A@? Aß^í©
bedeuten wu¨rde, dass kein Benutzer die Aktivita¨t @ bearbeiten darf. Falls es solche Aktivita¨ten @ geben
sollte, so ko¨nnen sie bei dieser Berechnung ignoriert werden. Damit gibt der Eintrag ;93h6Å8 ¼¿a« \ 9\ «B5J
AC? A
die Wahrscheinlichkeit an, dass die Aktivita¨t @ vom Benutzer ; bearbeitet wird5 (vgl. Abb. 4.8c). Mit
dieser Information kann jetzt die Affinita¨tsmatrix berechnet werden. Ein Benutzerpaar hat in dieser
Matrix einen hohen Wert, wenn die Wahrscheinlichkeit groß ist, dass sich beide Benutzer fu¨r die
Ausfu¨hrung derselben Aktivita¨t qualifizieren. Fu¨r die Benutzer ;1D und ;
0
und die Aktivita¨t @ betra¨gt
diese Wahrscheinlichkeit ;93h6Å8 ¼Æ¿Ó« \ 9\ «B5J
AC? AFEHG
;43?6fi8 ¼Æ¿Ó« \ 9\ «65J
AC? AJI
. Um die Relevanz der verschiedenen
Aktivita¨ten zu beru¨cksichtigen, wird diese Wahrscheinlichkeit noch mit der Ausfu¨hrungsha¨ufigkeit
der Aktivita¨t @ (siehe Abb. 4.8a) gewichtet, so dass sich die in Abb. 4.8d dargestellte Affinita¨tsmatrix
ergibt. Diese Matrix dient nun als Eingabe fu¨r die in Abschnitt 4.6.2 vorgestellten Algorithmen. Im
Beispiel aus Abb. 4.8 ergibt sich dadurch das Ergebnis KML};93Å«á6fi8	^ONFNCQPRTSUPNJVWP%XCSFS , d.h. die Benutzer
1 und 4 sollten demselben Teilnetz zugeordnet werden, und ebenso die Benutzer 2 und 3.
5Dabei wird angenommen, dass die
”
Auswahl“ des Bearbeiters einer Aktivita¨t unabha¨ngig erfolgt. Dies ist gegeben, da
eventuelle Ungleichverteilungen schon durch die Gewichte der Benutzer beru¨cksichtigt sind (siehe Abschnitt 4.2.2.2).
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Abbildung 4.8 Beispiel fu¨r a) Ausfu¨hrungsha¨ufigkeiten von Aktivita¨ten NodeFreq, b) eine Matrix
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und d) die daraus resultierende Affi-
nita¨tsmatrix affinity.
Algorithmus 4.6 (Berechnung von Clustern von Benutzern)
inputÞ
: die Menge der Benutzer des WfMS
ß
: die Menge aller Aktivita¨ten aller WF-Vorlagen
àâáã/äæåçfè
Xé : êWëíì
ß
: die potentiellen Bearbeiter der Aktivita¨t ë
î
éðïòñôó : ê ñ ì
Þ
, êWë-ì
ß
: Gewicht des Benutzers ñ bei der Ausfu¨hrung von Aktivita¨t ë
ßõáöfå÷øèåù
ï ë ó : êWëíì
ß
: Ausfu¨hrungsha¨ufigkeit von Aktivita¨teninstanzen von Typ ë
outputúøû
ñôü
ã/å½è
: Menge von Clustern aus Benutzern, die demselben Domain angeho¨ren sollen
begin
// erzeuge die Matrix ñTü åè ü ã/åBý
for each ëþì
ß do
for each ñ ì
Þ
do
if ñ ì
àâáã/äæåçfè
Xé then
ñTü
åè
ü
ã/å6ý
éQß  
î
é
ï ñTó ;
else
ñTü
åè
ü
ã/å6ý
éQß  

;
// normalisiere die Matrix ñôü
å½è
ü
ã/å6ý
zu ñôü
åè
ü
ã/å6ýV
for each ëþì
ß
do
for each ñ ì
Þ
do
ñTü
åè
ü
ã/å6ýV
éQß  

ñôü
åè
ü
ã/å6ý
éFß  
 	

ñTü
åè
ü
ã/å6ý
éQß  

;
// berechne die Benutzer-Affinita¨tsmatrix affinity
for each ñ ì
Þ
do
for each ñ ì
Þ
do
affinity  Bß  	
é
ñôü
åè
ü
ã/å6ýV
éFß  

ñTü
åè
ü
ã/å6ýV
éFß  

ßõáöJå÷øèåù
ï
ë
ó ;
// berechne Cluster der Benutzer
úøû
ñôü
ã/åè
Algorithmen aus Abschnitt 4.6.2 auf affinity anwenden,
Ergebnis:
úøû
ñTü
ã/åè
ffflfi
û
ñTü
ã/åè
	ffi
fi
û
ñTü
ã/åè
ffi! " ! $# ;
end.
Der Algorithmus 4.6 berechnet Mengen von Benutzern, die a¨hnliche Aufgaben erledigen, ohne die
”
Qualita¨t“ der ermittelten Cluster zu betrachten. Das heißt, es kann vorkommen, dass ein Cluster zu
groß ist. Dies wu¨rde zu einer ¨Uberlastung des entsprechenden Teilnetzes fu¨hren. In diesem Fall muss
der Cluster vom WF-Modellierer aufgespalten werden. Falls die Anzahl der ermittelten Cluster gro¨ßer
ist, als die Anzahl der zur Verfu¨gung stehenden Teilnetze, so mu¨ssen die Benutzer mehrerer (kleiner)
Cluster demselben Teilnetz zugeordnet werden. Außerdem kann es vorkommen, dass die physische
Anordnung der Benutzer verhindert, dass bestimmte Benutzer demselben Teilnetz zugeordnet werden
(vgl. Abschnitt 4.6.1). In diesen Fa¨llen mu¨ssen einige dieser Benutzer anderen Clustern zugeordnet
werden.
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4.7 Analyse der Effizienz des Verfahrens
In diesem Abschnitt wird untersucht, in wie weit durch die verteilte WF-Ausfu¨hrung in ADEPT eine
Verbesserung der Leistungsfa¨higkeit des WfMS erreicht wird. Dazu werden aus dem Bereich der Pa-
rallelrechner bekannte Beschra¨nkungen untersucht und mit dem bei unserem Verteilungsmodell vor-
liegenden Szenario verglichen. Anschließend wird analysiert, welche Auswirkungen Migrationen auf
die durch die verteilte WF-Steuerung erreichbare Leistungssteigerung haben. Außerdem wird gezeigt,
dass Migrationen sogar dazu beitragen ko¨nnen, die insgesamt anfallenden Kommunikationskosten zu
reduzieren.
4.7.1 Grenzen der Parallelverarbeitung
Aus dem Bereich massiv paralleler Rechner sind verschiedene Grenzen fu¨r die durch Parallelisierung
erreichbare Leistungssteigerung bekannt. Wir wollen diese im Folgenden vorstellen. Anschließend
wird untersucht, ob dieselben Beschra¨nkungen fu¨r das Verteilungsmodell von ADEPT gelten. Zu
diesem Zweck definieren wir zuerst den Begriff des Speedup %'& . Dies ist der Faktor, um den ein
Problem schneller gelo¨st wird, wenn ( Prozessoren verwendet werden.
Definition 4.1 (Speedup nach [Bem92])
Sei ) D bzw. ) & die Berechnungszeit eines gegebenen Problems auf 1 bzw. ( Prozessoren. Dann ist
Speedup %'& definiert als %'&+*,) D"- ).&
4.7.1.1 Groschs Gesetz
Groschs Gesetz [Qui88, Gro53, Gro75] besagt, dass die Geschwindigkeit von Computern quadratisch
mit den dafu¨r entstehenden Kosten wa¨chst. Deshalb macht es keinen Sinn, mehrere kleine Rechner zu
vernetzen, um diese eine Aufgabe gemeinsam lo¨sen zu lassen. Es ist billiger, einen großen Rechner
zu kaufen, der so viel Rechenleistung besitzt, wie die kleinen Rechner zusammen.
In [Qui88] wird darauf hingewiesen, dass diese Regel nur innerhalb einer Rechnerklasse (Mainframes,
Minirechner, Mikrorechner) gilt. Es ist durchaus mo¨glich, dass mehrere Minirechner, die zusammen
dieselbe Rechenleistung haben wie ein Mainframe, trotzdem billiger sind als dieser.
4.7.1.2 Minskys Hypothese
Minskys Hypothese [Qui88, Bem92, MP71] vermutet, dass durch die Verwendung von Parallelrech-
nern maximal eine Beschleunigung erreicht werden kann, die logarithmisch zur Anzahl der verwen-
deten Prozessoren ist. Das heißt, fu¨r den Speedup gilt: %'&0/21354( . Deshalb wird Parallelverarbeitung
ab einer gewissen Grenze ineffizient.
Diese Annahme stellt eine sehr starke Beschra¨nkung dar. Es ha¨ngt aber vom konkreten Algorithmus
ab, ob die Hypothese tatsa¨chlich zutrifft und wie stark die Beschra¨nkung ist. Bei Parallelrechnern ist
der erreichbare Speedup außerdem von der Rechnerarchitektur abha¨ngig. Es gibt Algorithmen, bei
denen bei u¨ber 100 Prozessoren eine lineare Beschleunigung erreicht werden kann [Qui88].
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4.7.1.3 Amdahls Gesetz
Amdahls Gesetz [Qui88, Bem92, Amd67] macht Aussagen u¨ber den maximal mo¨glichen Speedup
in Abha¨ngigkeit des nicht parallelisierbaren Anteils eines Problems. Angenommen wird, dass jeder
Algorithmus einen Anteil von 6 ( 7,/869/;: ) nicht parallelisierbarer Operationen beinhaltet, d.h.
Operationen, die von einem Prozessor ausgefu¨hrt werden mu¨ssen, wa¨hrend die anderen Prozessoren
auf dessen Ergebnis warten. Dann la¨sst sich der bei ( Prozessoren maximal erreichbare Speedup wie
folgt berechnen:
%'&</
:
6>=§,?:A@612 - (
Damit ist %'& durch : - 6 beschra¨nkt, selbst wenn beliebig viele Prozessoren verwendet werden. Entha¨lt
ein Programm 10% nicht parallelisierbare Operationen, so betra¨gt der maximal durch Parallelita¨t er-
reichbare Speedup 10. Aus Amdahls Gesetz kann nun geschlossen werden, dass es keinen Sinn macht,
sehr viele Prozessoren zu verwenden, da ab einer gewissen Grenze keine weitere Verbesserung mehr
erreicht werden kann.
4.7.1.4 Lees Schranke
In Lees Schranke [Bem92, Lee77] wird zusa¨tzlich beru¨cksichtigt, dass es selbst im parallelen Anteil
der Algorithmen i.d.R. nicht mo¨glich ist, alle Prozessoren auszulasten. Damit wird bei ( Prozessoren
der folgende maximale Speedup errechnet:
%'&</
(
1B354C(
Dies stellt eine weniger starke Beschra¨nkung dar, als bei Minskys Hypothese mit 1B354( vermutet.
4.7.1.5 Diskussion
Wir wollen nun untersuchen, in wie weit die vorgestellten Schranken aus der Welt der Parallelrech-
ner fu¨r die Effizienz des Verteilungsmodells von ADEPT von Bedeutung sind. Groschs Gesetz sagt
aus, dass es billiger ist, einen leistungsstarken Rechner zu verwenden, als mehrere kleinere Rechner.
Folgt man dieser Regel, so darf kein verteiltes WfMS realisiert werden. Stattdessen muss ein einziger
leistungsstarker zentraler WF-Server verwendet werden. Allerdings gilt Groschs Gesetz nicht bei be-
liebiger Leistung: Es gibt fu¨r jede Rechnerklasse einen Rechner mit der zur Zeit maximal verfu¨gbaren
Leistung und dieser hat einen bestimmten Preis. Es ist nicht mo¨glich, einen Rechner mit noch ho¨herer
Leistung zu kaufen. In diesem Fall kann man nur mehr Leistung fu¨r die WF-Server erhalten, indem
mehrere Rechner verwendet werden, oder indem ein Rechner einer anderen Rechnerklasse ausgewa¨hlt
wird, was wiederum ho¨here Kosten verursacht. Außerdem sind bei unternehmensweiten WfMS die
Benutzer (weitra¨umig) in einem Kommunikationssystem verteilt. In einer solchen Umgebung wer-
den schon deshalb mehrere WF-Server beno¨tigt, damit diese nahe bei den Benutzern angesiedelt sein
ko¨nnen. Ansonsten wu¨rde man schlechte Antwortzeiten, hohe Kommunikationskosten und einen Eng-
pass im Kommunikationssystem erhalten (vgl. Abschnitt 3.1).
Es bleibt noch zu untersuchen, ob die in Abschnitt 4.7.1.2 - 4.7.1.4 erwa¨hnten Grenzen fu¨r den
Speedup eine Restriktion fu¨r eine verteilte WF-Steuerung darstellen. Die dadurch vorgegebenen
Schranken wa¨ren allerdings nicht besonders gravierend, da die Anzahl der WF-Server (maximal ei-
nige Dutzend) im Vergleich zu der Anzahl der Prozessoren in massiv parallelen Systemen (tausende
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oder noch mehr) verha¨ltnisma¨ßig klein ist. In [Qui88] wird ausgesagt, dass es vom konkreten Algo-
rithmus abha¨ngt, ob diese Schranken wirklich zutreffen. Im na¨chsten Abschnitt wird gezeigt, dass dies
in ADEPT nicht der Fall ist.
4.7.2 Parallelverarbeitung in ADEPT
Das Verteilungsmodell von ADEPT wurde so entworfen, dass keine zentralen Komponenten beno¨tigt
werden. Weil die Algorithmen deshalb keinen nicht parallelisierbaren Anteil beinhalten, treten die
im vorherigen Abschnitt fu¨r Parallelrechner beschriebenen Effekte nicht auf. Lediglich bei Migratio-
nen werden zwei WF-Server synchronisiert, wohingegen die anderen weiterarbeiten ko¨nnen. In einem
verteilten WfMS wird (im Gegensatz zu Parallelrechnersystemen) nicht nur eine einzelne Aufgabe be-
arbeitet, sondern viele Einzelaufgaben. Die Anzahl der bearbeiteten WF-Instanzen (und erst recht der
Aktivita¨ten) ist viel gro¨ßer als die Anzahl der WF-Server. Da deshalb immer ausreichend viele Auf-
gaben zur Bearbeitung anstehen, ko¨nnen stets alle WF-Server gleichzeitig arbeiten, so dass durch die
Verteilung ein ho¨herer Systemdurchsatz erreicht wird. Weil dadurch mehr Benutzer bedient werden
ko¨nnen, wurde eines der mit der verteilten WF-Steuerung verfolgten wesentlichen Ziele erreicht.
Das andere wichtige Ziel dieser Arbeit ist die Reduzierung der Kommunikationslast. Inwieweit dies
durch die verteilte WF-Steuerung erreicht werden kann, ha¨ngt vom konkreten WF ab. Insbesondere
die Anzahl der Migrationen ist dafu¨r ausschlaggebend, da diese zusa¨tzliche Kommunikationen verur-
sachen. Dahingegen werden die fu¨r die Steuerung einzelner Aktivita¨ten entstehenden Kommunikati-
onskosten durch die verteilte WF-Ausfu¨hrung reduziert, weil die Lokation der WF-Server optimiert
wird. Deshalb betrachten wir im Folgenden ein Beispiel ohne und eines mit Migrationen.
4.7.2.1 Workflow-Ausfu¨hrung ohne Migrationen
Der gu¨nstigste Fall, der bei einem verteilten WfMS eintreten kann, ist, dass jedem WF nur Bearbeiter
aus einem einzigen Domain zugeordnet sind. Wird ein WF dem Server dieses Domains zugeordnet, so
laufen WF-Instanzen unterschiedlicher Typen vo¨llig unabha¨ngig voneinander ab. Das heißt, in jeden
WF ist nur ein WF-Server involviert und es gibt keine domainu¨bergreifende Kommunikation. In einem
solchen Szenario ist es offensichtlich, dass die in Abschnitt 4.7.1 vorgestellten Beschra¨nkungen nicht
gelten, und dass fu¨r die WF-Server durch die
”
verteilte WF-Ausfu¨hrung“ kein Zusatzaufwand entsteht.
Da keine Migrationen stattfinden, entsteht auch kein zusa¨tzlicher Kommunikationsaufwand.
Geho¨ren die Bearbeiter eines WF-Typs nur gro¨ßtenteils demselben Domain an, so kann wiederum auf
Migrationen verzichtet werden. Die WF-Server arbeiten unabha¨ngig voneinander und es findet nur
wenig teilnetzu¨bergreifende Kommunikation statt. Auch in diesem Fall entsteht kein Zusatzaufwand
fu¨r die WF-Server.
4.7.2.2 Workflow-Ausfu¨hrung mit Migrationen
Betrachten wir nun den wesentlich interessanteren Fall, dass Migrationen stattfinden. Durch diese Mi-
grationen wird Zusatzaufwand erzeugt, welcher jedoch nur die WF-Server und Teilnetze der beiden
betroffenen Domains belastet. Wird die Anzahl der Domains erho¨ht, so werden weiterhin nur zwei
WF-Server damit belastet, weshalb der durchschnittliche Zusatzaufwand pro WF-Server sinkt. Dies
zeigt, dass die in Abschnitt 4.7.1 vorgestellten Beschra¨nkungen auch dann nicht gelten, wenn Migra-
tionen notwendig sind. Im Folgenden wird noch gezeigt (siehe auch [BD97]), dass es mo¨glich ist,
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durch Migrationen die Belastung des Kommunikationssystems zu reduzieren. Die Belastung der WF-
Server steigt natu¨rlich durch den fu¨r die Migrationen zusa¨tzlich no¨tigen Aufwand. Wie groß dieser
Zusatzaufwand fu¨r die WF-Server tatsa¨chlich ist, wird in Kapitel 9 analysiert.
Gegeben sei das folgende Szenario: Ein WF beginnt mit den Aktivita¨ten D D , die durch den WF-
Server 1 kontrolliert werden. Auf diese folgen die Aktivita¨ten D
0
, deren Bearbeiter u¨berwiegend dem
Domain 2 angeho¨ren. Die Frage ist nun, ob sich eine Migration zum WF-Server 2 lohnt, oder ob die
Teilnetze weniger belastet werden, wenn diese Aktivita¨ten ebenfalls vom WF-Server 1 kontrolliert
werden. Zur Berechnung der entstehenden Kommunikationskosten verwenden wir das Kostenmodell
aus Abschnitt 4.3. Mit diesem werden die Kosten verglichen, die ohne bzw. mit Migration entstehen.
Da die Kosten, die bei der Ausfu¨hrung der Aktivita¨ten D D entstehen, in beiden Fallen identisch sind,
werden sie hier nicht betrachtet. Es werden also nur die Kosten fu¨r die Steuerung der Aktivita¨ten D
0
und der evtl. notwendigen Migration berechnet.
Bei der Berechnung wird angenommen, dass sich .í; 3EF&9,?:2 Bearbeiter aus Domain 1 fu¨r die
Ausfu¨hrung der Aktivita¨t ( qualifizieren und .í;M3GEF & ,ÝVU2 Bearbeiter aus dem Domain 2. In den an-
deren Domains soll es keine geeigneten Bearbeiter geben. Sie wu¨rden das Ergebnis der Berechnung
auch nicht beeinflussen, da durch diese in beiden Fa¨llen gleich hohe Kosten entstehen. Die Gesamt-
zahl der Bearbeiter der Aktivita¨t ( ergibt sich als .í;M3GEF&,* .í;M3GEF&4,?:2H= .í; 3EF&4,ÝVU2 . Da bei
Verwendung von statischen Serverzuordnungen die Anzahl der potentiellen Bearbeiter einer Akti-
vita¨t unabha¨ngig vom gewa¨hlten Server ist, gilt fu¨r alle Server I : .í; 3EF & ,?:KJ IC2L* .í; 3EF & ,?:2 und
.í;M3GEF&4,ÝVJ IW2* .í;M3GEF&4,ÝVU2 .
Analysieren wir zuerst den Fall ohne Migration, d.h. die Aktivita¨ten D
0
werden vom WF-Server 1
kontrolliert. Dann entstehen im Teilnetz 1 (dem des WF-Servers 1) fu¨r die Ausfu¨hrung einer Aktivita¨t
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Die Kosten fu¨r das Aktualisieren der Arbeitslisten berechnen sich wie folgt:
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Da die Aktivita¨ten D r und D Ł vom WF-Server 1 kontrolliert werden, treten keine Migrationskosten
auf. Die Kommunikation der Aktivita¨tenprogramme mit externen Datenquellen ist unabha¨ngig von
der Lage des WF-Servers, weshalb sie hier nicht betrachtet wird. Damit ergibt sich in den Teilnetzen
insgesamt die folgende Last fu¨r die Ausfu¨hrung der Aktivita¨ten D Ł :
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Falls die Aktivita¨ten D Ł von WF-Server 2 kontrolliert werden, ergibt sich analog (durch Vertauschen
der Zahlen 1 und 2):
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Da die Aktivita¨ten D r vom WF-Server 1 kontrolliert werden und die Aktivita¨ten vom Server 2, findet
von der letzten Aktivita¨t ( r von D r zur ersten Aktivita¨t ( Ł von D Ł eine Migration statt. Diese erzeugt
im Teilnetz 1 die folgenden Kosten:
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Im Teilnetz 2 entstehen dieselben Kosten durch die Migration:
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Damit ergeben sich, wenn die Aktivita¨ten D Ł von Server 2 kontrolliert werden, die folgenden Kosten
fu¨r die Teilnetze:
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Die Migration vom Server 1 zum Server 2 lohnt sich bzgl. der entstehenden Kommunikationskosten,
wenn  Ł±  r , d.h.  r @² Łc³ 7 . Nachdem identische Terme entfernt wurden, ergibt sich:

r
@²
Ł
*

&j
X 
Z
e0cGEF&'eti
-
0cGEF&x@´0EFu&'e?:ui
-
0cGEF&i
w
e In parameter size&= Out parameter size &i
=e<EF&.eti¢@´0cGEF&be?:uini
w
e> h(GEF~ uhKE&c= E

E~nE KE&i
v
@ff
w
ª
«KF5{K~¯
Q
( hjE&j¬

&
 

r
@²
Ł ist damit genau dann ³ 7 , wenn:

w
ª
«KF5{j~
Q
( KE&j¬

&
  ±
e0cGEF&'eti¢@´0EFu&'e?:uini
w

&K
X 
Z
yt( z'{KF5{j|}E~nEF uhKE&c=c~ zb{jF5{K|}E~?EF uhKE&
0EFu&
=0 (EFg~ uhKE&=0> E

E~nE uhKE&
v
Im Folgenden wollen wir annehmen, dass D Ł lauter gleichartige Aktivita¨ten entha¨lt. Unter die-
ser Annahme wird untersucht, ab welcher Anzahl von Aktivita¨ten sich eine Migration lohnt. Falls
0cGEF&'eti
±
0cGEF&'e?:ui gilt, ist die rechte Seite dieser Ungleichung negativ, so dass sie nie
erfu¨llt werden kann. Das bedeutet, dass es sich in diesem Fall niemals lohnt, zu migrieren. Dies
ist auch klar, da von einem gut geeigneten Domain in einen ungu¨nstigen migriert werden wu¨rde.
Gilt 0EF & eti ³ 0cGEF & e?:ui , so ist die Ungleichung erfu¨llt, wenn die Summe groß genug ist, d.h.,
wenn die Ausfu¨hrungskosten fu¨r genu¨gend viele Aktivita¨ten aufaddiert werden. Um ein Gefu¨hl fu¨r die
Gro¨ßenordnung der dafu¨r notwendigen Anzahl zu bekommen, wollen wir folgendes Zahlenbeispiel
betrachten:
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Bei diesen Zahlenwerten lohnt sich eine Migration, falls:
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Das bedeutet, dass sich in dem gegebenen Beispiel eine Migration lohnt, wenn die Zielpartition D Ł
mindestens 5 Aktivita¨ten entha¨lt. Bei der soeben durchgefu¨hrten Berechnung wurden keine an Gate-
ways anfallenden Kosten beru¨cksichtigt. Fu¨r diese ist eine analoge Betrachtung mo¨glich, die zu einem
Ergebnis in derselben Gro¨ßenordnung fu¨hrt.
4.8 Zusammenfassung und Ausblick
In verteilten Betriebssystemen und bei Mehrprozessormaschinen ist es u¨blich, dass die Verarbeitungs-
einheit fu¨r einen Prozess automatisch ausgewa¨hlt wird. Da i.d.R. kaum Information u¨ber die Prozesse
vorhanden ist, wird dabei lediglich versucht, die Last der Prozessoren zu balancieren. Es ist eher
unu¨blich, dass fu¨r einen Prozess ein aufgrund seiner Eigenschaften optimaler Prozessor ausgewa¨hlt
wird. Dies ist aber bei WfMS notwendig, um eine bezu¨glich der Kommunikationskosten effiziente
WF-Steuerung zu realisieren. Voraussetzungen dafu¨r sind, dass die Struktur und Eigenschaften der
WF-Typen bekannt sind, und dass ein Kostenmodell existiert, mit dem konkrete Verteilungen be-
wertet werden ko¨nnen. Wir haben diesen in der WF-Forschung neuen Weg eingeschlagen und ein
Kostenmodell entwickelt, das es erlaubt, bei gegebenen Serverzuordnungen, WF-Modell und eini-
gen Zusatzdaten, die bei der Ausfu¨hrung von WF-Instanzen entstehenden Kosten abzuscha¨tzen. Um
geeignete Serverzuordnungen automatisch berechnen zu ko¨nnen, haben wir außerdem entsprechende
Verteilungsalgorithmen entwickelt. Dabei handelt es sich sowohl um Verfahren, die eine optimale Ver-
teilung ermitteln, als auch um solche, die eine gute Na¨herung berechnen. Außerdem wurden Ideen fu¨r
weitere Verfahren skizziert. Ferner haben wir in diesem Kapitel einen Algorithmus zur Berechnung
von Clustern von Benutzern vorgestellt, die aufgrund ihrer Aufgabenstruktur demselben Domain an-
geho¨ren sollten. Schließlich wurde gezeigt, dass der gewa¨hlte Ansatz zu einem skalierbaren WfMS
fu¨hrt, und dass Migrationen dazu beitragen ko¨nnen, die Belastung der Teilnetze zu reduzieren. Ein
Vergleich mit anderen Verteilungsmodellen wird in Kapitel 9 durchgefu¨hrt, nachdem das Verteilungs-
modell von ADEPT vollsta¨ndig beschrieben wurde.
Das vorgestellte Kostenmodell wird prima¨r beno¨tigt, um geeignete Serverzuordnungen berechnen zu
ko¨nnen. Es erlaubt aber auch Optimierungen in andere Richtungen. So haben z.B. ¨Anderungen an
den Bearbeiterzuordnungen der Aktivita¨ten oder an der Struktur der WF-Vorlagen Einfluss auf die
Belastung der Teilnetze. Es gibt Szenarien, bei denen in solchen Punkten Freiheitsgrade existieren
(z.B. weil die Netzlast ein so großes Problem ist, dass sogar ¨Anderungen der betrieblichen Abla¨ufe
in Erwa¨gung gezogen werden). In solchen Fa¨llen kann das Kostenmodell verwendet werden, um den
durch eine mo¨gliche Vera¨nderung erzielbaren Gewinn abzuscha¨tzen. Das Kostenmodell ermo¨glicht
also auch eine Optimierung des Organisationsmodells und der WF-Vorlagen. ¨Ahnlich wie bei der
Optimierung des Ortes fu¨r externe Datenquellen (vgl. Abschnitt 4.3.3) wird bei der Optimierung des
Organisationsmodells vom WfMS kein Vorschlag berechnet. Stattdessen ermo¨glicht das Kostenmo-
dell, verschiedene Alternativen zu vergleichen, um dann die beste auswa¨hlen zu ko¨nnen.
Kapitel 5
Variable Serverzuordnungen
Die in Kapitel 3 und 4 vorgestellten statischen Serverzuordnungen fu¨hren zu guten Ergebnissen, wenn
unabha¨ngige Bearbeiterzuordnungen (vgl. Abschnitt 2.4.2, z.B. Rolle = Arzt) verwendet wer-
den. In diesem Fall steht die Menge der potentiellen Bearbeiter einer Aktivita¨t schon zu Modellie-
rungszeit fest, so dass ein WF-Server gewa¨hlt werden kann, der sich nahe bei diesen Bearbeitern
befindet. Im vorliegenden Kapitel wird untersucht, welche Auswirkungen es auf die Verteilung hat,
wenn in einem WF viele abha¨ngige Bearbeiterzuordnungen verwendet werden. Ein Beispiel fu¨r einen
WF mit abha¨ngigen Bearbeiterzuordnungen ist in Abb. 5.1 dargestellt: Derselbe Arzt, der einen Pa-
tienten untersucht hat (Aktivita¨t | ), soll auch den zugeho¨rigen Arztbrief schreiben (Nachfolgerakti-
vita¨t (¡¼ ). Außerdem soll der Patient von einer Pflegekraft derjenigen OE versorgt werden (Aktivita¨t
( ), auf der er zuvor untersucht wurde. In diesem Beispiel steht erst nachdem die Aktivita¨t | aus-
gefu¨hrt wurde, die OE der Bearbeiter der nachfolgenden Aktivita¨ten ( ( und (¡¼ ) fest. Wenn statische
Serverzuordnungen verwendet werden, kann dieses Wissen aber nicht genutzt werden, da es erst bei
der Ausfu¨hrung der WF-Instanz entsteht. Genau dies sollte aber bei den Aktivita¨ten ( und ( ¼ gesche-
hen, um den WF-Server geeignet auszuwa¨hlen. Dies la¨sst sich durch die Verwendung von variablen
Serverzuordnungen erreichen, da es diese auf effiziente Art und Weise erlauben, Laufzeitinformation
der WF-Instanz zu beru¨cksichtigen. Das entsprechende Konzept wurde im Rahmen der vorliegenden
Arbeit entwickelt (siehe auch [BD99a, BD00a]). Des Weiteren wurden Verfahren entwickelt, die es
erlauben, die variablen Serverzuordnungen weitgehend automatisch zu ermitteln. Schließlich sei noch
bemerkt, dass es durch variable Serverzuordnungen zur Ausfu¨hrungszeit einer WF-Instanz mo¨glich
ist, auf a¨ußerst effiziente Weise die optimalen WF-Server fu¨r die Aktivita¨teninstanzen zu bestimmen.
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Abbildung 5.1 Beispiel fu¨r einen WF, der abha¨ngige Bearbeiterzuordnungen entha¨lt.
In Abschnitt 5.1 werden das Konzept der variablen Serverzuordnungen eingefu¨hrt und dessen An-
wendung demonstriert. Zuvor werden mo¨gliche alternative Vorgehensweisen untersucht. Auswirkun-
gen variabler Serverzuordnungen, die zur Ausfu¨hrungszeit der WF-Instanzen auftreten, werden in
Abschnitt 5.2 diskutiert. Den Hauptteil dieses Kapitels bildet die Vorstellung von Verfahren zur au-
tomatischen Berechnung der vom Kostenmodell beno¨tigten Wahrscheinlichkeitsverteilungen (WV).
Dies sind sowohl die WV, die zur Berechnung der bei der Aktivita¨tenausfu¨hrung entstehenden Ko-
sten beno¨tigt werden (Abschnitt 5.3), als auch diejenigen, die zur Berechnung der bei Migrationen
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auftretenden Kosten beno¨tigten werden (Abschnitt 5.4). Das Kapitel endet in Abschnitt 5.5 mit einer
Zusammenfassung und einem Ausblick auf weitere Fragestellungen.
5.1 Grundlagen variabler Serverzuordnungen
Dieser Abschnitt schafft die Grundlagen fu¨r die weitere Betrachtung von variablen Serverzuordnun-
gen. Dazu werden alternative Vorgehensweisen diskutiert und die bei variablen Serverzuordnungen
verwendeten Ausdru¨cke eingefu¨hrt. Dann werden einige Anwendungsfa¨lle aufgezeigt, in denen die-
ses Konzept große Vorteile mit sich bringt. Außerdem wird untersucht, welche Aktivita¨ten in einer
bestimmten variablen Serverzuordnung referenziert werden du¨rfen. Schließlich wird noch beschrie-
ben, wie die in Kapitel 4.5 vorgestellten Verteilungsalgorithmen fu¨r die Berechnung von variablen
Serverzuordnungen verwendet werden ko¨nnen.
5.1.1 Verfahren zur Festlegung eines Workflow-Servers
Das Ziel dieses Abschnittes ist es, verschiedene Verfahren zur Festlegung eines WF-Servers zu
vergleichen und ein geeignetes Verfahren auszuwa¨hlen. Dabei wird angenommen, dass der WF
abha¨ngige Bearbeiterzuordnungen entha¨lt. Wir betrachten im Folgenden die Verwendung statischer
Serverzuordnungen, die (voll dynamische) Festlegung des Servers einer Aktivita¨t zur Ausfu¨hrungs-
zeit der WF-Instanz und die Verwendung variabler Serverzuordnungen.
5.1.1.1 Verwendung statischer Serverzuordnungen
Die einfachste und in der Literatur am ha¨ufigsten verwendete (vgl. Kapitel 9) Methode zur Festle-
gung von WF-Servern ist, jeder Aktivita¨t zur Modellierungszeit oder beim Start der entsprechenden
WF-Instanz fest (statisch) einen Server zuzuordnen. Diese Vorgehensweise kann auch dann verwendet
werden, wenn in einem Prozess zahlreiche abha¨ngige Bearbeiterzuordnungen vorkommen: Die in Ab-
schnitt 4.5 vorgestellten Algorithmen zur Berechnung von geeigneten statischen Serverzuordnungen
betrachten die Menge der potentiellen Bearbeiter a Q ~+E{jF d & einer Aktivita¨t ( . Diese Menge kann
mit Algorithmus 2.1 auch fu¨r abha¨ngige Bearbeiterzuordnungen berechnet werden. Allerdings quali-
fizieren sich bei abha¨ngigen Bearbeiterzuordnungen nicht alle Benutzer aus a Q ~+E{jF d & tatsa¨chlich
bei jeder WF-Instanz fu¨r die Bearbeitung der Aktivita¨t ( . Angenommen, im Beispiel aus Abb. 5.1
gibt es 2 OE mit jeweils 5 Pflegekra¨ften. Dann sind alle 10 Pflegekra¨fte in der Menge a Q ~+Eu{KF d &
enthalten, weil sie alle fu¨r die Bearbeitung der Aktivita¨t ( in Frage kommen. Bei der Ausfu¨hrung
einer WF-Instanz qualifizieren sich fu¨r die Bearbeitung der Aktivita¨t ( aber nur die 5 Pflegekra¨fte der
OE desjenigen Arztes, welcher die Aktivita¨t | ausgefu¨hrt hat.
a
Q
~xEu{KF
d
& stellt also eine Obermenge der sich tatsa¨chlich fu¨r eine Instanz der Aktivita¨t ( qualifi-
zierenden Bearbeiter dar. Wird a Q ~+Eu{KF d & verwendet, um statische Serverzuordnungen zu berech-
nen, so ist aufgrund dieser Ungenauigkeit die Qualita¨t der ermittelten Serverzuordnungen a¨ußerst
zweifelhaft. Dies gilt insbesondere, da die Beziehung zwischen Aktivita¨ten und OE verloren geht:
In a
Q
~+E{jF
d
& sind die Bearbeiter aller OE enthalten, unabha¨ngig davon, in welcher OE die WF-
Instanz tatsa¨chlich bearbeitet wird. Bei Verwendung statischer Serverzuordnungen wird eine Akti-
vita¨t bei allen WF-Instanzen des entsprechenden Typs vom selben Server kontrolliert. Fu¨r zahlreiche
WF-Instanzen ist dessen Domain jedoch ungeeignet. Dies ist besonders nachteilig fu¨r WF-Typen, die
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fu¨r die Dauer sehr vieler Aktivita¨ten in derselben (a priori unbekannten) OE verbleiben. In diesem
Fall ko¨nnten, durch eine einzige Migration in den entsprechenden Domain, sehr viele Aktivita¨ten von
dem gu¨nstigeren Server kontrolliert werden, wodurch wesentlich geringere Kosten entstehen wu¨rden.
Aus diesem Grund ist die Verwendung von statischen Serverzuordnungen bei WF-Vorlagen mit vielen
abha¨ngigen Bearbeiterzuordnungen ungu¨nstig.
5.1.1.2 Dynamische Festlegung des Workflow-Servers
Zur Ausfu¨hrungszeit der WF-Instanzen stehen Laufzeitdaten (wie z.B. der tatsa¨chliche Bearbeiter der
Aktivita¨t | aus Abb. 5.1) zur Verfu¨gung. Prinzipiell kann man die besten Serverzuordnungen erhalten,
wenn jeweils nach Beendigung einer Aktivita¨t die WF-Server fu¨r die aktivierbaren Nachfolgeraktivi-
ta¨ten festgelegt werden. Zur Auswahl eines WF-Servers stehen dann die kompletten und aktuellen
Laufzeitdaten der WF-Instanz zur Verfu¨gung, so dass der tatsa¨chlich am besten geeignete WF-Server
bestimmt werden kann.
Diese Vorgehensweise bedeutet einen großen Aufwand fu¨r die WF-Server. Diese ohnehin schon stark
belasteten Server mu¨ssen zusa¨tzlich komplexe Analysen zur Festlegung der WF-Server durchfu¨hren.
Es genu¨gt na¨mlich nicht, den nur bzgl. der Nachfolgeraktivita¨t ( optimalen Server auszuwa¨hlen. Dies
wu¨rde (analog zu den in Phase 1 der Verteilungsalgorithmen 4.3 - 4.5 berechneten Serverzuordnun-
gen) zu sehr vielen nicht rentablen Migrationen fu¨hren. Deshalb muss zur Festlegung des WF-Servers
einer zu aktivierenden Aktivita¨t ( der gesamte restliche WF analysiert werden.
Das Verfahren kann vereinfacht werden, indem nur die na¨chsten  Aktivita¨ten bei der Analyse be-
trachtet werden (z.B. mit  * :7 ). Aber auch dann ko¨nnen sehr komplexe Wahrscheinlichkeits-
abscha¨tzungen notwendig werden, wie die Beispiele aus Abb. 5.2 zeigen. Bei diesen Beispielen wurde
jeweils die Aktivita¨t | soeben beendet, so dass der Server fu¨r die Nachfolgeraktivita¨t ( festgelegt
werden muss. In Abb. 5.2a ha¨ngt die OE der Nachfolgeraktivita¨ten (¡¼ , (¡¼ ¼ der Aktivita¨t ( vom
Bearbeiter von ( ab. Dieser ist aber noch nicht bekannt. Lediglich die potentiellen Bearbeiter von Ak-
tivita¨t ( ko¨nnen ermittelt werden. Fu¨r jeden dieser potentiellen Bearbeiter werden nun Wahrschein-
lichkeitsbetrachtungen fu¨r die Aktivita¨ten (¡¼ , (¡¼ ¼ no¨tig, um den Server der Aktivita¨t ( so festlegen
zu ko¨nnen, dass im weiteren Ablauf mo¨glichst wenig Migrationen auftreten. Dabei kommt erschwe-
rend hinzu, dass die Bearbeiter der Aktivita¨t ( zu mehreren Domains geho¨ren ko¨nnen. Deshalb ist es
schon fu¨r die Aktivita¨t ( isoliert betrachtet im Voraus nicht immer mo¨glich, den zugeho¨rigen WF-
Server zu bestimmen. In Abb. 5.2b stellt die Aktivita¨t ( einen OR-Split-Knoten dar. Deshalb muss
bei der Betrachtung der Nachfolgeraktivita¨ten von ( die Wahrscheinlichkeit beru¨cksichtigt werden,
mit welcher der jeweilige Zweig gewa¨hlt wird. Da, wie fu¨r die Aktivita¨t ( ¼ ¼ angedeutet, Verzweigun-
gen auch verschachtelt werden ko¨nnen, fu¨hrt dies zu aufwendigen Wahrscheinlichkeitsbetrachtungen
fu¨r die Nachfolgeraktivita¨ten von | . In Abb. 5.2c ist der Nachfolger von Aktivita¨t ( der AND-Join-
Knoten (¡¼ . Es kann gu¨nstig sein, diese Aktivita¨t vom selben Server kontrollieren zu lassen, wie deren
Vorga¨ngeraktivita¨t | ¼ , um zwischen diesen eine Migration zu vermeiden. Dieser Server  Ł ist dem
Server  r , der die Aktivita¨t ( kontrolliert, aber nicht bekannt – eventuell steht  Ł noch gar nicht fest,
weil die Ausfu¨hrung des entsprechenden Zweiges noch nicht so weit fortgeschritten ist. Deshalb kann
nicht entschieden werden, ob die Aktivita¨t ( ebenfalls von diesem Server kontrolliert werden soll, um
eine Migration zwischen ( und (¡¼ zu vermeiden. Es sind lediglich wieder komplexe Wahrscheinlich-
keitsbetrachtungen mo¨glich, um abzuscha¨tzen, welcher Server fu¨r die Aktivita¨t ( am besten geeignet
ist.
114 KAPITEL 5. VARIABLE SERVERZUORDNUNGEN


ff ffflfi
ffi 
! "
#%$	& & ')(+*-,& './'02143 ,65
Ù
798;:)7<8=>?@	AB=CDD
C E E
BD
F
G H
I J K
L%MN N O)P<QSRUT2V
L%MN N O)P<QSRUT2V WXO/YRZ[
K/\
Kfl]
Kfl] ]
L%M	N N O)P_^a`	Q
L%MN N O)P+b	cN O/dO	efRgYc6V
h
K
i
j
kfll
ml
n o
pfq
r s
t
u%vw w x)y<zS{U|2}
~x{ 

9 

Ł
/
/
/
/
Abbildung 5.2 Fa¨lle, in denen die dynamische Festlegung des WF-Servers fu¨r die Aktivita¨t  komplexe Ana-
lysen erfordert.
Aufgrund der beschriebenen Schwierigkeiten und da auch noch Kombinationen dieser und weiterer
Problemfa¨lle auftreten ko¨nnen (z.B. bei Schleifen), ist der fu¨r die WF-Server entstehende Aufwand
bei diesem Verfahren sehr groß. Da sie diesen Aufwand in einem Produktions-WfMS nicht zusa¨tzlich
bewa¨ltigen ko¨nnen, scheidet es i.d.R. aus. Außerdem werden bei einem solchen Verfahren keine we-
sentlich besseren Ergebnisse erzielt, als bei Verwendung variabler Serverzuordnungsausdru¨cke: Weil
aus Aufwandsgru¨nden bei der Analyse nur die na¨chsten  Aktivita¨ten betrachtet werden ko¨nnen und
Vereinfachungen bei der Analyse notwendig sind, weichen die berechneten Serverzuordnungen u.U.
deutlich vom Optimum ab, so dass mit vorberechneten variablen Serverzuordnungen sogar eine bes-
sere Verteilung erreicht werden kann.
5.1.1.3 Verwendung variabler Serverzuordnungen
Variable Serverzuordnungen stellen eine Kombination von statischer Vorberechnung (zur Model-
lierungszeit) mit dynamischen Aspekten (Beru¨cksichtigung von Laufzeitdaten) dar. Damit wer-
den die wesentlichen Vorteile der beiden Vorgehensweisen vereint. Die Funktionsweise von va-
riablen Serverzuordnungen soll an dem in Abb. 5.1 dargestellten Beispiel erla¨utert werden: We-
gen den abha¨ngigen Bearbeiterzuordnungen steht fu¨r die Aktivita¨ten  und ¡¼ erst (unmittel-
bar) vor ihrer Ausfu¨hrung fest, aus welcher OE die Bearbeiter stammen werden. Durch den Ein-
satz von variablen Serverzuordnungen ist es nun mo¨glich, stets den optimalen WF-Server fu¨r
diese Aktivita¨ten zu verwenden. Anstelle einer statischen Serverzuordnung der Art Aktivita¨t m
wird vom Server 5 kontrolliert, werden logische Serverzuordnungsausdru¨cke verwen-
det, z.B. Aktivita¨t n wird vom Server im Domain desjenigen Bearbeiters
kontrolliert, der Aktivita¨t m ausgefu¨hrt hat. Es wird also Information genutzt,
die zur Modellierungszeit bzw. beim Starten der WF-Instanz noch nicht existiert hat. Dadurch wird
erreicht, dass stets (d.h. bei allen WF-Instanzen) der optimale WF-Server gewa¨hlt wird.
Zur Modellierungszeit werden also anstelle von festen Serverzuordnungen (wo erforderlich bzw. sinn-
voll) logische Serverzuordnungsausdru¨cke festgelegt, die ebenfalls weitgehend automatisch berechnet
werden ko¨nnen. Diese referenzieren Laufzeitdaten der WF-Instanz und ermo¨glichen so auf einfache
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Weise eine Festlegung des konkreten WF-Servers zur Ausfu¨hrungszeit. Diese Festlegung ist zudem
a¨ußerst effizient, da zur Auswertung einer variablen Serverzuordnung lediglich ein sehr einfacher
Ausdruck (vgl. Abschnitt 5.1.2) ausgewertet werden muss. Dadurch wird der Aufwand, wie bei sta-
tischen Serverzuordnungen, zur Modellierungszeit betrieben. Deshalb werden die WF-Server kaum
zusa¨tzlich belastet und es ist stets mo¨glich, sehr gut geeignete Server festzulegen. Aus diesen Gru¨nden
wird dieses Verfahren weiter verfolgt.
5.1.2 Definition mo¨glicher Serverzuordnungsausdru¨cke
In diesem Abschnitt werden die Syntax und die Semantik von variablen Serverzuordnungen festge-
legt. In den nachfolgenden Abschnitten wird dann untersucht, fu¨r welche Szenarien solche Serverzu-
ordnungen geeignet sind, und wie geeignete (variable) Serverzuordnungen fu¨r die Aktivita¨ten einer
WF-Vorlage ermittelt werden ko¨nnen.
Bei statischen Serverzuordnungen werden als Zuordnungsausdru¨cke die IDs der WF-Server verwen-
det. Im Fall variabler Serverzuordnungen sind, wie oben bereits erwa¨hnt, als Serverzuordnungen auch
Ausdru¨cke erlaubt, die Laufzeitdaten der WF-Instanz referenzieren. In den meisten praktisch rele-
vanten Fa¨llen wird man sich hierbei auf den Server oder den Bearbeiter einer Vorga¨ngeraktivita¨t
beschra¨nken. In Sonderfa¨llen ko¨nnen auch weitere WF-interne Daten (z.B. der Startzeitpunkt einer
Aktivita¨t), beliebige mathematische Funktionen, logische Ausdru¨cke oder die Einbeziehung WF-
relevanter Daten (Parameterdaten von Aktivita¨ten) Sinn machen. Wa¨hrend Serverzuordnungen der
erstgenannten Art (s.u.: 1. - 5.) systemseitig vom WF-Modell abgeleitet werden ko¨nnen, mu¨ssen die
Zuordnungsausdru¨cke fu¨r die Sonderfa¨lle (6.) explizit vom Modellierer vorgegeben werden.
In Folgenden werden die mo¨glichen Serverzuordnungsausdru¨cke festgelegt und deren Semantik defi-
niert. Dazu wird angegeben, welche Bedingung der tatsa¨chlich zur Kontrolle der Aktivita¨teninstanz 
ausgewa¨hlte WF-Server  	f (siehe Definition 3.2) erfu¨llen muss.1 Die Auswertung eines Server-
zuordnungsausdrucks  -Ag/ findet immer dann statt, wenn eine entsprechende Aktivita¨ten-
instanz aktiviert werden soll. Dies kann fu¨r eine Aktivita¨t, die innerhalb einer Schleife liegt, auch
mehrfach geschehen.
1. f-5 _ s
Der Aktivita¨t  wird der Server  fest (statisch) zugeordnet:
f	f


2. f-5  Server(m)
Die Aktivita¨t  soll vom selben Server kontrolliert werden wie die Aktivita¨t | :
f	f


undefiniert , falls f	®  undefiniert
 	® , sonst
3. f-5  Domain(Bearb(m))
Der Aktivita¨t  wird der Server zugewiesen, der sich im Domain des Bearbeiters befindet, der die
Aktivita¨t | ausgefu¨hrt hat:
f	
 undefiniert , falls der Bearbeiter von Aktivita¨t m noch nicht feststeht

G|O{jSf 2i


|O{KSY.i mit   {
d
~ ¡Y| i , sonst
4. f-5  f(Server(m))
Auf eine Serverzuordnung vom Typ 2 kann noch eine Funktion ¢¤£	¦¥§¨ (  ist die Menge der
1An dieser Stelle wird auch der Sinn der Unterscheidung zwischen dem Serverzuordnungsausdruck ©-ª «­¬2®°¯ ±­«­²³´ und
dem tatsa¨chlichen WF-Server ©-ªµ«­¬fª «
´
der Aktivita¨t ³ klar.
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WF-Server) angewandt werden:
f	f 

undefiniert , falls ¶ ff·  undefiniert
¢ 	 ·¹¸ wobei f eine vorgegebene Funktion ist , sonst
Da die WV der beiden Aktivita¨ten º und  berechnet werden ko¨nnen (siehe Abschnitt 5.3),
kann eine optimale Funktion ¢ automatisch erzeugt werden. Wie dies funktioniert, wird im Ab-
schnitt 5.3.3.2 beschrieben.
5. f-<»fl¼  f(Domain(Bearb(m)))
Auch auf Serverzuordnungen vom Typ 3 kann eine Funktion ¢ angewandt werden:
f	f  undefiniert , falls der Bearbeiter von Aktivita¨t m noch nicht feststeht

º¾½¿Sf 2 ¸ ¢

º¾½/¿S» ¸ ¸ mit »  f½ÀÁ¿Â ¡º ¸
wobei f eine vorgegebene Funktion ist , sonst
6. f-<»fl¼ ÄÃ »ÆÅ2¼/»ÇÈ
Der Modellierer kann auch einen beliebigen Serverzuordnungsausdruck Ã »Å¼ »ÇÈ vorgeben, der
nicht Typ 1 - 5 entspricht. Dieser wird dann bei der Ausfu¨hrung der Aktivita¨t  ausgewertet:
f	 

undefiniert , falls Ausdruck noch nicht ausgewertet werden kann
½É 
Ã
»ÆÅ2¼/»ÇÈ
¸ , sonst
Ein solcher Ausdruck kann z.B. in Form eines einfachen Programms, mit eingeschra¨nktem Be-
fehlssatz, vorgegeben werden. Da dieses vom WfMS nicht analysiert werden kann, ko¨nnen die
WV nicht automatisch berechnet werden. Deshalb muss der Modellierer auch diese vorgeben,
weil sie zur Abscha¨tzung der entstehenden Kosten beno¨tigt werden.
Wenn variable Serverzuordnungen verwendet werden, dann kann in ¶ 	<»fl¼ eine Aktivita¨t
º referenziert werden. Um diese beschreiben zu ko¨nnen, wird in Definition 5.1 die Funktion
Ê
2¢f°Çf¼
Ã
ÇËÂ eingefu¨hrt:
Definition 5.1 (in Serverzuordnung referenzierte Aktivita¨t: ÌÎÍ¡Ï¶Í	ÐXÍ	ÑÓÒÍ-ÔÕÖÒ/× )
Ø
sei die Menge der Aktivita¨ten einer WF-Vorlage. Dann definiert die Funktion ReferencedAct fu¨r
eine Aktivita¨t ÚÙ
Ø die in deren Serverzuordnung referenzierte Aktivita¨t:
Ê
2¢f°Çf¼
Ã
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Ø
¥§
ØÜÛÞÝ2ØÚßáàSàÓâ
mit
Ê
2¢f°Çf¼
Ã
ÇËÂ


ØãßàSà
, falls f 	<»fl¼ vom Typ 1 oder 6
º , falls f 	<»fl¼ von der Bauart 2 - 5 (s.o.)
Zur Ausfu¨hrungszeit einer WF-Instanz muss vor dem Aktivieren der Aktivita¨t  der Ausdruck
f-<»fl¼ ausgewertet werden. Damit dies immer mo¨glich ist, muss sichergestellt sein, dass
die in  	<»fl¼/  referenzierte Aktivita¨t º  Ê ¢°Ç2¼ Ã ÇäÂ  garantiert vor der Aktivita¨t 
ausgefu¨hrt wird. Das bedeutet, dass die Aktivita¨t º immer vor der Aktivita¨t  ausgefu¨hrt werden
muss. Außerdem muss, falls die Aktivita¨t  tatsa¨chlich ausgefu¨hrt wird, auch die Aktivita¨t º wirklich
ausgefu¨hrt worden sein, d.h. sie darf sich dann nicht in einem nicht gewa¨hlten Zweig einer bedingten
Verzweigung befinden. Nur dann sind die beno¨tigen Laufzeitdaten (Bearbeiter, Server) verfu¨gbar. Wie
diese Bedingungen gewa¨hrleistet werden ko¨nnen, wird im Abschnitt 5.1.4.1 diskutiert.
5.1.3 Anwendungen fu¨r variable Serverzuordnungen
Im Beispiel zur Abb. 5.1 haben wir schon gesehen, wie variable Serverzuordnungen eingesetzt werden
ko¨nnen. In diesem Abschnitt wird der Nutzen von variablen Serverzuordnungen an weiteren Beispie-
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len demonstriert. Diese Beispiele ko¨nnen auch kombiniert werden, so dass sich weitere Anwendungen
fu¨r variable Serverzuordnungen ergeben.
In dem im Abb. 5.3a dargestellten Beispiel werden die Aktivita¨ten ÀÓåÚ vom selben Benutzer » be-
arbeitet, wie die Aktivita¨t ½ . Fu¨r diese Aktivita¨ten wird die Serverzuordnung Domain(Bearb(a))
verwendet. Dadurch wird derjenige WF-Server gewa¨hlt, der sich im Domain dieses Benutzers » be-
findet. Da der Benutzer » auch diese Aktivita¨ten bearbeitet, ist ihre Ausfu¨hrung bei dieser Serverzu-
ordnung auf ein Teilnetz beschra¨nkt, d.h. kein Gateway (und nur ein einziges Teilnetz) wird mit den
entsprechenden Kommunikationen belastet.
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Abbildung 5.3 Beispiele fu¨r die Verwendung von variablen Serverzuordnungen.
In Abb. 5.3b stammen die Bearbeiter der Aktivita¨ten ÀÓå  aus derselben OE wie der Bearbeiter der
Aktivita¨t ½ . Befinden sich alle Bearbeiter einer OE im selben Domain, so ist die Ausfu¨hrung der Akti-
vita¨ten À å  durch die Serverzuordnung Domain(Bearb(a))wieder auf ein Teilnetz beschra¨nkt.
Selbst wenn sich OE und Domains nicht exakt entsprechen, so ist doch anzunehmen, dass sich die
meisten Benutzer einer OE im selben Teilnetz oder zumindest in benachbarten Teilnetzen befinden.
Dadurch ist die Kommunikation zwischen dem WF-Server und den meisten potentiellen Bearbeitern
der Aktivita¨ten auf ein Teilnetz beschra¨nkt. Zumindest wird die Anzahl der weit entfernten Kommu-
nikation stark reduziert.
In Abb. 5.3c ist der Fall dargestellt, dass Aktivita¨ten vom Vorgesetzten des Bearbeiters der Aktivita¨t
½ ausgefu¨hrt werden. Dies fu¨hrt zum selben Ergebnis wie im vorherigen Beispiel, wenn die Bear-
beiter von Aktivita¨t ½ und ihr Vorgesetzter jeweils derselben OE und demselben Domain angeho¨ren
(zumindest fu¨r den Großteil der Paare Mitarbeiter – Vorgesetzter). Es gibt aber auch Szenarien, in
denen die Vorgesetzten einer anderen (Management-) OE und einem anderen Domain angeho¨ren.
In diesen Fa¨llen sind die im vorherigen Beispiel verwendeten Serverzuordnungen ungeeignet, da
die Aktivita¨ten À)å  vom WF-Server im Domain des Vorgesetzten und nicht vom Server im Do-
main der Untergebenen kontrolliert werden sollen. Stattdessen mu¨ssen Serverzuordnungen der Art
f(Domain(Bearb(a))) verwendet werden. Die Funktion ¢ bildet dabei vom Domain der Un-
tergebenen einer OE zum Domain ihres Vorgesetzten ab. Da fu¨r die Benutzer aus einer bestimmten
OE schon zur Modellierungszeit feststeht, welchem Domain ihr Vorgesetzter angeho¨rt, wird diese
Funktion ¢ schon zur Modellierungszeit festgelegt.
Eine weitere Anwendung fu¨r die Serverzuordnung f(Domain(Bearb(a))) ergibt sich bei Bear-
beiterzuordnungen der Art Rolle = B i OE = OE(Bearb(a)) (vgl. Abb. 5.3b). Angenom-
men, der Bearbeiter von Aktivita¨t ½ habe die Rolle A. Wenn Benutzer derselben OE, aber mit unter-
schiedlichen Rollen, in verschiedenen Domains angesiedelt sind, so muss die Funktion ¢ vom Domain
der Benutzer einer OE mit Rolle A zu den Benutzern dieser OE mit Rolle B abbilden.
Ergibt sich die OE der Bearbeiter der Aktivita¨ten Àå_ aus Datenelementen des WF (siehe Abb. 5.3d),
so muss auch der entsprechende WF-Server aus diesen Daten ermittelt werden. Dazu ko¨nnen vom
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Modellierer Serverzuordnungsausdru¨cke vom Typ 6 vorgegeben werden. Im Beispiel aus Abb. 5.3d
eignet sich fu¨r die Aktivita¨ten À)å  die Serverzuordnung Untersuchung = U1: s jlknm , Un-
tersuchung = U2: s jlkpo .
Ein letzter, aber besonders wichtiger, Anwendungsbereich fu¨r variable Serverzuordnungen ergibt sich
bei der Verwendung von Standard-WF-Typen. Damit meinen wir Prozesse, die einmal entworfen und
dann in unterschiedlichen OE verwendet werden (z.B. der Kreditantrags-WF aus Abschnitt 1.2.2). Ein
Standard-WF verbleibt meist in derjenigen OE, in welcher er gestartet wurde. Bei statischer Server-
zuordnung befinden sich die WF-Server i.d.R. nicht in dieser OE. In ADEPT qsrutwvxlryPz{vr|  wird der in
Abschnitt 2.2.1 erwa¨hnte explizite Startknoten ëÂ½/ Â eines WF (dem keine Aktivita¨t zugeordnet ist)
stets vom WF-Server im Domain desjenigen Benutzers kontrolliert, welcher den WF gestartet hat. Bei
Standard-WF ist es dann gu¨nstig, wenn alle Aktivita¨ten die Serverzuordnung Server(Start) ver-
wenden, so dass der WF in dem Domain (und damit der OE) verbleibt, in welchem er gestartet wurde.
Dadurch sind keine Migrationen notwendig und alle Kommunikationen sind auf diese OE beschra¨nkt.
5.1.4 Referenzierbare Aktivita¨ten
Nachdem gekla¨rt wurde, welche Ausdru¨cke als f 	<»fl¼ in Frage kommen und wie variable
Serverzuordnungen eingesetzt werden ko¨nnen, wird in diesem Abschnitt diskutiert, welche Akti-
vita¨ten º durch einen bestimmten Ausdruck referenziert werden sollen. Dazu wird untersucht, welche
Aktivita¨ten in einer Serverzuordnung u¨berhaupt referenziert werden du¨rfen. Dann wird analysiert, bei
welchen Aktivita¨ten es Sinn macht, sie in einer bestimmten Serverzuordnung zu referenzieren.
5.1.4.1 Fu¨r eine Referenzierung zula¨ssige Aktivita¨ten
Damit die Aktivita¨t º in f-<»fl¼ referenziert werden darf, muss sie garantiert vor der Aktivita¨t
º ausgefu¨hrt werden (vgl. Abschnitt 5.1.2). Dazu muss die Aktivita¨t º  Ê 2¢f°Çf¼ Ã ÇËÂ  im
Ablaufgraphen vor  liegen und die Aktivita¨t º muss stets ausgefu¨hrt werden, falls  ausgefu¨hrt
wird. Um zu zeigen, dass auch die zweite Bedingung notwendig ist, ist in Abb. 5.4 ein Beispiel
dargestellt, bei dem nur diese verletzt ist: In ¶ 	<»fl¼ darf die Aktivita¨t º~} nicht referenziert
werden, obwohl º } eine Vorga¨ngeraktivita¨t von  ist ( º } Ù¹2¼\:]Ł]\ ! :/  ¸ ), weil
nicht sichergestellt ist, dass º } u¨berhaupt ausgefu¨hrt wird.
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Abbildung 5.4 Die Vorga¨ngeraktivita¨t ÁÃÂ darf nicht in der Ä\ÅÇÆnÈÉËÊ	ÌnÆÎÍ#ÏÑÐ referenziert werden.
Um sicherzustellen, dass die Aktivita¨t º stets ausgefu¨hrt wird, falls die Aktivita¨t  ausgefu¨hrt wird,
pru¨ft die in Algorithmus 5.1 definierte Funktion Ê ¢ Ã ÉùÉù*Ò2¼ , ob sich º in einem Zweig einer be-
dingten Verzweigung befindet, in dem sich  nicht befindet.2 Ist º eine Vorga¨ngeraktivita¨t von 
bezu¨glich normaler Kontrollkanten, so befindet sie sich (wegen der Blockstrukturierung von ADEPT,
2Die Blockstrukturierung erweist sich als sehr hilfreich bei der Durchfu¨hrung der entsprechenden Analysen. Bei all-
gemeinen (z.B. Petri-Netz-basierten) WF-Modellen sind die zur Lo¨sung dieser Fragestellung notwendigen Algorithmen
wesentlich komplexer und aufwendiger.
5.1. GRUNDLAGEN VARIABLER SERVERZUORDNUNGEN 119
vgl. Abschnitt 2.2.1) in einer solchen bedingten Verzweigung, wenn sich zwischen º und  ein
Verzweigungs-Endknoten und nicht der zugeho¨rige Verzweigungs-Anfangsknoten befindet. Ob dies
gegeben ist, wird durch die Funktion °ÂÓÔ)°¼/¿Â¿°½ÉPÕ+fl½/°ÇÎÖ gepru¨ft. Dazu betrachtet die Funk-
tion alle OR-Join-Knoten × , die sich zwischen den Aktivita¨ten  (einschließlich) und º befinden.
Falls der zu der Aktivita¨t × geho¨rende OR-Split-Knoten Å ein Vorga¨nger der Aktivita¨t º ist, befindet
sich º innerhalb dieser bedingten Verzweigung, so dass False zuru¨ckgegeben wird. Dann darf die
Aktivita¨t º nicht referenziert werden.
Ist die Aktivita¨t º nur dann ein Vorga¨nger von  , wenn auch Synchronisationskanten beru¨cksichtigt
werden, so befindet sich º in einem zu  parallel ausgefu¨hrten Zweig. In diesem Fall liegt eine be-
dingte Verzweigung, welcher die Aktivita¨t º angeho¨ren ko¨nnte, ebenfalls in diesem parallelen Zweig.
Um zu u¨berpru¨fen, ob die Aktivita¨t º stets ausgefu¨hrt wird, falls  ausgefu¨hrt wird, ermittelt der Al-
gorithmus den AND-Join-Knoten Ø der parallelen Zweige von º und  . Da die Aktivita¨t Ø das Ende
der Parallelita¨t darstellt, wird Ø garantiert ausgefu¨hrt, falls  ausgefu¨hrt wird. Der Algorithmus pru¨ft
nun unter Verwendung der Funktion °ÂÓÔ¹°¼/¿Â ¿ °½ÉPÕ+ ½°ÇÎÖ , ob sich º in einer bedingten Ver-
zweigung befindet, welcher Ø nicht angeho¨rt. Ist dies nicht der Fall, so wird º garantiert ausgefu¨hrt,
falls Ø ausgefu¨hrt wird (und damit auch falls  ausgefu¨hrt wird), so dass das Funktionsergebnis True
ist. Ist das Funktionsergebnis False, so darf die Aktivita¨t º in f-<»fl¼ nicht referenziert wer-
den. Dies ist auch dann der Fall, wenn º u¨berhaupt keine Vorga¨ngeraktivita¨t von  ist (Else-Fall).
Algorithmus 5.1 (Pru¨fen, ob Referenzierung erlaubt: ÌÎÍ¡Ï¶Õ6ÙÚÙsÛÜÎÍ-Ô )
inputÝßÞ
Ä~àâáãåäçæèæçæ=é : Kontrollflussstruktur des WF-Typs
Á : Aktivita¨t, die referenziert werden soll
Ï : die referenzierende Aktivita¨t
result
boolean: True genau dann, wenn die Aktivita¨t Á in Ä\ÅÇÆÇÈÉÊÌnÆÎÍ3Ï Ð referenziert werden darf
begin
if ÁëêÃìßÆÎÅnÍ(íîÚï;ðñ!òóôðõ ö]÷#áuÏ;é then // Á ist Vorga¨ngeraktivita¨t von Ï bzgl. Kontrollkanten
return ÏÑÌnøúù#Ï
Ý
ÌnÏÑÍ3ûPøüûPÌnÏÑý(þß ÆÎý*Ï

á
ÝßÞ
ÄWäwÏ\äÚÁÃé ;
else if ÁëêÃìßÆÎÅnÍ(íîÚï;ðñ!òóôðõ ö ñ!ï ö]÷ áuÏ;é then // bzgl. Kontroll- und Synchronisationskanten
	
à ÏÑÅ
ø
Ý
ÌnÁflÁÃÌnÏÏÑÍôÌnûPÏ:á
ÝßÞ
ÄWäwÏ\äÚÁÃé ; // 	 ist Ende der Parallelita¨t von Á und Ï
return ÏÑÌnøúù#Ï
Ý
ÌnÏÑÍ3ûPøüûPÌnÏÑý(þß ÆÎý*Ï

á
ÝßÞ
ÄWä
	
äwÁåé ;
else return False; // Á ist keine Vorga¨ngeraktivita¨t von Ï
end.
ffflfififfi "!$#&%'()*$&+-, .ffi/.021 :
inputÝßÞ
Ä~àâáãåäçæèæçæ=é : Kontrollflussstruktur des WF-Typs
Ï\äwÁ : Aktivita¨ten mit der Eigenschaft ÁëêåìßÆÎÅnÍ(íîÚïð;ñ!òóôðõ ö]÷ áuÏ;é
result
boolean: True, wenn sich Á in keiner bedingten Verzeigung befindet, in der nicht auch Ï liegt
begin
for each 3ffêflã mit 45 Ðá63(é:à ONE Of ALL // 3 ist OR-Join-Knoten
7
3ffêflìßÆÎÅnÍ
í8Úïð;ñ!òóôðõ ö]÷
á Ï;éfl9;:ÇÏ=<
7
3 êåÄWÊ
>
í8Úï;ðñ7òóôð;õ öW÷
á ÁÃé do // 3 liegt zwischen Á und Ï
?
àÄ
	
þ ûA@pá63(é ; // ? ist der zu 3 geho¨rende OR-Split-Knoten
if ? êåìßÆÎÅnÍ(í8Úïð;ñ!òóôðõ ö]÷ áuÁåé then return False; // ? liegt nicht zwischen Á und Ï
return True;
end;
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5.1.4.2 Fu¨r Referenzierung relevante Aktivita¨ten
Die oben erwa¨hnte Funktion Ê-BDC Ã ÉÉAE*Ò B ¼ pru¨ft, ob es erlaubt ist, eine Aktivita¨t º in F BHGIflJ »KE G ¼LM
zu referenzieren. Daraus folgt noch nicht, dass dies auch sinnvoll ist. Deshalb wird in diesem Abschnitt
untersucht, fu¨r welche Aktivita¨ten º es interessant ist, sie in F
BHGIflJ
»KE
G
¼LM zu referenzieren.
Die nahe liegendste Idee ist, fu¨r F BNGIOJ »"E G ¼PL M nur diejenige Aktivita¨t º zu beru¨cksichtigen, die in
Õ
B
½
G
À
J
»KE
G
¼LM referenziert wird. Aber auch bzgl. der Bearbeiterzuordnungen transitiv abha¨ngige
Aktivita¨ten ko¨nnen relevant sein. In dem in Abb. 5.5a dargestellten Beispiel hat der Bearbeiter der
(von Aktivita¨t L transitiv abha¨ngigen) Aktivita¨t É dieselbe Rolle Arzt wie der Bearbeiter von Aktivita¨t
L . Außerdem geho¨rt er derselben OE an. Der Bearbeiter der direkt abha¨ngigen Aktivita¨t º hat die
Rolle MTA. Da mit der in Abb. 5.5c dargestellten Bearbeiterverteilung der Bearbeiter von Aktivita¨t
º immer im Domain 1 angesiedelt sind, ist diese Information zur Festlegung der Serverzuordnung
von Aktivita¨t L wertlos. Der Bearbeiter der Aktivita¨t É (mit Rolle Arzt) befindet sich abha¨ngig von
seiner OE im Domain 1 oder 2. Da fu¨r den Bearbeiter der Aktivita¨t L dasselbe gilt, ist der Domain des
Bearbeiters der transitiv abha¨ngigen Aktivita¨t É die optimale Lokation fu¨r den Server von Aktivita¨t L .
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Abbildung 5.5 Die indirekt abha¨ngige Aktivita¨t þ ist fu¨r Ä:ÅèÆnÈÉËÊ	ÌnÆÎÍ#Ï Ð relevant.
Doch nur die transitiven Abha¨ngigkeiten zu beru¨cksichtigen, reicht nicht aus, wie Abb. 5.5b zeigt.
Mit der Bearbeiterverteilung aus Abb. 5.5c befindet sich der Bearbeiter der einzigen von Aktivita¨t
L (transitiv) abha¨ngigen Aktivita¨t º immer im Domain 1 (wegen Rolle MTA). Der Bearbeiter der
Aktivita¨t É hat aber wie der Bearbeiter von Aktivita¨t L die Rolle Arzt und er stammt auch aus derselben
OE. Da er deshalb stets im gleichen Domain angesiedelt ist, ist dieser Domain der optimale Ort fu¨r
den Server von Aktivita¨t L . Daraus folgt, dass alle Aktivita¨ten fu¨r eine Referenzierung relevant sind,
die indirekt (vor- oder ru¨ckwa¨rts) mit Aktivita¨t L in Beziehung stehen. Alle anderen Aktivita¨ten sind
nicht relevant, da ihre Bearbeiter und deren OE in keiner Beziehung zum Bearbeiter von Aktivita¨t L
stehen.
Fu¨r die in Abschnitt 5.3 und 5.4 beschriebenen Analysen ist es notwendig, zu wissen, ob die Aktivita¨t
L und die in F BHGIflJ »KE G ¼L M referenzierte Aktivita¨t º denselben Bearbeiter haben, bzw., ob deren
Bearbeiter derselben OE angeho¨ren. Deshalb ermittelt der nachfolgend beschriebene Algorithmus 5.2
nicht nur die fu¨r eine Referenzierung relevanten Aktivita¨ten, sondern er ermittelt auch den Typ der
Abha¨ngigkeit zwischen den beiden Aktivita¨ten. Dabei haben die berechneten Werte folgende Bedeu-
tung:
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ÐÑB
ØÓÒmLÔ º ¸Õ Õ : Aktivita¨t L hat denselben Bearbeiter wie Aktivita¨t º
ÐÑB
ØÓÒmLÔ º ¸Õ×ÖÙØ : Aktivita¨t L hat einen Bearbeiter aus derselben OE wie Aktivita¨t º
ÐÑB
ØÓÒmLÔ º ¸Õ
ØÚßáàSà
: zwischen den Bearbeitern der Aktivita¨ten L und º besteht keine Abha¨ngig-
keit
Der Algorithmus 5.2 berechnet zuerst aus den Bearbeiterzuordnungen aller Aktivita¨ten initiale (nicht
transitive) Abha¨ngigkeiten ÐÑB Ø (Prozedur ¿ÚL¿Â¿½É ¼ B Ø ). Anschließend wird versucht, aus jedem Paar
von Abha¨ngigkeiten eine neue Abha¨ngigkeit zu generieren. Diese Aufgabe u¨bernimmt die Prozedur
¼
B
¼»Ç
B
¼
B
Ø , welche die in Abb. 5.5a und b dargestellten Fa¨lle indirekter Abha¨ngigkeiten beru¨cksich-
tigt. Wurde ein Paar von Abha¨ngigkeiten gefunden, das sich kombinieren la¨sst, so muss noch der Typ
der neu erzeugten Abha¨ngigkeit ermittelt werden (Funktion Ç¼Eº Àä¿ÚL B ). Sind beide Abha¨ngigkeiten
vom Typ B (selber Bearbeiter), so hat auch die neue Abha¨ngigkeit den Typ B. Sind sie vom Typ B
oder OE, so kann fu¨r die neue Abha¨ngigkeit nur dieselbe OE garantiert werden (Typ OE).
Der Algorithmus 5.2 analysiert Zusammenha¨nge zwischen den Bearbeiterzuordnungen der Akti-
vita¨ten, ist also von den Serverzuordnungen unabha¨ngig. Er wird deshalb nicht vom Verteilungsal-
gorithmus (siehe Abschnitt 4.5) aufgerufen, sondern nur einmal (vor dem Berechnen der Serverzu-
ordnungen) ausgefu¨hrt.
Wenn eine Abha¨ngigkeit ÐÑB ØÓÒmLÔ º ¸Õ Õ oder ÐÆB ØÓÒmLÔ º ¸ÕÛÖÙØ existiert, so ist º fu¨r eine Referen-
zierung in F
BHGIOJ
»KE
G
¼LM
”
interessant“. Damit die Aktivita¨t º in F BHGIOJ »KE G ¼LM referenziert werden
darf, muss sie außerdem garantiert vor Aktivita¨t L ausgefu¨hrt werden ( Ê-BDC Ã ÉùÉAE3Ò B ¼KÒúÔÙÜ¶FÓÔffiLÔ º ¸fÕ
True). Damit ergeben sich die in F BHGIOJ »"E G ¼PLM referenzierbaren und relevanten Aktivita¨ten
Ê-B
É
BNI
½LÂ
Ã
ÇËÂÝM wie folgt:
Ê-B
É
BNI
½LÂ
Ã
ÇËÂ
M;Õ
Ý
ºßÞ
ÐÑB
ØÓÒmLÔ º
¸áàÕ
ØÚßáàSà
i
Ê-BDC
Ã
ÉÉAE*Ò
B
¼"ÒúÔ-Ü¶FÓÔffiLÔ º
¸
â
5.1.4.3 Bearbeiter von Aktivita¨tenpaaren
Die Abha¨ngigkeiten ÐÑB Ø wurden bestimmt, um entscheiden zu ko¨nnen, welche Aktivita¨ten in einer
Serverzuordnung referenziert werden sollen. Die Abha¨ngigkeiten beschreiben aber eigentlich (transi-
tive) Beziehungen zwischen den Bearbeitern von zwei Aktivita¨ten. Deshalb ko¨nnen sie auch verwen-
det werden, um zu entscheiden, ob sich ein Benutzer fu¨r die Bearbeitung einer Aktivita¨t qualifiziert,
wenn der Bearbeiter einer anderen Aktivita¨t vorgegeben ist. Da diese Funktionalita¨t im Folgenden
beno¨tigt wird, wird in diesem Abschnitt ein entsprechender Algorithmus vorgestellt.
Die berechneten Abha¨ngigkeiten ÐÆB Ø lassen erkennen, welches die potentiellen Bearbeiter einer Ak-
tivita¨t L sind, wenn der Bearbeiter einer anderen Aktivita¨t â vorgegeben ist. Mit dieser Information
la¨sst sich also berechnen, ob ein Bearbeiter ã die Aktivita¨t L bearbeiten darf, falls der Bearbeiter ã;}
der Aktivita¨t â gegeben ist. Dazu pru¨ft der Algorithmus 5.3 zuerst, ob der Bearbeiter ã – unabha¨ngig
vom Bearbeiter der Aktivita¨t â – die Aktivita¨t L bearbeiten darf, d.h. (vereinfacht), ob er z.B. die
richtige Rolle hat. Dies ist gegeben, falls ãåä E¸æÕ BNçGPè M gilt. Anschließend wird getestet, ob die Be-
arbeiter ã} und ã eine Abha¨ngigkeit zwischen den Aktivita¨ten â und L verletzen. Existiert zwischen
den Aktivita¨ten â und L eine Abha¨ngigkeit vom Typ Õ (selber Bearbeiter), so darf ã die Aktivita¨t L
nur bearbeiten, falls er mit ã } identisch ist; besteht eine Abha¨ngigkeit vom Typ ÖÙØ , so mu¨ssen die
Bearbeiter ã und ã;} derselben OE angeho¨ren. Gibt es keine Abha¨ngigkeit zwischen den Aktivita¨ten
â und L , so darf der Bearbeiter ã die Aktivita¨t L immer bearbeiten, da dann auch keine Abha¨ngig-
keit verletzt sein kann. Dass der Bearbeiter ã die Aktivita¨t L aufgrund seiner Rolle o. ¨A. prinzipiell
bearbeiten darf, wurde schon am Anfang des Algorithmus gepru¨ft.
122 KAPITEL 5. VARIABLE SERVERZUORDNUNGEN
Algorithmus 5.2 (Abha¨ngigkeiten zwischen den Bearbeitern der Aktivita¨ten)
input
ã : die Menge der Aktivita¨ten der WF-Vorlage
ß5Åný*ÆNéçÉËÊ	ÌnÆÎÍ#Ï Ð : ê	Ï¢êÃã : die Bearbeiterzuordnung der Aktivita¨t Ï
outputë
Å
	
á Ï\äwÁåé : êÏ\äÚÁ êflã : die Beziehung zwischen den Bearbeitern der Aktivita¨ten Ï und Á
begin
êÏ\äÚÁ êÃã :
ë
Å
	
áuÏ\äwÁåé:à ãíì/îYî ;
for each Aktivita¨t Ï êflã do ûPÏôûA@üûüý(þ Í3Å 	 á Ï;é ; // die direkten Abha¨ngigkeiten ermitteln
do // alle indirekten Abha¨ngigkeiten ableiten

ý3ÏOï1ÅnÍ5à False;
for each Ï\äÚÏÑÂ	êåã mit
ë
Å
	
áuÏ\äwÏÑÂMéñðà ãÆì/îYî do
for each Á äwÁÃÂôêÃã mit
ë
Å
	
áuÁ äwÁÃÂMéñðà ãíì/î¾î do
// leite aus Abha¨ngigkeit zwischen Ï , ÏÑÂ und Á , ÁÃÂ neue Abha¨ngigkeiten her
ë
Å
	ò
à Í*ÅnÍ#Ê

Å Í3Å
	
áuÏ\äwÏÑÂ äwÁ äwÁÃÂ älþúälþ ÂuäÝó/é ;
if óôðà ãíì/î¾î 7
ë
Å
	
á þwäÚþ Â éà ãíì/îYî then // neue Abha¨ngigkeit gefunden
ë
Å
	
á þwäÚþ ÂMéàõó ;
ë
Å
	
á þ ÂäÚþSé\àöó ;  ý*ÏOï(ÅnÍ5à True;
while  ý3ÏOï1ÅnÍ5à True;
end.
fi fi÷fiffi"! ff'øDù*É_1 :
input
Ï : die Aktivita¨t, deren direkte Abha¨ngigkeiten ermittelt werden sollen
begin
case ß5Åný*ÆHéèÉËÊ	ÌnÆÎÍ#ÏÑÐ àõúûü¸ýÅþôáTß	é :
ë
Å
	
á Ï\äwÁåé:à ß ;
ë
Å
	
áuÁ äwÏ;é:à ß ;
case ß5Åný*ÆHéèÉËÊ	ÌnÆÎÍ#ÏÑÐ à  à ôá¹úûüDýÅþÑá6ß	éÚé
7
æçæèæ :ë
Å
	
á Ï\äwÁåé:à ;
ë
Å
	
áuÁ äwÏ;é:à ;
end;
fføPff
	¾(Åø ff'øDù*É/.Ý. 0 . 0Ú.!ffi.!Ú.q1 :
input
Ï , ÏÑÂ und Á , ÁflÂ : Paare von Aktivita¨ten mit existierenden Abha¨ngigkeiten
output
þ , þÂ , ó : abgeleitete Abha¨ngigkeit vom Typ ó zwischen þ und þÂ
begin
if ÏÑÂà Á then // Fall aus Abb. 5.5a
ó à

ÌnÁ éûPÏÑÅ(á
ë
Å
	
á Ï\äwÏÑÂ>épä
ë
Å
	
áuÁ äwÁÃÂMéÚé ; þÑà Ï ; þ Âà ÁÃÂ ;
else if Ï à Á then // Fall aus Abb. 5.5b
ó à

ÌnÁ éûPÏÑÅ(á
ë
Å
	
á Ï\äwÏÑÂ>épä
ë
Å
	
áuÁ äwÁÃÂMéÚé ; þÑà ÏÑÂ ; þ Âà ÁflÂ ;
else
ó à ãíì/î¾î ;
end;
(Å0Nfiø'*Å.Å1 :
input
ónä$ó : Typen der zu kombinierenden Abha¨ngigkeiten
result
Typ der daraus entstehenden Abha¨ngigkeit
begin
if ó  à ß 7 ó  à ß then return ß ;
else return  ; // ó  êÆ: B, OE < und ó  êí: B, OE <
end;
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Algorithmus 5.3 (Zula¨ssigkeit eines Bearbeiterpaars: ffflfiffiÎÛ ! Û#"$"%'&1Ù)( )
input
Á : Aktivita¨t, deren Bearbeiter vorgegeben wird
ÊÂ : der Bearbeiter von Aktivita¨t Á
Ï : Aktivita¨t, fu¨r welche die Zula¨ssigkeit des Bearbeiters gepru¨ft werden soll
Ê : der Bearbeiter von Aktivita¨t Ï
ì±Ì¼@úß5Åný*ÆNésÐ : die Menge der potentiellen Bearbeiter der Aktivita¨t Ï
result
boolean: True genau dann, wenn die angegebene Kombination von Bearbeitern zula¨ssig ist
begin
if Ê ðêÃì±Ì¼@úß5Åný*ÆNé Ð then return False;
if
ë
Å
	
áuÏ\äwÁåé:à ß then
return Ê à Ê	Â ;
else if
ë
Å
	
áuÏ\äwÁåé:à then
return ffáuÊôé:à* áuÊ Â é ;
else //
ë
Å
	
áuÏ\äwÁåé\à ãÆì/îYî
return True;
end.
5.1.5 Automatische Berechnung geeigneter Serverzuordnungen
Im Folgenden wird untersucht, wie geeignete variable Serverzuordnungsausdru¨cke fu¨r die Aktivita¨ten
einer WF-Vorlage systemunterstu¨tzt ermittelt werden ko¨nnen. Dabei konzentrieren wir uns im Mo-
ment auf die Verteilungsalgorithmen. In Abschnitt 5.3 gehen wir dann auf die Auswirkung von varia-
blen Serverzuordnungen auf das Kostenmodell und auf die Berechnung der WV ein.
Prinzipiell ko¨nnen zum Berechnen von geeigneten Serverzuordnungen weiterhin die in Ab-
schnitt 4.5 vorgestellten Verteilungsalgorithmen verwendet werden, indem deren Eingabeparameter
-EÅæ>F
BHGIOJ
ãKE
G,+
LM mit geeigneten Werten belegt wird. Dieser Eingabeparameter gibt fu¨r jede Akti-
vita¨t L der WF-Vorlage an, welche Ausdru¨cke als Serverzuordnung fu¨r die Aktivita¨t in Frage kom-
men. Wa¨hrend -EÅæ>F BHGIflJ ãKE G-+ L M im statischen Fall die Menge der WF-Server repra¨sentiert, muss
nun die Menge der fu¨r die Aktivita¨t L mo¨glichen variablen Serverzuordnungsausdru¨cke angegeben
werden. Dies sind weiterhin die statischen Serverzuordnungen (Typ 1), sowie Ausdru¨cke vom Typ
2-5 aus Abschnitt 5.1.2, wobei fu¨r alle von Aktivita¨t L referenzierten Aktivita¨ten â die Bedingung
.-BDC0/211
E3Ò
B3+
ÒúÔÙÜ¶FÓÔffiLÔffiâ54
Õ76
G
ã
B
gelten muss. Mit diesen Werten fu¨r -EÅæ>F BHGIOJ ãKE G,+ LM kann der
Algorithmus 4.2, welcher alle Kombinationen von Serverzuordnungen
”
durchprobiert“, unvera¨ndert
weiterverwendet werden. Dieser ermittelt dann die optimalen Serverzuordnungen fu¨r die betrachtete
WF-Vorlage. Dieser Algorithmus ist allerdings schon bei rein statischen Serverzuordnungen wegen
seiner hohen Laufzeitkomplexita¨t kaum einsetzbar, da er alle Kombinationen von mo¨glichen Server-
zuordnungen der Aktivita¨ten durchspielt. Dieser Schwachpunkt ist bei Beru¨cksichtigung variabler
Serverzuordnungen noch dramatischer: In den Serverzuordnungen der Þ 8 Þ Aktivita¨ten ko¨nnen im
Extremfall alle Vorga¨ngeraktivita¨ten referenziert werden, so dass sich fu¨r den Algorithmus eine Kom-
plexita¨t von Ö Ò>Þ 8 Þ:9

9;4 ergibt.
Wegen der hohen Laufzeitkomplexita¨t des Verteilungsalgorithmus 4.2 sollte einer der Algorithmen 4.3
- 4.5 zur Berechnung von variablen Serverzuordnungen eingesetzt werden. Diese Algorithmen haben
eine wesentlich bessere Laufzeitkomplexita¨t, verwenden aber den
”
Trick“ des Zusammenfassens von
Partitionen. Sie mu¨ssen bei Verwendung variabler Serverzuordnungen leicht modifiziert werden, weil
die Vera¨nderung der Serverzuordnung einer Aktivita¨t ungewollte Auswirkungen auf Aktivita¨ten ha-
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ben kann, welche diese Aktivita¨t in ihrer Serverzuordnung referenzieren. Welche Modifikationen der
Algorithmen notwendig sind, wird im Folgenden beschrieben.
5.1.5.1 Potentielle Serverzuordnungen einer Aktivita¨t
Die Algorithmen 4.3 - 4.5 gehen in zwei Phasen vor. In der Phase 1 wird jede Aktivita¨t iso-
liert betrachtet und es wird die jeweils optimale Serverzuordnung berechnet. Prinzipiell ko¨nnen
dabei in F BHGIflJ ãKE G-+ LM alle Aktivita¨ten â referenziert werden, fu¨r die .-B¸C0/<11 E*Ò B+ ÒúÔÙÜFÓÔffiLÔffiâ54
gilt. Allerdings macht die Referenzierung einer Aktivita¨t â , die sich nicht in .-B31ÉBHIç Læ /2= æ÷M be-
findet, keinen Sinn, da keine Beziehung zwischen den Bearbeitern der Aktivita¨ten â und L be-
steht. Durch eine solche Referenzierung kann sich keine optimale Serverzuordnung ergeben. Des-
halb genu¨gt es, fu¨r F BNGIOJ ã"E G,+ LM die Referenzierung der relevanten Aktivita¨ten .-B1ÉBHIç Læ /<= æ÷M
zu betrachten. Damit ergibt sich -EÅæffiF BNGIOJ ã"E G,+ LM als die Menge der statischen Serverzuordnun-
gen vereinigt mit Serverzuordnungsausdru¨cken vom Typ 2-5, welche Aktivita¨ten aus der Menge
.-B31ÉBNIç
Læ
/2=
æÝM referenzieren. Da
.-B1ABNIç
Læ
/2=
æÝM i.d.R. eine wesentlich kleinere Menge darstellt als
>
â Þ
.-B¸C0/<11
E*Ò
B3+
ÒúÔÙÜ¶F ÔffiLÔffiâ54? , mu¨ssen deutlich weniger Serverzuordnungen betrachtet werden,
was den Aufwand fu¨r die Phase 1 der Algorithmen drastisch reduziert. Da nur solche Serverzuord-
nungen ignoriert werden, die zu keiner optimalen Lo¨sung fu¨hren ko¨nnen, wird die Qualita¨t des Er-
gebnisses durch diese Optimierung nicht beeintra¨chtigt.
In der Phase 2 der Algorithmen 4.3 - 4.5 werden auch Migrationskosten beru¨cksichtigt. Beim dafu¨r
notwendigen Zusammenfassen von Partitionen kann sich fu¨r eine Aktivita¨t L auch eine Serverzuord-
nung ergeben, die bei isolierter Betrachtung der Aktivita¨t L nicht sinnvoll ist. Solen z.B. die Akti-
vita¨ten der Partition @ mit der Aktivita¨t â zusammengefasst werden, so kann sich fu¨r die Aktivita¨ten
L äA@ der Serverzuordnungsausdruck F BNGIOJ ã"E G,+ LM Õ Server(m) ergeben. Dabei ist es durchaus
mo¨glich, dass F BNGÅIflJ ã"E G,+ LM Õ Server(m) fu¨r eine Aktivita¨t L äB@ isoliert betrachtet nicht sinn-
voll ist (weil â àä .-B1ABNIç Læ /2= æÝM ), dass aber durch das Zusammenfassen der Partitionen hohe Migra-
tionskosten eingespart werden. Deshalb mu¨ssen in der Phase 2 durch F BHGIflJ ãKE G-+ LM auch Aktivita¨ten
â
à
ä
.-B31ÉBHIç
Læ
/2=
æ÷M referenziert werden du¨rfen. Es ist aber nicht erlaubt, eine beliebige Aktivita¨t â
zu referenzieren. Die Aktivita¨t â muss garantiert vor L ausgefu¨hrt werden, um sicherzustellen, dass
die Serverzuordnung zur Ausfu¨hrungszeit ausgewertet werden kann. Beim Zusammenfassen muss
also gepru¨ft werden, ob die in F BHGIOJ ã"E G,+ LM referenzierte Aktivita¨t u¨berhaupt referenziert werden
darf, d.h., ob fu¨r â Õ .-BDCBNGPB L =HB3+C/<= æ÷M die Bedingung .-B¸C0/<11 E*Ò B+ ÒúÔÙÜFÓÔffiLÔffiâ54 ÕD6 G ã B erfu¨llt
ist. Diese Pru¨fung muss fu¨r alle Aktivita¨ten L der Partition @ durchgefu¨hrt werden, weil alle diese Ak-
tivita¨ten LÛäE@ die Aktivita¨t â nach dem Zusammenfassen referenzieren werden. Der vollsta¨ndige
Algorithmus, der sich durch diese (und weitere) ¨Uberlegungen ergibt, wird in Abschnitt 5.1.5.4 vor-
gestellt.
5.1.5.2 Abha¨ngige Aktivita¨ten
Beim Zusammenfassen von Partitionen werden die Serverzuordnungen der Aktivita¨ten L äF@
vera¨ndert. Dies kann unerwu¨nschte Auswirkungen auf eine Aktivita¨t 1 haben, die spa¨ter im Ablauf
folgt. Ein solches Beispiel ist in Abb. 5.6 dargestellt.
Soll die Aktivita¨t 1 nicht vom Zusammenfassen der Partition @ mit ihrer Vorga¨ngerpartition betroffen
sein ( 1 àäG@ ), so darf der tatsa¨chlich fu¨r diese Aktivita¨t resultierende Server nicht durch das Zu-
sammenfassen vera¨ndert werden. Fu¨r die Serverzuordnung der Aktivita¨t 1 sind folgende Problemfa¨lle
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Abbildung 5.6 Wird die Partition ] dem Server der Aktivita¨t ^ zugeordnet, so a¨ndert sich der Server der an
dieser Vera¨nderung eigentlich nicht beteiligten Aktivita¨t _ .
denkbar, weil sich bei ihnen die Serverzuordnung der Aktivita¨t 1 auf den (durch das Zusammenfassen
vera¨nderten) Server einer Aktivita¨t Lõä`@ bezieht:
1. F
BHGIflJ
ãKE
G-+
Lba Õ Server(n)
2. F
BHGIflJ
ãKE
G-+
Lba Õ f(Server(n))
Der Algorithmus 5.4 berechnet fu¨r die Aktivita¨t 1 eine Serverzuordnung Ø GVc F BNGIOJ ã"E G,+ L , so
dass, trotz vera¨nderter Serverzuordnungen der Aktivita¨ten L äd@ , der Server von Aktivita¨t 1 un-
vera¨ndert bleibt. Im ersten oben beschriebenen Problemfall la¨sst sich Unabha¨ngigkeit von der ¨Ande-
rung erreichen, indem fu¨r die Aktivita¨t 1 die urspru¨ngliche Serverzuordnung der referenzierten Ak-
tivita¨t L verwendet wird. Dadurch wird die Aktivita¨t 1 von demjenigen Server kontrolliert, der ur-
spru¨nglich fu¨r die Aktivita¨t L und damit auch fu¨r 1 geplant war. Deshalb ergibt sich im Algorith-
mus 5.4 Ø GVc F BNGIOJ ã"E G,+ L als F BNGÅIflJ ã"E G,+ L M . Lautet F BHGIflJ ãKE G-+ Lba Õ f(Server(m)), so kann
F
BNGÅIflJ
ã"E
G,+
LM nicht direkt u¨bernommen werden. Wird auf F BNGIOJ ã"E G,+ LM aber zusa¨tzlich die Funk-
tion
C
angewandt, so bleibt der Server von Aktivita¨t 1 unvera¨ndert. Bei allen anderen Serverzuordnun-
gen von Aktivita¨t
1
kann diese unvera¨ndert u¨bernommen werden, da keiner der oben beschriebenen
Problemfa¨lle vorliegt.3 Die gesamte Berechnung der neuen Serverzuordnung fu¨r Aktivita¨t 1 ist in eine
Schleife eingebettet (loop). Diese wird erst dann verlassen (break), wenn fu¨r die Aktivita¨t 1 keiner
der oben beschriebenen Problemfa¨lle mehr vorliegt. Eine mehrstufige Ersetzung von F BNGÅIflJ ã"E G,+ Lba
kann notwendig werden (vgl. Abb. 5.6), wenn die Aktivita¨t 1 von einer Aktivita¨t LeKäA@ abha¨ngig ist,
und L e wiederum von einer Aktivita¨t LÛäE@ abha¨ngt (z.B. F BNGIOJ ã"E G,+ L
MVf
Õ Server(n)). Wenn
der Algorithmus 5.4 verwendet wird, dann entstehen durch das Zusammenfassen von Partitionen also
keine unerwu¨nschten Seiteneffekte auf Aktivita¨ten
1
à
äg@ . Deshalb gibt es keine Fa¨lle, in denen das
Zusammenfassen von Partitionen durch solche Seiteneffekte unmo¨glich gemacht wird.
Die Funktionsweise von Algorithmus 5.4 soll noch an einem Beispiel verdeutlicht werden: Ange-
nommen die Serverzuordnung der Aktivita¨t L wird durch das Zusammenfassen vera¨ndert und es gilt
F
BNGÅIflJ
ã"E
G,+
Lba
Õ Server(n) und F BNGÅIflJ ã"E G,+ LM Õ Domain(Bearb(m)). Dann erzeugt der Al-
gorithmus die Serverzuordnung F BHGIOJ ãKE G,+ Lba Õ Domain(Bearb(m)) fu¨r die Aktivita¨t 1 , welche
direkt die Aktivita¨t â referenziert. Bei den gegebenen Serverzuordnungen ist sichergestellt, dass die
Aktivita¨t L stets ausgefu¨hrt wird, falls die Aktivita¨t 1 ausgefu¨hrt wird, und dass die Aktivita¨t â stets
ausgefu¨hrt wird, falls die Aktivita¨t L ausgefu¨hrt wird. Andernfalls wa¨ren die urspru¨nglichen Server-
zuordnungen nicht zula¨ssig gewesen. Damit ist aber auch sichergestellt, dass die Aktivita¨t â stets
ausgefu¨hrt wird, falls die Aktivita¨t 1 ausgefu¨hrt wird. Deshalb ist eine ¨Uberpru¨fung der Zula¨ssigkeit
der resultierenden Serverzuordnung ( .-B¸C0/<11 EVh B3+#ikj Ü¶F Ô 1 Ôffiâ54 Õl6 G ã B ) in Algorithmus 5.4 nicht
erforderlich.
3Wird in einer Serverzuordnung vom Typ 6 der Server einer Aktivita¨t monAp referenziert (Problemfall 1 oder 2), so
muss auch dieser Teil der Serverzuordnung (wie beschrieben) ersetzt werden.
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Algorithmus 5.4 (Kopieren einer Serverzuordnung: qsr\tvuxw<y )
input
_ : Aktivita¨t, deren Serverzuordnung unvera¨ndert
”
kopiert“ werden soll
] : Partition, deren Aktivita¨ten einem anderen Server zugeordnet werden
z{'|~},x$~|

: ê Aktivita¨ten

: die urspru¨ngliche Serverzuordnung der Aktivita¨t

output

|
ï
zb{|~}vW~|
: eine Serverzuordnung fu¨r die Aktivita¨t _ , die unabha¨ngig von der Partition ] ist
begin
loop
case
zb{|~}vW~|
Server(n): // Problemfall 1
if
fl
] then

|
ï
z{'|~}vW~|Łz{'|'}x$~| 
;
z{'|'}x$~|


|
ï
z{'|'}x$~|
;
else

|
ï
z{'|~}vW~|Łz{'|'}x$~| 
;
break;
case
zb{|~}vW~|  
f(Server(n)): // Problemfall 2
if
fl
] then

|
ï
z{'|~}vW~|Ł
f( z{'|~},xW~|~
 );
z{'|'}x$~|


|
ï
z{'|'}x$~|
;
else

|
ï
z{'|~}vW~|Łz{'|'}x$~|
;
break;
default case: // Serverzuordnung vom Typ 1, 3, 5 oder 6 

|
ï
z{'|~}vW~|Łz{'|'}x$~|
;
break;
end.
5.1.5.3 Zusammenfassen mit nachfolgenden Partitionen
Das Zusammenfassen einer Partition @ mit einer nachfolgenden Aktivita¨t â ist nicht immer mo¨glich
(vgl. Abb. 5.7). Es kann vorkommen, dass die zur Auswertung von v-W]ã# +\ notwendigen
Laufzeitdaten, zum Zeitpunkt der Ausfu¨hrung der ersten Aktivita¨t  dieser Partition @ , noch nicht
existieren. Dieser Fall tritt auf, wenn sich v3-W]ãV
+
auf den Server oder Bearbeiter einer Akti-
vita¨t
1 bezieht, die keine Vorga¨ngeraktivita¨t von  ist. Beim Zusammenfassen entlang einer normalen
Kontrollkante tritt dieser Fall auf, wenn 1 ä*@ gilt (Abb. 5.7a). Sollen Aktivita¨ten paralleler Zweige
entlang einer Synchronisationskante zusammengefasst werden (Abb. 5.7b), so handelt es sich bei 1 um
eine Aktivita¨t eines parallelen Zweiges. Im Falle eines Zusammenfassens entlang einer Schleifenru¨ck-
sprungkante (Abb. 5.7c) tritt ein Problem auf, wenn 1 eine Nachfolgeraktivita¨t von @ ist. In all diesen
Fa¨llen ist diese Art des Zusammenfassens nicht mo¨glich. Im Fall a und c kann die Migration trotzdem
stets verhindert werden, indem man der Partition von Aktivita¨t â den Server von @ zuordnet, also
”
andersherum“ zusammenfasst.
Das vorliegende Problem, eine Partition @ vom selben Server kontrollieren zu lassen, wie die Akti-
vita¨t â , kann fu¨r jede Aktivita¨t  ä@ einzeln gelo¨st werden:   ä@ muss die Aktivita¨t  vom
selben Server kontrolliert werden, wie die Aktivita¨t â . Der Algorithmus 5.5 versucht fu¨r die Aktivita¨t

eine Serverzuordnung zu berechnen, durch welche  vom selben Server kontrolliert wird, wie die
Aktivita¨t â . Eine Aktivita¨t
 dem Server einer Vorga¨ngeraktivita¨t â zuzuordnen (welche garantiert
ausgefu¨hrt wird) ist stets mo¨glich, indem die Serverzuordnung v3-W]ãV + Õ Server(m) ver-
wendet wird. Schwieriger ist der Fall, dass â keine solche Vorga¨ngeraktivita¨t von  ist: Wird fu¨r die
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Abbildung 5.7 Die Partition P soll vom Server der Aktivita¨t m kontrolliert werden.
Aktivita¨t m eine statische Serverzuordnung verwendet, so kann diese fu¨r n u¨bernommen werden. Lau-
tet ServZuordn
m
= Server(l), so werden die Aktivita¨ten m und l vom selben Server kontrolliert.
Obwohl in ServZuordn
n
die Aktivita¨t m nicht referenziert werden kann, besteht die Mo¨glichkeit,
dass deren Vorga¨ngeraktivita¨t l referenziert werden kann. Deshalb wird durch den rekursiven Auf-
ruf der Funktion ModifySZ u¨berpru¨ft, ob diese Serverzuordnung erlaubt ist. Wird die Aktivita¨t m
vom Server im Domain des Bearbeiters einer Aktivita¨t l kontrolliert, so ergibt sich fu¨r die Aktivita¨ten
n und m derselbe Server, wenn ServZuordn
n
= Domain(Bearb(l)) verwendet wird. Dies ist
aber nur mo¨glich, falls die Aktivita¨t l in ServZuordn
n
referenziert werden darf. Andernfalls kann die
Aktivita¨t n dem Server der Aktivita¨t m nicht zugeordnet werden, d.h. das geplante Zusammenfassen
ist nicht mo¨glich. Entha¨lt ServZuordn
m
eine Funktion f , so muss diese auch auf ErgServZuordn
angewandt werden; ansonsten verla¨uft die Berechnung wie bei den vorherigen beiden Fa¨llen. Wird als
ServZuordn
m
ein vom Modellierer vorgegebener Serverzuordnungsausdruck verwendet, der nicht
den Typen 1-5 aus Abschnitt 5.1.2 entspricht, so kann die Semantik dieses Ausdrucks nicht analysiert
werden, so dass das gewu¨nschte Zusammenfassen nicht mo¨glich ist. Der Ausdruck kann nicht einfach
fu¨r Aktivita¨t n u¨bernommen werden, da die Werte von darin verwendeten Datenelementen bei der
Ausfu¨hrung von Aktivita¨t n evtl. noch nicht feststehen.
5.1.5.4 Verteilungsalgorithmus
Wie wir in den vorherigen Unterabschnitten gesehen haben, kann bei Verwendung variabler Serverzu-
ordnungen in Phase 2 der Algorithmen 4.3 - 4.5 eine zu analysierende Verteilung (TestServZuordn)
nicht durch das direkte ¨Ubernehmen von Serverzuordnungen erzeugt werden. Stattdessen mu¨ssen die
Funktionen ModifySZ und CopySZ verwendet werden, um TestServZuordn zu erzeugen. Damit
ergibt sich fu¨r Algorithmus 4.3 die in Algorithmus 5.6 dargestellte Phase 2 (analog fu¨r die Algorith-
men 4.4 und 4.5).
5.2 Verhalten zur Ausfu¨hrungszeit der Workflow-Instanzen
Nachdem in Abschnitt 5.1 die variablen Serverzuordnungsausdru¨cke eingefu¨hrt wurden, wird im Fol-
genden auf die Ausfu¨hrung von WF-Instanzen mit variablen Serverzuordnungen eingegangen. Da
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Algorithmus 5.5 (Serverzuordnung vera¨ndern: ßàr#á0%'âxuvw2y )
inputãä
zåçæYèêéëëëíì
: Kontrollflussstruktur des WF-Typs

: Aktivita¨t, deren Serverzuordnung vera¨ndert werden soll
^ : der Server der Aktivita¨t ^ soll auch die Aktivita¨t

kontrollieren
z{'|~},x$~|

: ê Aktivita¨ten

: die urspru¨ngliche Serverzuordnung der Aktivita¨t

output

|
ï
zb{|~}vW~|
: die fu¨r die Aktivita¨t

neu berechnete Serverzuordnung
result
boolean: True genau dann, wenn das Zusammenfassen mo¨glich ist
begin
// Aktivita¨t ^ darf in
z{'|~},x$~| 
referenziert werden
if î
{ïWð
_Y_
~ñÌ{~$æ
ãä
z0éÙé
^
ì
then

|
ï
zb{|~}vW~|Ł
Server(m);
return True;
// Aktivita¨t ^ darf in
z{'|~},x$~| 
nicht referenziert werden
case
z{'|'}x$~|
ò
s:

|
ï
zb{|~}vW~|Ł
s;
return True;
case
z{'|'}x$~|
ò
Server(l):
return ó
ôkï$õzöæ
ãä
z0éÙé
_
é÷z{'|~},x$~|ø'é

|
ï
z{'|~},xW~|~ì
;
case
z{'|'}x$~|
ò

Domain(Bearb(l)):
if î
{ïWð
_ù_
~ñÌ{~Cæ
ãä
z0éúé
_
ì
then

|
ï
z{'|~}vW~|Ł
Domain(Bearb(l));
return True;
else
return False;
case
z{'|'}x$~|
ò
f(Server(l)):
ZusammenfassenMo¨glich = ó ôï$õzöæ
ãä
zéúé
_
éûz{'|~}vW~|ø'é

|
ï
zb{|~}vW~|
üýì
;
if ZusammenfassenMo¨glich then

|
ï
z{'|~}vW~|Ł
f(  | ï z{'|~},x$~| ü );
return True;
else
return False;
case
z{'|'}x$~|
ò

f(Domain(Bearb(l))):
if î
{ïWð
_ù_
~ñÌ{~Cæ
ãä
z0éúé
_
ì
then

|
ï
z{'|~}vW~|Ł
f(Domain(Bearb(l)));
return True;
else
return False;
default case: // beliebiger vom Modellierer vorgegebener Ausdruck
return False;
end.
variable Serverzuordnungen wesentlich komplexer sind als statische, sind einige zur Ausfu¨hrungszeit
entstehende Probleme zu lo¨sen, die bei statischen Serverzuordnungen nicht auftreten.
Generell funktioniert die Ausfu¨hrung von WF-Instanzen, welche variable Serverzuordnungen ver-
wenden, ebenso wie schon fu¨r statische Serverzuordnungen in Abschnitt 3.3 beschrieben. Das heißt,
vereinfacht gesprochen, wenn eine Nachfolgeraktivita¨t der soeben beendeten Aktivita¨teninstanz von
einem fremden WF-Server kontrolliert wird, so wird die WF-Instanz zu diesem Server migriert. Der
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Algorithmus 5.6 (Erweiterte Phase 2 von Algorithmus 4.3)
. . .
Phase 2:
ó
ô
ã
3þßb 
_
 )
_
Vßk{  Ð3þßúþVæYzb{|~}vW~| ø é
_Y_
ì
;
for PartGro¨ße = 1 to  è  do
for each ]

]


PartGro¨ße

] ist max. Teilgraph mit 	W_

é
_

]
z{'|'}x$~|*zb{|~}vW~|
do
\ßkð Ðßb*èfffi
;
for each
ffifl
] mit _

] 
 
]
|~{~"!$#&%&')(+*,%&- .0/ 132&')# .0/ -4%&%65 .87æ
_
ì:9
  z0+ ; <!$#&%&')(+*,%&- .0/ 1=26')# .>/ -?%&%&5 .87æ
_
ì
do
ZusammenfassenMo¨glich A@x|~${ ;
for each _

] do
if not ó
ôkï$õ,zÎ æ
ãä
z0é
_
é$$éûz{'|~}vW~| ø é$@Ì{þßúz{'|'}x$~|  ì
then
ZusammenfassenMo¨glich 
ä

_
þ'{
;
if ZusammenfassenMo¨glich then
for each _
fl
] doã
BCõz æ
_
é
]
éûz{'|~},xW~|~ ø éC@Ì{þßúz{'|~},x$~|  ì
;
@ {~þß
ã
3þßbD 
_
 Ð
_
ßk{  Ð3þßúþVæE@Ì{þßúz{'|~},x$~| ø é
_Y_
ì
;
if
@Ì{þß
ã
3þßfiF
ó
ô
ã
3þß
then
Cßkð )ßA
;
ó
ô
ã
3þß0A@Ì{þß
ã
3þß
;
if
\ßkðG )ßHfl èIJ
then
for each _

] do ó
ôkï$õz æ
ãä
z0é
_
éCßkð )ß)é÷z{'|'}x$~|øé÷z{'|'}x$~|ùì
;
for each _
fl
] do
ã
BCõz æ
_
é
]
éûz{'|~},xW~|~ø3éûz{'|~},xW~|~Yì
;
end.
Unterschied zu statischen Serverzuordnungen besteht nun darin, dass dieser Server erst durch die
Auswertung eines Serverzuordnungsausdrucks ermittelt werden muss. Da sich Serverzuordnungs-
ausdru¨cke aber nur auf Vorga¨ngeraktivita¨ten beziehen du¨rfen (vgl. Abschnitt 5.1.4.1), kann ein Ser-
verzuordnungsausdruck stets ausgewertet werden, wenn die entsprechende Aktivita¨t aktiviert werden
soll, weil dann alle Vorga¨ngeraktivita¨ten beendet sein mu¨ssen.
Durch die Verwendung variabler Serverzuordnungen ergibt sich allerdings an Synchronisationspunk-
ten (Aktivita¨ten an denen parallele Zweige zusammengefu¨hrt werden oder bei denen Synchronisati-
onskanten eingehen) eine Schwierigkeit. Da der Serverzuordnungsausdruck einer Synchronisations-
aktivita¨t von einer beliebigen Vorga¨ngeraktivita¨t abha¨ngig sein kann, kann der entsprechende Server
evtl. nicht von den Servern aller Vorga¨ngeraktivita¨ten ermittelt werden. In dem in Abb. 5.8 darge-
stellten Beispiel kann nach Beendigung der Aktivita¨t K von dem zugeho¨rigen Server nicht bestimmt
werden, welcher Server die Nachfolgeraktivita¨t  kontrolliert. Dieser Server ha¨ngt na¨mlich von Daten
(dem Bearbeiter der Aktivita¨t L ) des unteren Zweiges ab, die im oberen Zweig nicht bekannt sind, da
die Aktivita¨t L von einem anderen WF-Server kontrolliert wird. Deshalb kann die Migration von Akti-
vita¨t K nach  nicht ohne zusa¨tzliche Maßnahmen durchgefu¨hrt werden. Im Folgenden wird betrachtet,
welche Verfahren zur Lo¨sung dieses Problems geeignet sind.
5.2.1 Mo¨gliche Lo¨sungsansa¨tze
Welche Mo¨glichkeiten gibt es nun, die beno¨tigte Information (Zielserver der Migration) den Quell-
servern zur Verfu¨gung zu stellen? Die ID des Zielservers direkt an alle betroffenen Quellserver der
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Abbildung 5.8 Beispiel fu¨r einen WF, bei dem der Server der Join-Aktivita¨t
{
nicht in allen parallelen Zweigen
berechnet werden kann.
Migration zu senden, ist leider nicht mo¨glich, da diese ihrerseits nicht immer allgemein bekannt sind.
So ist in Abb. 5.8 nach Beendigung von Aktivita¨t L im unteren Zweig nicht bekannt, welcher Server
die Aktivita¨t K im oberen Zweig kontrolliert, weil auch fu¨r die Aktivita¨t K eine variable Serverzuord-
nung verwendet wird.
Die beno¨tigte Information kann natu¨rlich verbreitet werden, indem beim Erreichen einer Synchro-
nisationsaktivita¨t der entsprechende Server per Broadcast allen anderen Servern des WfMS bekannt
gegeben wird. Dies fu¨hrt in großen Systemen allerdings zu sehr vielen unno¨tigen Nachrichten. Eine
weitere Mo¨glichkeit ist, einen bestimmten (zentralen) Server zur Informationsvermittlung zu verwen-
den. Dies verschlechtert aber die Verfu¨gbarkeit des WfMS, weil es blockiert ist, wenn diese zentrale
Informationsvermittlung ausfa¨llt. Da zu einem fest gewa¨hlten Punkt kommuniziert wird, wird außer-
dem auch dann weit entfernte Kommunikation notwendig, wenn sich alle Server und die Clients einer
WF-Instanz in einem ra¨umlich beschra¨nkten Gebiet befinden. Der im na¨chsten Abschnitt vorgestellte
Ansatz vermeidet diese Nachteile.
5.2.2 Workflow-Server einer Synchronisationsaktivita¨t
Um ein gu¨nstiges Kommunikationsverhalten zu erhalten, ist es vorteilhaft, die Struktur des WF zum
Verbreiten der beno¨tigten Information auszunutzen: Der Algorithmus 5.7 beschreibt den Ablauf, der
vor der Aktivierung der Aktivita¨t kBml&nBoZKpn vom Server ÝaqBrtsa , welcher die WF-Instanz aktuell kon-
trolliert, durchgefu¨hrt werden muss. Kann dieser den WF-Server Ý der Aktivita¨t kojl6nouKpn berechnen,
so wird mit Hilfe der WF-Vorlage die Menge v der direkten Vorga¨ngeraktivita¨ten von kBml&nBoZKpn be-
rechnet. Den Servern dieser Aktivita¨ten muss der Server Ý bekannt gemacht werden, sofern sie ihn
nicht selbst ermitteln ko¨nnen. Gibt es in der Menge v eine Aktivita¨t  , die keine Nachfolgeraktivita¨t
der in v-xw#V3L Jyz${j|E} r | referenzierten Aktivita¨t ~ ist, so kann der Server Ý vom Server der Ak-
tivita¨t  nicht berechnet werden. In diesem Fall wird ihm Ý durch folgendes Verfahren mitgeteilt: Ý
wird an einen Dispatcher gemeldet ( kBn ×ÙØ#Ú Õ ×kc "?n ×   ), der u¨ber einen Zuordnungsausdruck (a¨hn-
lich wie die WF-Server) fu¨r jede Synchronisationsaktivita¨t festgelegt ist. Bei diesem Dispatcher kann
der WF-Server der Aktivita¨t  den Server Ý erfragen. Welcher Server die Rolle des Dispatchers u¨ber-
nimmt, wird durch den Zuordnungsausdruck  × Ý)Þ8?nBKj yz${j|E} r | festgelegt. Damit dieser von dem
Server auch ausgewertet werden kann, muss der Zuordnungsausdruck statisch sein oder es muss eine
Aktivita¨t referenziert werden, die Vorga¨nger aller v ist.
Kann der Server Ý der Aktivita¨t kojl6nouKpn nicht berechnet werden (Else-Fall), so wird dieser beim
Dispatcher erfragt (  Ø ,Õ ×c 3n ×   ). Verfu¨gt der Dispatcher noch nicht u¨ber die beno¨tigte Infor-
mation, so wird vor der Wiederholung der Anfrage eine gewisse Zeit gewartet. Um den beschrieben
Algorithmus (robust) zu realisieren, ko¨nnen weitere (persistente) Migrationszusta¨nde Õ  fu¨r Kanten
eingefu¨hrt werden (vgl. Abschnitt 3.3.2.1). Mit diesen wird beschrieben, in welchem Zustand sich
eine Migration gerade befindet, d.h., ob der Zielserver schon an den Dispatcher gemeldet wurde, oder
ob er schon von diesem erfragt wurde (fu¨r Details siehe [Zei99]).
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Algorithmus 5.7 (Aktivierung der Aktivita¨t bŁ)j4 )
inputãä
zåçæYèêéëëëíì
: Kontrollflussstruktur des WF-Typs
è {p\ßkðG )ß
: die zu aktivierende Aktivita¨t
þ $)
: WF-Server, der die WF-Instanz gerade kontrolliert
begin
if ( þ *z{'|'}-{'| '<E   ) kann berechnet werden then
// Server von
è {pCßkð )ß
bekannt geben (nur falls von anderen Servern beno¨tigt)
^

î
{ïW{'|{' Ð{~ðG )ß
';E


;


]
|{~"C#6%&')(+*,%&- .0/ 1=26')# .87æùèŁ{<Cßkð )ßúì
;
if ^
fl*èfffi


} 

:
}fl z0b  
ø
$#&%6'(+*,%&- .0/ 132&')# .7
æ
^
ì
^  then
è ~ßôkï$õ
ó
ô_¡-|jßô~bæd¢þßt¢=£êéÙè {pCßkð )ß)é÷þ'ìfi¤¥¦£Üôþ$+ßt <§\{'|
'<E


;
else
// WF-Server der Aktivita¨t
èffi¨p\ßkðG )ß
beim
£ ôkþC+Vßt ;§?¨p©
')t;E


erfragen
Nachfragen:
þGª¢«ïb¬
ó
ôd¡3©jVßô­¬®«bæd¢¯«þßt¢=£êéÙè¨<Cßkð )ßúìfi¤¥°£ ôkþC+Vßt ;§?¨p©
')t;E


;
if
þGªA±+«&²3«¬~ñ³«
then wait; goto Nachfragen;
Migration durchfu¨hren, falls ein Wechsel des WF-Servers stattfindet
if
þ´flª*þ<µBµ
then
ó
ô_¡=©jVßt¨-æ¢«þßt=« ¨ìfi¤¥ þ¶
end.
Das in Algorithmus 5.7 beschriebene Verfahren ist recht effizient, da nur wenige sehr kleine Nachrich-
ten ausgetauscht werden. Es kann aber noch optimiert werden: Um Kommunikationen einzusparen,
ist es mo¨glich, Anfragen an den Dispatcher Huckepack [Tan92] mit anderen Nachrichten zu transpor-
tieren. Um wiederholte Aufrufe von  Ø ,Õ ×· "n ×   zu vermeiden, kann die Schleife weggelassen
werden, wenn sich der Dispatcher noch nicht beantwortbare Anfragen merkt und sie beantwortet,
sobald er die beno¨tigte Information besitzt.
Wird in dem in Abb. 5.9 dargestellten Beispiel der untere Zweig der bedingten Verzweigung (mit Ak-
tivita¨t
Ø ) gewa¨hlt, so ergibt sich eine Schwierigkeit bei der Signalisierung der Synchronisationskante
¸º¹
 . Da die Aktivita¨t  u¨berhaupt nicht ausgefu¨hrt wird, gibt es auch keinen WF-Server, der ihre
Ausfu¨hrung kontrolliert. Das Problem ist nun, dass der Server von Aktivita¨t
¸
in der Schleife von
Algorithmus 5.7 sta¨ndig versucht, den Server von Aktivita¨t  vom  × Ý)Þ6nBK® z zu erfragen. Damit
dieser Vorgang terminiert, muss auch dann ein Server an den Dispatcher gemeldet werden, wenn die
Aktivita¨t  nicht ausgefu¨hrt wird, sondern den Zustand SKIPPED erreicht4. Fu¨r solche Aktivita¨ten
sollte derjenige Server an den Dispatcher gemeldet werden, der den Zustand SKIPPED ermittelt hat,
hier also der Server der Split-Aktivita¨t L . Nachdem diese Information an den  × ÝÐÞ6?nBKj3
z
u¨bermit-
telt wurde, wird die Schleife von Algorithmus 5.7 verlassen, so dass die Synchronisationskante ¸x¹ 
signalisiert werden kann. Der Algorithmus 5.7 muss also sowohl fu¨r Aktivita¨ten kojl&nBouK<n aufgerufen
werden, deren Zustand in ACTIVATED vera¨ndert werden soll, als auch fu¨r solche, deren Zustand in
SKIPPED vera¨ndert wird.
Es bleibt noch zu kla¨ren, wie der Zuordnungsausdruck fu¨r den Dispatcher der Aktivita¨t kojl&nBouK<n
gewa¨hlt werden soll. Da mit dem Dispatcher nur kleine Nachrichten ausgetauscht werden, ist es eine
akzeptable Mo¨glichkeit, die (durch den Verteilungsalgorithmus ermittelte) beste statische Serverzu-
ordnung der entsprechenden Aktivita¨t zu verwenden. Eine ebenfalls einfach zu realisierende Alter-
native stellt die Verwendung des Startservers der WF-Instanz dar, da dieser allen an der WF-Instanz
4Dies muss zumindest dann erfolgen, wenn die Aktivita¨t mehr als eine eingehende Kante vom Typ »)¼½Z¾fi¿)¼À Á und
ÂbÃ
½Ä» Á hat.
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Abbildung 5.9 Synchronisation mit einer Aktivita¨t aus eine bedingten Verzweigung.
beteiligten Servern bekannt ist. Um eine hohe Lokalita¨t zwischen den Aktivita¨ten der Vorga¨ngermenge
v und dem Dispatcher zu erhalten, ist es jedoch gu¨nstiger, den Server einer Aktivita¨t zu wa¨hlen, wel-
che im WF-Ablauf nahe bei kÖÕjl6nouKpn liegt (in der Hoffnung, dass sich der WF noch in einem nahe
gelegenen Domain befindet). Hierfu¨r bietet sich z.B. die letzte gemeinsame Vorga¨ngeraktivita¨t der
Aktivita¨ten × Øv bzgl. des Kontrollflusses an, da ihr Server den Servern aller Aktivita¨ten ×Ùv
bekannt ist.
5.3 Wahrscheinlichkeitsverteilungen fu¨r Aktivita¨ten
Wie schon erwa¨hnt wurde, ko¨nnen auch bei variablen Serverzuordnungen die in Abschnitt 4.5
vorgestellten Verteilungsalgorithmen (weitgehend unvera¨ndert) verwendet werden. Das von diesen
Algorithmen verwendete und in Abschnitt 4.3 aufgestellte Kostenmodell kann sogar vo¨llig un-
vera¨ndert u¨bernommen werden. Von diesem werden allerdings WV beno¨tigt, deren Berechnung fu¨r
statische Serverzuordnungen in Abschnitt 4.4 erla¨utert wurde. Bei variablen Serverzuordnungen ist
dies, wegen den zwischen den Aktivita¨ten existierenden Abha¨ngigkeiten, aber wesentlich kompli-
zierter. Im nun folgenden Abschnitt wird beschrieben, wie die WV fu¨r die Aktivita¨tenausfu¨hrung
Ú
l8Û´Ü"Ý
¸;Þßà4á
ãâ und äå
à
ÕmÜ
Þ8ß
Dæ
à
â berechnet werden ko¨nnen. Die Berechnung der WV fu¨r Migra-
tionen çÙè
·
Ü"Û´Ü"Ý
¸;éfê
Þ
ßà4ëmá;à¯ì
â wird in Abschnitt 5.4 erla¨utert.
Da variable Serverzuordnungen von Laufzeitdaten der Instanz abha¨ngen, kann dieselbe Aktivita¨t í
bei verschiedenen WF-Instanzen von unterschiedlichen Servern kontrolliert werden. Die entspre-
chende Wahrscheinlichkeit, mit welcher die Aktivita¨t í vom Server
à
kontrolliert wird, bezeichnen
wir mit îIbï&ð0ñãï&ò8ó"ôõ;ö,÷ = P(Aktivita¨t í wird vom Server à kontrolliert). Da sich verschiedene
WF-Instanzen in unterschiedlichen OE befinden ko¨nnen (und dabei von unterschiedlichen Servern
kontrolliert werden ko¨nnen), kann die nachfolgend definierte Bearbeiter-WV fu¨r verschiedene Ser-
ver unterschiedlich sein. Der Anteil an den Bearbeitern von Aktivita¨t í aus dem Domain  , fu¨r den
Fall, dass der Server
à
die Aktivita¨t í kontrolliert, wird mit ?®ò6ï&ñãï&ò8ó"ôõ;øØùö,÷ = P(der Bear-
beiter von Aktivita¨t í befindet sich im Domain úæ der Server der Aktivita¨t í befindet sich im Do-
main
à ) bezeichnet. Das Hauptproblem bei der Berechnung der vom Kostenmodell beno¨tigten WV
Ú
l8Û´Ü"Ý
¸
Þ
ßà4á
ãâ besteht nun darin, fu¨r gegebene Serverzuordnungen die WV ûÕmÜ=×+Û´Ü"Ý
¸
Þ
ßà
â und
ouK<nBÝ=Ü"Û´Ü"Ý
¸<Þß
Öæ
à
â zu berechnen. Sind diese erst bekannt, so kann Ú l6Û´Ü"Ý
¸<Þ6ßà4á
ãâ leicht berechnet
werden: oZKpnBÝ=Ü3Û:Ü3Ý
¸
Þ
ß
Dæ
à
â muss dazu nur noch mit der Wahrscheinlichkeit û³ÕjÜ3×Û´Ü"Ý
¸
Þ
ßà
â gewich-
tet werden, mit der Server
à
die Aktivita¨t í kontrolliert. Die Wahrscheinlichkeit, dass der Server
à
die Aktivita¨t í kontrolliert und ein Bearbeiter im Domain  die Aktivita¨t í bearbeitet, betra¨gt damit
Ú
l8Û´Ü"Ý
¸
Þ
ßà4á
ãâ³üû³ÕjÜ3×Û´Ü"Ý
¸
Þ
ßà
âýmoZKpnBÝ=Ü3Û:Ü3Ý
¸
Þ
ß
Dæ
à
â .
Um die Kosten fu¨r Arbeitslisten-Updates abscha¨tzen zu ko¨nnen, wird die WV äå
à
ÕmÜ
Þ
ß
Dæ
à
â beno¨tigt
– die Anzahl der potentiellen Bearbeiter von Aktivita¨t í im Domain  , falls die Aktivita¨t vom Server
à
kontrolliert wird. Um diese berechnen zu ko¨nnen, wird die WV þ ß öbï?ôfùö eingefu¨hrt: die Anzahl
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der Bearbeiter, die Aktivita¨t í bearbeiten du¨rfen, falls sie vom Server
à
kontrolliert wird. Da sich
diese Bearbeiter entsprechend ouKpnÝ=Ü"Û´Ü"Ý
¸ Þ ß
Öæ
à
â auf die verschiedenen Domains verteilen, ergibt
sich äå
à
ÕjÜ
Þ ß
Dæ
à
âüäå
à
ÕjÜ
Þ
æ
à
ý¯ouKpnÝ=Ü"Û´Ü"Ý
¸ Þ ß
Öæ
à
â
Fu¨r einzelne Aktivita¨ten ko¨nnen ûÕjÜ3×+Û´Ü"Ý
¸<Þßà
â und/oder ouKpnÝ=Ü"Û´Ü"Ý
¸<Þ8ß
Dæ
à
â fu¨r bestimmte Serverzu-
ordnungen auch vom Modellierer vorgegeben werden, falls dieser u¨ber zusa¨tzliches Wissen verfu¨gt.
Ein Beispiel hierfu¨r ist eine Aktivita¨t, die bevorzugt von einem bestimmten Bearbeiter erledigt wird
und bei der die anderen potentiellen Bearbeiter nur aushelfen, wenn dieser u¨berlastet ist.
5.3.1 Berechnung der Server-Wahrscheinlichkeitsverteilung 	

ô
Die Server-WV ûÕjÜ3×+Û´Ü"Ý
¸ Þ à
â gibt an, mit welcher Wahrscheinlichkeit der Server
à
die Aktivita¨t í
kontrolliert. Sie ergibt sich aus der Serverzuordnung ûÕmÜ3×fw6Ý=Ü4í Þ und der Server- bzw. Bearbeiter-
WV der referenzierten Aktivita¨t ~ . Diese WV sind bei der fu¨r Aktivita¨t í durchgefu¨hrten Analyse
schon bekannt, weil die Aktivita¨t ~ im Ablauf vor í liegen muss (sonst darf sie in ûÕjÜ3×ffxw8Ý=Üfi?í Þ
nicht referenziert werden) und die Prozessvorlage von den Verteilungsalgorithmen in partieller Ord-
nung durchlaufen wird.
Die Berechnung der Server-WV erfolgt durch Algorithmus 5.8 fu¨r die in Abschnitt 5.1.2 definierten
Serverzuordnungen. Der Fall 6 wird dabei (und im weiteren) nicht beru¨cksichtigt, da bei dieser Server-
zuordnung die WV vom Modellierer vorgegeben werden muss. Bei statischer Serverzuordnung wird
die Aktivita¨t í stets vom Server
à
kontrolliert. Deshalb ist ûÕjÜ3×+Û´Ü"Ý
¸
Þ
àffifl
â³ü  fu¨r
à
ü
à!fl
. Ansonsten
gilt û³ÕjÜ3×Û´Ü"Ý
¸
Þ
à
fl
âü#" .
5 Wird fu¨r die Aktivita¨t í derselbe Server verwendet wie fu¨r die Aktivita¨t ~ ,
so sind auch die Server-WV gleich. Dieser Aussage liegt die Annahme zugrunde, dass es zwischen
~ und í keine Verzweigungen gibt, die abha¨ngig von der Wahl der Servers sind. Da solche Zusam-
menha¨nge kaum zu fassen sind, da sie Datenelemente betreffen, haben wir fu¨r Verzweigungs- und
Schleifenbedingungen generell angenommen, dass ihr Ergebnis nicht vom aktuellen Server abha¨ngt,
außer der Modellierer gibt dies explizit vor. Lautet die Serverzuordnung Domain(Bearb(m)), so
wird der Server der Aktivita¨t í im Domain des Bearbeiters der Aktivita¨t ~ gewa¨hlt. Deshalb ergibt
sich die Server-WV von Aktivita¨t í aus der Bearbeiter-WV von Aktivita¨t ~ . Da dabei nicht relevant
ist, welcher Server die Aktivita¨t ~ kontrolliert hat, wird eine vom Server unabha¨ngige Bearbeiter-
WV o%$pnBÝ=Ü3Û:Ü3Ý
¸
é

èâ erzeugt, indem die Bearbeiter-WV der einzelnen Server gewichtet aufaddiert
werden. Diese werden dabei jeweils mit der Wahrscheinlichkeit gewichtet, dass der betrachtete Server
die Aktivita¨t ~ kontrolliert. Wird auf die Serverzuordnung zusa¨tzlich noch eine Funktion & ange-
wandt, so muss diese auch auf das Ergebnis angewandt werden. Wie dies exakt funktioniert, zeigt der
Algorithmus 5.12 aus Abschnitt 5.3.3.1.
5.3.2 Die Bearbeiter-Wahrscheinlichkeitsverteilung '
(*)
+

ô,-/.0
Im Folgenden wird beschrieben, wie die Bearbeiter-WV 1%$32BÝÜ"Û´Ü"Ý
¸
Þ54
æ
à
â berechnet werden kann.
Bevor wir auf das konkrete Berechnungsverfahren eingehen, werden einige Erweiterungen an der
Bearbeitergewichtung diskutiert, die aufgrund der variablen Serverzuordnungen notwendig werden.
5 687:9 ; ist das Kroneckersymbol [BS89] mit 687:9 ;=<?> , falls @ <BA und 687:9 ;=<DC , falls @+E<BA .
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Algorithmus 5.8 (Berechnung der Server-WV îGFbïð0ñãï&ò8ó ô õ<öb÷ )
input
«
: die Aktivita¨t, fu¨r welche die Server-WV berechnet werden soll
H>¨p©IJ³±+¬®©LK«NM
: die fu¨r Aktivita¨t
«
vorgesehene Serverzuordnung
H>¨p©IPOff©j¬ffiQ8R æTSU
: V Aktivita¨ten W : die schon berechneten Server-WV
X	Y8Z\[] O ]L[ Q8R æT^`_ SU
: V Aktivita¨ten W : die schon berechneten Bearbeiter-WV
output
Ha ] IPO ]L[ Q M æbSU
: Server-WV fu¨r die Aktivita¨t c
begin
case
Ha ] IdJfe [] K
c
Mhg
s:
V
S3i
:
Ha ] IfiO ]L[ Q M æTS3ijU glk3mon mqp
;
case
Ha ] IdJfe [] K
c
Mhg
Server(m):
V
S
:
Ha ] IfiO ]L[ Q M æbS3U g Ha ] IfiO ][ Q R æbS3U
;
case
Ha ] IdJfe [] K
c
Mhg
Domain(Bearb(m)):
V*r :
Ha ] IfiO ]L[ Q M æ
r
U g
X	YsZ\[] O ]L[ Q R æ
r
U
mit
X	YsZ\[] O ]L[ Q8R æT^tU gvu
m
X	YsZ\[] O ]L[ Q8R æT^`_ S3Uw3Ha ] IPO ]L[ Q8R æbS3U
;
case
Ha ] IdJfe [] K
c
M g
f(Server(m)):
V
S
:
Ha ] IfiO ]L[ Q8M
æbS3U g
x æbHa ] IfiO ]L[ Q8R2æTSUyU
;
case
Ha ] IdJfe [] K
c
M g
f(Domain(Bearb(m))):
V*r :
Ha
]
IfiO
]L[
Q8M
æ
r
U
gzx
æ
X,Y8Z\[]
O
]L[
Q8R æ
r
UyU
mit
X	YsZ\[]
O
]L[
Q
R
æT^tU
gvu
m
X	YsZ\[]
O
]L[
Q
R
æT^`_ S3Uw3Ha
]
IPO
]L[
Q
R
æbS3U
;
end.
5.3.2.1 Abha¨ngige Gewichte
In Abschnitt 4.2.2.2 wurde fu¨r die Bearbeiter ein Gewicht { Þb| â eingefu¨hrt, das – vereinfacht aus-
gedru¨ckt – auf die Aktivita¨t í bezogen angibt, welchen Anteil seiner Arbeitszeit der Benutzer | mit
dem WfMS arbeitet. Diese Art der Bearbeitergewichtung muss im Kontext von variablen Server-
zuordnungen erweitert werden. In diesem Abschnitt wird motiviert, warum dies notwendig ist, und
außerdem wird eine geeignete Erweiterung der Gewichtung vorgestellt.
Außer den benutzerspezifischen Gewichten { Þb| â werden durch die variable Serverzuordnung
OE-spezifische Gewichte { Þ Ý"Õâ notwendig. Der Grund dafu¨r ist, dass nicht mehr angenommen
werden kann, dass sich die Bearbeitung der Aktivita¨t í entsprechend der Gewichte { Þb| â auf
die Benutzer verteilt. Um dies zu erla¨utern, nehmen wir an, dass fu¨r den in Abb. 5.10 darge-
stellten Ablauf die angegebene Verteilung von Bearbeitern auf OE gelte. 1Zí2 Õjèy}5~ÕffiÜd
Þ

Ý3Õ=âØü
uPooŁs8q
h
To
{
Þb|
â%
u
dPooŁs8

{
Þb|
â beschreibt dabei den Anteil der Bearbeiter von Ak-
tivita¨t í , die der Organisationseinheit Ý3Õ angeho¨ren.
Obwohl 40% der Bearbeiter von Aktivita¨t í (Pflegekra¨fte) zur Abteilung 1 geho¨ren, kann nicht ange-
nommen werden, dass 40% dieser Aktivita¨ten von Bearbeitern der Abteilung 1 ausgefu¨hrt werden. Die
OE wird na¨mlich schon bei der Ausfu¨hrung von Aktivita¨t  festgelegt. Da die ¨Arzte von Abteilung 1,
welche die Aktivita¨t  ausfu¨hren, aber nur einen Anteil von 20% haben, wird die Aktivita¨t í ebenfalls
nur mit einer Wahrscheinlichkeit von 20% in Abteilung 1 ausgefu¨hrt. Der Algorithmus 5.9 berech-
net fu¨r jede Aktivita¨t í , wie groß der Anteil der einzelnen OE an der Ausfu¨hrung dieser Aktivita¨t
ist ( 1Zí2BÕmèy}51 | à & Þ Ý3Õ=â ). Ist die Bearbeiterzuordnung der Aktivita¨t í abha¨ngig von einer Vorga¨nger-
aktivita¨t  ( 4 Õ8  í á  â!~ á ÚB ), so bestimmt die Aktivita¨t  den Anteil der einzelnen OE an
den Ausfu¨hrungen der Aktivita¨t í . Andernfalls ( 4 Õ8  í á  âü Aå¢¡	¡ ) entspricht der Anteil einer
OE bei der Ausfu¨hrung ihrem Anteil an den Bearbeitern. Aus den Werten fu¨r 1fí2 Õjè£}b~Õ!?Üd Þ¤ Ý"Õâ und
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¥y¥\¥
¦ §
¨+©*ª ª «­¬®ff¯Tª «±°±«*²!³:´fi¯0µ
Ù
¶%·`¸­¶%·¹bº¤»d¼½T¾d¹b¿¢ÀTÀ
Á+Â ¿Ã¼*Ä Åd¹bº¤»d¼½T¾d¹b¿¢ÀTÀ
Æ+Â*Ç Ç »­¸ÃÈ	½0É!Ê
OE AnteilBearb Ë ( ¨Arzte) AnteilBearb Ì (Pflegekra¨fte)
Abteilung 1 0,2 (2 Bearbeiter mit G Í (u) = 1) 0,4 (16 Bearbeiter mit G Î (u) = 1)
Abteilung 2 0,5 (5 Bearbeiter mit G Í (u) = 1) 0,35 (14 Bearbeiter mit G Î (u) = 1)
Abteilung 3 0,3 (3 Bearbeiter mit G Í (u) = 1) 0,25 (10 Bearbeiter mit G Î (u) = 1)
Abbildung 5.10 Motivation fu¨r die Notwendigkeit von OE-spezifischen Gewichten.
1%Ï2ÑÐffiÒy}51
|Ó
&PÔ
5Õ
ÐPÖ berechnet Algorithmus 5.9 das OE-Gewicht {×Ô 5Õ ÐPÖ , mit dem jeder Bearbeiter die-
ser OE zusa¨tzlich gewichtet wird. Durch die zusa¨tzliche Gewichtung der Bearbeiter mit diesem OE-
Gewicht entspricht der Anteil der Gewichte der Bearbeiter einer OE ihrem Anteil an der Ausfu¨hrung
der Aktivita¨t. Diese Tatsache, die im Anhang B.1 bewiesen wird, zeigt, dass die Berechnung von
{hÐffiØÃÒy$LÙff2oÔ
b|
Ö auf korrekte Art und Weise erfolgt.
Algorithmus 5.9 (Berechnung der OE-abha¨ngigen Gewichte)
inputÚÜÛ
H
gÞÝ
èêéëëëßU
: Kontrollflussstruktur des WF-Typs
àáM
Ý
effU
: Vc`â
è
, V Benutzer
e
: das Gewicht des Benutzers
e
O
[Z\ã
aä
]
Q
M
: V*cåâ
è
: die Menge der potentiellen Bearbeiter der Aktivita¨t c
^­aoæ
Ý
c
é
W
U
: V*c
é
Wçâ
è
: die Beziehung zwischen den Bearbeitern der beiden Aktivita¨ten
output
àáa3è
r
YêédZ\MëÝ
effU
: V*cåâ
è
, V Benutzer
e
: das Gesamtgewicht des Benutzers
e
fu¨r Aktivita¨t c
begin
for each Aktivita¨t cìâ
è (in partieller Ordnung bezu¨glich Kontrollfluss) do
// Anteil der einzelnen OE an den Bearbeitern von Aktivita¨t c berechnen
for each OE
[
a
do
X
c
Z
a
rqí
ã
aä
]
Q8M
Ý[
aLU
g u
îï!ðëñyòôóõ\ös÷oøbù
úÜûëüý
îþôßëñoõ
àáM
Ý
effU 
u
î!ï!ð¤ñ\òôóõ\ö8÷Ñøbù
àáM
Ý
effU
;
// Anteil der OE an der Ausfu¨hrung von Aktivita¨t c berechnen
for each OE
[
a
do
if fiW â
O
]
aK
û	
ffû	 ü
n 


ü
Ý
c
U
mit
^­aoæ
Ý
c
é
W
U
â
ã
é
then
X
c
Z
a
rqí
X
effS
x
M
Ý[
aLU
g X
c
Z
a
r5í
X
effS
x
R
ÝT[
aU
else //
ã
aä
]
QJe
[]
K
c
M
ist unabha¨ngige Bearbeiterzuordnung
X
c
Z
a
rqí
X
effS
x
M
Ý[
aLU
g X
c
Z
a
r5í
ã
aä
]
Q8M
Ý[
aLU
;
àáM
Ý[
aLU
g
X
c
Z
a
rqí
X
effS
x
M
Ý[
aLUff 
X
c
Z
a
rqí
ã
aä
]
Q8M
ÝT[
aU
;
// Berechnung der Gesamtgewichte der Bearbeiter
for each
e
â
O
[Z\ã
a3ä
]
Q8M
do
[
a
g

Ý
effU
;
àáaè
r
YédZ
M
Ý
eU
g
àáM
Ý[
aLUwàáM
Ý
effU
;
end.
Im Beispiel aus Abb. 5.10 ist fu¨r die Abteilung 1 1%Ï2ÑÐffiÒy}51 |Ó &PÔ  1×28ÐLÒy} | Ïfiå!Öfl#1%Ï2ÑÐffiÒy}51 |Ó &ffi  1¢ -
28ÐLÒy}
|
Ïfi/!Ö fl 1ÃÏ28ÐLÒ£}b~ Ð!"!d#ffi

1¢ê28ÐLÒ£}
|
Ïfi/!Ö$fl "&%(' . Damit ergibt sich das OE-Gewicht als
{×Ô

1×28ÐLÒy}
|
Ïfil!Ö)fl "&%('dP"&%+*,fl "&%(- . Fu¨r die Pflegekra¨fte der Abteilung 1 (alle mit {×Ô b| Öfl  )
ergibt sich damit jeweils das Gesamtgewicht {hÐffiØÃÒy$LÙff2oÔ b| Ö.fl#"&%(- .
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5.3.2.2 Berechnung der Bearbeiter-WV /)02143	57685739;:.<>=@?BA&C
Die Bearbeiter-WV 1ED32 Õ !;FG! Õ Ô	H 4JI Ó Ö gibt an, mit welcher Wahrscheinlichkeit der Bearbeiter von
Aktivita¨t Ï aus dem Domain 4 stammt, wenn die Aktivita¨t Ï vom Server Ó kontrolliert wird. Sie ist
vom konkret verwendeten Server Ó dieser Aktivita¨t abha¨ngig. Um dies zu verdeutlichen, stelle man
sich ein Krankenhaus mit 3 Abteilungen vor, die jeweils u¨ber einen eigenen Server verfu¨gen. Fu¨r
Patienten der Abteilung 1 sind ausschließlich Pflegekra¨fte von Abteilung 1 (Domain 1) zusta¨ndig.
Sinnvollerweise wird in diesem Fall auch der Server 1 verwendet. Damit ergibt sich eine Bearbeiter-
WV 1ED32
Õ
!;FG!
Õ
êÔH
4JILK
ÖMflNH
K
%>O&%>O±Ö . Analog ergibt sich fu¨r Server 2 die WV 1PD32 Õ !FQ! Õ ÔH 4RI 'dÖMfl
HSO&%
K
%>O±Ö und 1ED2 Õ !;FG! Õ Ô	H 4RI T ÖUflVHSO&%>O&% K Ö fu¨r Server 3.
Die Bearbeiter-WV 1PD32 Õ !;FG! Õ ÔH 4RI Ó Ö kann durch Algorithmus 5.10 bestimmt werden. Der Algo-
rithmus durchla¨uft alle Bearbeiter der Aktivita¨t Ï und ermittelt jeweils den zugeho¨rigen Domain
4 (aus dem Organisationsmodell). Außerdem bestimmt er den Server Ó , der die Aktivita¨t kontrol-
liert, falls dieser Bearbeiter sie ausfu¨hrt. Dann wird der Bearbeiter | fu¨r den entsprechenden Ser-
ver
Ó
und Domain 4 in der Bearbeiter-WV 1ED32 Õ !;FG! Õ ÔH 4RI Ó Ö beru¨cksichtigt. Die Berechnung von
1ED2
Õ
!;FG!
Õ
ÔH
4JI Ó
Ö erfolgt also entsprechend der Definition der Bearbeiter-WV (siehe Abschnitt 5.3).
Ebenso wird der Benutzer | mit seinem entsprechenden Gewicht in der Anzahl der Bearbeiter
WX
Ó
ÐY!ffiÔ
I Ó beru¨cksichtigt, welche die Aktivita¨t Ï bearbeiten du¨rfen, falls diese vom Server Ó kontrol-
liert wird. Die Aktivita¨t Ï kann trotz desselben Bearbeiters durch unterschiedliche Server – jeweils
mit einer gewissen Wahrscheinlichkeit – kontrolliert werden. Diese Wahrscheinlichkeiten werden mit
der Funktion 4 Ð8ZÐ4![HbÏ\% " ~ Ð!"!d]fl | " %4^4^4^0Ö berechnet (siehe Abschnitt 5.3.2.3) und im Vektor
4
ÐÑZÐY![FG!
Õ
ÔH
Ó&I |
Ö gespeichert. Der Bearbeiter wird anteilig bei jedem dieser Server beru¨cksich-
tigt.
Algorithmus 5.10 (Berechnung der Bearbeiter-WV /)0214375	685739;:.<>=@?_A`C )
input
c : Aktivita¨t, fu¨r welche die Bearbeiter-WV berechnet werden soll
O
[Z\ã
aä
]
Q
M
: die Menge der potentiellen Bearbeiter der Aktivita¨t c
àáa3è
r
YêédZ\MëÝ
effU
: V Benutzer
e
: das Gewicht des Benutzers
e
fu¨r die Aktivita¨t c
output
X	Y8Z\[]
O
]L[
Q
M¤Ý
^`_ SU
: die Bearbeiter-WV fu¨r Aktivita¨t c
ab
S3a
]
Më_ S
: Anzahl der pot. Bearbeiter von Aktivita¨t c , falls diese vom Server
S
kontrolliert wird
begin
V
^êéÑSdc
X,Y8Z\[]
O
]L[
Q8M
Ý
^å_ SU
g e
; V
Sc
aEb
Sa
]
MN_ S
gRe
;
for each
e
â
O
[Z\ã
a3ä
]
Q8M
do
^
g
^
[
W
ä
r5c
Ý
effU
;
^­aoæ*Ha
]
IfiO
][
QsM
Ý
Sfi_ effU
g
^­aoæ*Ha
]
I
Ý
c
é
"
ã
a3ä
]
Q
g
e
"
éëëëßU
;
for each
S
do
if
^­aoæHa
]
IfiO
]L[
Q
MffÝ
Sfi_ eUgf
g e
then
X	Y8Z\[]
O
]L[
Q
MëÝ
^`_ S3U
g
X	YsZ\[]
O
]L[
Q
M¤Ý
^`_ SU7h ^­aoæ*Ha
]
IPO
]L[
Q
MffÝ
Sfi_ effUwêàáa3è
r
Yêé±Z\MNÝ
effU
;
aEb
Sa
]3M
_ S
g
ab
S3a
]M
_ S)h àáa3è
r
Yêé±Z\MffÝ
effU
;
normalisiere jede Zeile von X	Y8Z\[] O ]L[ Q M¤Ý ^`_ SU so, dass V Sc uRi X,Y8Z\[] O ][ Q MëÝ ^å_ SU gkj ;
end.
5.3.2.3 Berechnung der Wahrscheinlichkeitsverteilung =zFlnmGF&5poq685739 : <#A?srdC
Wie im vorherigen Abschnitt erwa¨hnt wurde, muss zur Berechnung der Bearbeiter-WV
1ED2
Õ
!;FG!
Õ
ÔH
4JI Ó
Ö die vom Bearbeiter abha¨ngige Server-WV 4 Ð8ZÐ4![tFG! Õ ÔH ÓtI | Ö berechnet wer-
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den, bei welcher der Bearbeiter | der Aktivita¨t Ï vorgegeben ist. 4 ÐÑffZÐ4![FQ! Õ Ô	H Ó&I | Ö gibt
also fu¨r einen bestimmten Bearbeiter | an, mit welcher Wahrscheinlichkeit die Aktivita¨t Ï vom
Server
Ó
kontrolliert wird. Die Berechnung dieser WV erfolgt auf a¨hnliche Weise, wie fu¨r
die bearbeiterunabha¨ngige WV ZÐ4![FQ! Õ ÔH Ó Ö in Abschnitt 5.3.1 beschrieben. Allerdings ha¨ngt
4
ÐÑZÐY![FG!
Õ
 Ô H
Ó&I |
Ö nicht nur von der Serverzuordnung der betrachteten Aktivita¨t Ï ab, sondern
auch von deren Bearbeiterzuordnung. Algorithmus 5.11 behandelt die bei der Berechnung von
4
ÐÑZÐY![HbÏ\%#u
Õ
Ïqv7%4^4^4^0Ö auftretenden Fa¨lle. u Õ Ïqv beschreibt dabei die fu¨r Aktivita¨t Ï betrachtete Be-
arbeitermenge. Beim Aufruf von Algorithmus 5.11 fu¨r den Benutzer | gilt also u Õ Ïqv)fl " ~ Ð!"!dfl
|
".
Zur Erla¨uterung von Algorithmus 5.11 betrachten wir zuerst die einfachen Fa¨lle: Im Fall 1 ist die
Serverzuordnung statisch ( ZÐ4![`w |Õ !v±ÏÔxfl s), so dass sich stets derselbe Server ergibt. Die Server-
WV resultiert damit als 4 ÐÑZÐY![FG! Õ ÔH Ó&I | ÖQflzy4{>| {~} . Ist die Bearbeiterzuordnung unabha¨ngig von
anderen Aktivita¨ten (Fall 2a, 3a, . . . ),6 so ist der Server der Aktivita¨t Ï zwar von der Aktivita¨t 
abha¨ngig, nicht aber ihr Bearbeiter. Darum ist der fu¨r Aktivita¨t Ï resultierende Server unabha¨ngig
vom vorgegebenen Bearbeiter | der Aktivita¨t Ï , so dass auch die WV 4 ÐÑffZÐ4![FQ! Õ  unabha¨ngig
von diesem Bearbeiter ist. Als Ergebnis ergibt sich deshalb die vom Bearbeiter unabha¨ngige Server-
WV ZÐ4![tFG!
Õ
ÔH
Ó
Ö .
Es bleiben noch die Fa¨lle zu erla¨utern, bei denen in ZÐ4![`w |Õ !v±ÏÔ die Aktivita¨t  referen-
ziert wird und zusa¨tzlich der Bearbeiter der Aktivita¨t Ï von dem Bearbeiter der Aktivita¨t 
abha¨ngig ist ( 4 ÐÑHbÏ\%8 Ö  !~)% G  ). Lautet ZÐY![&w |¤Õ !;vdÏÔfl Server(m), so ergibt sich
4
ÐÑZÐY![FG!
Õ

Ô
H
Ó&I |
Ö durch Rekursion. Wir betrachten zuerst den Fall, dass die Aktivita¨t Ï vom sel-
ben Benutzer bearbeitet wird wie die Aktivita¨t  (Fall 2b): Da die Aktivita¨ten Ï und  in diesem
Fall denselben Bearbeiter und denselben Server haben, hat jeder Bearbeiter bei den beiden Aktivita¨ten
auch dieselbe Server-WV. Das Ergebnis ergibt sich also durch direkte Rekursion, wobei als Bedingung
u
Õ
Ïqv" – welche die Bearbeitermenge der Aktivita¨t  beschreibt – die Bedingung u Õ Ïqv unvera¨ndert
u¨bernommen wird. Wird die Aktivita¨t  lediglich von irgendeinem Benutzer derselben OE bearbeitet
wie Aktivita¨t Ï (Fall 2c), so wird das Ergebnis ebenfalls durch Rekursion berechnet. Dann ist aber
nicht garantiert, dass die Aktivita¨ten Ï und  vom exakt selben Bearbeiter ausgefu¨hrt werden (nur
dieselbe OE ist sicher). Deshalb wird die Rekursion mit einer gea¨nderten Bedingung u Õ Ïqv  aufgeru-
fen. Falls u
Õ
Ïqv einen einzelnen Bearbeiter spezifiziert hat, darf u Õ Ïqv2 fu¨r die Aktivita¨t  nur die OE
des Bearbeiters festlegen. Falls durch u Õ Ïqv lediglich die OE der Bearbeiter vorgegeben ist, kann die
Bedingung unvera¨ndert fu¨r die Rekursion u¨bernommen werden.
Im Fall 3 lautet ZfÐ4![&w |¤Õ !;vdÏÔxfl Domain(Bearb(m)). Dann findet keine Rekursion statt, ggf. ist
damit das Rekursionsende erreicht. Der Algorithmus durchla¨uft die Menge der potentiellen Bearbei-
ter der Aktivita¨t  , da der Server von Aktivita¨t Ï durch den Domain des Bearbeiters der Aktivita¨t 
bestimmt wird, und ermittelt so den Server der Aktivita¨t Ï . Im Fall 3b haben die Aktivita¨ten Ï und 
denselben Bearbeiter ( 4 ÐÑHbÏ\%8 Ödfl ~ ), so dass der Bearbeiter der Aktivita¨t  ebenfalls die Bedin-
gung u
Õ
Ïqv erfu¨llen muss.7 Der Algorithmus durchla¨uft nun alle potentiellen Bearbeiter der Aktivita¨t
6Diese Fa¨lle machen scheinbar keinen Sinn, da eine variable Serverzuordnung verwendet wird, obwohl der Bearbeiter
der Aktivita¨t  nicht von anderen Aktivita¨ten abha¨ngt. Sie ko¨nnen aber sehr wohl auftreten, na¨mlich dann, wenn Aktivita¨ten
zusammengefasst werden um Migrationen einzusparen (Phase 2 der Verteilungsalgorithmen), so dass die Aktivita¨t  in eine
Partition mit variablen Serverzuordnungen aufgenommen wird.
7Es ist auch mo¨glich, dass durch #2 mehrere Bearbeiter spezifiziert werden. Dies ist z.B. dann der Fall, wenn
dŁ2`+# (rekursiv) aus dem Fall 2c heraus aufgerufen wurde. Dann spezifiziert (" lediglich die OE, aus welcher
die Bearbeiter der Aktivita¨t  stammen. Wegen dŁ& `Łp kommen alle diese Benutzer auch fu¨r die Bearbeitung der
Aktivita¨t  in Frage, so dass sie hier betrachtet werden mu¨ssen.
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 , die zusa¨tzlich die Bedingung u Õ Ïqv  ( flu Õ Ïqv ) erfu¨llen. Fu¨r jeden dieser Bearbeiter wird der zu-
geho¨rige Domain ermittelt, da dieser den Server der Aktivita¨t Ï determiniert. Dieser Domain wird,
mit dem Gewicht des entsprechenden Bearbeiters gewichtet, in Z.H Ó Ö beru¨cksichtigt. Schließlich
wird das Ergebnis Z.H Ó Ö noch normalisiert, so dass die Summe aller Werte 1 ergibt. Diese Vorge-
hensweise soll nun am Beispiel aus Abb. 5.11a (entspricht dem Fall 3b) noch na¨her erla¨utert werden.
In diesem Beispiel soll die WV fu¨r den Benutzer  = Dr. Brinkmann aus Domain 3 berechnet werden
( u Õ Ïqv8fl "  ÐY!2Qfl!fiÒ\Ï* ÏÏ " Ö . Der Algorithmus durchla¨uft alle Benutzer  der Aktivita¨t  ,
welche die Bedingung u Õ Ïqv erfu¨llen. Er betrachtet also nur Dr. Brinkmann, was korrekt ist, da dieser
bei der gegebenen Bearbeiterzuordnung der Aktivita¨t Ï der einzig mo¨gliche Bearbeiter der Aktivita¨t
 ist (weil Dr. Brinkmann als der Bearbeiter der Aktivita¨t Ï angenommen wird). Fu¨r diesen Bearbei-
ter wird der zugeho¨rige Domain ermittelt, weil dieser den Server der Aktivita¨t Ï determiniert. Dieser
Domain wird (mit dem Gewicht des entsprechenden Bearbeiters) im Ergebnis Z.)H Ó Ö beru¨cksichtigt.
Damit ergibt sich fu¨r das Beispiel Z.H Ó Ö\flHSO&%>O&% K Ö , da Dr. Brinkmann zum Domain 3 geho¨rt.
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Abbildung 5.11 Beispiele zur Berechnung der abha¨ngigen Server-WV ÜQÝ
ætÞ
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.
Im Fall 3c geho¨ren die Bearbeiter der Aktivita¨ten ë und Ï lediglich derselben OE an. Dann darf die
Betrachtung der Bearbeiter nicht auf einen in u Õ Ïqv spezifizierten Bearbeiter eingeschra¨nkt werden.
Deshalb wird (wie im Fall 2c) eine Bedingung u Õ Ïqv  erzeugt, welche nur die entsprechende OE spe-
zifiziert. Der weitere Ablauf ist analog zum Fall 3b und wird wieder an einem Beispiel erla¨utert: In
Abb. 5.11b geho¨ren die Bearbeiter der Aktivita¨ten ë und Ï derselben OE an ( ì ÐíH§ëR%8ÏÖ.flïî  ). Soll
ì ÐíZÐY![FG!
Õ
ÔH
Ó&I
Ö fu¨r Schwester Hildegard aus der OE Abteilung 2 berechnet werden, so werden
alle Bearbeiter  (derselben OE Abteilung 2, wegen u Õ Ïqv  fl " Õ Ð8flñðE#ò8ÐLÒ~ó§¤Ïfi)' ") durchlaufen,
welche sich potentiell fu¨r die Aktivita¨t ë qualifizieren (die ¨Arzte). Dies sind genau die Bearbeiter,
welche die Aktivita¨t ë ausgefu¨hrt haben ko¨nnen, wenn Aktivita¨t Ï von Schwester Hildegard bearbei-
tet wird. Der Domain jedes dieser ¨Arzte wird im Ergebnis Z.H Ó Ö mit dem Gewicht des entsprechen-
den Arztes beru¨cksichtigt, da dieser Domain den WF-Server der Aktivita¨t Ï determiniert. Schließlich
wird das Ergebnis Z.ÊH Ó Ö wieder normalisiert.
Wird eine Funktion ô auf die Serverzuordnung angewandt (Fall 4 und 5), so wird die Server-WV wie
in Fall 2 bzw. 3 berechnet und dann auf das Ergebnis die Funktion ô angewandt. Wie eine Funktion auf
einen Vektor angewandt werden kann, ist in Algorithmus 5.12 (siehe Abschnitt 5.3.3.1) beschrieben.
Hat der Modellierer fu¨r die Aktivita¨t Ï eine Serverzuordnung vorgegeben, die nicht analysiert werden
kann (Fall 6 aus Abschnitt 5.1.2), so muss er auch ZÐ4![tFG! Õ ÔH Ó Ö und ðPDàò Õ !;FG! Õ ÔHSì I Ó Ö vorgeben.
Da ðPDàò
Õ
!;FG!
Õ

Ô
HSì
I Ó
Ö damit schon bekannt ist, wird der Algorithmus 5.10 aus dem vorherigen Ab-
schnitt und damit der Algorithmus 5.11 nicht verwendet. Allerdings kann es vorkommen, dass die
benutzerabha¨ngige Serververteilung ì ÐíZfÐ4![FG! Õ  Ô H Ó&I Ö einer Aktivita¨t mit einer derartigen Ser-
verzuordnung bei einer Rekursion von Algorithmus 5.11 beno¨tigt wird (z.B. fu¨r Fall 2b oder 2c). In
diesem Fall kann als grobe Na¨herung die vom Bearbeiter unabha¨ngige Server-WV ZÐ4![FQ! Õ ÔH Ó Ö
verwendet werden, die fu¨r die Aktivita¨t Ï vom Modellierer vorgegeben wurde. Hat der Modellie-
rer zusa¨tzlich OE-spezifische Server-WV angegeben, so wird aus u Õ Ïqv die betroffene OE ermittelt,
womit die entsprechende Server-WV verwendet werden kann.
Die beschriebenen Mechanismen lassen sich auf weitere Typen von Bearbeiterzuordnungen (siehe
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Algorithmus 5.11 (Berechnung von =$õlnmöõ&5po.<+÷øùú37÷öûøü"ü2ü§C )
inputý
: Aktivita¨t, fu¨r welche die WV ÜQÝ
ætÞ
Ýàßâáãß4äYå æ
Ý§çè é`ê
berechnet werden soll
Ú
ä
ýpþ
: Bedingung, welche die betrachteten Bearbeiter der Aktivita¨t
ý
erfu¨llen mu¨ssen
Þ
Ýàßâá;ß
é
äâß
þ ý
æ :

Aktivita¨ten
ý
: die vorgesehene Serverzuordnung
ãdä
ã
Ý
ä
ßYå æ :

Aktivita¨ten
ý
: die potentiellen Bearbeiter der Aktivita¨t
ý
à
Ý
è é
 æ
Ý é`ê
:

Aktivita¨ten
ý
,

Benutzer
é
: das Gewicht des Benutzers
é
fu¨r die Aktivita¨t
ý
ÜQÝ
æ Ý
ý

	
ê
:

Aktivita¨ten
ý

	 : die Beziehung zwischen den Bearbeitern der beiden Aktivita¨ten
result
ÜQÝ
ætÞ
ÝàßâáãßâäYå>æ
Ý­çè é&ê
: die vom spezifizierten Bearbeiter abha¨ngige Server-WV
begin
case
Þ
Ýàßàá2ß
é
äâß
þ ý
æ s: (1)

ç
:
Þ Ý­çÆê
  ;
case
Þ
Ýàßàá2ß
é
äâß
þ ý
æ  Server(m): (2)
case Ü Ý
æ Ý
ý
	
ê

bfffi
: (2a)

ç
:
Þfl Ý­çâê

Þ
Ýàßâáãß4äYå æ
Ý§çâê
;
case Ü Ý
æ Ý
ý
	
ê

ã
: (2b)
Ú
ä
ýpþ


Ú
ä
ýpþ
;
Þ
Ý§çàê
RÜQÝ
ætÞ
Ý#ßâá
Ý
	ffi
Ú
ä
ýpþ


ëëë
ê
;
case Ü Ý
æ
Ý
ý
	
ê


: (2c)
if
Ú
ä
ýpþ
 "
ã
Ý
ä
ßYå
é
" then ä4Ý 

Ý é&ê
;
Ú
ä
ýpþ

 "

Rä4Ý ";
if
Ú
ä
ýpþ
 "

Rä4Ý " then
Ú
ä
ýpþ


Ú
ä
ýpþ
;
Þ
Ý§çàê
RÜQÝ
ætÞ
Ý#ßâá
Ý
	ffi
Ú
ä
ýpþ


ëëë
ê
;
case
Þ
Ýàßàá2ß
é
äâß
þ ý
æ Domain(Bearb(m)): (3)
case Ü Ý
æ
Ý
ý
	
ê

bfffi
: (3a)

ç
:
Þfl
Ý­çâê

Þ
Ýàßâáãß4äYå+æ
Ý§çâê
;
case Ü Ý
æ
Ý
ý
	
ê

ã
: (3b)

ç
:
Þfl
Ý­çâê

e
;Ú
ä
ýpþ


Ú
ä
ýpþ
;
for each
é
âMãdä
ã
Ý
ä
ßYå"! mit
é
erfu¨llt
Ú
ä
ýpþ

do
ç
 ÜQä
	
ä#
ý
Ý é`ê
;
Þ
Ý§çàê

Þ
Ý§çâê
h à
Ý
è
é
$!
Ý é`ê
;
normalisiere SV(s) so, dass %

Þ
Ý§çâê

j
;
case Ü Ý
æ
Ý
ý
	
ê


: (3c)

ç
:
Þfl
Ý­çâê

e
;
if
Ú
ä
ýpþ
 "
ã
Ý
ä
ßYå
é
" then ä4Ý 

Ý é&ê
;
Ú
ä
ýpþ

 "

Rä4Ý ";
if
Ú
ä
ýpþ
 "

Rä4Ý " then
Ú
ä
ýpþ


Ú
ä
ýpþ
;
for each
é
âMãdä
ã
Ý
ä
ßYå
! mit
é
erfu¨llt
Ú
ä
ýpþ

do
ç
 ÜQä
	
ä#
ý
Ý é`ê
;
Þ
Ý§çàê

Þ
Ý§çâê
h à
Ý
è
é
$!
Ý é`ê
;
normalisiere SV(s) so, dass
%

Þ
Ý§çâê

j
;
case
Þ
Ýàßàá2ß
é
äâß
þ ý
æ
 f(Server(m)): (4)
. . . // wie Fall 2
if
Ý
Ü Ý
æ
Ý
ý
	
ê
f

bfffi
then
Þfl
Ý­çâê
'&
Ý
Þ
Ý­çâê~ê
; // siehe Algorithmus 5.12
case
Þ
Ýàßàá2ß
é
äâß
þ ý
æ
 f(Domain(Bearb(m))): (5)
. . . // wie Fall 3
if
Ý
Ü Ý
æ
Ý
ý
	
ê
f

bfffi
then
Þfl
Ý­çâê
'&
Ý
Þ
Ý­çâê~ê
; // siehe Algorithmus 5.12
return SV(s);
end.
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Abschnitt 2.4.3.1) erweitern. Fu¨r diese ko¨nnen weitere Arten von Abha¨ngigkeiten und weitere Bear-
beiterbedingungen u Õ Ïqv definiert werden. Soll z.B. die Aktivita¨t Ï vom Vorgesetzten des Bearbei-
ters der Aktivita¨t ë bearbeitet werden, so la¨sst sich dies, wie in Abschnitt 5.1.3 beschrieben, ha¨ufig
durch eine Serverzuordnung der Form f(Domain(Bearb(m))) effizient unterstu¨tzen. Dabei stellt
ô die Abbildung vom Domain der Angestellten einer Abteilung zum Domain ihres Vorgesetzten dar.
Z.H
Ó
Ö wird (wie auch im Fall 3c), durch das Durchlaufen aller Untergebenen dieses Vorgesetzten
berechnet. Dafu¨r kann eine Bedingung der Art u Õ ÏqvÊfl "  Õ !fi*Ð Ó Ð4ò)(;ò8Ð4!xfl@ " verwendet werden. –
Soll die Aktivita¨t Ï von einem Benutzer aus derselben OE Õ Ð wie Aktivita¨t ë bearbeitet werden, der
aber von diesem verschieden sein muss (4-Augen-Prinzip, Abwandlung von Fall 3c), so muss beim
Durchlaufen aller Bearbeiter derjenige von Aktivita¨t Ï ausgelassen werden. Die Bedingung kann hier
u
Õ
Ïqv,fl " î

fl
Õ
Ð+*$ ÐY!2-,fl  " lauten. Die  ÐY!;4w²
Õ
!;vdÏÔ,fl/. Bearb(m) * Rolle
... wird ebenso behandelt, wobei aber alle Bearbeiter mit einer passenden Rolle beru¨cksichtigt wer-
den mu¨ssen (außer dem von Aktivita¨t Ï ), und nicht nur die einer bestimmten OE. u Õ Ïqv lautet dann
"  ÐY!20,fl  ". (Die richtige Rolle der Bearbeiter  der Aktivita¨t ë wird in Algorithmus 5.11 Fall 3c
durch die Bedingung 218F Õ ò  ÐY!2#ffi sichergestellt.)
5.3.2.4 Wahrscheinlichkeitsverteilung einer Workflow-Startaktivita¨t
Instanzen der in Abschnitt 5.1.3 eingefu¨hrten Standard-WF-Typen werden (fast) ausschließlich von
Bearbeitern derjenigen OE bearbeitet, in welcher sie gestartet wurden. Es werden also dieselben
WF-Vorlagen in unterschiedlichen OE verwendet, wobei die WF-Instanzen vom jeweils lokalen WF-
Server kontrolliert werden sollen. In ADEPT wird fu¨r diesen Sonderfall kein spezieller Serverzu-
ordnungsausdruck verwendet. Stattdessen referenzieren alle Aktivita¨ten des WF in ihrer Serverzu-
ordnung den Startknoten Zò43ò . Diesem ist immer die leere Aktivita¨t zugeordnet ist. Als Bearbeiter
dieses Startknotens wird der Benutzer, der diesen WF gestartet hat, vermerkt; als WF-Server der Ser-
ver, auf dem die WF-Instanz gestartet wurde. Dies ist der Server im Domain dieses Benutzers. Diese
beiden Daten der Startaktivita¨t ko¨nnen nun in den Server- und Bearbeiterzuordnungen nachfolgender
Aktivita¨ten referenziert werden. (Einen WF, der am Startserver verbleibt, erha¨lt man, indem fu¨r jede
Aktivita¨t Ï die Serverzuordnung ZfÐ53[&w²76#3;vdÏÔ98 Server(Start) verwendet wird.)
Um (automatisch) ermitteln zu ko¨nnen, ob solche Serverzuordnungen gu¨nstig sind, mu¨ssen auch
fu¨r die Startaktivita¨t Zò43ò die Bearbeiter- und Server-WV berechnet werden. Die Server-WV
ZÐ:3[tF3;6;<>=@?BA)=(H
ÓDC
kann aus den Domains der Benutzer abgeleitet werden, die eine Instanz die-
ses WF-Typs starten du¨rfen. Welche dies sind, wird in ADEPT durch die Bearbeiterzuordnung
 ÐYE32âw²F6G3;v±Ïfl<;=@?BA)= der Startaktivita¨t Zò43ò festgelegt. Bei der Berechnung von ZfÐ53[F3;6;<;=@?HA=(H ÓDC
werden die Gewichte I+<;=@?BA)=#H§ C beru¨cksichtigt, die angeben, ob der Benutzer  einen WF dieses Typs
u¨berdurchschnittlich oft bzw. selten startet.
J
ÓLK
ZÐ53[tF3;6
<>=@?BA)=
H
Ó#C
8
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M>N#OQP
=SRQT?BA"U$V5WYX"Z$W\[
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MGaSb
]
P^
?B_jÔ4`
{
a
I
<;=@?HA)=
H§
Cdc
%
M;N#OQP
=SRQT?BA"U$V5WYX"Z$W
I
<>=@?BA)=
H§
C
Fu¨r die Bearbeiter-WV gilt stets ðPDàò)6G3;F3;6;<;=@?HA=(HSì I ÓDC 8 y {+| ] , weil der Benutzer  WF-Instanzen auf
seinem lokalen Server Ó startet. Deshalb geho¨ren der Server Ó und der Benutzer  immer demselben
Domain ì an. Die WV ZÐ:3[F3;6;<;=@?BA)=(H
ÓDC
und ðEDàò6#3;F3;6;<>=@?BA)=>HSì I ÓDC ko¨nnen nun bei der Berechnung
von ZfÐ53[F3;6;ÔH
ÓDC
und ðEDàò6#3;F3;6;êÔHSì I ÓDC nachfolgender Aktivita¨ten Ï verwendet werden.
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5.3.3 Funktionen in Serverzuordnungen
In Serverzuordnungen kann eine Funktion ô verwendet werden (Fall 4 und 5 aus Abschnitt 5.1.2).
Diese Tatsache muss von den vorgestellten Algorithmen geeignet behandelt werden. Deshalb wird
im Folgenden ein Verfahren vorgestellt, mit dem eine solche Funktion auch auf eine WV angewandt
werden kann. Außerdem wird erkla¨rt, wie die fu¨r eine bestimmte Serverzuordnung optimale Funktion
ô automatisch ermittelt werden kann.
5.3.3.1 Funktionen auf Wahrscheinlichkeitsverteilungen anwenden
Der eigentliche Zweck einer in einer Serverzuordnung verwendeten Funktion ist, einen berechneten
Server auf einen anderen abzubilden. So kann die Auswertung des Ausdrucks Server(m) z.B. den
Server Ó>e ergeben. Wenn nun ôgf Ó;eHC 8 ÓGh festgelegt wurde, so wird in diesem Fall (bei einer Server-
zuordnung f(Server(m))) der Server ÓGh verwendet. Fu¨r einige der in dieser Arbeit vorgestellten
Algorithmen ist es nun notwendig, eine solche Funktion auch auf eine WV anwenden zu ko¨nnen. Wie
dies mo¨glich ist, wird im Folgenden erla¨utert.
Um die Funktion ô auf i jf ÓDC anzuwenden (eine WV, die durch einen Vektor repra¨sentiert wird,
welcher so viele Eintra¨ge hat, wie es Domains gibt), initialisiert der Algorithmus 5.12 einen Ergeb-
nisvektor i lk$f
ÓDC
mit den Werten 0. Fu¨r jeden Eintrag in i mf ÓDC wird der aus der Abbildung ô
resultierende Server Ó k 8 ôgf
ÓDC berechnet. Der entsprechende Eintrag aus i mf ÓDC wird dann an der
Stelle Ó k im Ergebnis i k beru¨cksichtigt. Diese Vorgehensweise fu¨hrt dazu, dass Wahrscheinlich-
keiten, die in i nf ÓDC einem Server Ó zugeordnet waren, im Ergebnis i k demjenigen Server Ó k
zugeordnet werden, auf den ôgf ÓDC abbildet. Wenn die Funktion ô mehrere Server auf denselben Server
Ó
k abbildet, so wird diesem die Summe der Wahrscheinlichkeiten dieser Server zugeordnet. Das ist
korrekt, da er die Aufgaben aller dieser Server u¨bernimmt.
Algorithmus 5.12 (Anwenden einer Funktion o auf eine WV prq <Hsut )
inputv
+w
çàê
: die urspru¨ngliche WV
& : die Funktion, die auf
v
+w
çâê
angewandt werden soll
resultv


w
çâê
: die durch Anwendung von & auf
v
0w
çâê
resultierende WV
begin

çyx
v


w
çâê
z ;
for each
ç
do
ç
&
w
çâê
;v


w
çÄê

v


w
çLê|{
v
+w
çâê
;
return
v


w
çâê
;
end.
5.3.3.2 Berechnung der optimalen Abbildungsfunktion o
Im Folgenden wird ein Verfahren vorgestellt, mit dem eine optimale – in einer Serverzuordnung des
Typs }Ð:3#~²76#3;dÏÔ8 f(Server(m)) bzw. }Ð:3D~u²76#3;dÏÔ8 f(Domain(Bearb(m))) zu
verwendende – Funktion ô automatisch ermittelt werden kann. Ein solches wird beno¨tigt, um auch
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optimale Serverzuordnungen der Typen 4 und 5 automatisch ermitteln zu ko¨nnen. Bei der Berech-
nung einer solchen Funktion ist die Aktivita¨t ë , die in der festzulegenden }Ð53D~öF6#3D±ÏÔ referenziert
werden soll, vorgegeben. Deshalb muss jeweils eine optimale Funktion ô fu¨r alle in }Ð53D~öF6#3D±ÏÔ
potentiell referenzierten Aktivita¨ten (und natu¨rlich auch fu¨r beide oben erwa¨hnte Formen der Server-
zuordnungen) berechnet und in +6ò"}fÐ53D~u²76#3;dÏ Ô aufgenommen werden. Dann kann die Qualita¨t
der ermittelten Serverzuordnung (inklusive der jeweils berechneten optimalen Funktion ô ) mit Hilfe
des Kostenmodells bewertet werden.
Wenn fu¨r die Aktivita¨t Ï gepru¨ft werden soll, ob die Verwendung der Serverzuordnung
}Ð:3#~²76#3;dÏÔ8 f(Server(m)) zu einem optimalen Ergebnis fu¨hren kann, so muss erst mit
Algorithmus 5.13 eine optimale Funktion ô berechnet werden. Dazu werden alle Bearbeiter  e der
referenzierten Aktivita¨t ë durchlaufen, wobei jeweils die Server-WV ì Ð+í}Ð53D~3;6 ^ f Óu  eC ermit-
telt wird. Dann werden alle Bearbeiter  h der referenzierenden Aktivita¨t Ï durchlaufen, die aufgrund
von  Ðµ4325²76#3;dÏÔ mo¨glich sind, wenn der Benutzer  e die Aktivita¨t ë bearbeitet hat. Der Do-
main ìn6ë Ò\Ï
h jedes Bearbeiters  h wird ermittelt, da dieser Domain (bzgl.  h ) fu¨r den Server der
Aktivita¨t Ï optimal ist. Fu¨r jedes Paar von Bearbeitern  e und  h wird die Abbildung vom Server
Ó>e der Aktivita¨t ë zum gewu¨nschten Server der Aktivita¨t Ï ( ìffi6 ë Ò\Ï h ) in Ha¨ufigkeit vermerkt. Der
Eintrag repra¨sentiert damit die fu¨r dieses Bearbeiterpaar optimale Abbildung der Funktion ô . Er wird
mit der Wahrscheinlichkeit  T
F_Ł$5=@`
M;a

T)?
^
=T
F_Ł$5=
+

T7_Ł$5=@>`
MG"a

T)
?
^
=HTF_Ł
5=

`
M;a
fu¨r das Auftreten dieses Bearbeiter-
paares gewichtet. Da fu¨r die Aktivita¨t ë mehrere Server Ó
e
mo¨glich sind, wird der Eintrag zusa¨tzlich
mit ì ÐíQ}Ð53D~E+3D6; ^ f
Ó>eG

eC
gewichtet. Wegen %

ì Ð+í}Ð53D~3;6
^
f
Ó

eHC
8 wird das Gewicht des
jeweiligen Bearbeiterpaares durch diese Gewichtung nicht beeintra¨chtigt. Nachdem alle mo¨glichen
Paare von Bearbeitern durchlaufen wurden, wird fu¨r jeden Server Ó>e der Aktivita¨t ë der optimale
Zielserver
ÓGh
ausgewa¨hlt, um die Abbildungsfunktion ô zu realisieren. Dies ist derjenige Server ÓLh
mit dem gro¨ßten Eintrag in Ha¨ufigkeit f Ó eD Ó h C bei gegebenem Server Ó e . Wenn derselbe maximale
Eintrag in Ha¨ufigkeit fu¨r mehrere Server ÓLh auftritt, so kann von diesen ein beliebiger ausgewa¨hlt
werden, da sie alle gleich gu¨nstig sind.
Um fu¨r die Aktivita¨t Ï die Eignung der Serverzuordnung }Ð53D~öF6#3D±ÏÔ8 f(Domain(Be-
arb(m))) zu untersuchen, kann der Algorithmus 5.13 in leicht modifizierter Form verwendet wer-
den. Da der Server der Aktivita¨t Ï dann nicht vom Server – sondern vom Bearbeiter – der Aktivita¨t ë
abha¨ngt, ist fu¨r den Algorithmus nicht die Server-WV – sondern die Bearbeiter-WV – der Aktivita¨t ë
relevant. Deshalb wird fu¨r jeden Bearbeiter  e von Aktivita¨t ë nicht ì Ðí}Ð:3D~E3;6; ^ f Ó  eC , sondern
der ìffi6 ë Ò\Ï e 8 ìffi6ë±ÒyÏf§ eC ermittelt. Eben dieser Domain wird in }Ð:3#~²76#3;dÏÔ referenziert und
bestimmt damit den Server der Aktivita¨t Ï . Die mit f C markierte Zeile aus Algorithmus 5.13 muss
deshalb durch die Folgende ersetzt werden:
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5.4 Wahrscheinlichkeitsverteilungen fu¨r Migrationen
In der Phase 1 der Verteilungsalgorithmen 4.3 - 4.5 werden die optimalen Serverzuordnungen der
Aktivita¨ten separat betrachtet, ohne die Migrationskosten zu beru¨cksichtigen. In der Phase 2 werden
auch diese Kosten mit einbezogen. Um entscheiden zu ko¨nnen, ob u¨berhaupt Kosten anfallen, muss
ermittelt werden, ob zwischen zwei aufeinander folgenden Aktivita¨ten ë und Ï eine Migration statt-
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Algorithmus 5.13 (Ermitteln einer optimalen Abbildungsfunktion o )
inputý
: die Aktivita¨t, fu¨r deren Serverzuordnung eine optimale Funktion berechnet werden soll
	 : die in
Þ
Ýàßâá;ß
é
äâß
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ý
,

Benutzer
é
: das Gewicht des Benutzers
é
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ý
output
& : die optimale Funktion fu¨r
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findet. Falls dem so ist, muss die Wahrscheinlichkeit ÃÒÄE3D+3D6;Å ^yÆ Ôf Ó;e

ÓGhLC bestimmt werden, mit der
die WF-Instanz vom Server Ó>e zum Server ÓGh migriert.
5.4.1 ¨Aquivalenz von variablen Serverzuordnungen
Fu¨r die Abscha¨tzung der zur Ausfu¨hrungszeit entstehenden Migrationskosten ist es notwendig zu wis-
sen, ob zwei Aktivita¨ten Ï und ë stets vom gleichen Server kontrolliert werden ( }Ð53D~uÈÇF6G3;±ÏÔÊÉ
}Ð:3#~ÈÇ76#3;dÏ
^ ). Damit dies gegeben ist, mu¨ssen die Serverzuordnungsausdru¨cke nicht identisch sein.
Außerdem bezieht sich die Gleichheit der Server auf dieselbe WF-Instanz, d.h. die Server der Akti-
vita¨ten du¨rfen bei unterschiedlichen WF-Instanzen verschieden sein. Im Folgenden werden Verfahren
vorgestellt, mit denen die ¨Aquivalenz von (variablen) Serverzuordnungsausdru¨cken festgestellt wer-
den kann, mit denen also ermittelt wird, ob zwei Aktivita¨ten einer WF-Instanz stets vom selben Server
kontrolliert werden.
5.4.1.1 Elementare Fa¨lle a¨quivalenter Serverzuordnungen
Um zu u¨berpru¨fen, ob zwei beliebige Serverzuordnungen a¨quivalent sind, wird diese Fragestellung
zuna¨chst fu¨r Aktivita¨ten gelo¨st, die einen direkten Bezug zueinander haben. In den nachfolgenden
Abschnitten werden diese elementaren Fa¨lle dann, unter Ausnutzung der Transitivita¨t der ¨Aquiva-
lenzrelation, auf zwei beliebige Aktivita¨ten erweitert.
Fu¨r die Aktivita¨ten ë und Ï wird derselbe Server verwendet, wenn einer der in Abb. 5.12 dargestellten
elementaren Fa¨lle vorliegt. Im Fall a wird in der Serverzuordnung der Aktivita¨t Ï explizit angegeben,
dass derselbe Server wie fu¨r Aktivita¨t ë verwendet werden soll und im Fall b ergibt sich dies durch
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denselben Serverzuordnungsausdruck (z.B. Domain(Bearb(l))). Im Fall c haben die Aktivita¨ten
Ë
und ó denselben Bearbeiter. In dessen Domain befinden sich die Server der Aktivita¨ten ë und Ï , die
somit identisch sind. Ein ha¨ufiger Spezialfall von c ist, dass die Aktivita¨ten ó und ë zusammenfallen,
so dass sich eine Kette von Aktivita¨ten mit demselben Server und demselben Bearbeiter ergibt.
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Abbildung 5.12 Fa¨lle in denen die Aktivita¨ten 	 und
ý
vom selben Server kontrolliert werden.
Die durch Algorithmus 5.14 definierte Funktion }gæ"ë Ð#}Ð53D~*Ð:3;ì`Ò$3dÐLç#ò pru¨ft fu¨r die Aktivita¨ten Ï und
ë , ob zwischen ihnen eine elementare ¨Aquivalenzbeziehung besteht. Dazu wird u¨berpru¨ft, ob einer
der in Abb. 5.12 beschriebenen Fa¨lle vorliegt.
Algorithmus 5.14 (Elementare ¨Aquivalenzbeziehungen: èyéflê õ7èöõuë\ìqõuë7='íHë7õuî4ï )
inputý
, 	 : Aktivita¨ten, fu¨r welche die ¨Aquivalenz der Serverzuordnungen u¨berpru¨ft werden soll
Þ
Ýàßâá;ß
é
äâß
þ ý
æ :

Aktivita¨ten
ý
: die Serverzuordnung der Aktivita¨t
ý
ÜQÝ¹
w
ý

	
ê
:

Aktivita¨ten
ý

	 : die Beziehung zwischen den Bearbeitern der beiden Aktivita¨ten
result
boolean: True, wenn zw. den Aktivita¨ten 	 und
ý
eine elementare ¨Aquivalenzbeziehung besteht
begin
// die Serverzuordnung der Aktivita¨t 	 oder
ý
ist noch nicht festgelegt:
if
Þ
Ýàßâá2ß
é
äâß
þµý
!ð undefiniert ñ
Þ
Ýàßâá;ß
é
äâß
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æ
 undefiniert then return False;
// Fall aus Abb. 5.12a:
if
Þ
Ýàßâá2ß
é
äâß
þµý
!ð Server(n) ñ Þ Ýàßàá2ß é äâß
þ ý
æ
 Server(m) then return True;
// Fall aus Abb. 5.12b:
if
Þ
Ýàßâá2ß
é
äâß
þµý
æ

Þ
Ý#ßâá2ß
é
äâß
þµý
! then return True;
// Fall aus Abb. 5.12c:
if
Þ
Ýàßâá2ß
é
äâß
þµý
!
 Domain(Bearb(k)) ò Þ Ý#ßâá2ß é äâß
þµý
æ+ Domain(Bearb(l))
òxÜQÝ¹
w¶ó

½
ê
ª© then return True;
return False;
end.
5.4.1.2 ¨Aquivalenz beliebiger Serverzuordnungen
Soll gepru¨ft werden, ob zwei beliebige Aktivita¨ten ë und Ï vom selben Server kontrolliert werden,
so muss man analysieren, ob eine
”
transitive Abha¨ngigkeit“ zwischen den beiden Aktivita¨ten besteht.
Der Algorithmus 5.15 ermittelt dazu die Menge der Aktivita¨ten, die vom selben Server kontrolliert
werden wie die Aktivita¨t ô ( }Ð53D~*Ð:3 õ%Ò£Ð ô ). Diese Menge entha¨lt zuerst nur die Aktivita¨t ô . Dann
wird in einer Schleife fu¨r jede Aktivita¨t ö gepru¨ft, ob aufgrund der Regeln aus Abschnitt 5.4.1.1 fest-
gestellt werden kann, dass ö vom selben Server kontrolliert wird wie eine Aktivita¨t
Ë
aus der Menge
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}Ð:3#~Ð53 õÃÒ£Ð ô . Falls dem so ist, wird ö in diese Menge aufgenommen. Dies wird solange durch-
gefu¨hrt, bis sich die Menge nicht mehr a¨ndert oder die Aktivita¨t ÷ aufgenommen wurde. Im letzteren
Fall werden die Aktivita¨ten ÷ und ô vom selben Server kontrolliert.
Algorithmus 5.15 (Berechnung transitiver ¨Aquivalenzen)
inputø
: die Menge der Aktivita¨ten der WF-Vorlage
ù
, ú : Aktivita¨ten, fu¨r welche die ¨Aquivalenz der Serverzuordnungen u¨berpru¨ft werden soll
ûQüýþ;ß ý
ù :  ù
· ø
: die Serverzuordnung der Aktivita¨t ù
	
ü
¹
w
ù

ú :  ù
 ú
· ø
: die Beziehung zwischen den Bearbeitern der beiden Aktivita¨ten
result
boolean: True, wenn die Aktivita¨ten ú und ù stets vom selben Server kontrolliert werden
begin
ûQüýþ#üý
¢
ü
ù
»
ù
¿ ;
do 
£

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¤
ü
 False;
for each ½
· ø
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for each
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·
ûQüýþDüý
¢
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if
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ý5ü
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ù
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Á
 then
ûüýþDüý
¢
ü
ù
ûüýþDüý
¢
ü
ù
»½$¿ ;
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
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¤
ü
 True;
while

£

ù
¤
ü

¾
ý uü
ò úfiff
·
ûQüýþ#üý
¢
ü
ù ;
return ú
·
ûüýþDüý
¢
ü
ù ;
end.
5.4.1.3 ¨Aquivalenzklassen von Serverzuordnungen
Den (naiven) Algorithmus 5.15 jedes Mal auszufu¨hren, wenn die ¨Aquivalenz der Serverzuordnungen
zweier Aktivita¨ten getestet werden soll, bedeutet einen sehr großen Aufwand. Eine effiziente Alterna-
tive stellt die einmalige Berechnung von Serverklassen dar. Um die ¨Aquivalenz der Serverzuordnun-
gen der Aktivita¨ten ÷ und ô festzustellen, muss nach deren Berechnung nur noch gepru¨ft werden, ob
sie derselben Serverklasse angeho¨ren:
}Ðffifl#~ÈÇ fl;>ô! É }fÐflD~uÈÇ fl;>ôÔ " }ÐffiflD~*Ðfl$#2ö¥æ
ÓPÓ
Ð!&% }ÐflD~*Ðffifl$#Êö¥æ
ÓÓ
ÐLÔ
Zur Berechnung der Serverklasse }ÐflD~*Ðffifl$#Êö¥æ ÓÓ ÐLÔ einer Aktivita¨t ô testet der Algorithmus 5.16 fu¨r
jede Aktivita¨t ô , ob sie in eine der schon ermittelten Serverklassen fa¨llt. Dazu wird mit Algorith-
mus 5.14 fu¨r alle Aktivita¨ten ÷ , deren Serverklasse schon feststeht, gepru¨ft, ob die Aktivita¨ten ÷ und
ô vom selben Server kontrolliert werden. Falls dem so ist, wurde die Serverklasse von Aktivita¨t ô ge-
funden und die Suche kann beendet werden. Wurde keine Aktivita¨t ÷ gefunden, die diese Bedingung
erfu¨llt, so begru¨ndet Aktivita¨t ô eine neue Serverklasse.
5.4.2 Migrationswahrscheinlichkeiten
Die Wahrscheinlichkeiten fu¨r Migrationen beim ¨Ubergang von Aktivita¨t ÷ nach Aktivita¨t ô ko¨nnen
in Form einer Migrationsmatrix angegeben werden. Dabei gibt ein Eintrag an, wie groß die bedingte
Wahrscheinlichkeit ist, dass zum Server ÓGh migriert werden muss, wenn die Aktivita¨t ÷ vom Server
Ó>e
kontrolliert wird. Es gilt also: ' Ð)(FÃ ÒÄ*fl;fl$;Å+! Æ ÔFf ÓGh> Ó;e+, % P(Server ÓGh kontrolliert Aktivita¨t ô 
Server
Ó>e kontrolliert Aktivita¨t ÷ )
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Algorithmus 5.16 (Berechnung der Serverklassen)
inputø
: die Menge der Aktivita¨ten der WF-Vorlage
ûQüýþ;ß ý
ù :  ù
· ø
: die Serverzuordnung der Aktivita¨t ù
	
ü
¹
w
ù

ú :  ù
 ú
· ø
: die Beziehung zwischen den Bearbeitern der beiden Aktivita¨ten
output
ûQüýþ#üý-
½
/..
ü
 :  ù
· ø
: die Server- ¨Aquivalenzklasse der Aktivita¨t ù
begin
ú
 0
-
½
$..
ü

z ;

ù
· ø
:
ûüýþDüý-
½
$..
ü
 
ø214353
;
for each Aktivita¨t ù
· ø
do
for each Aktivita¨t ú
· ø
mit
ûQüýþDüý-
½
$..
ü6
ff

ø214353
do
if
û

ú
üûüýþDüý
	

ý5ü

w
ú

ù

ûQüýþ;ß 7ý
ù  

	
ü
¹
w¥Á


Á
 then
ûQüýþDüý-
½
$..
ü
8
ûQüýþDüý-
½
$..
ü 6
;
exit loop;
if
ûQüýþ#üý-
½
$..
ü

ø2193:3
then
ú
 0
-
½
$..
ü

ú
 0
-
½
$..
ü {<;
;
ûQüýþDüý-
½
$..
ü
=
ú
 0
-
½
$..
ü
;
end.
Damit ergibt sich die vom Kostenmodell aus Abschnitt 4.3 verwendete Migrationswahrscheinlichkeit
Ã ÒÄ*fl;fl$;Å als:
Ã ÒÄ*fl;fl$;Å>!
Æ
ÔFf
Ó>e

ÓLhffi,
% }ÐflD~E?fl/;Å+! f
Ó>e+,

'ìÐ(FÃ ÒÄ*fl;fl$;Å>!
Æ
ÔFf
ÓGh4 Ó;e+,
In den nun folgenden Unterabschnitten wird beschrieben, wie die WV 'ìÐ(FÃ ÒÄ*fl;fl$;Å ermittelt wer-
den kann.
5.4.2.1 Einfache Fa¨lle
Werden die Aktivita¨ten ÷ und ô vom selben Server kontrolliert ( }fÐflD~*Ðffifl/#2ö¥æ ÓÓ Ð! % }Ðffifl#~Ðfl -
#2ö¥æ
ÓPÓ
ÐffiÔ ), so muss nie migriert werden, so dass sich 'ìÐ(FÃ ÒÄ*fl;fl$;Å>! Æ ÔFf ÓGh> Ó;e+, %A@5 )Æ   ergibt.
Sind die Serverzuordnungen der Aktivita¨ten ÷ und ô nicht a¨quivalent, so bietet die Nutzung der
Server-WV }ÐflD~E?fl/;ÅÔ7f Ó/, eine einfache Mo¨glichkeit zur Approximation der Migrationswahrschein-
lichkeiten. Die Server-WV gibt an, mit welcher Wahrscheinlichkeit sich die Instanz nach der Migra-
tion zur Aktivita¨t ô am Server Ó befindet. Die Migrationswahrscheinlichkeiten ergeben sich damit als:
B
Ó>e

ÓLh8C
' Ð)(FÃ ÒÄ*fl;fl$;Å+!
Æ
Ôf
ÓLh> Ó>e,
% }ÐflD~fl$DÅÔf
ÓLhffi,
5.4.2.2 Abha¨ngigkeiten zwischen Aktivita¨ten
Bei der im vorherigen Anschnitt beschriebenen Approximation wird die Annahme vorausgesetzt, dass
die Server der Aktivita¨ten ÷ und ô unabha¨ngig voneinander gewa¨hlt werden (wenn sie nicht a¨qui-
valent sind). Das ist jedoch nicht der Fall, wenn z.B. die Server- und Bearbeiterzuordnungen der
beiden Aktivita¨ten jeweils von Bearbeitern derselben OE abha¨ngen. Deshalb ist es gu¨nstiger, zur
Berechnung der Migrationswahrscheinlichkeiten von der Aktivita¨t ÷ zur Aktivita¨t ô den Algorith-
mus 5.17 zu verwenden, falls eine Abha¨ngigkeit zwischen den Bearbeitern der Aktivita¨ten besteht
( ' Ð)(Âf¶ô  ÷ ,ED%GFIH8JKJ ). Dieser Algorithmus beru¨cksichtigt die Abha¨ngigkeiten zwischen den Bear-
beitern der beiden Aktivita¨ten.
5.4. WAHRSCHEINLICHKEITSVERTEILUNGEN F ¨UR MIGRATIONEN 147
Der Algorithmus 5.17 berechnet die tatsa¨chlichen Migrationswahrscheinlichkeiten, da er alle auf-
grund von L Ð:æMfl>Å5yÇN flD4ôÔ erlaubten Kombinationen von Bearbeitern Ç e und Ç h fu¨r die Akti-
vita¨ten ÷ und ô durchla¨uft, die Wahrscheinlichkeit ihres Auftretens berechnet und die bei die-
sem Paar auftretende Migration in 'ìÐ(FÃ ÒÄ*fl;fl$;Å beru¨cksichtigt. Die Wahrscheinlichkeit, dass
der Benutzer Ç
e
die Aktivita¨t ÷ bearbeitet, betra¨gt OhÐ:õÃÒ
çPQ ! f¶Ç
e ,R
O­Ð
Ó
æ4÷SQÄ*Ð5õ%Ò
çPTQ
e
. Die be-
dingte Wahrscheinlichkeit, dass Benutzer Ç h unter dieser Voraussetzung Aktivita¨t ô bearbeitet,
betra¨gt OhÐ:õÃÒ
çPQ Ô f¶Ç
h ,R
O­Ð
Ó
æ4÷SQÄ*Ð5õ%Ò
çPTQ
h
f¶Ç
e ,
. Mit diesen Wahrscheinlichkeiten gewichtet geht
die Migration in 'ìÐ(FÃ ÒÄ*fl;fl$;Å ein. Ergibt die Berechnung von 'ìÐ(}Ðffifl#~fl$;Å>!f Ó Ç e+, bzw.
' Ð)(}ÐffiflD~Efl$;ÅÔFf
Óu
Ç
hffi,
fu¨r das betrachtete Bearbeiterpaar Ç e und Ç h , dass mehrere Server fu¨r die Kon-
trolle der Aktivita¨ten in Frage kommen, so werden die Bearbeiter anteilsma¨ßig bei jedem dieser Ser-
ver beru¨cksichtigt. Dadurch ergibt sich der Faktor ' Ð)(}fÐflD~Efl$;Å+!f Ó>eG Ç e,

'ìÐ(}ÐflD~fl$DÅÔf
ÓLh>
Ç
hU,
.
Durch die abschließende Normalisierung wird 'ìÐ(FÃ ÒÄ*fl;fl$;Å noch in eine Form gebracht, bei der
die Summe jeder Zeile 1 ergibt. Damit stellt die Zeile Ó>e die bedingte Wahrscheinlichkeit dar, mit
der zum Server ÓGh migriert werden muss, wenn die Aktivita¨t ÷ vom Server Ó>e kontrolliert wird.
Zeilen der Form (0 . . . 0) ergeben sich, wenn der Server Ó>e die Aktivita¨t ÷ niemals kontrolliert und
sind deshalb nicht relevant ( }Ðffifl#~fl$;Å>!f Ó;e, %WVYX ÃÒÄMflD?fl/;Å+! Æ Ôf Ó;e  ÓGhU, % }fÐflD~Efl$;Å+! f Ó>e,

' Ð)(FÃ ÒÄ*fl;fl$;Å
!
Æ
Ô
f
Ó h  Ó e ,
%ZV ). Sie ko¨nnen deshalb bei der Normalisierung mit beliebigen Werten
belegt werden. Im Anhang B.2 wird bewiesen, dass im Algorithmus 5.17 alle Fa¨lle beru¨cksichtigt
werden, und dass die Faktoren korrekt gewa¨hlt sind.
Algorithmus 5.17 (Migrationswahrscheinlichkeiten (keine Unabha¨ngigkeit))
input
ú : die Quellaktivita¨t der Migration
ù : die Zielaktivita¨t der Migration
[


©
ü

ýffi\
 :  Aktivita¨ten ù : die Menge der potentiellen Bearbeiter der Aktivita¨t ù
¡
ü
¢

£


w] 
 :  Aktivita¨ten ù ,  Benutzer
 
: das Gewicht des Benutzers
 
fu¨r die Aktivita¨t ù
output
	
ü
¹^Y¶¤
ý
[
ýffi\
6K_

w
.
  `
.

 : die abha¨ngige Migrations-WV
begin

.



.
 
:
	
ü
¹^Y¶¤
ý
[
ýffi\6K_

w
.
 
`
.



z ;
¡
ü
.
ú

¤
ü
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
£

Ia
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¯@°F±$²B³´
µ
¡
ü
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
£

6 w] 
 ;
for each
 
¸·
[


©
ü

ý\c6
do
	
ü
¹
ûQüýþ
[
ýffi\c6§w
.
`
 



	
ü
¹
ûQüýþw
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ü

ýffi\

 

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ëëë
 ;
©
ü

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
»
 
`
¼

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[

..

\
½
üDw
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 


 ù

 


[


©
ü

ý\



¾
ý uü
¿ ; // siehe Algorithmus 5.3
¡
ü
.
úEd¥¤
ü
¢

£
d
 
we 



a
«G¬L°F±$²B³´
À
º
¡
ü
¢

£
d

w] 
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 
  ·
©
ü

ý\
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ü
¹
ûQüýþ
[
ýffi\

w
.
`
 
 


	
ü
¹
ûüýþuw
ù

" ©
ü

ý\

 
 
"


ëëë
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for each .



.
 
do
	
ü
¹^Y¶¤
ý
[
ýffi\6K_

w
.
 
`
.



	
ü
¹^Y¶¤
ý
[
ýffi\c6b_

w
.
 
`
.

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±hgTikjml¯
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f
±hq
²
6
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º
¦
f
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n
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f
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²
6
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«
º
p
¦o	
ü
¹
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[
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.

`
 


¦>	
ü
¹
ûQüýþ
[
ýffi\

w
.
 
`
 
 
 ;
normalisiere jede Zeile von 	 ü ¹^Y¶¤ ý [ ýffi\6K_  w .
 
`
.

 so, dass  .

x
a
q
v
	
ü
¹^Y¶¤
ý
[
ýffi\6K_

w
.
 
`
.



;
;
end.
Der mit Algorithmus 5.17 behandelte Fall ist in der Praxis sehr relevant, da WF-Instanzen ha¨ufig
fu¨r die Dauer mehrerer Aktivita¨ten innerhalb derselben OE verbleiben. Außerdem bilden die Be-
nutzer einer OE oft exakt einen Domain. Dies gelte fu¨r das in Abb. 5.13 dargestellte Beispiel. Bei
diesem sind die Serverzuordnungen der Aktivita¨ten ÷ und ô nicht a¨quivalent (vgl. Abschnitt 5.4.1).
Wird angenommen, dass fu¨r diese Aktivita¨ten zwei Server – jeweils mit der Wahrscheinlichkeit 0,5 –
verwendet werden, so ergibt sich durch die einfache Approximation vom 'ìÐ(FÃÒ$Ä*fl$xfl$DÅ+! Æ ÔNy Ó{z$| Ó~},
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durch fÐfl/Mxfl$;ÅÔNy Ó{zffi, nach Abschnitt 5.4.2.1 eine Migrationswahrscheinlichkeit von 50%. In Wirk-
lichkeit tritt aber keine Migration auf, weil die Bearbeiter der Aktivita¨ten ö und ÷ (deren Domains
die Server von ÷ und ô determinieren) derselben OE und damit demselben Domain angeho¨ren. Der
Algorithmus 5.17 beru¨cksichtigt dies, da bei allen Kombinationen von Bearbeitern der Aktivita¨ten ÷
und ô jeweils derselbe Server (na¨mlich der in der OE dieser Bearbeiter) ermittelt wird, womit sich
' Ð)(FÃ ÒÄ*fl$xfl$;Å+!
Æ
ÔNy
Ó{z~| Ó$},
%@c
Æ
w ergibt. Befindet sich lediglich der Großteil der Benutzer einer
OE im gleichen Domain, so ergibt sich anna¨hernd ' Ð)(FÃ ÒÄ*fl$xfl$;Å ! Æ Ô y Ó
z | Ó } ,
%@ c
Æ
 . In beiden
Fa¨llen wird erkannt, dass die Migrationskosten wesentlich niedriger sind, als wenn Unabha¨ngigkeit
angenommen worden wa¨re.
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Abbildung 5.13 Beispiel fu¨r abha¨ngige der Migrationswahrscheinlichkeiten.
5.5 Zusammenfassung und Ausblick
In den Kapiteln 3 und 4 wurde beschrieben, wie in ADEPT ¿À
hÁsÂ
ÀsÃÄ
Á
ÀsÅ
Ô
die verteilte WF-Steuerung rea-
lisiert wird und wie die dafu¨r beno¨tigten Serverzuordnungen der Aktivita¨ten systemunterstu¨tzt ermit-
telt werden ko¨nnen. Die vorgestellten Verfahren stoßen aber an ihre Grenzen, wenn eine WF-Vorlage
einen großen Anteil abha¨ngiger Bearbeiterzuordnungen entha¨lt. Um auch fu¨r solche Szenarien eine
bzgl. der Kommunikationskosten effiziente verteilte WF-Steuerung zu ermo¨glichen, wurde im vorlie-
genden Kapitel das Konzept der variablen Serverzuordnungen eingefu¨hrt. Dessen Vorteile wurden an
einigen Beispielen demonstriert (eine quantitative Analyse folgt in Kapitel 9) und es wurde gekla¨rt,
wie variable Serverzuordnungen zur Ausfu¨hrungszeit realisiert werden ko¨nnen. Die weitaus gro¨ßte
Herausforderung war aber, ein Verfahren zu entwickeln, mit dem geeignete variable Serverzuordnun-
gen zur Modellierungszeit automatisch ermittelt werden ko¨nnen. Dabei konnte zwar weiterhin das
Kostenmodell aus Kapitel 4 verwendet werden, doch die Berechnung der dafu¨r beno¨tigten WV ge-
staltet sich wesentlich schwieriger. Dennoch ist es gelungen, Algorithmen zu entwickeln, mit denen
diese WV berechnet werden ko¨nnen.
Im Kontext von variablen Serverzuordnungen lassen sich noch weitere interessante Fragestellungen
identifizieren. Auf diese wird in [BD00b] ausfu¨hrlich eingegangen, wegen ihrer beschra¨nkten Rele-
vanz fu¨r die Praxis werden sie hier nur kurz angesprochen: In Abschnitt 4.6 wurde – fu¨r unabha¨ngige
Bearbeiterzuordnungen – ein Verfahren zur Berechnung einer geeigneten Verteilung der Benutzer auf
die Teilnetze vorgestellt. Das Problem ist nun, dass dieses Verfahren bei abha¨ngigen Bearbeiterzuord-
nungen nicht ohne Erweiterungen eingesetzt werden kann, falls Instanzen eines WF-Typs in unter-
schiedlichen OE bearbeitet werden. Vereinfacht dargestellt la¨sst sich dieses Problem dadurch lo¨sen,
dass zuerst Benutzern verschiedener OE unterschiedliche Domains zugeordnet werden. Dies ist si-
cherlich sinnvoll, weil diese Benutzer unterschiedliche WF-Instanzen bearbeiten und deshalb keinen
Bezug zueinander haben. Umfasst eine OE zu viele Benutzer, um sie im selben Teilnetz zu platzieren,
so wird auf diese Bearbeiter das Verfahren aus Abschnitt 4.6 angewendet, so dass Benutzer (derselben
OE) mit einer hohen Korrelation der Aufgaben ermittelt werden.
Bei manchen Anwendungen sind auch abha¨ngige Bearbeiterzuordnungen denkbar, welche mehr
als eine Aktivita¨t referenzieren. Ein Beispiel fu¨r eine solche zusammengesetzte abha¨ngige Bear-
5.5. ZUSAMMENFASSUNG UND AUSBLICK 149
beiterzuordnung ist in Abb. 5.14a fu¨r die Aktivita¨t
”
Befund erstellen“ dargestellt. Ha¨ufig deu-
tet die Verwendung einer zusammengesetzten Bearbeiterzuordnung allerdings auf eine unsaubere
Modellierung hin. So kann auch die in Abb. 5.14a verwendete zusammengesetzte Bearbeiterzu-
ordnung durch die in Abb. 5.14b dargestellte Modellierung vermieden werden. In [BD00b] wer-
den Verfahren vorgestellt, mit denen bei Pra¨senz von zusammengesetzten abha¨ngigen Bearbeiter-
zuordnungen optimale (ebenfalls zusammengesetzte) variable Serverzuordnungen berechnet werden
ko¨nnen (z.B. Zweig 1 gewa¨hlt: Domain(Bearb(Ro¨ntgen)), Zweig 2 gewa¨hlt:
Domain(Bearb(Sonographie))). Fu¨r den extrem seltenen Fall einer tatsa¨chlich beno¨tigten
zusammengesetzten abha¨ngigen Bearbeiterzuordnung kann eine solche Serverzuordnung aber auch
explizit durch den Modellierer vorgegeben werden (als Serverzuordnung vom Typ 6).
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Abbildung 5.14 Beispiel fu¨r eine (vermeidbare) zusammengesetzte abha¨ngige Bearbeiterzuordnung.
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Kapitel 6
Optimierung von Migrationen
Mit den bisher in dieser Arbeit vorgestellten Verfahren lassen sich diejenigen (variablen) Serverzu-
ordnungen ermitteln, die zu einer bzgl. der Kommunikationskosten optimalen Ausfu¨hrung der WF-
Instanzen fu¨hren. Eine WF-Instanz wird dann abschnittsweise von verschiedenen WF-Servern kon-
trolliert, weshalb Migrationen notwendig werden. Bei diesen besteht ein großes Optimierungspoten-
tial, da die Durchfu¨hrung einer Migration i.d.R. die ¨Ubertragung einer großen Datenmenge erfordert,
und da bei Migrationen ha¨ufig nicht beno¨tigte Daten u¨bertragen werden. So kann der Zielserver einer
Migration bereits fru¨her einmal an der entsprechenden WF-Instanz beteiligt gewesen sein, so dass
ihm gewisse Instanzdaten schon bekannt sind. In diesem Fall ist es unno¨tig, bereits vorhandene Da-
ten nochmals zu u¨bertragen. Im vorliegenden Kapitel werden zur Ausfu¨hrungszeit der WF-Instanzen
zur Anwendung kommende Verfahren vorgestellt, die solche und a¨hnliche Fa¨lle ausschließen. Wie in
[BRD01b] durch ein Zahlenbeispiel eindrucksvoll gezeigt wurde, ist es hierdurch mo¨glich, das Kom-
munikationsaufkommen bei Migrationen drastisch zu reduzieren. Die Ausnutzung des existierenden
Optimierungspotentials ist insbesondere fu¨r unternehmensweite und -u¨bergreifende Anwendungen
unverzichtbar, da bei den entsprechenden Systemen die Kommunikation ha¨ufig (zumindest teilweise)
u¨ber ein WAN oder eine sonstige langsame Verbindung (Internet, ISDN) abgewickelt wird. Dennoch
gibt es unseres Wissens bisher keine Arbeiten, die systematisch untersuchen, wie Migrationen effizient
realisiert werden ko¨nnen.
Im nachfolgenden Abschnitt werden die Problemstellungen detailliert untersucht, die sich im Zu-
sammenhang mit der effizienten Realisierung von Migrationen ergeben. Nachdem schon in Ab-
schnitt 3.3.3 festgelegt wurde, auf welche Art und Weise der interne Zustand einer WF-Instanz mi-
griert werden soll, werden im Abschnitt 6.2 Optimierungen dieses Verfahrens diskutiert. Die Migra-
tion von Datenelementen der WF-Instanz wird in Abschnitt 6.3 betrachtet. Das Kapitel endet mit einer
Zusammenfassung der gewonnenen Erkenntnisse in Abschnitt 6.4.
6.1 Problemstellung
Bei Migrationen von WF-Instanzdaten zwischen WF-Servern entstehen hohe Kosten. Deshalb sollen
Verfahren entwickelt werden, mit denen das dabei zu u¨bertragende Datenvolumen reduziert werden
kann. Wa¨hrend wir uns bisher auf Verfahren zur Reduzierung der Kommunikationslast konzentriert
haben, die auf der Vorberechnung von geeigneten Serverzuordnungen zur Modellierungszeit basie-
ren, werden bei den in diesem Kapitel vorgestellten Verfahren die Kommunikationskosten durch zur
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Ausfu¨hrungszeit durchgefu¨hrte Optimierungen weiter reduziert. Dies wird erreicht, indem nicht alle
fu¨r die betroffene WF-Instanz verfu¨gbaren Daten zum Migrationszielserver u¨bertragen werden, son-
dern nur diejenigen, die dieser Server tatsa¨chlich fu¨r die korrekte WF-Ausfu¨hrung beno¨tigt und die er
noch nicht besitzt. Ein WF-Server kann beispielsweise bereits u¨ber Daten verfu¨gen, wenn er fru¨her an
der Kontrolle der WF-Instanz beteiligt war, oder wenn ihm bestimmte Informationen bei vorausgehen-
den Migrationen u¨bermittelt worden sind. Da die Migrationen durch entsprechende Maßnahmen
”
bil-
liger“ werden, ko¨nnen sie ggf. ha¨ufiger und damit auch fu¨r kleinere Prozessfragmente durchgefu¨hrt
werden. Die WF-Steuerung erfolgt dementsprechend meist im Teilnetz derjenigen Benutzer, welche
die Aktivita¨t bearbeiten, so dass sich die Antwortzeiten und die Verfu¨gbarkeit des WfMS verbessern
(vgl. Abschnitt 3.2.1).
Um einen Eindruck zu vermitteln, welche Art von Optimierungen im Zusammenhang mit der
Durchfu¨hrung von Prozessmigrationen im Einzelnen mo¨glich sind, wollen wir anhand von Abb. 6.1
einige Beispiele betrachten:
` Die Zustandsinformation (inkl. Ablaufhistorie) zu den Aktivita¨ten a und b wird bei herko¨mmli-
chen Migrationen u¨ber beide parallele Zweige zur AND-Join-Aktivita¨t c transportiert. Das heißt,
sie wu¨rde sowohl bei der Migration dI¿fe g als auch bei dihe g zum Server j%k u¨bertragen werden.
Wie man leicht sieht, kann eine dieser beiden (redundanten) ¨Ubertragungen eingespart werden.
` Die Aktivita¨t l schreibt einen Ausgabeparameter in das Datenelement m } , auf das von der Akti-
vita¨t c lesend zugegriffen wird (nicht aber von m ). Dann ist es wenig sinnvoll, das Datenelement
entlang des Kontrollflusses vom Server j z u¨ber den Server j%n zum Server j%k zu u¨bertragen. Eine
Optimierung wa¨re es, das Datenelement direkt vom Server j z zum Server j%k zu u¨bertragen. Dies
ist besonders rentabel, wenn sehr große Datenelemente (z.B. Multimediadaten wie Videos, Bit-
maps, . . . ) betroffen sind.
` Von der Aktivita¨t c wird das Datenelement m z beno¨tigt, das von der Aktivita¨t a geschrieben und
von l und m gelesen wurde. Der Wert dieser Variablen kann von den WF-Servern j } , j z und
j
n bezogen werden. Es existiert insofern Optimierungspotential, als dass das Datenelement von
demjenigen Server bezogen werden sollte, zu dem die leistungsfa¨higste Kommunikationsverbin-
dung besteht. In jedem Fall sollte eine redundante ¨Ubertragung vermieden werden. Angenommen
die Server j } und j%n sind mit dem Server j%k nur u¨ber eine ISDN-Verbindung verbunden. Der Ser-
ver j
z
liege aber in einem zum Server jk benachbarten Teilnetz mit einer Verbindung u¨ber ein
schnelles Gateway. Dann ist es wesentlich gu¨nstiger, wenn das (große) Datenelement vom Server
j
z bezogen wird.
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Abbildung 6.1 WF mit Optimierungspotential bei Migrationen.
Die Beispiele zeigen, dass bei
”
naiver“ Realisierung Daten unno¨tigerweise zu einer Partition u¨ber-
tragen werden ko¨nnen. Eine solch redundante ¨Ubertragung sollte auf alle Fa¨lle vermieden werden.
Im Folgenden werden Verfahren vorgestellt, mit denen Migrationen effizient durchgefu¨hrt werden
ko¨nnen, indem die entstehenden Migrationskosten minimiert werden. Dazu werden im Einzelnen
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Verfahren zur optimalen und redundanzfreien Migration der Kontrolldaten einer WF-Instanz und zur
¨Ubertragung von Datenelementen vorgestellt.
6.2 Optimierte ¨Ubertragung von Workflow-Kontrolldaten
Wie in Abschnitt 3.3.3.1 ausfu¨hrlich ero¨rtert wurde, ist die gu¨nstigste Methode, um den Zustand einer
WF-Instanz zu migrieren, die entsprechende Ablaufhistorie zu u¨bertragen. Bei einer ¨Ubertragung
der vollsta¨ndigen Ablaufhistorie kann es allerdings zu redundanten Datenu¨bertragungen kommen. So
werden bei dem in Abb. 6.1 dargestellten Beispiel die Ablaufhistorieneintra¨ge der Aktivita¨ten a und
b bei den Migrationen dI¿fe g und dhfe g zum Server jk u¨bertragen. Im dem nun folgenden Abschnitt
werden verbesserte Verfahren vorgestellt, bei denen zum Zielserver nur die wirklich noch beno¨tigten
Historieneintra¨ge u¨bertragen werden.
6.2.1 Versenden von Ablaufhistorieneintra¨gen
Die nahe liegendste Idee zur Reduzierung des Datenvolumens beim ¨Ubertragen von WF-Kontroll-
daten besteht darin, nur den beno¨tigten Ausschnitt der Ablaufhistorie und nicht die komplette Ablauf-
historie an den Migrationszielserver zu senden. Das entsprechende Verfahren ist in [Zei99] ausfu¨hrlich
und formal beschrieben. Aus Platzgru¨nden werden hier nur das Grundprinzip erla¨utert und die entste-
henden Nachteile diskutiert. In Abschnitt 6.2.2 wird dann ein verbessertes Verfahren vorgestellt, das
diese Nachteile vermeidet.
Um bei einer Migration nicht immer die gesamte Ablaufhistorie einer WF-Instanz u¨bertragen zu
mu¨ssen, berechnet der Quellserver, welcher Teil dieser Historie vom Zielserver fu¨r die weitere
Ausfu¨hrung noch beno¨tigt wird. Dementsprechend wird nur dieser Ausschnitt bei der Migration u¨ber-
tragen. Dazu sucht der Quellserver in der Historie nach Eintra¨gen, deren zugeho¨rige Aktivita¨tenin-
stanz vom Zielserver kontrolliert wurde (sofern vorhanden). Bei der ¨Ubertragung der Ablaufhistorie
ko¨nnen diese Eintra¨ge dann weggelassen werden. Dasselbe gilt fu¨r Historieneintra¨ge, die sich auf Vor-
ga¨ngeraktivita¨teninstanzen (bzgl. des Kontrollflusses) dieser Aktivita¨teninstanzen beziehen, da auch
diese Historieneintra¨ge dem Zielserver schon bekannt sind. Der Grund dafu¨r ist, dass ein WF-Server
alle Historieneintra¨ge kennt, die zu Vorga¨ngeraktivita¨ten der von ihm kontrollierten Aktivita¨teninstan-
zen geho¨ren (vgl. Abschnitt 3.3.3.2).
Durch dieses Verfahren werden Historieneintra¨ge, von denen der Quellserver einer Migration sicher
weiß, dass sie auf dem Zielserver schon bekannt sind, an diesen nicht mehr u¨bertragen. So werden
bei dem in Abb. 6.2 dargestellten Beispiel einer parallelen Verzweigung die Historieneintra¨ge zu den
Aktivita¨teninstanzen a und b weder bei der Migration dhfe g noch bei d0e À an den Server jŁ u¨bertragen,
da dieser bereits die Aktivita¨t b kontrolliert hat und deshalb die zu Aktivita¨t b und zur Vorga¨ngerakti-
vita¨t a geho¨renden Historieneintra¨ge schon kennt.
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Abbildung 6.2 Beispiel fu¨r die Migration von WF-Kontrolldaten.
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Bei dem oben skizzierten Verfahren kann es aber immer noch zur redundanten ¨Ubertragung von Hi-
storieninformation kommen. Das Problem des Verfahrens ist, dass der Quellserver einer Migration
nicht exakt weiß, welche Historieneintra¨ge beim Zielserver schon vorhanden sind. Nehmen wir in
dem Beispiel aus Abb. 6.2 an, dass die Migration dihe g vor d©!e À ausgefu¨hrt wird. Dann mu¨ssen bei
der Migration dhfe g die Historieneintra¨ge der Aktivita¨ten l und m u¨bertragen werden. Bei der spa¨ter
ausgefu¨hrten Migration d©!e À kann der Quellserver j!ª aber nicht wissen, dass die entsprechenden
Eintra¨ge dem Zielserver j Ł schon bekannt sind. Diese nicht vorhandene Information fu¨hrt dazu, dass
er die Eintra¨ge unno¨tigerweise u¨bertra¨gt. Das vorgestellte Verfahren ermo¨glicht also zwar eine Redu-
zierung der zu u¨bertragenden Datenmenge, redundante Datenu¨bertragung la¨sst sich damit aber nicht
vo¨llig ausschließen.
6.2.2 Anfordern von Ablaufhistorieneintra¨gen
Die redundante ¨Ubertragung von Ablaufhistorieneintra¨gen kann ausgeschlossen werden, wenn der
Zielserver einer Migration dem Quellserver Information daru¨ber liefert, welche Historieneintra¨ge
ihm bereits bekannt sind.1 Ein Verfahren hierfu¨r, wird nun vorgestellt. Dabei kann eine redundante
¨Ubertragung von Historieneintra¨gen nur dann ausgeschlossen werden, wenn fu¨r eine WF-Instanz nie
mehrere Migrationen zeitlich u¨berlappend bei demselben WF-Server eingehen. Ansonsten kann der
Zielserver nicht wissen, welche Historieneintra¨ge noch durch die anderen gleichzeitig ablaufenden
Migrationen geliefert werden. Deshalb verwendet der Zielserver einer Migration Sperren, um sicher-
zustellen, dass zu jedem Zeitpunkt fu¨r eine WF-Instanz maximal eine Migration eingehen kann, d.h.
er blockiert ggf. kurzfristig die weitere Bearbeitung einer eingehenden Migration.
Das im Folgenden vorgestellte Verfahren basiert auf der Idee, dass der Zielserver der durchzufu¨hren-
den Migration beim Quellserver diejenigen Teile der Ablaufhistorie anfordert, die bei ihm noch nicht
vorhanden sind. Das Verfahren gliedert sich in 3 Phasen:
1. Der Quellserver informiert den Zielserver u¨ber die anstehende Migration. Dazu u¨bertra¨gt er ihm
außer der ID der zu migrierenden WF-Instanz jeweils die ID der Quell- und Zielaktivita¨ten der
Migration. Fu¨r das Beispiel der Migration dihe g aus Abb. 6.2 ergibt sich also die ¨Ubertragung:
« WF-Inst-ID, ¬ , c®­
2. Der Zielserver der Migration fordert nun beim Quellserver den noch fehlenden Teil der Ablaufhi-
storie an. Dazu muss er ihm mitteilen, u¨ber welche Historieneintra¨ge er bereits verfu¨gt. Die ein-
fachste Lo¨sung, die IDs aller zugeho¨rigen Aktivita¨teninstanzen zu u¨bertragen, wa¨re aber unno¨tig
aufwendig. Sind die Historieneintra¨ge einer Aktivita¨teninstanz dem Zielserver bekannt, so kennt
er na¨mlich auch die Eintra¨ge zu Vorga¨ngeraktivita¨ten dieser Aktivita¨teninstanz. Deshalb genu¨gt
es, die Menge ¯°aj±³²?l´±¶µ.·µ.±¶µ¹¸%j zu u¨bertragen, welche die IDs derjenigen Aktivita¨teninstanzen
entha¨lt, von denen dem Zielserver keine Historieneintra¨ge zu Nachfolgeraktivita¨ten bekannt sind.
Dies sind sozusagen die
”
letzten dem Zielserver bekannten Aktivita¨ten“ der WF-Instanz. Es kann
vorkommen, dass die Menge ¯;aj±¶²ºl´±¹µ.·&µ.±¶µ¹¸j mehrere Aktivita¨ten entha¨lt, da der Zielserver einer
Migration Historieneintra¨ge zu Aktivita¨ten besitzen kann, die verschiedenen parallelen Zweigen
angeho¨ren. Dann muss die jeweils letzte bekannte Aktivita¨t jedes Zweiges in ¯;aj±¶²ºl´±¹µ.·&µ.±¶µ¹¸j
enthalten sein.
Mit dem Algorithmus 6.1 kann der Zielserver einer Migration die Menge ¯;aj)±³²?l´±¶µ.·µ»±¹µ¹¸%j be-
1Eine Alternative dazu wa¨re, dass die anderen Server des WfMS Information daru¨ber austauschen, welche Histori-
eneintra¨ge schon zu diesem Zielserver migriert wurden. Da ein solches Verfahren aber sehr komplex wa¨re und außerdem
nicht weniger Kommunikation erfordern wu¨rde, wird dieser Ansatz nicht weiter verfolgt.
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rechnen. Dazu reduziert er die lokal bei ihm vorhandene Ablaufhistorie ¼¾½¿mÀÁµ¹j±¶ÂflÃ0Ä der WF-
Instanz auf die Vorga¨ngeraktivita¨ten der Migrationsquellaktivita¨t, da nur dieser Teil der WF-
Instanz fu¨r die Migration relevant ist. Dadurch ergibt sich die Ablaufhistorie Å¸½¿¸)·&a&ÆO±¶ÀÁµ¹j±¶ÂflÃ0Ä .
Der hinterste Eintrag ¯ von Å¸)½[¸f·aÆO±³ÀÁµ¹j)±³ÂflÃ0Ä geho¨rt zur einer Aktivita¨teninstanz ½ , deren Histo-
rieneintra¨ge am Zielserver bekannt sind. Da der Zielserver auch u¨ber die Historieneintra¨ge aller
Vorga¨ngeraktivita¨ten von ½ verfu¨gt, entfernt er diese aus der Ablaufhistorie Å¸½¿¸)·&a&ÆO±¶ÀÁµ¹j±¶ÂflÃ0Ä .
Die Aktivita¨teninstanz ½ wird in ¯;aj)±³²ºlÇ±¶µ.·&µ.±¹µ¶¸j aufgenommen, weil die Vorga¨ngeraktivita¨ten
von ½ (inkl. ½ ) am Zielserver bekannt sind, nicht aber die Nachfolgeraktivita¨ten. Der gesamte
Vorgang wird solange wiederholt, bis in der Historie Å¸½[¸f·&a&ÆO±³ÀÈµ¹j±³Â%Ã0Ä keine Eintra¨ge mehr exi-
stieren. Ist dies erreicht, so wurde die vollsta¨ndige Menge ¯°aj±¶²ºl´±¹µ»·µ.±¶µ¹¸j ermittelt. Im Beispiel
der Migration dihe g aus Abb. 6.2 ergibt sich ¯;aj±¶²ºl´±¹µ.·&µ.±¶µ¹¸jÊÉÌË%bÍ , weil der Zielserver (Server
j Ł ) nur u¨ber Information zu den Aktivita¨ten a und b verfu¨gt ( b wurde vom Server j Ł kontrolliert).
Da a eine Vorga¨ngeraktivita¨t von b ist, wird a nicht in ¯;aj±¶²ºl´±¹µ.·&µ.±¶µ¹¸j aufgenommen.
Algorithmus 6.1 (Zielserver: Anfordern von Ablaufhistorieneintra¨gen)
inputÎOÏÐÑÒÔÓ´Õ°Ò×Ö
: Quellaktivita¨teninstanz der Migration
ØÚÙ#ÛflÜÊÝ.Þ
Ö.ÏÑ´ß
: am Zielserver bekannter Teil der Ablaufhistorie
outputàá
Þ
Ö.Õ;Ò×Ö
Ý¿âflÝ
Ö
Ý
Ó
Þ
: Menge von Aktivita¨teninstanzen, bis zu denen die Ablaufhistorie dem Zielserver
bekannt ist
beginàá
Þ
Ö.Õ;Ò×Ö
Ý¿âflÝ
Ö
Ý
Ó
Þ;ã©ä
;
// fu¨r Migration sind nur Vorga¨ngeraktivita¨teninstanzen der Quellaktivita¨t (inklusive) relevant
// ( å und æ fu¨r Historien wurden in Abschnitt 2.2.3.4 definiert)
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;
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;
end.
3. Nachdem der Quellserver der Migration die Menge ¯;aj)±³²ºlÇ±¶µ.·&µ.±¹µ¶¸j empfangen hat, kann er mit
Algorithmus 6.2 die zu u¨bertragende Ablaufhistorie d µ.cÃ!ÀÈµ¹j±³Â%Ã0Ä berechnen. Dazu reduziert
er die bei ihm vorhandene Ablaufhistorie ¯;Â0la&½¿ÀÁµ¹j)±³ÂflÃ0Ä auf Vorga¨nger der Quellaktivita¨t der
Migration (wie der Zielserver in Algorithmus 6.1). Anschließend entfernt er alle Eintra¨ge zu
Aktivita¨teninstanzen ½ ¯;aj±¶²ºl´±¹µ.·&µ.±¶µ¹¸j und zu deren Vorga¨ngern aus d µ[cÃ!ÀÈµ¶j)±³ÂflÃflÄ , so dass
sich die zu u¨bertragende Ablaufhistorie ergibt. Betrachten wir nochmals das oben angesprochene
Beispiel der Migration dhfe g , bei dem in Schritt 2 die Menge ¯;aj)±³²?l´±¶µ.·µ»±¹µ¹¸%j É Ë%bÍ ermittelt
wurde. In Schritt 3 werden dann die Eintra¨ge zu den Aktivita¨teninstanzen a und b aus der lokal
vorhandenen Historie (mit Eintra¨gen zu den Aktivita¨ten a , b , l , m , ¸ , ¬ ) entfernt, so dass die
Historieneintra¨ge der Aktivita¨ten l , m , ¸ , ¬ u¨bertragen werden.
Wird nach der oben beschriebenen Migration dhfe g die Migration d0e  zum selben Zielserver jŁ
durchgefu¨hrt,2 so kennt dieser Server die Eintra¨ge zu den Aktivita¨ten a , b , l , m , ¸ und ¬ bereits.
2Wie zu Beginn dieses Abschnitts erla¨utert wurde, ist die u¨berlappende Ausfu¨hrung von Migrationen ausgeschlossen.
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Algorithmus 6.2 (Quellserver: Anfordern von Ablaufhistorieneintra¨gen)
inputÎOÏÐÑÒÔÓ´Õ°Ò×Ö
: Quellaktivita¨teninstanz der Migrationàá
Þ
Ö.Õ;Ò×Ö
Ý¿âflÝ
Ö
Ý
Ó
Þ
: Menge der letzten am Zielserver bekannten Aktivita¨teninstanzenà ÏfÒ á
Ù'ÜÊÝ.Þ
Ö.ÏÑß
: am Quellserver vorhandene Ablaufhistorie
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;
// Eintra¨ge zu bekannten Aktivita¨teninstanzen aus Ablaufhistorie entfernen
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;
end.
Durch Anwendung von Algorithmus 6.1 ergibt sich somit die Menge ¯;aj)±³²ºlÇ±¶µ.·&µ.±¹µ¶¸j É Ëm Í . Algo-
rithmus 6.2 entfernt dementsprechend die Eintra¨ge zu den Aktivita¨ten a , b , l und m aus der fu¨r diese
Migration relevanten Historie (mit Eintra¨gen zu a , b , l , m und  ), so dass nur die Historieneintra¨ge
der Aktivita¨t  u¨bertragen werden. Da bei der Migration dhfe g Historieneintra¨ge zu den Aktivita¨ten l ,
m , ¸ und ¬ u¨bermittelt wurden (s.o.), findet also keine redundante Informationsu¨bertragung statt. Im
Allgemeinen ist die redundante ¨Ubertragung von Historieneintra¨gen bei dem beschriebenen Verfahren
stets ausgeschlossen: Ist ein Historieneintrag zu einer Aktivita¨t Æ am Zielserver der Migration bereits
bekannt, so wird dieser in der Schleife von Algorithmus 6.1 aus ¼½¿mÀÁµ¹j)±³ÂflÃ0Ä entfernt (sonst wa¨re die
Schleife noch nicht verlassen worden). Deshalb wird der entsprechende Eintrag beim Durchlaufen der
Schleife von Algorithmus 6.2 auch aus d µ[cÃ!ÀÈµ¶j)±³ÂflÃflÄ entfernt und damit nicht u¨bertragen.
6.3 ¨Ubertragung von Datenelementen
Nachdem wir in Abschnitt 6.2 untersucht haben, wie die Kontroll- bzw. Statusdaten einer WF-Instanz
bei Migrationen effizient u¨bertragen werden ko¨nnen, wenden wir uns nun der ¨Ubertragung von Da-
tenelementen (vgl. Abschnitt 2.3.2) zu. Bei dem in Abschnitt 3.3.4 eingefu¨hrten Verfahren und bei
den meisten der in der Literatur diskutierten Ansa¨tze werden beim ¨Ubergang zwischen zwei Parti-
tionen die Werte aller Datenelemente zur Nachfolgerpartition u¨bertragen. Dies fu¨hrt zu einer starken
Belastung des Kommunikationssystems, insbesondere dann, wenn sehr große Datenelemente (z.B.
multimediale Dokumente) verwendet und vom WfMS nicht nur Referenzen auf diese Daten verwaltet
werden.3 Im Folgenden werden Verfahren vorgestellt, mit denen die bei der ¨Ubertragung von Daten-
elementen entstehende Belastung des Kommunikationssystems deutlich reduziert werden kann. Bei
der Entwicklung dieser Verfahren muss beachtet werden, dass von einem WfMS sowohl recht kleine
als auch sehr große Datenelemente verwaltet werden ko¨nnen, und dass nicht jedes Verfahren fu¨r beide
Fa¨lle gleich gut geeignet ist. Zusa¨tzliche Schwierigkeiten ergeben sich aus der Tatsache, dass die
Wird in dem Beispiel die Migration   vor   ausgefu¨hrt, so ergibt sich dasselbe Verhalten.
3Die Nachteile, die sich ergeben, wenn ein WfMS nur Referenzen auf Daten verwaltet, wurden in Abschnitt 2.3.1 schon
ausfu¨hrlich diskutiert.
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Verfahren nicht auf den Fall statischer Serverzuordnungen beschra¨nkt sein du¨rfen, sondern auch bei
Verwendung variabler Serverzuordnungen anwendbar sein mu¨ssen.
6.3.1 Kleine Datenelemente
Viele der von einem WfMS verwalteten Datenelemente, wie Integer-Werte oder kurze Strings, sind
relativ
”
klein“, so dass fu¨r sie die im nachfolgenden Abschnitt vorgestellten Optimierungen nicht loh-
nend sind. Hier macht es keinen Sinn, die ohnehin bereits geringe Datenmenge noch weiter zu redu-
zieren und dabei zu riskieren, dass zusa¨tzliche Kommunikationszyklen notwendig werden. In diesem
Abschnitt wird ein Verfahren vorgestellt, das keine zusa¨tzlichen Kommunikationszyklen erfordert, das
ohne großen Berechnungsaufwand auskommt und das vermeidet, dass ein kleines Datenelement von
mehreren Quellservern an den Zielserver einer Migration u¨bertragen wird. Die (durchschnittliche)
Gro¨ße, bis zu der ein Datenelement als klein gilt, kann vom Administrator des WfMS konfiguriert
werden, so dass sich ein mo¨glichst gu¨nstiges Laufzeitverhalten ergibt. In der Regel ist es sinnvoll,
ein Datenelement der Menge der großen Datenelemente ¯°aÃflc¸ a&±³a ½¿¸ffÈ¸fÆO±×j zuzuordnen, wenn es
mehrere Netzwerkpakete ausfu¨llt. Andernfalls wird es der in diesem Abschnitt betrachteten Menge
fi
 a½¿½	®a&±¶afl ½[¸ffiÈ¸)ÆO±³j zugeordnet.
Die Menge, der bei einer Migration d "!$#%&('$)*&,+ e -/. % g '(+0)*&,+ zusammen mit den Ablaufhistorieneintra¨gen
d µ[cÃ!ÀÈµ¶j)±³ÂflÃflÄ zu u¨bertragenden kleinen Datenelemente ( d µ.cÃ1 a&±¶afl ½[¸ffÈ¸fÆO±×j ), kann mit Algo-
rithmus 6.3 ermittelt werden. Er basiert auf der folgenden Idee: Fu¨r alle Datenelemente m2
fi
 a½¿½	®a&±¶afl ½[¸ffiÈ¸)ÆO±³j kann diejenige Aktivita¨teninstanz a bestimmt werden, die den fu¨r das Mi-
grationsziel (d.h. den fu¨r die Zielaktivita¨t 3?a&Ã%c¸f±³²?l´± der Migration) gu¨ltigen Wert von m geschrieben
hat. Diese Aktivita¨teninstanz kann unter Verwendung der WF-Vorlage und der Ablaufhistorie der
WF-Instanz ermittelt werden. Das Datenelement m wird bei der betrachteten Migration genau dann
u¨bertragen, wenn der Historieneintrag fu¨r die Beendigung der Aktivita¨t a in der bei der Migration
u¨bertragenen Ablaufhistorie d µ[cÃ!ÀÁµ¹j±¶ÂflÃ0Ä enthalten ist (siehe Abschnitt 6.2.2). Da sichergestellt ist,
dass ein solcher Historieneintrag ho¨chstens einmal zu jedem Server u¨bertragen wird, gilt dies auch fu¨r
jede Version eines Datenelements. Bei dem vorgestellten Verfahren ist eine redundante ¨Ubertragung
von Datenelementen somit ausgeschlossen. Des Weiteren wird kein zusa¨tzlicher Kommunikations-
zyklus beno¨tigt, da die Datenelemente der Menge d µ[c&Ã4®a&±¶afl ½[¸ffiÈ¸)ÆO±³j zusammen mit der Menge
der Historieneintra¨ge d µ[cÃ!ÀÁµ¹j±¶ÂflÃ0Ä zum Migrationszielserver u¨bertragen werden. Es kann aber vor-
kommen, dass Datenelemente zu diesem Server u¨bertragen werden, obwohl sie dort u¨berhaupt nicht
beno¨tigt werden. Da die hier betrachteten Datenelemente klein sind, ist dies akzeptabel. Ein Verfah-
ren, bei dem solche unno¨tigen ¨Ubertragungen ausgeschlossen sind, wird im folgenden Abschnitt fu¨r
große Datenelemente vorgestellt.
Angenommen bei dem in Abb. 6.3 dargestellten Beispiel wird die Migration d65¶e 7 vor d & e 7 ausgefu¨hrt.
Dann werden bei Verwendung des in Abschnitt 6.2.2 beschriebenen Verfahrens bei der Migration
d 5¶e 7 die Historieneintra¨ge der Aktivita¨ten a und b zum Server j Ł u¨bertragen. Damit wird das von
Aktivita¨t a geschriebene kleine Datenelement mª bei dieser Migration ebenfalls u¨bertragen. Bei der
Migration d
&
e 7 werden die Historieneintra¨ge von Aktivita¨t l u¨bertragen, weshalb auch das von l
geschriebene Datenelement m&Ł u¨bertragen wird. Das Datenelement m ª wird bei dieser Migration aber
nicht (redundant) an den Server jŁ u¨bertragen.
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Algorithmus 6.3 ( ¨Ubertragung kleiner Datenelemente)
input8;á Ñ

Ó´Ö.Õ;ÒìÖ
: Zielaktivita¨teninstanz der MigrationÎ9 á
Ù'Ù;:
á Ö á 
Ù
Ó<9 Ó è Ö
Þ
: Menge der am Quellserver bekannten kleinen Datenelemente
Ý	
Ñ
ÜÊÝ.Þ
Ö.ÏÑß
: der zu u¨bertragende Teil der Ablaufhistorie (von Algorithmus 6.2 ermittelt)
output
Ý	
Ñ
:
á Ö á 
Ù
Ó9 Ó è Ö
Þ
: bei der Migration zu u¨bertragende kleine Datenelemente
begin
Ý	
Ñ
:
á Ö á 
Ù
Ó9 Ó è Ö
Þ ã©ä
;
for each
Û=

Î>9 á
Ù#Ù?:
á Ö á 
Ù
Ó9 Ó è Ö
Þ
do
//
á
hat diejenige Version von Û geschrieben, die fu¨r
8;á Ñ

Ó´Ö.Õ;Ò×Ö
gu¨ltig istá
ã
àá
Þ
Ö(@iÑ
Ý
Ö.Ó´Ñ
é
ÛA
8°á Ñ

Ó´Ö.Õ;Ò×Ö»ß
;
// der zu
á
geho¨rende Ende-Historieneintrag wird bei der betrachteten Migration u¨bertragen
if
CB
:
é
á
Aëëë
ß



Ý	
Ñ
ÜÊÝ.Þ
Ö.ÏÑß
then
Ý?
Ñ
:
á Ö á 
Ù
Ó9 Ó è Ö
Þ ã

Ý	
Ñ
:
á Ö á 
Ù
Ó<9 Ó è Ö
Þ
î
ë
Û
í
;
end.
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Abbildung 6.3 Migration kleiner Datenelemente, wobei die Migration

û  vor

û  ausgefu¨hrt wird. (Bei den
Aktivita¨ten bzw. Migrationen ist links im Rechteck angegeben, welche Ablaufhistorieneintra¨ge existieren bzw.
u¨bertragen werden ( Ü é
á
ß
steht fu¨r alle Ablaufhistorieneintra¨ge der Aktivita¨t
á
). Außerdem ist rechts angegeben,
welche Datenelemente existieren bzw. bei einer Migration u¨bertragen werden.)
6.3.2 Große Datenelemente
Da fu¨r die ¨Ubertragung großer Datenelemente meist mehrere Netzwerkpakete beno¨tigt werden, ist
eine zusa¨tzliche Kommunikation akzeptabel. Es ist außerdem sehr rentabel, wenn ein solches Da-
tenelement bei einer Migration nicht zum Zielserver transportiert werden muss, falls dieser es nicht
beno¨tigt. In dem Beispiel aus Abb. 6.4 wird das Datenelement mª von der Aktivita¨t a geschrieben und
von l gelesen (aber nicht von b ). Deshalb ko¨nnen Kommunikationskosten eingespart werden, wenn
das Datenelement mª direkt vom Server jª zum Server j%n transportiert wird (ohne den Umweg u¨ber
den Server j%Ł der Aktivita¨t b ). Um dies zu ermo¨glichen, wird im Folgenden ein Verfahren entwickelt,
bei dem nicht nur die redundante ¨Ubertragung von Datenelementen ausgeschlossen wird, sondern
auch nur solche Datenelemente zu einem Server transportiert werden, die von diesem tatsa¨chlich
beno¨tigt werden. Dies ist insbesondere deshalb nicht trivial, weil im Falle von bedingten Verzwei-
gungen im Voraus nicht feststeht, welche Aktivita¨ten der Zielpartition einer Migration tatsa¨chlich
ausgefu¨hrt werden, und damit, welche Datenelemente beno¨tigt werden.
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Abbildung 6.4 ¨Ubertragung von großen Datenelementen bei Migrationen.
6.3.2.1 Versenden von Datenelementen
In [Zei99] wird ein Verfahren beschrieben, bei dem – nach Ausfu¨hrung der
”
letzten“ Aktivita¨t einer
Partition – ein in dieser Partition geschriebenes Datenelement an die WF-Server derjenigen Parti-
tionen gesendet wird, in denen dieses Datenelement potentiell gelesen wird. In dem Beispiel aus
Abb. 6.4 wu¨rde das Datenelement m ª also (nach Beendigung der letzten Aktivita¨t a ) vom Server j ª
zum Server jn gesendet werden, da es in dessen Partition von der Aktivita¨t l gelesen wird. Dieses
Verfahren weist allerdings einige Nachteile auf: So lassen sich Fa¨lle konstruieren, in denen (ebenso
wie beim Versenden der Ablaufhistorie) redundante ¨Ubertragungen auftreten. Außerdem ist das Ver-
fahren bei variablen (und bei jeder Art von dynamischen) Serverzuordnungen nicht einsetzbar. Der
Grund dafu¨r ist, dass zum Zeitpunkt des Versendens eines Datenelements, der Server der im Ablauf
evtl. erst viel spa¨ter folgenden Zielpartition noch gar nicht bekannt ist. Schließlich weist dieses Verfah-
ren ein schlechteres Kommunikationsverhalten auf, als der im nachfolgenden Abschnitt beschriebene
Ansatz, da ein Datenelement ausschließlich von demjenigen WF-Server bezogen werden kann, auf
dem es geschrieben wurde.
6.3.2.2 Anfordern von Datenelementen
Um die gesamte bei der Aktivita¨tenausfu¨hrung vorhandene Zustandsinformation nutzen zu ko¨nnen, ist
es vorteilhaft, große Datenelemente bei einer Migration nicht zu versenden, sondern sie anzufordern.
Um dies zu realisieren, sind zwei Verfahren denkbar: (1) Alle von einer Partition beno¨tigten Daten-
elemente werden bei ihrer Aktivierung angefordert. (2) Vor dem Start jeder Aktivita¨teninstanz werden
die von ihr beno¨tigten Datenelemente angefordert. Im Zusammenhang mit bedingten Verzweigungen
fu¨hrt das 1. Verfahren zu Problemen, da zu Beginn einer Partition evtl. noch nicht feststeht, welche
Datenelemente tatsa¨chlich beno¨tigt werden. Im Folgenden gehen wir deshalb auf das 2. Verfahren
na¨her ein.
Eine Aktivita¨teninstanz kann in ADEPT erst dann aktiviert werden, wenn alle eingehenden Kanten
signalisiert wurden. Zu diesem Zeitpunkt sind alle Vorga¨ngeraktivita¨ten beendet. Deshalb kann ein
Datenelement prinzipiell vom WF-Server jeder Aktivita¨t angefordert werden, welche es geschrieben
oder gelesen hat. Im Beispiel aus Abb. 6.4 kann das von der Aktivita¨t  beno¨tigte Datenelement mª
vom Server der Aktivita¨t a und von den Servern der parallel ausgefu¨hrten Aktivita¨ten l bzw. ¸ und
¬ angefordert werden. Im Allgemeinen ko¨nnen die WF-Server, die u¨ber eine bestimmte Version ei-
nes Datenelements verfu¨gen, mit Hilfe der zu diesem Zeitpunkt schon u¨bertragenen Ablaufhistorie
(siehe Abschnitt 6.2.2) ermittelt werden. Das Datenelement wird dann von demjenigen WF-Server
angefordert, zu dem die beste Netzwerkverbindung besteht. Um diesen Server bestimmen zu ko¨nnen,
wird eine
”
Kommunikationskosten-Matrix“ vorgegeben, so dass ggf. WAN-Kommunikation vermie-
den werden kann.
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Bevor fu¨r eine Aktivita¨teninstanz Datenelemente angefordert werden, wird das in Abschnitt 6.2.2
beschriebene Verfahren zur Migration von Zustandsinformation fu¨r alle Vorga¨ngeraktivita¨ten abge-
schlossen (sofern diese u¨berhaupt von einem fremden WF-Server kontrolliert wurden). Somit ist
die relevante Ablaufhistorie fu¨r die zu aktivierende Aktivita¨t ²ºl´±$¦Da&½¿²ºlÇ± bekannt. Mit dem Algorith-
mus 6.4 kann dann ermittelt werden, welche der von dieser Aktivita¨t noch beno¨tigten Datenelemente
( Å¸ff§}¦/µ.Ã¸)m"®a&±¶afl ½[¸ffiÈ¸)ÆO±³j ) von welchem WF-Server angefordert werden sollen. Dazu wird fu¨r je-
des Datenelement m dieser Menge die Aktivita¨teninstanz ¨ bestimmt, von welcher die fu¨r ²ºlÇ±d¦/a½¿²?l´±
gu¨ltige Version des Datenelements geschrieben wurde. Die Aktivita¨t ¨ ist also der
”
letzte“ Vorga¨nger
von ²ºlÇ±d¦/a½¿²?l´± , der das Datenelement m geschrieben hat. Vom WF-Server dieser Aktivita¨t ko¨nnte das
Datenelement nun angefordert werden. Daru¨ber hinaus verfu¨gen auch die Server aller Aktivita¨tenin-
stanzen Ã©Å , welche diese Version des Datenelements gelesen haben, u¨ber dessen aktuellen Wert.
Diese Aktivita¨ten Ã6 Å sind diejenigen, welche lesend auf m zugegriffen haben und außerdem im
Kontrollfluss auf ¨ folgen. Das Datenelement m kann also vom WF-Server der Aktivita¨t ¨ und von
den Servern der Aktivita¨ten Ã© Å angefordert werden. Von diesen Servern j
fi
Â}¦ Ã!lf¸j wird derje-
nige ausgewa¨hlt, der die beste Kommunikationsverbindung zu dem Server aufweist, der ²ºlÇ±d¦/a½¿²?l´±
kontrolliert und damit der Empfa¨nger der Datenelemente ist.
Algorithmus 6.4 (Anfordern großer Datenelemente)
inputÕ;Ò×Ö[Ð á
Ù
Õ°Ò×Ö
: die aktuell auszufu¨hrende Aktivita¨teninstanzàá
Ñ

Ó
:
á
Ö
á

Ù
Ó<9 Ó
è
Ö
Þ
: Menge der großen Datenelementeà
ÏfÒ
á
Ù?:
á
Ö
á

Ù
Ó9ðÓ
è
Ö
Þ
: Menge der auf dem lokalen Server schon vorhandenen Datenelemente
output
Ø«ª
Ö»ÎOÓ´Ñ
â
ÓÇÑ
Þ
: Menge von Tupeln ¬
ÛA¶Þ®­
, die angeben, von welchem Server
Þ
das große
Datenelement
Û
angefordert werden soll
begin
Ø«ª
Ö»ÎOÓ´Ñ
â
ÓÇÑ
Þ ã ä
;
// Menge der von der Aktivita¨teninstanz
Õ°Ò×Ö[Ð
á
Ù
Õ;Ò×Ö
gelesenen großen Datenelemente
ç
Ó¯Ð
Ý
ÑfÓ
Û}:
á
Ö
á

Ù
Ó9 Ó
è
Ö
Þ ã
ë
Û°

à á
Ñ

Ó
:
á
Ö
á

Ù
Ó9 Ó
è
Ö
Þ²±´Û³

ç
Ó
á
Û
ÎOÓ´Ö
é
Õ;ÒìÖ[Ð
á
Ù
Õ°Ò×Ö»ß³í
;
// schon auf dem lokalen Server vorhandene Datenelemente nicht mehr anfordern
ç
Ó¯Ð
Ý
ÑfÓ
Û}:
á
Ö
á

Ù
Ó9 Ó
è
Ö
Þ ã
ç
Ó¯Ð
Ý
ÑfÓ
Û´:
á
Ö
á

Ù
Ó9ðÓ
è
Ö
Þ
æ
à
ÏfÒ
á
Ù;:
á
Ö
á

Ù
Ó<9 Ó
è
Ö
Þ
;
for each
Û=

ç
Ó¯Ð
Ý
ÑfÓ
Û}:
á
Ö
á

Ù
Ó9ðÓ
è
Ö
Þ
do
// µ hat diejenige Version von Û geschrieben, die fu¨r
Õ;ÒìÖ[Ð
á
Ù
Õ°Ò×Ö
gu¨ltig ist
µ
ã
à á
Þ
Ö(@iÑ
Ý
Ö.Ó´Ñ
é
Û"A
Õ;Ò×Ö[Ð
á
Ù
Õ°Ò×Ö»ß
;
//
ç
entha¨lt diejenigen Aktivita¨teninst., die das von µ geschriebene Datenelement Û gelesen haben
ç
ã
ë
Ñ


Î ÐÒìÒ
ñ
è
Þ
Ö¹ò
ó ô/õ öøô ù ú	û ü0ý õ÷ó ú	û ùô ô/þ ú
é0µ
ß
±
Ñ


ç
Ó
á
Û
Ó´Ñ
é
Û
ß³í
;
//
Þ
Ï
ª
Ö
ist der bzgl. der Kommunikationskosten vom lokalen Server aus am gu¨nstigsten erreichbare
// Server, von dem
Û
bezogen werden kannÎOÏÐÑÒÔÓ
Þ ã
ë
ÎOÓ´Ñ
â
Ó´Ñ<¶ í î
ë
ÎOÓ´Ñ
â
ÓÇÑ·
±
Ñ


ç
í
;
wa¨hle
Þ
Ï
ª
Ö


ÎOÏÐÑfÒìÓ
Þ
mit ¸
Ï9¹9ºÚÐ
á
Ù
é
Î	ÓÇÑ
â
Ó´Ñ<»
	¼0½ffi¾¿
»
	¼
A¶Þ
Ï
ª
Ö»ß
ist minimal;
Ø«ª
Ö»ÎOÓ´Ñ
â
ÓÇÑ
ÞÚã©Ø«ª
Ö»ÎOÓ´Ñ
â
Ó´Ñ
Þ
î
ë}¬
ÛA¶Þ
Ï
ª
Ö
­
í
;
end.
Bei dem vorgestellten Verfahren ko¨nnten Datenelemente redundant u¨bertragen werden, wenn durch
einen WF-Server fu¨r mehrere parallele Zweige dasselbe Datenelement angefordert werden wu¨rde.
Dies wird verhindert, indem Datenelemente derselben WF-Instanz nicht u¨berlappend angefordert wer-
den. Dann kann es zu keiner redundanten ¨Ubertragung mehr kommen, da nur Versionen von Daten-
elementen angefordert werden, die auf dem Zielserver noch nicht vorhanden sind. So wird in dem
Beispiel aus Abb. 6.4 bei der Aktivierung der Aktivita¨t ¬ das Datenelement mª nicht angefordert, weil
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es von der Aktivita¨t ¸ gelesen wurde und deshalb auf diesem Server schon vorhanden ist. Ein Daten-
element wird erst bei der Aktivierung derjenigen Aktivita¨t angefordert, welche es liest. Dies hat den
Vorteil, dass es nur dann u¨bertragen werden muss, wenn diese Aktivita¨t auch tatsa¨chlich aktiviert wird.
Wird in dem Beispiel aus Abb. 6.4 der Zweig mit der Aktivita¨t  nicht gewa¨hlt, so beno¨tigt der Server
j k das Datenelement m ª nicht. Bei dem vorgestellten Verfahren wird m ª durch den Server j k dann auch
nicht angefordert. Der Algorithmus 6.4 wird na¨mlich fu¨r ²?l´±d¦/a½²ºl´± ÉÀ niemals ausgefu¨hrt, da die
Aktivita¨t  nicht aktiviert wird.
Dass große Datenelemente fu¨r jede Aktivita¨teninstanz einzeln angefordert werden, fu¨hrt zu einer
Verzo¨gerung bei der Aktivierung dieser Aktivita¨teninstanz. Da die Aktivita¨t zu diesem Zeitpunkt
noch nicht in die Arbeitslisten der Benutzer eingetragen wurde, bemerken sie diese Verzo¨gerung
nicht, weshalb sie unkritisch ist. Ist ein WF-Server, von dem ein Datenelement angefordert werden
soll, fu¨r la¨ngere Zeit nicht erreichbar, so kann dies die Verfu¨gbarkeit des WfMS verschlechtern. Um
dem entgegenzuwirken, sollte das Datenelement in diesem Fall (falls mo¨glich) von einem anderen
Server aus der Menge
fi
Â}¦ Ã!lf¸j angefordert werden. Da die von einer Aktivita¨t beno¨tigen Datenele-
mente erst bei ihrer Aktivierung angefordert werden, entsteht ein Problem, wenn disconnected Clients
[AGK Á 96] verwendet werden. Diese realisieren selbst einen WF-Server und sollen evtl. mehrere Ak-
tivita¨ten ausfu¨hren ko¨nnen, ohne mit anderen WF-Servern zu kommunizieren. Deshalb mu¨ssen die
Datenelemente, die von den im Disconnected-Modus auszufu¨hrenden Aktivita¨ten beno¨tigt werden,
schon vor dem Verbindungsabbau angefordert werden. Dabei muss in Kauf genommen werden, dass
auch Datenelemente fu¨r mo¨glicherweise nicht ausgefu¨hrte Aktivita¨ten (z.B. Aktivita¨t  aus Abb. 6.4)
angefordert werden mu¨ssen. Dieser Nachteil tritt aber auch bei klassischen Verfahren zur Migration
von Datenelementen auf, dann aber nicht nur im Disconnected-Modus.
6.4 Zusammenfassung
Durch die bei der verteilten WF-Ausfu¨hrung notwendigen Migrationen entstehen gewisse Kom-
munikationskosten, die reduziert werden mu¨ssen, um ein effizientes verteiltes WF-Management zu
ermo¨glichen. In diesem Kapitel wurden Verfahren vorgestellt, mit denen das bei Migrationen zu
u¨bertragende Datenvolumen drastisch reduziert werden kann. Mit diesen Verfahren wird sowohl die
redundante ¨Ubertragung interner Zustandsinformation, als auch der Parameterdaten von Aktivita¨ten-
programmen verhindert. Kleine Datenelemente werden anders behandelt als große, welche stets von
demjenigen WF-Server bezogen werden, zu dem die beste Kommunikationsverbindung besteht. Die
Verfahren sind fu¨r statische und fu¨r variable Serverzuordnungen gleichermaßen geeignet und beru¨ck-
sichtigen alle Konstrukte des ADEPT-Modells (z.B. bedingte und parallele Verzweigungen, Schlei-
fen). Sie sollten deshalb auch auf andere Modelle u¨bertragbar sein. Insbesondere im Zusammenhang
mit Schleifen kann die Belastung des dem WfMS zugrunde liegenden Kommunikationssystems dra-
stisch reduziert werden, weil mehrere Instanzen einer Aktivita¨t vom selben Server kontrolliert wer-
den, so dass bereits viel Information lokal vorhanden ist. Allerdings haben die vorgestellten Opti-
mierungen auch ihren Preis: Die Anwendung der vorgestellten Verfahren erfordert zusa¨tzlichen Re-
chenaufwand. Sie sollten deshalb nur in Umgebungen eingesetzt werden, in denen dieser Aufwand
durch die Entlastung des Kommunikationssystems gerechtfertigt wird. Fu¨r weitra¨umig verteilte An-
wendungen ist dies sicherlich der Fall. Die vorgestellten Verfahren reduzieren die zu u¨bertragende
Datenmenge durch die Nutzung von Wissen u¨ber schon transferierte Daten. Dadurch la¨sst sich eine
deutlich sta¨rkere Reduktion der Datenmenge erreichen, als mit klassischen Komprimierungsverfahren
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[HM88, LH87, Sto88]. Selbstversta¨ndlich kann mit diesen die zu u¨bertragende Datenmenge aber noch
weiter reduziert werden.
Eine Diskussion der bearbeiteten Themen im Kontext allgemeiner WF-Literatur findet zentral in Ka-
pitel 10 statt. Fu¨r das im vorliegenden Kapitel betrachtete Thema findet sie sich in Abschnitt 10.3.
Kapitel 7
Replikation von Workflow-Servern
In den Kapiteln 3 bis 6 haben wir uns darauf konzentriert, Verfahren zu entwickeln, um die in einem
WfMS anfallende Kommunikationslast zu minimieren. So wurde durch die Wahl einer geeigneten
Systeminfrastruktur die Grundlage dafu¨r geschaffen, dass durch die Festlegung von entsprechenden
Serverzuordnungen zur Modellierungszeit eine effiziente WF-Ausfu¨hrung ermo¨glicht wird. Außer-
dem wurden Verfahren entwickelt, um die bei Migrationen entstehenden Kommunikationskosten zu
reduzieren. Aufgrund dieser Maßnahmen kann sichergestellt werden, dass zur Ausfu¨hrungszeit der
WF-Instanzen kein Teilnetz oder Gateway u¨berlastet wird, sofern ausreichend viele Teilnetze ver-
wendet werden. Allerdings wurde bisher der Aspekt der ¨Uberlastung von WF-Servern vernachla¨ssigt.
Deshalb wird dieses Problemfeld im vorliegenden Kapitel ausfu¨hrlich betrachtet. Dabei ist zu beach-
ten, dass durch die Verfahren zur Vermeidung von Serveru¨berlastungen keine gravierenden Nachteile
fu¨r das Kommunikationsverhalten des WfMS entstehen du¨rfen, d.h. zusa¨tzliche Kommunikation sollte
mo¨glichst vermieden werden.
Bei der verteilten WF-Ausfu¨hrung, so wie sie in dieser Arbeit vorgestellt wurde, befindet sich in je-
dem Domain des WfMS ein WF-Server, weshalb die Gesamtlast von mehreren WF-Servern gemein-
sam bewa¨ltigt wird. Da die von jedem einzelnen Server zu bewa¨ltigende Last dadurch reduziert wird,
nimmt die Wahrscheinlichkeit einer ¨Uberlastung von WF-Servern ab. Dies ist aber eher ein positiver
Nebeneffekt der Verfahren zur Reduzierung der Kommunikationslast, als der Erfolg einer gezielten
Entlastung der WF-Server. Durch die bisher getroffene Annahme, dass sich in jedem Domain genau
ein WF-Server befindet, wurde der Fall ausgeklammert, dass fu¨r einen einzelnen Domain mehrere
Server beno¨tigt werden. Dies ist problematisch, weil ein einzelner WF-Server in einem Domain, we-
gen seiner begrenzten Leistungsfa¨higkeit, u¨berlastet sein kann, obwohl das zugeho¨rige Teilnetz noch
nicht voll ausgelastet ist. Um dieses Problem zu lo¨sen, ko¨nnte z.B. ein Hochleistungsrechner als WF-
Server verwendet werden, oder es ko¨nnten mehrere WF-Server innerhalb eines Domains eingesetzt
werden. Wie wir noch sehen werden, wird sich letzterer Ansatz als besser geeignet erweisen.
Im na¨chsten Abschnitt wird die in diesem Kapitel zu untersuchende Fragestellung genau festgelegt,
indem die Anforderungen beschrieben werden, welche das zu entwickelnde Verfahren erfu¨llen muss.
Außerdem wird gekla¨rt, von welchen Annahmen und Rahmenbedingungen dabei ausgegangen wer-
den kann. In Abschnitt 7.2 werden dann einige prinzipiell mo¨gliche Ansa¨tze zur Lo¨sung des vorliegen-
den Problems diskutiert. Das Verfahren, mit dem fu¨r eine Aktivita¨teninstanz der konkrete WF-Server
eines Domains ausgewa¨hlt wird, wird in Abschnitt 7.3 vorgestellt. In Abschnitt 7.4 werden einige
Fragestellungen betrachtet, welche die Vera¨nderung einer gewa¨hlten Lastverteilung betreffen. Das
Kapitel schließt mit einer Zusammenfassung und einem Ausblick auf weitere Arbeiten.
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7.1 Anforderungen und Rahmenbedingungen
Um die in diesem Kapitel zu lo¨sende Problemstellung genauer einzugrenzen, wird nun gekla¨rt, welche
Eigenschaften die zu entwickelnde Lo¨sung aufweisen soll und von welchen Annahmen im Folgenden
ausgegangen werden kann. Das Verfahren, das die Verwendung mehrerer WF-Server innerhalb eines
Domains ermo¨glicht, soll die folgenden Anforderungen erfu¨llen:
1. Es muss mo¨glich sein, die zu bewa¨ltigende Last auf beliebig viele WF-Server zu verteilen. Diese
Lastaufteilung muss in einem beliebigen, vorzugebenden Verha¨ltnis realisierbar sein. Es muss
also z.B. vorgegeben werden ko¨nnen, dass sich die Last auf zwei zur Verfu¨gung stehende Server
im Verha¨ltnis 3:2 aufteilt. Nur so kann bei einer beliebigen Menge an Server-Rechnern sicherge-
stellt werden, dass keiner dieser Server u¨berlastet wird.
2. Durch den Einsatz mehrerer WF-Server innerhalb eines Domains du¨rfen die durch das Vertei-
lungsmodell von ADEPT erzielten Vorteile (z.B. die Reduzierung der Kommunikationslast) nicht
konterkariert werden. Deshalb sollte das zu entwickelnde Verfahren mo¨glichst keine (zusa¨tzliche)
Kommunikation zwischen den WF-Servern desselben Domains erfordern. Die Auswahl eines
WF-Servers soll also ohne Abstimmungsprozess zwischen den verschiedenen Servern erfolgen.
3. Die Verwendung eines zentralen Servers zur Verteilung der Aufgaben verbietet sich, weil auch
mit diesem kommuniziert werden mu¨sste, und weil eine solche zentrale Komponente einen Fla-
schenhals darstellen und die Verfu¨gbarkeit des WfMS beeintra¨chtigen wu¨rde. Es wird also ein
verteiltes Verfahren zur Auswahl des Servers einer bestimmten Aktivita¨teninstanz beno¨tigt.
4. Um eine Integration in ADEPT zu ermo¨glichen, muss das Verfahren auch im Zusammenspiel
mit variablen Serverzuordnungen funktionieren. Außerdem muss es im Falle einer dynamischen
¨Anderung einer WF-Instanz ohne gro¨ßeren Aufwand mo¨glich sein, denjenigen Server eines Do-
mains zu ermitteln, der die WF-Instanz tatsa¨chlich kontrolliert (vgl. [RBD99] und Kapitel 8).
5. Es muss mo¨glich sein, die Anzahl der WF-Server und das Verha¨ltnis der Lastaufteilung zwischen
ihnen im laufenden Betrieb zu vera¨ndern, ohne dass dieser dadurch beeintra¨chtigt wird.
Es ist also das Ziel, ein Verfahren zu entwickeln, das eine beliebige und vera¨nderbare Verteilung
der Last auf die WF-Server ermo¨glicht und dabei mo¨glichst ohne Kommunikation auskommt. Wir
ero¨rtern nun noch einige Aspekte der im Folgenden zugrunde gelegten Systemumgebung. Da wir den
operativen Einsatz von WfMS betrachten, kann von den folgenden Annahmen ausgegangen werden:
Â Als WF-Server werden Rechner verwendet, die fu¨r diesen Zweck reserviert sind oder eine fu¨r die-
sen Zweck reservierte Bandbreite haben. Es ist also nicht anzunehmen, dass die Leistungsfa¨hig-
keit eines WF-Servers aufgrund anderer Aufgaben schwankt.
Â Die Leistungsfa¨higkeit der WF-Server eines Domains ist etwas gro¨ßer als die zu bewa¨ltigende
Last erfordert (Reserve), so dass Lastschwankungen in einem gewissen Umfang ausgeglichen
werden ko¨nnen. Dies gilt sowohl fu¨r Schwankungen der zu bewa¨ltigenden Last als auch fu¨r
Schwankungen bei der Aufteilung der Last zwischen diesen Servern.
Â Bei Ausfall eines WF-Servers werden dessen Aufgaben von einem Backup-Server u¨bernommen
(vgl. [KAGM96]). Die Erho¨hung der Verfu¨gbarkeit ist kein prima¨res Ziel der in diesem Kapitel
vorgestellten Verfahren.
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7.2 Lo¨sungsansa¨tze
Im Folgenden wird untersucht, ob der einleitend angedachte Ansatz, mehrere WF-Server innerhalb
desselben Domains einzusetzen, tatsa¨chlich am besten geeignet ist, um die vorliegende Problemstel-
lung zu lo¨sen. Zu diesem Zweck werden zuna¨chst verschiedene grundlegende Ansa¨tze vorgestellt und
analysiert.
7.2.1 Verwendung eines Hochleistungssystems
Die zu bewa¨ltigende Last wird bei diesem Ansatz nicht, wie oben skizziert, auf mehrere WF-Server
verteilt. Stattdessen wird ein einziger, extrem leistungsstarker Rechner verwendet.
Der Vorteil dieses Ansatzes ist, dass die bisher in dieser Arbeit entwickelten Verfahren unvera¨ndert
weiterverwendet werden ko¨nnen und keine zusa¨tzlichen Maßnahmen getroffen werden mu¨ssen. Al-
lerdings entstehen fu¨r Hochleistungssysteme in der Regel sehr hohe Anschaffungskosten, so dass es
sich lohnt, andere Alternativen zu betrachten. Außerdem kann auch ein solcher Rechner an seine
Leistungsgrenzen stoßen.
7.2.2 Vera¨ndern der Serverzuordnungen
Bei diesem Ansatz befindet sich in jedem Domain weiterhin nur ein WF-Server. Um diesen bei Bedarf
zu entlasten, ko¨nnen einige der von ihm kontrollierten Aktivita¨ten Servern anderer Domains zugeord-
net werden. Dazu werden die Serverzuordnungen dieser Aktivita¨ten entsprechend vera¨ndert.
Durch diese Vorgehensweise werden die Kommunikationskosten erho¨ht, da ein Server ja gerade des-
halb gewa¨hlt wurde, weil durch seine Verwendung die geringsten Kommunikationskosten anfallen.
Dieses Vorgehen widerspricht damit der Kernidee von ADEPT 7Ã0Ä
+Å%
Å5
#ff+

!dÆ
. Außerdem ist das Verfahren
u¨berhaupt nicht anwendbar ist, wenn eine
”
globale ¨Uberlastung“ der WF-Server vorliegt, d.h., wenn
insgesamt mehr Last zu bewa¨ltigen ist, als die aktuell vorhandenen WF-Server verarbeiten ko¨nnen.
Da dieser Ansatz nicht vorsieht, dass mehrere WF-Server im selben Teilnetz eingesetzt werden, kann
deren Gesamtkapazita¨t nicht durch die Hinzunahme weiterer Server erho¨ht werden.
7.2.3 Aufspaltung eines Domains
Ist der WF-Server eines Domains u¨berlastet, so wird dieser in mehrere Domains aufgeteilt. Die da-
durch entstehenden Domains verfu¨gen u¨ber jeweils einen WF-Server und ein eigenes Teilnetz. Bei
diesem Ansatz werden also WF-Server und Teilnetze hinzugenommen. Eine Variante dieses Ansatzes
ist die Bildung von logischen Domains, die zwar jeweils u¨ber einen eigenen WF-Server verfu¨gen,
denen aber dasselbe Teilnetz zugrunde liegt. Bei beiden Varianten werden die Benutzer des
”
Original-
domains“ auf die resultierenden Domains aufgeteilt.
Dieses Vorgehen ist immer dann empfehlenswert, wenn es eine
”
natu¨rliche Zerlegung“ des Domains
gibt, d.h., wenn der Domain in weitgehend disjunkte Teile (getrennte Aktivita¨ten und getrennte Be-
nutzer) aufgespalten werden kann. Ist zudem auch das zugeho¨rige Teilnetz stark belastet, so empfiehlt
sich die Aufspaltung in Domains mit getrennten Teilnetzen. Dann wird allerdings durch die Vera¨nde-
rung der Domains ein Umbau des Kommunikationsnetzwerks notwendig.
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Beide Varianten haben die folgenden gravierenden Nachteile: Ha¨ufig gibt es keine natu¨rliche Zer-
legung eines Domains, so dass keine sinnvolle Aufteilung der Benutzer auf die neu entstandenen
Domains existiert. Außerdem ist es schwierig, die Last im gewu¨nschten Verha¨ltnis auf die Domains
zu verteilen, weil die Belastung eines WF-Servers davon abha¨ngt, wie viele und welche Bearbeiter
und Aktivita¨ten seinem Domain zugeordnet sind. Da also nicht direkt vorgegeben werden kann, in
welchem Verha¨ltnis sich die Last auf die WF-Server verteilen soll, verletzt dies die Anforderung 1
(vgl. Abschnitt 7.1).
7.2.4 Mehrere Workflow-Server in einem Domain
Bei dem oben schon erwa¨hnten Ansatz bleiben die Domains bezu¨glich ihrer Benutzer und Teilnetze
unvera¨ndert. Bei Bedarf werden lediglich zusa¨tzliche WF-Server in einem Domain verwendet. Wie
der Server, der eine konkrete Aktivita¨teninstanz kontrollieren soll, dann bestimmt werden kann, wird
im Abschnitt 7.3 diskutiert.
Bei diesem Ansatz wird bei der Modellierung nur festgelegt, in welchem Domain der WF-Server ei-
ner Aktivita¨t liegt. Welcher konkrete Server diese kontrollieren soll, ist ein physischer Aspekt, der bei
der Modellierung nicht betrachtet wird. Der Einsatz mehrerer WF-Server je Domain ermo¨glicht im
Prinzip eine beliebige Aufteilung der Last auf die WF-Server dieses Domains. Als positiver Neben-
effekt wird auch die Verfu¨gbarkeit verbessert, da ein Benutzer jetzt von mehreren WF-Servern seines
Domains bedient wird. Fa¨llt einer von diesen voru¨bergehend aus, so kann der Benutzer zumindest mit
den anderen weiterarbeiten.
Die Verwendung von mehreren WF-Servern in einem Domain kann allerdings Einfluss auf das Kom-
munikationsverhalten beim Aktualisieren der Arbeitslisten der Benutzer1 haben. Ob die zu kommu-
nizierende Datenmenge gro¨ßer oder kleiner wird, ha¨ngt von der fu¨r das Aktualisieren der Arbeitsli-
sten verwendeten Methode (vgl. Abschnitt 2.5) ab. Wird die Arbeitsliste eines Bearbeiters in festen
Zeitabsta¨nden aktualisiert, so wird durch das vorgestellte Verfahren eine ho¨here Anzahl von Kom-
munikationen no¨tig, da diese Aktualisierungen nun von mehreren Servern pro Domain durchgefu¨hrt
werden mu¨ssen. Die kommunizierte Datenmenge vera¨ndert sich insgesamt gesehen jedoch nicht, da
jeder WF-Server nur den von ihm verwalteten Teil der Gesamtarbeitsliste des Benutzers u¨bertragen
muss. Wird dagegen die Arbeitsliste eines Benutzers bei jeder ¨Anderung stets sofort aktualisiert, so
a¨ndert sich die Anzahl der Kommunikationen nicht, da die Anzahl der ¨Anderungen gleich bleibt.
Da jeweils nur noch der zu diesem WF-Server geho¨rende Teil der Arbeitsliste (komplett) u¨bertragen
wird, wird die insgesamt kommunizierte Datenmenge sogar kleiner. Wird jeweils nur der neu hinzu-
gekommene Eintrag u¨bertragen (das
”
Delta“), so bleibt die kommunizierte Datenmenge unvera¨ndert.
Zusammenfassend la¨sst sich also feststellen, dass die Verwendung von mehreren WF-Servern in ei-
nem Domain Auswirkungen auf das Kommunikationsverhalten beim Aktualisieren der Arbeitslisten
haben kann. Diese sind nicht besonders gravierend, da die zur Aktualisierung der Arbeitslisten u¨ber-
tragene Datenmenge i.d.R. klein ist, verglichen mit der sonstigen Kommunikation eines WfMS (Start
von Aktivita¨ten, Migrationen). Insbesondere ist es von der fu¨r die Aktualisierung verwendeten Me-
thode abha¨ngig, ob diese Auswirkungen positiv, negativ oder neutral sind.
Da die Verfahren aus Abschnitt 7.2.1 - 7.2.3 nicht geeignet sind, um das gegebene Problem zu lo¨sen,
wird nur der zuletzt vorgestellte Ansatz weiter verfolgt. Im nun folgenden Abschnitt wird beschrie-
1Ein Benutzer erha¨lt in ADEPT Ç$ÉÈ	ÊÌËÉÍ;Î<ÊÏÑÐ(Ò seine Arbeitsliste von mehreren WF-Servern aus verschiedenen bzw. glei-
chen Domains. Dies ist aber fu¨r den Anwendungsentwickler transparent. Um dies zu erreichen, kapselt das API des WF-
Client die verteilte Arbeitslistenverwaltung und bietet die Gesamtarbeitsliste des Benutzers an.
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ben, wie bei diesem Verfahren die Auswahl eines konkreten WF-Servers fu¨r eine Aktivita¨teninstanz
ablaufen muss, um damit eine beliebige Verteilung der Last auf die Server erreichen zu ko¨nnen.
7.3 Auswahl des Workflow-Servers eines Domains
Im vorherigen Abschnitt haben wir uns dafu¨r entschieden, den WF-Server eines Domains zu repli-
zieren. Um diese Entscheidung umsetzen zu ko¨nnen, muss ein Verfahren entwickelt werden, welches
fu¨r eine Aktivita¨teninstanz einen Server des vorgesehenen Domains auswa¨hlt. Ein solches Verfahren
muss die in Abschnitt 7.1 aufgestellten Anforderungen erfu¨llen, damit es nicht der Zielsetzung von
ADEPT 7Ã0Ä +Å% Å5 #ff+  !dÆ entgegenwirkt. Insbesondere muss es eine beliebige Lastaufteilung ermo¨glichen
und die Konzepte von ADEPT, wie z.B. variable Serverzuordnungen, unterstu¨tzen. Außerdem sollte
es mo¨glichst ohne zusa¨tzliche Kommunikationen realisiert werden. Um die Erfu¨llung der Anforde-
rung 5, welche die ¨Anderbarkeit der Lastaufteilung im laufenden Betrieb fordert, ku¨mmern wir uns
im Abschnitt 7.4. Im Folgenden werden nun einige mo¨gliche Vorgehensweisen untersucht und ein
Verfahren entwickelt, welches die Anforderungen 1-4 erfu¨llt.
7.3.1 Statische Festlegung des Workflow-Servers zur Modellierungszeit
Eine einfache Mo¨glichkeit, die Last auf mehrere Server aufzuteilen, ist, den WF-Server fu¨r eine Ak-
tivita¨t (so wie schon bisher den Domain) im WF-Modell explizit festzulegen (z.B. Aktivita¨t Ó wird
von Server Ô´Õ des Domains 7 kontrolliert). Unterschiedliche Aktivita¨tentypen (aus unterschiedlichen
Partitionen) ko¨nnen so von verschiedenen WF-Servern eines Domains kontrolliert werden.
Da konkrete Server fu¨r die Aktivita¨ten vorgegeben werden, ist es kaum mo¨glich, ein gewu¨nschtes
Verha¨ltnis der Lastaufteilung zu realisieren. Wie bei den Verfahren aus Abschnitt 7.2.3 ist damit die
Anforderung 1 verletzt. Außerdem kann das Verfahren nicht in Verbindung mit variablen Serverzu-
ordnungen eingesetzt werden, weil der entsprechende Ausdruck lediglich den Domain einer Aktivita¨t
festlegt.2 Eine explizite Festlegung eines WF-Servers innerhalb des resultierenden Domains ist des-
halb nicht mo¨glich.
7.3.2 Lastabha¨ngige Auswahl des Workflow-Servers
Eine Aufteilung der Last auf die WF-Server la¨sst sich auch erreichen, indem derjenige WF-Server
ausgewa¨hlt wird, der aktuell am wenigsten belastet ist (gemessen an seiner Soll-Last). Die Identifika-
tion des entsprechenden WF-Servers erfordert, dass Lastinformation u¨ber dessen Domain verfu¨gbar
ist. Um diese zur Verfu¨gung zu stellen, sind prinzipiell zwei Vorgehensweisen denkbar:
1. Die Lastinformation wird (periodisch oder falls mo¨glich Huckepack [Tan92] mit sonstigen Kom-
munikationen) an alle WF-Server des WfMS verteilt. Soll eine Migration durchgefu¨hrt werden,
so ist die Lastinformation lokal vorhanden, so dass der Zielserver ausgewa¨hlt werden kann.
2Wir haben bisher im Zusammenhang mit (variablen) Serverzuordnungsausdru¨cken davon gesprochen, dass diese den
WF-Server einer Aktivita¨t festlegen. Dies war unter der Annahme korrekt, dass sich WF-Server und Domains wechselseitig
eindeutig zugeordnet sind. Da wir im vorliegenden Kapitel aber den Fall beru¨cksichtigen, dass mehrere WF-Server zu
demselben Domain geho¨ren ko¨nnen, ordnet ein solcher Ausdruck einer Aktivita¨t eigentlich einen Domain zu. Der Server
innerhalb dieses Domains, welcher die Aktivita¨t kontrollieren soll, muss gesondert bestimmt werden.
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2. Die Lastinformation wird ausschließlich einem Dispatcher im jeweiligen Domain gemeldet. Soll
der WF-Server fu¨r eine Aktivita¨teninstanz ausgewa¨hlt werden, so fu¨hrt der Dispatcher des jewei-
ligen Domains diese Auswahl durch.
Die erste Methode erfordert einen ho¨heren Aufwand bei der Verteilung der Lastinformation, weil je-
der WF-Server die aktuelle Belastung jedes anderen Servers kennen muss. Bei der zweiten Methode
wird der Aufwand fu¨r die Verteilung der Lastinformation reduziert, da nur der Dispatcher diese Infor-
mationen beno¨tigt. Andererseits wird ein gro¨ßerer Aufwand fu¨r die Auswahl des WF-Servers no¨tig,
da zuerst mit dem jeweiligen Dispatcher kommuniziert werden muss. Außerdem stellt der Dispatcher
eine zentrale Komponente dar, welche die Verfu¨gbarkeit seines Domains verschlechtert, da er bei je-
der Migration beno¨tigt wird. Beide Varianten verletzen also die Anforderung 2, die zweite Methode
zusa¨tzlich die Anforderung 3.
Der Vorteil von lastabha¨ngigen Verfahren ist, dass Schwankungen in der Belastung der WF-Server
ausgeglichen werden ko¨nnen. Diese ko¨nnen aufgrund WfMS-externer Ereignisse auftreten, oder weil
die von einem Server verwalteten WF-Instanzen in einem bestimmten Zeitintervall besonders viel
Last erzeugen. Der entscheidende Nachteil beider Verfahren ist der zusa¨tzlich entstehende Aufwand
fu¨r Kommunikation und Synchronisation. Dieser fu¨hrt dazu, dass die von den WF-Servern bewa¨ltigte
Last nicht mehr linear zu deren Leistungsfa¨higkeit wa¨chst. Außerdem ist – wie schon von Scheduling-
Verfahren bekannt ist [Gos91] – fu¨r den Erfolg eines lastabha¨ngigen Verfahrens die Qualita¨t der Last-
information und eine geeignet gewa¨hlte Frequenz fu¨r den Lastinformationsaustausch a¨ußerst kritisch.
Dies gilt umso mehr, weil WF eine komplexe interne Struktur aufweisen und fu¨r mehrere Wochen am
gewa¨hlten Server verweilen ko¨nnen. Zusammenfassend la¨sst sich also feststellen, dass lastabha¨ngige
Verfahren ein (akademisch) interessanter Ansatz sind, da sie potentiell die Mo¨glichkeit bieten, Last-
schwankungen auszugleichen. Sie sind aber schwer zu realisieren und erzeugen selbst zusa¨tzliche
Kommunikationslast.
7.3.3 Zufa¨llige Auswahl des Workflow-Servers zur Laufzeit
Wenn fu¨r eine WF-Instanz mit der Ausfu¨hrung einer Partition (in dem vorgegebenen Domain) begon-
nen wird (WF-Start oder Migration), dann kann zufa¨llig ein WF-Server dieses Domains ausgewa¨hlt
werden. Dazu wird eine Zufallszahl Ö aus dem Intervall × ØÙffÚÛ berechnet. Dieses Intervall wird in
disjunkte Teilintervalle zerlegt, die den WF-Servern des Domains zugeordnet sind. Fu¨r die fragliche
Partition wird derjenige WF-Server gewa¨hlt, in dessen Teilintervall Ö fa¨llt. Die Wahrscheinlichkeit,
dass ein bestimmter WF-Server gewa¨hlt wird (und damit sein Anteil an der Gesamtlast), entspricht
der La¨nge seines Intervalls.
Ein solches Verfahren hat einige sehr scho¨ne Eigenschaften: Es ermo¨glicht eine beliebige Aufteilung
der Last. Diese ist zudem, durch eine Vera¨nderung der Teilintervalle, leicht a¨nderbar. Das Verfahren
ist auch fu¨r variable Serverzuordnungen anwendbar und es ist sogar mo¨glich, die Last fu¨r die Steue-
rung eines einzigen Aktivita¨tentyps auf mehrere WF-Server zu verteilen. Wegen der großen Anzahl
von WF-Instanzen ist es sehr unwahrscheinlich, dass, aufgrund von Unzula¨nglichkeiten des Zufalls-
zahlengenerators, deutlich von der geplanten Lastverteilung abgewichen wird.
Das Verfahren hat allerdings einen entscheidenden Nachteil: Es fu¨hrt zu einem Problem bei der Zu-
sammenfu¨hrung paralleler WF-Zweige und bei Aktivita¨ten mit eingehenden Synchronisationskanten.
Dies soll an dem in Abb. 7.1 dargestellten Beispiel erla¨utert werden: Angenommen, fu¨r die aktuelle
WF-Instanz findet die Migration Ü 5dÝ
&
vor Ü 7Ý
'
statt. Dann wird bei der Ausfu¨hrung von Ü 5dÝ
&
der
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konkrete WF-Server innerhalb des Domains 3 festgelegt. Dieser ist aber dem WF-Server des Do-
mains 2 nicht ohne weiteres bekannt. Bei einer naiven Implementierung dieses Verfahrens ko¨nnte es
deshalb vorkommen, dass dieser bei der Migration Ü 7Ý ' einen anderen WF-Server aus dem Domain 3
(zufa¨llig) auswa¨hlt, was zu einem Problem bei der Zusammenfu¨hrung der parallelen Zweige an der
Aktivita¨t Þ fu¨hren wu¨rde. Eine Abstimmung des Zielservers zwischen den verschiedenen Startservern
der Migration erfordert jedoch zusa¨tzliche Kommunikation, was der Anforderung 2 widerspricht.
ß
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Abbildung 7.1 Problem bei der Zusammenfu¨hrung paralleler Zweige bei zufa¨lliger Serverwahl.
7.3.4 Pseudo-zufa¨llige Auswahl des Workflow-Servers zur Laufzeit
Wir wollen die positiven Eigenschaften des vorherigen Verfahrens erhalten, jedoch das Problem bei
der Zusammenfu¨hrung paralleler Zweige vermeiden. Dies gelingt durch folgenden Trick: Der WF-
Server wird nicht rein zufa¨llig gewa¨hlt, sondern so, dass fu¨r eine WF-Instanz in einem Domain stets
derselbe WF-Server ermittelt wird. Dazu wird ein WF-instanzspezifisches Datum (z.B. die WF-ID)
mit einem Pseudo-Zufallszahlengenerator auf ein Öòñó× ØÙffÚÛ abgebildet. Dadurch ergibt sich fu¨r eine
WF-Instanz stets dasselbe Ö und damit derselbe WF-Server.
Alle Vorteile des vorherigen Verfahren bleiben erhalten: Es wird eine beliebige Aufteilung der Last
auf die WF-Server ermo¨glicht, alle Konzepte von ADEPT (inkl. variabler Serverzuordnungen) werden
unterstu¨tzt und das Verfahren kommt ohne zusa¨tzliche Kommunikation aus. Die Probleme bei der Zu-
sammenfu¨hrung paralleler Zweige werden vermieden, da innerhalb eines Domains fu¨r alle parallelen
Zweige einer WF-Instanz derselbe Server ermittelt wird. Weil es ebenfalls keine Kommunikation er-
fordert, erfu¨llt das Verfahren die Anforderungen 1-4 aus Abschnitt 7.1. Fu¨r die Praxis ist zu erwarten,
dass es besser funktioniert als lastabha¨ngige Verfahren. Die Gru¨nde dafu¨r sind, dass keine zusa¨tzliche
Kommunikation notwendig wird, und dass das zu erwartende Systemverhalten leichter abscha¨tzbar
ist. Da die WF-Server u¨ber eine Lastreserve verfu¨gen, spielt eine leichte Ungleichverteilung der Last
keine große Rolle. Auch deshalb wird kein Verfahren beno¨tigt, das eine solche Ungleichverteilung
aktiv ausgleicht. Aus diesen Gru¨nden wird das pseudo-zufa¨llige Verfahren weiter verfolgt. Im Fol-
genden wird noch gekla¨rt, wie die geforderte pseudo-zufa¨llige Aufteilungsfunktion realisiert und die
von den WF-Servern beno¨tigte Information bereitgestellt werden kann. In Abschnitt 7.4 wird dann
diskutiert, wie zusa¨tzlich die Anforderung 5 ( ¨Anderbarkeit der Lastaufteilung) erfu¨llt werden kann.
7.3.4.1 Realisierung der Aufteilungsfunktion
Bei dem Verfahren wird ein instanzspezifisches Datum der WF-Instanz Inst verwendet, um z.B. bei
einer Migration einen WF-Server des Zieldomains ô auszuwa¨hlen. Diese Berechnung u¨bernimmt
die domainspezifische Aufteilungsfunktion õö³÷ Inst Û (siehe Algorithmus 7.1). Das unvera¨nderliche
instanzspezifische Datum InstDat (z.B. die WF-ID) der WF-Instanz Inst wird mit Hilfe eines Pseudo-
Zufallszahlengerators auf einen Wert Ö im Intervall × ØÙffÚÛ abgebildet. Die Funktion Þ>ö÷øÖÛ bildet die-
sen Wert Ö auf einen Server Ôù des Domains ô ab. Durch die Wahl dieser Funktion Þ la¨sst sich die
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Lastverteilung auf die WF-Server steuern. Da ein Pseudo-Zufallszahlengerator ausgehend vom sel-
ben Startwert InstDat stets dasselbe Ergebnis Ö berechnet, ergibt sich fu¨r eine WF-Instanz Inst stets
derselbe WF-Server Ôù im Domain ô .
Algorithmus 7.1 (Berechnung der Aufteilungsfunktion úüûþý Inst ß )
input
Inst: WF-Instanz, fu¨r die der WF-Server ermittelt werden soll
 
: Domain, aus dem ein WF-Server gewa¨hlt werden soll
result
logische Server-ID des fu¨r die WF-Instanz Inst ausgewa¨hlten WF-Servers aus dem Domain  
begin
InstDat 	
	
 

fiffflffi Inst  ;
!"#$ff#%& '
%&flffi InstDat  ;
Funktion #()ffi* definiert durch 
( +
ëëë

(,.-/+ und  +
ëëë

, :
case 102 3546
 ( +  87 return  + ;
case 102 
(+ 4
(9: ;7 return  9 ;
. . .
case 102 
(,-/+<4	= 87 return  , ;
end.
Die Wahrscheinlichkeit fu¨r die Auswahl des WF-Servers Ô ù durch den Algorithmus 7.1 entspricht
der La¨nge des zugeho¨rigen Intervalls × >ù@?BAffÙC>"ù(Û . Dieser Aussage liegt die Annahme zugrunde, dass
die Werte von Ö u¨ber × ØÙffÚÛ gleichverteilt sind. Dies kann durch den Einsatz eines
”
guten“ Pseudo-
Zufallszahlengenerators bei der Berechnung der Funktion D*ÔE<FHGJI K.>LMGJIN erreicht werden. In Al-
gorithmus 7.1 kann als instanzspezifisches Datum die z.B. die ID der WF-Instanz verwendet werden.
Stattdessen kann auch die Startzeit der WF-Instanz (oder ein speziell fu¨r diesen Zweck generierter Zu-
fallswert) gewa¨hlt werden. Wird z.B. von der Startzeit nur der Wert fu¨r die Millisekunden als InstDat
verwendet, so ist es realistisch anzunehmen, dass die Werte von InstDat gleichma¨ßig u¨ber das In-
tervall × ØÙffÚffiØ1Ø1Ø"Û verteilt sind. Deshalb ist in diesem Fall die Funktion D*ÔOEPFQGI K.>JLMGIN6÷ InstDat ÛSRUT
InstDat VflÚffiØ1Ø1Ø ausreichend, um eine Gleichverteilung von Ö u¨ber × ØÙffÚÛ zu erreichen.
7.3.4.2 Verteilung der beno¨tigten Information
Beim Start von WF-Instanzen und bei deren Migration muss entschieden werden ko¨nnen, welcher
Server Ô des Domains ô fu¨r die WF-Instanz Inst verwendet werden soll. Dazu muss die Funktion
õ
ö
÷ Inst Û allen WF-Servern des WfMS bekannt sein. Diese Funktion berechnet eine logische Server-
ID, die mit einer anderen Funktion W ÷,Ô}Û auf eine physische Rechneradresse (z.B. IP-Adresse) abge-
bildet wird. Auch W ÷,Ô}Û muss allen Servern bekannt sein. Da diese beiden Funktionen selten gea¨ndert
werden, werden sie auf allen WF-Servern repliziert (a¨hnlich wie die WF-Vorlagen). Aspekte, welche
die ¨Anderung dieser Funktionen betreffen, werden im na¨chsten Abschnitt diskutiert. Da solche ¨Ande-
rungen eher selten auftreten, fallen die durch die Replikation entstehenden Kommunikationskosten
nicht ins Gewicht.
7.4 ¨Anderung der Lastaufteilung
Das in Abschnitt 7.3.4 vorgestellte, pseudo-zufa¨llige Verfahren erfu¨llt die Anforderungen 1-4. In der
oben beschriebenen Form wird die Anforderung 5, dass die Aufteilung der Last vera¨nderbar sein
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muss, noch nicht erfu¨llt. Dies ist aber notwendig, damit eine existierende ¨Uberlastung behoben oder
eine Systemkonfiguration vera¨ndert werden kann. Die Aufteilungsfunktion zu vera¨ndern ist allerdings
nicht unproblematisch, weil eine WF-Instanz stets vom selben Server innerhalb eines Domain kontrol-
liert werden muss, um das in Abschnitt 7.3.3 beschriebene Problem beim Zusammenfu¨hren paralleler
Zweige zu vermeiden. Ungu¨nstigerweise erfordert eine Vera¨nderung der Lastaufteilung jedoch eine
Vera¨nderung dieser Zuordnung. Im Folgenden wird untersucht, wie Server ausgetauscht, hinzugefu¨gt
und weggenommen werden ko¨nnen und wie die Lastaufteilung vera¨ndert werden kann, so dass die
Anforderung 5 erfu¨llt wird, ohne dadurch die Anforderungen 1-4 zu verletzen.
7.4.1 Physische Server austauschen
Soll der WF-Server mit der logischen ID ÔXYZC[\	] durch einen anderen ersetzt werden, so wird dieser
durch Algorithmus 7.2 zuerst gestartet. Nachdem die Mo¨glichkeit zur Migration zu dem von der
¨Anderung betroffenen Server gesperrt wurde, wird die Abbildungsfunktion Wü÷,Ô4Û der logischen Server-
IDs auf die Rechneradressen vera¨ndert. Dann werden die WF-Instanzen, welche vom stillzulegenden
Server kontrolliert werden, zum neuen Server transportiert. Die neue Funktion W_^
[` Aa
÷,Ô}Û , welche die
bisher gu¨ltige Funktion W ^
[
a
÷,Ô4Û ersetzt, wird repliziert, so dass sie jedem Server des WfMS bekannt
ist. Die ¨Anderung der Funktion W ÷,Ô}Û bewirkt, dass am alten WF-Server zuku¨nftig keine Migrationen
mehr eingehen. Jetzt ko¨nnen die Sperren aufgehoben werden, so dass auch wieder Migrationen zum
Server ÔXbYPZC[\	] stattfinden ko¨nnen. Schließlich kann der zu ersetzende Server gestoppt werden.
Algorithmus 7.2 (Austauschen eines WF-Servers)
input
cfide
,<fCg : logische ID des Servers, welcher ersetzt werden soll

%' : physische Adresse des Servers, welcher die logische ID cfide ,Pfhg erhalten soll
/i
,Pj
ffik : bisherige Abbildungsfunktion logischer IDs von WF-Servern auf deren physische Adresse
begin
starte den neuen WF-Server 
%O' ;
sperre (bei allen WF-Servern) die Migrationen zum (bisherigen) Server  cfide ,Pfhg ;
// ordne  cfide ,<fCg die neue Server-ID zu und u¨bernehme die anderen Eintra¨ge
/i
,PlQ+bj
ffik
cfide
,<fCg
 ;7m
%O' ;
n
poq
cfide
,<fCg : /i ,PlQ+bj ffik 87rsi ,Pj ffik ;
transferiere alle WF-Instanzen vom Server /i ,j ffik cfide ,<fCg  zum Server /i ,lQ+j ffi@ cfide ,<fCg  ;
repliziere /i ,PlQ+bj ffik an alle WF-Server;
gebe Migrationen zum WF-Server  cfide ,<fCg wieder frei;
stoppe den zu deaktivierenden WF-Server /i ,Pj ffikcfide ,<fCg  ;
end.
Eigentlich mu¨sste das Sperren, das Replizieren von W ^
[.`
Aa
÷,Ô4Û und das Freigeben der Sperren in einer
verteilten Transaktion stattfinden. Dadurch wa¨ren aber Migrationen zum Server ÔOXYPZC[\	] nicht mo¨glich,
solange die Transaktion nicht bei allen Servern beendet wurde. Der Server ÔOXYPZ	[O\$] wu¨rde also durch
den Ausfall eines beteiligten Servers wa¨hrend der Ausfu¨hrung von Algorithmus 7.2 blockiert wer-
den. Außerdem wu¨rde ein solches Vorgehen die Ausfu¨hrung eines teuren 2PC erforderlich machen.
Um diese Nachteile zu vermeiden, wird fu¨r den Algorithmus 7.2 und die nachfolgend beschriebe-
nen Algorithmen der folgende Trick verwendet: Die Mo¨glichkeit zur Migration wird weiterhin bei
allen WF-Servern gesperrt. Nach Ausfu¨hrung des entsprechenden
”
Sperrbefehls“ ko¨nnen bei ÔXYZC[\	]
also keine neuen Migrationen mehr eingehen. Die Replikation der Funktion W_^
[.`
Aa
÷,Ô4Û wird nun mit
dem Freigeben der Sperre zu einer einzigen Transaktion zusammengefasst. Sobald nun ein Server
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die neuen Daten erfolgreich (lokal) gespeichert hat, hebt er die Sperre fu¨r Migrationen zu ÔXYZC[\	]
auf, so dass Migrationen zu ÔOXYPZ	[O\$] (auf Basis der neuen Funktion) von ihm durchgefu¨hrt werden
ko¨nnen. Durch diese Vorgehensweise wird zwar die Sperre nicht bei allen Servern gleich lange ge-
halten, die Mo¨glichkeit zur Migration ist aber entweder noch gesperrt oder es wird schon die neue
Funktion W ^
[.` Aa
÷,Ô4Û verwendet. Deshalb ko¨nnen keine Inkonsistenzen durch die Verwendung der un-
terschiedlichen Funktionen W ^
[ a
÷,Ô4Û und W ^
[` Aa
÷,Ô}Û entstehen. Der große Vorteil dieser Vorgehensweise
ist, dass jeder WF-Server sofort nach der erfolgreichen (lokalen) Speicherung der Daten wieder ohne
Einschra¨nkung weiterarbeiten kann, auch wenn noch nicht alle Server die ¨Anderung der Abbildungs-
funktion (z.B. wegen eines lokalen Systemausfalls) vollzogen haben.
7.4.2 Lastverteilung a¨ndern
Wenn zwar weiterhin dieselben WF-Server verwendet werden sollen, aber die Verteilung der Last zwi-
schen ihnen gea¨ndert werden soll, so muss die bisher gu¨ltige Aufteilungsfunktion õflö
^
[ a
÷ Inst Û durch eine
neue Aufteilungsfunktion õ ö
^
[.` Aa
÷ Inst Û ersetzt werden. Durch diese Vera¨nderung ko¨nnen Probleme
bei der Zusammenfu¨hrung paralleler Zweige einer WF-Instanz entstehen: Wenn einzelne Zweige ei-
ner WF-Instanz die alte Funktion verwenden und andere die neue, so kann es vorkommen, dass eine
WF-Instanz von verschiedenen WF-Servern eines Domains kontrolliert wird. Dies wollen wir jedoch
ausschließen, um Kommunikation zwischen WF-Servern desselben Domains zu vermeiden (Anfor-
derung 2). Zu diesem Zweck kann eines der folgenden Verfahren verwendet werden:
1. In Algorithmus 7.3 wird die neue Aufteilungsfunktion õ ö
^
[.`
Aa
÷ Inst Û des Domains ô mit ei-
nem Zeitstempel t ö
^
[`
Aa
versehen, der mit ihr repliziert wird. Die neue Funktion õflö
^
[`
Aa
÷ Inst Û
wird dann nur fu¨r WF-Instanzen Inst verwendet, fu¨r die gilt: u;v6>KvdÖJEPwvkDFLüÓvffi÷ Inst Ûyxzt°ö
^
[.`
Aa
.
Wa¨hrend der Algorithmus 7.3 ausgefu¨hrt wird, ist die Mo¨glichkeit zur Migration in den Domain
ô gesperrt. Fu¨r WF-Instanzen, die nach dem Start von Algorithmus 7.3 erzeugt wurden, ist damit
zum Zeitpunkt einer etwaigen Migration in den Domain ô die neue Funktion õ ö
^
[`
Aa
÷ Inst Û und
der zugeho¨rige Zeitstempel bekannt, so dass die Migration auch wirklich auf Basis der neuen
Funktion õ ö
^
[.`
Aa
÷ Inst Û durchgefu¨hrt werden kann.
Algorithmus 7.3 (1. Verfahren zur ¨Anderung von úüûþý Inst ß )
input
 
: Domain, in dem die Lastaufteilung vera¨ndert werden soll
{
(
i
,PlQ+bj
ffi Inst  : neue Aufteilungsfunktion fu¨r den Domains  
begin
sperre (bei allen WF-Servern) die Migrationen in den Domain   ;
|
(
i
,PlQ+bj
qfifl}ffi@ ; // Zeitstempel auf die aktuelle Zeit setzen
repliziere ffi { (
i
,lQ+j
ffi Inst  h4
|
(
i
,PlQ+bj
 ;
gebe Migrationen in den Domain   wieder frei;
end.
2. Bei dem in Algorithmus 7.4 dargestellten Verfahren wird die Menge ~ ö
^
[.`
Aa
der IDs von WF-
Instanzen berechnet, die zur Zeit der ¨Anderung in der Datenbank eines WF-Servers Ô des Do-
mains ô gespeichert sind und fu¨r die sich durch die ¨Anderung der WF-Server a¨ndert. Fu¨r eine
WF-Instanz Inst mit ID ÷ Inst Û ñ~ ö
^
[`
Aa
wird nicht die neue Funktion õflö
^
[.`
Aa
÷ Inst Û verwendet,
sondern weiterhin die alte Funktion õ ö
^
[
a
÷ Inst Û (bzw. õ ö
^
[
?BAa
÷ Inst Û , falls zusa¨tzlich ID ÷ Inst Û ñ~ ö
^
[
a
gilt, usw.). Die Menge ~ ö
^
[.`
Aa
entha¨lt also die IDs derjenigen WF-Instanzen, die zum Zeitpunkt
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der ¨Anderung von einem WF-Server des Domains ô kontrolliert werden und fu¨r die sich durch
õ ö
^
[.` Aa
der Server a¨ndern wu¨rde.3 Fu¨r diese WF-Instanzen wird weiterhin die
”
alte“ Aufteilungs-
funktion verwendet, so dass der entsprechende WF-Server alle parallelen Zweige kontrolliert.
Deshalb entsteht fu¨r diese Instanzen kein Problem beim Zusammenfu¨hren paralleler Zweige. Fu¨r
alle anderen WF-Instanzen (ID ÷ Inst Û}ñ~ ö
^
[` Aa
) wird ausschließlich die
”
neue“ Funktion õ ö
^
[.` Aa
verwendet, so dass auch hier kein Problem auftreten kann.
Algorithmus 7.4 (2. Verfahren zur ¨Anderung von úüûþý Inst ß )
input
 
: Domain, in dem die Lastaufteilung vera¨ndert werden soll
{
(
i
,PlQ+bj
ffi Inst  : neue Aufteilungsfunktion des Domains  

(
: Menge der WF-Server des Domains  
begin
sperre (bei allen WF-Servern) die Migrationen in den Domain   ;
activeWFs s!OP8 Inst Ł WF-Instanz Inst ist am WF-Server  aktiv  ;
// im Domain   aktive WF-Instanzen, fu¨r die sich der Server vera¨ndern wu¨rde:

(
i
,lQ+j
 ID ffi Inst  8Ł Inst 0 activeWFs 

$''(ffi Inst  o { (
i
,PlQ+bj
ffi Inst  h ;
repliziere ffi { (
i
,lQ+j
ffi Inst  h4

(
i
,PlH+j
 ;
gebe Migrationen in den Domains
 
wieder frei;
end.
Der Vorteil des ersten Verfahrens ist, dass es einen sehr geringen Aufwand erfordert. Allerdings wird
die neue Funktion õ ö
^
[`
Aa
÷ Inst Û erst dann fu¨r alle WF-Instanzen verwendet, wenn keine WF-Instanzen
mehr existieren, die a¨lter als diese Funktion sind. Da WF-Instanzen ha¨ufig mehrere Wochen laufen,
kann es entsprechend lange dauern, bis die neu eingestellte Lastverteilung tatsa¨chlich erreicht wird.
Das zweite Verfahren erfordert wegen der Berechnung und Replikation von ~°ö
^
[.`
Aa
einen wesentlich
gro¨ßeren Aufwand als das erste Verfahren. Es hat aber den Vorteil, dass auch fu¨r schon lange lau-
fende WF-Instanzen der Migrationszielserver auf Basis der neuen Aufteilungsfunktion ermittelt wird.
Welches der beiden Verfahren besser geeignet ist, ist von der jeweiligen Situation abha¨ngig. Soll die
Lastaufteilung lediglich la¨ngerfristig angepasst werden, so ist die 1. Variante ausreichend. Sollen aber
die Auswirkungen der ¨Anderung mo¨glichst ab sofort beobachtet und bewertet werden, so ist die lange
Verzo¨gerung nicht akzeptabel. Dann muss die 2. Variante verwendet werden. Die dabei entstehenden
Kosten relativieren sich, da Vera¨nderungen der Lastaufteilung i.d.R. doch eher selten sind.
7.4.3 Anzahl der Server eines Domains erho¨hen
Soll die Anzahl der WF-Server eines Domains ô erho¨ht werden, so muss eine neue logische Server-
ID Ô []b definiert werden. Nachdem der Algorithmus 7.5 den neuen WF-Server gestartet hat, wird
dessen logische ID Ô []b auf dessen physische Adresse >G5K [] abgebildet. Dies geschieht durch die
¨Anderung und Replikation der Funktion Wü÷,Ô4Û . Fu¨r diesen Vorgang sind keine Sperren erforderlich,
weil Ô []b noch kein Intervall der Aufteilungsfunktion õ ö ÷ Inst Û zugeordnet ist; der Server Ô [] wird
also u¨berhaupt noch nicht verwendet. Damit er jedoch in Zukunft WF-Instanzen kontrollieren kann,
3Die Funktion h	Ph Inst  ermittelt denjenigen WF-Server des Domains  , der die WF-Instanz Inst gerade kon-
trolliert. Dieser kann nicht direkt mit Om  Inst  berechnet werden, da Om nicht unbedingt die fu¨r Inst gu¨ltige Aufteilungs-
funktion sein muss (dies kann z.B. auch 

r ¡k sein). Zur Berechnung von h	Ph

 Inst  muss also ¢

r (und ggf. auch
¢

r ¡k
, usw.) beru¨cksichtigt werden, um die korrekte Version von 

 Inst  auswa¨hlen zu ko¨nnen.
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muss zusa¨tzlich die Funktion õflö³÷ Inst Û , wie im vorherigen Abschnitt beschrieben, gea¨ndert werden.
Dem neuen WF-Server muss also ein Intervall der Aufteilungsfunktion zugeordnet werden.
Algorithmus 7.5 (Neuen WF-Server einfu¨hren)
input

,gfi£ : logische ID des neuen WF-Servers

%'
,gfi£ : physische Adresse des neuen Servers
/i
,Pj
ffik : aktuelle Funktion, die logische Server-IDs auf physische Server-Adressen abbildet
{
(
i
,P¤¥lQ+bj
ffi Inst  : neue Aufteilungsfunktion des Domains   , in der auch  ,gfi£ beru¨cksichtigt wird
begin
starte den WF-Server 
%' ,gfi£ ;
/i
,PlQ+bj
ffik
,gfi£
 87mq
%O'
,g£ ;
n
poq
,gfi£ : /i ,PlQ+bj ffik ;7mqi ,Pj ffik ;
repliziere /i ,PlQ+bj ffik ;
a¨ndere { (
i
,¤Uj
ffi Inst  in { (
i
,¤¦lQ+bj
ffi Inst  mit Algorithmus 7.3 oder 7.4;
end.
7.4.4 Anzahl der Server eines Domains reduzieren
Wenn die Anzahl der WF-Server des Domains ô verringert werden soll, so verhindert der Algo-
rithmus 7.6 zuerst durch eine Sperre weitere Migrationen zu dem stillzulegenden Server Ô§¨¦© . Dann
werden alle bei ihm vorhandenen WF-Instanzen zu dem Server Ô [] transferiert, welcher dessen Auf-
gaben (vorla¨ufig) u¨bernimmt. Damit zuku¨nftig keine Migrationen an dem stillzulegenden Server mehr
eingehen, wird die logische Server-ID ÔO§¨¦© auf die physische Adresse des u¨bernehmenden WF-Servers
”
umgelenkt“, indem die Funktion Wü÷,Ô4Û vera¨ndert wird. Nun wird die neue Funktion W ^
[`
Aa
÷,Ô}Û repli-
ziert und die Sperren werden freigegeben. Da der stillzulegende Server keine WF-Instanzen mehr
kontrolliert und auch keine Migrationen mehr bei ihm eingehen ko¨nnen, wird er gestoppt. Um auch
die logische ID des stillgelegten Servers auslaufen zu lassen, sollte nach Beendigung von Algorith-
mus 7.6 mit den Verfahren aus Abschnitt 7.4.2 die Aufteilungsfunktion õ ö ÷ Inst Û so vera¨ndert werden,
dass Ô§¨¦© kein Intervall mehr zugeordnet ist. Im Zuge dieser Vera¨nderung kann zusa¨tzlich die bisher
von ÔO§¨¦© bewa¨ltigte Last geeignet auf andere WF-Server verteilt werden, indem die Intervalle entspre-
chend angepasst werden.
Algorithmus 7.6 (WF-Server stilllegen)
input
ª«U¬ : logische ID des stillzulegenden WF-Servers

,gfi£ : logische ID des Servers, der die Aufgaben von ª«¥¬ u¨bernehmen soll
/i
,Pj
ffik : aktuelle Funktion, die logische Server-IDs auf physische Server-Adressen abbildet
begin
sperre (bei allen WF-Servern) die Migrationen zum Server  ªb«U¬ ;
/i
,PlQ+bj
ffik
ª«¥¬
 ­7rs/i
,Pj
ffik
,gfi£
 ;
n
®os
ªb«U¬ : /i ,lQ+j ffi@ ;7rsi ,Pj ffik ;
transferiere alle WF-Instanzen vom Server /i ,j ffik ª«¥¬  zum Server i ,Pj ffik ,g£  ;
repliziere /i ,PlQ+bj ffik ;
gebe Migrationen zum WF-Server ª«¥¬ wieder frei;
stoppe den WF-Server i ,Pj ffi@ªb«U¬ ;
end.
Wie wir gesehen haben, ist es also nicht nur mo¨glich, die Aufteilungsfunktion der WF-Instanzen auf
die WF-Server effizient und mit guten statistischen Eigenschaften zu realisieren, sie kann außerdem
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im laufenden Betrieb beliebig vera¨ndert werden. Damit erfu¨llt das oben beschriebene Verfahren nicht
nur – wie schon in Abschnitt 7.3 festgestellt wurde – die Anforderungen 1-4, sondern zusa¨tzlich auch
die Anforderung 5 aus Abschnitt 7.1.
7.5 Zusammenfassung und Ausblick
Die zahlreichen Aufgaben eines WF-Servers (vgl. Abschnitt 3.1.1) ko¨nnen zu dessen ¨Uberlastung
fu¨hren. Um dies zu verhindern, kann ein WF-Server repliziert und die Last zwischen den entstehen-
den Replikaten aufgeteilt werden. In diesem Kapitel wurde ein Verfahren vorgestellt, bei dem fu¨r eine
WF-Instanz pseudo-zufa¨llig ein WF-Server ausgewa¨hlt wird. Dieses Verfahren realisiert eine Art
”
Ha-
shing“ der WF-Instanzen auf die WF-Server eines Domains. Es ermo¨glicht eine beliebige Aufteilung
der Last zwischen den WF-Servern, generiert im wesentlichen keine zusa¨tzliche Kommunikation und
erfordert nur sehr wenig Rechenaufwand. Weiter wurde gezeigt, wie es mo¨glich ist, die Lastaufteilung
zwischen den WF-Servern im laufenden Betrieb zu vera¨ndern. Damit ist das Problem der ¨Uberlastung
der WF-Server gelo¨st, was zeigt, dass die bisher in dieser Arbeit erfolgte Konzentration auf den Kom-
munikationsaspekt legitim war. Da bei der Modellierung nur Domains – und nicht konkrete Rechner
– vorgegeben werden, ko¨nnen die verschiedenen WF-Server eines Domains als ein einziger leistungs-
starker Server (
”
virtual powerful server“) betrachtet werden. Deshalb mu¨ssen die einzelnen Server
eines Domains im Folgenden nicht gesondert betrachtet werden und der Begriff der Serverzuordnung
macht weiterhin Sinn, obwohl durch diese einer Aktivita¨t eigentlich ein Domain zugeordnet wird,
wa¨hrend der WF-Server durch die hier vorgestellten Mechanismen ausgewa¨hlt wird.
In diesem Kapitel wurde auch die Anwendbarkeit lastabha¨ngiger Verfahren zur Serverauswahl unter-
sucht. Diese haben zwar im Allgemeinen Nachteile gegenu¨ber dem pseudo-zufa¨lligen Verfahren, sind
aber evtl. fu¨r bestimmte Spezialanwendungen interessant. Eine vertiefte Untersuchung dieser Verfah-
ren bietet sich vor allem an, wenn die verfu¨gbare Leistung der WF-Server stark schwankt, wenn der
Ausfall von WF-Servern durch dieses Verfahren kompensiert werden soll, oder wenn ein WF-Server
nur sehr wenige WF-Instanzen gleichzeitig kontrollieren kann, so dass schon kleine Ungleichvertei-
lungen, wie sie beim pseudo-zufa¨llige Verfahren entstehen ko¨nnen, zu Problemen fu¨hren wu¨rden.
Fu¨r große WF-Anwendungen, die operativ eingesetzt werden, ist aber das vorgestellte Verfahren den
lastabha¨ngigen Verfahren vorzuziehen.
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Kapitel 8
Dynamische Modifikation von
Workflow-Instanzen
Um WfMS fu¨r ein breites Spektrum von Anwendungen einsetzen zu ko¨nnen, ist es notwendig, dass
zur Ausfu¨hrungszeit einer WF-Instanz dynamisch von ihrem vormodellierten Ablauf abgewichen
werden kann. Dies ist insbesondere in unternehmensweiten WfMS essentiell, da es in fast jedem
Unternehmen gewisse WF-Typen gibt, deren Instanzen nicht ausschließlich starr entsprechend der
WF-Vorlage ausgefu¨hrt werden ko¨nnen. Wenn nun fu¨r eine bestimmte WF-Instanz eine Ausnahme-
situation eintritt, so muss es mo¨glich sein, ihre Vorlage so umzustrukturieren, dass sie den neu ent-
standenen Anforderungen entspricht. Dies kann z.B. dadurch geschehen, dass zusa¨tzliche Aktivita¨ten
eingefu¨gt, existierende Aktivita¨ten gelo¨scht oder die Reihenfolgebeziehungen zwischen Aktivita¨ten
gea¨ndert werden.
Die Mo¨glichkeit zur strukturellen ¨Anderung von WF-Instanzen zu ihrer Ausfu¨hrungszeit ist eine der
wesentlichen Eigenschaften von ADEPT. Das dafu¨r notwendige Grundgeru¨st bietet das ADEPT ¯P¨¦]° -
Kalku¨l [RD97, RD98, RHD98, DRK00, Rei00]. Allerdings setzen die entsprechenden Verfahren eine
logisch zentrale Kontrollinstanz voraus. Diese wird beno¨tigt, um u¨berpru¨fen zu ko¨nnen, ob eine ge-
plante ¨Anderung u¨berhaupt durchgefu¨hrt werden kann, und um die Konsistenz des erzeugten WF-
Graphen garantieren zu ko¨nnen. Eine zentrale Kontrollinstanz widerspricht jedoch den Zielen von
ADEPT ©
ù²±b³µ´dùµ¶·P³Åù
§6[ . Deshalb wird in diesem Kapitel untersucht, wie adaptives WF-Management reali-
siert werden muss, um die Skalierbarkeit des WfMS nicht zu beeintra¨chtigen. Um weiterhin alle in der
Realita¨t auftretenden Anforderungen erfu¨llen zu ko¨nnen, soll das zu entwickelnde Verfahren die volle
Funktionalita¨t realisieren, die fu¨r dynamische ¨Anderungen im zentralen Fall zur Verfu¨gung steht. Eine
noch ausfu¨hrlichere und formalere Beschreibung der im Folgenden vorgestellten Verfahren findet sich
in [BRD01a].
Im nun folgenden Abschnitt wird kurz erla¨utert, wie dynamische ¨Anderungen von WF-Instanzen in
ADEPT ¯<¨U]b° ablaufen. Abschnitt 8.2 analysiert die durch die Kombination von dynamischen ¨Ande-
rungen und verteilter WF-Ausfu¨hrung entstehenden Probleme. In Abschnitt 8.3 wird dann aufgezeigt,
wie dynamische WF-Modifikationen in einer verteilten Systemumgebung realisiert werden sollten.
Das Kapitel schließt mit einer Zusammenfassung und einem Ausblick auf einige weitere Fragestel-
lungen, die im betrachteten Kontext relevant sind.
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8.1 Einfu¨hrung in dynamische ¨Anderungen
Der Grund fu¨r die Notwendigkeit einer dynamischen ¨Anderung einer WF-Instanz ist i.d.R. das Eintre-
ten einer Ausnahmesituation. So ko¨nnen z.B. bei einem klinischen WF aufgrund von Besonderheiten
eines Patienten zusa¨tzliche Untersuchungen notwendig werden oder in Notfa¨llen Terminvereinba-
rungen entfallen. Im Folgenden wird erla¨utert, wie solche dynamischen Modifikationen in ADEPT
realisiert werden.
ADEPT ¯<¨U]b° bietet eine vollsta¨ndige und minimale Menge von Basisoperationen an (z.B. Kante
einfu¨gen, Aktivita¨t lo¨schen), mit denen prinzipiell jede denkbare ¨Anderung der Struktur einer WF-
Instanz zu ihrer Ausfu¨hrungszeit durchgefu¨hrt werden kann. Eine solche ¨Anderung macht allerdings
nur dann Sinn, wenn die Konsistenz des entstehenden WF-Ausfu¨hrungsgraphen gewa¨hrleistet werden
kann. So darf in dem WF-Graphen z.B. kein Zyklus u¨ber Kontroll- und Synchronisationskanten ent-
stehen, weil dies zu einer Verklemmung fu¨hren wu¨rde, und der Datenfluss muss korrekt sein, weil bei
nicht versorgten Eingabeparametern die zugeho¨rigen Aktivita¨tenprogramme fehlerhaft arbeiten oder
sogar abstu¨rzen ko¨nnten. Deshalb werden in ADEPT ¯<¨U]b° die Voraussetzungen fu¨r die Anwendbarkeit
jeder ¨Anderungsoperation, bzgl. der Struktur und des Zustands des Ausfu¨hrungsgraphen, formal de-
finiert. Nach der ¨Anderung einer WF-Instanz ist deshalb ihre problemlose Ausfu¨hrung sichergestellt.
Das in Abb. 8.1 dargestellte Beispiel dynamischer ¨Anderungen zeigt, dass fu¨r diese ggf. ein umfang-
reicher Umbau des WF-Graphen notwendig wird. In dem in Abb. 8.1a dargestellten WF soll die Ak-
tivita¨t E gelo¨scht werden. Dies wird realisiert, indem sie durch die leere Aktivita¨t ersetzt wird. Damit
diese ¨Anderungsoperation durchgefu¨hrt werden darf, muss u.a. u¨berpru¨ft werden, ob von der Aktivita¨t
E (erstmalig) geschriebene Datenelemente von nachfolgenden Aktivita¨ten beno¨tigt werden. Wa¨re dies
der Fall, so ko¨nnte das Lo¨schen nicht durchgefu¨hrt werden, oder es mu¨ssten zusa¨tzliche Maßnahmen
stattfinden, um dies zu kompensieren. Etwas aufwendiger als das Lo¨schen ist die in Abb. 8.1 darge-
stellte Einfu¨geoperation: Die Aktivita¨t ¸ soll so eingefu¨gt werden, dass sie erst nach der Aktivita¨t ¹
ausgefu¨hrt werden kann und beendet sein muss, bevor die Aktivita¨t º gestartet werden kann. Diese
Modifikation erfordert das Einfu¨gen einer zusa¨tzlichen parallelen Verzweigung mit den leeren Split-
bzw. Join-Knoten L;A und LM» . Die geforderte Reihenfolgebeziehung zwischen den Aktivita¨t ¹ , ¸ und
º wird durch Synchronisationskanten sichergestellt.1 Das Einfu¨gen der Aktivita¨t wurde so realisiert,
dass wieder ein bzgl. des ADEPT-Basismodells gu¨ltiger Graph entsteht (inkl. Blockstrukturierung).
Die ¨Anderung konnte nur unter der Voraussetzung durchgefu¨hrt werden, dass sich ein korrekter Da-
tenfluss ergibt, das heißt z.B., dass die von der Aktivita¨t ¸ gelesenen Datenelemente zuvor geschrieben
wurden. Außerdem darf die Aktivita¨t º noch nicht gestartet worden sein, da die Aktivita¨t ¸ sonst nicht
vor º bearbeitet werden kann. Um entscheiden zu ko¨nnen, ob eine ¨Anderung durchgefu¨hrt werden
darf, muss also der gesamte und aktuelle Zustand der betroffenen WF-Instanz bekannt sein. Hier wird
auch schon eine Schwierigkeit bei verteilter WF-Ausfu¨hrung deutlich, da es i.d.R. keinen einzelnen
WF-Server gibt, welcher diesen Zustand kennt.
Wenn ein Benutzer eine dynamische ¨Anderung durchfu¨hrt, so muss das WfMS mit ihm interagieren,
um die gewu¨nschte Modifikation zu spezifizieren und ggf. anzupassen (fu¨r den Fall, dass sie nicht wie
urspru¨nglich gewu¨nscht durchgefu¨hrt werden kann). Deshalb kann eine dynamische ¨Anderung, ins-
gesamt gesehen, recht lange dauern. Sie wird deswegen in zwei Phasen aufgeteilt: In der Phase 1 wird
der zu diesem Zeitpunkt gu¨ltige Zustand der WF-Instanz ermittelt, mit dem Benutzer interagiert und
1Der in Abb. 8.1b dargestellte WF-Graph kann nach Durchfu¨hrung der ¨Anderungsoperation wieder vereinfacht werden
(siehe [Rei00]). Da der Graph auch schon in seiner jetzigen Form die ¨Anderung korrekt repra¨sentiert, wird hierauf aber
nicht eingegangen.
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Abbildung 8.1 Beispiel fu¨r dynamische Modifikationen.
die ¨Anderung vorbereitet (d.h. die notwendigen Basis- ¨Anderungsoperationen werden berechnet). In
der Phase 2 wird der WF-Ausfu¨hrungsgraph dann tatsa¨chlich umstrukturiert, die ¨Anderungsoperatio-
nen werden in der sog. ¨Anderungshistorie der WF-Instanz vermerkt und die ¨Anderungsoperation wird
in der Ablaufhistorie registriert. Die ¨Anderung wird aber nur dann durchgefu¨hrt, wenn sie aufgrund
des aktuellen (und evtl. gegenu¨ber der Phase 1 vera¨nderten) Zustands der WF-Instanz zula¨ssig ist. Da-
mit sich dieser wa¨hrend der Phase 2 nicht vera¨ndern kann, wird die WF-Instanz fu¨r die ¨Uberpru¨fung
der Zula¨ssigkeit und fu¨r die Durchfu¨hrung der ¨Anderung gesperrt. Da in der Phase 2 keine Benutzerin-
teraktionen stattfinden, ist diese sehr kurz, so dass das Sperren die WF-Ausfu¨hrung kaum behindert.
8.2 Herausforderungen bei verteilter Workflow-Steuerung
Bei der Entwicklung von ADEPT ¯<¨U]b° wurde urspru¨nglich eine logisch zentrale WF-Kontrollinstanz
vorausgesetzt. Durch die Kombination mit einer verteilten WF-Steuerung sollen sich keine Ein-
schra¨nkungen fu¨r die Funktionalita¨t von dynamischen ¨Anderungen ergeben, d.h. es sollen weiterhin
alle zula¨ssigen ¨Anderungen mo¨glich sein und die Konsistenz des entstehenden WF-Ausfu¨hrungsgra-
phen muss garantiert werden. Es wird aber zusa¨tzlich angestrebt, die ¨Anderungen mo¨glichst effizi-
ent durchzufu¨hren, also unno¨tigen Kommunikations- und Synchronisationsaufwand zu vermeiden.
Um die Verfu¨gbarkeit des WfMS nicht zu beeintra¨chtigen, du¨rfen außerdem keine zentralen Kom-
ponenten eingesetzt werden. In dem nun folgenden Abschnitt werden die durch diese Forderungen
entstehenden Fragestellungen angesprochen, fu¨r welche dann im nachfolgenden Abschnitt Lo¨sungen
pra¨sentiert werden (siehe auch [RBD99]).
Eine dynamische ¨Anderung kann mehrere, von verschiedenen Servern kontrollierte, Partitionen be-
treffen. So ko¨nnen z.B. bei der in Abb. 8.1 dargestellten Einfu¨geoperation die beiden parallelen
Zweige von unterschiedlichen Servern kontrolliert werden. Zudem ko¨nnen die Aktivita¨ten ñ und W ,
zwischen denen LM» eingefu¨hrt wird, einem weiteren Server zugeordnet sein. Um die Anwendbarkeit
einer ¨Anderungsoperation u¨berpru¨fen zu ko¨nnen, muss von allen
”
relevanten“ Servern Zustandsin-
formation eingeholt werden. Außerdem ist eine Synchronisation mit diesen Servern erforderlich, da
eine ¨Anderungsoperation entweder an allen Servern oder u¨berhaupt nicht durchgefu¨hrt werden muss.2
Es stellt sich nun die Frage, welche WF-Server fu¨r eine ¨Anderungsoperation relevant sind. Die am
einfachsten zu realisierende Lo¨sung ist sicherlich, alle Server des WfMS mit einzubeziehen. Dies
2Wenn manche Server den urspru¨nglichen und manche den gea¨nderten WF-Ausfu¨hrungsgraphen verwenden wu¨rden, so
ka¨me es im Zusammenhang mit Migrationen zu Fehlern bei der WF-Steuerung.
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fu¨hrt aber zu einem unno¨tig hohen Aufwand. Es ist besser, wenn nur diejenigen WF-Server beteiligt
werden, die u¨berhaupt jemals (in der Vergangenheit, aktuell oder zuku¨nftig) die entsprechende WF-
Instanz steuern. Doch auch diejenigen Server, welche die WF-Instanz nur in der Vergangenheit kon-
trolliert haben, mu¨ssen nicht in die ¨Anderungsoperation einbezogen werden. Mit diesen ist na¨mlich
keine Synchronisation notwendig und die von ihnen verwaltete Zustandsinformation wurde schon
durch Migrationen weitergegeben. Im Kontext von variablen Serverzuordnungen kann i.d.R. nicht be-
rechnet werden, welche Server die WF-Instanz zuku¨nftig steuern werden, da die zur Auswertung der
Serverzuordnungsausdru¨cke notwendigen Laufzeitdaten der WF-Instanz evtl. noch nicht existieren.
So kann in Abb. 8.2 der Server ò.A den Server der Aktivita¨t W nicht ermitteln, da der Bearbeiter der
Aktivita¨t ñ noch nicht feststeht. Eine Synchronisation mit zuku¨nftigen Servern der WF-Instanz ist
also nicht mo¨glich. Eine solche ist auch nicht notwendig, weil diese Server keine Zustandsinforma-
tion der WF-Instanz verwalten und keine Synchronisation mit ihnen no¨tig ist, da sie die WF-Instanz
noch nicht kontrollieren. Deshalb bleibt als einzige akzeptable Lo¨sung die Synchronisation mit allen
aktuell an der WF-Instanz beteiligten Servern. Es ist aber keineswegs trivial, diese zu ermitteln, weil
der Ausfu¨hrungszustand von parallel ausgefu¨hrten Aktivita¨ten nicht bekannt sein muss. So weiß z.B.
in Abb. 8.2 der Server ò.A der Aktivita¨t E nicht, ob die Migration ó ¶6ô X schon ausgefu¨hrt wurde und
damit, ob der entsprechende Zweig vom Server ò » oder òOõ kontrolliert wird. Außerdem ist es nicht
ohne weiteres mo¨glich, den fu¨r einen parallelen Zweig zusta¨ndigen Server zu ermitteln, wenn variable
Serverzuordnungen verwendet werden. In Abb. 8.2 referenziert die Serverzuordnung der Aktivita¨t G
den Bearbeiter der Aktivita¨t ¹ , der dem Server ò.A nicht bekannt ist.
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Abbildung 8.2 Dynamische ¨Anderung durch den Server  + , der gerade die Aktivita¨t  kontrolliert.
Da eine ¨Anderungsoperation nur mit den aktuell an der WF-Instanz beteiligten Servern synchroni-
siert wird, darf sich diese Menge wa¨hrend (der Phase 2) einer dynamischen Modifikation nicht durch
Migrationen vera¨ndern. Um dies sicherzustellen, muss die Mo¨glichkeit zur Migration der zugeho¨ri-
gen WF-Instanz voru¨bergehend gesperrt werden. Da sich wa¨hrend der Phase 2 einer dynamischen
Modifikation zusa¨tzlich der Zustand der WF-Instanz nicht vera¨ndern darf, wird eine weitere (restrik-
tivere) Art von Sperren notwendig, die Zustandsa¨nderungen verhindert. Die Sperrverfahren mu¨ssen
so gestaltet werden, dass das Sperren von Migrationen mit dem Sperren von Zustandsa¨nderungen
harmoniert.
In eine ¨Anderungsoperation werden nur die aktuell an der WF-Instanz beteiligten Server einbezogen.
Deshalb stellt sich die Frage, wie die zuku¨nftig beteiligten Server u¨ber diese ¨Anderung informiert
werden sollen. Die natu¨rliche Lo¨sung ist, ihnen diese bei der entsprechenden Migration mitzuteilen.
Allerdings sollte die zur ¨Ubertragung der ¨Anderungsoperation notwendige Datenmenge mo¨glichst
minimiert werden (vgl. Kapitel 6). Die ¨Ubermittlung der kompletten, neu entstandenen WF-Graphen
wa¨re deshalb a¨ußert ungu¨nstig. Es muss also ein Verfahren entwickelt werden, durch das keine am
Migrationszielserver schon bekannte Information (redundant) u¨bertragen wird.
Ein weiteres Problem bei dynamischen ¨Anderungen ergibt sich durch die Verwendung von variablen
Serverzuordnungen. Es kann vorkommen, dass eine variable Serverzuordnung nach einer ¨Anderung
nicht mehr ausgewertet werden kann, weil die referenzierte Aktivita¨t gelo¨scht wurde (z.B. fu¨r die
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Aktivita¨t G in Abb. 8.2 nach einem Lo¨schen der Aktivita¨t ¹ ). Fu¨r diesen Fall wird ein Verfahren
beno¨tigt, mit dem trotzdem ein gut geeigneter Server fu¨r diese Aktivita¨t festgelegt werden kann.
Auch die Serverzuordnungen der von einer dynamischen Modifikation direkt betroffenen Aktivita¨ten
stellen ein Problem dar: Bei neu eingefu¨gten Aktivita¨ten ist offensichtlich, dass fu¨r diese noch
eine (geeignete) Serverzuordnung festgelegt werden muss. Doch auch die Serverzuordnungen von
gelo¨schten Aktivita¨ten (die also durch leere Aktivita¨ten ersetzt wurden) mu¨ssen betrachtet werden.
Es macht sicherlich keinen Sinn, eine Migration zu einem Server durchzufu¨hren, dessen Partition aus
lauter leeren Aktivita¨ten besteht. Da die Ausfu¨hrung dieser Aktivita¨ten keine Kommunikation erfor-
dert, ko¨nnen sie ebenso gut von einem anderen Server kontrolliert werden, so dass die entsprechende
Migration eingespart wird. Deshalb sollten bei einer dynamischen ¨Anderung die Serverzuordnungen
gelo¨schter Aktivita¨ten ebenfalls u¨berarbeitet werden.
8.3 Dynamische ¨Anderungen in ADEPT @A4BCEDAGFIHJCEAEKML
Dieser Abschnitt gibt Antworten auf die soeben aufgefu¨hrten Fragestellungen. Dabei behandelt der
erste Unterabschnitt Probleme, die durch die erforderliche Synchronisation der aktuell an einer WF-
Instanz beteiligten Server entstehen, und der zweite Fragestellungen, die sich durch nicht mehr aus-
wertbare bzw. noch festzulegende Serverzuordnungen ergeben.
8.3.1 Synchronisation der Workflow-Server
Wir haben schon festgestellt, dass fu¨r die Durchfu¨hrung einer dynamischen ¨Anderung die aktuell
an der betroffenen WF-Instanz beteiligten Server ermittelt werden mu¨ssen, um Zustandsinformation
auszutauschen und um die ¨Anderung zu synchronisieren. Die Menge dieser Server ko¨nnte bestimmt
werden, indem per Broadcast bei allen Servern des WfMS nachgefragt wird, ob sie an dieser Instanz
beteiligt sind. Ein solches Verfahren ist aber (besonders in weitra¨umig verteilten Systemen) zu auf-
wendig. Außerdem ko¨nnen dann keine dynamischen ¨Anderungen durchgefu¨hrt werden, solange nicht
alle Server erreichbar sind. Deshalb wurde ein Verfahren entwickelt, bei dem ein Koordinator die an
einer WF-Instanz beteiligten Server verwaltet. Als Koordinator wird der Startserver der WF-Instanz
verwendet, da dieser allen an der Instanz beteiligten Servern aus der Ablaufhistorie bekannt ist und
dennoch fu¨r das WfMS keine zentrale Komponente darstellt. Diesem Koordinator wird bei jeder Mi-
gration gemeldet, ob ein Server fu¨r diese WF-Instanz hinzukommt bzw. wegfa¨llt und welche Server
dies sind. Wenn nun eine dynamische ¨Anderung durchgefu¨hrt werden soll, so wendet sich der ent-
sprechende Server an den Koordinator, um die Menge der an dieser WF-Instanz beteiligten Server zu
erfragen.
Nachdem der Koordinator die Menge der an der zu modifizierenden WF-Instanz beteiligten Server
u¨bermittelt hat, darf sich diese Menge nicht vera¨ndern, bevor von diesen die Zustandsinformation zur
WF-Instanz eingeholt wurde bzw. die ¨Anderungsoperation zwischen diesen Servern synchronisiert
wurde. Ansonsten ko¨nnte es vorkommen, dass Server nicht in eine ¨Anderungsoperation einbezogen
werden, obwohl sie die entsprechende WF-Instanz gerade kontrollieren, was zu einer fehlerhaften
Ausfu¨hrung der ¨Anderungsoperation fu¨hren wu¨rde. Um dies zu verhindern, wird beim Koordinator
eine Sperre gesetzt, welche durchzufu¨hrende Migrationen blockiert. Damit dies funktioniert, mu¨ssen
die WF-Server vor der Durchfu¨hrung einer Migration beim Koordinator ebenfalls eine Sperre anfor-
dern. Diese Sperre wird nicht gewa¨hrt, falls eine dynamische ¨Anderungsoperation gerade eine Sperre
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ha¨lt. Ebenso sind zeitlich u¨berlappende Modifikationen derselben WF-Instanz ausgeschlossen. Fu¨r
den Regelfall, dass gerade keine dynamische ¨Anderung stattfindet, soll es aber mo¨glich sein, mehrere
Migrationen derselben WF-Instanz u¨berlappend durchzufu¨hren. Deshalb mu¨ssen die von Migrationen
angeforderten Sperren untereinander vertra¨glich sein. Eine von einer Migration angeforderte Sperre
entspricht also einer Lesesperre bei einem DBMS und eine von einer ¨Anderungsoperation gehaltene
Sperre stellt eine Schreibsperre (exklusive Sperre) dar (vgl. [GR93, HR99]). Das vollsta¨ndige Pro-
tokoll fu¨r die Verwaltung der an einer WF-Instanz beteiligten Server und der Sperren ist in [Zei99]
dargestellt.
Nachdem eine dynamische ¨Anderung von allen aktuell an der betroffenen WF-Instanz beteiligten
Servern durchgefu¨hrt wurde, kann ihre Bearbeitung fortgesetzt werden. Dies kann erfordern, dass
zu einem WF-Server migriert wird, dem diese und vorangehende ¨Anderungsoperationen noch nicht
bekannt sind. Doch auch ein solcher Server beno¨tigt zur WF-Ausfu¨hrung den aktuellen Ausfu¨hrungs-
graphen. Diesen Graphen bei der Migration komplett zu u¨bertragen, wu¨rde einen großen und zudem
unno¨tigen Aufwand bedeuten. Der Zielserver kennt schließlich schon die Vorlage der WF-Instanz,
ihm mu¨ssen also nur noch die ¨Anderungen bekannt gemacht werden. Zu diesem Zweck wird ihm die
(ohnehin beno¨tigte [Rei00]) ¨Anderungshistorie u¨bertragen, so dass er die in ihr vermerkten Modifika-
tionen auf den urspru¨nglichen Graphen anwenden kann. Dadurch erha¨lt er den aktuellen Ausfu¨hrungs-
graphen der WF-Instanz. Doch auch Teile der ¨Anderungshistorie ko¨nnen dem Zielserver schon be-
kannt sein, na¨mlich dann, wenn er die WF-Instanz in der Vergangenheit schon einmal kontrolliert hat.
Deshalb genu¨gt es, den noch beno¨tigten Teil der ¨Anderungshistorie zu u¨bertragen. Hierfu¨r bietet sich
(ebenso wie fu¨r die Ablaufhistorie und die großen Datenelemente in Kapitel 6) ein Verfahren an, bei
dem die entsprechenden Eintra¨ge angefordert werden, weil nur so redundante ¨Ubertragungen verhin-
dert werden ko¨nnen. Das resultierende Verfahren ist vergleichsweise einfach, da stets jeder an einer
WF-Instanz beteiligte Server alle bis zu diesem Zeitpunkt erfolgten ¨Anderungsoperationen kennt.
Deshalb ist einem ehemals an der WF-Instanz beteiligten Server der
”
Anfang“ der ¨Anderungshistorie
bekannt, d.h. er verfu¨gt bis zu einer bestimmten Stelle u¨ber alle Eintra¨ge und ab dieser Stelle kennt
er keine weiteren Eintra¨ge. Zum Anfordern der fehlenden Eintra¨ge der ¨Anderungshistorie genu¨gt es
also, die ID des letzten bekannten Eintrags an den Quellserver der Migration zu u¨bertragen, wor-
auf dieser alle auf diesen Eintrag folgenden Eintra¨ge u¨bermittelt. Das Anfordern und ¨Ubertragen der
¨Anderungshistorie erfordert nicht einmal einen zusa¨tzlichen Kommunikationszyklus, da dies gemein-
sam mit dem Anfordern und ¨Ubertragen der Ablaufhistorie (siehe Abschnitt 6.2.2) erfolgen kann.
8.3.2 Serverzuordnungen und dynamische ¨Anderungen
Wird die in u­EPKNPOFQIK.G5L [ referenzierte Aktivita¨t N T Q1EºBEPK.EPLM¹<EPGJ~®¹v [ gelo¨scht, so wird in
uSRITNOVU9WT6XZY
[ ein Laufzeitdatum der WF-Instanz verwendet, das nicht existiert. So entsteht durch
das in Abb. 8.3 dargestellte Lo¨schen der Aktivita¨t X ein Problem fu¨r uSRITNOVU9WT6XZYÅ¯ T Do-
main(Bearb(d)). Es wa¨re nun mo¨glich, dies zu verhindern, indem dieselben Verfahren eingesetzt
werden, mit denen auch die Parameterversorgung der Aktivita¨ten sichergestellt wird (siehe [Rei00]).
Dies wu¨rde aber verhindern, dass die Aktivita¨t X gelo¨scht werden kann, obwohl dies im zentralen
Fall mo¨glich ist. Diese Restriktion kann vermieden werden, indem im Falle einer nicht auflo¨sbaren
Serverzuordnung einfach ein beliebiger Server gewa¨hlt wird. Durch eine solche Vorgehensweise kann
aber ein a¨ußerst ungu¨nstiger WF-Server verwendet werden. Das folgende Verfahren vermeidet Ein-
schra¨nkungen fu¨r die Anwendbarkeit von dynamischen ¨Anderungen und beeintra¨chtigt zudem die
Qualita¨t der gewa¨hlten WF-Server nicht: Es ist stets mo¨glich, den urspru¨nglich fu¨r eine gelo¨schte
Aktivita¨t [ vorgesehenen Serverzuordnungsausdruck auszuwerten, so dass der Server ermittelt wer-
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den kann, der eigentlich fu¨r die Aktivita¨t [ vorgesehen war. Im Falle vom uSRITNPOVU9WT6XZY [ T Ser-
ver(m) bzw. u
R\TNPOVU9WT6XZY [^] f(Server(m)) kann dieser referenziert werden, womit sich fu¨r
die Aktivita¨t Y der urspru¨nglich geplante WF-Server ergibt. Solche Serverzuordnungen stellen also
kein Problem dar. So wird in dem in Abb. 8.3b dargestellten Beispiel fu¨r die Aktivita¨t ñ der Server ò õ
verwendet, da dieser auch fu¨r die Aktivita¨t X vorgesehen war (vgl. Abb. 8.3a). Kritischer ist der Fall,
dass in uSRITNPOVU9WT6XZY [ der Bearbeiter einer gelo¨schten Aktivita¨t [ referenziert wird. Da die Aktivita¨t
[ durch eine leere Aktivita¨t ersetzt wurde, wird sie von niemandem bearbeitet. Das Problem la¨sst
sich dadurch lo¨sen, dass gelo¨schten Aktivita¨ten ein fiktiver Bearbeiter zugeordnet wird. Dieser wird
ermittelt, indem aus der Menge der Benutzer, welche die Aktivita¨t [ aufgrund von _`RaTZb\OVU9WT6XZYdc
bearbeiten du¨rfen, einer zufa¨llig3 ausgewa¨hlt wird. Dieser erfu¨llt alle Kriterien, die an den Bearbei-
ter der Aktivita¨t [ gestellt werden, so dass er mit einer ebenso großen Wahrscheinlichkeit einem
gu¨nstigen Domain angeho¨rt, wie der tatsa¨chliche Bearbeiter einer Aktivita¨t [ . Deshalb ergibt sich
bei Serverzuordnungen der Art uSRITNOVU9WT6XZY [e] Domain(Bearb(m)) bzw. u
R\TNPOVU9WT6XZY [f]
f(Domain(Bearb(m))) ein ebenso gu¨nstiger WF-Server. Im Beispiel aus Abb. 8.3 wird also
beim
”
Durchschalten“ der Aktivita¨t X ein fiktiver Bearbeiter U ausgewa¨hlt, welcher aufgrund von
_`RIa+TZbOVU8W&T6XYM© die Aktivita¨t X ha¨tte bearbeiten du¨rfen. Dessen Domain wird dann fu¨r den Server der
Aktivita¨t º gewa¨hlt.
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Abbildung 8.3 Auswirkungen von dynamischen ¨Anderungen auf Serverzuordnungen.
Wird eine Aktivita¨t zur Ausfu¨hrungszeit neu in einen WF eingefu¨gt, so muss ihr ein Server zugeord-
net werden. Den entsprechenden Serverzuordnungsausdruck mit den fu¨r die Modellierungszeit vor-
gesehenen Verteilungsalgorithmen zu berechnen, wu¨rde einen zu großen Aufwand erfordern. Wird
der Server dieser Aktivita¨t (ohne Strategie) beliebig festgelegt, so ergibt sich ein sehr ungu¨nstiges
Kommunikationsverhalten, weil zusa¨tzliche Migrationen erforderlich werden. Deshalb wird ein ein-
faches Verfahren beno¨tigt, mit dem eine
”
recht gute Serverzuordnung“ bestimmt werden kann. Das
entwickelte Verfahren basiert auf der folgenden Beobachtung: Besonders hohe Kommunikationsko-
sten resultieren aus unno¨tigen Migrationen. Deshalb ist es eine vernu¨nftige Strategie, diese zu ver-
meiden, indem eine neu eingefu¨gte Aktivita¨t einer angrenzenden Partition zugeordnet wird. Da es
im Kontext von variablen Serverzuordnungen kaum mo¨glich ist, die neue Aktivita¨t Y einer nach-
folgenden Partition zuzuordnen (vgl. Abschnitt 5.1.5.3), wird zu diesem Zweck die Partition einer
beliebigen Vorga¨ngeraktivita¨t [ÛÚÝÜÞTZRIXMßEà
><?S5878>dá âäã&å
YJæ ausgewa¨hlt. Durch Verwendung der Ser-
verzuordnung ç
R\TNPOVU9WT6XZYdè ] Server(m) wird die Aktivita¨t Y dieser Partition zugeordnet. Die
in Abb. 8.3b neu hinzugekommene Aktivita¨t ¸ erha¨lt also ç
R\TNPOVU9WT6XZY ° ] Server(b), so dass
zwischen den Aktivita¨ten b und ¸ keine Migration stattfindet.
3Bei dieser
”
zufa¨lligen Auswahl“ sollten die Gewichte é2ê+ëìZí der Bearbeiter beru¨cksichtigt werden, damit die Wahr-
scheinlichkeit des fiktiven Bearbeiters der eines tatsa¨chlichen Bearbeiters entspricht.
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Auch beim Lo¨schen von Aktivita¨ten mu¨ssen die Serverzuordnungen betrachtet werden: Besteht eine
Partition ausschließlich aus leeren Aktivita¨ten, so macht es keinen Sinn, fu¨r die Ausfu¨hrung dieser
Partition zu einem anderen Server zu migrieren, weil die Ausfu¨hrung leerer Aktivita¨ten keine Kommu-
nikation erfordert. Deshalb sollten auch die Serverzuordnungen einer gelo¨schten (d.h. durch eine leere
Aktivita¨t ersetzten) Aktivita¨t u¨berarbeitet werden. Diese sollte, ebenso wie fu¨r neu eingefu¨gte Akti-
vita¨ten beschrieben, einer Vorga¨ngerpartition zugeordnet werden. So erha¨lt die in Abb. 8.3 gelo¨schte
Aktivita¨t X die Serverzuordnung çSRITNOVU9WT6XZYî ] Server(c), so dass die Migration zwischen den
Aktivita¨ten ï und X entfa¨llt. Beim Lo¨schen ist zudem zu beachten, dass die Aktivita¨ten einer Partition
durch mehrere hintereinander ausgefu¨hrte Operationen gelo¨scht werden ko¨nnen, und dass mehrere
aufeinander folgende Partitionen gelo¨scht werden ko¨nnen. Darum sollte das beschriebene Verfahren
auch auf nachfolgende leere Aktivita¨ten angewendet werden. Wird z.B. in dem in Abb. 8.3b darge-
stellten WF zusa¨tzlich die Aktivita¨t ï gelo¨scht, so wird – wie oben beschrieben – ihre Serverzuordnung
in çSRITNPOVU9WT6XZYð ] Server(a) vera¨ndert. Die Aktivita¨t X wu¨rde aber von dem urspru¨nglich fu¨r die
Aktivita¨t ï vorgesehenen Server ò&ñ kontrolliert werden, was zu einer Migration zwischen den Akti-
vita¨ten ï und X fu¨hren wu¨rde. Deshalb wird von dem Verfahren auch die Serverzuordnung der auf die
Aktivita¨t ï folgenden leeren Aktivita¨t X in çSR\TNPOVU8W&T6XYî ] Server(a) vera¨ndert, so dass durch
das Lo¨schen der Aktivita¨t ï insgesamt zwei Migrationen entfallen.
8.4 Zusammenfassung und Ausblick
Um WfMS in der Praxis fu¨r ein breites Spektrum von Anwendungen einsetzen zu ko¨nnen, ist es
erforderlich, dass zur Ausfu¨hrungszeit der WF-Instanzen dynamisch von ihrem Ablauf abgewichen
werden kann. Damit dabei weiterhin eine sichere WF-Ausfu¨hrung garantiert ist, muss zuvor die An-
wendbarkeit einer solchen ¨Anderungsoperation gepru¨ft werden. Um dies zu ermo¨glichen, wird der
globale aktuelle Zustand der WF-Instanz beno¨tigt. Dieser ist aber in ADEPT îòôóöõ÷Eò­øùõò­ú
è
keinem (ein-
zelnen) WF-Server bekannt. In diesem Kapitel ist es trotz der widerspru¨chlichen Anforderungen und
Ziele von dynamischen ¨Anderungen und effizientem verteilten WF-Management gelungen, ein Ver-
fahren zu entwickeln, das weiterhin alle zula¨ssigen ¨Anderungsoperationen ermo¨glicht und dennoch
keinen hohen Kommunikationsaufwand erfordert. Insbesondere behindert es die
”
normale“ verteilte
WF-Ausfu¨hrung nicht.
Die vorgestellten Verfahren stellen eine praktikable Mo¨glichkeit zur Kombination von verteilter WF-
Steuerung und dynamischen ¨Anderungen dar. Sie ko¨nnen allerdings noch erweitert werden, wobei
aber die Relevanz der im Folgenden vorgestellten Erweiterungen fu¨r die Praxis noch zu kla¨ren ist. Um
die Serverzuordnungen neu eingefu¨gter Aktivita¨ten festzulegen, ko¨nnte man sich intelligente Verfah-
ren vorstellen, welche die Verteilung der Bearbeiter dieser Aktivita¨ten auf die Teilnetze einbeziehen.
So wa¨re es auch fu¨r eine neu eingefu¨gte Aktivita¨t mo¨glich, einen Server festzulegen, der sich nahe
bei den potentiellen Bearbeitern der Aktivita¨t befindet. Um die Festlegung der Serverzuordnungen
effizient zu gestalten, kann hierfu¨r zur Modellierungszeit vorberechnete Information genutzt werden.
Außerdem kann es sinnvoll sein, auch die Serverzuordnungen benachbarter Aktivita¨ten zu u¨berar-
beiten, um ggf. Migrationen einzusparen. Da dynamische ¨Anderungen aber verha¨ltnisma¨ßig seltene
Operationen sind, ist fraglich, ob solche Optimierungen tatsa¨chlich zu einer merklichen Reduktion
der Kommunikationskosten fu¨hren.
Ein anderer Ansatzpunkt fu¨r Optimierungen sind ¨Anderungsoperationen, deren Auswirkungen auf
einen kleinen Teil des WF-Graphen begrenzt sind (z.B. das Lo¨schen von Aktivita¨ten in nur einem
Zweig einer Parallelita¨t). In diesen Fa¨llen wu¨rde es genu¨gen, nur manche Server der WF-Instanz in die
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¨Anderungsoperation einzubeziehen (d.h. nur bei diesen Servern wird Zustandsinformation angefordert
und die ¨Anderung durchgefu¨hrt). Im gu¨nstigsten Fall kann eine solche ¨Anderungsoperation von einem
einzigen Server, ohne Kommunikation mit den Servern parallel ausgefu¨hrter Aktivita¨ten, durchgefu¨hrt
werden. Dies ist dann der Fall, wenn die ¨Anderung nur auf Aktivita¨ten dieses Servers Auswirkungen
hat. Allerdings haben unsere Untersuchungen [Zei99] ergeben, dass selbst ¨Anderungsoperationen, die
nur begrenzte Umstrukturierungen des WF-Graphen erfordern, durch Abha¨ngigkeiten im Datenfluss
weitreichende Auswirkungen haben ko¨nnen. Deshalb kann eine solche Optimierung nur in extrem
seltenen Ausnahmefa¨llen eingesetzt werden.
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Teil III
Diskussion und Zusammenfassung

Kapitel 9
Klassifikation und Simulation von
Workflow-Management-Systemen
Nachdem im Teil II das Verteilungsmodell von ADEPT vorgestellt wurde, soll es in diesem Kapi-
tel mit anderen mo¨glichen Verteilungsmodellen verglichen werden. Zu diesem Zweck werden aus
der Literatur bekannte Verteilungsmodelle klassifiziert. Auch ADEPT îòôóûõ÷EòøùIõòú è wird in diese Klas-
sifikation eingeordnet und mit den anderen Verteilungsmodellen verglichen. Dieser Vergleich wird
dann durch quantitative Ergebnisse erga¨nzt. Diese erhalten wir durch Simulationen, die auf den zuvor
ermittelten Klassen basieren. Das heißt, fu¨r mehrere Szenarien wird das Verhalten von WfMS der je-
weiligen Klassen bei der WF-Ausfu¨hrung simuliert. Die Ergebnisse dieser Simulationen werden dann
vorgestellt und diskutiert. Die Klassifikation der WfMS-Verteilungsmodelle und einige der in diesem
Kapitel pra¨sentierten Simulationen wurden auch schon in [BD99a, BD99b, BD00a] publiziert.
Die eigentliche Diskussion der origina¨ren Beitra¨ge dieser Arbeit erfolgt dann in Kapitel 10, wobei auf
die im vorliegenden Kapitel vorgestellten Verteilungsmodelle und die Simulationsergebnisse Bezug
genommen wird.
In Abschnitt 9.1 wird erla¨utert, anhand welcher Kriterien die Verteilungsmodelle klassifiziert wer-
den, die verschiedenen Verteilungsmodelle werden vorgestellt und ihnen werden konkrete Systeme
und Forschungsansa¨tze zugeordnet. Außerdem wird eine geeignete Vorgehensweise fu¨r die Auswahl
eines Verteilungsmodells fu¨r eine gegebene Anwendung erla¨utert. In den nachfolgenden Abschnit-
ten wenden wir uns dann den Simulationen zu. In Abschnitt 9.2 werden die Anforderungen an die
Simulationsumgebung und deren Entwurf beschrieben. Abschnitt 9.3 erla¨utert das Vorgehen bei der
Auswertung der Simulationsdaten. In den darauf folgenden drei Abschnitten werden Simulationssze-
narien vorgestellt und die zugeho¨rigen Simulationsergebnisse pra¨sentiert und interpretiert: Fu¨r die
Simulation aus Abschnitt 9.4 wird ein mo¨glichst realita¨tsnaher WF verwendet. Dies erlaubt zwar
keine besonders exakte Interpretation der Auswirkungen der einzelnen Aspekte (z.B. variable Ser-
verzuordnungen), dafu¨r kommen die Vor- und Nachteile aller Verteilungsmodelle zur Geltung. In
Abschnitt 9.5 wird ein WF simuliert, bei dem keine abha¨ngigen Bearbeiterzuordnungen verwendet
werden. In Abschnitt 9.6 wird die Simulation eines WF vorgestellt, der ein hohes Maß an abha¨ngi-
gen Bearbeiterzuordnungen aufweist, so dass die Auswirkungen der dann verwendbaren variablen
Serverzuordnungen beurteilt werden ko¨nnen. Das Kapitel schließt mit einer Zusammenfassung der
gewonnenen Erkenntnisse in Abschnitt 9.7.
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9.1 Verteilungsmodelle fu¨r Workflow-Management-Systeme
Dieser Abschnitt bietet eine Klassifikation von aus der Literatur bekannten Verteilungsmodellen fu¨r
WfMS. Zuerst wird gekla¨rt, aufgrund welcher Kriterien die WfMS klassifiziert werden sollen. An-
schließend findet eine Einordnung von konkreten Systemen und Forschungsansa¨tzen in die Klassifika-
tion statt. Der Abschnitt endet damit, dass erla¨utert wird, wie fu¨r ein konkretes Szenario ein geeignetes
Verteilungsmodell ausgewa¨hlt werden kann.
9.1.1 Vorgehensweise beim Vergleich der Verteilungsmodelle
Zum Vergleich der Verteilungsmodelle betrachten wir die Ausfu¨hrung (eines Ausschnitts) eines WF,
der aus der Sequenz der Aktivita¨ten A und B besteht. In Abb. 9.1 sind die hinsichtlich der spa¨teren
Diskussion interessanten Aktionen aufgefu¨hrt. Der WF-Server ermittelt die potentiellen Bearbeiter
von Aktivita¨t A und fu¨gt Aktivita¨t A in deren Arbeitslisten ein. Ein Benutzer, der diese Aktivita¨t be-
arbeiten mo¨chte, wa¨hlt sie aus seiner Arbeitsliste aus; der WF-Server synchronisiert diesen Vorgang
(A: AL). Anschließend startet der WF-Server oder Client das entsprechende Aktivita¨tenprogramm fu¨r
diesen Benutzer (A: Ausf). Dies findet i.d.R. zumindest fu¨r den Client-Teil des Programms auf dem
Rechner dieses Bearbeiters statt. Zum Starten mu¨ssen die Eingabedaten zu dem Programm u¨bertragen
werden. Nach Beendigung des Programms und der ¨Ubertragung der Ausgabedaten zum Server erfolgt
derselbe Ablauf fu¨r Aktivita¨t B (B: AL und B: Ausf). Da jede der in Abb. 9.1 dargestellten Aktionen
potentiell auf einem anderen Rechner ausgefu¨hrt werden kann, stellen die Pfeile 1-7 mo¨gliche Kom-
munikationen dar. Im Abschnitt 1.2.2 wurde gezeigt, dass auch das dem WfMS zugrunde liegende
Kommunikationssystem zum Flaschenhals werden kann. Deshalb wird im Folgenden nicht nur die
Belastung der WF-Server, sondern auch die des Kommunikationssystems betrachtet.
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Abbildung 9.1 Steuerung und Bearbeitung eines WF, der aus den Aktivita¨ten A und B besteht.
Skalierbarkeit und hohe Verfu¨gbarkeit von WfMS wird durch Replikation von Systemkomponenten
und ihre geeignete Verteilung auf mehrere Rechner und Teilnetze erreicht. Die dafu¨r mo¨glichen Ver-
teilungsmodelle werden in diesem Kapitel beschrieben, klassifiziert und analysiert und ihnen konkrete
kommerzielle Systeme sowie Vorschla¨ge aus dem Bereich der Forschung zugeordnet. Die Konzepte
werden hierbei bezu¨glich ihres Leistungsverhaltens miteinander verglichen. Dazu wird untersucht,
wie sich die Last fu¨r die Steuerung der Aktivita¨ten und das Aktualisieren der Arbeitslisten in der
9.1. VERTEILUNGSMODELLE F ¨UR WORKFLOW-MANAGEMENT-SYSTEME 191
Belastung der Server und der Teilnetze niederschla¨gt. In einem unternehmensweiten WfMS ko¨nnen
diese Werte sehr groß werden. Damit keine Komponente u¨berlastet wird, muss ihre Belastung unter
die jeweils vorgegebene Maximalkapazita¨t der Komponente gedru¨ckt werden ko¨nnen. Dies ist z.B.
dann gegeben, wenn die Last fu¨r jede Komponente 3
å
Gesamtlast 465dæ betra¨gt, wobei 5 eine konfigu-
rierbare Gro¨ße sein muss, wie etwa die Anzahl der Server-Replikate im System. Ist diese Bedingung
durch ein Verteilungsmodell erfu¨llt, so kann dieses als skalierbar bezeichnet werden.
Abb. 9.2 zeigt eine Kategorisierung der Verteilungsmodelle und die Einordnung konkreter Systeme.
Die beiden Extrempunkte des Spektrums sind Systeme mit nur einem zentralen Server und voll ver-
teilte Systeme, bei denen jede Komponente Serveraufgaben wahrnimmt. Dazwischen liegen Systeme,
die mehr als einen Server verwenden, aber trotzdem noch die Trennung zwischen Client und Ser-
ver aufrechterhalten, so dass es weniger Server als Clients (Benutzerrechner) im System gibt. Die
¨Uberga¨nge zwischen den Klassen sind fließend, und natu¨rlich gibt es Systeme, die Mischformen
darstellen. Im Folgenden werden die Verteilungsmodelle aber in ihrer Reinform dargestellt, um die
Unterschiede deutlich herausarbeiten zu ko¨nnen.
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Abbildung 9.2 Verteilungsmodelle fu¨r WfMS und Einordnung entsprechender Systeme.
9.1.2 Workflow-Management-Systeme mit zentralem Server
Systeme dieser Kategorie verwenden eine zentrale Serverkomponente (vgl. Abb. 9.3). Dies ist zumin-
dest eine zentrale WF-DB mit nur einem DB-Server. Meist wird auch nur ein WF-Server verwendet,
es gibt aber auch Systeme, bei denen sich mehrere WF-Server die zentrale DB teilen.
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Abbildung 9.3 Ein zentraler WF-Server bearbeitet alle WF-Instanzen des WfMS.
Die Leistungsfa¨higkeit eines solchen Systems ist im Wesentlichen durch den zentralen Server be-
stimmt bzw. beschra¨nkt, da der Server die volle Last fu¨r die Ausfu¨hrung der Aktivita¨ten und fu¨r die
Aktualisierung der Arbeitslisten zu tragen hat. Entsprechend stark wird das Teilnetz des DB-Servers
belastet. Ein solches System ist deshalb nur fu¨r eine relativ kleine Anzahl von Benutzern (einige
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Dutzend) geeignet. Werden mehrere WF-Server verwendet, so la¨sst sich die Last zwischen ihnen auf-
teilen, das zentrale DBMS bleibt aber weiterhin ein potentieller Flaschenhals.
Beispiele:
In die Kategorie
”
zentraler Server“ fallen viele kommerzielle Systeme wie WorkParty [Sie95a],
ProMInanD [Kar94] oder FlowMark [IBM96b] bis Version 2.1. Sie verwenden einen zentralen
WF-Server oder zumindest eine zentrale WF-DB (mit zentralem DB-Server), die zur Ausfu¨hrung
jedes Teilschritts beno¨tigt wird. Auch einige Forschungsansa¨tze (z.B. Panta Rhei [EG96, EGL96a,
EGL96b, EL96a, EL96b], WASA [VWW96a, VWW96b], [DHL91]) setzen eine zentrale Kontrollin-
stanz voraus.
FlowMark [IBM96a, IBM96b] ermo¨glicht ab Version 2.2, einen Subprozess in einem anderen
FlowMark-System (Local Domain) ausfu¨hren zu lassen. Dadurch entsteht eine Mischform aus einer
zentralen Architektur und einer Architektur, bei der mehrere Server verwendet werden, die jeweils
nahe bei den jeweiligen Bearbeitern angesiedelt sind (siehe Abschnitt 9.1.3.2). Eine solche Koopera-
tion von zentralen WfMS ist nu¨tzlich, wenn ein Teil eines Prozesses von anderen Bearbeitern bzw.
in anderen OE ausgefu¨hrt wird als der Rest. Dieser Teil wird dann von dem anderen WfMS kon-
trolliert. Es ist hierbei zu beachten, dass es sich bei den verschiedenen Local Domains um getrennte
Systeme handelt, die lediglich kooperieren. Dies zeigt sich zum Beispiel daran, dass Benutzer, die
Aktivita¨ten in verschiedenen Abschnitten eines solchen aufgespaltenen Prozesses ausfu¨hren sollen, in
allen zugeho¨rigen Systemen bekannt gemacht werden mu¨ssen.
Im Optimalfall verteilt sich die Last gleichma¨ßig auf alle beteiligten (zentralen) Systeme. Auch der
Aufwand fu¨r das Aktualisieren der Arbeitslisten wird aufgeteilt, wenn die Benutzer jeweils nur in
wenigen Local Domains aktiv und gleichma¨ßig auf sie verteilt sind. Der Aufwand fu¨r das ¨Andern
einer Verteilung ist allerdings sehr groß, da entsprechende Teilprozesse fu¨r die einzelnen Teilsysteme
modelliert werden mu¨ssen, d.h. das WF-Modell vera¨ndert werden muss.
Diskussion:
Bei einem zentralen WF-Server sto¨ßt man sehr schnell an dessen Leistungsgrenze und an die des
betroffenen Kommunikationssystems. Wie in Abschnitt 3.1.2 diskutiert wurde, fu¨hrt auch der Einsatz
eines (zentralen) Hochleistungssystems nicht automatisch zur Lo¨sung dieser Probleme. Werden, wie
bei FlowMark, kooperierende zentrale WfMS verwendet, so wird zwar ein verteiltes WF-Management
ermo¨glicht, die dabei realisierte Verteilung ist aber sehr unflexibel (vgl. Abschnitt 3.4.2).
9.1.3 Workflow-Management-Systeme mit mehreren Servern
Systeme, bei denen der WF-Server mehrfach und auf verschiedene Maschinen verteilt vorhanden ist,
bilden die im Folgenden beschriebene Kategorie. Fu¨r die Verteilung der Server gibt es drei Ansa¨tze:
Man wa¨hlt den WF-Server nach dem Zufallsprinzip oder man versucht, aus dem Ort des Servers
Vorteile zu ziehen. Hier gibt es zwei Mo¨glichkeiten: Man kann fu¨r die Steuerung einer Aktivita¨t den
Server verwenden, der sich bei den vorgesehenen Bearbeitern befindet oder den, der sich auf dem
Knoten der zugeho¨rigen Anwendung befindet.
9.1.3.1 Server werden zufa¨llig gewa¨hlt
Bei diesem Ansatz wird der Server fu¨r eine WF-Instanz zufa¨llig gewa¨hlt (Abb. 9.4). Die Server sind
identische Replikate der WF-Engine und bestehen aus einer WF-DB und einem WF-Server (WF-
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Cluster). Alle WF-Typen ko¨nnen von jedem Cluster ausgefu¨hrt werden; eine WF-Instanz verbleibt in
dem Cluster, in dem sie gestartet wurde. Ein Cluster ist nicht an eine OE gebunden.
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Abbildung 9.4 Der Cluster fu¨r eine WF-Instanz wird bei deren Start zufa¨llig gewa¨hlt.
In der WF-DB sind die replizierte Schemainformation, die Instanzen des Clusters und der diesen Clu-
ster betreffende Teil der Arbeitslisten aller Benutzer gespeichert. Jeder Client muss eine Verbindung
mit jedem Cluster aufbauen, da in jedem Cluster Auftra¨ge fu¨r ihn vorhanden sein ko¨nnen.
Durch die geeignete Wahl des Clusters beim Prozessstart (zufa¨llig, zyklisch, lastabha¨ngig) kann
eine Lastbalancierung erreicht werden. Dadurch la¨sst sich die durch die Aktivita¨tenausfu¨hrung ent-
stehende Last (Parametertransfer zum Client) auf die WF-DB verteilen. Der Ausfall einer WF-DB
blockiert zwar alle Instanzen des zugeho¨rigen Clusters, die WF-Instanzen anderer Cluster sind hiervon
aber nicht betroffen. Da die Benutzer normalerweise auch WF-Instanzen anderer Cluster bearbeiten,
ko¨nnen i.d.R. alle Benutzer, trotz des Ausfalls eines Clusters, zumindest eingeschra¨nkt weiterarbeiten.
Fu¨r das Aktualisieren der Arbeitslisten stellen die Cluster ein potentielles Problem dar. Von einem
Cluster werden jeweils Instanzen aller WF-Typen kontrolliert, weshalb alle Benutzer des WfMS fu¨r
diesen Cluster relevant sind. Deshalb muss ein Cluster Teile der Arbeitslisten aller Benutzer verwal-
ten, weshalb er einen potentiellen Flaschenhals bildet. Die Anzahl der zu verwaltenden Arbeitslisten
kann also durch die Verwendung mehrerer Cluster nicht verringert werden, was bei sehr großen Be-
nutzerzahlen ein Problem sein kann.
Ein anderes Problem ergibt sich durch die Belastung des Netzwerks. Durch die Erho¨hung der Anzahl
der Teilnetze (auf welche die Cluster verteilt werden) la¨sst sich zwar ihre Kommunikationslast senken,
aber durch die zufa¨llige Wahl des Clusters beim Start einer Instanz werden auch Cluster mit ungu¨nsti-
ger Lage gewa¨hlt. Dieses Problem ist bei weitra¨umig verteilten Systemen besonders gravierend. So
kann die Bearbeitung eines Prozesses zwar geographisch beschra¨nkt sein, aber durch die unglu¨ckliche
Wahl des Clusters fu¨r eine Instanz sta¨ndige WAN-Kommunikation zur Steuerung notwendig werden.
Beispiel:
Beim Exotica-Cluster-Ansatz [AKA  94] bestehen die Cluster aus je einer WF-DB und mehreren
WF-Servern. Ein Client muss sich mit nur einem WF-Server jedes Clusters verbinden, da durch die
gemeinsame WF-DB alle Server eines Clusters u¨ber alle notwendigen Informationen verfu¨gen.
Die Verwendung mehrerer WF-Server in einem Cluster erho¨ht die Verfu¨gbarkeit, da ein Client beim
Ausfall eines WF-Servers einen anderen Server dieses Clusters verwenden kann. Der Ausfall der
WF-DB blockiert natu¨rlich weiterhin den gesamten betroffenen Cluster. Die Verwendung mehrerer
WF-Server je Cluster reduziert die Last pro Server, die durch die Aktivita¨tenausfu¨hrung und das Ak-
tualisieren der Arbeitslisten entsteht. Da die Server eines Clusters alle Benutzer bedienen mu¨ssen,
bildet die WF-DB beim Aktualisieren der Arbeitslisten aber weiterhin einen Flaschenhals.
Diskussion:
Im Gegensatz zu ADEPT ¡ ¢¡£¥¤¦¡¡§©¨ weist dieses Verteilungsmodell ein sehr ungu¨nstiges Kommuni-
kationsverhalten auf, da der Ort des WF-Servers nicht gezielt gewa¨hlt werden kann. Außerdem muss
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der Server jedes Clusters die Arbeitslisten aller Benutzer aktualisieren, wa¨hrend ein WF-Server in
ADEPT nur die Bearbeiter bestimmter (ihm zugeordneter) Aktivita¨ten bedienen muss.
9.1.3.2 Server sind nahe bei den Bearbeitern
Die im Folgenden beschriebenen Ansa¨tze versuchen aus der gezielten Wahl des WF-Servers Vorteile
zu ziehen. Dazu wird jeweils der WF-Server verwendet, der nahe bei den Bearbeitern liegt. Dieser
Ansatz basiert auf der Annahme, dass die meisten Aktivita¨ten von Benutzern ausgefu¨hrt werden, die
(fast) alle derselben OE angeho¨ren. Diese stellt somit einen guten Ort fu¨r den WF-Server dar. Eine OE
kann jede Art von organisatorischer Einheit sein. Allerdings wird in diesem Zusammenhang gefordert,
dass die OE geographisch beschra¨nkt ist.
Die Konzepte dieser Kategorie ko¨nnen danach unterschieden werden, ob eine WF-Instanz den Server
wechseln kann, also eine Migration mo¨glich ist (Abb. 9.5b), oder nicht (Abb. 9.5a). Dass sich Mi-
grationen auf das Kommunikationsverhalten eines WfMS positiv auswirken ko¨nnen, wurde schon in
den Abschnitten 3.2.2 und 4.7.2.2 gezeigt. Bei den Ansa¨tzen, bei denen keine Migration mo¨glich ist,
wird von der Annahme ausgegangen, dass ein kompletter WF weitgehend zu nur einer OE geho¨rt.
Aktivita¨ten, die in anderen OE ausgefu¨hrt werden, werden ebenfalls von diesem, dann natu¨rlich nicht
optimalen Server gesteuert. Wird die Anzahl dieser
”
entfernten“ Aktivita¨ten zu groß, so kann die
durch ihre Ausfu¨hrung erzeugte Kommunikationslast sehr hoch werden.
ª!«(ª­¬¯®(°
± ² ³ ³ ´ µ
¶ · ¸ ¹
º » ¼ ½ ³ ¾
¶ ¿
ÀÁ Â
¸ Ã ½ ¹Á Ä Å Ä Æ Ç
È
Ä É Ä Æ
È Ê
µ ¸ ·
¿
È
¿ Å Ë Ì
´ ¹
Ä
Í Î
» ¼
Î Ï Ï
´
Í
± ² ³ ³ ´ µ
¶ · ¸ ¹
º » ¼ ½ ³ ¾
¶ ¿
ÀÁ Â
¸ Ã ½ ¹Á Ä Å Ä Æ Ç
È
Ä É Ä Æ
È Ê
µ ¸ ·
¿
È
¿ Å Ë Ì
´ ¹
Ä
Í Î
» ¼
Î Ï Ï
´
Í
Ð Ñ Ò Ó Ô Ó Õ Ò Ô Ö Ô × Ø Ù × Ú Û Ó Õ Ü Ý Ô Ú Ö
Þ
Ñ Ò ß à à Ó Õ á Ü Ý Ô Ó Ö Ý Ü Ù â Ø à ã Õ Ó Ö
ä
Ñ å æ Ü çè Ö Ô Ó Ú Û Ó Õ Ü Ý Ú Ö
é
Ñ ê ë ì Ù à í Ó î Ö Ý Ó Õ × Ù ë ì Ù Ö ï
å Ù × ð Ü ì à ñ ò ò ò
Ð Ñ Ò Ó Ô Ó Õ Ò Ô Ö Ô × Ø Ù × Ú Û Ó Õ Ü Ý Ô Ú Ö
Þ
Ñ Ò ß à à Ó Õ á Ü Ý Ô Ó Ö Ý Ü Ù â Ø à ã Õ Ó Ö
ä
Ñ å æ Ü çè Ö Ô Ó Ú Û Ó Õ Ü Ý Ú Ö
é
Ñ ê ë ì Ù à í Ó î Ö Ý Ó Õ × Ù ë ì Ù Ö ï
å Ù × ð Ü ì à ñ ò ò ò
Ð Ñ Ò Ó Ô Ó Õ Ò Ô Ö Ô × Ø Ù × Ú Û Ó Õ Ü Ý Ô Ú Ö
Þ
Ñ Ò ß à à Ó Õ á Ü Ý Ô Ó Ö Ý Ü Ù â Ø à ã Õ Ó Ö
ä
Ñ å æ Ü çè Ö Ô Ó Ú Û Ó Õ Ü Ý Ú Ö
é
Ñ ê ë ì Ù à í Ó î Ö Ý Ó Õ × Ù ë ì Ù Ö ï
å Ù × ð Ü ì à ñ ò ò ò
Ð Ñ Ò Ó Ô Ó Õ Ò Ô Ö Ô × Ø Ù × Ú Û Ó Õ Ü Ý Ô Ú Ö
Þ
Ñ Ò ß à à Ó Õ á Ü Ý Ô Ó Ö Ý Ü Ù â Ø à ã Õ Ó Ö
ä
Ñ å æ Ü çè Ö Ô Ó Ú Û Ó Õ Ü Ý Ú Ö
é
Ñ ê ë ì Ù à í Ó î Ö Ý Ó Õ × Ù ë ì Ù Ö ï
å Ù × ð Ü ì à ñ ò ò ò
Ð Ñ Ò Ó Ô Ó Õ Ò Ô Ö Ô × Ø Ù × Ú Û Ó Õ Ü Ý Ô Ú Ö
Þ
Ñ Ò ß à à Ó Õ á Ü Ý Ô Ó Ö Ý Ü Ù â Ø à ã Õ Ó Ö
ä
Ñ å æ Ü çffè Ö Ô Ó Ú Û Ó Õ Ü Ý Ú Ö
é
Ñ ê ë ì Ù à í Ó î Ö Ý Ó Õ × Ù ë ì Ù Ö ï
å Ù × ð Ü ì à ñ ò ò ò
Ð Ñ Ò Ó Ô Ó Õ Ò Ô Ö Ô × Ø Ù × Ú Û Ó Õ Ü Ý Ô Ú Ö
Þ
Ñ Ò ß à à Ó Õ á Ü Ý Ô Ó Ö Ý Ü Ù â Ø à ã Õ Ó Ö
ä
Ñ å æ Ü çffè Ö Ô Ó Ú Û Ó Õ Ü Ý Ú Ö
é
Ñ ê ë ì Ù à í Ó î Ö Ý Ó Õ × Ù ë ì Ù Ö ï
å Ù × ð Ü ì à ñ ò ò ò
óffiôó!õ ö
ôó$÷&ø(ù
ö
ôó!õ
ú>û
ó!ô(ó­÷¯ø(ù
ü ý þ þ ß  
   
    þ 	





    
     
     
    

 

  
 ß  
 
 
  
ß

ü ý þ þ ß  
   
    þ 	





    
     
     
    

 

  
 ß  
 
 
  
ß

ff fi fl ffi  ffi  fl  !  " # $ " % & ffi  ' (  % !
)
fi fl * + + ffi  , ' (  ffi ! ( ' $ - # + .  ffi !
/
fi 0 1 ' 243 !  ffi % & ffi  ' ( % !
5
fi 6 7 8 $ + 9 ffi : ! ( ffi  " $ 7 8 $ ! ;
0 $ " < ' 8 + = > > >
ff fi fl ffi  ffi  fl  !  " # $ " % & ffi  ' (  % !
)
fi fl * + + ffi  , ' (  ffi ! ( ' $ - # + .  ffi !
/
fi 0 1 ' 243 !  ffi % & ffi  ' ( % !
5
fi 6 7 8 $ + 9 ffi : ! ( ffi  " $ 7 8 $ ! ;
0 $ " < ' 8 + = > > >
ff fi fl ffi  ffi  fl  !  " # $ " % & ffi  ' (  % !
)
fi fl * + + ffi  , ' (  ffi ! ( ' $ - # + .  ffi !
/
fi 0 1 ' 243 !  ffi % & ffi  ' ( % !
5
fi 6 7 8 $ + 9 ffi : ! ( ffi  " $ 7 8 $ ! ;
0 $ " < ' 8 + = > > >
ff fi fl ffi  ffi  fl  !  " # $ " % & ffi  ' (  % !
)
fi fl * + + ffi  , ' (  ffi ! ( ' $ - # + .  ffi !
/
fi 0 1 ' 243 !  ffi % & ffi  ' ( % !
5
fi 6 7 8 $ + 9 ffi : ! ( ffi  " $ 7 8 $ ! ;
0 $ " < ' 8 + = > > >
ff fi fl ffi  ffi  fl  !  " # $ " % & ffi  ' (  % !
)
fi fl * + + ffi  , ' (  ffi ! ( ' $ - # + .  ffi !
/
fi 0 1 ' 243 !  ffi % & ffi  ' ( % !
5
fi 6 7 8 $ + 9 ffi : ! ( ffi  " $ 7 8 $ ! ;
0 $ " < ' 8 + = > > >
ff fi fl ffi  ffi  fl  !  " # $ " % & ffi  ' (  % !
)
fi fl * + + ffi  , ' (  ffi ! ( ' $ - # + .  ffi !
/
fi 0 1 ' 2?3 !  ffi % & ffi  ' ( % !
5
fi 6 7 8 $ + 9 ffi : ! ( ffi  " $ 7 8 $ ! ;
0 $ " < ' 8 + = > > >
@BAC@ED F
AC@HGJILK
F
AC@ED
MON PRQOSUTWVYX[ZJV\X P]QOSUT^V\X_Z`VYX
PRQOSUTWVYX[ZJV\X
P]QOSUT^V\X[ZJVYX
acb
Xed
M
V
b
dOV\f
F
VOg\X
M
V
b h
VYXif
djV
I
PRQ
k
V
aEl\mOn h
P]QOSUT^V\X[ZJVYX
acb
Xed
M
V
b
dOV\f
F
VOg\X
M
V
b h
VYXif
djV\X
@Ho
hqp
@
k
V
aEl\mOn h
P]QOSUT^V\X_Z`VYX
acb
Xed
M
V
b
dOV\f
F
Vjg\X
M
V
b h
VYXif
djVYX
@ro
hqp
F
k
V
aElYmjn h
Abbildung 9.5 WF-Server nahe bei den potentiellen Bearbeitern
Granularita¨t: a) gesamter Prozess (ohne Migration), b) einzelne Aktivita¨ten (mit Migration).
Ist eine Migration von WF-Instanzen mo¨glich, so kann im Prinzip jede Aktivita¨t von dem fu¨r sie
optimalen Server kontrolliert werden. Allerdings gehen alle in der Literatur beschriebenen Ansa¨tze
dieser Kategorie von der einschra¨nkenden Annahme aus, dass alle potentiellen Bearbeiter einer Ak-
tivita¨t derselben OE angeho¨ren. Die Bearbeiterauflo¨sung erfolgt dann nur lokal fu¨r die Benutzer im
Domain dieses WF-Servers. Es gibt also keine Ansa¨tze, welche die Mo¨glichkeit zur Migration mit
einer globalen Bearbeiterauflo¨sung kombinieren.
Wir analysieren zuerst die Variante ohne Migration. Die WF-Server sind jeweils fu¨r verschiedene WF-
Typen zusta¨ndig. Da deren Laufzeitdaten voneinander unabha¨ngig sind, ist keine Synchronisation
zwischen den WF-Servern notwendig. Die Last fu¨r die Steuerung der Aktivita¨tenausfu¨hrung wird
unter den Servern aufgeteilt. Das Verteilen der Last ist etwas schwierig, da Prozesse nur als Ganzes
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einem Server zugeordnet werden ko¨nnen. Sollte ein WF-Typ alleine schon einen Server u¨berlasten,
gibt es keine geeignete Verteilung.
Auch wenn Migrationen mo¨glich sind, teilt sich die Last fu¨r die Steuerung der Aktivita¨tenausfu¨hrung
zwischen den WF-Servern auf. Es kommen zwar die Migrationskosten hinzu, aber die durch die Akti-
vita¨tenausfu¨hrung erzeugte Kommunikationslast ist geringer, da durch die Migration fu¨r jede Aktivita¨t
ein geeigneter WF-Server ausgewa¨hlt werden kann.
Zur Abscha¨tzung der Belastung der Server durch das Aktualisieren der Arbeitslisten nehmen wir ge-
nerell an, dass ein Benutzer nicht in alle WF-Typen bzw. Aktivita¨tentypen involviert ist. Deshalb ist
jeder Server nur fu¨r einen Teil der Benutzer zusta¨ndig, weshalb er auch nur einen Teil der Last bewa¨lti-
gen muss. Erfolgt die Bearbeiterauflo¨sung nur lokal, d.h. ist der Server nur fu¨r die Bearbeiter seines
Domains zusta¨ndig, so erzeugt das Aktualisieren der Arbeitslisten besonders wenig Last. Allerdings
hat diese Variante den Nachteil, dass beim Ausfall eines Servers alle seine Benutzer blockiert sind, da
sie ihre Auftra¨ge nur von ihm erhalten. Außerdem sind manchmal Aktivita¨ten wu¨nschenswert, die in
mehreren OE bearbeitet werden ko¨nnen (z.B. Einholen einer Unterschrift von einem beliebigen Ab-
teilungsleiter). Diese sind bei lokaler Bearbeiterauflo¨sung nicht modellierbar. Des Weiteren schra¨nkt
dieses Konzept die Replikation der Server ein. Bei ¨Uberlastung eines Servers ist es nicht mo¨glich, die
Last auf mehrere Server zu verteilen, da diese dann getrennte OE mit disjunkten Benutzern darstellen
wu¨rden.
Beispiele:
MOBILE [BHJ s 96, HS96, Jab97] verfolgt das Ziel, durch Replikation der Server und Partitionierung
der Daten die Last fu¨r die einzelnen Server zu minimieren und dadurch eine mo¨glichst hohe Gesamt-
last zu bewa¨ltigen. Dazu werden die Aufgaben eines WF-Servers in sogenannte Aspekte zerlegt, wie
z.B. den funktionalen Aspekt, den Kontrollfluss und den Datenfluss. Jeder dieser Aspekte wird durch
einen eigenen Server realisiert, die durch einen Systemkern verbunden sind. Ist ein solcher Server
u¨berlastet, so wird er repliziert.
Das Synchronisationsproblem bei ¨Anderung der Daten dieser Server wurde folgendermaßen gelo¨st:
Statische Daten, wie z.B. Schemadaten, werden repliziert. Die Server fu¨r verschiedene Aspekte haben
keine gemeinsamen Daten, außer der statischen WF-ID; diese wird repliziert. Die anderen Daten las-
sen sich nach den Aspekten partitionieren. Die verschiedenen Replikate eines Servers fu¨r denselben
Aspekt verwenden zwar dieselben dynamischen Instanzdaten, aber jeder WF-Typ hat eine korrespon-
dierende OE und damit einen fest zugeordneten Server. Es werden also gesamte Prozesse einem WF-
Server zugeordnet, eine Migration ist nicht vorgesehen. Entsprechend dieser Zuordnung lassen sich
diese Daten partitionieren.
Die Aufteilung in Aspekte bringt eine Reduktion der Last um bestenfalls einen Faktor, welcher der
Anzahl der verschiedenen Aspekte entspricht. Da dies aber ein kleiner (konstanter) Faktor ist (gema¨ß
[HS96]: 6), fu¨hrt dies zu keiner signifikanten Reduktion der Last. Dass sich die Last gleichma¨ßig
auf die Aspekte-Server verteilt, ist zudem unrealistisch, da deren Aufgaben vo¨llig unterschiedlichen
Aufwand erfordern. Hinzu kommt, dass fu¨r bestimmte Operationen (wie z.B. die dynamische Re-
strukturierung eines Ablaufgraphen) fast alle Aspekte beno¨tigt werden, so dass durch die Verteilung
auf mehrere Server ein zusa¨tzlicher Kommunikations- und Synchronisationsaufwand entsteht.
In [NSS98, Sch97b, SNS99] wurde der MOBILE-Ansatz noch folgendermaßen erweitert: Beim Start
eines (Sub-)WF, also zur Ausfu¨hrungszeit, wird entschieden, von welchem WF-Server dieser kon-
trolliert werden soll. Bei dieser Entscheidung werden Rechte, Gewichte (gewu¨nschte Ressourcenzu-
ordnung) und Kosten (Leistungsfa¨higkeit von Rechnern und Kommunikationsverbindungen) beru¨ck-
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sichtigt. Es findet allerdings keine Migration der WF-Instanz statt, sondern die Subprozesse werden
entfernt gestartet. Diese Vorgehensweise fu¨hrt zu den in Abschnitt 3.4.2 diskutierten Nachteilen
Das MENTOR-System [WWWK96a, WWWK96b, WWK s 97, MWW s 98] basiert auf einigen
Standardkomponenten, wie dem Transaktionsmonitor TUXEDO [UNI92], CORBA [OMG95a,
OMG95b, OMG95c] und Statemate, einem Werkzeug zur Modellierung und Ausfu¨hrung von State-
/Activitycharts. Dabei wird in einem Statechart der Kontrollfluss und in einem Activitychart der zu-
geho¨rige Datenfluss und der funktionale Aspekt eines WF modelliert. Kernidee des in diesem Projekt
verfolgten Ansatzes ist es nun, die State-/Activitycharts so zu partitionieren, dass eine zum zentra-
len Fall a¨quivalente verteilte Ausfu¨hrung entsteht und jede Aktivita¨t in einem zuvor fu¨r sie nach OE
festgelegten
”
Processing Entity“ ausgefu¨hrt wird. Der entsprechende Server ist somit nur fu¨r die ihm
zugeordneten Aktivita¨ten und fu¨r die seinem Processing Entity angeho¨rigen Benutzer zusta¨ndig. Dies
ist einer der Ansa¨tze, die auf eine globale Bearbeiterauflo¨sung verzichten.
An den Zerlegungspunkten des State-/Activitycharts erfolgt ein Wechsel des Servers, d.h. die kom-
plette WF-Instanz migriert zu einem anderen Server. Es werden nur globale Variablen verwendet,
deren ¨Anderungen durch einen in jedem Server vorhandenen Communication-Manager propagiert
werden. Alle Kommunikationen werden durch ein 2PC geschu¨tzt, weshalb die verwendeten Anwen-
dungen das XA-Protokoll unterstu¨tzen mu¨ssen.
WIDE [CGP s 96, CGS97] verfolgt einen a¨hnlichen Ansatz, allerdings ist die Skalierbarkeit in diesem
Projekt nur ein Teilaspekt. Es wird auch ein Transaktionsmanagement auf verschiedenen logischen
Ebenen (geschachtelte Transaktionen fu¨r Aktivita¨ten bzw. Sagas fu¨r Prozesse) angeboten [GVBA97].
Mit Hilfe von aktiven Regeln ist zudem eine Ausnahmebehandlung mo¨glich. Die Idee zur Verteilung
ist analog zu MENTOR. Allerdings ist noch keine Migration vorgesehen, sondern die Daten verblei-
ben an einem Ort, und es wird entfernt mit Hilfe von CORBA-Diensten auf sie zugegriffen. Dies kann
zu den schon erwa¨hnten hohen Kosten bei mehrfachem weit entfernten Zugriff fu¨hren.
Diskussion:
Auch ADEPT fa¨llt in die Kategorie, bei der der WF-Server nahe bei den potentiellen Bearbeitern
der aktuellen Aktivita¨t gewa¨hlt wird. ADEPT ist allerdings der einzige Ansatz, bei dem Migrationen
mit einer globalen Bearbeiterauflo¨sung kombiniert werden. Dies ist wichtig, um den WF-Server einer
Aktivita¨t ohne Beschra¨nkungen festlegen zu ko¨nnen, so dass dadurch die Minimierung der Kommuni-
kationskosten ermo¨glicht wird. Die durch dieses Verfahren gewonnenen Freiheitsgrade fu¨hren dazu,
dass die Migrationskosten in ADEPT wesentlich niedriger als bei MENTOR und WIDE sind, da nicht
bei jedem Wechsel der OE migriert werden muss.
9.1.3.3 Server sind nahe bei der Anwendung
Eine weitere Mo¨glichkeit, um aus der Wahl des Ortes des WF-Servers Vorteile zu ziehen, ist ihn dort
zu platzieren, wo das Anwendungsprogramm der entsprechenden Aktivita¨t la¨uft (Abb. 9.6). Diese
Variante wird vor allem von Systemen verwendet, die auf einer objektorientierten Infrastruktur (z.B.
CORBA) basieren. Die Anwendung ist dabei als Objekt gekapselt, das an einem bestimmten Ort im
verteilten System allokiert ist. Das entsprechende Teilnetz oder sogar derselbe Rechner wird auch
fu¨r den WF-Server der zugeho¨rigen Aktivita¨t gewa¨hlt. Die WF-Instanz ist ein Objekt, das zu dem
jeweiligen WF-Server migriert. Eine andere Mo¨glichkeit ist, dass lediglich Objektreferenzen zwischen
den Servern wandern und diese dann bei der Verwendung der zugeho¨rigen Parameter entfernt auf die
entsprechenden Objekte zugreifen.
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Abbildung 9.6 Der WF-Server wird nahe bei Anwendung platziert.
Die durch die Aktivita¨tenausfu¨hrung erzeugte Last la¨sst sich bei diesem Konzept auf die einzelnen
Server verteilen. Die dabei entstehende Migrationslast ist allerdings recht groß, da das Instanzenob-
jekt bei fast jedem Teilschritt migriert (selbst wenn er vom selben Bearbeiter wie der Vorga¨ngerschritt
ausgefu¨hrt wird), weil gewo¨hnlich eine andere Anwendung verwendet wird. Falls vom WF-Server
entfernt auf die Daten zugegriffen wird, verringert dies zwar die Migrationslast, aber die Last durch
die Aktivita¨tenausfu¨hrung ist wesentlich gro¨ßer, da die Anwendungen mehrfach auf ein (evtl. weit)
entferntes Objekt zugreifen. Ein generelles Problem des Ansatzes ist, dass die Verteilung der Last da-
von abha¨ngt, wie ha¨ufig die einzelnen Anwendungen aufgerufen werden. Dies la¨sst sich nicht immer
steuern.
Es ist schwierig, die Belastung der Server durch das Aktualisieren der Arbeitslisten zu bestimmen.
Ein Server muss prinzipiell alle Benutzer bedienen, da die Verteilung nicht an OE (z.B. Abteilungen)
orientiert ist, sondern an Anwendungen. Dadurch kann er zu einem Flaschenhals werden. Allerdings
werden i.d.R. die meisten Benutzer nur wenige Anwendungen aufrufen du¨rfen, da sie ihre Rolle auf
bestimmte Ta¨tigkeiten einschra¨nkt. Da deshalb jede Anwendung nur von bestimmten Benutzern ver-
wendet wird, mu¨ssen nur deren Arbeitslisten gewartet werden, was die Last fu¨r den WF-Server re-
duziert. Diese Annahme muss aber nicht gelten. Es sind Szenarien denkbar, in denen es Abteilungen
gibt, deren Mitarbeiter zwar getrennte Prozesse bearbeiten, jedoch mit denselben Anwendungen. In
einem solchen Fall wird jede Anwendung von jedem Benutzer aufgerufen, wodurch die Skalierbarkeit
eingeschra¨nkt wird.
Dieser Ansatz geht zudem von der Annahme aus, dass jede Anwendung einen eindeutig bestimmbaren
Ort hat. Das ist auch der Grund dafu¨r, dass dieses Verteilungsmodell vor allem von Ansa¨tzen verwen-
det wird, die auf einer objektorientierten Infrastruktur basieren. Da das Aktivita¨tenprogramm dann als
Objekt gekapselt ist, hat es stets einen bestimmbaren Ort. Bei einer Datenbankanwendung wa¨re dieser
z.B. durch den Rechner bestimmt, auf dem das DBS la¨uft. Problematisch sind Anwendungen, die auf
mehreren Rechnern installiert sind oder u¨ber das Netzwerk gestartet werden, wie z.B. ein Editor, eine
Textverarbeitung oder eine Eingabemaske. Solche Anwendungen werden immer auf dem Rechner des
(a priori unbekannten) Benutzers ausgefu¨hrt, der die Aktivita¨t bearbeitet. Da durch die Anwendung
kein Ort vorgegeben wird, ist dieser Ansatz nicht ohne weiteres verwendbar, weil dann kein WF-
Server fu¨r die entsprechende Aktivita¨t bestimmt werden kann. Man ko¨nnte nun fu¨r den WF-Server
einen beliebigen Ort wa¨hlen, dies wa¨re aber bezu¨glich der Kommunikationskosten sehr ungu¨nstig.
Es bietet sich an, den WF-Server in diesen Fa¨llen wie bei den Ansa¨tzen aus Abschnitt 9.1.3.2 so zu
wa¨hlen, dass er nahe bei den Bearbeitern der Aktivita¨t liegt. – In der Regel werden Anwendungen
wohl ha¨ufig auf Rechnern der OE laufen, zu der ihre Bearbeiter geho¨ren, so dass die letzten beiden
Verteilungsmodelle zu a¨hnlichen Ergebnissen fu¨hren.
Beispiele:
Die verwandten Systeme CodAlf [SM96, SM97] und BPAFrame [HIM96, Mit97, MIZ s 96,
MMSL96, SM96] basieren auf unterschiedlicher objektorientierter Middleware. Wa¨hrend CodAlf
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eine objektorientierte Erweiterung des OSF DCE [Sch93] verwendet, basiert BPAFrame auf CORBA
[OMG95a, OMG95b, OMG95c]. Wie oben beschrieben, wird jede Anwendung in einem Objekt ge-
kapselt. Ein solches Objekt hat einen festen Ort – an dem sich auch der zugeho¨rige WF-Server be-
findet – und wird als Runtime-System bezeichnet. WF-Typen werden als Objekttypen implementiert,
die WF-Instanzen sind somit als Objekte realisiert. Sie enthalten außer den Anwendungsdaten auch
noch die Prozessbeschreibung. Diese mobilen Objekte migrieren zum Ort des Anwendungsobjektes
der na¨chsten Aktivita¨t. Dieser Ort wird von einer Komponente (Trader) ermittelt, die als Directory
Service dient (also angibt, wo sich ein geeignetes Objekt befindet) und außerdem eine Lastverteilung
vornimmt. Der erforderliche entfernte Zugriff auf Daten wird durch die verwendeten Middleware-
Dienste realisiert. Dasselbe gilt fu¨r den Zugriff der Benutzer auf die entfernten Runtime-Systeme.
Wie oben bereits ausgefu¨hrt wurde, ha¨ngt bei diesem Ansatz die Last eines WF-Servers davon ab, wie
ha¨ufig die zugeho¨rige Anwendung verwendet wird. Falls es aber mo¨glich ist, den Anwendungsserver
zu replizieren, so sorgt der Trader fu¨r eine Verteilung der Last.
METEOR ß [DKM s 97, MPS s 98, MSKW96, SK97] verwendet einen Ansatz, der dem eben beschrie-
benen sehr a¨hnlich ist. Er basiert ebenfalls auf CORBA. Allerdings ist die Ablaufbeschreibung nicht in
einem mobilen Instanzenobjekt enthalten, sondern sie wird in ihre Teilschritte (jeweils mit Kanten zu
vorangehenden und nachfolgenden Aktivita¨ten) zerlegt. Aus dieser Information wird fu¨r jede Aktivita¨t
ein Teil des WF-Servers (Taskmanager genannt) erzeugt, der die Ausfu¨hrung genau dieser Aktivita¨t
steuert. Ein Taskmanager kann prinzipiell an einem beliebigen Ort allokiert werden, allerdings wird
auch hier der Ort der Anwendung vorgeschlagen. Im Gegensatz zu den beiden vorherigen Ansa¨tzen
migrieren keine Instanzenobjekte zwischen den Taskmanagern. Stattdessen werden beim Weiterschal-
ten des Prozesses zur na¨chsten Aktivita¨t Referenzen auf die verwendeten Datenobjekte u¨bergeben. Bei
der Ausfu¨hrung einer Aktivita¨t muss dann auf die i.d.R. entfernt liegenden Datenobjekte zugegriffen
werden. Schließlich wird in METEOR ß der Ort der Anwendungen und der Taskmanager eindeutig
festgelegt, so dass die Aufgabe des Traders entfa¨llt. Dadurch ist aber auch keine dynamische Lastba-
lancierung mo¨glich.
Der Ansatz betrachtet auch noch weitere Aspekte, wie den Wiederanlauf nach Fehlern oder die effi-
ziente Ermittlung des aktuellen Zustands einer WF-Instanz. Zu diesem Zweck gibt es einen zentralen
Monitoring-Service, dem die Taskmanager ¨Anderungen der Zusta¨nde melden. Außerdem werden ihm
Referenzen auf verwendete Daten geschickt, um die Daten beim Wiederanlauf nach Fehlern rekon-
struieren zu ko¨nnen.
Außer der Last der WF-Server ist bei diesem Ansatz auch noch die Belastung des Monitoring-Services
interessant. Da diese zentrale Komponente bei der Ausfu¨hrung jeder Aktivita¨t u¨ber ¨Anderungen infor-
miert werden muss, ist ihre Last proportional zu der Last, die durch die Aktivita¨tenausfu¨hrung erzeugt
wird. Sie ist allerdings nur ein sehr kleiner Bruchteil dieser Last, da lediglich Referenzen auf Daten
u¨bertragen und nur einfache Lese- und Schreiboperationen durchgefu¨hrt werden. Aus diesem Grund
ist eine zentrale Komponente bis zu einer sehr hohen Systemlast ausreichend. Etwas schlechter sieht
die Analyse fu¨r das Teilnetz aus, in dem der Monitoring-Service angesiedelt ist. Es werden zwar nur
kleine Pakete u¨bertragen, dafu¨r aber sehr viele. Der Monitoring-Service stellt auch ein Problem fu¨r die
Verfu¨gbarkeit dar. Da er fu¨r das Recovery notwendig ist, fu¨hrt sein Ausfall zum Systemstillstand. Eine
Replikation ist nicht vorgesehen, sie wu¨rde im Fall einer Netzpartitionierung auch nicht verhindern,
dass der abgeschnittene Teil (u.U. ist das der gro¨ßere Teil) blockiert ist.
Diskussion:
Beim Aktualisieren von Arbeitslisten und beim Starten von Aktivita¨tenprogrammen erfordert dieses
Verteilungsmodell mindestens so hohe Kommunikationskosten wie der in Abschnitt 9.1.3.2 vorge-
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stellte Ansatz, da die WF-Server potentiell weiter von den von diesen Aktionen betroffenen Benutzern
entfernt sind. Da sich die Verteilung an der Lage der Anwendungsprogramme und nicht an deren Be-
arbeitern orientiert, ko¨nnen bei diesem Ansatz keine variablen Serverzuordnungen eingesetzt werden.
Dies fu¨hrt dazu, dass das gu¨nstige Kommunikationsverhalten von ADEPT bei diesem Verteilungsmo-
dell nicht erreicht wird.
9.1.4 Voll verteilte Workflow-Management-Systeme
Ein WF-Server und das zugeho¨rige Teilnetz sind potentielle Engpa¨sse eines Systems. Diese ko¨nnen
vermieden werden, indem man auf (explizite) Server verzichtet und die entsprechende Funktionalita¨t
in jedem Client realisiert. Die komplette WF-Instanz migriert dann nach Beendigung einer Aktivita¨t
und der Ermittlung des na¨chsten Bearbeiters zu dessen Rechner (siehe Abb. 9.7). Das heißt, jeder
Arbeitsplatzrechner fungiert quasi als
”
Mini-Server“ fu¨r seine lokalen Anwendungen. Beim Ermitteln
dieses Bearbeiters wird eine verteilte Synchronisation notwendig. Hierbei stellt sich die Frage, woher
ein Client alle angemeldeten Benutzer mit einer passenden Rolle fu¨r die Nachfolgeraktivita¨t kennt.
Dies ist notwendig, um einen entsprechenden Eintrag in deren Arbeitslisten einfu¨gen zu ko¨nnen. Die-
ses Problem wird von manchen Systemen dadurch umgangen, dass man auf die Bearbeiterauflo¨sung
verzichtet und jeder Aktivita¨t einen eindeutigen Bearbeiter zuordnet.
àBáCàHâJãLä
å æ ç ç è é
ê ë ì í
î ï ð ñ ç ò
ê ó
ôõ ö
ì ÷ ñ íõ ø ù ø ú û
ü
ø ý ø ú
ü þ
é ì ëó
ü
ó ù ß  
è í
ø
 
ï ð
  
è

å æ ç ç è é
ê ë ì í
î ï ð ñ ç ò
ê ó
ôõ ö
ì ÷ ñ íõ ø ù ø ú û
ü
ø ý ø ú
ü þ
é ì ëó
ü
ó ù ß  
è í
ø
 
ï ð
  
è

      	   
         	     


      	      
        	  


    ffflfi 
      	    

ffi
   !   "  # 
   	    !  
 $
   %  !  & ' ' '
      	   
         	     


      	      
        	  


    ffflfi 
      	    

ffi
   !   "  # 
   	    !  
 $
   %  !  & ' ' '
      	   
         	     


      	      
        	  


    ffflfi 
      	    

ffi
   !   "  # 
   	    !  
 $
   %  !  & ' ' '
      	   
         	     


      	      
        	  


    ff(fi 
      	    

ffi
   !   "  # 
   	    !  
 $
   %  !  & ' ' '
      	   
         	     


      	      
        	  


    ffflfi 
      	    

ffi
   !   "  # 
   	    !  
 $
   %  !  & ' ' '
      	   
         	     


      	      
        	  


    ffflfi 
      	    

ffi
   !   "  # 
   	    !  
 $
   %  !  & ' ' '
)+*,).- /
*0).132,4
/
*0)+- 57698;:=<>69? ? @
AB1
<>C3D
A
@B8
E
@FCGDF8G@B<
A
@
2
/
@FHB<JIG@9K :L@B<
2
A
@9<
).M
:ON
/
5P6B8Q:J<L6B? ? @
A91
<LCGD
A
@B8
E
@FCGDR83@B<
A
@
2
/
@RH9<SI3@9K :T@B<
2
A
@B<
).M
:UN
)
Abbildung 9.7 WF-Kontrolle durch den Rechner des Benutzers, der die aktuelle Aktivita¨t ausfu¨hrt.
Die durch die WF-Ausfu¨hrung entstehende Last verteilt sich auf alle Arbeitsstationen des Systems.
Hierdurch ist die Last pro Komponente (
”
Mini-Server“) kleiner als bei den in Abschnitt 9.1.3 beschrie-
benen Systemen. Das ist auch notwendig, da die Arbeitsstationen keine leistungsstarken Maschinen,
sondern nur die Rechner der Benutzer sind. Die Migrationslast ist bei voll verteilten Ansa¨tzen beson-
ders hoch, weil die WF-Instanz bei fast jedem Teilschritt migriert. Der dafu¨r erforderliche Aufwand
teilt sich ebenfalls auf die Arbeitsstationen aller Benutzer auf. Wird auf eine Bearbeiterauflo¨sung ver-
zichtet, so wird der Aufwand fu¨r die verteilte Synchronisation vermieden. Dies stellt aber einen Verlust
an Funktionalita¨t bzw. Flexibilita¨t dar, der nicht bei jeder Anwendung akzeptiert werden kann. Wird
eine Bearbeiterauflo¨sung durchgefu¨hrt, so verteilt sich die dadurch entstehende Last auf die vielen
Arbeitsstationen der Benutzer, weshalb die Last fu¨r eine einzelne Maschine klein ist. Da es keine WF-
Server gibt, bei denen sich die Kommunikation konzentriert, gibt es keine Flaschenha¨lse im Kommu-
nikationsnetzwerk. Die Belastung der Teilnetze stellt also kein Problem dar, wenn die Arbeitsstationen
auf ausreichend viele Teilnetze verteilt werden. Problematisch ist, dass die Zustandsinformation nicht
in Servern verfu¨gbar, sondern u¨ber die Benutzerrechner verteilt ist. Deshalb muss der WF
”
gesucht“
werden, wenn nach seinem aktuellen Zustand gefragt wird, was zu einem hohen Aufwand fu¨hrt.
Beispiele:
INCAS [BMR94, BMR96] ist ein System, das auf eine Bearbeiterauflo¨sung verzichtet. Der Name
kommt von einem INformation CArrier, der jeweils zur Arbeitsstation der na¨chsten Aktivita¨t migriert.
Dieser INCA entha¨lt den gewu¨nschten Dienst, Regeln, die den Daten- und Kontrollfluss beschreiben,
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die Daten der WF-Instanz und Atomarita¨tsanforderungen. Auch die Arbeitsstationen verfu¨gen u¨ber
Regeln, die mit denen des INCA zusammen verwendet werden, um eine Aktivita¨t auszufu¨hren und die
na¨chste Aktivita¨t zu berechnen. Fu¨r diese Nachfolgeraktivita¨t wird, ebenfalls anhand der Regeln, die
zugeho¨rige Arbeitsstation berechnet. Es findet keine Bearbeiterauflo¨sung statt, somit ist auch keine
Synchronisation zwischen den potentiellen Nachfolgern notwendig. Bei jedem Weiterschalten zur
na¨chsten Aktivita¨t wird der INCA vera¨ndert. Er wird allerdings nicht modifiziert, sondern es wird eine
neue Version von ihm erzeugt, die zusammen mit der alten migriert. Da dadurch die WF-Instanz sehr
groß wird, ist die durch die Migration verursachte Last besonders hoch. Ein Vorteil dieser Vorgehens-
weise ist jedoch, dass sich Regeln auch auf alte Versionen der Daten beziehen ko¨nnen. Das gesamte
System wird durch Regeln gesteuert. Die Regelmenge ist sogar dynamisch, d.h. bei der Ausfu¨hrung
einer Aktivita¨t ko¨nnen Regeln erzeugt oder vera¨ndert werden. Auch die Transaktionssemantik der Ak-
tivita¨ten wird mittels Regeln definiert. Allerdings ist eine große, verteilte und dazu noch dynamische
Regelmenge schwer zu durchschauen.
Bei Exotica/FMQM [AMG s 95] wird nach Beendigung einer Aktivita¨t eine globale Bearbeiter-
auflo¨sung durchgefu¨hrt. Die Kommunikation findet (gesichert) u¨ber Persistent-Queues statt. Der Ab-
lauf wird wie in FlowMark durch einen Graphen mit Kontroll- und Datenkonnektoren beschrieben.
Dieser Graph wird so auf die Knoten verteilt, dass jeder Knoten diejenigen Teile des Graphen erha¨lt,
die Aktivita¨ten mit den Rollen seiner Benutzer enthalten. Ist die Bearbeitung einer Aktivita¨t beendet,
so werden Nachrichten an alle Knoten geschickt, die fu¨r Aktivita¨ten verantwortlich sind, zu denen von
der aktuellen Aktivita¨t aus Kontroll- oder Datenkanten fu¨hren. Die Daten werden bei dieser Methode
schrittweise verteilt, sie migrieren nicht mit der WF-Instanz.
Wegen der Bearbeiterauflo¨sung kann eine Instanz nicht einfach an den Knoten der nachfolgenden
Aktivita¨t gesendet werden, sondern dieser muss erst ermittelt werden. Dazu informiert der Vorga¨nger-
knoten alle potentiellen Nachfolger u¨ber die zu vergebende Aktivita¨t, indem er die entsprechende In-
formation in deren Message-Queues schreibt. Diese holen sich dann die Instanz aus dessen Ausgabe-
Queue, wenn sie die na¨chste Aktivita¨t ausfu¨hren wollen. Die Synchronisation erfolgt durch das Trans-
aktionskonzept des Queuing-Systems. Durch die Auswertung der von einer Aktivita¨t ausgehenden Da-
tenkonnektoren lassen sich aber lediglich die Aktivita¨ten ermitteln, die diese Daten potentiell beno¨ti-
gen. Es ist jedoch noch nicht bekannt, an welchen Knoten diese spa¨ter ausgefu¨hrt werden, so dass die
Instanzdaten zu ihnen transportiert werden ko¨nnen. Die bei diesem Ansatz erzeugte Last ha¨ngt stark
davon ab, wie effizient der persistente Message-Queue-Dienst implementiert ist, insbesondere ob das
entfernte Lesen (effizient) unterstu¨tzt wird.
Diskussion:
Auch bei diesem Ansatz findet die Kontrolle einer Aktivita¨teninstanz nahe beim ausfu¨hrenden Be-
nutzer statt. Dadurch wird sogar ein Verhalten erreicht, das dem bei Verwendung variabler Serverzu-
ordnungen a¨hnelt, da eine Aktivita¨t bei verschiedenen WF-Instanzen von unterschiedlichen – jeweils
geeigneten – Servern kontrolliert werden kann. Allerdings fu¨hrt dieses Verteilungsmodell, wegen der
zahlreichen erzwungenen Migrationen und der aufwendigen Bearbeiterauflo¨sung, zu sehr viel Kom-
munikation. Deshalb ist das Verteilungsmodell von ADEPT in unternehmensweiten Anwendungen
vorzuziehen.
9.1.5 Sonstige Ansa¨tze
In der Literatur finden sich auch einige Ansa¨tze fu¨r verteiltes WF-Management, die keine Aussagen
zum verwendeten Verteilungsmodell machen, d.h. es wird nicht angegeben, wie die zu erledigenden
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Aufgaben auf die einzelnen Rechner des WfMS verteilt werden sollen. Im Folgenden werden einige
diese Ansa¨tze kurz vorgestellt.
Beispiele:
Im METUFlow-Projekt [DGA s 97] werden außer Verteilungsaspekten [GAC s 97] auch Transakti-
onskonzepte fu¨r Aktivita¨ten [AAHD97, KAK s 98] und Strategien fu¨r Anfragen gegen eine verteilte
WF-Historien-DB [KAD98] betrachtet. Um verteiltes WF-Management zu realisieren, wird ein block-
basiertes WF-Modell zu Regeln (Guards) u¨bersetzt, durch welche die WF-Ausfu¨hrung gesteuert wird.
Fu¨r jede Aktivita¨teninstanz wird ein Guard-Handler erzeugt, der fu¨r die Kommunikation mit den
Guard-Handlern anderer Aktivita¨ten zusta¨ndig ist und die fu¨r diese Aktivita¨t relevanten Guards eva-
luiert. Anhand der Werte dieser Guards wird entschieden, ob eine bestimmte Aktion durchgefu¨hrt
werden kann (z.B. sind alle Vorbedingungen fu¨r den Start dieser Aktivita¨t erfu¨llt, d.h. sind alle Vor-
ga¨ngeraktivita¨ten schon beendet). Allerdings werden bei diesem Ansatz keine Aussagen daru¨ber ge-
macht, nach welcher Strategie die Guards auf die zur Verfu¨gung stehenden Rechner verteilt werden,
so dass nicht auf das verwendete Verteilungsmodell geschlossen werden kann.
WASA V [WHKS98] ku¨mmert sich prima¨r um dynamische Abweichungen vom WF-Schema [Wes98,
Wes99a]. Allerdings wird in diesem Zusammenhang auch die verteilte WF-Ausfu¨hrung betrachtet
[Wes99b, Wes99c]. Um eine solche zu erreichen, werden die Aktivita¨ten als CORBA-Objekte reali-
siert, die sich Zustandsa¨nderungen signalisieren. Da diese Objekte auf beliebigen Rechnern platziert
werden ko¨nnen, la¨sst sich so auf einfache Weise ein verteiltes WF-Management realisieren. Allerdings
wird auch in diesen Arbeiten keine Aussage u¨ber die Strategie bei der Verteilung der CORBA-Objekte
gemacht.
Auch das MOKASSIN-Projekt bescha¨ftigt sich prima¨r mit der Adaption von WF-Instanzen [JH98].
Die Verteilung [GJS s 99, JH99, Joe99] ist a¨hnlich wie beim vorherigen Ansatz realisiert: Die Akti-
vita¨teninstanzen stellen CORBA-Objekte dar, die durch Events miteinander kommunizieren und auf
beliebigen Rechnern platziert werden ko¨nnen. Auch bei diesem Ansatz wird keine Aussage u¨ber das
Verteilungsmodell gemacht.
Diskussion:
Um die Belastung eines WF-Servers zu reduzieren, ist jede beliebige Verteilung der Aufgaben auf
mehrere Rechner geeignet. Die soeben vorgestellten Ansa¨tze ermo¨glichen eine beliebige (im Sinne
von: zufa¨llige) Verteilung der Aufgaben. Diese fu¨hrt aber zu einem a¨ußerst ungu¨nstigen Kommunika-
tionsverhalten, so dass die in ADEPT  ¡ ¡ ¢¡£¥¤¦¡¡§ ¨ anvisierten Ziele mit diesen Ansa¨tzen nicht erreicht
werden ko¨nnen.
9.1.6 Auswahl eines geeigneten Verteilungsmodells
Dieser Abschnitt fasst die in dem Abschnitt bisher gewonnenen Ergebnisse zusammen und bietet so
einen ¨Uberblick u¨ber die vorgestellten Verteilungsmodelle. Außerdem wird skizziert, wie ein geeig-
netes Verteilungsmodell fu¨r eine konkrete Anwendung ausgewa¨hlt werden kann.
Es wurden drei fundamentale Klassen von Verteilungsmodellen fu¨r WfMS identifiziert. Dies sind
zum einen Systeme mit einem zentralen Server. Da dieser einen potentiellen Engpass darstellt, muss
bei einer hohen Benutzerzahl ein entsprechend leistungsstarker und damit teurer Rechner verwen-
det werden. Die dafu¨r aktuell zur Verfu¨gung stehende Technologie bildet eine Obergrenze fu¨r die
Leistungsfa¨higkeit des WfMS. Weitere Klassen bilden Systeme mit mehreren Servern und Systeme
ohne Server, bei denen die Ablaufsteuerung vollsta¨ndig verteilt ist. Innerhalb dieser Klassen wurden
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noch Unterklassifikationen vorgenommen. Einige kommerzielle Systeme und Vorschla¨ge aus dem Be-
reich der Forschung wurden bezu¨glich dieser Klassifikation eingeordnet und auf ihre Skalierbarkeit
hin untersucht. Tabelle 9.1 bietet eine ¨Ubersicht u¨ber die wichtigsten Eigenschaften der diskutierten
Verteilungsmodelle.
Modell Eigenschaften
WfMS mit zentralem Server:
der WF-Server und dessen Teilnetz bilden potentielle Flaschenha¨lse
es gibt wenig Mo¨glichkeiten zur Optimierung der Lage des WF-Servers
WfMS mit mehreren Servern
Server werden zufa¨llig gewa¨hlt:
ist einfach zu realisieren, kein Zusatzaufwand durch Migrationen
keine Optimierung bzgl. Kommunikationskosten mo¨glich
jeder Cluster (WF-DB) muss Arbeitslisten aller Benutzer verwalten
Server sind nahe bei den Bearbeitern:
Last verteilt sich auf Server, gute Verteilung der Kommunikationslast mo¨glich
ohne Migration: Server ist bzgl. einzelner Aktivita¨ten nicht optimal
lokale Bearbeiterauflo¨sung: eingeschra¨nkte Funktionalita¨t
variable Serverzuordnungen: weitere Reduzierung der Kommunikationslast
Server sind nahe bei der Anwendung:
erfordert, dass Aktivita¨tenprogramme einen fest zugeordneten Ort haben
meist in Kombination mit objektorientierter Infrastruktur verwendet
ist ha¨ufig a¨hnlich wie das Verteilungsmodell
”
Server bei den Bearbeitern“
voll verteilte WfMS:
keine Flaschenha¨lse im System vorhanden
viele Migrationen (bei jedem Wechsel des Bearbeiters)
problematisch: sehr hoher Grad an Verteilung der Information
ha¨ufig muss jede Aktivita¨t einen fest zugeordneten Bearbeiter haben
Tabelle 9.1: Die wichtigsten Eigenschaften der untersuchten Verteilungsmodelle.
Um ein geeignetes Verteilungsmodell fu¨r ein WfMS in einem konkreten Anwendungsfall auswa¨hlen
zu ko¨nnen, ist es notwendig, die jeweilige Anwendung genau zu analysieren. Ggf. sollten die ver-
schiedenen Verteilungsmodelle dazu durch eine Simulation dieser Anwendung verglichen werden.
Generell ist ein zentrales WfMS nur fu¨r Anwendungen geeignet, bei denen die Anzahl der Benutzer
beschra¨nkt ist. Voll verteilte Ansa¨tze fu¨hren wegen ihrem hohen Grad an Verteilung der Informa-
tion zu Nachteilen. Sie eignen sich eigentlich nur, wenn fast jeder Aktivita¨t eindeutig ein Bearbeiter
zugeordnet ist. Haben Sequenzen von Aktivita¨ten denselben Bearbeiter, so ergibt sich ein a¨hnliches
Verhalten wie bei variablen Serverzuordnungen: der WF migriert einmal zum Rechner dieses Bear-
beiters (in der entsprechenden OE) und verbleibt dort fu¨r die Ausfu¨hrung mehrerer Aktivita¨ten. Da
sich der WF sogar auf dem richtigen Rechner (nicht nur in der richtigen OE) befindet, entfa¨llt dann die
Kommunikation fu¨r den Transfer der Parameterdaten des Aktivita¨tenprogramms. Es bleibt zu bemer-
ken, dass diese beiden Verteilungsmodelle nur in Ausnahmefa¨llen fu¨r ganz spezielle Anwendungen
geeignet sind.
Fu¨r unternehmensweite Anwendungen ist meist nur ein Verteilungsmodell mit mehreren Servern ge-
eignet. Bei diesem kann die Last auf eine u¨berschaubare und geeignet gewa¨hlte Anzahl von WF-
Servern verteilt werden. Es empfiehlt sich normalerweise nicht, den WF-Server zufa¨llig zu wa¨hlen,
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da dann kein Vorteil aus dessen Wahl gezogen werden kann. Den Server nahe bei der Anwendung zu
platzieren ist schwierig, da fu¨r Anwendungen ha¨ufig kein Ort vorgegeben ist. Außerdem kann diese
Strategie zu schlechten Antwortzeiten fu¨hren, falls der WF-Server durch diese Festlegung weit von
den Clients entfernt liegt. Deshalb ist es fu¨r das Kommunikationsverhalten i.d.R. am gu¨nstigsten, den
Server nahe bei den Bearbeitern der Aktivita¨ten zu wa¨hlen. Ob mittels variabler Serverzuordnungen
weitere Verbesserungen erreicht werden ko¨nnen, ha¨ngt von der betrachteten Anwendung ab. Dies ist
immer dann der Fall, wenn abha¨ngige Bearbeiterzuordnungen verwendet werden. Durch eine Ein-
schra¨nkung der Funktionalita¨t eines WfMS ist ebenfalls eine Verringerung der Kommunikationsko-
sten mo¨glich. Werden z.B. in der zu realisierenden Anwendung die Prozesse fast komplett innerhalb
nur einer OE ausgefu¨hrt, so kann auf Migrationen verzichtet werden. Geho¨ren alle Bearbeiter einer
Aktivita¨t jeweils zur selben OE, so ist keine globale Bearbeiterauflo¨sung notwendig. Die maximal
mo¨gliche Funktionalita¨t eines WfMS und das maximale Optimierungspotential bei der Festlegung
der Verteilung erha¨lt man aber nur, wenn Migrationen und globale Bearbeiterauflo¨sung kombiniert
werden ko¨nnen. Deshalb wurde fu¨r ADEPT ein Verteilungsmodell ausgewa¨hlt, das dies ermo¨glicht.
9.2 Simulationsumgebung
Der verbleibende Teil dieses Kapitels behandelt die durchgefu¨hrten Simulationen. Im vorliegenden
Abschnitt betrachten wir die verwendete Simulationsumgebung. Dazu werden die Anforderungen und
die Ziele, die sie erfu¨llen soll, beschrieben. Anschließend werden einige der beim Entwurf des Si-
mulationsprogramms getroffenen Entscheidungen diskutiert. Schließlich wird noch der Ablauf einer
Simulation beschrieben, d.h. es wird erla¨utert, wie das Simulationsprogramm arbeitet. Wie die dabei
entstehenden Ergebnisdaten ausgewertet werden, wird in Abschnitt 9.3 erla¨utert.
9.2.1 Anforderungen und Ziele
Eine Simulationsumgebung muss die folgenden Anforderungen erfu¨llen:
W Es muss mo¨glich sein, beliebige Szenarien (d.h. Abla¨ufe, Verteilungsmodelle, Systemkonfigura-
tionen, Verteilung der Bearbeiter, u.s.w.) zu simulieren. Das Szenario soll nicht durch das Simula-
tionsprogramm beschrieben werden, sondern konfigurierbar sein. Idealerweise wird es durch eine
wiederverwendbare Eingabedatei beschrieben, so dass die durch eine ¨Anderungen des Szenarios
resultierenden Auswirkungen mit geringem Aufwand untersucht werden ko¨nnen.
W Das Simulationsprogramm soll die Last berechnen, die in einem realen WfMS bei der Ausfu¨hrung
der im Szenario beschriebenen WF-Instanzen entsteht. Die Last muss fu¨r alle Einzelkomponenten
(WF-Server, Teilnetze, Gateways) des WfMS aufgeschlu¨sselt sein. Fu¨r jede dieser Einzelkompo-
nenten sollen die Anzahl der pro Zeiteinheit ausgefu¨hrten Aktionen und das umgesetzte Daten-
volumen berechnet werden. Die Aktionen mu¨ssen zusa¨tzlich nach Typ (z.B. Aktivita¨t starten,
Arbeitsliste aktualisieren) aufgeschlu¨sselt sein.
W Um die Qualita¨t der Simulationsergebnisse beurteilen zu ko¨nnen, muss es mo¨glich sein, den darin
enthaltenen Fehler abzuscha¨tzen.
Eine Simulation ermo¨glicht es, die in einem bestimmten Szenario auftretende Last abzuscha¨tzen. Dies
ist aber kein Selbstzweck, sondern dient den folgenden Zielen:
W Durch die Simulationen soll quantitativ verifiziert werden, dass das Verteilungsmodell von
ADEPT dazu geeignet ist, die Kommunikationslast signifikant zu reduzieren. Dies bezieht sich
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sowohl auf die von ADEPT verwendete (statische) Partitionierung, als auch auf die Verwendung
von variablen Serverzuordnungen.
W Der im Abschnitt 9.1 durchgefu¨hrte qualitative Vergleich der verschiedenen Verteilungsmodelle
soll durch eine Abscha¨tzung der in verschiedenen Szenarien auftretenden Last vervollsta¨ndigt
werden.
W Eine Simulation eines konkreten Szenarios ermo¨glicht es, die in diesem Szenario auftretende Last
vorherzuberechnen. Dadurch ist es schon vor Einfu¨hrung eines WfMS mo¨glich, zu u¨berpru¨fen,
ob die Systemkomponenten u¨berlastet sein werden.
Eine alternative Mo¨glichkeit zum quantitativen Vergleich der Verteilungsmodelle ist die Abscha¨tzung
der entstehenden Belastung der WF-Server und des Kommunikationssystems durch Formeln. Dieser
Ansatz wurde in [BD98] verfolgt. Dabei wurde z.B. fu¨r jedes Verteilungsmodell angegeben, die groß
die durchschnittliche Last pro Komponente bei der Aktivita¨tenausfu¨hrung bzw. bei der Arbeitslisten-
aktualisierung ist. Nachteile dieser Vorgehensweise sind, dass die resultierende Last nur sehr grob
abgescha¨tzt werden kann, da es kaum mo¨glich ist, alle Details eines Verteilungsmodells zu beru¨ck-
sichtigen. Außerdem ist es nicht mo¨glich, die in einem bestimmten Szenario entstehende Last einer
Einzelkomponente vorherzusagen, da die Formeln eher das Lastverhalten im Sinne der O-Notation
[CLR96] beschreiben. Aus diesen Gru¨nden verspricht die Verwendung von Simulationen wesentlich
mehr Erfolg.
9.2.2 Entwurfsentscheidungen
Eine Simulation kann prinzipiell auf Basis eines Simulationspaketes, einer Simulationssprache
[Hof98, Lan92] oder direkt auf Basis einer Programmiersprache entwickelt werden. Im Folgenden
werden diese Alternativen untersucht und verglichen und eine geeignete ausgewa¨hlt.
Simulationspakete sind fu¨r Simulationen in einem vorgegebenen Anwendungsbereich geeignet. So
bietet SIMULINK [Hof98] Elemente zur Simulation von dynamischen Systemen aus dem Ingenieur-
bereich (z.B. elektronische Schaltelemente). GPPS-FORTRAN [Lan92] dient zur Simulation von
Abla¨ufen innerhalb von Hardware-Komponenten. Zu diesem Zweck ko¨nnen Elemente wie Bedien-
stationen und Warteschlangen verknu¨pft und ihr Verhalten simuliert werden. Wegen der speziellen
Funktionalita¨t solcher Simulationspakete, sind sie zur Darstellung der komplexen Abla¨ufe in einem
WfMS kaum geeignet. Deshalb ist ihre Verwendung nicht sinnvoll.
Simulationssprachen wie MATLAB [Hof98] und SIMULA [Lan92] stellen i.d.R. eine Erweiterung
einer Programmiersprache durch Makros und Bibliotheksfunktionen dar. Diese realisieren einfache,
bei Simulationen ha¨ufig beno¨tigte Funktionen, z.B. zur Verwaltung von Vektoren, Matrizen und Ereig-
nislisten oder Funktionen zur statistischen Auswertung von Simulationsergebnissen (z.B. Berechnung
von Mittelwerten und Konfidenzintervallen). Diese Funktionalita¨t wird auch fu¨r die vorliegende Si-
mulation beno¨tigt, so dass die Verwendung einer Simulationssprache prinzipiell mo¨glich ist.
Ein Simulationsprogramm kann auch direkt auf Basis einer Programmiersprache realisiert wer-
den. Diese Alternative wurde im vorliegenden Fall gewa¨hlt, wobei die Programmiersprache C
[KR90b] verwendet wurde. Gegen die Verwendung einer Simulationssprache spricht, dass dies die
Ausfu¨hrungszeit des Simulationsprogramms erho¨ht [Hof98, Lan92]. Andererseits sind in C geschrie-
bene Programme sehr schnell. Dies gilt natu¨rlich im Vergleich zu Programmen, die auf einer Simu-
lationssprache basieren, aber auch im Vergleich zu in anderen Programmiersprachen implementierten
Programmen, da der Befehlssatz von C sehr
”
maschinennah“ ist. Auf die Verwendung einer Simulati-
onssprache wurde außerdem verzichtet, da die beno¨tigten Datenstrukturen und mathematischen Funk-
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tionen leicht selbst zu realisieren sind. Der hierfu¨r notwendige Aufwand ist im Vergleich zur Realisie-
rung der komplexen Ablaufsteuerung eines WfMS vernachla¨ssigbar klein. Um die gewu¨nschte Genau-
igkeit der Simulationsergebnisse (siehe Abschnitt 9.3) zu erhalten, ist die Simulation der Ausfu¨hrung
extrem vieler WF-Instanzen notwendig. Deshalb ergeben sich fu¨r einige der vorgestellten Simulatio-
nen Ausfu¨hrungszeiten von bis zu 12 Tagen auf einer Sun ultra 10. Eine deutliche Erho¨hung dieser
Zeiten wa¨re nicht akzeptabel. Durch diese Ausfu¨hrungszeiten wurde nachtra¨glich besta¨tigt, dass die
Entwurfsentscheidung richtig war, das Simulationsprogramm direkt in C zu implementieren. Im nach-
folgenden Abschnitt wird die Funktionsweise des Simulationsprogramms kurz beschrieben.
9.2.3 Ablauf einer Simulation
Um einen ¨Uberblick u¨ber das Simulationsprogramm zu geben, wird zuerst die von ihm realisierte
Funktionalita¨t beschrieben. Anschließend wollen wir noch kurz seine interne Funktionsweise betrach-
ten.
9.2.3.1 Sicht des Benutzers
Das Simulationsprogramm liest ein WF-Szenario ein und simuliert die Ausfu¨hrung der WF-Instanzen
durch die Benutzer des WfMS. Jede dabei ausgefu¨hrte Aktion und Kommunikation, sowie die zu-
geho¨rige(n) Komponente(n) und der Zeitpunkt werden vermerkt, so dass die Belastung jedes Servers,
Teilnetzes und Gateways berechnet werden kann. Die Last nach Beendigung der Einschwingphase
(siehe Abschnitt 9.3.2) kann dann z.B. zum Vergleich der Verteilungsmodelle verwendet werden.
Im WF-Szenario wird das gesamte zu simulierende Modell festgelegt. Fu¨r eine detaillierte Auflistung
aller vorzugebenden Parameter siehe Anhang C.1. Diese beinhalten z.B. allgemeine Daten wie die
Simulationsdauer oder die Menge der beim Transport einer Arbeitsliste anfallenden Daten (abha¨ngig
von der Anzahl der Eintra¨ge). Fu¨r jeden Benutzer wird das Teilnetz, in dem er angesiedelt ist, seine
Rolle und seine OE festgelegt. Fu¨r jeden WF-Typ wird angegeben, wie viele Instanzen simuliert wer-
den sollen. Außerdem wird der Kontrollfluss vorgegeben. Fu¨r Aktivita¨ten wird die Gro¨ße der Ein- und
Ausgabeparameter und die Bearbeiterzuordnung definiert. Letztere kann durch die Rolle der Benut-
zer erfolgen. Es ko¨nnen aber auch abha¨ngige Bearbeiterzuordnungen festgelegt werden, indem der
Bearbeiter einer vorangegangenen Aktivita¨t oder dessen OE referenziert wird. Außerdem kann auch
der Benutzer referenziert werden, der die WF-Instanz gestartet hat. Die Abbildung auf die verschie-
denen Verteilungsmodelle erfolgt durch eine entsprechende Festlegung der Serverzuordnungen der
einzelnen Aktivita¨ten. Dabei sind die folgenden Varianten mo¨glich:
W Statisch: Der Server der Aktivita¨t wird fest vorgegeben.
W Zufa¨llig: Bei der Ausfu¨hrung einer Instanz der Aktivita¨t wird zufa¨llig ein Server ausgewa¨hlt.
WYX[Z]\3^BZ_\a`Sbdc : Es wird derselbe Server verwendet, wie fu¨r die vorhergehende Aktivita¨t b .
Wfehg;bjilknm.`OopZ]il\FqG`Sbdcrc : Es wird der Server desjenigen Domains gewa¨hlt, zu dem der Bearbeiter
der Aktivita¨t b geho¨rt. Bei dieser Serverzuordnung ist es auch mo¨glich, denjenigen Benutzer zu
referenzieren, der die WF-Instanz gestartet hat.
W Voll verteilt: die komplette WF-Instanz migriert auf den Rechner des Bearbeiters der aktuellen
Aktivita¨t.
Mit diesen Serverzuordnungen ko¨nnen alle im Abschnitt 9.1 beschriebenen Verteilungsmodelle nach-
gebildet werden. Wird z.B. der Server einer WF-Instanz zufa¨llig ausgewa¨hlt (Abschnitt 9.1.3.1), so
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wird der Server fu¨r die Startaktivita¨t zufa¨llig gewa¨hlt und dieser wird dann in den Serverzuordnungen
aller weiteren Aktivita¨ten referenziert. Allerdings sind von den in ADEPT angebotenen Serverzuord-
nungen (vgl. Abschnitt 5.1.2) nur die Typen 1-3 realisiert. Variable Serverzuordnungen vom Typ 4-6
werden in den simulierten Beispielszenarien nicht beno¨tigt. Dass es aber durchaus Fa¨lle gibt, in de-
nen auch diese Serverzuordnungsausdru¨cke beno¨tigt werden, wurde schon in Abschnitt 5.1.3 gezeigt.
Die Gro¨ßenordnung der durch ihren Einsatz mo¨glichen Reduktion der Kommunikationslast ist aber
dieselbe, wie bei den realisierten Typen variabler Serverzuordnungen, da ihr Grundprinzip identisch
ist. Deshalb ha¨tten sich durch die Realisierung von Serverzuordnungen des Typs 4-6 keine neuen
Erkenntnisse ergeben.
Bei der Entwicklung des Simulationsprogramms wurde darauf geachtet, dass sich die Simulation
mo¨glichst so verha¨lt, wie die Bearbeitung in einem realen WfMS: Immer, wenn ein Bearbeiter eine
Aktivita¨t beendet hat, wa¨hlt er (zufa¨llig) eine Aktivita¨t aus seiner Arbeitsliste aus und startet sie. Die
Startzeitpunkte der WF-Instanzen werden zufa¨llig u¨ber den Simulationszeitraum verteilt, um nicht
ku¨nstliche Lastspitzen fu¨r bestimmte Server oder Bearbeiter zu erzeugen. Die Arbeitslisten der Be-
nutzer werden im Falle ihrer ¨Anderung durch die WF-Server aktualisiert, wobei Mindestzeitabsta¨nde
eingehalten werden (Verfahren aus Abschnitt 2.5.3). Deshalb findet keine ¨Ubertragung statt, wenn
sich die Arbeitsliste nicht vera¨ndert hat, und es wird vermieden, dass bei ha¨ufiger ¨Anderung sta¨ndig
Kommunikationskosten anfallen. Fu¨r den Parametertransfer zu den Aktivita¨tenprogrammen werden
die Datenmengen veranschlagt, die wirklich beno¨tigt werden und bei Migrationen wird die aktuelle
Gro¨ße der WF-Instanzdaten beru¨cksichtigt. Dies entspricht dem in Abschnitt 2.3.1.3 vorgestellten
Verfahren zur Realisierung des Datenflusses, bei dem prozessglobale Variablen verwendet werden (so
wie auch bei ADEPT vorgesehen).
Alle bei der Simulation anfallenden Lastdaten (vgl. Anhang C.2) werden in einer Datei gespei-
chert. Diese kann nun mit Werkzeugen analysiert werden, die auf Verfahren basieren, welche in
Abschnitt 9.3 noch vorgestellt werden. So ko¨nnen fu¨r eine Komponente oder mehrere Komponen-
ten gemeinsam der Lastverlauf u¨ber die Zeit, die Last nach Beendigung der Einschwingphase und die
zugeho¨rigen Konfidenzintervalle berechnet werden.
9.2.3.2 Realisierung des Simulationsprogramms
Die Kernkomponente des Simulationsprogramms bildet eine Ereignisliste, in der alle schon bekann-
ten, noch auszufu¨hrenden Aktionen zeitlich sortiert gespeichert werden. Solch eine Aktion kann z.B.
sein, dass der Benutzer 24 zum Zeitpunkt 145,234 sec einen Eintrag aus seiner Arbeitsliste auswa¨hlt,
dass zu einem bestimmten Zeitpunkt ein Aktivita¨tenprogramm von einem bestimmten Benutzer ge-
startet wird, oder dass es beendet wird.
In der Hauptschleife des Simulationsprogramms wird sta¨ndig der aktuellste (und damit vorderste)
Eintrag aus der Ereignisliste entfernt und verarbeitet. Das heißt, die Ausfu¨hrung der entsprechenden
Aktion wird simuliert. Dabei ko¨nnen neue Eintra¨ge der Ereignisliste generiert werden: So entsteht z.B.
bei der Abarbeitung des Eintrags
”
Aktivita¨tenprogramm starten“ ein neuer Eintrag
”
Aktivita¨tenpro-
gramm beenden“, dem eine spa¨tere Zeit zugeordnet ist. Außerdem werden alle fu¨r die Verarbeitung
eines Eintrags beno¨tigten Aktionen und Kommunikationen (zusammen mit dem zugeho¨rigen Zeit-
punkt und den betroffenen Komponenten) protokolliert. Auf Basis dieser Information kann spa¨ter der
Lastverlauf analysiert werden. Ist die Verarbeitung eines Eintrags abgeschlossen, so wird der na¨chste
Eintrag verarbeitet. Da diesem ein spa¨terer Zeitpunkt zugeordnet ist, springt die Simulation von Zeit-
punkt zu Zeitpunkt. Es findet also keine kontinuierliche Bearbeitung u¨ber die Zeit statt, sondern es
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werden nur die fu¨r die Simulation relevanten Zeitpunkte betrachtet. Deshalb la¨uft die Simulation viel
schneller ab, als die reale Zeit. So ko¨nnen sehr viele sehr umfangreiche Simulationsla¨ufe durchgefu¨hrt
werden, was notwendig ist, um die geforderte Genauigkeit zu erreichen.
9.3 Auswertung der Simulationsergebnisse
Die Auswertung der Simulationsergebnisse soll an dem in Abschnitt 1.2.2 eingefu¨hrten Beispiel des
Kreditantragsbearbeitungs-WF erla¨utert werden. Zur Erinnerung ist dieser WF in Abb. 9.8 nochmals
dargestellt. Die bei der Simulation dieses WF berechneten Simulationsdaten sind im Anhang C.2
aufgelistet. Im Folgenden soll exemplarisch am Beispiel einiger Werte erla¨utert werden, wie die Si-
mulationsergebnisse ausgewertet werden.
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Abbildung 9.8 Beispiel-WF Kreditantragsbearbeitung aus Abb. 1.3.
9.3.1 Mittelwertbildung
Um genaue Ergebnisse zu erhalten, wurde die Simulation des Kreditantrags-WF (jeweils mit 39000
WF-Instanzen, vgl. Anhang C.1) 10000 Mal durchgefu¨hrt. Im Anhang C.2 sind die durch die Simu-
lation ermittelten Lastmittelwerte angegeben. Die Ergebnisse der einzelnen Simulationsla¨ufe wer-
den ausschließlich zur Berechnung der Varianz und der Konfidenzintervalle beno¨tigt (siehe Ab-
schnitt 9.3.3) und sind aus Platzgru¨nden im Anhang C.2 nicht aufgefu¨hrt. Fu¨r den WF-Server der
Bankzentrale ergibt sich im nicht verteilten Fall eine durchschnittliche Last von 1958,77 kB/sec (vgl.
Anhang C.2.1). Das heißt, die Netzwerkkarte des Servers muss diese Datenmenge umsetzen. Bei ei-
nem WF-Server ist außerdem die durch die auszufu¨hrenden Aktionen (z.B. Arbeitsliste aktualisieren,
Aktivita¨t starten) entstehende durchschnittliche Last interessant. So muss der Server 14,61 Aktionen
pro Sekunde ausfu¨hren. Im Anhang C.2 ist die Last auch noch nach den einzelnen Aktionen aufge-
schlu¨sselt angegeben.
Zusa¨tzlich zur Mittelung u¨ber die Simulationsla¨ufe findet zur Berechnung der Last (Aufwand pro
Zeit) eine Mittelung u¨ber ein Zeitintervall statt. Dieses Zeitintervall ist die Phase, in der sich die
Simulation in einem eingeschwungenen Zustand befindet. Die im Anhang C.2 und in diesem Kapitel
angegebenen Lastwerte stehen stets fu¨r die durchschnittliche Last im eingeschwungenen Zustand.
Wie der Zeitpunkt, ab dem der eingeschwungene Zustand erreicht ist, ermittelt werden kann, wird
im nachfolgenden Abschnitt erla¨utert. Durch die Mittelwertbildung erha¨lt man Ergebnisse, die sehr
dicht am Erwartungswert der zu scha¨tzenden Zufallsvariable liegen. Dies gilt insbesondere, da bei
allen Simulationen 10000 Simulationsla¨ufe – und damit sehr viele – gemittelt werden. Wie gut die
Ergebnisse tatsa¨chlich sind, wird in Abschnitt 9.3.3 untersucht.
9.3.2 Ermitteln der transienten Phase
Zu Beginn eines Simulationslaufs befinden sich noch keine WF-Instanzen im simulierten WfMS. Im
Laufe der Simulation werden die WF-Instanzen
”
gestartet“. Ab einem gewissen Zeitpunkt verlas-
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sen gleich viele Instanzen das System, wie neu gestartet werden, so dass ab diesem Zeitpunkt eine
Sa¨ttigung der Last eintritt. Das System befindet sich nun in einem eingeschwungenen (stationa¨ren)
Zustand, wohingegen die Zeit davor als transiente Phase bezeichnet wird [Lan92]. Da fu¨r unsere
Untersuchungen die durchschnittliche Last im eingeschwungenen Zustand relevant ist, muss der Zeit-
punkt ermittelt werden, ab dem eine Sa¨ttigung der Last eintritt. Dann ko¨nnen die
”
Messwerte“, die
aus der transienten Phase stammen, bei der Mittelwertbildung ignoriert (verworfen) werden (vgl.
[GMWW99]). Im vorliegenden Abschnitt wird untersucht, wie die Ausdehnung der transienten Phase
ermittelt werden kann.
Um den Beginn der stationa¨ren Phase zu ermitteln, wird das Verfahren von Welch [Lan92, Wel83]
verwendet. Bei diesem Verfahren wird die Ausdehnung der transienten Phase anhand einer graphi-
schen Darstellung des Lastverlaufs ermittelt, so dass die entsprechenden Messwerte verworfen wer-
den ko¨nnen. Die Kurve, die den Lastverlauf repra¨sentiert, wird zu diesem Zweck gegla¨ttet, so dass der
Beginn der Sa¨ttigung leicht erkannt werden kann. Die dafu¨r notwendige Vorgehensweise wird nun am
Beispiel des Kreditantrags-WF fu¨r die Kommunikationslast des zentralen WF-Servers erla¨utert.
Betrachtet man fu¨r eine einzelne Beobachtung (Simulationslauf) alle Messwerte, so erha¨lt man eine
sehr
”
zackige“ Kurve. Anhand dieser ist es nicht mo¨glich, zu erkennen, wann eine Sa¨ttigung der
Last eintritt. Bei unserer Simulation ko¨nnen keine einzelnen Messwerte betrachtet werden, da die Si-
mulation lediglich ermittelt, wann welche Datenvolumina u¨bertragen werden oder welche Aktionen
stattfinden. Es wird nicht die Last zu einem bestimmten Zeitpunkt gemessen. Um diese zu erhalten,
mu¨ssen die Ereignisse eines sehr kleinen Zeitintervalls aufaddiert und durch die Intervallgro¨ße divi-
diert werden. Der daraus fu¨r den WF-Server resultierende Lastverlauf ist in Abb. 9.9 dargestellt.
Abbildung 9.9 Lastverlauf fu¨r einen einzelnen Simulationslauf und 20000 Zeitintervalle.
9.3. AUSWERTUNG DER SIMULATIONSERGEBNISSE 209
Um die Kurve zu gla¨tten, kann fu¨r jedes Intervall der Mittelwert der Last mehrerer Simulationsla¨ufe
gebildet werden. Das Ergebnis der Mittelung von 10000 Simulationsla¨ufen ist in Abb. 9.10 dargestellt.
Die Kurve ist schon wesentlich glatter. Im Allgemeinen la¨sst sich damit der Beginn der stationa¨ren
Phase aber immer noch nicht zuverla¨ssig erkennen. Da im vorliegenden Fall eine sehr große Anzahl
von Simulationen durchgefu¨hrt wurde, la¨sst sich dieser Zeitpunkt jedoch auch schon in Abb. 9.10
recht gut scha¨tzen.
Abbildung 9.10 Lastverlauf fu¨r 10000 Simulationsla¨ufe und 20000 Zeitintervalle.
Zur weiteren Gla¨ttung der Kurve schla¨gt Welch vor, den Mittelwert u¨ber mehrere Messwerte (Zeit-
intervalle) zu bilden. In der Originalarbeit [Wel83] wird fu¨r alle Intervalle k der Mittelwert der Last
der  benachbarten Intervalle gebildet, so dass sich in unserem Beispiel wiederum 10000 Intervalle
ergeben wu¨rden. Um im Simulationsprogramm weniger Intervalle verwalten zu mu¨ssen, fassen wir
aber jeweils  Intervalle zu einem gro¨ßeren Intervall zusammen. Dies fu¨hrt ebenfalls zur Gla¨ttung der
Kurve und es mu¨ssen in dem Beispiel nur 100 Zeitintervalle verwaltet werden. Dass insgesamt weni-
ger Intervalle betrachtet werden, hat keinen Einfluss auf das optische Erkennen der Ausdehnung der
transienten Phase, da 100 Intervalle immer noch ausreichen, um die Kurve nicht
”
eckig“ erscheinen
zu lassen. Wie in Abb. 9.11 erkennbar ist, erreicht die Kurve ungefa¨hr zum Zeitpunkt !#" 120000 sec
ihre Sa¨ttigung, weshalb alle davor liegenden Messwerte verworfen werden.
Die Vorteile des Verfahrens von Welch sind, dass es einfach und intuitiv ist. Anhand der graphischen
Darstellung des Lastverlaufs erkennt man leicht, inwieweit die Abscha¨tzung richtig und sicher ist.
Deshalb ist das Verfahren sehr zuverla¨ssig. In [Lan92] werden auch Verfahren vorgestellt, mit denen
die Anzahl der zu lo¨schenden Messwerte durch eine Berechnung ermittelt wird (Verfahren von Hei-
delberger und Welch, Verfahren von Kelton und Law) oder zur Analyse, ob eine transiente Phase vor-
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Abbildung 9.11 Lastverlauf fu¨r 10000 Simulationsla¨ufe und 100 Zeitintervalle.
handen ist1 (Test von Schruben, Test von Schruben, Singh und Thierney). Diese Verfahren erfordern
aber allesamt die Vorgabe von zahlreichen Scha¨tzwerten. Da diese bei falscher Scha¨tzung zu falschen
Analyseergebnissen fu¨hren ko¨nnen, sind die Verfahren im vorliegenden Fall wenig zuverla¨ssig. Des-
halb ist ihnen das Verfahren von Welch vorzuziehen.
9.3.3 Berechnung von Konfidenzintervallen
Es macht nur dann Sinn, Simulationen durchzufu¨hren, wenn die Zuverla¨ssigkeit der ermittelten Werte
eingescha¨tzt werden kann. Um die Genauigkeit eines Mittelwertes anzugeben, kann prinzipiell die
Varianz [Lan92] verwendet werden. Es ist aber wesentlich aussagekra¨ftiger, wenn aus dieser ein Kon-
fidenzintervall [BS89, Lan92, Wel83] berechnet wird. Zu diesem Zweck wurde bei allen Simulationen
das 90%-Konfidenzintervall fu¨r den Erwartungswert verwendet. Dieses gibt das Intervall an, in dem
sich der zu scha¨tzende Wert (Erwartungswert der Zufallsvariablen) mit einer Wahrscheinlichkeit von
90% befindet. Wegen des großen Stichprobenumfangs (10000 Simulationsla¨ufe) kann zu dessen Be-
rechnung die Standardnormalverteilung verwendet werden (anstelle der Student’schen t-Verteilung)
[Wel83].
1Wie schon zu Beginn dieses Abschnitts erla¨utert wurde, ist im vorliegenden Fall klar, dass eine transiente Phase existiert.
Die Verfahren ko¨nnten aber verwendet werden, um, nach dem Lo¨schen der ermittelten transienten Phase, zu berechnen, ob
der Verlauf immer noch eine transiente Phase entha¨lt. In diesem Fall mu¨ssten weitere Messwerte verworfen werden.
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Im Anhang C.2 sind fu¨r alle Mittelwerte die 90%-Konfidenzintervalle aufgefu¨hrt. Dieses betra¨gt z.B.
fu¨r die Kommunikationslast des Servers der Bankzentrale im nicht verteilten Fall (Anhang C.2.1)
[1958,63 kB/sec, 1958,90 kB/sec] bei einem Mittelwert von 1958,77 kB/sec. Relativ ausgedru¨ckt
ergibt sich damit das Intervall: Mittelwert $ 0,0070%. Das Konfidenzintervall gibt an, wie genau
der Mittelwert den Erwartungswert der Zufallsvariablen scha¨tzt. Ein kleines Intervall steht dabei fu¨r
eine hohe Genauigkeit. Ein solches kann erreicht werden, indem mehr Simulationsla¨ufe durchgefu¨hrt
werden. Die in diesem Kapitel vorgestellten Simulationen wurden jeweils so ha¨ufig wiederholt, dass
die 90%-Konfidenzintervalle maximal um $ 0,1% um den Mittelwert variieren. Damit ko¨nnen die
Simulationsergebnisse als sehr genau bezeichnet werden.
9.3.4 Relative Lastangaben
Die im Anhang C.2 angegebenen absoluten Lastwerte sind geeignet, um zu u¨berpru¨fen, ob eine Kom-
ponente eines WfMS u¨berlastet ist. Zu einem Vergleich der verschiedenen Verteilungsmodelle eignen
sie sich aber nicht, da sie zu unu¨bersichtlich sind. Deshalb werden in den nachfolgenden Abschnitten
relative Lastangaben verwendet: Die Last der Server, Teilnetze und Gateways im zentralen Fall wird
als Vergleichswert (100) definiert. Die Belastung bei den anderen Verteilungsmodellen wird relativ
dazu angegeben. Ein Wert von 100 bedeutet also
”
dieselbe Last wie im zentralen Fall“ und nicht etwa
”
100% Auslastung der Komponente“.
Im Beispiel des Kreditantrags-WF betra¨gt die Gesamtlast aller Teilnetze im zentralen Fall
3907,6 kB/sec (vgl. Anhang C.2.1). Bei 31 Teilnetzen ergibt sich damit eine durchschnittliche Last pro
Teilnetz von 126,1 kB/sec. Im verteilten Fall (Anhang C.2.2) betra¨gt die Last pro Teilnetz 63,5 kB/sec.
Damit ergibt sich eine relative Last2 von 63,5 kB/sec : 126,1 kB/sec % 100 = 50,4. Analog kann auch
die relative Last der WF-Server, die Last pro WF-Server und die Gesamtlast der Gateways berechnet
werden. Das dabei erzielte Ergebnis ist in Abb. 9.12a dargestellt. In Abb. 9.12b ist die relative Last
dargestellt, die durch die Ausfu¨hrung von Aktionen erzeugt wird. Auch diese wurde so normiert, dass
sich fu¨r die Gesamtlast im zentralen Fall der Wert 100 ergibt. Die Last ist auch noch nach Typen
von Aktionen aufgeschlu¨sselt (Werte neben den Balken in Abb. 9.12b). In dem vorliegenden Szenario
ist die durch das Starten und Beenden von WF-Instanzen (3,3), durch das Starten und Beenden von
Aktivita¨teninstanzen (19,9) und durch Migrationen (0,0) erzeugte Last in beiden Verteilungsmodellen
identisch. Die durch das Aktualisieren von Arbeitslisten erzeugte Last (gemessen in der Anzahl durch-
zufu¨hrender Aktionen pro Zeiteinheit) ist im verteilten Fall ho¨her, da die Arbeitsliste eines Benutzers
von mehreren Servern verwaltet wird. Dieser Aspekt wird in Abschnitt 9.4 ausfu¨hrlich diskutiert. Die
durch die Ausfu¨hrung von Aktionen von den WF-Servern zu bewa¨ltigende Gesamtlast verteilt sich bei
verteilter WF-Steuerung auf die im WfMS vorhandenen Server. Dies sind im vorliegenden Szenario
31 Server (siehe Anhang C), so dass sich die durchschnittlich von einem Server zu bewa¨ltigende Last
als 147,3 / 31 = 4,8 ergibt. Auch die Anzahl der bei einem Verteilungsmodell verwendeten WF-Server
ist u¨ber dem jeweiligen
”
Lastbalken“ angegeben.
9.4 Simulation eines Klinik-Workflows
Um die Verteilungsmodelle zu vergleichen, wird zuerst ein mo¨glichst
”
realita¨tsnaher WF“ mit ei-
nem ausgewogenen Verha¨ltnis von unabha¨ngigen und abha¨ngigen Bearbeiterzuordnungen simuliert.
2Da die 90%-Konfidenzintervalle kleiner als der Mittelwert & 0,1% sind, ist die Angabe der 1. Nachkommastelle noch
gerechtfertigt.
212 KAPITEL 9. KLASSIFIKATION UND SIMULATION VON WFMS
Abbildung 9.12 Relative Lastwerte fu¨r das Kreditantragsbeispiel: a) Kommunikation, b) Aktionen.
In Abschnitt 9.5 wird dann ein WF ohne abha¨ngige Bearbeiterzuordnungen simuliert, um den Nut-
zen von statischen Serverzuordnungen untersuchen zu ko¨nnen. Variable Serverzuordnungen werden
in Abschnitt 9.6 anhand eines WF mit u¨berwiegend abha¨ngigen Bearbeiterzuordnungen analysiert.
Im vorliegenden Abschnitt wird die Ausfu¨hrung eines (stark vereinfachten) Klinik-WF untersucht.
Wir betrachten dazu zuna¨chst das gewa¨hlte Szenario und die Abbildung des WF auf die verschiedenen
Verteilungsmodelle und anschließend die Simulationsergebnisse. Diese wurden gro¨ßtenteils schon in
[BD99b] publiziert.
9.4.1 Simulationsszenario
Der in Abb. 9.13 dargestellte Klinik-WF beginnt damit, dass ein Patient in die Ambulanz eingeliefert
wird, wo er untersucht und eine Diagnose erstellt wird (Aktivita¨t 1-6). Dazu muss eine Blutprobe im
Labor untersucht werden (Aktivita¨t 5). Falls notwendig, wird er auf einer von 3 mo¨glichen Statio-
nen aufgenommen, versorgt und behandelt (Aktivita¨t 7-14). Nach der Entlassung des Patienten wird
der WF in der Verwaltung fortgesetzt und schließlich beendet (Aktivita¨t 15-21). Fu¨r die Bearbeitung
wurden 35 Benutzer veranschlagt (2 Ambulanza¨rzte, 3 MTA, je Station 2 ¨Arzte und 6 Pflegekra¨fte, 4
Sachbearbeiter, 2 Laborassistenten). Jede Station, die Ambulanz, die Verwaltung und das Labor bilden
jeweils einen eigenen Domain. Wa¨hrend der Simulationsdauer von 20 Tagen werden 500 Instanzen
des Klinik-WF simuliert. Die konkreten Gro¨ßen der Parameterdaten sind aus Platzgru¨nden und zur
Erho¨hung der ¨Ubersichtlichkeit nicht angegeben. Da im Folgenden relative Lastangaben verwendet
werden, haben sie auch keinen Einfluss auf das Simulationsergebnis. Eine Verdoppelung der Daten-
menge fu¨hrt bei allen Verteilungsmodellen zu einer Verdoppelung der Last und beeinflusst damit deren
Vergleich nicht.
Die Abbildung des Klinik-WF auf die verschiedenen Verteilungsmodelle erfolgt wie in Tabelle 9.2
dargestellt:
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Abbildung 9.13 Struktur des simulierten Klinik-WF.
Modell 1: Zentraler Server Der WF-Server befindet sich im Teilnetz der Ambulanz. Mo¨gliche
Alternativen hierzu werden spa¨ter diskutiert.
Modell 2: Server zufa¨llig Der Server fu¨r eine gesamte WF-Instanz wird zufa¨llig ausgewa¨hlt.
Modell 3: Keine Migration Das optimale Teilnetz fu¨r den WF-Server ist das der Verwaltung.
Modell 4: Keine globale Bearbeiterauflo¨sung Ohne globale Bearbeiterauflo¨sung mu¨ssen die Sta-
tionen 1-3 einen gemeinsamen Domain (ein Teilnetz mit nur einem WF-Server) bilden, damit die
Aktivita¨ten 7-14 von den Benutzern aller 3 OE bearbeitet werden ko¨nnen. Deshalb verteilt sich die
Gesamtlast bei diesem Ansatz auf insgesamt nur 4 Domains.
Modell 5: Migration und globale Bearbeiterauflo¨sung Bei diesem Verteilungsmodell werden die
Aktivita¨ten 7-11 und 14 vom Server der Verwaltung kontrolliert und nicht von dem einer Station, um
Kommunikationskosten einzusparen.
Modell 6: Variable Serverzuordnung Variable Serverzuordnungen ermo¨glichen, dass die Akti-
vita¨ten 8-14 vom Server der Station kontrolliert werden, aus der die Bearbeiter stammen. Aktivita¨t
7 wird vom Server der Ambulanz gesteuert, da vor ihrer Ausfu¨hrung die betroffene Station noch nicht
bekannt ist.
Modell 7: Bei der Anwendung Fu¨r jede Aktivita¨t muss festgelegt werden, wo die zugeho¨rige An-
wendung angesiedelt ist. Dabei wurde – wann immer mo¨glich – angenommen, dass die Anwendung
im Teilnetz der zugeho¨rigen Bearbeiter liegt. Andernfalls ergibt sich eine wesentlich ho¨here Belastung
fu¨r die Teilnetze. Allerdings ist diese Annahme nicht fu¨r alle Aktivita¨ten mo¨glich. Die Aktivita¨ten 1
und 15 (Patientendaten erfassen) verwenden dieselbe Anwendung, werden aber in unterschiedlichen
OE bearbeitet. Aktivita¨t 4 wurde (entsprechend ihrer Bearbeiter) dem Labor zugeordnet. Um unno¨tige
Migrationen zu vermeiden, wurde angenommen, dass die Anwendungen der Aktivita¨ten 7-14 alle auf
dem Server derselben Station installiert sind.
Modell 8: Voll verteilt Da es keine expliziten Server gibt, sind die in Tabelle 9.2 angegebenen 35
Server die Rechner der 35 Benutzer, die die WF-Steuerung u¨bernehmen.
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Verteilungsmodell Anzahl Zuordnung der WF-Server
Serv. Teiln. zu den Aktivita¨ten
1. zentraler Server 1 6 Akt. 1-21: Ambulanz
2. Server zufa¨llig 6 6 zufa¨lliger Server fu¨r die gesamte WF-Instanz
3. keine Migration 6 6 Akt. 1-21: Verwaltung
4. keine globale 4 4 Akt. 1-4, 6: Ambulanz, Akt 5: Labor,
Bearbeiterauflo¨sung Akt. 7-14: Station, Akt. 15-21: Verwaltung
5. Migration und glob. 6 6 Akt. 1-6: Ambulanz, Akt. 12-13: Station 1,
Bearbeiterauflo¨sung Akt. 7-11, 14-21: Verwaltung
6. variable Server- 6 6 Akt. 1-7: Ambulanz, Akt. 8-14: Station des
zuordnung Bearbeiters von Akt. 7, Akt. 15-21: Verwaltung
7. bei der Anwendung 6 6 Akt. 2-4, 6: Ambulanz, Akt. 5: Labor,
Akt. 7-14: Station 1, Akt. 1, 15-21: Verwaltung
8. voll verteilt 35 6 Akt. 1-21: Rechner des Bearbeiters der Aktivita¨t
Tabelle 9.2: Zuordnung der Aktivita¨ten zu den WF-Servern fu¨r die simulierten Verteilungsmodelle.
Bei der Auswahl des Prozesses fu¨r die Simulation wurde darauf geachtet, dass alle fu¨r die Vertei-
lungsmodelle relevanten Aspekte beru¨cksichtigt sind und eine ausgewogene Mischung erreicht wird.
Wu¨rden bestimmte Aspekte fehlen (z.B. die Mo¨glichkeit zur Migration), so wu¨rden verschiedene
Verteilungsmodelle zusammenfallen. Wenn hingegen bestimmte Aspekte dominieren wu¨rden (z.B.
sta¨ndiger Wechsel der OE), so wa¨ren die Ergebnisse nicht sehr aussagekra¨ftig. Deshalb wurde ein
WF gewa¨hlt, dessen Bearbeiter in verschiedenen OE angesiedelt sind (Ambulanz, Labor, Stationen,
Verwaltung). Außerdem gibt es Aktivita¨ten (7-14), die je nach WF-Instanz in unterschiedlichen OE
(Station 1-3) bearbeitet werden. Damit die Simulation eines WF allgemeine Aussagen u¨ber die Qua-
lita¨t der Verteilungsmodelle zula¨sst, sollte er Verzweigungen, Parallelita¨t und Schleifen enthalten
[GMWW99]. Auch dies ist bei dem simulierten Prozess gegeben. Schließlich wurde wie bei allen
Simulationen darauf geachtet, dass die Belastung der Bearbeiter nur so groß ist, dass ihre Arbeitsli-
sten nicht
”
u¨berlaufen“.
9.4.2 Ergebnis der Simulation des Klinik-WF
In Abb. 9.14 ist die von den einzelnen Komponenten zu bewa¨ltigende Kommunikationslast dargestellt.
Dabei wird fu¨r jedes Verteilungsmodell die Gesamtlast aller WF-Server, die Last pro WF-Server und
die durchschnittliche Belastung der Teilnetze angegeben. Fu¨r die Gateways wird nicht die Belastung
pro Gateway, sondern die insgesamt umgesetzte Last angegeben, weil Letztere der ggf. u¨ber ein WAN
zu kommunizierenden Datenmenge (und damit den entstehenden Kosten) entspricht.
Bei den Verteilungsmodellen ohne Migration (2. und 3.) ist die Gesamtkommunikationslast der WF-
Server identisch mit dem zentralen Fall, ansonsten ist sie ho¨her. Dabei fa¨llt auf, dass sie bei einem
voll verteilten WfMS (8.) extrem hoch ist. Die Last pro Server ist bei den Ansa¨tzen 2 - 8 viel kleiner
als fu¨r den zentralen Server. Die durchschnittliche Teilnetzlast ist meist a¨hnlich zum zentralen Fall,
nur durch variable Serverzuordnungen (6.) wird sie deutlich reduziert. Die Belastung der Gateways
ist bei Ansa¨tzen mit der Mo¨glichkeit zur Migration (4.-8.) generell niedriger.
In Abb. 9.15 ist die Belastung der WF-Server dargestellt. Dabei ist nicht die Kommunikationslast
angegeben, sondern die Anzahl der pro Zeiteinheit auszufu¨hrenden Aktionen (z.B. Arbeitsliste aktua-
lisieren). Die Lastwerte sind wie in Abb. 9.12 nach Typ der Aktion aufgeschlu¨sselt. Alle angegebenen
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Abbildung 9.14 Kommunikationslast fu¨r die einzelnen Komponenten des WfMS.
Werte beschreiben die Gesamtlast der WF-Server. Bei Verteilungsmodellen mit mehreren Servern ver-
teilt sich diese Last auf die WF-Server. Deshalb ist u¨ber den Balken wieder die Anzahl der WF-Server
des simulierten Szenarios angegeben.
In Abb. 9.15 fa¨llt auf, dass bei allen Verteilungsmodellen dieselbe Last fu¨r das Starten und Beenden
von WF-Instanzen (0,5) bzw. von Aktivita¨ten (19,5) entsteht. Es war auch zu erwarten, dass dafu¨r stets
gleich viele Aktionen notwendig sind, da es sich jeweils um dieselbe Anzahl von WF-Instanzen bzw.
Aktivita¨ten handelt. Die Last fu¨r das Aktualisieren von Arbeitslisten und fu¨r Migrationen ist bei einem
voll verteilten WfMS (8.) auffallend groß. Generell sind bei Verteilungsmodellen mit Migrationen (4.-
8.) die Werte in Abb. 9.15 kleiner, als die Gesamtkommunikationslast in Abb. 9.14, d.h. Migrationen
erfordern zwar eine große Datenmenge, aber nicht die Ausfu¨hrung von besonders vielen Aktionen.
Deshalb sind sie fu¨r die WF-Server eher unkritisch, aber nicht fu¨r das Kommunikationssystem.
Abbildung 9.15 Durch von den WF-Servern auszufu¨hrende Aktionen erzeugte Last.
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9.4.3 Diskussion der Simulationsergebnisse
Modell 1: Zentraler Server Die durchschnittliche Teilnetzlast ha¨ngt davon ab, in welchem Teilnetz
der WF-Server angesiedelt ist. Konkret ergibt sich beim Teilnetz der Ambulanz die Last 100, bei den
Stationen 101,1, bei der Verwaltung 98,6 und beim Labor 111,2. Es wurde also mit der Ambulanz
ein
”
recht guter Fall“ ausgewa¨hlt (da es im zentralen Fall nur einen WF-Server im System gibt, kann
dessen Lage nicht fu¨r einzelne WF-Typen optimiert werden). Die Last im Teilnetz des WF-Servers
ist unabha¨ngig von dieser Wahl stets 334,6. Diese hohe Last fu¨hrt schnell zur ¨Uberlastung dieses
Teilnetzes. Die Kommunikationslast des WF-Servers ist unabha¨ngig davon, in welchem Teilnetz er
angesiedelt ist. Da es nur einen Server im System gibt, ist die Gesamtlast der Server identisch mit der
Last pro Server. Diese Gesamtlast kann von anderen Verteilungsmodellen nicht unterboten werden,
da im zentralen Fall keine Kommunikation zur Synchronisation (z.B. Migrationen) notwendig ist. Die
Gateway-Last wird bei diesem Verteilungsmodell alleine von den 5 Gateways umgesetzt, die das Teil-
netz des WF-Servers mit denen von Bearbeitern verbinden. Um die Belastung der Teilnetze mit jener
der Gateways vergleichen zu ko¨nnen, sei noch angemerkt, dass die von den Gateways umgesetzte Da-
tenmenge 44,3% der in den Teilnetzen insgesamt kommunizierten Datenmenge entspricht. Betrachtet
man die durch die Ausfu¨hrung von Aktionen entstehende Last, so fa¨llt auf, dass der Großteil (80%)
durch die Aktualisierung von Arbeitslisten entsteht. Da bei der Ausfu¨hrung von solchen Aktionen
nur ein vergleichsweise geringes Datenvolumen umgesetzt wird, fallen sie in Abb. 9.14 kaum ins
Gewicht. Fu¨r die Belastung der WF-Server stellt die Verwaltung der Arbeitslisten aber einen betra¨cht-
lichen Aufwand dar.
Modell 2: Server zufa¨llig Hier ist ebenfalls keine Synchronisation zwischen den WF-Servern not-
wendig, da die WF-Instanzen unabha¨ngig voneinander ausgefu¨hrt werden und ein WF komplett von
einem Server kontrolliert wird. Deshalb erreicht die Gesamtkommunikationslast den optimalen Wert
100. Diese Last verteilt sich gleichma¨ßig auf die 6 WF-Server. Wegen der zufa¨lligen Wahl des Servers
findet keine Optimierung seines Ortes statt, weswegen sich fu¨r die Netz- und Gateway-Last sogar ein
schlechterer Wert als im zentralen Fall ergibt. Die WF-Server mu¨ssen mehr Aktionen durchfu¨hren, als
im zentralen Fall. Diese Aktionen sind zusa¨tzliche Aktualisierungen von Arbeitslisten. Diese fallen
an, weil 6 (anstelle von 1) WF-Server die Arbeitslisten der Benutzer verwalten. Da eine Arbeitsliste
nicht sofort aktualisiert wird, wenn sie sich a¨ndert, sondern ¨Anderungen eine gewisse Zeit gesammelt
und auf einmal u¨bertragen werden (vgl. Abschnitt 2.5.3 und 9.2.3.1), bieten sich deshalb nicht mehr so
viele Mo¨glichkeiten zum Zusammenfassen von ¨Anderungen. (Von verschiedenen WF-Servern durch-
zufu¨hrende ¨Anderungen ko¨nnen natu¨rlich nicht zusammengefasst werden.)
Modell 3: Keine Migration Wird der Server bei den Bearbeitern platziert und sind keine Migra-
tionen mo¨glich, so erreicht die Kommunikationslast der WF-Server den minimalen Wert 100. Da fu¨r
verschiedene WF-Typen unterschiedliche Server verwendet werden ko¨nnen, verteilt sich diese Last
auf die 6 Server. In der Simulation fa¨llt die gesamte Last natu¨rlich fu¨r den Server der Verwaltung an,
da nur ein WF-Typ simuliert wird. Trotz der niedrigen Gesamtlast ist das Ergebnis fu¨r die Netzlast
nicht besonders gut, da der Ort des WF-Servers nur fu¨r die gesamte WF-Instanz, nicht aber fu¨r ein-
zelne Aktivita¨ten, optimiert werden kann. Deshalb befindet sich der Server fu¨r die Aktivita¨ten 1-14
im falschen Teilnetz. Betrachtet man die durch die Ausfu¨hrung von Aktionen entstehende Last fu¨r die
WF-Server, so ist diese mit dem zentralen Fall fast identisch. Die Last verteilt sich allerdings auf 6
WF-Server.
Modell 4: Keine globale Bearbeiterauflo¨sung Weil zum Teilnetz der Bearbeiter jeder Aktivita¨t mi-
griert werden muss, entstehen nicht rentable Migrationen (z.B. wegen Aktivita¨t 5 ins Labor). Deshalb
resultiert eine recht hohe Kommunikationslast fu¨r die WF-Server. Da sich diese auf nur 4 Server ver-
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teilt, ergibt sich bei diesem Ansatz die ho¨chste Last pro Server. Aus denselben Gru¨nden entsteht auch
eine hohe Last pro Teilnetz. Prinzipiell wa¨re zwar vorstellbar, fu¨r den
”
zusammengesetzten Domain“
der Stationen 3 Teilnetze zu verwenden, es entstu¨nde aber keine Verbesserung fu¨r das Teilnetz des
Servers. Dieses Teilnetz wu¨rde mit der gesamten Kommunikation des Domains belastet, da der WF-
Server an jeder Kommunikation des Domains beteiligt ist. Der Grund dafu¨r ist, dass die Clients der 3
Teilnetze ausschließlich mit diesem Server kommunizieren (wegen der lokalen Bearbeiterauflo¨sung),
und dass der Server die gesamte Kommunikation mit anderen Teilnetzen (Migrationen) abwickelt. Die
Gesamtlast der Gateways ist bei diesem Ansatz besonders niedrig, da die 3 Stationen ein gemeinsa-
mes Teilnetz verwenden, so dass zwischen ihnen keine Kommunikation u¨ber ein Gateway stattfindet.
Diese Last wird aber von nur 6 – und nicht wie bei den anderen Verteilungsmodellen 15 – Gateways
umgesetzt. Bei den auszufu¨hrenden Aktionen kommt gegenu¨ber dem zentralen Fall noch der Auf-
wand fu¨r die Migrationen hinzu. Dieser ist mit einem Anteil von ca. 2% an der Gesamtlast aber sehr
gering.
Modell 5: Migration und globale Bearbeiterauflo¨sung Die Kommunikationslast fu¨r die WF-Server
ist kleiner als beim vorherigen Ansatz, da auf nicht rentable Migrationen verzichtet werden kann. Das-
selbe gilt fu¨r die Anzahl der von den Servern auszufu¨hrenden Migrations-Aktionen (1,5 statt 2,1 bei
4.). Nicht rentable Migrationen sind z.B. die Migration zur Aktivita¨t 5 und die zu einer Station wegen
den Aktivita¨ten 7-11 und 14. Dass letztgenannte Aktivita¨ten der Verwaltung zugeordnet werden, spart
fu¨r einen Großteil der WF-Instanzdaten eine zusa¨tzliche Migration. Fu¨r die (mehrfach ausgefu¨hrten)
Aktivita¨ten 12 und 13 ist es hingegen rentabel, sie vom Server einer Station kontrollieren zu lassen, da
dann in $&%(' der Fa¨lle die Bearbeitung auf dieses Teilnetz beschra¨nkt ist. Die Migrationskosten fu¨r den
entsprechenden Teil der WF-Instanzdaten sind niedriger, als die durch die sta¨ndige Verwendung des
falschen Servers entstehenden Kosten. Durch die Migrationen ist die Gesamtlast der Server natu¨rlich
gro¨ßer als bei den Ansa¨tzen 1, 2 und 3. Daraus ergibt sich eine ho¨here Last pro Server als bei verteil-
ten Modellen ohne Migration. Sie ist aber deutlich niedriger als beim vorherigen Ansatz. Die Netzlast
wird durch den vorliegenden Ansatz reduziert; die Last pro Teilnetz ist niedriger als bei den bisher
beschriebenen Verteilungsmodellen. Bei der gewa¨hlten Verteilung sind etwas mehr Aktionen fu¨r das
Aktualisieren der Arbeitslisten notwendig (84,9 gegenu¨ber 80,0 im zentralen Fall), da wie bei 2. fu¨r
die Arbeitsliste eines Benutzers mehrere WF-Server zusta¨ndig sein ko¨nnen. Dies gilt insbesondere
fu¨r die Benutzer aus den Stationen 1-3, da fu¨r sie der Server der Station 1 (Aktivita¨t 12-13) und der
Server der Verwaltung (Aktivita¨t 7-11, 14) zusta¨ndig ist (vgl. Tabelle 9.2).
Modell 6: Variable Serverzuordnungen Weil alle WF-Instanzdaten zusa¨tzlich zum Server der ent-
sprechenden Station migrieren mu¨ssen (Aktivita¨t 8-14), ist die Gesamtkommunikationslast und die
Kommunikationslast pro Server gro¨ßer als bei statischer Serverzuordnung. Da keine nicht rentablen
Migrationen ausgefu¨hrt werden, sind diese Werte aber immer noch besser als bei den Ansa¨tzen 4 und
7. Durch die variable Serverzuordnung ergibt sich das beste Ergebnis fu¨r die Belastung der Teilnetze.
Das Ergebnis bei statischer Serverzuordnung (5.) ist 18% schlechter, alle anderen Ansa¨tze erzeugen
mindestens 24% mehr Last. Dies zeigt, dass variable Serverzuordnungen und das Ermitteln der op-
timalen Verteilung ada¨quate Mittel sind, um die Netzlast zu reduzieren. Dies bezieht sich sowohl
auf die durchschnittliche Netzlast, wie auch auf die Belastung der Gateways. Die durch die Aktions-
ausfu¨hrung entstehende Last ist a¨hnlich (sogar etwas kleiner) wie bei statischen Serverzuordnungen.
Sie stellt also kein Argument gegen die Verwendung von variablen Serverzuordnungen dar.
Modell 7: Bei der Anwendung Die unrentablen Migrationen (z.B. nach Beendigung der Aktivita¨t
1) fu¨hren – verglichen mit den anderen Ansa¨tzen, bei denen die Server geeignet gewa¨hlt werden –
zu der ho¨chsten Gesamtkommunikationslast. Der Wert fu¨r die Netzlast ist nicht ganz so schlecht, da
fu¨r die meisten Aktivita¨ten der optimale Server verwendet wird. Allerdings wirken sich auch hier die
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hohen Migrationskosten negativ aus. Der Aufwand fu¨r die Ausfu¨hrung von Aktionen ist a¨hnlich wie
bei den anderen Ansa¨tzen mit Migrationen.
Modell 8: Voll verteilt Da es keine (expliziten) Server gibt, ist die in Abb. 9.14 fu¨r die Server an-
gegebene Kommunikationslast die Gesamtlast aller Arbeitsstationen der Benutzer (
”
Mini-Server“).
Dieser Wert ist viel gro¨ßer, als bei den bisher diskutierten Verteilungsmodellen, da die komplette
WF-Instanz nach Beendigung jeder Aktivita¨t migriert (außer sie wird vom selben Benutzer wie ihr
Vorga¨nger bearbeitet). Diese Gesamtlast verteilt sich auf die Arbeitsstationen der 35 Benutzer. Die
Last pro Rechner ist kleiner als bei den Ansa¨tzen mit Servern. Da aber die Arbeitsplatzrechner der
Benutzer und nicht leistungsstarke Server damit belastet werden, ist der Wert vergleichsweise hoch.
Die Belastung der Gateways ist ziemlich niedrig, da ein WF stets in das Teilnetz der Station migriert
wird (Aktivita¨t 7-14), zu der die entsprechenden Bearbeiter geho¨ren (vgl. variable Serverzuordnun-
gen). Migrationen zwischen Bearbeitern derselben OE finden lokal in einem Teilnetz statt, was die
Gateways nicht belastet, aber zu der ho¨chsten Belastung der Teilnetze fu¨hrt. Bei der durch die Akti-
onsausfu¨hrung entstehenden Last fa¨llt auf, dass der Aufwand fu¨r das Aktualisieren der Arbeitslisten
extrem groß ist. Das liegt daran, dass jeder der 35 Mini-Server Arbeitslisten von quasi jedem anderen
Benutzer aktualisieren muss. Deshalb ko¨nnen ¨Anderungen fast nie zusammengefasst werden. Außer-
dem muss eine große Anzahl von Aktionen fu¨r Migrationen ausgefu¨hrt werden, da wie schon erwa¨hnt
sehr viele Migrationen stattfinden.
9.5 Workflow mit unabha¨ngigen Bearbeiterzuordnungen
In diesem Abschnitt wird die Simulation eines WF mit ausschließlich unabha¨ngigen Bearbeiterzuord-
nungen beschrieben. Diese Simulation dient dazu, den Sinn der Verwendung von statisch festgelegten
Migrationen zu untersuchen. Es wird wieder zuna¨chst das Simulationsszenario eingefu¨hrt und dann
das Simulationsergebnis vorgestellt und diskutiert.
9.5.1 Simulationsszenario
Wir betrachten eine Umgebung mit 4 OE (Verkauf, Fertigung, Versand und Buchhaltung) mit jeweils
10 Mitarbeitern. Jede OE verfu¨gt u¨ber ein eigenes Teilnetz und ggf. u¨ber einen eigenen WF-Server. Es
wurde ein sehr einfacher WF simuliert, der aus einer Sequenz von 40 Aktivita¨ten besteht. Dabei bilden
die Aktivita¨ten 1. . . 10, 11. . . 20, 21. . . 30 und 31. . . 40 Blo¨cke, von denen 9 Aktivita¨ten zur selben OE
geho¨ren (in der oben angegebenen Reihenfolge) und jeweils eine Aktivita¨t zu einer anderen OE geho¨rt.
Diese einzelnen Aktivita¨ten sind die Aktivita¨ten 5, 15, 25 und 35. So wird z.B. innerhalb des Blocks
der Aktivita¨ten des Verkaufs bei der Fertigung angefragt, ob die gewu¨nschte Maschinenkonfiguration
u¨berhaupt realisiert werden kann.
Im Folgenden wird die Abbildung des WF auf die verschiedenen Verteilungsmodelle beschrieben.
Die Verwendung von variablen Serverzuordnungen macht dabei keinen Sinn, da in dem WF keine
abha¨ngigen Bearbeiterzuordnungen enthalten sind. Wird der WF-Server bei der Anwendung plat-
ziert, so wird wieder wohl wollend angenommen, dass sich die Anwendung jeweils im Domain der
Bearbeiter der zugeho¨rigen Aktivita¨t befindet. Damit ergibt sich dieselbe Verteilung wie bei lokaler
Bearbeiterauflo¨sung (Modell 4), weshalb dieser Fall hier nicht gesondert betrachtet wird.
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Modell 1: Zentraler Server Da die Benutzer aller OE dieselbe Anzahl von Aktivita¨ten bearbeiten,
spielt es keine Rolle, in welchem Domain der WF-Server platziert wird. Fu¨r die Simulation wird der
Server der Fertigung verwendet.
Modell 2: Server zufa¨llig Fu¨r die gesamte WF-Instanz wird zufa¨llig ein Server ausgewa¨hlt.
Modell 3: Keine Migration Auch hier wird der Server der Fertigung gewa¨hlt.
Modell 4: Keine globale Bearbeiterauflo¨sung Da die Bearbeiterauflo¨sung nur lokal erfolgt, muss
zur Ausfu¨hrung der Aktivita¨ten 5, 15, 25 und 35, die von einer anderen OE bearbeitet werden als der
umgebende Block, migriert werden. Ansonsten werden die Blo¨cke vom Server der entsprechenden
OE kontrolliert.
Modell 5: Migration und globale Bearbeiterauflo¨sung Die Blo¨cke werden jeweils komplett vom
Server der entsprechenden OE kontrolliert, da sich eine Migration wegen der einzelnen Aktivita¨ten 5,
15, 25 und 35 nicht lohnt.
Modell 6: Voll verteilt Die Rechner der 40 Bearbeiter des WF u¨bernehmen die WF-Steuerung.
9.5.2 Simulationsergebnis
In Abb. 9.16 ist das Simulationsergebnis fu¨r die Kommunikationslast der einzelnen Komponenten
dargestellt. Dabei fa¨llt vor allem auf, dass bei Ansa¨tzen mit Migrationen (4.-6.) die von den WF-
Servern insgesamt umgesetzte Datenmenge recht groß ist (dies gilt insbesondere bei 4. und 6., den
Verteilungsmodellen bei denen Migrationen erzwungen werden). Dahingegen ist die Belastung der
Teilnetze und Gateways bei diesen Verteilungsmodellen kleiner als im zentralen Fall.
Abbildung 9.16 Kommunikationslast fu¨r die einzelnen Komponenten des WfMS.
Abb. 9.17 zeigt die durch die Ausfu¨hrung von Aktionen erzeugte Last. Fu¨r das Starten und Beenden
von WF-Instanzen und Aktivita¨ten fa¨llt, wie in Abschnitt 9.4 erla¨utert, bei allen Verteilungsmodellen
dieselbe Last an. Die Gesamtlast weicht nur bei 2. und 6. stark von der des zentralen Falls ab. Bei die-
sen Verteilungsmodellen entsteht hauptsa¨chlich durch das Aktualisieren von Arbeitslisten eine ho¨here
Anzahl von auszufu¨hrenden Aktionen.
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Abbildung 9.17 Durch von den WF-Servern auszufu¨hrende Aktionen erzeugte Last.
9.5.3 Diskussion der Simulationsergebnisse
Modell 1: Zentraler Server Die Last wurde wieder so normiert, dass sich fu¨r alle Komponenten
der Wert 100 ergibt. Die Teilnetze werden wie immer bei Verwendung eines zentralen WF-Servers
sehr ungleich belastet. Im vorliegenden Szenario betra¨gt die Last im Teilnetz des WF-Servers 229,0,
wa¨hrend die Last in den anderen Teilnetzen durchschnittlich 57,0 ist. Die insgesamt von den Gateways
umgesetzte Datenmenge betra¨gt bei dieser Simulation 42,8% der insgesamt in den Teilnetzen kom-
munizierten Datenmenge, so dass sowohl die Gateways wie auch die Teilnetze u¨berlastet sein ko¨nnen.
Bei der Ausfu¨hrung von Aktionen entsteht der Hauptaufwand (73,2) wieder durch das Aktualisieren
von Arbeitslisten.
Modell 2: Server zufa¨llig Die Werte fu¨r die Kommunikationslast sind fast identisch mit denen des
zentralen Falls, wobei sich die von den WF-Servern zu bewa¨ltigende Last allerdings auf 4 Server ver-
teilt. Fu¨r das Aktualisieren der Arbeitslisten sind vergleichsweise viele Aktionen (152,1 anstatt 73,2)
notwendig, da durch die verteilte Verwaltung der Arbeitslisten das Zusammenfassen von ¨Anderungen
erschwert wird.
Modell 3: Keine Migration Bei diesem Verteilungsmodell ergibt sich dasselbe Ergebnis wie im
zentralen Fall, da alle WF-Server gleich gut geeignet sind und deshalb kein Optimierungspotential
existiert. Die von den Servern zu bewa¨ltigende Last verteilt sich allerdings (rechnerisch) auf die 4
WF-Server.
Modell 4: Keine globale Bearbeiterauflo¨sung Findet die Bearbeiterauflo¨sung nur lokal statt, so
muss stets in den Domain der Bearbeiter der aktuellen Aktivita¨t migriert werden. Da die Migrationen
zu den Aktivita¨ten 5, 15, 25 und 35 nicht rentabel sind, ergibt sich eine sehr hohe Kommunikations-
last fu¨r die WF-Server und eine relativ große Anzahl von Migrations-Aktionen. Die Belastung der
Teilnetze bzw. Gateways ist, trotz der nicht rentablen Migrationen, nur geringfu¨gig gro¨ßer bzw. sogar
kleiner als im zentralen Fall.
Modell 5: Migration und globale Bearbeiterauflo¨sung Da bei diesem Verteilungsmodell auf nicht
rentable Migrationen verzichtet werden kann, ist die Belastung der WF-Server bzgl. Datenvolumen
und Anzahl Migrations-Aktionen kleiner als bei den anderen Verteilungsmodellen mit Migrationen (4.
und 6.). Fu¨r die Belastung der Teilnetze und Gateways ergeben sich eine deutliche Reduktion der Last
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gegenu¨ber dem zentralen Fall und die besten Werte aller Verteilungsmodelle. Dies zeigt, dass sowohl
globale Bearbeiterauflo¨sung wie auch Migrationen unbedingt notwendig sind, um die Belastung des
Kommunikationssystems zu reduzieren, d.h. um ein effizientes WF-Management zu realisieren.
Modell 6: Voll verteilt Die Belastung der Mini-Server ist bei diesem Verteilungsmodell sehr groß,
sowohl was die Kommunikationslast, als auch was die Anzahl der auszufu¨hrenden Aktionen angeht.
Dies resultiert wie schon im Beispiel aus Abschnitt 9.4 daraus, dass jeder Rechner einen Teil der
Arbeitsliste jedes Benutzers des WfMS verwaltet, und daraus, dass quasi nach Beendigung jeder Ak-
tivita¨t migriert werden muss. Die Belastung der Teilnetze und Gateways ist recht niedrig. Dies liegt
daran, dass beim Starten einer Aktivita¨t keine Kommunikationskosten mehr anfallen, da die beno¨tigten
Daten schon bei der Migration auf den Rechner des entsprechenden Benutzers transportiert wurden.
Deshalb ist die Lage des WF-Servers stets optimal.
9.6 Workflow mit abha¨ngigen Bearbeiterzuordnungen
Fu¨r die in diesem Abschnitt beschriebene Simulation wurde ein Prozess gewa¨hlt, wie er fu¨r viele
Umgebungen typisch ist. Wa¨hrend in Abschnitt 9.4 kaum und in Abschnitt 9.5 keine Abha¨ngigkeiten
zwischen den Bearbeitern der einzelnen Aktivita¨ten unterstellt werden, wird nun der in der Praxis
ha¨ufig auftretende Fall betrachtet, dass derartige Abha¨ngigkeiten bestehen. Teile der Simulationser-
gebnisse wurden in [BD99a, BD00a] publiziert. Ein a¨hnliches Szenario findet sich in [BD99b].
9.6.1 Simulationsszenario
Abha¨ngige Bearbeiterzuordnungen treten in zahlreichen Anwendungsbereichen auf. Entha¨lt ein WF
viele abha¨ngige Bearbeiterzuordnungen, so sind fu¨r seine verteilte Ausfu¨hrung variable Serverzu-
ordnungen sehr gut geeignet. Wie groß der damit erzielbare Gewinn ist, soll anhand der Simulation
eines WF aus dem medizinischen Bereich untersucht werden. Wir betrachten ein Szenario mit ei-
ner Ambulanz (4 ¨Arzte), in die ein Patient eingeliefert wird. Anschließend wird er auf eine von 5
Krankenstationen verlegt (je 2 ¨Arzte). Fu¨r die auf den Stationen auszufu¨hrenden Aktivita¨ten werden
abha¨ngige Bearbeiterzuordnungen verwendet, da fu¨r den Patienten nur Personal der betroffenen Sta-
tion ) zusta¨ndig ist. Allerdings wird wa¨hrend des Aufenthalts des Patienten auf der Station ) noch
eine Aktivita¨t im Labor (1 MTA) ausgefu¨hrt. Damit ergibt sich fu¨r den WF die folgende Sequenz von
Aktivita¨ten:
Aktivita¨t 1-3 in der Ambulanz
Aktivita¨t 4 durch einen Stationsarzt (nimmt Patient auf Station 1-5 auf)
Aktivita¨t 5-9 durch einen Arzt dieser Station )
Aktivita¨t 10 im Labor
Aktivita¨t 11-15 durch einen Arzt der Station )
Der beschriebene WF wird wie folgt auf die Verteilungsmodelle abgebildet:
Modell 1: Zentraler Server Alle Aktivita¨ten werden vom Server der Station 1 kontrolliert. Die Ser-
ver der anderen Stationen wu¨rden zum selben Simulationsergebnis fu¨hren; die Server der Ambulanz
und des Labors fu¨hren zu ho¨heren Kommunikationskosten.
Modell 2: Server zufa¨llig Der Server fu¨r eine gesamte WF-Instanz wird zufa¨llig ausgewa¨hlt.
Modell 3: Keine Migration Wie im zentralen Fall wird der gesamte WF vom Server der Station 1
kontrolliert.
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Modell 4: Keine globale Bearbeiterauflo¨sung Die Aktivita¨ten 1-3 werden vom Server der Ambu-
lanz kontrolliert. Die im Labor bearbeitete Aktivita¨t 10 wird von dessen WF-Server gesteuert. Die
einer Station zugeordneten Aktivita¨ten werden vom Server des Domains
”
Stationen“ kontrolliert. Wie
bei der Simulation aus Abschnitt 9.4 mu¨ssen die 5 Stationen einen gemeinsamen Domain bilden, da
die Bearbeiterauflo¨sung nur lokal erfolgt.
Modell 5: Migration und globale Bearbeiterauflo¨sung Da sich eine Migration ins Labor wegen
einer einzelnen Aktivita¨t nicht lohnt, werden die Aktivita¨ten 1-3 vom Server der Ambulanz und die
restlichen Aktivita¨ten vom Server der Station 1 kontrolliert.
Modell 6: Variable Serverzuordnungen Die Aktivita¨ten 1-4 werden vom Server der Ambulanz
kontrolliert, die Aktivita¨ten 5-15 vom Server der jeweils involvierten Station ) . Es ist nicht mo¨glich,
schon die Aktivita¨t 4 diesem Server zuzuordnen, da die betroffene Station vor Ausfu¨hrung von Akti-
vita¨t 4 noch nicht feststeht.
Modell 7: Bei der Anwendung Bei diesem Verteilungsmodell wird wieder wohl wollend ange-
nommen, dass alle Anwendungen im Domain der Bearbeiter der jeweiligen Aktivita¨t installiert sind.
Außerdem seien alle Aktivita¨tenprogramme mit Bearbeitern einer Station im Domain der Station 1
installiert, so dass zwischen diesen Aktivita¨ten keine Migrationen stattfinden. Damit ergibt sich die
folgende Verteilung: Die Aktivita¨ten 1-3 werden vom Server der Ambulanz, die Aktivita¨ten 5-9 und
11-15 werden vom Server der Station 1 und die Aktivita¨t 10 wird vom Server des Labors kontrolliert.
Modell 8: Voll verteilt Die WF-Steuerung wird von den Rechnern der 15 Bearbeiter des WF u¨ber-
nommen.
9.6.2 Simulationsergebnis
In Abb. 9.18 ist die relative Kommunikationslast der Komponenten des WfMS bei den verschiedenen
Verteilungsmodellen dargestellt. Dabei fa¨llt auf, dass bei den Verteilungsmodellen, bei denen Migra-
tionen erzwungen werden (4., 7. und 8), sehr hohe Lastwerte auftreten. Werden statische Serverzuord-
nungen verwendet (5.), so ist das Ergebnis fast mit denen der Verteilungsmodelle ohne Migrationen
(1.-3.) identisch. Durch variable Serverzuordnungen (6.) la¨sst sich die Belastung der Teilnetze und vor
allem der Gateways drastisch reduzieren.
Abbildung 9.18 Kommunikationslast fu¨r die einzelnen Komponenten des WfMS.
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Abb. 9.19 zeigt die bei den WF-Servern durch die Aktionsausfu¨hrung erzeugte Last. Diese ist bei den
Verteilungsmodellen 1. und 3.-7. sehr a¨hnlich. Lediglich, wenn die Server zufa¨llig ausgewa¨hlt werden
(2.) ist sie etwas gro¨ßer, und bei dem voll verteilten Ansatz (8.) ist die Last extrem groß. Bei allen
Verteilungsmodellen ergibt sich durch das Starten und Beenden von WF-Instanzen dieselbe Last 2,4
und durch das Starten und Beenden von Aktivita¨teninstanzen die Last 35,6.
Abbildung 9.19 Durch von den WF-Servern auszufu¨hrende Aktionen erzeugte Last.
9.6.3 Diskussion der Simulationsergebnisse
Modell 1: Zentraler Server Die relative Last wurde wieder so normiert, dass sich fu¨r alle Kom-
ponenten der Wert 100 ergibt. Die Last in dem Teilnetz, in dem der WF-Server liegt, hat den Wert
387,1, wa¨hrend die anderen Teilnetze durchschnittlich nur mit 52,1 belastet werden. Das Verha¨ltnis
Gesamtkommunikationslast der Teilnetze zu Gesamtlast der Gateways betra¨gt in diesem Szenario 2,2.
Modell 2: Server zufa¨llig Die mit dem zentralen Fall fast identische Gesamtkommunikationslast der
WF-Server verteilt sich bei diesem Verteilungsmodell auf 7 Server. Die Belastung der Teilnetze und
Gateways ist etwas erho¨ht, da außer den WF-Servern der Stationen auch die ungu¨nstigeren Server
der Ambulanz und des Labors verwendet werden. Da die Arbeitslisten eines Benutzers wieder durch
mehrere Server verwaltet werden, mu¨ssen diese dabei mehr Aktionen ausfu¨hren, als im zentralen Fall.
Modell 3: Keine Migration Da dieselbe Verteilung verwendet wird, ergibt sich auch dieselbe Last
wie im zentralen Fall. Allerdings verteilt sich diese rechnerisch auf 7 WF-Server.
Modell 4: Keine globale Bearbeiterauflo¨sung Wegen der zahlreichen (erzwungenen) Migrationen
entsteht eine hohe Kommunikationslast. Die Migrationen schlagen sich auch in der durch die Ak-
tionsausfu¨hrung erzeugten Last (7,1 fu¨r Migrationen) nieder. Da sich die hohe Kommunikationslast
auf nur 3 Teilnetze verteilt, resultiert mit 259,1 eine sehr hohe Last pro Teilnetz. Die von den Ga-
teways umgesetzte Datenmenge ist mit 62,3 vergleichsweise gering, da sich der WF-Server bei der
Aktivita¨tenausfu¨hrung stets im optimalen Teilnetz befindet. Außerdem bilden die Stationen 1-5 ein
gemeinsames Teilnetz, so dass auch in die Ausfu¨hrung der Aktivita¨ten 5-9 und 11-15 kein Gateway
involviert ist.
Modell 5: Migration und globale Bearbeiterauflo¨sung Die Belastung der WF-Server (sowohl
Kommunikationen wie auch Aktionen) wird durch die einzelne Migration kaum erho¨ht. Allerdings
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sind statische Serverzuordnungen im vorliegenden Szenario wenig geeignet, so dass die Belastung
des Kommunikationssystems gegenu¨ber dem zentralen Fall nur minimal reduziert werden kann.
Modell 6: Variable Serverzuordnungen Auch bei diesem Verteilungsmodell werden die WF-Server
durch die einzelne Migration nur minimal sta¨rker belastet, als im zentralen Fall. Die Belastung der
Teilnetze und der Gateways kann aber drastisch reduziert werden. Die Belastung der Teilnetze wird
anna¨hernd halbiert (fast jede Kommunikation belastet nur noch ein Teilnetz, anstatt wie im zentralen
Fall 2 Teilnetze). Kommunikation u¨ber ein Gateway findet a¨ußerst selten statt (4.4), weil durch die
variable Serverzuordnung fu¨r jede Aktivita¨t der Server der betroffenen Station verwendet wird. In
ADEPT wurde das Ziel verfolgt, die Belastung des Kommunikationssystems zu reduzieren. Dies ist,
wie mit dieser Simulation eindrucksvoll gezeigt wurde, durch die Verwendung von variablen Server-
zuordnungen gelungen. Es gibt also Szenarien, in denen variable Serverzuordnungen unverzichtbar
sind, wenn ein bzgl. der Kommunikationskosten effizientes WF-Management realisiert werden soll.
Modell 7: Bei der Anwendung Die Verteilung ist identisch mit dem Modell 3, mit dem Unterschied,
dass die Stationen weiterhin eigene Domains bilden. Deshalb ergibt sich dieselbe Gesamtlast fu¨r die
WF-Server. Diese verteilt sich hier aber auf 7 (anstatt 3) WF-Server. Auch die Kommunikationslast
verteilt sich auf die 7 Teilnetze und ist damit kleiner als beim Modell 3. Allerdings sind bei Aktivita¨ten,
die von Bearbeitern einer Station ausgefu¨hrt werden, ha¨ufig 2 Teilnetze involviert (Station 1 des WF-
Servers und Station ) des Bearbeiters), so dass sich eine gro¨ßere von den Gateways zu bewa¨ltigende
Gesamtkommunikationslast als bei 3. ergibt.
Modell 8: Voll verteilt Wegen der zahlreichen Migrationen, und weil die Arbeitsliste eines Be-
nutzers von vielen verschiedenen Mini-Servern aktualisiert werden muss, ergibt sich eine große
Kommunikations- und Aktionslast fu¨r die WF-Server. Diese schla¨gt sich auch in einer hohen Last
fu¨r die Teilnetze nieder. Lediglich die Belastung der Gateways ist moderat, da sich der WF-Server
(a¨hnlich wie bei variablen Serverzuordnungen) stets im optimalen Domain befindet. Die Migratio-
nen zwischen den Bearbeitern desselben Domains (z.B. zwischen den Aktivita¨ten 5-9) belasten die
Gateways nicht.
9.7 Zusammenfassung und Diskussion
In diesem Kapitel wurden aus der Literatur bekannte Verteilungsmodelle klassifiziert und mit dem von
ADEPT verglichen. Die entstehenden Klassen bilden die Basis fu¨r die Durchfu¨hrung von Simulatio-
nen. Deren Ergebnisse wurden vorgestellt und diskutiert. Diese Ergebnisse sind sehr aussagekra¨ftig,
da die Konfidenzintervalle fu¨r die Erwartungswerte extrem klein sind, und weil die Unterschiede zwi-
schen der bei den verschiedenen Verteilungsmodellen entstehenden Last groß ist. Mehrere Konzepte,
die ausschließlich das Verteilungsmodell von ADEPT bietet, ermo¨glichen eine drastische Reduzierung
der von den Teilnetzen und Gateways umzusetzenden Kommunikationslast. Dies sind namentlich die
Verwendung von Migrationen in Kombination mit globaler Bearbeiterauflo¨sung und die Verwendung
von variablen Serverzuordnungen. Andere Verteilungsmodelle fu¨hren zwar in einzelnen Szenarien
zu akzeptablen Ergebnissen, dafu¨r aber in anderen zu einer hohen Last. Dagegen minimiert ADEPT
stets die Last bzgl. der verwendeten Zielfunktion (hier: Minimierung der durchschnittlichen Bela-
stung der Teilnetze), weil die Serverzuordnungen eben so gewa¨hlt werden, dass dies erreicht wird.
Als weiteres Ergebnis der Simulationen bleibt festzuhalten, dass die durch Migrationen verursachte
Mehrbelastung fu¨r die WF-Server klein ist. Dies gilt auch, wenn variable Serverzuordnungen ver-
wendet werden. Insbesondere, wenn das fu¨r WF-Server relevante Maß der Anzahl der pro Zeiteinheit
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durchzufu¨hrenden Aktionen zugrunde gelegt wird, ist die durch Migrationen verursachte Mehrbe-
lastung fast vernachla¨ssigbar. Aus diesen Gru¨nden ist es essentiell, dass ein Verteilungsmodell (so
wie ADEPT) eine Optimierung der Verteilung dadurch ermo¨glicht, dass eine WF-Instanz (abschnitts-
weise) von verschiedenen Servern kontrolliert werden kann.
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Kapitel 10
Diskussion
Nachdem das vorherige Kapitel einen ¨Uberblick u¨ber verteilte WfMS bot, wird ADEPT *+-,.0/+01324.0+05
6
nun in diesem Zusammenhang diskutiert. Das Ziel des vorliegenden Kapitels ist es, aufzuzeigen, bei
welchen Themen dieser Arbeit es sich um origina¨re Beitra¨ge zum Stand der Forschung handelt. Dazu
orientiert sich dieses Kapitel am Aufbau der Arbeit, so dass sich die Themen des Teils II im Folgenden
jeweils als eigener Abschnitt wieder finden.
10.1 Verteilte Workflow-Steuerung
Im Abschnitt 9.1 wurden die aus der Literatur bekannten Systeme und Forschungsansa¨tze fu¨r verteil-
tes WF-Management bereits ausfu¨hrlich betrachtet und ADEPT *+-,.0/+7132&.0+75
6 wurde mit den einzelnen
Ansa¨tzen verglichen. Dabei fa¨llt auf, dass außer ADEPT *+-,.0/+7132&.0+75
6 kein Ansatz das Ziel verfolgt,
die Belastung des Kommunikationssystems durch die Wahl einer geeigneten Aufgabenverteilung zu
minimieren. Unser Ansatz ist außerdem der einzige, der sowohl eine verteilte WF-Steuerung (mit Mi-
grationen), als auch eine globale Bearbeiterauflo¨sung vorsieht. Dies ist aber notwendig, um u¨berhaupt
Freiheitsgrade bei der Wahl des WF-Servers einer Aktivita¨t zu haben. Bei allen anderen Verteilungs-
modellen sind u¨berhaupt keine Migrationen mo¨glich (bei zentralem WF-Server, bei zufa¨lliger Wahl
des Clusters und bei Festlegung eines Servers fu¨r einen gesamten WF-Typ) oder es werden unno¨tige
Migrationen erzwungen (bei lokaler Bearbeiterauflo¨sung, wenn der Server bei der Anwendung plat-
ziert wird und bei voll verteilten Ansa¨tzen). In beiden Fa¨llen fehlen also jegliche Freiheitsgrade bei der
Festlegung ob, wann und wohin migriert werden soll. Diese Freiheitsgrade werden beno¨tigt, um die
Kommunikationskosten minimieren zu ko¨nnen. Deshalb entstehen bei den anderen Ansa¨tzen ho¨here
Kommunikationskosten als bei ADEPT. Diese Aussage wurde auch durch die durchgefu¨hrten Simu-
lationen besta¨tigt (siehe Kapitel 9).
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6 ist der bislang einzige Ansatz, bei dem die Mo¨glichkeit besteht, eine geeignete
Zuordnung der WF-Server zu den Aktivita¨ten automatisch berechnen zu lassen. Dies ist aber sehr
wichtig, weil ein WF-Modellierer mit der Festlegung einer geeigneten Verteilung der Aufgaben auf
die WF-Server u¨berfordert wa¨re. Der Versuch, eine solche manuell festzulegen, wu¨rde deshalb ho¨chst-
wahrscheinlich zu ungu¨nstigen Serverzuordnungen, und damit zu einem schlechten Kommunikations-
verhalten fu¨hren. Um eine automatische Berechnung von Serverzuordnungen zu ermo¨glichen, muss-
ten nicht nur die in Abschnitt 4.5 vorgestellten Verteilungsalgorithmen entwickelt werden, sondern
auch ein Kostenmodell, mit dem die bei der WF-Ausfu¨hrung entstehenden Belastungen abgescha¨tzt
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werden ko¨nnen. Fu¨r dieses war es wiederum erforderlich, Verfahren zur Berechnung von mehreren
Wahrscheinlichkeitsverteilungen zu entwickeln.
Dass der von uns verfolgte Ansatz große Vorteile mit sich bringt, konnte in Abschnitt 9.5 durch die Si-
mulation eines Prozesses gezeigt werden, in dem keine abha¨ngigen Bearbeiterzuordnungen verwendet
werden. Obwohl dann keine variablen Serverzuordnungen eingesetzt werden ko¨nnen, zeigt ADEPT
im Vergleich zu allen anderen Verteilungsmodellen das mit Abstand beste Kommunikationsverhal-
ten. So ist die Belastung der Gateways, und damit die Kosten fu¨r ggf. entfernte Kommunikationen,
bei allen anderen Ansa¨tzen anna¨hernd doppelt so groß. Bei einigen Verteilungsmodellen betra¨gt die
Belastung sogar mehr als das Dreifache.
10.2 Variable Serverzuordnungen
Die Klassifikation der verteilten WfMS aus Abschnitt 9.1 zeigt deutlich, dass variable Serverzuord-
nungen bisher ausschließlich von ADEPT verwendet werden. Dieses Konzept wurde im Rahmen der
vorliegenden Arbeit entwickelt, und es gibt auch keine vergleichbaren Ansa¨tze. Dasselbe gilt deshalb
natu¨rlich auch fu¨r die Verfahren zur automatischen Berechnung von geeigneten variablen Serverzu-
ordnungen.
In der WF-Literatur wurden bisher die Auswirkungen der in der Praxis a¨ußerst relevanten abha¨ngi-
gen Bearbeiterzuordnungen auf eine verteilte WF-Ausfu¨hrung nicht betrachtet. Bei einigen der in
der Literatur beschriebenen Ansa¨tze ko¨nnen abha¨ngige Bearbeiterzuordnungen sogar u¨berhaupt nicht
realisiert werden, weil keine globale Bearbeiterauflo¨sung vorgesehen ist, d.h. alle potentiellen Be-
arbeiter einer Aktivita¨t mu¨ssen demselben Domain angeho¨ren. Abha¨ngige Bearbeiterzuordnungen
machen aber nur dann Sinn, wenn es eine Art
”
Pivot-Aktivita¨t“ gibt, welche die OE der nachfol-
genden (abha¨ngigen) Aktivita¨ten determiniert (z.B. die betroffene Station innerhalb einer Klinik).
Diese Pivot-Aktivita¨t kann dann in den abha¨ngigen Bearbeiterzuordnungen referenziert werden. Sie
kann aber nicht realisiert werden, wenn keine globale Bearbeiterauflo¨sung mo¨glich ist, weil ihre po-
tentiellen Bearbeiter unterschiedlichen OE, und damit unterschiedlichen Domains, angeho¨ren. Der
tatsa¨chlich verwendete Domain steht erst nach Ausfu¨hrung der Pivot-Aktivita¨t fest. Beispiele fu¨r
Ansa¨tze mit ausschließlich lokaler Bearbeiterauflo¨sung sind MENTOR [WWWK96b, MWW 8 98]
und WIDE [CGP 8 96, CGS97].
Ein akzeptables Verhalten bei der Ausfu¨hrung von Prozessen mit abha¨ngigen Bearbeiterzuordnungen
kann, außer durch variable Serverzuordnungen, lediglich bei den in Abschnitt 9.1.4 vorgestellten voll
verteilten Ansa¨tzen erreicht werden. Ein solcher Ansatz wird z.B. von INCAS [BMR94, BMR96]
und Exotica/FMQM [AMG 8 95] verfolgt. Hier wird eine WF-Instanz stets zum Bearbeiter der je-
weils aktuellen Aktivita¨t migriert, so dass sie sich damit im
”
richtigen“ Domain befindet. Allerdings
fu¨hrt dieser Ansatz, wie in Kapitel 9 schon ausfu¨hrlich diskutiert wurde, zu sehr vielen unno¨tigen Mi-
grationen, die wiederum das Kommunikationsverhalten verschlechtern. Außerdem la¨sst sich ein voll
verteiltes WfMS nur dann sinnvoll einsetzen, wenn zumindest dem Großteil der Aktivita¨ten exakt ein
Bearbeiter zugeordnet ist. Andernfalls wird der Aufwand fu¨r die Bearbeiterauflo¨sung zu groß. Aus
diesen Gru¨nden wurde fu¨r ADEPT kein solcher Ansatz gewa¨hlt.
Dass der Nutzen von variablen Serverzuordnungen sehr groß ist, konnte durch die in Abschnitt 9.6 be-
schriebene Simulation eines Szenarios, in dem mehrere abha¨ngige Bearbeiterzuordnungen auftreten,
belegt werden. Hier wird die durchschnittliche Belastung der Teilnetze durch den Einsatz von varia-
blen Serverzuordnungen anna¨hernd halbiert, und zwar nicht nur gegenu¨ber einem zentralen WfMS,
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sondern auch im Vergleich zu allen anderen Verteilungsmodellen. Noch eindrucksvoller ist die durch
die Verwendung von variablen Serverzuordnungen resultierende geringe Belastung der Gateways, die
bei allen anderen Ansa¨tzen sogar mehr als 14 Mal gro¨ßer ist.
10.3 Optimierung von Migrationen
Wenden wir uns nun der Fragestellung zu, welche Daten einer WF-Instanz bei einer Migration u¨ber-
tragen werden sollen. Wie in Kapitel 6 beschrieben wurde, wird die zu u¨bertragende Datenmenge bei
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6 derart reduziert, dass eine redundante Datenu¨bertragung ausgeschlossen ist. Dies
gilt auch dann, wenn ein WF-Server mehrfach (mit Unterbrechungen) an der Steuerung einer WF-
Instanz beteiligt ist, oder wenn die von ihm kontrollierte Aktivita¨t mehrere Vorga¨ngeraktivita¨ten hat,
deren Server Informationen an ihn u¨bermitteln. Bei einigen der in der Literatur beschriebenen verteil-
ten WfMS werden die zu einer WF-Instanz vorhandenen Laufzeitdaten bei einer Migration vollsta¨ndig
u¨bertragen. So wird bei CodAlf [SM96, SM97] und BPAFrame [MMSL96, SM96] eine WF-Instanz
als Objekt repra¨sentiert (inkl. internem Zustand, Datenelementen und der Definition des zugeho¨rigen
WF-Typs), welches zwischen den WF-Servern migriert. Auch bei INCAS [BMR94, BMR96] wurde
ein solcher Objektmigrationsansatz gewa¨hlt, allerdings erfolgt die WF-Definition hier durch Regeln.
Da zusa¨tzlich zu den schon genannten Daten auch noch die alten Versionen der Datenelemente (vgl.
Datenhistorie aus Abschnitt 3.3.4) im migrierten Objekt enthalten sind, muss bei jeder Migration eine
sehr große Datenmenge u¨bertragen werden, was zu einem extrem hohen Kommunikationsaufkom-
men fu¨hren kann. Es gibt aber auch Ansa¨tze, die nicht nur bei Migrationen Daten u¨bertragen: Bei
Exotica/FMQM [AMG 8 95] werden die von einer Aktivita¨teninstanz geschriebenen Datenelemente
an diejenigen Systemkomponenten versendet, die Aktivita¨teninstanzen kontrollieren, welche diese
Datenelemente lesen. Die verteilte WF-Ausfu¨hrung in MENTOR [WWWK96b, WWK 8 97] basiert
auf der Partitionierung von State- und Activitycharts. Um eine zum zentralen Fall a¨quivalente ver-
teilte WF-Ausfu¨hrung garantieren zu ko¨nnen, mu¨ssen, nach der Beendigung von parallel ausgefu¨hr-
ten Aktivita¨ten, Synchronisationsnachrichten und Datenelemente ausgetauscht werden. Da dies einen
großen Kommunikationsaufwand erfordert, werden in [MWW 8 98] Verfahren vorgestellt, mit denen
dieser Aufwand reduziert werden kann. Es wird also nicht das Ziel verfolgt, den Kommunikationsauf-
wand bei Migrationen zu reduzieren, sondern der Aufwand fu¨r die Synchronisation der WF-Server bei
parallel ausgefu¨hrten Aktivita¨ten wird begrenzt. Eine solche Synchronisation der WF-Abarbeitung ist
in ADEPT *9+0,.0/+01324.0+05"6 nicht notwendig, da die Bearbeitung paralleler Zweige unabha¨ngig voneinander
fortschreiten kann.
Einige Ansa¨tze verwenden keine Partitionierung und Migrationen im eigentlichen Sinn, sondern star-
ten Subprozesse auf einem entfernten WF-Server. Dies hat außer den im Folgenden diskutierten
Aspekten gewisse Nachteile, die schon in Abschnitt 3.4.2 beschrieben wurden. Bei einer Erweite-
rung von MOBILE [NSS98, Sch97b, SNS99] wird zur Ausfu¨hrungszeit der WF-Instanzen entschie-
den, welcher WF-Server einen Sub-WF kontrollieren soll. Auch WIDE [CGP 8 96, CGS97] erreicht
Verteilung durch die entfernte Ausfu¨hrung von Subprozessen. Diese Vorgehensweise hat den Vor-
teil, dass an einen Sub-WF nur die von ihm potentiell beno¨tigten Daten u¨bergeben werden mu¨ssen,
anstatt dass alle Daten der WF-Instanz migriert werden. Allerdings wird dieser Vorteil durch die in
Kapitel 6 vorgestellten Optimierungen mehr als ausgeglichen. Es mu¨ssen na¨mlich evtl. auch Datenele-
mente an einen Sub-WF u¨bergeben werden, die von diesem u¨berhaupt nicht beno¨tigt werden, z.B. weil
sie in einer bei dieser WF-Instanz nicht gewa¨hlten bedingten Verzweigung gelesen werden wu¨rden.
Auch Daten, die in dem Sub-WF nicht direkt verwendet werden, sondern mit denen nur ein weiterer
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Sub-WF aufgerufen wird, mu¨ssen u¨bertragen werden. Datenelemente ko¨nnen also keine
”
Partitionen
u¨berspringen“. Alle diese Problemfa¨lle ko¨nnen bei ADEPT *+-,.0/
+01324.0+05
6 nicht auftreten, da, wie in Ka-
pitel 6 erla¨utert wurde, eine redundante ¨Ubertragung von Zustandsinformation oder Datenelementen
stets ausgeschlossen ist.
Bei WIDE [CGP 8 96] werden Datenelemente nicht direkt an andere WF-Server u¨bergeben, sondern
es werden nur Referenzen auf diese Daten u¨bertragen. Diese Vorgehensweise ist ha¨ufig bei solchen
Systemen zu finden, die wie WIDE auf einer objektorientierten Systeminfrastruktur (z.B. CORBA)
basieren, da diese den ortstransparenten Zugriff auf die eigentlichen Datenelemente ermo¨glicht. Bei
METEOR : [DKM 8 97, MPS 8 98] steuert ein sogenannter
”
Taskmanager“ die Ausfu¨hrung eines be-
stimmten Aktivita¨tentyps und signalisiert den Taskmanagern der Nachfolgeraktivita¨ten deren Been-
digung. Zugriffe auf Datenelemente erfolgen ortstransparent durch CORBA. Dasselbe gilt fu¨r die
Systeme METUFlow [GAC 8 97], MOKASSIN [GJS 8 99], und WASA : [Wes99c], bei denen eine Ak-
tivita¨teninstanz jeweils durch ein CORBA-Objekt repra¨sentiert wird. Die Nachteile, die bei all diesen
Ansa¨tzen dadurch entstehen, dass bei der Ausfu¨hrung jeder einzelnen Aktivita¨teninstanz entfernt auf
diese Daten zugegriffen werden muss, wurden schon ausfu¨hrlich in Abschnitt 2.3.1 diskutiert.
Zusammenfassend la¨sst sich feststellen, dass in der Literatur zahlreiche Ansa¨tze fu¨r verteiltes WF-
Management vorgestellt werden, bei denen eine einzelne WF-Instanz von verschiedenen Servern
kontrolliert werden kann. Allerdings werden bei keinem von diesen die bei Migrationen anfallen-
den Kommunikationskosten – wie durch die in Kapitel 6 vorgestellten Verfahren – minimiert. Die
Ansa¨tze ignorieren weitgehend die in einem verteilten WfMS anfallenden hohen Kommunikations-
kosten. Manche der Ansa¨tze treffen aber Entwurfsentscheidungen, die Einfluss auf die entstehenden
Kommunikationskosten haben: (1) Bei Migrationen werden nur Referenzen auf Datenelemente u¨ber-
geben. Dies fu¨hrt zu den schon diskutierten Nachteilen. (2) Bei Migrationen wird keine explizite
Zustandsinformation u¨bergeben (es werden lediglich die Nachfolgeraktivita¨ten u¨ber die Beendigung
der Aktivita¨teninstanz informiert). Dies fu¨hrt dazu, dass keine Information u¨ber beendete Aktivita¨ten
verfu¨gbar ist, was die Realisierung fortschrittlicher WF-Konzepte, wie abha¨ngige Bearbeiterzuord-
nungen und die ¨Uberwachung von Zeitbedingungen, beeintra¨chtigt.
Die in Kapitel 6 vorgestellten Verfahren sind also nicht nur origina¨r in dem Sinne, dass Verfahren
dieser
”
Bauart“ bei keinem anderen Ansatz fu¨r verteiltes WF-Management zu finden sind; bei an-
deren Ansa¨tzen wird nicht einmal ernsthaft das Ziel verfolgt, die bei Migrationen zu u¨bertragende
Datenmenge zu reduzieren. Deshalb ist die gesamte Vorgehensweise neuartig im Bereich der WF-
Forschung.
10.4 Replikation von Workflow-Servern
Im Kapitel 7 haben wir untersucht, wie eine mo¨gliche ¨Uberlastung von WF-Servern geeignet be-
handelt werden kann. Zu diesem Zweck werden WF-Server repliziert, so dass sich mehrere Server
innerhalb desselben Domains befinden ko¨nnen. Um fu¨r eine konkrete WF-Instanz einen dieser Server
auszuwa¨hlen, wurde ein auf Pseudo-Zufallszahlen basierendes Verfahren vorgestellt. Die Besonder-
heit dieses Verfahrens ist, dass es eine beliebige, vorzugebende Verteilung der Last ermo¨glicht und
dabei keinen zusa¨tzlichen Kommunikationsaufwand verursacht.
Unseres Wissens gibt es bisher keine Arbeiten, die sich mit dem Problem der ¨Uberlastung des WF-
Servers eines Domains befassen. Bei allen Ansa¨tzen außer ADEPT wird entweder vo¨llig auf die
Festlegung einer gu¨nstigen Verteilung verzichtet, so dass der Domain des zusta¨ndigen WF-Servers
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ohnehin irrelevant ist (z.B. bei der zufa¨lligen Serverwahl von Exotica/Cluster [AKA 8 94]), oder die
¨Uberlastungsproblematik wird einfach ignoriert. Besonders kritisch ist Letzteres bei Verteilungsmo-
dellen, bei denen die Bearbeiterauflo¨sung nur lokal im Domain des WF-Servers stattfindet (z.B. MEN-
TOR [WWWK96b, MWW 8 98] und WIDE [CGP 8 96, CGS97]). Bei diesen ist es im Falle einer
Serveru¨berlastung nicht mo¨glich, den Domain aufzuspalten oder Aufgaben einem anderen (ungu¨nsti-
geren) WF-Server zuzuordnen, da sich dadurch nicht mehr alle potentiellen Bearbeiter einer Aktivita¨t
im Domain des Servers befinden wu¨rden. Eine vorliegende Serveru¨berlastung kann deshalb nicht be-
hoben werden. Da ADEPT *+-,.0/+01324.0+05
6 bislang der einzige Ansatz ist, der das in Kapitel 7 adressierte
Problem behandelt, wird im Folgenden hauptsa¨chlich diskutiert, wie das vorgestellte Verfahren bei
verschiedenen Verteilungsstrategien eingesetzt werden kann.
Einige Forschungsprototypen, die sich nicht prima¨r um Skalierbarkeit ku¨mmern (z.B. Panta Rhei
[EG96, EL96a, EL96b], WASA [VWW96b, WHKS98]), und die meisten kommerziellen Systeme ver-
wenden einen zentralen WF-Server. Da dieser einen potentiellen Flaschenhals darstellt, ko¨nnen sol-
che WfMS nicht als skalierbar bezeichnet werden. Bei voll verteilten Ansa¨tzen (z.B. Exotica/FMQM
[AMG 8 95] und INCAS [BMR94, BMR96]) u¨bernimmt der Rechner jedes Benutzers Serverfunktio-
nalita¨t. Da es keine WF-Server im eigentlichen Sinn gibt, bei denen sich die Last konzentriert, ko¨nnen
auch keine WF-Server u¨berlastet werden. Deshalb besteht keine Notwendigkeit fu¨r die Verwendung
der in Kapitel 7 vorgestellten Verfahren. Im Exotica-Projekt wurde ein Ansatz entwickelt, bei dem
der WF-Server (Cluster) fu¨r eine WF-Instanz bei deren Start zufa¨llig ausgewa¨hlt wird [AKA 8 94].
In diesem Cluster verbleibt der WF fu¨r seine gesamte Laufzeit, es gibt also keine Migrationen. Dies
entspricht einem zentralen Ansatz mit repliziertem WF-Server. Die Serverwahl findet rein zufa¨llig
statt. Da eine WF-Instanz den Cluster nie wechselt, treten die in Abschnitt 7.3.3 beschriebenen Pro-
bleme bei der Zusammenfu¨hrung paralleler Zweige hier nicht auf, so dass die zufa¨llige Serverwahl
ausreichend ist.
Bei zahlreichen Ansa¨tzen werden wie bei ADEPT mehrere WF-Server verwendet, wobei ebenfalls
ein Wechsel des Servers mo¨glich ist. In MENTOR [WWWK96b, WWK 8 97, MWW 8 98] und WIDE
[CGP 8 96, CGS97] wird der WF-Server nahe bei den potentiellen Bearbeitern der Aktivita¨t allokiert;
bei METEOR : [DKM 8 97, MPS 8 98], CodAlf [SM96, SM97] und BPAFrame [MMSL96, SM96]
liegt er nahe bei der zur Aktivita¨t geho¨renden Anwendung. Bei all diesen Ansa¨tzen kann ein WF-
Server u¨berlastet sein. Mit dem vorgestellten pseudo-zufa¨lligen Verfahren wa¨re es mo¨glich, ihn zu
replizieren und die Last auf die Replikate zu verteilen.
In MOBILE [HS96, Jab97] werden verschiedene WF-Typen von unterschiedlichen WF-Servern kon-
trolliert. Migrationen sind nicht vorgesehen. Allerdings ko¨nnen Subprozesse von einem anderen WF-
Server kontrolliert werden [NSS98, Sch97b, SNS99]. Dieser wird zur Laufzeit aufgrund verschiedener
Kriterien (z.B. Rechte, Gewichte) ausgewa¨hlt. Auch bei diesem Ansatz ko¨nnen WF-Server u¨berlastet
sein, so dass die vorgestellten Verfahren angewendet werden ko¨nnen. Aufgrund der
”
Subprozess-
Semantik“ werden parallele Zweige stets auf demjenigen WF-Server zusammengefu¨hrt, auf dem sie
sich aufgeteilt haben. Da deshalb das in Abschnitt 7.3.3 geschilderte Problem beim Zusammenfu¨hren
paralleler Zweige nicht auftreten kann, ist hier das Verfahren mit zufa¨lliger Serverwahl vo¨llig ausrei-
chend.
Die Anwendung des in Kapitel 7 vorgestellten Verfahrens ist also nicht auf ADEPT beschra¨nkt. Zahl-
reiche andere Ansa¨tze ko¨nnen auch von ihm profitieren. Dabei genu¨gt fu¨r Ansa¨tze ohne Migrationen
eine zufa¨llige Serverwahl; ansonsten ist (wie bei ADEPT *+-,.0/
+01324.0+05
6 ) die pseudo-zufa¨llige Variante
am besten geeignet. Bisher ist aber noch bei keinem aus der Literatur bekannten Ansatz ein solches
Verfahren vorgesehen.
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10.5 Adaptives und verteiltes Workflow-Management
In der WF-Literatur finden sich zahlreiche Arbeiten, die sich mit Skalierbarkeitsfragestellungen und
verteilter WF-Ausfu¨hrung bescha¨ftigen (vgl. Abschnitt 9.1). Ebenso gibt es viele Vero¨ffentlichungen
zu dem Thema dynamische WF- ¨Anderungen, die z.B. in [Rei00] diskutiert werden. Jedoch gibt es
kaum Projekte, die beide Aspekte gemeinsam betrachten – insbesondere wird deren Zusammenspiel
nicht hinreichend gewu¨rdigt. Es ist nicht das Ziel dieser Arbeiten, ein bzgl. der Kommunikations-
kosten effizientes WfMS zu entwickeln, das skalierbar und flexibel ist. Dieser Aspekt wird in der
vorliegenden Arbeit erstmalig systematisch untersucht (vgl. Kapitel 8, [BRD01a]), indem betrachtet
wird, wie dynamische ¨Anderungen in einem verteilten WfMS durchgefu¨hrt werden sollten, und wie
bereits vera¨nderte WF-Instanzen effizient verteilt gesteuert werden ko¨nnen.
WIDE erlaubt dynamische ¨Anderungen einer WF-Vorlage und deren Propagierung auf laufende WF-
Instanzen [CCPP98]. Außerdem werden WF-Instanzen verteilt gesteuert [CGP 8 96], wobei die Bear-
beiter einer Aktivita¨t den WF-Server determinieren, der diese Aktivita¨t kontrolliert. Bei MOKASSIN
[GJS 8 99, JH98] und WASA [Wes98, Wes99c] wird die verteilte WF-Ausfu¨hrung durch eine zugrunde
liegende CORBA-Infrastruktur realisiert. Außerdem sind ¨Anderungen auf Schema- und auf Instanz-
ebene mo¨glich, wobei auch Konsistenzfragestellungen betrachtet werden. INCAS [BMR94, BMR96]
verwirklicht die Steuerung der WF-Instanzen durch Regeln, die modifiziert werden ko¨nnen, um dy-
namische ¨Anderungen durchzufu¨hren. Die WF-Steuerung findet verteilt statt, wobei eine WF-Instanz
stets von dem Rechner desjenigen Benutzers kontrolliert wird, der die aktuelle Aktivita¨t bearbeitet.
Bei all diesen Ansa¨tzen wird aber nicht explizit auf das Zusammenspiel der dynamischen ¨Anderun-
gen und der verteilten WF-Ausfu¨hrung eingegangen. Diese Fragestellung wurde in ADEPT erstmalig
untersucht.
In der Literatur finden sich auch einige Ansa¨tze fu¨r verteiltes WF-Management, bei denen eine WF-
Instanz wa¨hrend ihrer gesamten Lebenszeit von nur einem einzigen WF-Server kontrolliert wird (z.B.
Exotica/Cluster [AKA 8 94], MOBILE [HS96, Jab97] - wurde aber in [NSS98, Sch97b, SNS99] erwei-
tert). Es finden also keine Migrationen statt, unterschiedliche WF-Instanzen ko¨nnen aber von verschie-
denen Servern kontrolliert werden. Da fu¨r jede WF-Instanz eine zentrale Kontrollinstanz existiert,
ko¨nnten dynamische ¨Anderungen bei diesen Ansa¨tzen also genauso wie in einem zentralen WfMS
durchgefu¨hrt werden. Allerdings ist es bei diesem Verteilungsmodell nicht mo¨glich, fu¨r jede einzelne
Aktivita¨t einen bzgl. der Kommunikationskosten gu¨nstigen WF-Server auszuwa¨hlen. Da deshalb bei
der
”
normalen WF-Ausfu¨hrung“ ho¨here Mehrkosten entstehen, als die bei den (verha¨ltnisma¨ßig sel-
tenen) dynamischen ¨Anderungen erzielten Einsparungen, haben wir fu¨r ADEPT *+-,.0/+7132&.0+75
6 keinen
solchen Ansatz gewa¨hlt.
Kapitel 11
Stand der Realisierung
Einige der in dieser Arbeit vorgestellten Verfahren wurden prototypisch implementiert, um ihre Um-
setzbarkeit zu zeigen, und um ihr Zusammenspiel mit anderen Komponenten zu studieren. Außerdem
konnte so die Effektivita¨t der Verfahren gezeigt werden. Im dem vorliegenden Kapitel wird aufge-
zeigt, wie weit die Implementierung inzwischen fortgeschritten ist. Zu diesem Zweck wird auf die
Realisierung einiger bereits umgesetzter Konzepte jeweils kurz eingegangen.
Im Abschnitt 11.1 wird beschrieben, wie ein auf statischen Serverzuordnungen basierendes verteil-
tes WfMS realisiert werden kann, und wie die beno¨tigten geeigneten Serverzuordnungen berechnet
werden ko¨nnen. Dies erfolgte auf Basis eines kommerziellen (zentralen) WfMS. Der Abschnitt 11.2
bescha¨ftigt sich mit der Ausfu¨hrung von Prozessen, bei denen variable Serverzuordnungen verwendet
werden. Die entsprechenden Verfahren wurden fu¨r unseren Prototypen ADEPT ;<5
/=?>?@5
; realisiert. Im
Abschnitt 11.3 wird aufgezeigt, in wie weit die in Kapitel 6 beschriebenen Optimierungen der bei
Migrationen zu u¨bertragenden Datenmenge umgesetzt wurden. Der Abschnitt 11.4 betrachtet schließ-
lich noch die Implementierung von dynamischen Ablaufa¨nderungen in einem verteilten WfMS. Auch
dieses Kapitel schließt mit einer Zusammenfassung.
11.1 Statische Partitionierung und Migration
Das Konzept der statischen Serverzuordnungen und deren automatische Berechnung wurden schon zu
einem fru¨hen Zeitpunkt dieser Arbeit entwickelt [BD97]. Um die verwendeten Kostenformeln und die
Verteilungsalgorithmen verifizieren zu ko¨nnen, wurden diese implementiert. Außerdem sollte durch
Messungen belegt werden, dass die vorgestellten Verfahren tatsa¨chlich dazu geeignet sind, die in den
Teilnetzen des Kommunikationsnetzwerks entstehende Last zu reduzieren. Deshalb war auch eine
Realisierung der verteilten Ausfu¨hrung von WF-Instanzen erforderlich. Dies alles erfolgte auf Basis
eines kommerziellen (zentralen) WfMS [End98].
Die statisch definierte verteilte WF-Ausfu¨hrung wurde auf Basis von IBM FlowMark [IBM96b]
umgesetzt. Der Hauptgrund fu¨r die Wahl dieses Produktes war, dass es bei FlowMark mo¨glich ist,
WF-Vorlagen in Form von FlowMark-Definition-Language (FDL) -Dateien zu exportieren und zu
importieren. Dies ero¨ffnet die Mo¨glichkeit zur Manipulation dieser Vorlagen: Die Modellierungs-
komponente von FlowMark kann verwendet werden, um FDL-Definitionen der entsprechenden WF-
Vorlagen zu erzeugen. Fu¨r die Berechnung von geeigneten Serverzuordnungen zusa¨tzlich beno¨tigte
statistische Information (vgl. Abschnitt 4.2) kann in Kommentarfeldern abgelegt werden, welche
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ebenfalls in die FDL-Dateien u¨bernommen werden. Der Verteilungsalgorithmus kann nun realisiert
werden, indem die FDL-Definition eingelesen wird, geeignete Serverzuordnungen berechnet werden
und getrennte FDL-Definitionen fu¨r die verschiedenen WF-Server erzeugt werden. Mit dieser Vorge-
hensweise wurde die in Abschnitt 4.5.2 vorgestellte Variante des Verteilungsalgorithmus mit polyno-
miellem Laufzeitverhalten implementiert, bei der initial berechnete Partitionen ggf. zusammengefasst
werden. Die einzelnen vom Verteilungsalgorithmus erzeugten FDL-Dateien werden von den entspre-
chenden WF-Servern importiert, so dass die Server u¨ber die fu¨r sie jeweils relevanten Partitionen des
Gesamtprozesses verfu¨gen. Da in einer FDL-Datei auch das zugeho¨rige Organisationsmodell enthal-
ten ist, war es außerdem mo¨glich, den Algorithmus aus Abschnitt 4.6 umzusetzen, um eine geeignete
Verteilung der Benutzer auf die Domains zu ermitteln.
Die Fa¨higkeit von FlowMark zur entfernten Ausfu¨hrung von Subprozessen [IBM96b] konnte leider
nicht zur Realisierung der verteilten WF-Steuerung genutzt werden, weil die Semantik nicht derje-
nigen von ADEPT *+-,.0/
+01324.0+05
6 entspricht. Da bei FlowMark die WF-Kontrolle nach Beendigung eines
Sub-WF stets zum Server des Super-WF zuru¨ckkehrt, und keine Migrationen im eigentlichen Sinne
durchgefu¨hrt werden, wa¨re ADEPT nicht sauber nachgebildet worden, was die Ergebnisse verfa¨lscht
ha¨tte. Deshalb war es notwendig, die Migrationen selbst zu realisieren. Zu diesem Zweck fu¨gt der
Verteilungsalgorithmus am Anfang und Ende jeder Partition einige zusa¨tzliche (automatisch aus-
gefu¨hrte) Aktivita¨ten ein. Dies ist beispielhaft fu¨r die Sequenz der Aktivita¨ten A und B aus Abb. 11.1a
in Abb. 11.1b dargestellt. Am Ende einer Partition wird die Aktivita¨t CD$ eingefu¨gt, welche die Lauf-
zeitdaten der WF-Instanz an eine Aktivita¨t CFE sendet. Diese wiederum wurde am Anfang der Ziel-
partition eingefu¨gt und hat die Aufgabe, die empfangenen Instanzdaten in der WF-DB zu speichern.
Diese beiden Aktivita¨ten fu¨hren also die eigentlich Migration durch. Allerdings sind sie noch nicht
ausreichend, um in FlowMark eine verteilte WF-Ausfu¨hrung zu realisieren. Wird na¨mlich aufgrund
einer Dead-Path-Elimination1 die Aktivita¨t A nicht ausgefu¨hrt, so wird auch die Aktivita¨t CD$ nicht
ausgefu¨hrt, weshalb die Migration zu CFE niemals durchgefu¨hrt wird. Dadurch wa¨re die Zielpartition
blockiert, weil FlowMark den Zustand einer Aktivita¨t erst dann evaluiert, wenn alle Eingangskanten
(mit True oder False) signalisiert wurden. Um eine solche Blockadesituation zu vermeiden, wird als
zusa¨tzlicher Vorga¨nger von CD$ die Aktivita¨t GIHJCKCKL eingefu¨gt, die selbst keine eingehenden Kan-
ten hat, weshalb sie beim Start der WF-Instanz sofort ausgefu¨hrt wird. Somit evaluiert die Kante
GIHJCKCKLNMOCD$ stets zu True, und die Aktivita¨t CD$ wird (wegen ihrer Startbedingung
”
At-least-one“)
stets ausgefu¨hrt. Dadurch ist die Durchfu¨hrung der Migration sichergestellt. Allerdings muss dem
Zielknoten CFE noch mitgeteilt werden, ob die Kante CFEPMQB mit True oder False signalisiert werden
soll. Deshalb wird eine speziell fu¨r diesen Zweck eingefu¨hrte Variable RSGUTV im Falle der Ausfu¨hrung
der Aktivita¨t V?WAYX auf True gesetzt und bei der Migration mitu¨bertragen. Am Wert dieser Variablen
RPGITV kann bei der Zielpartition erkannt werden, ob die Aktivita¨t V?WYAX ausgefu¨hrt wurde oder nicht,
und damit, in welchem Modus die Kante CFEZM B signalisiert werden muss. Dass diese Kante ent-
sprechend der Variablen RSGUTV mit True oder False signalisiert wird, wird durch eine entsprechende
Kantenbedingung erreicht (vgl. Abb. 11.1b).
Um die Qualita¨t der berechneten Serverzuordnungen beurteilen zu ko¨nnen, wurden WF-Instanzen
mit zentraler und mit verteilter WF-Steuerung ausgefu¨hrt. Eine speziell fu¨r diesen Zweck entwickelte
Komponente simuliert eine gro¨ßere Anzahl von WF-Clients, so dass tatsa¨chlich eine nennenswerte
Last in den einzelnen Teilnetzen entsteht. Diese wurde gemessen. Dabei hat sich gezeigt, dass schon
1Eine Dead-Path-Elimination wird in FlowMark z.B. dann durchgefu¨hrt, wenn sich die Aktivita¨ten in einem nicht
gewa¨hlten Zweig einer bedingten Aufspaltung befinden. In einem solchen Fall werden die entsprechenden Kanten mit False
signalisiert. Aktivita¨ten mit False-signalisierten Eingangskanten werden nicht ausgefu¨hrt, weshalb ihre Ausgangskanten
ebenfalls mit False signalisiert werden.
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Abbildung 11.1 Realisierung einer Migration auf Basis von FlowMark.
bei Verwendung von nur 3 Domains die durchschnittliche Last der Teilnetze weniger als 50% der Last
des Teilnetzes eines zentralen WF-Servers betra¨gt. Damit ko¨nnte belegt werden, dass statisch defi-
nierte Serverzuordnungen ein geeignetes Mittel sind, um die Belastung der Teilnetze zu reduzieren.
11.2 Variable Serverzuordnungen
Eine verteilte WF-Ausfu¨hrung inkl. variabler Serverzuordnungen auf Basis eines kommerziellen
WfMS zu realisieren, ist a¨ußerst problematisch, da es hierfu¨r im Gegensatz zu der in Abschnitt 11.1
beschriebenen Umsetzung von statischen Serverzuordnungen nicht ausreicht, Partitionen zu bilden
und diese WF-Servern zuzuordnen. Deshalb wurden variable Serverzuordnungen in den WfMS-
Prototypen ADEPT ;<5
/=?>?@5
; integriert [Zei99]. Die in dieser Arbeit beschriebenen Konzepte wurden
hierbei direkt umgesetzt, weshalb ihre Implementierung im Folgenden nur sehr verku¨rzt dargestellt
wird.
Die Architektur von ADEPT ;y5
/=?>?@z5
; [HRB 8 00] wird im Folgenden nicht detailliert beschrieben.
Stattdessen wird nur auf Aspekte eingegangen, welche die verteilte WF-Ausfu¨hrung betreffen. Je-
der durch einen WF-Client angestoßene Auftrag wird in die Input-Queue des entsprechenden WF-
Servers eingefu¨gt (vgl. Abb. 11.2). Sobald ein Aktivita¨tstra¨ger (Prozess, Thread) verfu¨gbar ist, wird
der Auftrag von diesem bearbeitet. Dabei durchquert jeder Aufruf die Verteilungsschicht. Diese ruft
elementare Zugriffsfunktionen auf, um auf die lokal vorhandenen Daten zuzugreifen. Reichen diese
zur Bearbeitung einer Aufgabe nicht aus, so wird mit anderen WF-Servern kommuniziert. Dies ist
z.B. erforderlich, um eine Migration oder eine verteilte dynamische ¨Anderung durchzufu¨hren.
Die variablen Serverzuordnungsausdru¨cke selbst sind als Attribute der Aktivita¨tenknoten realisiert.
Diese Ausdru¨cke werden fu¨r zur Aktivierung anstehende Aktivita¨ten, unter Verwendung der Ablauf-
historie und des Organisationsmodells, ausgewertet, um den tatsa¨chlichen WF-Server der Aktivita¨ten-
instanz zu ermitteln. Allerdings unterstu¨tzt die aktuelle Implementierung nur die Typen 1-3 der Ser-
verzuordnungsausdru¨cke aus Abschnitt 5.1.2, d.h. Funktionen in Serverzuordnungen sind noch nicht
realisiert. Diese eingeschra¨nkte Umsetzung ist akzeptabel, da mit ihr gezeigt werden konnte, dass von
einem WfMS tatsa¨chlich auch solche Prozesse ausgefu¨hrt werden ko¨nnen, bei denen variable Ser-
verzuordnungen verwendet werden. Um dies zu ermo¨glichen, musste natu¨rlich auch das Protokoll aus
Abschnitt 5.2.2 implementiert werden, damit der WF-Server einer Synchronisationsaktivita¨t von allen
Vorga¨ngeraktivita¨ten bestimmt werden kann.
11.3 Optimierung von Migrationen
Die meisten der im Kapitel 6 beschriebenen Verfahren wurde im Prototypen ADEPT ;<5
/=?>?@5
; imple-
mentiert [Zei99]. So wird die Migration der Zustandsinformation realisiert, indem die Ablaufhistorie
der WF-Instanz u¨bertragen wird. Diese wird aber nicht bei jeder Migration komplett u¨bertragen, son-
dern es wurde das in Abschnitt 6.2.2 beschriebene Verfahren zum Anfordern von noch beno¨tigten
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Abbildung 11.2 Grobarchitektur des ADEPT-Workflow-Management-Systems.
Ablaufhistorieneintra¨gen realisiert. Zur ¨Ubertragung von Datenelementen wird das in Abschnitt 6.3.1
beschriebene Verfahren zum Versenden von kleinen Datenelementen verwendet. Bei diesem werden
nur diejenigen Datenelemente u¨bertragen, die von Aktivita¨ten erzeugt wurden, deren Ablaufhisto-
rieneintra¨ge bei der entsprechenden Migration angefordert wurden. Es werden also nicht bei jeder
Migration alle Datenelemente der WF-Instanz u¨bertragen, sondern jede Version eines Datenelements
wird maximal ein Mal an einen WF-Server transferiert. Ein spezielles Verfahren zum Versenden
bzw. Anfordern von besonders großen Datenelementen wurde nicht realisiert, da solche zur Zeit vom
ADEPT-Prototypen nicht explizit unterstu¨tzt werden.
11.4 Verteilte dynamische ¨Anderungen
Auch das Zusammenspiel von dynamischen Einfu¨ge- und Lo¨schoperationen mit der verteilten WF-
Ausfu¨hrung wurde implementiert [Zei99]. In diesem Zusammenhang ist sogar die Verwendung von
variablen Serverzuordnungen mo¨glich.
Um in einem verteilten WfMS dynamische ¨Anderungsoperationen zu ermo¨glichen, wurden die in Ab-
schnitt 8.3.1 beschriebenen Verfahren zur Synchronisation der aktuell an einer WF-Instanz beteiligten
WF-Server und zur ¨Ubertragung der ¨Anderungshistorie realisiert. Bei der vorliegenden Implemen-
tierung wird ausschließlich der bei einem Migrationszielserver tatsa¨chlich noch beno¨tigte Teil der
¨Anderungshistorie u¨bertragen, um das zu kommunizierende Datenvolumen klein zu halten. Außer-
dem wurde der bei einer Synchronisation der WF-Server erforderliche Austausch von Zustandsinfor-
mation so realisiert, dass (ebenso wie bei Migrationen) nur der jeweils noch nicht bekannte Teil der
Ablaufhistorie u¨bertragen wird. Des Weiteren war es zur Realisierung von dynamischen ¨Anderungs-
operationen erforderlich, ein Verfahren zu implementieren, mit dem fu¨r neu eingefu¨gte Aktivita¨ten
auf effiziente Weise eine Serverzuordnung festgelegt wird. Hierfu¨r wurde das in Abschnitt 8.3.2 vor-
gestellte Verfahren verwendet, bei dem das Entstehen zusa¨tzlicher Migrationen vermieden wird.
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11.5 Zusammenfassung
Durch die Implementierung der meisten der in dieser Arbeit vorgestellten Verfahren konnte gezeigt
werden, dass sie
”
funktionieren“. Der Großteil der Verfahren wurde im Prototypen ADEPT ;<5
/=?>?@5
;
implementiert, der u.a. auf der CeBIT’2000, der EDBT’20002 und der BIS’20003 vorgestellt wurde.
Insbesondere wurden alle zur Ausfu¨hrungszeit der WF-Instanzen relevanten Algorithmen in diesem
Prototypen realisiert, wodurch auch die Korrektheit ihres Zusammenspiels gezeigt werden konnte.
So ist es z.B. mo¨glich, dynamische ¨Anderungen in einem WfMS mit variablen Serverzuordnungen
und optimierten Migrationen durchzufu¨hren. Des Weiteren wurden gewisse Konzepte auf Basis von
IBM FlowMark umgesetzt. Dadurch wurde gezeigt, dass diese prinzipiell in kommerzielle WfMS
integriert werden ko¨nnen. Außerdem war es so mo¨glich, durch Messungen an einem realen System,
die Effektivita¨t der Verfahren zu belegen.
27th International Conference on Extending Database Technology, Konstanz, Ma¨rz 2000.
34th International Conference on Business Information Systems, Posen, April 2000.
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Kapitel 12
Zusammenfassung der Ergebnisse
Von der Seite der Anwender von Informationssystemen wird zunehmend gefordert, dass diese pro-
zessorientiert realisiert werden, weil dies die Benutzung des Informationssystems deutlich vereinfacht,
und hilft, Fehler bei der Bearbeitung von Gescha¨ftsprozessen zu vermeiden. Wie eingangs dieser Ar-
beit gezeigt wurde, ist die Realisierung von komplexen prozessorientierten Anwendungssystemen
mit konventioneller Implementierungstechnik nicht mit vertretbarem Aufwand mo¨glich. Durch die
Verwendung eines WfMS kann jedoch die Umsetzung eines solchen Systems drastisch vereinfacht
werden, da der applikationsspezifische Code der einzelnen Anwendungen von der Definition der Ab-
lauflogik des Gescha¨ftsprozesses getrennt wird. Dadurch wird die zu entwickelnde Gesamtapplikation
in u¨berschaubare Einheiten aufgeteilt und die Ablaufsteuerung des Gescha¨ftsprozesses wird durch das
WfMS realisiert.
Ein Mangel heutiger WfMS ist allerdings ihre unzureichende Skalierbarkeit bei hoher Last. Dies stellt
insbesondere fu¨r die Realisierung von unternehmensweiten und -u¨bergreifenden Anwendungssyste-
men ein großes Problem dar, weil bei solchen Systemen eine große Anzahl von Benutzern bedient
werden muss, die u.U. teilweise nur u¨ber langsame Netzwerke miteinander verbunden sind. Deshalb
stellt sich die Frage, wie ein skalierbares WfMS effizient realisiert werden kann, das heißt so, dass
die Belastung der WF-Server und des Kommunikationssystems minimiert wird. Dass auch die Be-
lastung des Kommunikationssystems sehr schnell zu einem Problem werden kann, wenn ein WfMS
ohne Beru¨cksichtigung dieses Aspekts realisiert wird, wurde in dieser Arbeit mit Hilfe eines Zahlen-
beispiels demonstriert.
In der vorliegenden Arbeit wurde gezeigt, wie es durch eine intelligente Verteilungsstrategie mo¨glich
ist, ein WfMS so zu realisieren, dass die entstehende Last auf die WF-Server verteilt wird, und außer-
dem das zu kommunizierende Datenvolumen klein bleibt. Diese Tatsache wurde durch verschiedene
Simulationen belegt. Außerdem wurden die vorgestellten Verfahren so gestaltet, dass es auch in dem
resultierenden verteilten WfMS mo¨glich ist, fortschrittliche Funktionalita¨ten, wie die ¨Anderung von
WF-Instanzen zu deren Ausfu¨hrungszeit oder abha¨ngige Bearbeiterzuordnungen, zu realisieren. Im
Folgenden fassen wir die wichtigsten Ergebnisse, die somit auch den Kern von ADEPT *+-,.0/+01324.0+05
6
bilden, nochmals kurz zusammen:
Grundlage des Workflow-Management-Systems
Um die anvisierten Ziele erreichen zu ko¨nnen, war es wichtig, einige grundlegende Entscheidungen
zu treffen. So wurden geeignete Verfahren zur Realisierung des Datenflusses und zur Aktualisierung
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der Arbeitslisten der Benutzer gewa¨hlt. Eine entscheidende Rolle spielt auch die Art und Weise, wie
die zugrunde liegende Systeminfrastruktur aufgebaut ist. Deshalb wurden mehrere Mo¨glichkeiten be-
trachtet und analysiert. Dabei hat sich gezeigt, dass es am gu¨nstigsten ist, in den Teilnetzen der Be-
nutzer jeweils mindestens einen WF-Server zu platzieren. Nur durch eine solch hochgradig verteilte
Infrastruktur ist es mo¨glich, das Entstehen von Flaschenha¨lsen bei den WF-Servern und im Kommu-
nikationssystem zu vermeiden.
Verteilungsstrategie
Das zentrale Element dieser Arbeit ist die Strategie, mit der die zu erledigenden Aufgaben auf die
WF-Server verteilt werden. Mit Hilfe von Simulationen wurde gezeigt, dass das dafu¨r gewa¨hlte Ver-
teilungsmodell a¨ußerst positive Auswirkungen auf die Belastung der WF-Server und des Kommuni-
kationssystems hat. Dieses Verteilungsmodell basiert darauf, den WF-Server einer Aktivita¨t mo¨glichst
nahe bei deren potentiellen Bearbeitern zu wa¨hlen. Um dies zu ermo¨glichen werden die WF-Vorlagen
zur Modellierungszeit partitioniert, was zu der Notwendigkeit von Migrationen zur Ausfu¨hrungszeit
der WF-Instanzen fu¨hrt. Außerdem ist eine globale (domainu¨bergreifende) Auflo¨sung der Bearbei-
terzuordnungen unbedingt erforderlich, um keine Freiheitsgrade bei der Festlegung des WF-Servers
einer Aktivita¨t zu verlieren. Eine Besonderheit von ADEPT *+-,.0/
+01324.0+05
6 ist, dass automatisch geeignete
Serverzuordnungen fu¨r die einzelnen Aktivita¨ten einer WF-Vorlage ermittelt werden. Dies geschieht
durch Verteilungsalgorithmen, die ein polynomielles Laufzeitverhalten aufweisen. Um diese anwen-
den zu ko¨nnen, war es erforderlich, ein Kostenmodell zu entwickeln, mit dem die unter Verwendung
gegebener Serverzuordnungen entstehenden Kosten abgescha¨tzt werden ko¨nnen.
Damit eine WF-Instanz verteilt von mehreren WF-Servern gesteuert werden kann, sind Migrationen
erforderlich. Um diese realisieren zu ko¨nnen, musste formal festgelegt werden, welche Zusta¨nde eine
Migration auslo¨sen und welche Aktionen bei einer solchen Migration durchgefu¨hrt werden mu¨ssen.
Damit das Kommunikationsverhalten von Migrationen verbessert wird, wurden außerdem Verfahren
entwickelt, mit denen Migrationen besonders effizient durchgefu¨hrt werden ko¨nnen. Diese Verfah-
ren basieren darauf, dass Informationen nicht einfach bei Migrationen u¨bertragen werden, sondern
dass vom Zielserver noch beno¨tigte Information gezielt angefordert wird. Bei diesen Verfahren wird
lediglich ein Teil der Ablaufhistorie der betroffenen WF-Instanz u¨bertragen, um ihren Zustand zu
u¨bermitteln. Datenelemente werden bei diesem Verfahren niemals redundant u¨bertragen. Fu¨r große
Datenelemente wurde ein Verfahren entwickelt, bei dem diese nur dann u¨bertragen werden, wenn sie
auch tatsa¨chlich vom Zielserver beno¨tigt werden. In diesem Fall werden die Datenelemente sogar bei
dem dafu¨r optimal geeigneten WF-Server angefordert.
Umgang mit abha¨ngigen Bearbeiterzuordnungen
Um viele der in der Praxis vorkommenden Abla¨ufe abbilden zu ko¨nnen, sind Aktivita¨ten mit abha¨ngi-
gen Bearbeiterzuordnungen erforderlich. Fu¨r diese Aktivita¨ten entsteht allerdings ein Problem bei der
Festlegung des optimal geeigneten WF-Servers, da der Domain der Bearbeiter einer solchen Aktivita¨t
zur Modellierungszeit noch nicht bekannt ist. Eine statische Festlegung des WF-Servers ist in solchen
Fa¨llen ungeeignet. Deshalb wurden die sog. variablen Serverzuordnungen eingefu¨hrt. Dass diese eine
große Effizienzsteigerung mit sich bringen, wurde durch Simulationen gezeigt. Allerdings fu¨hren va-
riable Serverzuordnungen auch zu einigen Schwierigkeiten: So musste ein Protokoll entwickelt wer-
den, mit dem parallele Ausfu¨hrungszweige synchronisiert werden ko¨nnen, da variable Serverzuord-
nungen nicht in allen Zweigen aufgelo¨st werden ko¨nnen. Auch die automatische Berechnung von
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geeigneten variablen Serverzuordnungen gestaltet sich kompliziert, da die vom Kostenmodell beno¨ti-
gen Wahrscheinlichkeitsverteilungen jetzt von Vorga¨ngeraktivita¨ten abha¨ngen. Die entsprechenden
Verfahren sind sehr komplex und aufwendig. Dies ist aber akzeptabel, weil sie zur Modellierungs-
zeit ausgefu¨hrt werden (weshalb sie die WF-Server nicht belasten) und weiterhin eine polynomielle
Laufzeit haben. Außerdem verbessern sie die Effizienz der WF-Steuerung drastisch.
Lastverteilung auf mehrere Server eines Domains
Um die ¨Uberlastung von Systemkomponenten zu verhindern, darf natu¨rlich nicht ausschließlich das
Kommunikationsverhalten betrachtet werden. Auch WF-Server ko¨nnen einen Engpass darstellen.
Deshalb muss es mo¨glich sein, mehrere WF-Server in demselben Domain zu betreiben. Dann stellt
sich aber die Frage, wie die anstehenden Aufgaben auf diese verteilt werden sollen. In dieser Arbeit
wurde ein sehr trickreiches Verfahren vorgestellt, das keine Kommunikation oder Synchronisation
zwischen diesen Servern erfordert. Es hat außerdem die sehr scho¨ne Eigenschaft, dass auf einfache
Weise eine beliebige Lastverteilung zwischen diesen Servern eingestellt (und vera¨ndert) werden kann.
Somit ist die Problematik der ¨Uberlastung fu¨r alle Komponenten (WF-Server, Teilnetze, Gateways)
eines WfMS gelo¨st.
Unterstu¨tzung fortschrittlicher Workflow-Konzepte
Um ein WfMS in der Praxis tatsa¨chlich einsetzen zu ko¨nnen, mu¨ssen zahlreiche fortschrittliche WF-
Konzepte unterstu¨tzt werden. Sa¨mtliche in dieser Arbeit vorgestellten Verfahren sind so gestaltet,
dass sie keinem denkbaren WF-Konzept im Wege stehen, weil den aktuell an einer WF-Instanz betei-
ligten Servern die gesamte Steuerungsinformation (aus den Ablaufhistorien) bekannt ist. Allerdings
erfordert die effiziente Umsetzung bestimmter Konzepte in einem verteilten WfMS die Entwicklung
besonderer Verfahren. So wurde schon erwa¨hnt, dass zur effizienten Unterstu¨tzung von abha¨ngigen
Bearbeiterzuordnungen die variablen Serverzuordnungen beno¨tigt werden. Auch fu¨r das effiziente
Zuru¨cksetzen von WF-Instanzen in ADEPT *+-,.0/+01324.0+05
6 wurde eine Lo¨sung gefunden: Migrationen, die
bei der Vorwa¨rtsausfu¨hrung stattgefunden haben, werden beim Zuru¨cksetzen in umgekehrter Richtung
ausgefu¨hrt. Außerdem werden die Historien der Datenelemente durch die ehemals an der WF-Instanz
beteiligten Servern aufbewahrt. Dadurch ist es nicht notwendig, die Datenhistorie bei Migrationen zu
u¨bertragen, sondern es muss nur der aktuell gu¨ltige Wert u¨bermittelt werden.
Die Umsetzung von kontrollierten dynamischen ¨Anderungen einer WF-Instanz stellt in einem ver-
teilten WfMS ein besonders schwieriges Problem dar, weil hierfu¨r eigentlich eine zentrale Kontroll-
instanz beno¨tigt wird. Dennoch wurde in dieser Arbeit ein Verfahren entwickelt, das die effiziente
verteilte Steuerung von vera¨nderten WF-Instanzen ermo¨glicht. Dieses basiert darauf, dass bei Mi-
grationen nur Teile der ¨Anderungshistorie u¨bertragen werden und nicht der gesamte neu entstandene
WF-Graph. Auch die dynamischen ¨Anderungsoperationen selbst ko¨nnen mit akzeptablem Synchro-
nisationsaufwand realisiert werden, indem nur diejenigen WF-Server einbezogen werden, die aktuell
tatsa¨chlich an der Steuerung der WF-Instanz beteiligt sind.
Ausblick
Wie so oft wirft die Bearbeitung eines Problems neue bzw. weiterfu¨hrende Fragestellungen auf, die
Gegenstand von Folgearbeiten sein ko¨nnten. Aufbauend auf die vorliegende Arbeit bieten sich unter
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anderem die folgenden Themen fu¨r weitergehende Untersuchungen an:
{ Zusammengesetzte (komplexe) abha¨ngige Bearbeiterzuordnungen sprengen die Mo¨glichkeiten
der in dieser Arbeit eingefu¨hrten variablen Serverzuordnungen. Wenn solche Bearbeiterzuord-
nungen tatsa¨chlich beno¨tigt werden, dann ist es evtl. sinnvoll, zusammengesetzte variable Server-
zuordnungen zu verwenden. Dieser Aspekt wurde schon in Abschnitt 5.5 diskutiert.
{ Es kann Sinn machen, zur Ausfu¨hrungszeit einer WF-Instanz eine Serverzuordnung zu vera¨ndern,
um so den Ausfall oder die ¨Uberlastung einer Systemkomponente (WF-Server, Teilnetz, Gate-
way) zu kompensieren. Allerdings wird die entsprechende Aktivita¨t evtl. erst viel spa¨ter aus-
gefu¨hrt, so dass zu diesem Zeitpunkt eine vera¨nderte Lastsituation vorherrscht. Deshalb sollte
nicht nur untersucht werden, wie eine solche dynamische Vera¨nderung einer Serverzuordnung
realisiert werden kann, sondern auch, in welchen Situationen diese u¨berhaupt Vorteile bringt.
{ In Abschnitt 8.4 wurden einige Verbesserungsmo¨glichkeiten fu¨r die Durchfu¨hrung von dyna-
mischen ¨Anderungen in einem verteilten WfMS angesprochen: So ko¨nnen noch intelligentere
Verfahren zur Festlegung des WF-Servers von neu eingefu¨gten Aktivita¨ten entwickelt werden,
die zusa¨tzlich statistische Information beru¨cksichtigen. Außerdem sind ¨Anderungsoperationen
denkbar, in die nur ein Teil der aktuell an der betroffenen WF-Instanz beteiligten WF-Server
einbezogen wird.
{ Es ko¨nnen intelligente Verfahren entwickelt werden, um das Zusammenspiel der verteilten WF-
Ausfu¨hrung mit anderen WF-Konzepten effizienter zu gestalten. So ist z.B. im Zusammenhang
mit der ¨Uberwachung von Zeitbedingungen zu pru¨fen, ob es notwendig ist, beim Start und Ende
jeder Aktivita¨teninstanz den entsprechenden Zeitpunkt (sofort) allen anderen an der WF-Instanz
beteiligten Servern mitzuteilen. Ein solches Vorgehen fu¨hrt na¨mlich zu einer großen Anzahl von
zu u¨bertragenden Nachrichten. Um dieses Problem zu lo¨sen, werden Verfahren beno¨tigt, die ent-
scheiden, ob ein bestimmter Start- bzw. Endezeitpunkt fu¨r die anderen WF-Server u¨berhaupt
relevant ist.
{ Um den Ausfall von WF-Servern zu kompensieren, werden u¨blicherweise Backup-Server
[KAGM96] eingesetzt. Da in diesen Servern WF-Daten repliziert gespeichert werden, stellen
sie auch eine Art von verteilter WF-Ausfu¨hrung dar. Allerdings ist das Ziel der Verwendung von
solchen Stand-By-Systemen die Erho¨hung der Verfu¨gbarkeit – sie verschlechtern das Kommu-
nikationsverhalten sogar. Deshalb stellt sich die Frage nach Verfahren, mit denen die effiziente
verteilte WF-Ausfu¨hrung und die Erho¨hung der Verfu¨gbarkeit verbunden werden ko¨nnen, ohne
dass das Kommunikationsverhalten (deutlich) beeintra¨chtigt wird.
Einige der angesprochenen Themen sind schon oder werden gerade (zumindest teilweise) im ADEPT-
Projekt bearbeitet. Allerdings kann man keine der Fragestellungen schon als gelo¨st bezeichnen. Es
bleibt also noch viel zu tun, bis WfMS hoffentlich so selbstversta¨ndlich zur Anwendungsentwicklung
eingesetzt werden, wie heute DBMS. Es ist zu hoffen, dass die Ergebnisse der vorliegenden Arbeit
einen Beitrag geleistet haben, um dieses Ziel zu erreichen.
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Teil IV
Anhang

Anhang A
Kurzschreibweisen
In diesem Teil des Anhangs werden die in der vorliegenden Arbeit verwendeten Kurzschreibweisen
zusammengefasst. Er kann somit zum
”
Nachschlagen der Bedeutung“ von Kurzschreibweisen ver-
wendet werden. So bietet die Tabelle A.1 eine ¨Ubersicht u¨ber in dieser Arbeit ha¨ufig verwendete
Abku¨rzungen. In Tabelle A.2 sind die in dieser Arbeit – vor allem von den Algorithmen – verwende-
ten Funktionen aufgelistet (z.B. zur Bestimmung von Nachfolgerbeziehungen zwischen Aktivita¨ten).
Schließlich wird in Tabelle A.3 die Bedeutung von mathematischen Ausdru¨cken, wie z.B. bestimmten
Wahrscheinlichkeitsverteilungen, zusammengefasst. Damit die (evtl. ausfu¨hrlichere) Originaldefini-
tion eines Tabelleneintrags auf einfache Weise gefunden werden kann, ist der Abschnitt, in welchem
die Kurzschreibweise eingefu¨hrt wurde, jeweils in spitzen Klammern angegeben.  1.2.1  bedeutet
also, dass die entsprechende Kurzschreibweise im Abschnitt 1.2.1 definiert wurde.
API Application Programming Interface  7.2.4 
DB Datenbank  1.1.2.2 
DBMS Datenbank-Management-System  2.3.1 
FDL FlowMark Definition Language  11.1 
ID Identifikation  2.3.2.1 
LAN Local Area Network  1.2.2 
OE Organisationseinheit  1.1.2.1 
TRPC Transactional Remote Procedure Call  3.3.1 
WAN Wide Area Network  1.2.1 
WF Workflow  1.1.2 
WF-DB Workflow-Datenbank  1.1.2.3 
WfMS Workflow-Management-System  1 
WV Wahrscheinlichkeitsverteilung  4 
2PC 2-Phasen-Commit-Protokoll  3.3.1 
Tabelle A.1: ¨Ubersicht u¨ber in dieser Arbeit verwendete Abku¨rzungen.
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 Ł ist erfu¨llt, wenn der Historieneintrag  in der Ablaufhistorie Ł ent-
halten ist  2.2.3.4 

Ł
N
sind die Eintra¨ge der Ablaufhistorie Ł , die zu in der Menge  ent-
haltenen Aktivita¨teninstanzen geho¨ren  2.2.3.4 

Ł


sind die Eintra¨ge der Ablaufhistorie Ł , die zu in der Menge  nicht
enthaltenen Aktivita¨teninstanzen geho¨ren  2.2.3.4 
93U&s9(

zum Ablaufhistorieneintrag  geho¨rende Aktivita¨teninstanz  2.2.3.4 
9 ¡a¢J£

zur Aktivita¨teninstanz  geho¨render Aktivita¨tentyp  2.2.3.1 
¤¢¥¢Y ¦
ŁN§
 ha¨ngt den Eintrag  (hinten) an die Ablaufhistorie Ł an  2.2.3.4 

¦¨£©?©¢<-

zur Schleifenstartaktivita¨t  geho¨rende Schleifenendeaktivita¨t  2.2.3.3 
ª
©a3¤-

zur Split-Aktivita¨t  geho¨rende Join-Aktivita¨t  2.2.3.3 
«
Us

¬­a¬
Ł® hinterster Eintrag der Ablaufhistorie Ł  2.2.3.4 
«
Us¯°­a3s­U±¦
§

 letzte Vorga¨ngeraktivita¨teninstanz der Aktivita¨teninstanz  , welche das Da-
tenelement ¦ geschrieben hat  2.3.2.4 
²
­?a¦¥³´
µ¶-
 Menge der direkten Vorga¨ngeraktivita¨ten der Aktivita¨t  bzgl. der in der
Menge  ¡a¢ spezifizierten Kantentypen  2.2.3.2 
²
­?a¦(·
³´
µ
-
 Menge der direkten und indirekten Vorga¨ngeraktivita¨ten der Aktivita¨t  bzgl.
der in der Menge  ¡a¢ spezifizierten Kantentypen  2.2.3.2 
²
­?a¦¥¥s
³Y´
µ
£
 Menge der direkten Vorga¨ngeraktivita¨teninstanzen der Aktivita¨teninstanz 
bzgl. der in der Menge  ¡a¢ spezifizierten Kantentypen  2.2.3.2 
²
­?a¦¥¥s"·
³Y´
µ
£
 Menge der direkten und indirekten Vorga¨ngeraktivita¨teninstanzen der Ak-
tivita¨teninstanz  bzgl. der in der Menge  ¡a¢ spezifizierten Kantentypen
 2.2.3.2 
¸
a¦ ­U£¦
 Menge der Aktivita¨teninstanzen, welche das Datenelement ¦ gelesen ha-
ben  2.3.2.4 
¸
a¦(¹j 9£
 Menge der von der Aktivita¨teninstanz  gelesen Datenelemente  2.3.2.4 
¹ff¢¨-39-

zur Join-Aktivita¨t  geho¨rende Split-Aktivita¨t  2.2.3.3 
¹y­a¨£©?©¢<-

zur Schleifenendeaktivita¨t  geho¨rende Schleifenstartaktivita¨t  2.2.3.3 
¹yºff99³´
µ(£
 Menge der direkten Nachfolgeraktivita¨ten der Aktivita¨t  bzgl. der in der
Menge  ¡a¢ spezifizierten Kantentypen  2.2.3.2 
¹yºff9s·
³´
µ
£
 Menge der direkten und indirekten Nachfolgeraktivita¨ten der Aktivita¨t 
bzgl. der in der Menge  ¡a¢ spezifizierten Kantentypen  2.2.3.2 
¹yºff99¥s
³Y´
µ
£
 Menge der direkten Nachfolgeraktivita¨teninstanzen der Aktivita¨teninstanz
 bzgl. der in der Menge  ¡a¢ spezifizierten Kantentypen  2.2.3.2 
¹yºff99¥s"·
³Y´
µ
£
 Menge der direkten und indirekten Nachfolgeraktivita¨teninstanzen der Ak-
tivita¨teninstanz  bzgl. der in der Menge  ¡a¢ spezifizierten Kantentypen
 2.2.3.2 
Tabelle A.2: ¨Ubersicht u¨ber in dieser Arbeit verwendete Funktionen mit Bezug zum ADEPT-Basismodell.
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¬ 3¨±¡º¬a»?¼ff£©?
 Anteil, den die Benutzer der OE ©? an den Ausfu¨hrungen der Aktivita¨t
 haben  5.3.2.1 
¬ 3¨±½a­4¾¼ff£©?
 Anteil, den die Benutzer der OE ©? an der Gesamtheit der Bearbeiter
der Aktivita¨t  darstellen  5.3.2.1 
~©a­
²
­?©4¾¼±¿®À 
 Anteil der Bearbeiter des Domains ¿ an der Gesamtheit der Bearbei-
ter von Aktivita¨t  , wenn Aktivita¨t  vom Server  kontrolliert wird  5.3 
½Áa¥­4¾qÂ¡ºff©a­a¦¥ ¼ Bearbeiterzuordnung der Aktivita¨t   2.4 
¿P"¢<-
§"ÃÄ Art der Anha¨ngigkeit zwischen den Bearbeitern der Aktivita¨ten Ã und
 ( Å : selber Bearbeiter, ÆÈÇ : selbe OE, NULL: keine Abha¨ngigkeit)  5.1.4.2 
¿P"¢ffÉ°Ê­
²
­?©4¾Ë~Ì ¼ ± Í¥À ?Î
 Wahrscheinlichkeit fu¨r eine Migration zum Server  Í (beim ¨Ubergang
von der Aktivita¨t Ã zu  ), wenn Ã vom Server ?Î kontrolliert wird
 5.4.2 
¿P"¢ff¹j ­a
²
­?©4¾¼(À º
 Wahrscheinlichkeit, dass Aktivita¨t  vom Server  kontrolliert wird, wo-
bei der Bearbeiter º dieser Aktivita¨t vorgegeben ist  5.3.2.2 
¿P©
Ã
3¤-Ï
 der Domain, dem der Benutzer bzw. Server Ï zugeordnet ist  3.1.4 

Ï
²
­?©4¾¼
§
¿
 Wahrscheinlichkeit, dass Aktivita¨t  vom Server  kontrolliert und von
einem Bearbeiter im Domain ¿ ausgefu¨hrt wird  4.3 

Ï¶ 3¼ff£¨

,

Ï¶ ©aº¼¬£¨

von der Aktivita¨t  mit externen Datenquellen im Domain ¨ ausge-
tauschte Ein-, Ausgabedatenmenge  4.2.2.3 
Ð
¼-º
 individuelles Gewicht des Bearbeiters º bei der Bearbeitung der Akti-
vita¨t   4.2.2.2 
Ð
¼
£©?

zusa¨tzliches Gewicht fu¨r die Bearbeiter der OE ©? bei der Ausfu¨hrung
der Aktivita¨t   5.3.2.1 
Ð
 Ñ¡qÒ¶
¼
£º
 Gesamtgewicht, mit welchem der Bearbeiter º bei der Ausfu¨hrung der
Aktivita¨t  gewichtet wird  5.3.2.1 
¥ ¢Y­?
Ã
  ­ s3Óa¼ Gro¨ße der Eingabeparameterdaten von Aktivita¨t   4.2.2.3 
É°Ê(­?¥©a sÓ¥
Ë~Ì
¼ Datenvolumen fu¨r eine Migration von der Aktivita¨t Ã zur Aktivita¨t 
 4.2.2.3 
É°Ê(­
²
­a©4¾
ËÌ
¼¬
Î
§

Í
 Wahrscheinlichkeit, dass beim ¨Ubergang von Aktivita¨t Ã nach  vom
WF-Server  Î zum Server  Í migriert werden muss  4.3 
Ô
º ¢Y­?
Ã
  ­ sÓ¥a¼ Gro¨ße der Ausgabeparameterdaten von Aktivita¨t   4.2.2.3 
²
©a½Áa¥­4¾¼ Menge der potentiellen Bearbeiter der Aktivita¨t   2.4.3.2 
²
©a¹¤s­aIÂÈºff©a­?¦&¼ Menge der fu¨r Aktivita¨t  potentiell mo¨glichen Serverzuordnungen
 4.5 
¸
?»ff¨±¨£©aÑa¦±Õ×ÖØ¹
§

§ÃN pru¨ft, ob die Aktivita¨t Ã in ¹j ­aUÂ¡º©a­?¦¥ ¼ referenziert werden darf
 5.1.4.1 
¸
?»ff ­?sq ¦9
¼ Aktivita¨t, die in ¹¤s­aIÂÈºff©a­?¦& ¼ referenziert wird  5.1.2 
¸
a¨£ (¬
¼ Aktivita¨ten, die fu¨r eine Referenzierung in ¹j ­aUÂ¡ºff©a­a¦¥ ¼ geeignet und
relevant sind  5.1.4.2 
¹¤s­a( ­s¼ Server, der die Aktivita¨teninstanz  kontrolliert  3.2.3 
¹¤s­a
²
­?©4¾¼±
 Wahrscheinlichkeit, dass die Aktivita¨t  vom Server  (in Teilnetz  )
kontrolliert wird  5.3 
¹¤s­aIÂÈºff©a­?¦&¼ Serverzuordnung der Aktivita¨t   3.2.3 
ÙÛÚ
  ­s¼£¿®À 
 Anzahl der potentiellen Bearbeiter von Aktivita¨t  im Domain ¿ , wenn
die Aktivita¨t vom Server  kontrolliert wird  4.3 
ÙÛÚ
  ­s¼JÀ  Anzahl der Bearbeiter, die Aktivita¨t  bearbeiten du¨rfen, falls sie vom
Server  kontrolliert wird  5.3 
¯
«
¦¥a¨±s s3Ó
¼ Datenvolumen fu¨r das Lo¨schen eines Arbeitslisteneintrags der Akti-
vita¨t   4.2.2.3 
¯
«
3s ­a s3Ó
¼ Datenvolumen fu¨r das Einfu¨gen eines Arbeitslisteneintrags der Akti-
vita¨t   4.2.2.3 
Tabelle A.3: ¨Ubersicht u¨ber in dieser Arbeit verwendete Ausdru¨cke mit Bezug zur Zuordnung von Bearbeitern
und WF-Servern zu Aktivita¨ten.
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Anhang B
Beweise
Im diesem Teil des Anhangs werden einige der in dieser Arbeit gemachten Aussagen bewiesen. Diese
wurden aus dem Hauptteil der Arbeit ausgegliedert, um dessen
”
Lesefluss“ nicht zu verschlechtern.
B.1 Korrektheit von Algorithmus 5.9
Um die Korrektheit von Algorithmus 5.9 zeigen zu ko¨nnen, beno¨tigen wir Lemma B.1. Dieses
sagt aus, dass das Gesamtgewicht aller Bearbeiter einer Aktivita¨t Ü durch die Multiplikation mit
ÝßÞ4àáâ?ã¬ä
å¤æçyè
in Algorithmus 5.10 nicht vera¨ndert wird. Es kommt lediglich zu Verschiebungen
zwischen den verschiedenen OE, d.h. die Summe der Gewichte der Bearbeiter einer OE kann sich
vera¨ndern.
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mit ½	?¾sÂfiffffifl !#" ist (indirekt) von Aktivita¨t Ã abha¨ngig ( ¿$&%'(!*) Ã,+.-0/ ½$) Ô2143 )
und ½564¾qÂ7ffffifl6! Ë ist eine unabha¨ngige Bearbeiterzuordnung
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Mit Hilfe von Lemma B.1 ist es nun mo¨glich, Lemma B.2 zu beweisen. Lemma B.2 besagt, dass
der Anteil der Bearbeiter der Organisationseinheit
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gewichtet) dem Anteil dieser OE an der Ausfu¨hrung dieser Aktivita¨t (  Ü äÞ?á  ç	å 
 ßUÞ¥è ) entspricht.
Da alle Bearbeiter einer OE mit demselben zusa¨tzlichen Faktor
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gewichtet werden, kann es
innerhalb dieser Bearbeiter zu keinen
”
Verzerrungen“ der Gewichte kommen. Damit ist gezeigt, dass
die Berechnung von
ÝßÞ?àÁáâ?ã¬ä
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in Algorithmus 5.9 auf korrekte Art und Weise erfolgt.
Lemma B.2 Auch wenn eine Vorga¨ngeraktivita¨t die OE der Bearbeiter von Aktivita¨t Ü determiniert,
so gilt W OE
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B.2 Korrektheit von Algorithmus 5.17
Lemma B.3 zeigt, dass in den For-Schleifen von Algorithmus 5.17 alle relevanten Fa¨lle beru¨cksichtigt
werden. Der Grund dafu¨r ist, dass die Summe der Wahrscheinlichkeiten (fu¨r alle betrachteten Kom-
binationen von Bearbeitern der Aktivita¨ten a und Ü ) den Wert 1 ergibt. Dieser Wert ist korrekt, weil
er der Wahrscheinlichkeit entspricht, dass die Aktivita¨ten a und Ü von genau einem Benutzerpaar
bearbeitet werden.
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Anhang C
Simulation
”
Kreditantragsbearbeitung“
Im Folgenden wird der in Abschnitt 1.2.2 und 9.3 verwendete Kreditantragsbearbeitungs-WF detail-
liert beschrieben. Dazu werden im Abschnitt C.1 alle Eingangsparameter des Szenarios aufgelistet. In
Abschnitt C.2 werden dann die Simulationsergebnisse vorgestellt und erla¨utert.
C.1 Eingangsparameter
In diesem Abschnitt wird das Szenario beschrieben, das bei der Simulation des in Abb. 1.3 und 9.8
dargestellten Kreditantrags-WF verwendet wurde. Dabei werden alle Simulationsparameter angege-
ben, unabha¨ngig davon, ob sie einen Einfluss auf das Simulationsergebnis haben oder nicht.
C.1.1 Allgemeine Simulationsparameter
 Simulationsdauer:
160000 sec
 Dauer Einschwingphase:
120000 sec
 Anzahl Teilnetze:
31 (Teilnetz 0: Bankzentrale, Teilnetz 1 . . . 30: Filialen 1 . . . 30)
 Datenvolumen fu¨r die ¨Ubertragung einer Arbeitsliste mit Ü Eintra¨gen:
20 Bytes + Ü
  
Bytes
 Verzo¨gerung, bis ein Benutzer nach Beendigung einer Aktivita¨t den na¨chsten Eintrag aus seiner
Arbeitsliste auswa¨hlt1:
1 sec
 Verzo¨gerung, bis ein Benutzer, nach erfolglosem Versuch einen Eintrag aus seiner Arbeitsliste
auszuwa¨hlen (bei leerer Arbeitsliste), dies ein zweites Mal versucht \ :
5 sec
1Die Verzo¨gerungen wurden bei dieser Simulation bewusst extrem klein gewa¨hlt, damit eine mo¨glichst hohe Auslastung
der Bearbeiter erreicht werden kann. Nur dadurch konnte eine Netzlast erreicht werden, die sehr nahe am
”
rechnerischen
Wert“ von 16 Mbit/sec (vgl. Abschnitt 1.2.2) liegt, da bei der Berechnung u¨berhaupt keine Verzo¨gerungen beru¨cksichtigt
werden.
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C.1.2 Benutzer des WfMS
 Anzahl Benutzer:
320
 Minimaler Zeitabstand
\
zwischen zwei Aktualisierungen der Arbeitsliste eines Benutzers (falls
eine Vera¨nderung stattgefunden hat, vgl. Abschnitt 2.5.3):
10 sec
Die 320 Benutzer verteilen sich wie folgt auf die Bankzentrale und die Filialen.
 Zentrale:
20 Benutzer in Teilnetz 0 mit Rolle AngestZentrale und OE Zentrale
 Zweigstelle
á
= 1 . . . 30:
je 10 Benutzer in Teilnetz á mit Rolle AngestFiliale und OE Filiale á
C.1.3 Simulierter Workflow
 Der simulierte WF besteht aus einer Sequenz der folgenden Aktivita¨ten (vgl. Abb. 1.3 und
Abb. 9.8):
1. Dokumente einscannen:
Bearbeiter: Starter der WF-Instanz
Gro¨ße Eingabedaten: 0 kB
Gro¨ße Ausgabedaten: 2 MB
Dauer: 300 sec  60 sec (gleichverteilt im Intervall)
Zeitabstand zur Nachfolgeraktivita¨t: 0 sec
Datenvolumen fu¨r Migration: 2 MB
2. Kreditantrag speichern:
Bearbeiter: Rolle AngestZentrale
Gro¨ße Eingabedaten: 19 kB
Gro¨ße Ausgabedaten: 1 kB
Dauer: 30 sec  10 sec
Zeitabstand zur Nachfolgeraktivita¨t: 0 sec
Datenvolumen fu¨r Migration: 2 MB
3. Dokumente u¨berpru¨fen:
Bearbeiter: Rolle AngestFiliale, OE wie Aktivita¨t 1
Gro¨ße Eingabedaten: 2 MB
Gro¨ße Ausgabedaten: 10 kB
Dauer: 300 sec  60 sec
Zeitabstand zur Nachfolgeraktivita¨t: 0 sec
Datenvolumen fu¨r Migration: 2 MB
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4. Kreditrisiko abscha¨tzen:
Bearbeiter: Rolle AngestFiliale, OE wie Aktivita¨t 1
Gro¨ße Eingabedaten: 2 MB
Gro¨ße Ausgabedaten: 10 kB
Dauer: 300 sec  60 sec
Zeitabstand zur Nachfolgeraktivita¨t: 0 sec
Datenvolumen fu¨r Migration: 2 MB
5. (Kreditantrag) annehmen oder ablehnen:
Bearbeiter: Rolle AngestFiliale, OE wie Aktivita¨t 1
Gro¨ße Eingabedaten: 2 MB
Gro¨ße Ausgabedaten: 10 kB
Dauer: 300 sec  60 sec
Zeitabstand zur Nachfolgeraktivita¨t: 0 sec
Datenvolumen fu¨r Migration: 2 MB
6. Entscheidung speichern:
Bearbeiter: Rolle AngestZentrale
Gro¨ße Eingabedaten: 19 kB
Gro¨ße Ausgabedaten: 1 kB
Dauer: 30 sec  10 sec
Zeitabstand zur Nachfolgeraktivita¨t: 0 sec
Datenvolumen fu¨r Migration: 2 MB
 Den Aktivita¨ten wurden wie folgt die WF-Server aus den Teilnetzen 0 . . . 30 zugeordnet.
Zentrale WF-Steuerung: alle Aktivita¨ten werden vom WF-Server im Teilnetz 0 (Bankzentrale)
kontrolliert.
Verteilte WF-Steuerung: alle Aktivita¨ten werden vom dem WF-Server gesteuert, bei dem die
WF-Instanz gestartet wurde (involvierte Bankfiliale).
 Anzahl WF-Instanzen:
39000
Da die 300 Bearbeiter der Bankfilialen fu¨r die Bearbeitung einer Aktivita¨t durchschnittlich 300
sec beno¨tigen und ein WF 4 fu¨r diese Bearbeiter relevante Aktivita¨ten entha¨lt, ko¨nnen sie in der
Simulationsdauer von 160000 sec eigentlich
\UUUUB ŁUU
ŁUUB 
= 40000 WF-Instanzen bearbeiten. Da
bei einer vollsta¨ndigen Auslastung der Bearbeiter aber deren Arbeitslisten u¨berlaufen wu¨rden,
wurde eine um 2,5% geringere Last simuliert. Dadurch ergeben sich 39000 WF-Instanzen. Die 20
Bearbeiter der Zentrale ko¨nnen wa¨hrend der Simulationsdauer
\UUUUB
g

ŁUB
g
= 53300 WF-Instanzen
bearbeiten, so dass diese Bearbeiter keinen Engpass darstellen.
C.2 Ergebnis der Simulation
In den nun folgenden Abschnitten wird das Simulationsergebnis vorgestellt und erla¨utert. Um die-
ses zu ermitteln, wurde das in Abschnitt C.1 beschriebene Szenario fu¨r den zentralen und fu¨r den
verteilten Fall jeweils 10000 Mal simuliert.
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C.2.1 Workflow-Management-System mit zentralem Server
In Tabelle C.1 ist die Belastung der WF-Server im zentralen Fall dargestellt. Dabei sind die folgenden
Werte angegeben: die Gesamtbelastung aller WF-Server, die Belastung des Servers der Bankzentrale
und die Last der Server der Filialen. Da diese Server im zentralen Fall nicht in die Kontrolle der WF-
Instanzen involviert sind, ist ihre Last gleich Null und die Gesamtlast ist mit der des WF-Servers der
Zentrale identisch.
Die Werte in den Tabellen C.1 bis C.4 geben das von der jeweiligen Komponente im eingeschwunge-
nen Zustand durchschnittlich umgesetzte Datenvolumen (Spalte  ß aa ) bzw. die Anzahl der von ihr
ausgefu¨hrten Aktionen (andere Spalten) an. Der 1. Wert a eines Eintrags


 spezifiziert den Mit-
telwert der jeweiligen Last der 10000 Simulationsla¨ufe. Dieser Wert ist in kB/sec bzw. Aktionen/sec
angegeben. Der 2. Wert  gibt das 90% Konfidenzintervall fu¨r den Erwartungswert an, das sich als

a.Ua0 ergibt. Wie groß dieses Konfidenzintervall im Vergleich zum Mittelwert ist, wird durch
den  Wert angegeben, der sich als 
õ

O
a
 
N
_
ergibt.
In Tabelle C.1 ist die Belastung der WF-Server im zentralen Fall dargestellt. Damit haben die Spalten
die folgenden Bedeutungen:
Komm.: von dem jeweiligen WF-Server umgesetztes Datenvolumen in kB/sec
WF-Start: Anzahl der pro Sekunde zu startenden WF-Instanzen
WF-Ende: Anzahl der WF-Instanzen, die pro Sekunde beendet werden
Akt-Start: Anzahl der pro Sekunde zu startenden Aktivita¨teninstanzen
Akt-Ende: Anzahl der Aktivita¨teninstanzen, die pro Sekunde beendet werden
AL-Upd.: Anzahl der Arbeitslisten, die pro Sekunde aktualisiert werden mu¨ssen
Migrat.: Anzahl der pro Sekunde auszufu¨hrenden Migrationen (eingehende und ausgehende)
Aktionen: Anzahl der Aktionen, die pro Sekunde ausgefu¨hrt werden mu¨ssen, wenn die Aktionen
WF-Start bis 
á?f_Yä
 gemeinsam betrachtet werden
Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Summe 1958.77 0.2437 0.2425 1.4551 1.4551 11.2100 0 14.6065
Server   0.138   0.00004   0.00002   0.00010   0.00010   0.00113   0   0.00135
  0.0070%   0.0144%   0.0072%   0.0070%   0.0070%   0.0101% –   0.0092%
Server 1958.77 0.2437 0.2425 1.4551 1.4551 11.2100 0 14.6065
Zentrale   0.138   0.00004   0.00002   0.00010   0.00010   0.00113   0   0.00135
  0.0070%   0.0144%   0.0072%   0.0070%   0.0070%   0.0101% –   0.0092%
Server 0 0 0 0 0 0 0 0
Filiale   0   0   0   0   0   0   0   0
1 . . . 30 – – – – – – – –
Tabelle C.1: Belastung der WF-Server im zentralen Fall.
In Tabelle C.2 ist die Belastung des Kommunikationssystems dargestellt, also die Belastung der Teil-
netze (einzeln und gesamt) und der Gateways (nur gesamt). Bei dieser Betrachtung sind die Spalten

ß
aa und
4¡
ä"á"ß
Ü
Þ
Ü von besonderer Bedeutung, da sie die von der jeweiligen Komponente umge-
setzte Datenmenge bzw. die Anzahl der u¨bertragenen Nachrichten beschreiben. Die Spalten WF-Start
bis 
á?f_Yä
 beschreiben die Anzahl der entsprechenden Aktionen, in welche die Komponente pro
Sekunde involviert ist, also z.B. die Anzahl der Aktivita¨tenprogrammstarts, die u¨ber die Gateways
laufen.
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Summe 3907.59 0.2437 0.2425 2.4252 2.4252 20.4671 0 25.8038
Teil-   0.275   0.00004   0.00002   0.00017   0.00017   0.00223   0   0.00258
netze   0.0070%   0.0144%   0.0072%   0.0070%   0.0070%   0.0109% –   0.0100%
Summe 1948.82 0 0 0.9701 0.9701 9.2571 0 11.1973
Gate-   0.137   0   0   0.00007   0.00007   0.00111   0   0.00123
ways   0.0070% – –   0.0070%   0.0070%   0.0119% –   0.0110%
Teilnetz 1958.77 0.2437 0.2425 1.4551 1.4551 11.2100 0 14.6065
Zentrale   0.138   0.00004   0.00002   0.00010   0.00010   0.00113   0   0.00135
  0.0070%   0.0144%   0.0072%   0.0070%   0.0070%   0.0101% –   0.0092%
Teilnetz 64.97 0 0 0.0323 0.0323 0.3087 0 0.3734
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
1   0.0514% – –   0.0510%   0.0510%   0.0840% –   0.0779%
Teilnetz 64.93 0 0 0.0323 0.0323 0.3084 0 0.3730
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
2   0.0519% – –   0.0515%   0.0515%   0.0852% –   0.0789%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
3   0.0510% – –   0.0506%   0.0506%   0.0834% –   0.0773%
Teilnetz 64.98 0 0 0.0323 0.0323 0.3087 0 0.3734
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
4   0.0507% – –   0.0503%   0.0503%   0.0829% –   0.0768%
Teilnetz 65.00 0 0 0.0324 0.0324 0.3089 0 0.3736
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
5   0.0500% – –   0.0496%   0.0496%   0.0826% –   0.0765%
Teilnetz 64.95 0 0 0.0323 0.0323 0.3085 0 0.3732
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
6   0.0521% – –   0.0516%   0.0517%   0.0852% –   0.0790%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
7   0.0511% – –   0.0506%   0.0507%   0.0832% –   0.0771%
Teilnetz 64.98 0 0 0.0323 0.0323 0.3088 0 0.3734
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
8   0.0508% – –   0.0504%   0.0504%   0.0835% –   0.0774%
Teilnetz 64.98 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
9   0.0512% – –   0.0507%   0.0507%   0.0841% –   0.0779%
Teilnetz 64.95 0 0 0.0323 0.0323 0.3086 0 0.3732
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
10   0.0515% – –   0.0511%   0.0511%   0.0840% –   0.0779%
Teilnetz 64.94 0 0 0.0323 0.0323 0.3084 0 0.3731
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
11   0.0516% – –   0.0512%   0.0512%   0.0846% –   0.0784%
Teilnetz 64.92 0 0 0.0323 0.0323 0.3083 0 0.3729
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00030
12   0.0522% – –   0.0517%   0.0517%   0.0856% –   0.0793%
Tabelle C.2: Belastung des Kommunikationssystems im zentralen Fall.
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Teilnetz 64.97 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00025   0   0.00029
13   0.0504% – –   0.0501%   0.0500%   0.0825% –   0.0765%
Teilnetz 64.95 0 0 0.0323 0.0323 0.3086 0 0.3732
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
14   0.0516% – –   0.0512%   0.0512%   0.0845% –   0.0784%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3086 0 0.3732
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
15   0.0516% – –   0.0512%   0.0513%   0.0840% –   0.0780%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
16   0.0511% – –   0.0506%   0.0506%   0.0841% –   0.0779%
Teilnetz 64.97 0 0 0.0323 0.0323 0.3087 0 0.3734
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
17   0.0509% – –   0.0505%   0.0504%   0.0832% –   0.0772%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3085 0 0.3732
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
18   0.0516% – –   0.0512%   0.0512%   0.0847% –   0.0785%
Teilnetz 64.94 0 0 0.0323 0.0323 0.3083 0 0.3730
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
19   0.0516% – –   0.0512%   0.0512%   0.0847% –   0.0785%
Teilnetz 64.98 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
20   0.0501% – –   0.0497%   0.0497%   0.0828% –   0.0766%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
21   0.0509% – –   0.0505%   0.0505%   0.0834% –   0.0773%
Teilnetz 64.96 0 0 0.0323 0.0323 0.3085 0 0.3732
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
22   0.0511% – –   0.0506%   0.0506%   0.0838% –   0.0776%
Teilnetz 64.93 0 0 0.0323 0.0323 0.3083 0 0.3730
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00029
23   0.0518% – –   0.0514%   0.0514%   0.0847% –   0.0786%
Teilnetz 64.97 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
24   0.0511% – –   0.0507%   0.0507%   0.0837% –   0.0776%
Teilnetz 64.99 0 0 0.0324 0.0323 0.3088 0 0.3735
Filiale   0.033   0   0   0.00002   0.00002   0.00025   0   0.00029
25   0.0501% – –   0.0497%   0.0497%   0.0825% –   0.0764%
Teilnetz 64.95 0 0 0.0323 0.0323 0.3085 0 0.3732
Filiale   0.034   0   0   0.00002   0.00002   0.00026   0   0.00030
26   0.0524% – –   0.0520%   0.0520%   0.0858% –   0.0796%
Teilnetz 64.97 0 0 0.0323 0.0323 0.3085 0 0.3732
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
27   0.0514% – –   0.0510%   0.0510%   0.0845% –   0.0783%
Tabelle C.2 (Fortsetzung)
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Teilnetz 64.95 0 0 0.0323 0.0323 0.3085 0 0.3731
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
28   0.0512% – –   0.0508%   0.0508%   0.0846% –   0.0784%
Teilnetz 64.97 0 0 0.0323 0.0323 0.3086 0 0.3733
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
29   0.0510% – –   0.0505%   0.0505%   0.0837% –   0.0776%
Teilnetz 64.95 0 0 0.0323 0.0323 0.3085 0 0.3732
Filiale   0.033   0   0   0.00002   0.00002   0.00026   0   0.00029
30   0.0514% – –   0.0510%   0.0510%   0.0839% –   0.0778%
Tabelle C.2 (Fortsetzung)
C.2.2 Verteilte Workflow-Ausfu¨hrung
In Tabelle C.3 bzw. C.4 ist die Belastung der WF-Server bzw. des Kommunikationssystems darge-
stellt, die auftritt, wenn der WF-Typ verteilt gesteuert wird. Da in diesem Fall auch die WF-Server
der Bankfilialen involviert sind, ist hier (im Gegensatz zum Abschnitt C.2.1) auch deren Belastung
angegeben.
Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Summe 1958.91 0.2437 0.2425 1.4552 1.4551 18.1122 0 21.5087
Server   0.140   0.00004   0.00002   0.00010   0.00010   0.00678   0   0.00685
  0.0071%   0.0146%   0.0073%   0.0071%   0.0071%   0.0374% –   0.0319%
Server 0 0 0 0 0 0 0 0
Zentrale   0.000   0   0   0   0   0   0   0
– – – – – – – –
Server 65.29 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
1   0.0513%   0.0903%   0.0516%   0.0509%   0.0509%   0.0759% –   0.0708%
Server 65.30 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7170
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
2   0.0514%   0.0902%   0.0518%   0.0511%   0.0511%   0.0763% –   0.0712%
Server 65.30 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
3   0.0513%   0.0911%   0.0515%   0.0509%   0.0509%   0.0763% –   0.0711%
Server 65.28 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
4   0.0513%   0.0924%   0.0515%   0.0509%   0.0509%   0.0762% –   0.0711%
Server 65.31 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7172
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
5   0.0511%   0.0908%   0.0512%   0.0507%   0.0507%   0.0760% –   0.0708%
Server 65.31 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
6   0.0511%   0.0919%   0.0512%   0.0506%   0.0506%   0.0760% –   0.0709%
Tabelle C.3: Belastung der WF-Server im verteilten Fall.
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Server 65.32 0.0081 0.0081 0.0485 0.0485 0.6041 0 0.7173
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
7   0.0506%   0.0902%   0.0511%   0.0502%   0.0503%   0.0757% –   0.0705%
Server 65.24 0.0081 0.0081 0.0485 0.0485 0.6031 0 0.7162
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
8   0.0520%   0.0912%   0.0523%   0.0516%   0.0516%   0.0760% –   0.0710%
Server 65.30 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
9   0.0512%   0.0896%   0.0516%   0.0508%   0.0508%   0.0762% –   0.0710%
Server 65.32 0.0081 0.0081 0.0485 0.0485 0.6040 0 0.7172
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00050
10   0.0504%   0.0907%   0.0508%   0.0501%   0.0501%   0.0754% –   0.0703%
Server 65.31 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
11   0.0507%   0.0904%   0.0511%   0.0503%   0.0504%   0.0763% –   0.0711%
Server 65.31 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
12   0.0507%   0.0905%   0.0509%   0.0503%   0.0503%   0.0757% –   0.0706%
Server 65.29 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
13   0.0511%   0.0898%   0.0513%   0.0507%   0.0507%   0.0761% –   0.0709%
Server 65.29 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
14   0.0512%   0.0904%   0.0516%   0.0508%   0.0508%   0.0762% –   0.0711%
Server 65.26 0.0081 0.0081 0.0485 0.0485 0.6032 0 0.7164
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
15   0.0519%   0.0912%   0.0522%   0.0515%   0.0515%   0.0767% –   0.0716%
Server 65.27 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
16   0.0512%   0.0907%   0.0515%   0.0508%   0.0508%   0.0757% –   0.0706%
Server 65.32 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7172
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
17   0.0508%   0.0912%   0.0511%   0.0504%   0.0504%   0.0757% –   0.0705%
Server 65.28 0.0081 0.0081 0.0485 0.0485 0.6036 0 0.7168
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
18   0.0513%   0.0899%   0.0516%   0.0509%   0.0509%   0.0760% –   0.0708%
Server 65.28 0.0081 0.0081 0.0485 0.0485 0.6036 0 0.7168
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
19   0.0516%   0.0920%   0.0518%   0.0512%   0.0512%   0.0766% –   0.0714%
Server 65.30 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
20   0.0505%   0.0906%   0.0507%   0.0501%   0.0501%   0.0752% –   0.0701%
Server 65.29 0.0081 0.0081 0.0485 0.0485 0.6036 0 0.7169
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00050
21   0.0512%   0.0900%   0.0513%   0.0507%   0.0508%   0.0754% –   0.0704%
Server 65.27 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00047   0   0.00052
22   0.0519%   0.0910%   0.0522%   0.0515%   0.0515%   0.0771% –   0.0719%
Tabelle C.3 (Fortsetzung)
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Server 65.30 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
23   0.0511%   0.0909%   0.0511%   0.0506%   0.0506%   0.0754% –   0.0703%
Server 65.31 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
24   0.0505%   0.0903%   0.0509%   0.0501%   0.0501%   0.0750% –   0.0699%
Server 65.32 0.0081 0.0081 0.0485 0.0485 0.6040 0 0.7173
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
25   0.0503%   0.0901%   0.0505%   0.0498%   0.0498%   0.0753% –   0.0701%
Server 65.30 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
26   0.0513%   0.0918%   0.0515%   0.0509%   0.0509%   0.0758% –   0.0707%
Server 65.32 0.0081 0.0081 0.0485 0.0485 0.6040 0 0.7173
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
27   0.0503%   0.0910%   0.0506%   0.0499%   0.0499%   0.0757% –   0.0705%
Server 65.34 0.0081 0.0081 0.0485 0.0485 0.6042 0 0.7175
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
28   0.0506%   0.0906%   0.0509%   0.0502%   0.0502%   0.0757% –   0.0705%
Server 65.26 0.0081 0.0081 0.0485 0.0485 0.6033 0 0.7164
Filiale   0.034   0.00001   0.00000   0.00003   0.00003   0.00047   0   0.00052
29   0.0521%   0.0907%   0.0522%   0.0517%   0.0516%   0.0772% –   0.0720%
Server 65.33 0.0081 0.0081 0.0485 0.0485 0.6041 0 0.7174
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
30   0.0499%   0.0904%   0.0504%   0.0495%   0.0495%   0.0742% –   0.0691%
Tabelle C.3 (Fortsetzung)
Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Summe 1968.98 0.2437 0.2425 1.9402 1.9402 26.9672 0 31.3338
Teil-   0.140   0.00004   0.00002   0.00014   0.00014   0.01327   0   0.01334
netze   0.0071%   0.0146%   0.0073%   0.0071%   0.0071%   0.0492% –   0.0426%
Summe 10.07 0 0 0.4850 0.4850 8.8550 0 9.8251
Gate-   0.001   0   0   0.00003   0.00003   0.00654   0   0.00655
ways   0.0079% – –   0.0071%   0.0071%   0.0738% –   0.0666%
Teilnetz 10.07 0 0 0.4850 0.4850 8.8550 0 9.8251
Zentrale   0.001   0   0   0.00003   0.00003   0.00654   0   0.00655
  0.0079% – –   0.0071%   0.0071%   0.0738% –   0.0666%
Teilnetz 65.29 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
1   0.0513%   0.0903%   0.0516%   0.0509%   0.0509%   0.0759% –   0.0708%
Teilnetz 65.30 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7170
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
2   0.0514%   0.0902%   0.0518%   0.0511%   0.0511%   0.0763% –   0.0712%
Teilnetz 65.30 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
3   0.0513%   0.0911%   0.0515%   0.0509%   0.0509%   0.0763% –   0.0711%
Tabelle C.4: Belastung des Kommunikationssystems im verteilten Fall.
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Teilnetz 65.28 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
4   0.0513%   0.0924%   0.0515%   0.0509%   0.0509%   0.0762% –   0.0711%
Teilnetz 65.31 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7172
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
5   0.0511%   0.0908%   0.0512%   0.0507%   0.0507%   0.0760% –   0.0708%
Teilnetz 65.31 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
6   0.0511%   0.0919%   0.0512%   0.0506%   0.0506%   0.0760% –   0.0709%
Teilnetz 65.32 0.0081 0.0081 0.0485 0.0485 0.6041 0 0.7173
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
7   0.0506%   0.0902%   0.0511%   0.0502%   0.0503%   0.0757% –   0.0705%
Teilnetz 65.24 0.0081 0.0081 0.0485 0.0485 0.6031 0 0.7162
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
8   0.0520%   0.0912%   0.0523%   0.0516%   0.0516%   0.0760% –   0.0710%
Teilnetz 65.30 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
9   0.0512%   0.0896%   0.0516%   0.0508%   0.0508%   0.0762% –   0.0710%
Teilnetz 65.32 0.0081 0.0081 0.0485 0.0485 0.6040 0 0.7172
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00050
10   0.0504%   0.0907%   0.0508%   0.0501%   0.0501%   0.0754% –   0.0703%
Teilnetz 65.31 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
11   0.0507%   0.0904%   0.0511%   0.0503%   0.0504%   0.0763% –   0.0711%
Teilnetz 65.31 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
12   0.0507%   0.0905%   0.0509%   0.0503%   0.0503%   0.0757% –   0.0706%
Teilnetz 65.29 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
13   0.0511%   0.0898%   0.0513%   0.0507%   0.0507%   0.0761% –   0.0709%
Teilnetz 65.29 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
14   0.0512%   0.0904%   0.0516%   0.0508%   0.0508%   0.0762% –   0.0711%
Teilnetz 65.26 0.0081 0.0081 0.0485 0.0485 0.6032 0 0.7164
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
15   0.0519%   0.0912%   0.0522%   0.0515%   0.0515%   0.0767% –   0.0716%
Teilnetz 65.27 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
16   0.0512%   0.0907%   0.0515%   0.0508%   0.0508%   0.0757% –   0.0706%
Teilnetz 65.32 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7172
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
17   0.0508%   0.0912%   0.0511%   0.0504%   0.0504%   0.0757% –   0.0705%
Teilnetz 65.28 0.0081 0.0081 0.0485 0.0485 0.6036 0 0.7168
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
18   0.0513%   0.0899%   0.0516%   0.0509%   0.0509%   0.0760% –   0.0708%
Teilnetz 65.28 0.0081 0.0081 0.0485 0.0485 0.6036 0 0.7168
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
19   0.0516%   0.0920%   0.0518%   0.0512%   0.0512%   0.0766% –   0.0714%
Tabelle C.4 (Fortsetzung)
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Komm. WF-Start WF-Ende Akt-Start Akt-Ende AL-Upd. Migrat. Aktionen
Teilnetz 65.30 0.0081 0.0081 0.0485 0.0485 0.6039 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
20   0.0505%   0.0906%   0.0507%   0.0501%   0.0501%   0.0752% –   0.0701%
Teilnetz 65.29 0.0081 0.0081 0.0485 0.0485 0.6036 0 0.7169
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00050
21   0.0512%   0.0900%   0.0513%   0.0507%   0.0508%   0.0754% –   0.0704%
Teilnetz 65.27 0.0081 0.0081 0.0485 0.0485 0.6035 0 0.7167
Filiale   0.034   0.00001   0.00000   0.00002   0.00002   0.00047   0   0.00052
22   0.0519%   0.0910%   0.0522%   0.0515%   0.0515%   0.0771% –   0.0719%
Teilnetz 65.30 0.0081 0.0081 0.0485 0.0485 0.6037 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
23   0.0511%   0.0909%   0.0511%   0.0506%   0.0506%   0.0754% –   0.0703%
Teilnetz 65.31 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7170
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
24   0.0505%   0.0903%   0.0509%   0.0501%   0.0501%   0.0750% –   0.0699%
Teilnetz 65.32 0.0081 0.0081 0.0485 0.0485 0.6040 0 0.7173
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
25   0.0503%   0.0901%   0.0505%   0.0498%   0.0498%   0.0753% –   0.0701%
Teilnetz 65.30 0.0081 0.0081 0.0485 0.0485 0.6038 0 0.7171
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
26   0.0513%   0.0918%   0.0515%   0.0509%   0.0509%   0.0758% –   0.0707%
Teilnetz 65.32 0.0081 0.0081 0.0485 0.0485 0.6040 0 0.7173
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
27   0.0503%   0.0910%   0.0506%   0.0499%   0.0499%   0.0757% –   0.0705%
Teilnetz 65.34 0.0081 0.0081 0.0485 0.0485 0.6042 0 0.7175
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00046   0   0.00051
28   0.0506%   0.0906%   0.0509%   0.0502%   0.0502%   0.0757% –   0.0705%
Teilnetz 65.26 0.0081 0.0081 0.0485 0.0485 0.6033 0 0.7164
Filiale   0.034   0.00001   0.00000   0.00003   0.00003   0.00047   0   0.00052
29   0.0521%   0.0907%   0.0522%   0.0517%   0.0516%   0.0772% –   0.0720%
Teilnetz 65.33 0.0081 0.0081 0.0485 0.0485 0.6041 0 0.7174
Filiale   0.033   0.00001   0.00000   0.00002   0.00002   0.00045   0   0.00050
30   0.0499%   0.0904%   0.0504%   0.0495%   0.0495%   0.0742% –   0.0691%
Tabelle C.4 (Fortsetzung)
C.2.3 Vergleich der Verteilungsmodelle
In Abb. C.1 wird das Simulationsergebnis fu¨r die beiden untersuchten Verteilungsmodelle verglei-
chend dargestellt. Die Abbildung entspricht Abb. 9.12, allerdings mit dem Unterschied, dass die Last
in absoluten Zahlen angegeben ist. Die Lastangaben erfolgen also in kByte pro sec bzw. in Aktionen
pro sec. Wie aus diesen Werten die relativen Lastangeben berechnet werden, wurde schon in Ab-
schnitt 9.3.4 erla¨utert. Fu¨r den zentralen Fall ist die Last fu¨r das Teilnetz des WF-Servers wieder in
Klammern oberhalb des Balkens fu¨r die durchschnittliche Last pro Teilnetz angegeben.
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Abbildung C.1 Absolute Lastwerte fu¨r das Kreditantragsbeispiel: a) Kommunikation, b) Aktionen.
