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The theory of dynamical systems has been expanded by the introduction 
of local dynamical systems [lo, 4, 91 and local semidynamical systems [l]. 
Using integral curves of autonomous ordinary differential equations to 
illustrate these generalizations, we find that, roughly, the integral curves form 
a local dynamical system if solutions exist and are unique without requiring 
existence for all time, and the integral curves form a local semidynamical 
system if solutions exist and are unique in the positive sense but need not exist 
for all positive time. In addition to autonomous ordinary differential equations, 
the enlarged theory of dynamical systems has applications to nonautonomous 
ordinary differential equations, certain partial differential equations, functional 
differential equations, and Volterra Integral equations [9, 1, 2, 81, respectively. 
All of these have metric phase spaces. Since many dynamic considerations are 
invariant to reparameterizations, it is of interest to known when a local dynam- 
ical (or semidynamical) system can be reparameterized to yield a “global” 
dynamical (or semidynamical) system. For autonomous ordinary differential 
equations, Vinograd [7] has shown that the local dynamical system on an open 
subset of &formed by integral curves is isomorphic (in the sense of Nemytskii 
and Stepanov) to a global dynamical system. In an extensive study of iso- 
morphisms, Ura [12] has expanded the Gottschalk-Hedlund notion of an iso- 
morphism and restated Vinograd’s result in terms of a reparameterization. 
In this paper we study the problem of finding a global dynamical (or semi- 
dynamical) system which is isomorphic to a given local system. A necessary and 
sufficient condition is found which is then used to show that the Vinograd result 
holds on metric spaces. 
In this section we present the basic definitions for local dynamical and 
local semidynamical systems, a slightly more general version of Ura’s 
isomorphisms (to include local semidynamical systems), and the precise 
statement of Vinograd’s theorem. 
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DEFINITION. A local dynamical system on a topological space X is the 
pair (z-, X), where TT is a map x : D, -+ X which satisfies the following 
conditions: 
(1) D, is an open subset of X x R, where R is the set of real numbers 
with the usual topology and X x R has the product topology. 
(2) For every point x in X there exist escape times --GO < LYE < 0 
and 0 < wz < +co such that (x, t) ED, if and only if t E (01%) we). 
(3) 7r is continuous. 
(4) 77(x, 0) = x for all x in X. 
(5) If (x,4 E D, , ~(n(x, t), s) = T(X, t + s) whenever either side is 
defined. 
DEFINITION. A local semidynamical system on a topological space X is 
the pair (rr, X), where TT is a map T : D, -+ X which satisfies the following 
conditions: 
(1) D, is an open subset of X x R+ where W is the set of nonnegative 
real numbers with the usual topology and X x R+ has the product topology. 
(2) For every point x in X there exists an escape time 0 < w2 < +CO 
such that (x, t) ED, if and only if t E [0, ~3. 
(3) 77 is continuous. 
(4) 77(x, 0) = x for all x in X. 
(5) If (x, t) E D, and s > 0, T(T(X, t), s) = T(X, t + s) whenever either 
side is defined. 
For a local dynamical system if 01~ = -co and wz = + co for all x in X, 
the definition simplifies to the familiar definition of a (global) dynamical 
system. As regards the local semidynamical system, if w2 = +co for all x 
in X, a (global) semidynamical system is obtained. For both local systems, 
X is called the phase space, and the trajectory through a given point x 
is the set {z-(x, t) : (x, t) ED,} and is denoted by C,,(x). 
DEFINITION. Let (T, X) and (p, Y) be two local dynamical (or semi- 
dynamical) systems. (rr, X) is isomorphic to (p, Y) in the sense of Nemytskii 
and Stepanov provided there exists a homeomorphism h from X onto Y 
such that 
{h(z) : .a E C,(x)} = h(C,(x)) = C,(h(x)). 
DEFINITION. Let (v, X) and (p, Y) be two local dynamical (or semi- 
dynamical) systems. (r, X) is isomorphic to (p, Y) in the sense of Gottschalk 
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and Hedlund provided there exists a homeomorphism h from X onto Y 
and a mapping + from D, into Iw (or W+) which satisfies the following condi- 
tions: 
(a) 4 is continuous. 
(b) For fixed x, +(x, 0) = 0 and 4(x, ) is a homeomorphism from 
(cl, > q.) onto (cyhcs) , whtZ.) (or in the semidynamical case [0, wZ) onto 
WY wLhd>~ 
(c) For (x, t) in D, , 
&4x, t)) = p@(x), 4(x, 9). 
These isomorphisms are abbreviated NS and GH, respectively. Roughly, 
an NS isomorphism is a homeomorphism which preserves trajectories, and 
a GH isomorphism is a pair (h, C), where C#J is a reparameterization mapping. 
It is immediate that a GH isomorphism is an NS isomorphism. Although 
Vinograd’s theorem was originally stated for NS isomorphisms, a stronger 
statement is as follows: 
THEOREM (Vinograd [ll]). Let D be an open subset of it?? and (VT, D) the 
local dynamical system defined by an autonomous ordinary differential equation 
2 = f (4, x in D, 
where f is assumed continuous and solutions to the Cauchy problem are unique. 
There exists a (global) dynamical system (p, D) which is GH isomorphic to 
b, D). 
MAIN RESULTS 
Before proceeding towards our main result, the following topological 
proposition is needed. The lemma is stated for suitable open subsets of 
X x k! and X x aB+ but proven only for the latter case. A stronger version 
of the former case is due to Ura [12, Section 2, Lemma 31. 
LEMMA 1. Let X be a topological space and assume for each x in X there 
is an open interval (01~ , wz) containing 0 (half open interval [0, wz)) such that 
D = (J G> x (ax, wz) is open in X X R 
X6X 
tD =&g 
(x) X [0, wo) is open in X X R+ 
) 
. 
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If there is a continuous map + : D -+ aB (4 : D -+ Iw+) such that the restricted 
maps #b(t) = +(x9 4 are homeomorphisms for each x in X and &(O) = 0, then 
themappingr!: D-X x rW(7: D - x x Iw+) defined by 7(x, t) = (x, 4(x, t)) 
is a homeomorphism. 
Proof. Clearly 17 is continuous and bijective. We need only show that 
7 is an open map. The basic open subsets of D are of the form U x [0, d) and 
U x (c, d), where U is a basic open subset of X and U x {d) _C D. Using 
the facts 4, is a homeomorphism and 4,(O) = 0, 
du x LO, 4) = U 4~ t) = U lx> x P-4 A@)). 
XEU XEU tqO,d) 
Since 4 is continuous, UzEti (x> x [O, 4(x, d)) is an open subset of X x Rf. 
Similarly, for U x (c, d), 0 < c < d, and U x {d} C D we have 
which is open in X x R+. 
Our main theorem, below, is stated for both local dynamical systems 
and local semidynamical systems, but proven only for the bilateral case. 
As the reader can easily verify, no additional techniques are required if 
our attention were restricted to RF. 
THEOREM 2. Let (x, X) be a local dynamical (semidynamical) system. The 
following properties of (r, X) are equivalent: 
(1) There exists a global dynamical (semidynamical) system on X which 
is GH isomorphic to (rr, X). 
(2) The cZosed sets X x (0) and X x Iw - D, (or X x Iw+ - D,) can 
be separated by a continuous function. 
(3) There exists a continuous function f : X + (0, l] with f(x) < 
min{w, , -ffz} for all points x in X. 
Proof. (1) => (2). 
Using the reparameterization mapping 4 : D, + R, define g : X x R --j [0, l] 
by g(x, t) = min{l, l/1 &(t)l> for (x, t) E D, , and g(x, t) = 0 for (x, t) 4 D, . 
Since 4 : D, + X x IF8 is a homeomorphism, we immediately see that g is 
continuous on D, ; also, for (x, t) E D, - D, , and a net {(x~ , ti)} converging 
to (x, t) with (xi , ti) in D, for all i, (1 $(xi , ti)l} converges to + infinity. 
Thus, g is continuous with g-l(O) = X x R - D, . Since 4(x, 0) = 0 for 
all x, g(x, 0) = 1 and condition (2) is obtained. 
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(2) 3 (3). With a function g : X x R ---f [0, l] which separates X x (0) 
andXxR-DD,,definef:X+[O,l],by 
f(x) = min 1 j1 &, t) & j” 
0 -1 
&+“, t> df (. 
Continuity off is obvious. For any x in X, if wg > 1 (01~ < -l), we have 
thatf(x) < 1 < w, (or -a,) since g(x, t) < 1. If w2 < 1, then g(x, t) = 0 
for t > W% , and for some 0 < Q, g(x, t) < 1 for 0 < t < wl: . This yields 
jlg(x, t) dt = jU.‘g(x, t) dt < wn.. 
0 0 
Similarly, 
( jy,g(x, t) dt = 1‘" g(x, 4 dx < -s) 
az 
whenever 01% > -1. Now, due to the fact g(x, 0) > 0, f(x) > 0 and 
f : X + (0, l] with the desired properties. 
(3) * (1). Given the functionf : X + (0, l] withf(x) < min(w, , -a=), 
let + : D, -+ [w be defined by 
e, t) = j; f(& s)) ds* 
This will serve as the continuous reparameterization. Since f is positive, 
4(x, ) : 6% 9 WJ --f R is a homeomorphism into R. Utilizing the condition 
f(x) < minb,, -a,} and the property that wy = wZ - t and 01~ = 0~~ - t 
for y = 7r(x, t) [3], 
l#,t)l 3min (IC 
:&dsl,Ij’ ’ 
2 0 -%i+s 
ds/), 
and hence 4(x, t) : (a% , w,J is surjective. Applying our previous lemma the 
map 7 : D, -+ X x 02, q(x, t) = (x,$(x, t)) is a homeomorphism. A global 
dynamical system (p, X) is defined by p(x, 0) = a(~-l(x, 0)). Continuity of p 
and the initial value condition (Axiom 4) are obvious. We rely on the integral 
definition of 4 to obtain the additive condition (Axiom 5). Consider x in X and 
or, Q2 in R. Letting t, and t, in R be the numbers such that 4(x, tl) = 8r 
and &-(x, td, h> = % , 
P~GG 4), 4) = T++(x, e,),e,) 
= 44X, h), tz) 
= 4X, t, + tz). 
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Since 
t2 
e2 = j 0 rc-c-(x: h>> s)) ds 
J 
t2 1 
= 0 f(+, t1 + 4) 
ds 
=I 
t1+t2 
t* 
we have 
ds 
Thus, n(~, t, + ts) = p(x, e1 + 0,) and hence 
This concludes our proof. 
As an immediate corollary we have that if X x R is a T4 space then any 
local dynamical (or semidynamical) system on X can be reparameterized 
to yield a global system. The following particular case is stated separately 
due to its wide applicability as mentioned in the introduction. 
THEOREM 3. Let (v, X) be a local dynamical (semidynamical) system with 
X met&able. There exists a global dynamical (semidynamical) system (p, X) 
which is GH isomorphic to (.rr, X). 
This section is concluded with an example of a local dynamical system 
(z-, X) on a completely regular Hausdorff space X, for which there is no 
global dynamical system (p, X) NS isomorphic to (P, X), but, the induced 
semidynamical system is GH isomorphic to a global semidynamical system 
on X. 
EXAMPLE 1. Let Q, be the set of all ordinal numbers less than the first 
uncountable ordinal Q and let fz’ = Q,, v Q. Endow 9’ with the order 
topology and define r : (~2’ x R) x [w ---f Q’ x R by ~((a, t), s) = (z, t + s). 
(CT, Q’ x R) is a global dynamical system. Let 
x = 52 x (-3, +> u (Qcj} x (-$, ;2) 
and we obtain a local dynamical system (v, X). Using Ura’s result [lo, 
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Theorem 31, since (T, X) has no rest points and X is completely regular, 
any local (or global) dynamical system NS isomorphic to (n, X) is GH 
isomorphic. Consider any continuous function f : X + (0, 11. If we require 
f(x) < -czg for all x in X, then {f(Q, -$ + l/n) --% 0. For a net {xi} -f Q, 
xi # Q, the composite net f(xi , -4 T l ’ l/n) must converge to 0. Since 
Q cannot be reached by a sequence, there exists an ir, and n, such that 
.f(xiO , -$ + l/n,) = 0, contradicting the hypothesis that f : X -+ (0, 11. 
Thus, there is no global dynamical system (p, X) NS isomorphic to (.rr, X). 
The positive escape time w2 forms a continuous function from X into 
(0, l] which allows us to construct a global semidynamical system GH 
isomorphic to the local semidynamical system obtained from (rr, X). 
Remark. As regards a local dynamical system, if only the semidynamical 
statements of Theorem 2 are satisfied, as in the example, the system could 
be reparameterized to yield a local dynamical system with positive escape 
times equal to $-cc. Also, in the proof of Theorem 2, the implication 
(1) * (2) shows that D, must be a G8 set. 
APPLICATIONS 
Consider a local dynamical system ( 7~) X). In the preceding section we 
have shown that if X x R is T4 then (x, X) is GH isomorphic to a global 
dynamical system on X. On the other hand, as in Example 1, if X is not T4 , 
(r, X) may not even be NS isomorphic to a global dynamical system on X. 
In the interim case where X is T4, although NS and GH isomorphisms 
are not equivalent [12], the following is true. 
THEOREM 4. Let (n, X) be a local dynamical system with X a T4 space. 
(r, X) is GH isomorphic to a global dynamical system if and only if (.rr, X) 
is NS isomorphic to a global dynamical system. 
Proof. The only part of the proof that requires work is the sufficiency. 
If (r, X) is NS isomorphic to a global dynamical system, there exists a 
reparameterization mapping 4 : D, + [w which satisfies all of the properties 
of a GH isomorphism except 4 is continuous on D, - S x [w, where S is 
the set of rest points on (r, X) [ll, Section 2, Theorem 31. For every point 
x in S, since D, is open, there exists a neighborhood N, of x such that 
N, x [-l,l]CD,. Let 0 = lJZES N, , fi : X - [0, l] be continuous 
with fi(S) = 1, and fi(X - 0) = 0. Define fi : (X - S) - (0, 11 by 
fib) = min{l, I C3)I, I $J;‘(-l)ll 
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which is continuous from the continuity of + on D, - (5 x R) and 
Lemma 1. Now, let f : X -+ (0, I] be defined by 
max{f1W, fW f(x) = )I 
XEX-s 
x E s. 
If x # 0, f(x) = fi(x), and continuity off is insured. If,f(z) = ,fi(x), by our 
choice of the open set 0, f(x) < 1 < min{w, , -am}. If f (x) equals 1 &i(l)] 
or ] $;‘(- l)i, since #;‘( 1) and +;‘(- 1) are in D, , we again have f(x) < 
min{w, , --a$}. In conclusion, Statement (3) of Theorem A now allows us 
to say (rr, X) is GH isomorphic to a global dynamical system. 
We now restrict our attention to metric spaces. The Bebutov-Kakutani 
theorem [6] states that every global dynamical system on a compact metric 
space can be embedded into the shift system on the set of continuous 
functions from R into R provided the set of rest points is homeomorphic 
to a subset of R. This result has since been generalized by Hajek [5] which 
states that every global dynamical system on a locally compact, separable 
metric space can be embedded into the shift system on the set of continuous 
functions from R into RN provided the set of rest points is homeomorphic 
to a closed subset of RN. In this paper, Hajek raises the question of whether 
these embedding properties can be extended to local dynamical systems. 
We give an affirmative answer by introducing a GH embedding. That is, 
a local dynamical system (n, X) is GH embeddable into a dynamical system 
(p, Y) provided (n, X) is GH isomorphic to a subsystem of (p, Y). It should 
be noted that the embeddings discussed by Hajek [5] are GH embeddings 
when 4(x, t) = t for all x in X. 
THEOREM 5. Every local dynamical system (7, X) on a locally compact, 
separable metric space is GH embeddable into the shift system on the set of 
continuous functions from R into RN provided the set of rest points is homeomor- 
phic to a closed subset of RN. 
Proof. This is a simple consequence of Theorem 3 after realizing that 
GH isomorphism is an equivalence relation on all local dynamical systems 
[ill. 
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