Abstract. We show that the orthogonal free quantum groups are not inner amenable and we construct an explicit proper cocycle weakly contained in the regular representation. This strengthens the result of Vaes and the second author, showing that the associated von Neumann algebras are full II 1 -factors and Brannan's result showing that the orthogonal free quantum groups have Haagerup's approximation property. We also deduce Ozawa-Popa's property strong (HH) and give a new proof of Isono's result about strong solidity.
Introduction
The orthogonal free quantum groups FO n are given by universal unital C * -algebras A o (n) = C * (FO n ) which where introduced by Wang [Wan95] as follows:
ij and (v ij ) unitary . Equipped with the coproduct defined by the formula ∆(v ij ) = v ik ⊗ v kj , this algebra becomes a Woronowicz C * -algebra [Wor98] and hence corresponds to a compact and a discrete quantum group in duality [Wor98, PW90] , denoted respectively O + n and FO n . These C * -algebras have been extensively studied since their introduction, and it has been noticed that the discrete quantum groups FO n share many analytical features with the usual free groups F n from the operator algebraic point of view. Let us just quote two such results that will be of interest for this article:
(1) the von Neumann algebras L(FO n ) associated to FO n , n ≥ 3, are full II 1 factors [VV07] ; (2) the von Neumann algebras L(FO n ) have Haagerup's approximation property [Bra12] . On the other hand there is one result that yields an operator algebraic distinction between FO n and F n : it was shown in [Ver12] that the first L 2 -cohomology group of FO n vanishes. The purpose of this article is to present slight reinforcements and alternate proofs of the results (1), (2) above. Namely we will:
(1) show that the discrete quantum groups FO n are not inner amenable (see [MvN43, Eff75] for non abelian free groups); (2) construct an explicit proper cocycle witnessing Haagerup's property [DFSW13] . Moreover, putting these constructions together we will obtain a new result, namely Property strong (HH) from [OP10b] , which is a strengthening of Haagerup's property and corresponds to the existence of a proper cocycle in a representation which is weakly contained in the regular representation. This sheds interesting light on the result from [Ver12] mentioned above, according to which such a proper cocycle cannot live in a representation strongly contained in the regular representation (or multiples of it). Note that the cocycle corresponding to the original proof [Haa79] of Haagerup's property for F n does live in (multiples of) the regular representation.
Finally we will mention applications to solidity: indeed the constructions of the article and Property strong (HH) allow for two new proofs of the strong solidity of L(FO n ) using the tools of [OP10a, OP10b] . Notice that strong solidity has already been obtained in [Iso12] using Property AO + from [Ver05, VV07] and the tools of [PV12] . * red (G), ∆) as constructed in [BS93] . The von Neumann algebras associated to G are denoted L ∞ (G) = C 0 (G) ′′ and M = L(G) = C * red (G) ′′ , they carry natural extensions of the respective coproducts and Haar weights.
Recall that a corepresentation X of V is a unitary X ∈ B(H ⊗ H X ) such that V 12 X 13 X 23 = X 23 V 12 . There exists a so-called maximal C * -algebra C * (G) together with a corepresentation V ∈ M (C 0 (G)⊗C * (G)) such that any corepresentation X corresponds to a unique * -representation π : C * (G) → B(H X ) via the formula X = (id⊗π)(V). We say that X, π are unitary representations of G. When X = V , we obtain the regular representation π = λ : C * (G) → C * red (G). Moreover C * (G) admits a unique Woronowicz C * -algebra structure given by (id ⊗ ∆)(V) = V 12 V 13 , and λ is then the GNS representation associated with the Haar state h of C * (G). On the other hand, a unitary corepresentation of G, or representation of V , is a unitary Y ∈ M (K(H Y ) ⊗ C * (G)) such that (id ⊗ ∆)(Y ) = Y 12 Y 13 , corresponding to a * -representation of C 0 (G) as above. We denote Corep(G) the category of finite dimensional unitary corepresentations of G, and we choose a complete set Irr G of representatives of irreducible ones. In the discrete case, it is known that any corepresentation decomposes in Irr G. We have in particular a * -isomorphism C 0 (G) ≃ c 0 − r∈Irr G B(H r ) such that V corresponds to r∈Irr G r. We denote p r ∈ C 0 (G) the minimal central projection corresponding to B(H r ), and C c (G) ⊂ C 0 (G) the algebraic direct sum of the blocks B(H r ). The * -algebra C c (G), together with the restriction of ∆, is a multiplier Hopf algebra in the sense of [VD94] , and we denote its antipode byŜ.
On the other hand we denote C * (G) r ⊂ C * (G) the subspace of coefficients (ω ⊗ id)(r) of an irreducible corepresentation r, and C[G] the algebraic direct sum of these subspaces. The coproduct on C * (G) restricts to an algebraic coproduct on C[G], which becomes then a plain Hopf * -algebra. Recall also that λ restricts to an injective map on C[G], hence we shall sometimes consider C[G] as a subspace of C * red (G). We will denote by ǫ and S the co-unit and the antipode of C[G], and we note that ǫ extends to C * (G): it is indeed the * -homomorphism corresponding to X = id H ⊗ id C . 
B(H
Note that in Woronowicz' notation we have v kl = v e k ,e l if (e i ) i is a fixed ONB of H v . Similarly, we have the formula ϕ(a) = qdim(v) Tr(F v a) for the left Haar weight ϕ and a ∈ B(H r ) ⊂ C 0 (G) [PW90, (2.13)] -note that the coproduct on C 0 (G) constructed from V in [PW90] is opposite to our, so that ϕ = h dR with their notation. Finally we will use the following analogue of the Fourier transform: ⊗ 1) ). On can show that it is isometric w.r.t. the scalar products (a|b) = ϕ(a * b), (x|y) = h(x * y) for a, b ∈ C c (G), x, y ∈ C * red (G) -see also Section 3.1.
In this article we will be mainly concerned with orthogonal free quantum groups. For Q ∈ GL n (C) such that QQ ∈ CI n , we denote A o (Q) the universal unital C * -algebra generated by n 2 elements v ij subject to the relations
Equipped with the coproduct ∆ given by ∆(v ij ) = v ik ⊗ v kj , it is a full Woronowicz C * -algebra, and we denote G = FO(Q) the associated discrete quantum group, such that C * (FO(Q)) = A o (Q). In the particular case Q = I n we denote
It is known from [Ban96] that the irreducible corepresentations of FO(Q) can be indexed v k , k ∈ N up to equivalence, in such a way that v 0 = id C ⊗ 1, v 1 = v, and the following fusion rules hold
Moreover, if Q is normalized in such a way that QQ = ±I n , we have qdim v = Tr(Q * Q). We denote q ∈ ]0, 1] the smallest root of X 2 − (qdim v)X + 1, so that qdim
The adjoint representation of FO n
The aim of this section is to prove that the non-trivial part ad • of the adjoint representation of FO n factors through the regular representation. Equivalently, we will prove that all states of the form ω ξ • ad • , with ξ ∈ H, factor through C * red (F O n ). For this we will use the criterion given by Lemma 3.5 below, which is analogous to Theorem 3.1 of [Haa79] .
3.1. Weak containment in the regular representation. In this section we gather some useful results which are well-known in the classical case. We say that an element f ∈ L ∞ (G) is a (normalized) positive type function if there exists a state φ on
Then M extends to a completely positive map on C * red (G) iff φ extends to a state of C * (G).
We will be particularly interested in the case when φ factors through C * red (G), or equivalently, when φ is a weak limit of states of the form n i=1 ω ξi • λ with ξ i ∈ H. In that case we say that f , φ are weakly associated to λ, or weakly ℓ 2 . We have the following classical Lemma [Fel63, Lemma 1]:
Proof. As noted in the original paper of Fell, the proof for groups applies in fact to general C * -algebras, and in particular to discrete quantum groups. More precisely, take
On the other hand we say that φ ∈ C[G]
* is an ℓ 2 -form if it is continuous with respect to the
. In that case we denote φ 2 the corresponding norm. Clearly, if φ is ℓ 2 then it is weakly ℓ 2 . Although we will not need this in the remainder of this article, the following lemma shows that ℓ 2 -forms can also be characterized in terms of the associated "functions" in C 0 (G) by mean of the left Haar weight. Note that in the unimodular case we have simply ϕ(f f
* be a linear form and put
Proof. We put p 0 = (id ⊗ h)(V ) ∈ C c (G), which is also the central support ofǫ, and we note the following identity (see the Remark after the proof) in the multiplier Hopf algebra C c (G) :
From this we can deduce that the scalar product in H implements, via the Fourier transform, the natural duality between C c (G) and C[G] which is given, for
This yields, for
, which holds in fact for any x ∈ C * red (G) by continuity. We get in particular
Remark 3.4. The identity (1) is equivalent to the fact that the Fourier transform F is isometric. Indeed a simple computation yields
Note that (1) can be easily proved by standard computations in C c (G), and this is one convenient way of establishing the fact that F is isometric.
Now we consider the case of the discrete quantum group FO n , whose irreducible corepre-
k the corresponding coefficient subspaces, and (U k ) k the series of dilated Chebyshev polynomials of the second kind. In [Bra12] , Brannan shows that the multiplier
is a completely positive as above, for every s ∈ ]2, n] -see also Section 4.1.
Besides it is known that FO n satisfies the Property of Rapid Decay. More precisely, for any k ∈ N and any x ∈ C * red (G) k we have x ≤ C(1 + k) x 2 , where C is constant depending only on n [Ver07] . On the other hand we denote by l : C[G] → C the length form on FO n which coincides with kǫ on C[G] k , and we recall that the convolution of two linear forms φ, ψ ∈ C[G]
* is defined by φ * ψ = (φ ⊗ ψ)∆. It is well-known that the convolution exponential e φ = φ * n /n! is well-defined on C [G] , and in the case of l (or any other central form) we have simply
Proof. We denote by φ k the restriction of φ to the f.
Since these subspaces are pairwise orthogonal, we have φ 2 2 = φ k 2 . Now for every s < n there is a λ > 0 such that
−λk for all k. We can then write
Now if e −λl * φ is ℓ 2 for all λ > 0, we conclude that this is also the case of τ s * φ for all s ∈ ]2, n]. In particular τ s * φ is weakly ℓ 2 for all s. We have (τ s * φ)(x) → φ(x) as s → n for all x ∈ C[G], and τ s * φ is a state for all s, hence τ s * φ → φ weakly and it follows that φ is weakly ℓ 2 . Conversely, if φ factors through C * red (G), using Property RD we can write for any x ∈ C * red (G) k :
This clearly implies that e −λl * φ 2 is finite for every λ > 0.
3.2. The adjoint representation. Recall that we denote by λ : C * (G) → B(H) the GNS representation of the Haar state h, and consider the corresponding right regular representation ρ :
, which is well-defined because a product of two commuting corepresentations of V is again a corepresentation. We have
Here are two explicit formulae, for x ∈ C[G] and v ij coefficient of a unitary corepresentation in an ONB:
The corepresentation of V associated to ρ is W = (1 ⊗ U )V (1 ⊗ U ), and the one associated to ad is A = V W . Note that we have, in the notation of [BS93] , W = ΣṼ Σ. In particular [BS93,
. This means that the multiplicative unitary W * is associated to the discrete quantum group G co-op .
Lemma 3.6. The canonical line Cξ 0 ⊂ H is invariant for the adjoint representation ad : C * (G) → B(H) iff G is unimodular. In that case, ξ 0 is a fixed vector for ad.
Furthermore, for v ∈ Irr G the previous computation together with Woronowicz' orthogonality relations lead to
In particular, denoting φ :
id. Now if the line Cξ 0 is invariant, φ is a character and since v is unitary we must have dim v = qdim v for all v ∈ Irr G. This happens exactly when G is unimodular.
Definition 3.7. If G is a unimodular discrete quantum group, we denote ad • the restriction of the adjoint representation of C * (G) to the subspace
Our aim in the remainder of the section is to show that ad • factors through λ in the case of G = FO n , n ≥ 3 -or more generally for unimodular orthogonal free quantum groups. We will need some estimates involving coefficients of irreducible corepresentations of G.
In order to carry on the computations, we will need to be more precise about the irreducible corepresentations of FO(Q). We denote by
as the unique subcorepresentation of v ⊗k not equivalent to any v l , l < k. In this way we have
, with H 0 = C and H 1 = C n . We denote by P k ∈ B(H ⊗k 1 ) the orthogonal projection onto H k . Recall that each irreducible corepresentation of A o (Q) is equivalent to exactly one v k , and that we have the equivalence of corepresentations
It is known that dim H
. Note in particular that we have
Let us also denote by Q k r ∈ L(H ⊗k 1 ) the orthogonal projection onto the sum of all subspaces equivalent to H r , so that
when it is non-zero. When r = a + b + c both spaces coincide with H a+b+c . On the other hand one can show that these subspaces of H ⊗a+b+c 1 are pairwise "far from each other" when r < a + b + c and b is big. More precisely, Lemma A.4 of [VV07] shows that
for some constant C 1 > 0 depending only on q. Indeed when r varies up to a + b + c − 2 the maps on the left-hand side live in pairwise orthogonal subspaces of H ⊗a+b+c 1 and sum up to (P a+b ⊗ P c )(P a ⊗ P b+c ) − P a+b+c .
Since we are interested in ad
• , we assume in the remainder of this section that FO(Q) is unimodular : equivalently, Q is a scalar multiple of a unitary matrix, or qρ = 1.
In the following lemma we give an upper estimate for
where ζ is any vector in H l , Tr k is the trace on B(H k ), and Σ lk :
2 is a trivial upper bound, which grows exponentially with k. In the lemma we derive an upper bound which is linear in k (and even constant for r < k + l).
Note that it is quite natural to consider maps like (P l ⊗ P k )Q k+l r Σ lk when studying the adjoint representation of A o (n). A non-trivial upper bound for the norm (P 1 ⊗ P k )Q k+1 k−1 Σ 1k was given in [VV07, Lemma 7.11], but it does not imply our tracial estimate below.
Lemma 3.8. Let (e k p ) p be an ONB of H k . There exists a constant C ≥ 1, depending only on n, such that we have, for any 0 < l ≤ k, ζ ∈ H l and r = k − l, k − l + 2, . . . , k + l − 2:
Proof. In this proof C denotes a generic constant depending only on n. Let us denote by S
On the other hand, we can compute S k,l using scalar products in H l ⊗ H k−l ⊗ H l to obtain the following induction relation:
As a result we have |S
For k = 1, . . . , l − 1 we use the trivial estimate |S
, and an easy induction on k for fixed l finally yields the result.
From Lemma 3.8 one can deduce a similar estimate concerning coefficients of corepresentations.
Lemma 3.9. There exists numbers C l , depending only on n and l, such that for all k ≥ l > 0 we have
Proof. Let us recall some facts from the Woronowicz-Peter-Weyl theory in the Kac case. Since Besides, the scalar product of two coefficients (ω x,y ⊗ id)(w), (ω x ′ ,y ′ ⊗ id)(w) of an irreducible corepresentation w corresponds to the scalar product (x ′ ⊗ y|x ⊗ y ′ ) up to a factor (qdim w) −1 . Denote by C ij the sums over p on the left-hand side of the statement. We compute now, using Lemma 3.8:
where Σ lk : H l ⊗ H k → H k ⊗ H l is the flip map. Note that the sum over r contains at most (l + 1) terms. Using Cauchy-Schwarz' inequality and summing |C ij | 2 over i, j we recognize the squares of the Hilbert-Schmidt norms of A r = (ω e l a ⊗ id)(Q k+l r Σ lk ), which are dominated by dim H k because the operator norm of A r is less than 1:
In our case dim = qdim and ρ = q −1 . Since r ≥ k − l, we obtain
where C, D 1 , D 2 are constants depending only on n.
Theorem 3.10. Consider an orthogonal free quantum group FO(Q) which is unimodular. Then the representation ad • of C * (FO(Q)) factors through λ.
Proof. By Lemma 3.2 it suffices to prove that the states φ = ω ξ • ad : x → (ξ| ad(x)ξ) on A o (n) are weakly associated to the regular representation, for a set of vectors ξ spanning a dense subspace of H • . In particular, we can assume that ξ is a coefficient of some irreducible corepresentation, and we will take in fact ξ = Λ h (v l * ab ). We already saw that φ 
k with respect to the ℓ 2 norm, and hence φ k
Using the fact that h is a trace, we have
Now we can use Lemma 3.9 and we obtain φ k
In particular it is clear now that e −λl * φ 2 2 ≤ D 2 C l e −2λk k 2 < ∞ for all λ > 0, and so φ is weakly associated to λ by Lemma 3.5.
3.3. Inner amenability. The notion of inner amenability for locally compact quantum groups has been defined in [GNI13] . We will only consider this notion for discrete quantum groups. Recall that, when G is a discrete quantum group, we denote by p 0 ∈ L ∞ (G) the minimal central projection corresponding to the trivial corepresentation. Following Effros [Eff75] we define inner amenability as follows. 
Remark 3.12. Our terminology is different from [GNI13] where they call strictly inner amenable a discrete quantum group satisfying Definition 3.11. Note however that, according to [GNI13, Remark 3.1(c)], all discrete quantum groups are inner amenable in the sense of [GNI13, Def. 3.1].
Theorem 3.13. Let G be a unimodular discrete quantum group. The following are equivalent.
(1) G is inner amenable.
(2) The trivial representation ǫ : C * (G) → C is weakly contained in ad • .
Moreover, if G is countable and L(G) has property Gamma then G is inner amenable.
Proof. 1 ⇒ 2. The proof of this implication is similar to the one of the implication 1 ⇒ 2 in [Tom16, Theorem 3.8], and moreover we are in the unimodular case. Let us give a sketch of the proof. Denoting A = (id ⊗ ad)(V) = V W , it is known that ǫ is weakly contained in ad • iff there exists a net of unit vectors ξ n ∈ H • = ξ ⊥ 0 such that ||A(η ⊗ ξ n ) − η ⊗ ξ n || → 0 for all η ∈ H. Let J ϕ and J h be the modular conjugations of ϕ and h respectively, with respect to the GNS constructions as in Section 2. It is known that (J h ⊗ J ϕ )V (J h ⊗ J ϕ ) = V * , and since U = J ϕ J h = J h J ϕ in the discrete case we also have ( 
) and
for all f, g ∈ N ϕ , and σ the flip map on
Note that for the second formula to hold in the non-unimodular case one has to replace Λ ϕ by a GNS construction for the right Haar weight ψ.
We use also the identification C 0 (G) = α B(H α ), where α runs over Irr G, and we recall that ϕ = α dim(H α ) Tr α in this identification. We denote (e α ij ) ij the matrix units of B(H α ) associated to a chosen orthonormal basis (e α i ) i of H α . Recall finally the notation ω ζ,ξ ∈ B(H) * for ζ, ξ ∈ H. In what follows we restrict these linear forms to L ∞ (G) and we convolve them according to ∆. Now we have:
For all α ∈ Irr(G) we have:
Proof of Claim 1. Let z be the adjoint of the phase of X(α) ij and write
Equations (2), one obtains, as in the proof of [Tom16, Lemma 3.14], the formula:
Then, for all α ∈ Irr(G), one has:
Proof of Claim 2. The proof is the same as the proof of [Tom16, Lemma 3.16] without modular factors, by using Equation (2), the Cauchy-Schwarz inequality and the Powers-Størmer inequality.
We can now finish the proof of 1
. By the weak* density of the normal states ω ∈ L ∞ (G) * such that ω(p 0 ) = 0 in the set of states µ ∈ L ∞ (G) * such that µ(p 0 ) = 0, there exists a net of normal states (ω n ) n such that ω n (p 0 ) = 0 for all n and ω n * ω − ω * ω n → 0 weak* for all ω ∈ L ∞ (G) * . By the standard convexity argument, we may and will assume that ||ω n * ω − ω * ω n || → 0. Now, since L ∞ (G) is standardly represented on H, and by a straightforward cut-off argument, we can assume that ω n = ω Λϕ(fn) with f n ∈ L ∞ (G) + ∩ C c (G), p 0 f n = 0 and f n 2 = 1. Applying Claim 1 (instead of [Tom16, Lemma 3.14]), [Tom16, Lemma 3 .15] and Claim 2 (instead of [Tom16, Lemma 3 .16]), we obtain
• , this easily implies that ||A(η ⊗ ξ n ) − η ⊗ ξ n || → 0 for all η ∈ H, hence ǫ factors through ad
• .
2 ⇒ 1. Take a net of unit vectors ξ n ∈ H • = ξ ⊥ 0 such that ||A(η ⊗ ξ n ) − η ⊗ ξ n || → 0 for all η ∈ H, and put ξ n = J ϕ ξ n . Then ξ n has norm one, it is orthogonal to ξ 0 for all n and we have for all η ∈ H:
Let m ∈ L ∞ (G) * be a weak* accumulation point of the net of states (ω ξn ) n . One has:
Moreover, m(p 0 ) = lim p 0 ξ n , ξ n = 0.
Finally, suppose that G is a countable unimodular discrete quantum group such that L(G) has property Gamma. To show that the co-unit is weakly contained in ad
• we follow the proof of Effros
for all k = 1, . . . , n and 1 ≤ i, j ≤ dim u k . From this inequality, it is easy to check that, for all k ≤ n and all η ∈ H k , one has
Recall that ξ 0 is a fixed vector for ad. Hence, for all η ∈ H k , one has (id ⊗ ad)(u k )(η ⊗ ξ 0 ) = η ⊗ ξ 0 . Moreover, since the representations λ and ρ commute we find, with ξ n = u n ξ 0 , k ≤ n and η ∈ H k ,
, it follows that the co-unit is weakly contained in ad • .
Corollary 3.14 (cf [VV07] ). For n ≥ 3 the discrete quantum group FO n is not inner amenable, and in particular the von Neumann algebra L(FO n ) is a full factor.
Proof. For n ≥ 3 it is known that FO n is not amenable, hence λ does not weakly contain ǫ. On the other hand by Theorem 3.10 the representation ad • is weakly contained in λ. Consequently ǫ is not weakly contained in ad
• , hence FO n is not inner amenable and L(FO n ) is full by Theorem 3.13.
Property (HH) for L(FO
On the other hand, for any element g ∈ O n we have a character ω g : A o (n) → C defined by putting ω g (v ij ) = g ij and using the universal property of A o (n). It is easy to check that (ω g ⊗ ω h )∆ = ω gh and that ω e = ǫ, where e is the unit of O n and ǫ is the co-unit of A o (n).
Combining these objects we get * -homomorphisms
In particular each α g is an automorphism of C * red (FO n ) and we have got an action of O n on C * red (FO n ) by trace preserving automorphisms. Note that there is also an action α
We identify M insideM via the unital normal faithful trace preserving * -homomorphism ι := ∆. Denote by E the canonical conditional expectation fromM to ι(M ). We let O n act onM by putting
Proposition 4.1 (cf [Bra12] ). Denote (U k ) k the dilated Chebyshev polynomials of the second kind and consider, for each s ∈ R, the densely defined map
Then for each g ∈ O n we have E • A g • ι = T s where s = Tr(g). In particular, for such s the map T s extends to a trace preserving completely positive map on C * red (FO n ). Proof. For r ∈ N, denote v r ij the coefficients of the r th irreducible corepresentation v r of FO n , with respect to a given ONB of the corresponding space. It is easy to check that E(v r of u r is given by χ r (g) = U r (Tr g), since u 0 = 1, u 1 = id and u 1 ⊗ u r ≃ u r−1 ⊕ u r+1 . Now it suffices to compute as follows:
cos(t) .
Denoting A t = A gt , we get in this way a 1-parameter group of automorphisms ofM such that E • A t • ι = T s with s = n − 2 + 2 cos t ∈ [n − 4, n]. Fix 0 < t 0 < π 3 . For all 0 < t < t 0 one has 2 < 1 + 2 cos(t 0 ) < Tr(g t ) < n. By [Bra12, Proposition 4.4.1], there exists a constant C > 0 such that
k for all 0 < t < t 0 and all k ∈ N. Hence, for 0 < t < t 0 , the map
We clearly have B 2 = id, BA t = A −t B, and one can check on the generators v ij that B • ∆ = ∆ so that B restricts to the identity on ι(M ).
Remark 4.3. The constructions and results of this Section 4 remain valid for the other unimodular orthogonal free quantum groups FO(Q). Up to isomorphism, the only missing cases are FO(Q 2n ) with Q 2n = diag(Q 2 , . . . , Q 2 ) and Q 2 = 0 1 −1 0 . But these discrete quantum groups all admit the dual of SU (2) as a commutative quotient, and one can build a deformation using the same matrices R t as in Example 4.2.
On the other hand, in the non unimodular case there is no trace preserving conditional expectation E : M ⊗ M → ∆(M ), so that the arguments of Proposition 4.1 do not apply anymore. Recall however that Haagerup's Property still holds in that case, as shown in [DCFY13] .
Let us give some applications of the preceding construction. It is known that Haagerup's property is equivalent to the existence of a "proper conditionally negative type function" and/or of a proper cocycle in some representation. Denoting τ s the linear form on C[FO n ] given by τ s (v r ij ) = δ ij Ur(s) Ur(n) , it follows from the proposition above and Lemma 3.1 that τ s extends to a state of C * (FO n ). Differentiating at s = n we obtain a conditionally negative form ψ :
Ur (n) -this was also observed in [CFK12, Crl. 10.3] , where all ad-invariant conditionally negative forms on C[FO n ] are classified. It is clear that ψ(x * x) ≤ 0 for all x ∈ Ker ǫ. Moreover the following lemma shows that ψ is indeed proper, and more precisely that the associated function Ψ = (id ⊗ ψ)(V ) behaves like the "naive" length function L = rp r at infinity:
Proof. We have the well-known formula U r (n) = (q r+1 − q −r−1 )/(q − q −1 ), where q = 1 2 (n − √ n 2 − 4). Differentiating first with respect to q, we get
Noticing that dq/dn = q/ √ n 2 − 4, we obtain finally
Property (HH).
It is then natural to ask also for the explicit construction of a proper cocycle establishing Haagerup's property. Notice that by [Ver12] such a cocycle cannot live in the regular representation or a finite multiple of it. Now an explicit cocycle can easily be obtained by differentiating the 1-parameter group above. More precisely, for any X ∈ o n we define
Here d X u r kl is the differential of u r kl : O n → C, evaluated on the tangent vector X at e. Since A g • ι is a * -homomorphism, we get indeed derivations with respect to the C[FO n ]-bimodule structure coming from the embedding ι = ∆, and in fact we get a Lie algebra map (X → δ X ) from o n to the space of derivations Der(C[FO n ],M ).
We moreover denote f X = (id ⊗ δ X )(V ), which is an unbounded multiplier of the Hilbert C 0 (FO n )-module C 0 (FO n ) ⊗M . Then f * X f X is an unbounded multiplier of C 0 (FO n ), the "conditionally negative" type function associated to δ X . The following Lemma shows in particular that f * X f X corresponds to the cond. negative form ψ obtained by differentiating the deformation T s = (id ⊗ τ s )∆.
Lemma 4.5. The derivation δ X takes its values in the orthogonal complementM
• of ι(M ) with respect to h ⊗ h. Moreover we have
In particular for any X ∈ o n , X = 0, the derivation δ X is proper in the sense that p r f * X f X ≥ c r p r for any r, with c r → ∞.
Proof. The beginning of the proof is quite general and probably well-known to experts.
We choose a 1-parameter subgroup (g t ) t of O n such that g ′ 0 = X, we put A t = A gt , s(t) = Tr(g t ) and we differentiate the identity E • A t • ι = T s(t) between linear maps on C[FO n ] from Proposition 4.1. We obtain Tr(g
s is the derivative with respect to s, and the other derivatives are relative to t. In particular for t = 0 this yields
• . Now we differentiate once more at t = 0, obtaining Tr(g
Since (g t ) t is a 1-parameter group and X * + X = 0, we have g 
. As a result we obtain
) as unbounded multipliers -in other words, the identity above makes sense in the f.-d. algebra p r C 0 (FO n ) ≃ B(H r ) for any r. But by definition of ψ we have T ′ n = (id ⊗ ψ) • ∆, and using the identity (id ⊗ ∆)(V ) = V 12 V 13 we can write
Finally we have (p r ⊗ ψ)(V ) = c r p r with c r = U ′ r (n)/U r (n) by the computation of ψ before Lemma 4.4, and the properness results from that lemma.
Recall the construction of the bimodule K π associated to a * -representation π : C * (G) → B(H π ). We put K π = H ⊗H π where H is the GNS space of the Haar state h. The space K π is endowed with two representations,π = (λ⊗π) 
Proof. We consider the unitary
Recall that ad(z)Λ h (y) = Λ h (z (1) y(f 1 * S(z (2) ))). Then we have:
Moreover in the Kac case we can write:
This shows that
Recall now from [OP10b] that a discrete group G has Property strong (HH) if it admits a proper cocycle with values in a representation weakly contained in the regular representation. These notions make sense in the quantum case, and combining the lemma above with Theorem 3.10 and Lemma 4.5 we obtain:
Corollary 4.7. The discrete quantum groups FO n satisfy the Property strong (HH). jl ). The fact that V (1 ⊗ U )δ X is a derivation implies that c X is a cocycle, i.e. c X (xy) = π(x)c X (y) + c X (x)ǫ(y) for x, y ∈ C[FO n ]. Denoting g X = (id ⊗ c X )(V ) the unbounded multiplier of the Hilbert module C 0 (FO n ) ⊗ H associated with c X , we have f * X f X = g * X g X . Hence Lemma 4.5 also shows that the cocycle c X is proper.
For the generators v ij of C[FO n ] we have c X (v ij ) = X kl Λ h (v ik v jl ). For a particular choice of X one gets e.g. c(v ij ) = Λ h (v i1 v j2 − v i2 v j1 ), and the other values of c can be deduced recursively using the cocycle relation.
4.3. Strong solidity. We first recall the following result due to Ozawa and Popa [OP10a] .
Theorem 4.9. Let M be a tracial von Neumann algebra which is weakly amenable and admits the following deformation property: there exists a tracial von Neumann algebraM , a trace preserving inclusion M ⊂M and a one-parameter group (α t ) t∈R of trace-preserving automorphism ofM such that
• lim t→0 ||α t (x) − x|| 2 = 0 for all x ∈ M .
•
• E M • α t is compact on L 2 (M ) for all t small enough.
Then for any diffuse amenable von Neumann subalgebra P ⊂ M we have that N M (P ) ′′ is amenable -in other words M is strongly solid.
is (strongly) contained in an amplification of the coarse bimodule, this is a particular case of [OP10a, Thm. 4 .9], with k = 1, Q = Q 1 = C and G = N M (P ). Indeed in that case "compactness over Q" for E M • α t means that its extension to L 2 (M ) is compact, L 2 M, e Q1 is the coarse bimodule L 2 (M )⊗L 2 (M ), and P M Q means that P is diffuse. Moreover if M is weakly amenable and P is amenable, then the action of G = N M (P ) on P is weakly compact by [Oza12, Thm. B] . Hence the hypotheses of [OP10a, Thm. 4.9] are satisfied, and we can conclude that N = N M (P )
′′ is amenable relative to Q inside M , which just means that N is amenable in our case.
Note that the proof of [OP10a, Thm. 4.9] shows the existence, for all non-zero central projection p ∈ M , all F ⊂ N M (P ) finite and all ǫ > 0 the existence of a vector ζ ∈ K ⊗ L 2 (M ) such that pζ 2 ≥ p 2 /8, [u ⊗ū, ζ] 2 < ǫ/2 for all u ∈ F and xζ 2 ≤ x 2 for all x ∈ M . In particular one can then show as in [Sin11, Thm. 3 .1] that K is left amenable over N M (P ) ′′ ⊂ M . Now, if K is only weakly contained in the coarse bimodule, [Sin11, Thm. 3.2] still allows to conclude that N M (P ) ′′ is amenable.
Now by Proposition 4.1, Lemma 4.6 and Theorem 3.10 one can apply the preceding Theorem to the deformation of L(FO n ) presented in Section 4.1. Moreover the weak amenability assumption is satisfied by [Fre13, Thm. 6.1]. As a result we obtain: Theorem 4.10. For all n ≥ 3, the II 1 factor L(FO n ) is strongly solid.
Note that this result was already proved in [Iso12] using the more recent approach from [PV12] to strong solidity, and the Akemann-Ostrand Property, established in [Ver05, Thm. 8.3] for free quantum groups. Finally, it seems likely that strong solidity can also be deduced from Property strong (HH) as in [OP10b, Crl. B] , by adapting Peterson's techniques to the proper derivation δ X : C[FO n ] →M in the quantum setting. Notice in particular that ∆ X = δ * X δ X is a "central multiplier" of C[FO n ] by the proof of Lemma 4.5, so that the passage from the classical to the quantum setting is probably straightforward.
