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We study the three-dimensional (3D) spatially-resolved distribution of the energy density of light
in a 3D scattering medium upon the excitation of open transmission channels. The open transmission
channels are excited by spatially shaping the incident optical wavefronts. To probe the local energy
density, we excite isolated fluorescent nanospheres distributed inside the medium. From the spatial
fluorescent intensity pattern we obtain the position of each nanosphere, while the total fluorescent
intensity gauges the energy density. Our 3D spatially-resolved measurements reveal that the local
energy density versus depth (z) is enhanced up to 26× at the back surface of the medium, while
it strongly depends on the transverse (x, y) position. We successfully interpret our results with a
newly developed 3D model that considers the time-reversed diffusion starting from a point source at
the back surface. Our results are relevant for white LEDs, random lasers, solar cells, and biomedical
optics.
PACS numbers: 42.25.Dd, 46.65.+g, 42.25.Hz, 42.40.Jv
The interference of multiple scattered waves in com-
plex media holds much fascinating physics such as co-
herent backscattering, Anderson localization, and meso-
scopic correlations [1–4]. Transport through complex
media is described by so-called channels that are eigen-
modes of the transmission matrix [5]. Remarkably, open
transmission channels with near-unity transmission are
predicted to perfectly transmit a properly designed in-
cident field even if the medium is optically thick [6]. It
has recently been demonstrated that light is sent into
open transmission channels by a spatial shaping of the
incident wavefronts [7–9]. This development has led to
tightly focused transmitted light (henceforth referred to
as “optimized light”) [10–13], enhanced optical transport
through a scattering medium [7, 8, 14–16], and imaging
through [17–19] and even inside a scattering medium [20].
In contrast, only a few studies address the energy den-
sity of optimized light that plays a central role in appli-
cations of light-matter interactions, such as solid-state
lighting [21], random lasers [22], solar cells [23], and
biomedical optics [24]. In absence of wavefront control,
the ensemble-averaged energy density depends linearly
on depth z in the medium [1]. A critical question is how
the energy density can be controlled by exciting open
channels, and what the resulting 3D energy density is. In
particular, the 3D energy density profile of shaped light
has not been experimentally studied to date. Due to the
inherent opacity, direct optical imaging cannot be used
to probe the 3D energy density profile. In Ref. [25], it
was shown that spontaneous emission of embedded fluo-
rescent nanoparticles does report the energy density and
it was observed that the depth-integrated global energy
density is increased by wavefront shaping but unfortu-
nately, the 3D profile was unresolved. Several studies
on low-dimensional systems [26–31] indicate that the en-
ergy density versus z position has a maximum near the
center of the sample, while the transverse (x, y) behav-
ior remained not addressed. Thus, to investigate how
the 3D local optical energy density is controlled by wave-
front shaping, a local 3D (x, y, z)-resolved measurement
is called for.
FIG. 1. (Color) Method to probe the 3D (x, y, z) spatially-
resolved local energy density that is enhanced by wavefront
shaping. Incident green light is wavefront shaped to an opti-
mized focus at the back surface of a scattering medium (en-
semble of ZnO nanospheres) to excite open transmission chan-
nels. The scattering medium is sparsely doped with fluores-
cent nanospheres that probe the local energy density of the
green incident light at different positions (x, y, z) by emitting
orange light in proportion to the local energy density of the
green excitation light.
In this work, we investigate the 3D local spatially-
resolved energy density in a 3D scattering medium, with
optimized incident light. Figure 1 illustrates our ex-
periment: using a spatial light modulator (SLM), we
shape the incident green light to a focus at the back
surface of a disordered ensemble of ZnO nanoparticles,
a procedure that is known to couple light into open
channels [7, 26, 29]. The resulting energy density is
probed locally by fluorescent nanospheres. The density
of the nanospheres is so low that only one of them is
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2FIG. 2. (Color online.) Measured differential fluorescence
enhancement ∂ηf/∂F versus position z and scaled position
z/` for two samples, each with thicknesses (a) L = 8 µm and
(b) L = 16 µm. The fluorescent nanospheres are centered
at the optical axis at (x0, y0) = (0, 0). Blue circles are the
measured results with error bars. The red curve is the energy
density enhancement predicted by our 3D model. The green
dash-dotted curve indicates zero energy density enhancement.
present in the illuminated volume. Wavefront shaping in-
creases the local energy density by an enhancement factor
that we denote as ηf(x, y, z). Consequently, the fluores-
cence emission of a nanosphere, which is proportional to
the local energy density at its location, is enhanced by
the same factor. We performed measurements on sev-
eral nanospheres inside a sample and for each individ-
ual sphere we measured two key parameters, namely the
nanosphere location (x, y, z) and the differential fluores-
cence enhancement ∂ηf/∂F . Here the fidelity F quan-
tifies the overlap between the experimentally-generated
wavefront and the perfect wavefront that optimally cou-
ples light to the target position [7].
Fig. 2 and 3 show our main results: the measured dif-
ferential fluorescence enhancement ∂ηf/∂F versus z and
FIG. 3. (Color online.) Differential fluorescence enhancement
∂ηf/∂F versus transverse displacement ∆x relative to the op-
tical axis for scattering samples with thicknesses L = 8µm
(a) and L = 16µm (b). Blue circles are the measured data
with error bars. Red lines are the energy density enhancement
predicted by our 3D model. In (a) and (b), the selected fluo-
rescence nanospheres are located at (y, z) = (0, 5.9 ± 0.1)µm
and (y, z) = (0, 14.7 ± 0.2)µm, respectively.
x positions, respectively, in scattering samples with thick-
nesses L = 8 ± 2µm and 16 ± 2µm. In Fig. 2, the differ-
ential fluorescence enhancement ∂ηf/∂F increases with z
position from front to back, and ∂ηf/∂F increases up to
16 and 26 with thickness. The data deviates significantly
from the uncontrolled limit (∂ηf/∂F = 0), which reveals
that wavefront shaping of light changes the local energy
distribution. We propose a 3D model without free pa-
rameters that describes the data in Fig. 2 very well.
To verify the 3D character of ηf(x, y, z), we translate
the sample along the x-axis while keeping (y, z) con-
stant. In Fig. 3, we plot the differential fluorescence en-
hancement ∂ηf/∂F versus the x-displacement ∆x relative
to the optical axis (x0, y0). For both samples, ∂ηf/∂F
reveals clear maxima, revealing the effect of the opti-
mized focus. Due to (x, y) symmetry in the transverse
plane, a similar behavior occurs versus y coordinate, and
requires considerable acquisition time (see Supplemen-
tary [35]). In Figs 3(a) and (b), the maxima are centered
at ∆x = 3µm and ∆x = 1µm respectively, due to a
slight displacement of the nanosphere from the optical
axis at x0 = 0. This observed strong dependence on x is
also well described by our 3D model and is not explained
by the 1D diffusion model that is necessarily independent
3of (x, y)-coordinate.
FIG. 4. (Color online) Determining the position z of a fluores-
cent sphere in the L = 8 µm thick sample. (a) Fluorescence
image measured in real space by averaging 41 data sets, each
with a different random incident wavefront. (b) Fourier trans-
form of (a). Intensities in (a) and (b) were normalized to their
maxima. (c) Solution of the diffusion equation with a fluo-
rescent nanosphere at position z = 3.3 ± 0.3 µm. (d) Cross
sections through the centers of (b) (blue circles) and (c) (red
line), respectively.
The samples were prepared by spray-painting a sus-
pension of ZnO nanoparticles and a low concentration
of fluorescent particles on a glass slide (see Supplemen-
tary for details). A dense ensemble of strongly scattering
ZnO nanoparticles was obtained after evaporation. The
locations (x, y, z) of the fluorescent nanospheres are a
priori unknown since the nanospheres end up at random
positions. To determine the locations (x, y, z), we first
scanned the sample to find isolated fluorescent spheres,
and then recorded the diffuse fluorescent spot at the
back surface of the sample (see Fig. 4(a)). We per-
formed a Fourier transformation of the fluorescent spot
(see Fig. 4(b)) and filtered high-frequency noise. We
model the nanosphere as a point source in the 3D dif-
fusion equation [36] and fit the solution in Fourier space
to the Fourier transform of the fluorescence spot with the
nanosphere position z as the only adjustable parameter,
see Fig. 4(c-d).
Next, we performed wavefront shaping experiments
with the optical axis of the system centered on a
nanosphere at coordinates (x0, y0). We obtained a feed-
back signal for the wavefront shaping optimization from
an area of 0.03µm2 less than the speckle area A =
λ2e/(2pi) = 0.05µm
2. We used the piecewise sequential
algorithm to find the optimized incident wavefront [7, 10],
with 900 input degrees of freedom on the spatial light
modulator.
Ideally, a perfectly shaped wavefront is the phase con-
jugate of the wavefront originating from a point source lo-
cated at the target position [7]. A real wavefront in an ex-
periment inevitably differs from a perfect wavefront due
to finite resolution, temporal decoherence, modulation
noise, and spatial extent of the generated field [7, 10, 38].
The deviation of the wavefront from the ideal one due
to all these effects can be represented in a single mea-
sure, the fidelity F . Experimentally, the fidelity F is
gauged as F = n2 · Iopt/Itot, where n is the refractive in-
dex of the substrate, Iopt the intensity for the optimized
wavefront, and Itot the total transmitted intensity with
an unoptimized reference wavefront [7, 25]. Since a real
wavefront is the superposition of the perfectly shaped
wavefront that controls the energy density and a random
error wavefront [7], the energy density We(x, y, z) due to
a real incident wavefront is necessarily a linear combina-
tion of the perfectly optimized energy density Wo(x, y, z)
and a diffusive unoptimized energy density Wuo(x, y, z)
We(x, y, z) = F.Wo(x, y, z) + (1− F ).Wuo(x, y, z). (1)
(The energy densities in Eq. 1 are ensemble averaged
over several realizations). By probing the fluores-
cent spheres at different positions, we obtain the lo-
cal energy density enhancement defined as ηf(x, y, z) ≡
We(x, y, z)/Wuo(x, y, z). Eq. (1) leads to a linear depen-
dence of the energy density enhancement on fidelity
ηf(x, y, z) = 1 + F.
∂ηf
∂F
(2)
with unity intercept and a slope ∂ηf/∂F = (Wo/Wuo−1)
that we call the differential fluorescent enhancement.
FIG. 5. (Color online). Measured fidelity F versus the phase
perturbation factor δφm on the optimized phase pattern. We
applied m1 = 41 phase perturbations to each optimal wave-
front. The red curve is a guide to the eye.
To determine ∂ηf/∂F from Eq. 2, we scanned the fi-
delity F by intentionally adding a random perturbation
phase to each segment of the optimized wavefront. Fig-
ure 5 shows that the fidelity F continuously decreases
4with increasing phase perturbation δφm from the maxi-
mum obtained fidelity to 0. For each perturbed phase,
we collected fluorescence images Ip. We also collected 41
reference fluorescent images Ir each with a random phase
pattern as the input wavefront. We determined experi-
mentally the fluorescence enhancement ηf from the ratio
of Ip and the average Ir. We repeated the wavefront
shaping and fidelity scanning procedure m2 = 100 times
on each nanosphere to obtain an ensemble average.
FIG. 6. (Color online.) Measured fluorescence enhance-
ment ηf versus fidelity F (blue dots) at a single position
z = 3.3 ± 0.3µm in the L = 8 µm thick sample. The red
line from Eq. 2 with unity intercept and the only adjustable
parameter the differential fluorescence enhancement ∂ηf/∂F
that is determined to be 6.9± 0.7, where the error is the 95%
confidence interval. The confidence interval is within the line
thickness.
The measured collection of (m1.m2 = 4100) fluores-
cence enhancement ηf data points versus fidelity F is
shown in Fig. 6 for one fluorescent nanosphere. While the
data show inevitable variations (see Supplementary [35]),
the fluorescence enhancement clearly increases with F ,
to an average of 1.4× at the maximum obtained fidelity.
From the linear dependence between ηf and F with unity
axis intercept described by Eq. 2, we obtain the slope
∂ηf/∂F at a specific position z on the optical axis (x0, y0).
All obtained ∂ηf/∂F for the two samples are shown in
Figure 2. The procedure described above was repeated
at various ∆x displacements and the results are shown
in Fig 3.
To model the 3D energy density Wo(x, y, z) of opti-
mized light, we consider the optimized target to be a
point source of diffuse light, as shown in Fig. 1. The
3D energy density Wdif(x, y, z) of the point source is de-
scribed by the 3D diffusion equation [1, 36] (see Supple-
mentary for details [35]). Light from the point source
diffuses in a cone from the back surface to the front sur-
face via open channels. While the time reverse (or phase
conjugate) of the light transmitted to the front surface
describes light traveling to the target point at the back
surface, part of the light injected at the front surface
contributes to a background, notably in the space out-
side the optimized focus (see Fig. 1). The background
light is caused light coupled to closed channels that are
mainly reflected and thus corresponds to an incomplete
time reversal (or phase conjugation) of light from the op-
timized target. At perfect fidelity, we thus describe the
optimized energy densityWo(x, y, z) as a sum of two com-
ponents Wo(x, y, z) = Wof(x, y, z) + Wbg(x, y, z), with
Wof the energy density originating from the optimized
focus, and Wbg the background energy density. Follow-
ing the maximal fluctuation approximation by Pendry et
al., we describe Wof and Wbg by assuming the transmis-
sion channels to consist of only open and closed chan-
nels [39, 40]. For open channels, it has recently been
shown that the energy density profile along z tracks the
fundamental mode of the diffusion equation [25, 29, 31].
To obtain Wof , we therefore normalize Wdif(x, y, z) and
map it onto the spatial profile of the fundamental diffu-
sion mode (see Supplementary [35]). Similarly, we de-
scribe Wbg by mapping the fundamental diffusion mode
onto a Gaussian profile with a constant width along z.
The amplitudes of Wfo and Wbg are fixed by the total
transmitted intensity.
In our experiments, a fluorescent nanosphere at po-
sition (x, y, z) is excited by the local energy density
Wo(x, y, z) in case of optimized light (modeled above),
or Wuo(x, y, z) for unoptimized incident light. We de-
scribe Wuo(x, y, z) as a product of the solution of the 1D
diffusion equation (versus z) and a Gaussian (in (x, y)).
From the ratio of Wo and Wuo, we obtain ∂ηf/∂F that
we plot as a function of z in Fig. 2. For both samples,
our 3D model shows that ∂ηf/∂F increases steadily as z
increases to the back surface of the sample, in excellent
agreement with the experimental data. This agreement
shows that the intensity enhancement observed on the
back surface is associated with the 3D enhancement of
the local energy density in the bulk.
In summary, by exciting open transmission channels
in a 3D scattering medium by wavefront shaping, we ob-
serve that the local energy density is considerably en-
hanced. The enhancement increases towards the back
surface of the sample and has a maximum along the
transverse direction, revealing the effect of the optimized
focus. A 3D model without adjustable parameters suc-
cessfully describes the experimental data. Our results
thus offer new insights on the 3D redistribution of the en-
ergy density in 3D scattering media, which is extremely
useful to enhance the efficiency of energy conversion in
systems such as random lasers, solar cells, and white
LEDs. For white LEDs, wavefront shaping could serve to
control the color temperature by optimizing for “warm”
or “cold” white light. Our results are also applicable to
wavefront shaping of classical waves such as acoustic and
pressure waves [41], and to quantum waves such as elec-
trons in nanostructures.
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