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This paper discusses the density of polynomials in Sobolev-type function spaces defined on the compact 
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representation of certain Jacobi-type orthogonal polynomials. 
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0. Introduction 
Let IV = (1, 2, 3,. . .), N, = {O, 1, 2,. . . ) and R and C denote the real and complex number 
fields; let (- 1, 1) and [ - 1, l] denote respectively the open and compact intervals of R. The 
standard Lebesgue integration spaces are denoted by Lp( - 1, 1) with index p 2 1; AC denotes 
absolute continuity with respect to Lebesgue measure; LP,,( - 1, 1) and AC& - 1, 1) denote 
the sets of all complex-valued functions which are Lp and AC respectively on all compact 
subintervals of the open interval (- 1, 1). 
Let P[ - 1, l] denote the set of all complex-valued polynomials of arbitrary degree but with 
domain restricted to [ - 1, 11; thus if p E P[ - 1, 11, then there exist y1 E PU, and (a, E @: 
Y = 0, 1,. . .) n}, with a, f 0 and p(x) = C:,,a,x’ and x E [ - 1, 11. 
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This paper is concerned with properties of three Sobolev-type function spaces Hi( - 1, l), 
H$,( - 1, 1) and H&( - 1, 1) defined as follows. 
(i) H$( - 1, 1) is the space of functions 
Hi(-1, l):= (f:(-1, l)+@](i) f~Ac,,,(-1, 1); (ii) f~L~(-l, 1); 
(iii) (1 -~*)~“f’ E L*( - 1, l)), (0.1) 
endowed with the inner product 
(6 s)o:= jlI(l -x*)f’(x)8(x) dx + /Ilf(x)E(x) dx, (0.2) 
and with the norm 
II f II: = (f, f)o. 
(ii) II&( - 1, 1) is the space of functions 
H&( - 1, 1) := {f : (- 1, 1) + C I(i) f”) E AC,,,( - 1, l), Y = 0, 1; 
(ii) f(‘) E L2( - 1, l), r = 0, 1; 
(iii) (1 -x2)f” E L*( - 1, l)}, 
endowed with the inner product 
(04 
(0.4) 
(f, g),,, := j-)1 -x2)‘f”(x)E”(x) dx + /y+)f.‘(x)g’(x) dx 
+ l_~ifww dX? (0.5) 
where CX~ is a given function satisfying the conditions 
(a) a,:[-1, l] -+=I& 
(b) a,=[-Ll] ( or, more generally, cyI E L”( - 1, 1))) (0.6) 
(c) fxl(x)~O, xE[-l,l], (oralmostallxE[-l,l]), 
and with norm 
II f II& = (f, f)ll,P (0.7) 
(iii) H12( - 1, 1) is the space of functions 
H~,2(-1,1):={f:(-l,1)~Ci(i)f~r~~AC,,,(-1,1),r=0,1,2; 
(ii) f(‘), Y = 0, 1, 2, and (1 -x2)1’2f” E L*( - 1, 1); 
(iii) (1 -x2)3’2f(3)EL2(-1, l)), (0.8) 
endowed with the inner product 
(f, g),,,:=/’ (1 -x2)3f’3’(x)$3’(x) dx+/t (1 -x2)/?2(x)f”(x)g”(x) dx 
-1 -1 
+ /1,8~(x)f ‘(x)C(x) dx + @x)i%x) dx, (0.9) 
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where both the given functions PI and p2 satisfy the conditions (0.6) for the function (Y,, and 
with the norm 
II f II& = (f, f)0,2. (0.10) 
Standard methods show that all three spaces Ht( - 1, l), I+,$( - 1, 1) and H,$( - 1, 1) are 
complete in their respective norms, i.e., all three spaces are Hilbert function spaces with 
respect to their inner products. For details of the proof in the case of the space II&( - 1, l), see 
[6, Section 21; note that since the factor (1 -X~)~ in the first integral of the inner product (0.5) 
vanishes at the endpoints +_ 1 does make for some additional attention to detail in proving 
completeness. Similar arguments apply to the spaces Hi( - 1, 1) (see [3]), and H&( - 1, 1) (see 
[18, Theorem 7.5.11). 
Note that, and this is a consequence of introducing the last integral term in each of the three 
inner products, the zero element of each space is the null function on (- 1, 1) and that the 
elements of all three spaces are point-wise defined functions on (- 1, 1); thus there is no 
requirement to introduce equivalence classes of functions as elements of these spaces, as is the 
case when considering the Lebesgue space L’( - 1, 1) as a Hilbert function space. 
We can now state the result to be proved in this paper in the form of the following theorem. 
Theorem 0.1. Let the Sobolec function spaces H,f( - 1, l), H$( - 1, 1) and Hi,( - 1, 1) be defined 
as aboue; then the set of polynomials P[ - 1, 11, defined above, is a dense linear manifold of each 
space, i.e., 
P[--l,lJ”:=(norrnclosureofP[-1, l] inH,2(-1, l))=H,2(-1, l), 
and similarly, 
p[-l,021 =H&(-1, l), P[-1711 “,2=H;,2(-1, 1). 
The proof is given in Sections 2-6. 
(0.11) 
(0.12) 
Remark. The technical difficulty in proving this theorem is due, in each case, to the presence of 
the factor 1 -x2 or (1 -x2)2 or (1 -x2)3 in the leading term of each of the inner products. 
This factor permits the introduction of functions f to these spaces which have the property, 
respectively, that f’ or f” or fc3) may not be in L2( - 1, l), and therein lies the difficulty in the 
proof of the approximation result. For example, consider the space Hi( - 1, 1) and define for 
some 6 E (0, i), 
f(x) := (ln( +-))-““. x E [0, 1) and f(x)=f(-X), xq--l,q; 
then 
f’(x) = : z(ln( ,fi)p(“2+“), XE [o, l>> 
and the following results are seen to hold: 
(i> f~ AC,,,( - 1, 1) f’ L2( - 1, 1) with lim, ~ f ,f(x> = ~0; 
(ii) f’EL2(-1, 1) and lim,, +rf’(x> = +a; 
(iii) (1 --~‘)‘/~j’ E L2(-1, 1) with lim., +1(1 -x~)~/~~‘(x) = ~00. 
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Thus f E Hi( - 1, l), but the approximation to f by polynomials in the norm of H$ - 1, 1) 
clearly represents unusual difficulties. Nevertheless, for this given element f of H,f( - 1, 1) and 
for any given E > 0, there exists a polynomial p E P[ - 1, l] such that 
/1 (1 -x2) I f’(x) -p’(x) I 2 dx + /;,I f(x) -p(x) I * dx <E. 
-1 
Corollary 0.2. The linear manifold C”‘[ - 1, l] of complex-valued functions with continuous first 
derivatives on the compact interval [ - 1, 11 is dense in the first space; i.e., 
P[-1, l]O=H,2(-1,l). 
Similarly, the linear manifolds Cc2’[ - 1, 11 and Cc3’[ - 1, 11 of complex-valued functions with 
continuous second and third derivatives, respectively, are dense in H&( - 1, 1) and H<*( - 1, l), 
respectively, i.e., 
CQ’[ - 1) l] O,l = H&( - 1) 1)) C’“‘[-1, 1]0’2=H,:,2(-1, 1). 
Proof. This follows at once from Theorem 0.1 and the inclusions 
P[-1, l] CC’Q-1, l] cH,f[-l,l], 
with similar results for H$,( - 1, 1) and H,&( - 1, 1). q 
We can now outline the contents of the paper. In Section 1 we make some remarks to set the 
above results within the general context of the left-definite theory of differential operators and 
orthogonal polynomials; this section can be omitted if there is interest only in the proof of the 
approximation result stated in Theorem 0.1. Sections 2-6 contain the proof of Theorem 0.1. 
Section 7 introduces the left-definite Sobolev spaces Hi[ - 1, 11, H&[ - 1, l] and Hz2[ - 1, l] 
(note the change of notation from (-1, 1) to [ - 1, 11) associated with the Legendre-type 
orthogonal polynomials. Section 8 comments on recent results and conjectures concerning the 
infinite- and finite-order differential equations for certain special cases of the Jacobi-type 
orthogonal polynomials. Sections 9 and 10 then consider the extension of the approximation 
results of earlier sections to these left-definite spaces for these Jacobi-type orthogonal polyno- 
mials. 
Special mention should be made of the following references. 
(i) The general texts on orthogonal polynomials of Chihara [l], Freud [ll] and Szegii [21]. 
(ii) The survey paper of Everitt and Littlejohn [7] which reports on the recent developments 
of orthogonal polynomials on the real line in relation to ordinary linear differential equations 
and spectral theory; this paper also contains a large number of additional references. 
(iii) The general theory of Sobolev function spaces is given in the texts of Kufner [15] and 
Maz’ja [19]. 
1. Connections 
In this section we make some remarks to link the spaces Hi( - 1, 11, H&( - 1, 11, H&c - 1, 1) 
and their definitions with the existing results concerning the Legendre and Legendre-type 
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polynomials. These remarks are not essential to the proof of the density results given in 
Theorem 0.1; this proof commences in Section 2. 
(1) The three spaces Ht( - 1, 11, H&c- 1, 1) and H&( - 1, 1) are connected with the 
so-called classical left-definite spectral theory, embedded in the Lebesgue space L2( - 1, l), of 
the symmetric (i.e., formally self-adjoint) quasi differential expressions associated with the 
Legendre and Legendre-type orthogonal polynomials; these expressions are given by (see [8,18]) 
(i) M(‘)[f](x):= -((l -x~)~‘(x))‘+~(x), xE(-1, l), (1.1) 
(ii) M(“[f](x) := ((1 -x’)~~~‘(x))“- (p,(x)f’(x))‘+f(x), x6 (-1, l), (1.2) 
(iii) M’“)[f](x) := -((l -~~)~f(‘)(x))‘~)+ ((1 -x’)~~(x)~“(x))” 
++)f’(x))‘+f(x), x+1, l), (1.3) 
where pl, ql, q2 E PI: - 1, 11, and are nonnegative on [ - 1, 11. Furthermore, p,, q, and q2 play 
the role of (or, p1 and p2 in the general definition of the spaces H,&( - 1, 1) and H,c,( - 1, 1) in 
the previous section. 
(2) The differential expressions above lead to differential equations of the form 
AP’[y](x)=hy(x), XE(-l,l), r=l,2,3, (1.4) 
which generate, for certain spectral sets {A’,” ( n E NJ of the real parameter A, the three 
systems of Legendre”) orthogonal polynomials: 
(i) {Pr,, I n E NJ; these are the classical Legendre polynomials (see [3,21]); 
(ii) {P2 n I n E NJ; these are the Legendre-type polynomials of G-all (see [4,6,7,14]); 
(iii) {Pl’, ( y1 E NJ; these are also called Legendre-type polynomials or the Krall polynomials 
(see [8,16j, [18, Chapter VII]). 
(3) The Sobolev function spaces for the left-definite theory of the Legendre-type polynomi- 
als, see 2(ii) and 2(iii) above, require modification to the spaces H,&( - 1, 1) and Hl,( - 1, 1); 
details are given in Section 7 below where these spaces are denoted by Hi[ - 1, l] (= 
H,2( - 1, 01, H&- 1, 11 and H,f,[ - 1, l] (note the distinction in the use of the interval 
notations (- 1, 1) and [ - 1, l] for these spaces). 
(4) We list earlier proofs of the density results of Theorem 0.1 for the individual spaces as 
follows: 
(i) Ho2[ -1, 11, [ 18, Lemma 3 5.61, operator-theoretic proof; 
(ii) H&[ -1, 11, [4, Section 51, operator-theoretic proof; 
[ 6, Theorem 1 .l] , direct proof; 
[9,10] 7 direct proof; 
(iii) Hi,2[ - 1, 11, [18, Lemma 75.61, operator-theoretic proof. 
The proofs offered in this paper may well represent the best combination of direct and 
operator-theoretic based proofs. 
(5) The left-definite spectral theory of the classical Jacobi orthogonal polynomials was 
considered in [20]; this study included the Legendre polynomials. From the properties of the 
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self-adjoint operator so developed it is now to be seen that the polynomials P[ - 1, 11 are dense 
in Ht( - 1, 11, although this property was not required in the context of studies in [20]. 
(6) The spaces H&( - 1, 1) and H&( - 1, 1) are special cases of Sobolev spaces which we 
denote, respectively, by H,$( - 1, 1) and H,$( - 1, 1) for each y1 E N,. These spaces are 
connected with the general Jacobi-type orthogonal polynomials which in the notation of [7, 
Conjecture 5.3.11 are determined by 
K$(-1, l)> a=@=?ZE&, M=N>O; 
K$( - 1, l>, a =p =n E lV(), M.0, N>O, M#N. 
We define these spaces in Section 9. 
(7) It is to be noted that the general Jacobi-type orthogonal polynomials, which motivate the 
results in this paper, are particular cases of the general family of orthogonal polynomials 
introduced in [13]. 
(8) In a personal communication, Askey (September 1991) informs us that in his considered 
opinion the Sobolev-type spaces considered in this paper would be better named after the 
mathematician S.N. Bernstein. 
2. A bounded operator result 
We make repeated use of the following stated lemma, which is a special case of a more 
general result given in [2]. 
Lemma 2.1 (Chisholm and 
Suppose given two functions 
and define two operators A, 
Everitt [2]). Let [a, b] be a compact interval of the real line R. 
4, I+!J : [a, b] + C which satisfy 
CL:&7 bl7 (2-l) 
B : L2(a, b) - L~,Ja, b) by 
(Af)(x) := $(&+)f(t) dt, x E (a, b), 
@f)(x) := ~(x,j:aWfW dtr (2.2) x E (4 b), 
x 
for all f E L2(a, b). Th en a necessary and sufficient condition for both A and B (i) to map 
L*( a, b) into L*( a, b) and (ii) to be bounded operators in L2(a, b) is that there exists a positive 
number K such that 
jk$(t)/* dt-jbl$(t)12 dt<K, x+z, b). 
a X 
When (2.3) holds, with II . II the norm in L2(a, b), then 
(2.3) 
IIAf l12<4KIIf112 and IIBfl12<4KIIf 112, f~ L2(a, b). (2.4) 
Proof. See [2, Section 21. 0 
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3. Certain properties of the Sobolev spaces 
As an example of the use of Lemma 2.1 we note here that, in each case, the definition of the 
spaces H,$ - 1, l), H&( - 1, 1) and H&(- 1, 1) is overdetermined; in fact, in all three of the 
definitions (0.11, (0.4) and (0.81, we can omit part (ii) of each definition. 
Lemma 3.1. (1) In the definitions (0.11, (0.4) and (0.8) of, respectively, the spaces H,f( - 1, 11, 
H&( - 1, 1) and Ht,( - 1, 11, parts (i) and (iii) imply part (ii). 
(2) For all f E H&C - 1, 1) or H&( - 1, 11, we have 
~‘EL~(-1, 1) and ~EAC[-1, 11. (3.1) 
Remarks. (1) Property (3.1) is, of course, a direct consequence of part (ii) of definitions (0.4) 
and (0.8). The interest in stating this as part of Lemma 3.1 arises when parts (i) and (iii) only of 
these two definitions are adopted, in which case (3.1) then follows as a consequence of this 
revised definition of the two spaces H&( - 1, 1) and H<,( - 1, 1). 
(2) We shall see that property (3.1) also holds for the general spaces H,$( - 1, 1) and 
Hz2( - 1, l), to be defined in Section 9 for all y1 E N,. It turns out that this property is essential 
for the subsequent definition of the spaces H,$[ - 1, l] and H22[ - 1, 11, given in Section 10. 
(3) We note that property (3.1) is not true in general for elements of the space H,f( - 1, 1); 
see the example in the Remark after Theorem 0.1. The classical Legendre case is exceptional 
both in respect of the left-definite space Hi( - 1, 1) = H,f[ - 1, 11, and in respect of the 
elements of the domain g(T) of the self-adjoint operator in the right-definite case; in the 
latter case, see [4, Section 11. 
Proof of Lemma 3.1. (1) Consider the definition (0.1) of Hi( - 1, 1). From (i), we have 
f(x) =f(O) + @(t) dt 
=f(O) + 1. kX(l - t2) -1’2(1 - t”)“‘f’(t) dt, x E [0, 1). (3 *2) 
In Lemma 2.1, choose [a, b] = [O, 11 and 4(t) = (1 - t2)-‘/2, e(t) = 1, t E [0, l), and 4(l) = 0, 
$(l) = 1. Then, see (2.31, 
~,~(t)~‘dt.~1~~(t)~2dt=~(l~rt2).~112dt~1, E[O,l) (bycalculus). 
X X 
(3.3) 
From (iii) of (0.11, we have (1 - t2j1j2f’ E L2(0, 1) and so from (3.21, (3.3) and Lemma 2.1 it 
follows that f~ L2(0, 1). There is a similar argument on the interval [ - 1, 01 to give f~ 
L2( - 1, 0), and so f E L2( - 1, 1) and (ii) of (0.1) now follows, assuming only parts (i) and (iii). 
Consider the definition (0.4) of the space H&( - 1, 1). From (i> we have 
f’(x) =f’(O) + ixfr’(t) dt =f’(O) + 1. LX(l - t’)-‘(1 - t2)f”(t) dt, x E [0, 1). 
(3.4) 
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In Lemma 2.1, choose [a, bl = [O, 11 and 4(t) = (1 - t2)V1, $(t) = 1, t E [O, l>, 4(l) = 0, q(l) = 
1. Then, see (2.3), 
~lc,b(t)12dtj11~(~)12 dt=~~l~~2,2j112dt~~(1~t~2 */11 dt 
x x x 
1 
= (1- )( - - x l-x 
1 < 1, x E [0, 1) (by inspection). 
(3.5) 
From (iii) of (0.4) we have (1 - t*)f” E L2(0, 1) and so from (3.41, (3.5) and Lemma 2.1 it 
follows that f’ E L*(O, 1). There is a similar argument on the interval [ - 1, 01 and so f’ E 
L*( - 1, 1). Since the interval ( - 1, 1) is bounded, this implies that f E L2( - 1, 1) and so (ii) of 
(0.4) now follows, assuming only parts (i) and (iii). 
Finally, consider the definition (0.8) of the space H;,( - 1, 1). Here we require two applica- 
tions of Lemma 2.1. 
From (i) we have 
f”(x) =f”(O) + luj.‘3’(t) dt =f”(O) + 1 * ix(l - t2)-3’2. (1 - t2)“*fc3)(t) dt. 
(3.6) 
Choosing 4(t) = (1 - t2Je3/* and e(t) = 1, t E [0, l), turns out to be unsuitable since for this 
pair 4, 9, the condition (2.3) is not satisfied. However, from (3.6), and noting (ii) of (0.8), we 
obtain for x E [0, l), 
(1 -#*f”(X) = (1 -x’)“‘f”(O) 
+(l -~*)~‘*i~(l - t2)-3’2(1 - t2)3’2f(3)(t) dt. (3.7) 
This suggests that we choose [a, b] = [O, 11, and $(t> = (1 - t2)-3/2, e(t) = (1 - t2)‘12, t E [O, 11, 
$0) = 0, $0) = 0, in which case we have to consider 
= /-ax(l - t2)-3 dt * I’(1 - t*) dt < jax(l - t)-” dt . /‘(l - t2) dt 
x x 
= i((l -x)_” - 1)(x3 - 3x + 2) < i(l -x)-*(1 -x)‘(x + 2) < ;, x E [o, 1). 
There is a similar result for the interval ( - 1, 01. Hence, Lemma 2.1 applies to the right-hand 
side of (3.7) to give (1 --~*)l/~f” E L2( - 1, 11, as required for part of (ii> of (0.8). 
Now writing 
f’(x) =f(O) + l$l - t2)-1’2(1 - t2)1’2f”(t) dt, x E (-1, l), 
and following the same line of proof used for (3.2) in the case of Hi( - 1, 11, we see that 
f’ E L*( - 1, 1). Again, as for the case of H&( - 1, l>, this implies that f~ I,*( - 1, 1). 
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Thus all the conditions required for (ii) of (0.8) follow from parts (i) and (iii> only. 
(2) Assuming now that parts (i) and (iii) only hold for the definitions (0.4) and (0.8) of 
H&( - 1, 1) and H&( - 1, 11, it follows from (1) above that f’ E L2( - 1, 1) for all elements of 
both these spaces. This yields in turn 
f(x) =Y(O) + [YV)d~Y 
from which it follows that f~ AC[ - 1, l] provided that we define 
f( + 1) = ,hrniW. 
_ 
This completes the proof of Lemma 3.1. 0 
4. Proof of Theorem 0.1 for Hi( - 1, 1) 
Let f E Hi( - 1, 1) and E > 0 be given; then (1 -~~)r/~f’ E L*( - 1, 1) and we may choose 
6 E (0, 1) so that 
j_ll’S(l-rl)~f’(t)l’ dt<E and /’ (l-t*)lf’(t)]* dt<E. 
l-6 
(4.1) 
Now define g:[-1, l]-+C by 
g(t)=O, tE[-1, -1+6)u(l-6,1], g(t)=f’(t), tE[-1+6, l-61. 
(4.2) 
From the condition (1 -x2)l12f’ EL*(- 1, 1) it follows that f’ EL:,,(- 1, 11, that is, f’ E 
L*( - 1 + 6, 1 - 8); hence g E L2( - 1, 1). 
It is a standard result that 
(norm closure of P [ - 1, l] in L2(-1, 1)) =L2(-1, l), (4.3) 
and thus there exists 4 E P[ - 1, l] such that 
/ 
1 
_lIg(t)-q(t)l* dt<E, (4.4) 
that is, 
/,-* (I-t2)lf’(t)-q(t)l* dt<ji k(t)-@)I2 dt<E. 
-1+s -1 
From the definition (4.2) of g, it follows from (4.4) that 
/’ (l-t2)lg(t)1* dt$jl lq(t)12 dt<e. 
1-6 l-6 
Now using (a + b>* G 2(a2 + b*), a, b E R, (4.11, (4.5) and (4.6) give 
/’ (1 - t2) 1 f’(t) -q(t) I* dt < 9~. 
-1 
(4.5) 
P-6) 
(4.7) 
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Define p E P[ - 1, l] by 
~(x)=f(O)+/k)dt, .+-Ll], 
so that p’(x), x E [ - 1, ly, and p(O) =f(O). 
We work now on [0, l] but there is a similar result for [ - 1, 01. From (4.8), 
I f(x) -p(x) I2 = ~/^(f’(t, -p’(t)) dt /? = ~~x(f’o --4(t)) dt12 
0 
(4.8) 
= I 1 1. b;(l - t2)-1’2(1 - t2)1’2(fr(t) -q(t)) dt12. (4.9) 
From this position we can appeal to Lemma 2.1 with [a, b] = [0, 11, 4(t) = (1 - t2)-‘/2, 
e(t) = 1, t E [0, 11, however this time to use the boundedness result (2.4). Let 
F(t) = (1- t”)“‘(f’(t) -q(t)), t E [o, l), (4.10) 
and 
@F)(x) = l$l - t’)-l”F(t) dt, x E [0, 1). (4.11) 
Then F E L2(0, 1) and the use of Lemma 2.1 is valid, following on from (3.31, and gives, from 
(2.41, 
t@lF)(x)[’ dx<4+/jF(t)12 dt. 
0 
From (4.9)-(4.111, we obtain 
(4.12) 
tI(AF)(x)I’ dx = /II f(x) -P(X) I2 dx, 
0 
and from (4.71, 
@)I 2 dt < 9~, 
which taken with (4.12) and (4.13) gives 
/gLI f(x) -p(x) I2 dx < 366. 
(4.13) 
This last result with a similar argument for the interval [ - 1, 0] yields 
/’ I f(x) -p(x) I2 dx < 72~. (4.14) 
The require: norm approximation is now obtained from (4.71, (4.8) and (4.141, i.e., 
II f-p II; = /-;,(l -x2) I f’(x) -P’(X) I2 dx + /11l f(x) -P(X) I2 dx < 81~3 (4.15) 
and this gives the required density result (0.11) for the space Hi( - 1, 1). 0 
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Note that in general, with the example from the Remark after Theorem 0.1 in mind, neither 
one of the two approximations in (4.19, i.e., 
(1 -x2) I f’(x) -P’(X) I2 and I f(x) -P(X) I2 
can hold uniformly pointwise on (- 1, 1). The possible unboundedness of (1 --x2) I f’(x) I2 and 
I f(x) I2 in the neighbourhood of f 1 prevents any such uniform approximation, in general, for 
elements of H,2( - 1, 1). 
5. Proof of Theorem 0.1 for H&C - 1, 1) 
In part, this proof follows the same lines as the proof given for Ht( - 1, 1); consequently we 
omit some of the technical details. There is, however, an additional consequence for the 
approximation in Htr( - 1, 1) upon which we comment at the end of the proof. 
Let f~ H&C - 1, 1) and E > 0 be given. In the proof we use K,, I- E No, to represent positive 
numbers which are independent of both E and f. 
We have (1 -x2)f” E L2( - 1, 1) and we may choose 6 E (0, 1) so that 
/-‘+‘(l -t2)‘If”(t)j2 dt<E and /’ (1 -t2)21frr(t)12 dt<E. 
-1 l-6 
Now define g:[-1, 11-C by 
g(t)=O, tE[-1, -1+6)u(l-6,1], g(t)=f”(t), tE[-1+&l-6]. 
(5.2) 
We have f” E LTO,( - 1, 1) and so g E L2( - 1, 1). Hence, from (4.31, there exists r E P[ - 1, l] 
for which 
/-;Ils(+r(f)12 dt<E. 
As in the previous section this implies 
/ 
l-6 
(1 - t2)2 (f”(t) -r(t) I2 dt <E, 
-1+a 
_/~11+S(l-t2)21r(t)12 dt<E and /’ (1 
l-6 
and 
/’ (1 - t2)2 ] f”(t) -r(t) I2 dt < Koe. 
-1 
Define q E P[ - 1, l] by 
q(x)=f’(0)+/dXQ) dt, XE[-1, 11, 
so that q’(x) = r-(x) and q(O) =f’(O>. 
(5.3) 
t2)2 I r(t) I2 dt <E 
(5.4) 
(5.5) 
(5.6) 
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Working now on [0, 11, we obtain 
If’(x)-q(x)l2=~l./i(l-t*)-1(l-t2)(f”(t)-l(t))dt~2; 
0 
this is again the critical stage in the proof which requires an application of Lemma 2.1 with 
4(t) = (1 - t2)-1 and I/I(~) = 1, t E [0, 1). The criterion (2.31, in this case, was seen to be 
satisfied in (3.5), and, following the argument in the previous section, we obtain, omitting 
several steps, 
/’ If’(x)-q(~)l’dx<&/~ (l-t2)*If”(t)-r(t)l* dt<K,e. (5-T 
-1 -1 
Since in the inner product (0.5) for H&( - 1, 1) the given function (Ye : [ - 1, 11 + [w satisfies 
O<c+) <K,, XE [-1, 11, 
we obtain 
/“ q(x) I f’(x) -q(x) I* dx < K4e. 
-1 
The final stage is to define p E P[ - 1, 11 by 
P(X) =f(o) +fq(t) dt, XE [-1, 11, 
and then 
f(x)-p(r)=~~(l’(f)-q(f))dt, x+--l, 11, 
and 
If(~)-p(x)I~~K,~~~lf’(t)-q(t)1~ dt<K8E, XE [-1, 11, from(5.7). (5.9) 
Now take the results in (5.61, (5.8) and (5.9) together with q(x) =p’(x> and P-(X) =p”(x) for 
x E [ - 1, 11, to give the required approximation 
II f-p II& G &E. (5.10) 
Recall that the positive number K, is independent of both f and E. 0 
As with the case in the previous section for Hi( - 1, 11, it is likely that the approximations 
represented by (5.6) and (5.7), whilst holding in the L2-norm, will not in general hold pointwise 
uniformly on [ - 1, 11. However, in the case of the space H&( - 1, 1) we note that the last stage 
of the approximation (5.9) holds not only in the L2-norm, but pointwise uniformly on the 
interval [ - 1, 11. Clearly this is connected with the property given in Lemma 3.1(2), i.e., 
f E Hi,( - 1, 1) implies that f E AC[ - 1, 11. 
One immediate consequence of the result (5.9) is to note that the approximation implies 
If(H)-p(fl)12<K8E, (5.11) 
which is critical to the corresponding approximation in the space H&[ - 1, l] to be introduced 
in Section 7. 
We outline the proof in this case. As with the proof of Lemma 3.1 for this space H&C - 1, 11, 
two applications of Lemma 2.1 are required to complete the density proof. 
Given f E H&J - 1, 1) and E > 0, we proceed as before, bu .t now to obtain s E P[ - 1, l] such 
that 
/ 
’ (1 - t2)3 1 fc3’(t) -s(t) I2 dt < K”E. 
-1 
Now define Y E P[ - 1, 11 by T-(X) =f”(O> + /is(t) dt, x E [ - 1, 11, and apply Lemma 2.1 as 
for (3.6) to give 
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(6.1) 
/’ (l-~~)]f”(x)-+)]~ dx<K,J’ (l-t2)‘1fc3)(t)-s(t)12 dt<K,e. (6.2) 
-1 -1 
From the properties of the given function & in the inner product for H<,( - 1, 11, see (0.8) and 
the line below, we obtain 
/’ (1 -x”)p,(x) I f”(x) -Y(X) 1’ dx < K3e. 
-1 
(6.3) 
Now define 4 EP[- 1, 11 by q(x) =f’(O) + l,Xr(t) dt, x E L-1, 11, and apply Lemma 2.1 as 
for (3.2) to give 
j’ 1 f’(x) -q(x) I2 dx <K,/’ (1 -x2) I f”(x) -r(x) I2 dx <K+. 
-1 
(64 
-1 
From the properties of the given function PI for the inner product in H&( - 1, 1) we have then 
/I P,(x) I f’(x) -q(x) I2 dx <I&E. (6.5) 
-1 
Finally, as at the end of the previous section, we define 
p(x)=f(O)+jx&)dt, x~[-1, 11, 
0 
and then obtain 
If(x)-u(x)12~K,~~~ll’(t)-y(t)12 dt<Q, XE [-I, 11. (6.6) 
Now take the results (6.11, (6.31, (6.5) and use of (6.6), together with s(x) =pC3)(x), 
T-(X) =p”(x), q(x) =p’(x), x E [ - 1, 11, to give the required approximation 
IIf-~ll;,2<K+ (6.7) 
Again the positive number K, is independent of both f and E. 
As with the result for the space H&C - 1, 11, we note that the final stage of the approxima- 
tion (6.6) holds pointwise uniformly on [ - 1, 11, and yields the particular result (5.10) in this 
case also, i.e., 
If(fl)-p(+l)12<K8~. (6.8) 
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7. The spaces H$[ - 1, 11, H&I -1, 11 and H&i -1, 11 
These are the Sobolev function spaces required for the left-definite spectral theory of the 
Legendre and Legendre-type orthogonal polynomials. These polynomials and Sobolev spaces 
are mentioned in remarks (2) and (3) of Section 1. 
To define these spaces, we introduce the appropriate Lebesgue-Stieltjes measures on the 
a-algebra of Bore1 sets on the real line R!. For a general reference, see [7, Sections 2 and 31; the 
measures considered here are derived from the appropriate special cases of the general 
Koornwinder polynomials [13], with the detail and notations taken from [7, Conjecture 5.3.11. 
Following the notation used in this paper, we denote the measures, respectively, by ,x0, pO,r 
and ~1.~,~. These measures are determined by the standard procedure for defining nonnegative, 
regular measures on the o-algebra of Bore1 sets from a monotonic nondecreasing function b 
given on the real line R. 
Let M, N be strictly positive real numbers with M ZN; then the monotonic functions &, 
& 1 and b,, are defined on the real line according to Table 7.1. 
‘The measures so defined then give integrable-square function spaces (with equivalence 
classes as elements) denoted here by 
L’,,[-1, I], LZ”,,[ - 1, 11) q -1711) 
where the following properties hold. 
(8 L2,J - 1, 11 is e 9 uivalent to L*( - 1, 1) and has the usual inner product 
(7.1) 
(7.2) 
(ii) Li, ,[ - 1, l] has the inner product 
(A g)cLo,, :=Mf(-l)g(-l)+jrf(x)g(x) dx+Mf(+l)g(+l). 
-1 
(iii) Lt,,,[ - 1, l] has the inner product 
(7.3) 
(f, g),,,:=Mf(-I)g(-l)+l_llf(x)g(x) dx+Nf(+l)E(+l). (74 
In each of these three L*-spaces, we can generate an orthogonal polynomial system by 
applying the Gram-Schmidt process to the set of powers {x” 1 x E [ - 1, 11 and n E N,]; see [7, 
Section 3(i)]. The three sets of polynomials so obtained, given in Table 7.2 in the notation of 
[8,18], are also those which are given in remark (2) of Section 1. These polynomials are 
Table 7.1 
Function values 
x E(G-03, -11 x E (- 1, 1) x E [l, WI 
j&(x> -1 x +1 
i&l,,(x) -M-l X +M+l 
PII,*(x) -M-l X +N+l 
Table 7.2 
Hilbert space 
qo[- 1311 
L:“,,[ - 1, 11 
q,,.,[ - 1, 11 
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Orthogonal polynomials Name 
w,,, I n E NJ Legendre 
Pz,, I n E NJ} Legendre-type 
w,,, I n E NJ Krall 
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generated also as solutions, for certain distinguished real values of the spectral parameter h, of 
the differential equations (1.4) 
M”)[y] =Ay, on (-1, l), 
for Y = 1, 2, 3, respectively; see also (l.lM1.3). 
The left-definite theory of these orthogonal polynomials, see [7, Conjecture 5.2(c)], requires 
the introduction of the following given Sobolev function spaces. 
(i) Hi[ - 1, 11; this space is identical with Ht( - 1, 1) and so the inner product is defined by 
[f, g]o:= (f, &I, f, EFHl(-1, 1). (7.5) 
(ii) H&[ - 1, 11; this space consists of all the function elements which make up H<,( - 1, 11, 
i.e., those functions determined by the definition (0.4), but now endowed with the inner 
product (see (7.3)) 
[f, g],,, := j_lI(l -x’)“f”(x)F(x) dx + /-+x)f’(x)x(r) dx + (f, &,,,, 
(7.6) 
where p1 E P[ - 1, l] is the polynomial coefficient (nonnegative-valued) given in definition (1.2) 
of the quasi differential expression M’2’[*]. 
(iii) Ht(,,J - 1, 11; this space consists of all the function elements which make up H;,( - 1, 11, 
i.e., those functions determined by the definition (O.S), but now endowed with the inner 
product (see (1.3) for q1 and q2, and (7.4)) 
[f, g],,,:= /1,(1 -x2)3f’3’(x)g’3’(x) dx + /-J,(l -x”)q,(x)f”(x)$‘(x) dx 
We can now state the following theorem. 
Theorem 7.1. (1) The three spaces Hi[ - 1, 11, Hi,[ - 1, l] and Hi,[ - 1, l] are all Hilbert function 
spaces, i.e., they are all complete in the norm derived from the inier products [ *, . lo, [. , * I,,, and 
[*, * l&2, respectively. 
(2) The null el ement of each space is the null function on [ - 1, 11. 
(3) The elements of H,&[ - 1, 11 and Hi2[ - 1, 11 are all in the class AC[ - 1, 11. 
(4) The linear manifold P[ - 1, 11 is dense in each space under the norm topology, i.e., 
(normclosureofP[-1, l] inHi[-1, 11, H&[-l, 11, H&[-l, 11) 
=Ht[-1, 11, H&[-l, 11, H&[-l, 11, respectively. 
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Proof. (1) Completeness follows the same proof as for each of the spaces Ht(- 1, l), 
H&( - 1, l), H&( - 1, l), with the regard for the endpoint behaviour of the functions con- 
cerned at + 1, in respect of the inner product for the two spaces H&[ - 1, l] and H&[ - 1, 11. 
(2) This is clear. 
(3) This property follows either directly from the definitions (0.4) and (0.8) or, mindful of the 
revised definition given in Lemma 3.1, from the proof of this lemma. 
(4) The density property follows from the proof of Theorem 0.1 in Sections 4-6, noting that 
in the case of the spaces H&[ - 1, 1] and H&[ -1, l] use has to be made of the particular 
endpoint approximations (5.11) and (6.8), respectively, to cover the explicit dependence of the 
norm, in these two cases, on the function values at the endpoints k 1. 0 
References to earlier work on these left-definite Sobolev spaces and the associated spectral 
theory of the differential operators are given in remark (4) of Section 1. 
The density result given in Theorem 7.1(4) is critical to the determination of the left-definite 
operators for the Legendre and Legendre-type orthogonal polynomials; see in particular, for 
Legendre polynomials, [3,20]; for Legendre-type polynomials, [4, Theorem 1.41; and for Krall 
polynomials, [18, Theorem 7.5.81. 
8. Jacobi-type polynomials and differential equations 
The general Jacobi-type orthogonal polynomials were first considered by Koornwinder 
[13]. We consider here two special sets of these polynomials determined by two families 
nonnegative, regular measures {P,,~ I n E NJ and {CL,,* I n E No} defined on the Bore1 sets 
the real line [w. 
in 
of 
of 
In turn these measures are generated by two families of monotonic nondecreasing functions 
{fi,,r ) n E IV,} and {@,,, ) n E NJ defined on 1w. In describing these functions we follow the 
notation in [7, Conjecture 5.3.11 and introduce four parameters ~1, K, M, N which are to satisfy 
the constraints 
nE&, K > 0, M> 0, N> 0, M#N. (8.1) 
Following the idea of Table 7.1, we define {bn,l} and {fin,*} as in Table 8.1. As mentioned in 
remark (6) of Section 1, this is the special case of [7, Conjecture 5.3.11 when a = p = II. 
The parameter K in Table 8.1 can be taken to satisfy K = 1 without loss of generality. If this 
is done, then it will be seen that fiO,i and fi,, in Table 8.1 are identical with /&,i and &, as 
defined in Table 7.1. We shall assume this identification in the case of Table 8.1 when rz = 0. 
Table 8.1 
x EC--oo, -11 x E(-1,l) x E[l, WI 
Al,*(X) 
i&,2(x) 
-M-~1” (l-t2)“dt 
-1 
_ M- K/” (I- t2)” dt 
-1 
K 
/ 
ox(1 - t*>” dt 
K 
/ 
‘(l- t’)” dt 
0 
+ kf+K ‘(I- t2jn dt 
I 0 
+N+K ‘Cl-t2)“dt 
/ 0 
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The functions fi in Table 8.1 generate the measures p and from these measures we obtain 
the integrable-square function spaces 
(L2,,J-1, 11 In E No), (@:,*.J - 1, 11 n E No}. VW 
As in Section 7, we then define orthogonal polynomials in these spaces through the Gram- 
Schmidt process. In the notation of [13], we denote these polynomials by, given y1 E FV,, and 
M, N, 
Pr(“~“~“,M) (x) Ix E [ - 1, l] and Y E NO}, 
Pr(“~n~M*N) (X)]XE [-1, l] and YEN(,). 
(8.3) 
We turn now to the differential equations which may be counted to generate these sets of 
orthogonal polynomials, in the same form as is the case for the Legendre and the Legendre-type 
polynomials; see remarks (1) and (2) of Section 1. 
The remarkable recent advances in our knowledge of these differential equations is reported 
on the Erice survey paper; see [7, Conjecture 5.3 and Theorem 7.21 where, in particular, the 
work of J. and R. Koekoek is described. Since the Erice report was completed in December 
1990, further results have been obtained of which two are here mentioned. 
(1) Littlejohn [17] has obtained the explicit, symmetric (formally self-adjoint) form of the 
general finite-order Laguerre-type differential equation; for the fourth-order case, see [5]. 
(2) R. Koekoek [12] has made advances in considering the form and structure of the infinite- 
and finite-order differential equations for the general Jacobi-type orthogonal polynomials; 
some of these results are now definite, whilst others are in conjectured form but offer firm 
conviction that the necessary proofs will be made available in due course. 
These remarks are made because in the light of these recent results from [12,17] we now 
proceed to conjecture, but on firm grounds, the form of the finite-order, symmetric spectral 
differential equations which generate the Jacobi-type polynomials as determined by (8.1), Table 
8.1, (8.2) and recorded in (8.3). 
Conjecture 8.1. Let the Jacobi-type orthogonal polynomials (Pr(“,“~“~M) I r E N,,} and {PJn,(n,n,M,N) I r 
E N,,} be determined by (8.11, Table 8.1 and (8.2). Then for well-determined real spectral 
sequences {A, I r E N,,) of the parameter A, these polynomials are also generated as solutions of the 
linear, formally symmetric, spectral differential equations of the form 
(1) 
where 
6) 
(ii) 
Pr(“*“~M2M) ] y E N,}; (- l)n+2((1 -X2)2n+2y(~+2)(X))02-2) 
n+l 
+ sFI (- l)$( &(X)(1 -X2)2~~-2Y(yI))(~) 
+(I -x’)“y(x)=h(l -x’)“y(x), XE(-1, l), (8.4) 
p,EP[-l,l], s=l,2 ,..., n+l, 
P,(X) > 0, XE[-l,l], s=l,2 )...) n+l; 
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(2) {pr(n,nJcW ] Y E N,}: ( -1),+3((1 -yZ)2n+3~(,+3)(X))(n+3) 
n+2 
+ s;2 (- l)s(q,(X)(l --nZ)2~-3Y’+))(~) 
-(q,(x)y’(x))‘+ (1 -n2)nY(X)=ql -~2)"Y(x>> 
xq-1, l), (8.5) 
where 
(i) q,EP[-l,l], s=l,2 ,..., n+2, 
(ii) 4Jx) 2 0, XE[-l,l], s=l,2 )...) n+2. 
Remarks. (1) When n = 0, the differential equation (8.4) reduces to (1.4) with Y = 2, where 
Mc2)[ *] is defined in (1.2). Similarly, when IZ = 0, (8.5) reduces to (1.4) with Y = 3, where Mc3)[ .I 
is defined in (1.3). 
(2) If (8.4) and (8.5) do hold, then this implies that both {Pr(n~n~M,M) ) r E No} and {Pr(“,“,“,N) I r 
E No) belong to the class SDPS on (- 1, 1) as given in [7, Section 31; this in turn implies that 
these polynomial systems belong to the class (SDPS on ( - 1, 1)) n (OPS on [ - 1, 11) as given in 
[7, Section 51. 
(3) The polynomial coefficients depend upon the parameters it, M, N, but do not depend 
upon the spectral parameter A, nor upon the degree r of the polynomial solution. 
9. The spaces H,$( - 1, 1) and H,$( - 1, 1) 
Firstly, based on but dependent upon Conjecture 8.1 and the form of the differential 
equations (8.4) and (8.5), and secondly recalling the results of Lemma 3.1, we are led to make 
the following definitions of the sets II?~:~( - 1, 1) and gnT2( - 1, 1) of complex-valued functions 
on (- 1, 1). 
Definition 9.1. For all n E N,, 
I?;,,(-l,l):={f:(-l,l)+CI (i)f(“EACr,,(-l,l),r=O,l,..., n+l, 
ti;,2(-1, l):={f:(-l,l)+ 
(ii) (1 --~~)~+rf(~+~)EL~(-l, I)), 
C ( (i) f”) E AC,,,( - 1, l), I- = 0, 1,. . . , n + 2, 
(ii) (1 -~~)“+~‘~f(~+~) E L2( - 1, 1)). 
We then have the following theorem. 
(9.1) 
P-2) 
Theorem 9.2. For all n E N,, 
(1) let f~ I?:,( - 1, 1); then 
(i> (1 -X2)s’1f(S)EL2(-1, 11, s= 1, 2,...,n + 1, 
(ii) f’ E L2( - 1, 1) and f E AC[ - 1, 11; 
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(2) let f E I?,“,< - 1, 1); then 
(i) (1 - x2)s13/2f(s) E I,*( - 1, 11, s = 2, 3,. , . , n + 2, 
(ii) f’ E I,*( - 1, 1) and f~ AC[ - 1, 11. 
We omit the proof of this theorem in this paper but it follows along the same lines of the 
proof of Lemma 3.1 with repeated applications of Lemma 2.1. 
We can now state, again for all II E N,, the following definition. 
Definition 9.3. Let the functions {(Ye 1 s = 1, 2,. . . , II + l), {p, 1 s = 1, 2,. . . , n + 2) and w satisfy 
the conditions (using cy, p to denote any one of the ((Y,} or {p,}) 
(i) a, p : [ - 1, l] + R, 
a, PEC[-1, ll( or more generally (Y, p E I,“( - 1, l)), 
(Y(X), p(x) 2 0, x E [ - 1, 11, (or almost all x E [ - 1, 11); 
(ii) w : [ - 1, l] + R, 
wEC[-l,l]( or more generally w E L’( - 1, l)), 
w(x) > 0, x E [ - 1, 11, (or almost all x E [ - 1, 11). 
Then, 
(1) the space HzJ - 1, 1) is the set of functions I?$ - 1, 1) endowed with the inner product 
(f, g),,, := J_i,(l -x2)2n+2f(n+2)(x)~(n+2)(x) dx
n+l 
+ c/’ as(x)(l -x2)‘“-‘f’“‘(x)~‘“‘(x) dx + /’ w(x)f(x)g(x) dx; 
s=l -1 -1 
(2) the space H;*( - 1, 1) is the set of functions gi,t2C - 1, 1) endowed with the inner product 
(f, &* := /-;1(1 -x*)*“+~~(,,+~)(x)$‘+~)(x) dx 
nt2 
+ c /1 &(x)(1 -x’)*“~“~‘“‘(x)$“‘(x) dx 
,$Z2 -1 
f/l P,(x)f’(x)$(x) dx + /I w(x)f(x)g(x) dx. 
-1 -1 
Remark. The cases of (1) and (2) when y1 = 0 and w(x) = 1, x E [ - 1, 11, reduce, respectively, to 
the spaces H&( - 1, 1) and H$,( - 1, 1) defined in Section 0. 
We have then the following theorem. 
Theorem 9.4. For all n E N,, 
(1) the spaces H,f,( - 1, 1) and H:*( - 1, 1) are complete in their respective norms given by, 
respectively, 
II f IIL = (f, f)n,,, II f II:,* = (.A fL,*; 
88 W.N. Eceritt et al. / Approximation in SoboleL: spaces 
(2) the null element of each space is the null function on [ - 1, 11; 
(3) in the closure notation of Theorem 0.1, we have 
p[-l,11”” = C(n+2q - 1, l] n,1 = H;,,( - 1, l), 
q-1, 1]n,2=C(n+3)[-1, 1]“‘2=H;,2(-l, 1). 
We omit the proof of this theorem in this paper but it follows along the same lines of the 
proof of Theorem 0.1 with repeated applications of Lemma 2.1. 
Remark. As noted in Sections 5 and 6, the proof of this theorem not only establishes for given 
f, E H:,( - 1, 11, r = 1, 2, and given E > 0, the existence of p, E P[ - 1, 11, r = 1, 2, such that 
IIfr-prIl~,r<E, r=l,2, 
but in the last stage of the proof yields a uniform pointwise approximation, for r = 1 and 2, 
If,(x)-P,(x)l’~K,E> XE [-1711, 
where K, is independent of both f,. and E. 
10. The spaces H,f,[ - 1, 11 and H,$[ - 1, 11 
As in Section 7, but here we are dependent upon Conjecture 8.1 to determine the 
polynomial coefficients {p, I s = 1, 2,. . . , n + l] and (q, 1 s = 1, 2,. . . , II + 2) with the stated 
properties, we define these Sobolev function spaces to provide the framework for the left-defi- 
nite spectral theory of the Jacobi-type orthogonal polynomials {Pjn,@‘,‘?x) I r E NO) and 
{P,‘“,“,“,N’(x> I r E NJ. 
Definition 10.1. Contingent upon the verification of Conjecture 8.1, define as follows, for all 
n E &, 
(1) the space H:,,[ - 1, 11 is the set of functions E!;,( - 1, 1) endowed with the inner product 
[f, S],,I := /;,(I -x2)2”+2f(“+2)(x)g(“+2)(x) dx 
n+l 
+ c I1 P,(x)(~ -x2)2s-2f(s)(x)8S) dx + (f, &,,,, (10.1) 
s=l -1 
where (. , . jcLn,, 
8.1 and (8.2); 
is the inner product of the Hilbert function space Ltn,,[ - 1, l] defined in Table 
(2) the space H:2[ - 1, l] is the space of functions I?:,,( - 1, 1) endowed with the inner 
product 
[f, ~ln,2:=j_lI~l -x2> 2n+3f (n+.l)(X)jj(“+%(X) dx 
n+2 
+ c /“ q,(x)(l -x2)‘“-“f’“‘(x)g’“‘(x) dx 
SE2 -1 
+ /’ sdx)f ‘(x)Z(x) dx + (f 7 d&p 
-1 
(10.2) 
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where (., .jp 
8.1 and (8.21.“’ 
z is the inner product of the Hilbert function space L:,,,Z[ - 1, 11 defined in Table 
Remarks. (1) The cases of (1) and (2) when n = 0 reduce, respectively, to the spaces 
Hi,[ - 1, 11 and H&[ - 1, 11 as defined in Section 7. 
(21 Definition 10.1 should be compared with Definition 9.3 in which, recalling the differential 
equations (8.4) and (8.51, we have substituted 
a, =p,, s= 1,2 ,..., n, P,=4,, s=l,2 )...) n+2, 
and replaced the term involving the weight w by the inner products for Ltfl,,[ - 1, 11 and 
Ltn,?[ - 1, 11, which are given explicitly by, compare with (7.3) and (7.41, 
(f i &,,,I :=Mf(-l)g(-1) + /’ (1 -x2)nf(n)@) dx+Mf(+l)s(+l), (10.3) 
-1 
(f, &n.L :=Mf(-l)g(-l)+j“ (1 -x2)nf(x)g(x) dx+Nf(+l)g(+l). (10.4) 
-1 
(3) If in the inner products (10.3) and (10.4) we take A4 = 0 and M = N = 0, respectively, and 
then substitute in (10.1) and (10.21, we obtain inner products which give the Sobolev spaces, 
both embedded in the right-definite space L2( - 1, 1; w(x) = (1 -x”>“>, for the classical left- 
definite spectral analysis of the differential equations (8.4) and (8.51, respectively. 
We follow this with the next theorem. 
Theorem 10.2. Contingent upon the verification of Conjecture 8.1 then for all n E N,, the Sobolev 
function spaces H$[ - 1, 11 and H$[ - 1, 11 satisfy the same properties (l)-(3) of Theorem 9.4 but 
now with respect to the inner products [. , * ],,1 and [ *, . ]n,2, respectively. 
Proof. This follows the same procedure as for Theorem 9.4 0 
Remarks. (1) The remark following the statement of Theorem 9.4 remains valid for Theorem 
10.2. 
(2) This theorem gives the density of the Jacobi-type polynomials {P,!“,n,M,M) 1 r E NO} and 
{~~~~%m>~) 1 r E N,} in, respectively, the Sobolev function spaces H$[ - 1, l] and H&[ - 1, 11. In 
turn, this result will determine the spectrum of the left-definite operators in H$[ - 1, l] and 
H,$- 1, 11 for the spectral representation in these spaces of these Jacobi-type orthogonal 
polynomials; for the case II = 0 compare with [4, Theorem 1.41 and [18, Theorem 7.5.81. 
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