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Abstract
Abstract reasoning refers to the ability to analyze in-
formation, discover rules at an intangible level, and solve
problems in innovative ways. Raven’s Progressive Matri-
ces (RPM) test is typically used to examine the capability
of abstract reasoning. In the test, the subject is asked to
identify the correct choice from the answer set to fill the
missing panel at the bottom right of RPM (e.g., a 3×3
matrix), following the underlying rules inside the matrix.
Recent studies, taking advantage of Convolutional Neural
Networks (CNNs), have achieved encouraging progress to
accomplish the RPM test problems. Unfortunately, simply
relying on the relation extraction at the matrix level, they
fail to recognize the complex attribute patterns inside or
across rows/columns of RPM. To address this problem, in
this paper we propose a Hierarchical Rule Induction Net-
work (HriNet), by intimating human induction strategies.
HriNet extracts multiple granularity rule embeddings at dif-
ferent levels and integrates them through a gated embed-
ding fusion module. We further introduce a rule similar-
ity metric based on the embeddings, so that HriNet can
not only be trained using a tuplet loss but also infer the
best answer according to the similarity score. To com-
prehensively evaluate HriNet, we first fix the defects con-
tained in the very recent RAVEN dataset and generate a
new one named Balanced-RAVEN. Then extensive experi-
ments are conducted on the large-scale dataset PGM and
our Balanced-RAVEN, the results of which show that HriNet
outperforms the state-of-the-art models by a large margin.
1. Introduction
Abstract reasoning, also known as inductive reasoning,
refers to the ability to analyze information, discover rules
at an intangible level, and solve problems in innovative
ways. This type of reasoning, as the foundation for hu-
man intelligence, helps human understand the world. It
has been generally regarded and pursued as a critical com-
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Figure 1. An example of RPM question and its solution. The un-
derlying rule on the number of circles could be Progression (2-
1=3-2) or Arithmetic (1+2=3) along row 1, and Arithmetic (2+3=5)
along row 2. Therefore the dominant rule is Arithmetic. Apply it to
the third row to figure out the answer (2+2=4). Besides, no viable
rule can be found along the columns.
ponent to the development of artificial intelligence dur-
ing the past decades, and has attracted increasing atten-
tion in recent years. Raven’s Progressive Matrices (RPM)
test [3, 11, 23, 29] is one of the highly accepted and well-
studied tools to examine the ability of abstract reasoning,
which is believed as a good estimate of the real intelli-
gence [2]. An illustration of RPM is shown in Figure 1,
where usually the test-taker is presented with a 3×3 matrix
with the bottom right panel left blank. The goal is to choose
one image from an answer set of eight candidates to com-
plete the matrix correctly, namely satisfying the underlying
rules in the matrix. Subjects accomplish this by looking into
the first two rows/columns and inducing the dominant rules
which govern the attributes in those panels. The obtained
rules can then be applied to the last row/column to figure
out which answer belongs to the blank panel.
Computational models for RPM in the cognitive sci-
ence community access symbolic representations of the im-
ages [14, 15, 16]. Recently there has been some success
with end-to-end learning methods trying to accomplish ab-
stract reasoning on RPM test [8, 1, 34, 35], inspired by the
progress of computer vision tasks [5, 10, 33, 26, 30]. Bar-
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rett et al. [1] proposed the Procedurally Generated Matri-
ces (PGM) dataset constructed with relation-object-attribute
tuples, which was automatically generated by a computer
program. They also designed the Wild Relational Net-
work (WReN) to learn a probability score for each multiple-
choice panel infilled. Zhang et al. [34] built another large-
scale dataset Relational and Analogical Visual rEasoNing
(RAVEN) with structure annotations. RAVEN contains di-
verse rule instantiations, structures, and figure configura-
tions, making it more comprehensive compared with the
PGM dataset. Unfortunately, previous deep learning-based
models simply relied on the relation extraction at the ma-
trix level, and thus failed to recognize the complex attribute
patterns inside or across rows/columns of RPM.
In this paper, we develop a novel architecture called Hi-
erarchical Rule Induction Network (HriNet) inspired by hu-
man induction strategies. HriNet induces the underlying
rules from the two given rows/columns, by extracting mul-
tiple granularity rule embeddings at different levels, includ-
ing cell-wise, individual-wise, and ecological embeddings.
The cell-wise hierarchy focuses on the attributes inside each
panel, such as size, type, etc. The individual-wise hierarchy
further takes the relationships inside each row/column into
consideration. The ecological hierarchy comprehensively
handles the correlations among all the panels within the two
given sequences. These hierarchical embeddings are also
fused in a hierarchical way using gate functions, to induce
the shared rule embeddings between the two inputs. In order
to determine the fitness of the candidate answer according
to the extracted rule, we further introduce a rule similarity
metric, based on which HriNet can not only be well trained
using a tuplet loss but also quickly infer the best answer.
To fairly evaluate the capability of abstract reasoning,
it is fundamental to build an unbiased RPM-style dataset.
However, by taking a close look at the recently published
RAVEN dataset [34], we find that there exist severe defects
(or obvious patterns) among the answer set, where the cor-
rect one can be easily found without considering the con-
text panels. A neural network trained with only the eight
multiple-choice panels as input can surprisingly achieve
90.1% test accuracy. Such inappropriate setting has caused
misleading results in the recent research [34, 35]. To fix the
defects of RAVEN, we propose a new way of generating
the answer set and name the unbiased dataset Balanced-
RAVEN. Finally, we extensively evaluate our HriNet on
the popular PGM dataset and our Balanced-RAVEN. The
experimental results show that HriNet outperforms state-
of-the-art methods by a large margin, e.g. 63.9% accuracy
compared to the second best 44.3% on Balanced-RAVEN.
2. Related work
Computational models for solving RPM in the cognitive
science community was based on an oversimplified assump-
tion that computer programs had access to symbolic inputs
of images and the operations of rules [2, 14, 15, 16]. An-
other research branch [13, 18, 19, 20, 25] explored RPM
through measuring the similarity between images. Hoshen
et al. [8] first trained a CNN-based model, trying to resolve
RPM problems from raw pixels on a simplified RPM-style
dataset. Wang and Su [31] proposed an automatic method
to generate RPM questions using a computer program. Bar-
rett et al. [1] borrowed the insight from [31] and introduced
the Procedurally Generating Matrices (PGM) dataset. They
also designed the Wild Relational Network (WReN) for
RPM which took the pair-wise relationships among pan-
els into consideration. Hill et al. [6] proposed a training
strategy to learn analogies by contrasting abstract relational
structure (LABC). Zhang et al. [34] adopted Attributed
Stochastic Image Grammar (A-SIG) [4, 12, 22, 32, 36, 37]
as the hierarchical image syntax to represent RPM ques-
tions and introduced another RPM-style dataset named Re-
lational and Analogical Visual rEasoNing (RAVEN). Based
on the rich annotations provided by A-SIG for each prob-
lem instance, they further designed a plug and play module
called Dynamic Residual Tree (DRT), trying to improve the
performance on RPM using the annotations of image struc-
ture. However, there are some unexpected defects contained
in the RAVEN dataset which we will discuss in details in
Section 4.1.2. They ulteriorly discussed the order-invariant
characteristic of RPM and proposed CoPINet in [35]. How-
ever, the reported results conducted on the biased RAVEN
dataset can not be used as reference.
3. Our approach
In this section, we first give a formal definition of the
abstract reasoning task on the RPM test. Then we intro-
duce the motivation from the human reasoning strategies,
and subsequently present our Hierarchical Rule Induction
Network (HriNet) for this task. Finally, we demonstrate the
learning and inference process of the proposed model.
3.1. Preliminary
For a common RPM problem, usually a 3×3 matrix M−
is given, with bottom right context panel left blank. Ω de-
notes the answer set with N multiple-choice panels, where
typically N=8. The dominant rules governing the features
inside the matrix could be inducted from the first two intact
rows/columns. The goal is to select a multiple-choice panel
ω ∈ Ω to complete the context matrix M−, maintaining the
dominant rule inside of the context matrix.
We define the completed matrix with a multiple-choice
panel ω infilled as M, where Mi is denoted as the i-th row,
andmij indicates the panel in i-th row and j-th column. In-
tuitively,M is almost the same asM−, except form33 = ω
while the corresponding element missing in M−. In fact,
whether rules exist in rows or columns is uncertain. There-
fore, our framework induces both the row-wise rule repre-
sentation and the column-wise representation in the same
way. In order to simplify the notation, we only take the
induction of the row-wise rule representation as example.
3.2. The reasoning framework
We develop a novel abstract reasoning architecture
named Hierarchical Rule Induction Network (HriNet), in-
spired by hierarchical induction strategies of human. As
shown in Figure 1, given a Raven’s Progressive Matrix, hu-
man strategies can be simplified into five key steps:
S1: look into each panel, including context panel and
multiple-choice panel, to recognize the basic attributes of
the graphical elements, e.g., type, size, color, position.
S2: compare panels in the same row to figure out the plau-
sible rules inside it.
S3: compare panels in two rows to figure out the shared re-
lationships between the two rows.
S4: scan the first two rows and induce the dominant rules,
integrating hierarchical information from previous 3 step.
S5: fill each multiple-choice panel in the matrix, infer the
rules with hierarchical information as S4 did according to
each currently completed matrix, and determine the correct
answer which adheres to the dominant rule.
Given two input rows Mi,Mj , the proposed framework
adopts similar strategies as humans do. It embeds the input
into the multiple granularity embeddings at different lev-
els using a hierarchical rule embedding module E. Inspired
by human reasoning strategy and the general information
processing mechanism in the biological organization [21],
E consists of three hierarchies, namely cell-wise network
Ecell, individual-wise network Eind, and ecological network
Eeco, which respectively look into the matrix from different
hierarchies, focusing on the attribute and pattern discovery
from cell-wise hierarchy as S1, individual-wise hierarchy as
S2, and ecological hierarchy as S3.
With the multiple granularity rule embeddings, the gated
embedding fusion module G will integrate these hierarchi-
cal features and induce the final rule embedding r(3)ij of the
two input sequencesMi andMj . The embedding represen-
tation of the rules preserves the semantic distances among
rules, namely keep that of similar rules close and dissimi-
lar rules far in the embedding space. Therefore, we further
introduce a rule similarity metric D to estimate the similar-
ity between the rule representations. As a result, the correct
answer can be predicted by choosing the multiple-choice
panel within the shortest distance to the dominant rule gen-
erated by the first two rows in the matrix, like S4 and S5 in
the human reasoning process.
3.3. Hierarchical Rule Induction Network
Now we introduce the carefully designed hierarchical
modules in our framework in details.
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Figure 2. The architecture of HriNet, consisting of a hierarchical
rule embedding module and a gated embedding fusion module.
Given two row sequences as input, it outputs the rule embedding.
3.3.1 Hierarchical rule embedding
As we all know, organization of behaviour into a nested
hierarchy of tasks is characteristic of purposive cognition
in humans. The prevalent Convolution Neural Network in-
spired by the human visual system, is a hierarchical model
itself, with the projection from each layer showing the hier-
archical nature of features. The bottom layers extract low-
level features, such as texture, edge, etc., while the top lay-
ers abstract high-level semantic information from the low-
level information transmitted from the bottom layers.
However, without specifying information from different
levels, it is hard for CNN to figure out different hierarchies,
and thus fail to obtain robust and representative features.
Therefore, it would be better to feed the input of different
hierarchies explicitly and extract rule representations from
different granularity with artificial guidance. Motivated
by that, we deploy a hierarchical rule embedding module,
consisting of cell-wise hierarchy, individual-wise hierarchy,
and ecological hierarchy.
Cell-wise hierarchy The network of the cell-wise hierarchy
Ecell takes each panel as input and recognize the attributes
of inside graphical elements. It handles each panel inde-
pendently without considering the difference or correlations
among panels inside the matrix. Therefore, it observes the
information from the most detailed perspective. We obtain
the cell-wise rule representation for each input panel:
xij = Ecell(mij). (1)
Individual-wise hierarchy Moreover, the network of indi-
vidual hierarchy takes each row as input. It begins to take
the correlations among panels of the same row into consid-
eration, and encode the entire row with a compact embed-
ding, rather than simply combining each panel. In this way,
the rule embedding process for each panel is coupled and
interacts with each other. Intuitively, each row may contain
multiple rules, such as color, number, etc. In this hierar-
chy, the framework extracts intermediate rule embedding
for each row individually, which still ignores the compre-
hensive information from the matrix perspective, especially
the correlations across rows. The individual-wise rule em-
bedding yi is denoted as:
yi = Eind(Mi). (2)
Ecological hierarchy Furthermore, the network of the eco-
logical hierarchy takes the two rows together as input and
jointly learns the rule patterns underlying the two rows. As
we mentioned before, in the individual hierarchy, the frame-
work extracts intermediate rule embedding for each row,
without considering the interaction between two rows. The
rule that exists in one row may not lie in another. Therefore,
to obtain the shared rule patterns between the two rows, it
is essential to put these two rows together and jointly learn
the features from an ecological level. Thus the shared rule
embedding is obtained as follows:
zij = Eeco([Mi,Mj ]), (3)
where [·, ·] denotes the concatenating operation.
3.3.2 Gated embedding fusion
Since the rule embeddings at different levels focus on dif-
ferent attributes or patterns, to generate one discriminative
representation for the rule, we should aggregate the multi-
ple granularity embeddings. However, due to the require-
ment that the aggregation should preserve the order of cell-
wise rule embeddings and be invariant to the order of the
individual-wise ones, it is impracticable to receive all the
rule embeddings simultaneously relying on a single fully
connected network. Therefore we propose a hierarchical
rule embedding learning method named gated embedding
fusion module, which is responsible for hierarchically and
gradually aggregating the multiple granularity embeddings.
Specifically, we define a gate function ϕ to fuse the rule
embeddings from different hierarchies. It concatenates all
the inputs and encodes into a single embedding using fully
connected layers. The gate function is similar to the atten-
tion mechanism, which detects and concentrates on the use-
ful features according to the task. Even for the same at-
tribute, they may focus on different facets. More details
could be found in supplementary materials. Based on the
gate function, our gated embedding fusion module could
regulate the flow of rule embeddings into the framework
and make the utmost of their complementary information.
At the cell level, after obtaining cell-wise rule embed-
dings for panels in each row Mi, the module aggregates
them to infer a row-wise rule embedding r(1)i :
r
(1)
i = ϕ1(xi1,xi2,xi3), (4)
Similarly, we obtain r(1)j for the j-th row Mj . The fused
embedding integrates different types of information in the
panels such as type and size.
At the individual level, intuitively both r(1)i and yi are
the row-wise embeddings corresponding to the i-th row, but
convey the different granularity rule information. We fur-
ther fuse them, and jointly mine the shared rules contained
in the i-th and j-th row :
r
(2)
ij = ϕ2(r
(1)
i ,yi, r
(1)
j ,yj). (5)
At the ecological level, similarly we can further combine
hierarchically fused embedding r(2)ij and zij using the gate
fusion function, abstracting the final rule embedding:
r
(3)
ij = ϕ3(r
(2)
ij , zij). (6)
In practice, to make sure the framework is order-
invariant to the input rows, we can simply exchange the
concatenation order between the two input rows and aver-
age their rule embeddings. This invariance ensures that, the
induced rule embedding respects the property of RPM and
thus distills the representative information of the relations
existing in the inputs.
On the whole, the HriNet can be formulated in its sim-
plest form as follows:
r
(3)
ij =HriNet(Mi,Mj)
=G(xi,xj ,yi,yj , zij),
(7)
where r(3)ij is the shared rule embedding of the Mi and Mj .
An illustration of HriNet is shown in Figure 2.
3.4. Learning and inference
With HriNet framework, the question turns to how we
train the network, and apply it to infer the correct answer
to RPM test. The key to address the question lies in the
similarity measure between two rule embeddings, based on
which we can define the loss function for HriNet training,
and meanwhile determine the best choice during inference.
Similarity function We first introduce similarity function
D to measure the closeness between two rules in the em-
bedding space. There are a number of candidate functions:
1. Cosine similarity:
D(r, r′) = r
Tr′
‖ r ‖‖ r′ ‖ ,
2. Euclidean similarity:
D(r, r′) = − ‖ r− r′ ‖22,
3. Inner product similarity:
D(r, r′) = rTr′.
In this paper, we simply adopt inner product similarity.
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Figure 3. The similarity score for a candidate answer. A multiple-
choice panel from the answer set is infilled in the blank panel (row
3), generating a rule embedding rk through HriNet. The similarity
score for the candidate answer can be estimated based on rk and
the dominant rule embedding g extracted from row 1 and 2.
Training For a given RPM problem, the first two rows
M1,M2 are fed into our proposed HriNet and produce the
shared rule embedding g:
g = r
(3)
12 = HriNet(M1,M2), (8)
which represents the dominant pattern of the matrix.
Intuitively, the rule extracted from the first two rows can
be treated as the reference rule, and we name it the dominant
rule in the matrix. Subsequently, the correct answer can be
found by checking whether its corresponding rule embed-
ding is similar to the dominant rule. Specifically, given a
multiple-choice panel ωk ∈ Ω, where k ∈ {1, ..., N}, we
denote rk as the new rule embedding inside M caused by
the k-th multiple-choice panel:
rk =
1
2
(
r
(3)
13 + r
(3)
23
)
. (9)
This procedure is illustrated in Figure 3. In practice, we
generate the column-wise rule representation just as the
row-wise one, and concatenate the two representations to-
gether as the final representation.
For the rule embedding r∗ generated by rows/columns
infilled with correct answer, the desirable HriNet should en-
force it to be more similar to the dominant rule g, compared
to the other rules rk corresponding to the wrong answers,
where rk 6= r∗. Subsequently, the generated rules of N
candidates, alongside with the dominant rule, form a tuple
containingN+1 elements. Based on the similarity function,
the (N+1)-tuplet loss [27] can be defined for HriNet train-
ing:
L = log(1 +
N∑
k=1,rk 6=r∗
exp(D(g, rk)−D(g, r∗))), (10)
which means the HriNet can be trained in a fully end-to-
end manner. The architecture of the HriNet (Figure 2) is
well matched to the problem of abstract reasoning, because
it leverages human strategies and explicitly generates the
rules governing the matrix.
Inference Once the training of HriNet is finished, we could
make the inference of the newly given RPM problem. Ini-
tially, the intact rows/columns of the RPM are fed into the
framework to get the dominant rule g. After that, each
multiple-choice panel is filled to the blank position to com-
plete the matrix, and the framework will generate the rule
embeddings rk for all candidate answers, given the current
completed matrix. We can accomplish the abstract reason-
ing by choosing the correct multiple-choice as follows:
k∗ = arg max
k
D(g, rk). (11)
Note that since we investigate each panel independently,
the above inference framework promises that our model
matches the nature of RPM that the answer should be in-
variant to the order of multiple-choice panels.
4. Experiments
4.1. Datasets
To comprehensively evaluate our model, we choose the
recently proposed RAVEN [34] and PGM [1] datasets.
Next, we first give a brief review of the two datasets, then
we will demonstrate the defects of the original RAVEN and
introduce an improved dataset named Balanced-RAVEN.
4.1.1 RAVEN and PGM datasets
RAVEN [34] It consists of 70,000 RPM questions, dis-
tributed in 7 different figure configurations (Center,
2x2Grid, 3x3Grid, Out-InCenter, Out-InGrid,
Left-Right, and Up-Down). Panels are constructed
with 5 attributes (Number, Position, Type, Size,
and Color). Each attribute is governed by one of 4
rules (Constant, Progression, Arithmetic, and
Distribute Three) and takes a value from a prede-
fined set. Rules are applied only row-wise in RAVEN.
PGM [1] It contains 1.42M RPM questions. Rules in a ma-
trix are composed with 1 to 4 relation-object-attribute tu-
ples and can be applied along the rows or columns. For a
fair comparison with the state-of-the-art abstract reasoning
methods, we randomly sample 70,000 questions which is of
the same size as RAVEN for experiments according to the
underlying relations, making sure that it covers all 29 rela-
tions in this dataset. We denote the dataset as PGM-70K.
4.1.2 Balanced-RAVEN
After carefully examining the data in RAVEN, we find that
there is unexpected bias among the eight multiple-choice
panels. Each distractor in the answer set is generated by
randomly modifying one attribute of the correct answer (see
Figure 4(a)). As a consequence, the panel with the most
common values for each attribute will be the correct answer.
1 2 3 4
5 6 7 8
?
Context Matrix
Balanced Answer Set
Biased Answer Set
1 2 3 4
5 6 7 8
RAVEN’s Method to Generate Answer Set
Our Method to Generate Answer Set
Modify one attribute
No modification
(a)
(b)
Figure 4. Comparison between RAVEN and Balanced-RAVEN.
This means that the correct answer can be found by simply
scanning the answer set without considering the context im-
ages. An example is also shown on the right of Figure 4(a).
Among the answer set, the most common Color and Type
are black (No. 1, 3, 4, 5, and 7) and pentagon (No. 1, 2, 3,
4, 6, and 8). Besides, multiple-choice panel 1, 2, 5, 6, 7, and
8 are in the same Size. Therefore, multiple-choice panel 1
is the panel with the most common attribute values, which
is indeed the correct answer to the RPM test.
More severely, as shown in Table 1, such underlying
patterns can also be easily detected by a neural network.
We simply train two models including a normal abstract
reasoning model based on ResNet classifier (as detailed
in Section 4.2) and a context-blind [1] ResNet model.
The context-blind ResNet model is trained with only eight
multiple-choice panels as input, without considering the
context. It is very surprising that the context-blind model
can get close (even slightly better) performance to the nor-
mal ResNet. It is worth noting that, here we adopt a sim-
ple data augmentation method that shuffles candidate im-
ages during training. This augmentation method is essen-
tial especially for models taking the whole answer set as in-
put. Therefore, our result is much higher than the accuracy
(53.43%) reported in [34].
Model RAVEN Balanced-RAVEN
ResNet 89.2% 40.3%
Context-blind ResNet 90.1% 12.5%
Table 1. Test on RAVEN and Balanced-RAVEN.
To fix the defects of RAVEN, we design an algorithm
to generate the unbiased answer set, forming an improved
dataset named Balanced-RAVEN. Figure 4(b) demonstrates
the generating process using a tree structure. Each node
indicates a multiple-choice panel, and the root of the tree
structure is the correct answer. Different levels indicate dif-
ferent iterations, where nodes of this level are the candidate
answers of current answer set. The generating process flows
in a top-down manner. For each iteration, only one attribute
will be modified. At each level, a node has two children
nodes, where one node remains the same with the father
node, the other changes the value of the attribute sampled
for this iteration of the father node. Finally, at the bottom
level, we could obtain the whole answer set. Algorithm 1
summarizes the key steps of the answer generating process.
Since the attribute modification is well balanced, no clue
can be found to guess the answer only depending on the
answer set. The right column in Table 1 shows that the
performance of context-blind ResNet trained on Balanced-
RAVEN is almost at a random guess level (12.5%), while
the normal ResNet model further relying on the context can
obtain much better performance. This observation proves
that our improved dataset is more rigorous and fair for eval-
uating the capability of abstract reasoning.
Algorithm 1 Generating the Balanced-RAVEN
Input: the correct answer ω∗
1: Initialize the answer set Ω = {ω∗}
2: Sample 3 attributes a1, a2, a3 according to ω∗
3: Sample new value vi for each ai
4: for i = 1 to 3 do
5: Initialize Γ = {}
6: for each wk in the current answer set Ω do
7: γ ← modifying attribute ai of ωk with vi
8: Γ← Γ⋃{γ}
9: end for
10: Ω← Ω⋃Γ
11: end for
Output: the answer set Ω (|Ω| = 23 = 8)
4.2. Experimental setup
With PGM and Balanced-RAVEN, we first compare
our method with several state-of-the-art models suited for
RPM, including LSTM [7], ResNet-based [5] image clas-
sifier (ResNet), ResNet with DRT [34], Wild ResNet [1],
WReN [1], and CoPINet [35]. Then we analyze the effects
of different components in our HriNet.
We adopt the public implementations of LSTM, ResNet,
and DRT in [34]. Eight context panels and eight multiple-
choice panels are stacked and passed through the ResNet to
output an 8-dimensional probability score. DRT is a plug
and play module which could be deployed in any model.
However, it cannot be applied to PGM-70K for the lack
of structure annotations. Wild ResNet takes one multiple-
choice panel, along with the eight context panels as input.
It is designed to provide a score value for each multiple-
choice panel, independent of the other multiple-choice pan-
els. WReN, which takes the same input as Wild ResNet,
applies a Relation Network [24] to obtain pairwise relation-
ships among panels. We implement two versions of WReN,
with its original 4-layer CNN or a ResNet-18 as the fea-
ture extractor. We haven’t managed to implement CoPINet
Model PGM-70K Balanced-RAVEN Center 2×2G 3×3G O-IC O-IG L-R U-D
LSTM 20.3 18.9 26.2 16.7 15.1 21.9 21.1 14.6 16.5
ResNet 21.7 40.3 44.7 29.3 27.9 46.2 35.8 51.2 47.4
ResNet+DRT 40.4 46.5 28.8 27.3 46.0 34.2 50.1 49.8
Wild ResNet 26.6 44.3 50.9 33.1 30.8 50.9 38.7 53.1 52.6
WReN 29.1 23.8 29.4 26.8 23.5 22.5 21.5 21.9 21.4
WReN (ResNet) 27.0 42.6 75.7 45.9 39.0 37.2 34.8 31.2 34.8
HriNet 48.9 63.9 80.1 53.3 46.0 71.0 49.6 72.8 74.5
Table 2. Test accuracy of different models. The left two columns show the average accuracy on PGM-70K and Balanced-RAVEN, while
other columns show accuracy across seven figure configurations of Balanced-RAVEN. 2×2G, 3×3G, O-IC, O-IG, L-R and U-D denote
2x2Grid, 3x3Grid, Out-InCenter, Out-InGrid, Left-Right and Up-Down, respectively. The DRT module cannot be applied
on PGM for the lack of structure annotations.
and test it on our Balanced-RAVEN, since it was published
in the very recent past, and thus we only compare with its
accuracy on PGM reported in [35].
For our HriNet, we adopt three ResNet-18 as the em-
bedding networks for the three hierarchies, by only mod-
ifying the input channels. The gate fusion ϕ1 and ϕ2f
are 2-layer fully connected networks, while ϕ3 is a 4-layer
fully connected network with dropout [28] of 0.5 applied on
the last layer. We adopt stochastic gradient descent using
ADAM [9] optimizer. The exponential decay rate parame-
ters are β1 = 0.9, β2 = 0.999,  = 10−8 and the learning
rate is 10−4. On both datasets, 20-fold validation is per-
formed to evaluate model performance, and the accuracy is
averaged over 20 folds.
4.3. Comparisons with state-of-the-art methods
Table 2 lists the test accuracy of different models trained
on PGM-70K and Balanced-RAVEN. From the table, it
is obvious that our proposed HriNet outperforms other
methods by a large margin on both datasets (18.7% and
19.6% accuracy increases respectively). Besides, we ob-
serve that models benefit from considering each multiple-
choice panel independently, including the competitive Wild
ResNet, WReN, and our HriNet. Such weight-sharing
mechanism across panels can not only make a model in-
variant to the order of input multiple-choice panels, but also
encourage to explore the underlying rules. Moreover, by
comparing the results of two versions of WReN, we find
that a deeper CNN backbone may improve the performance
for abstract reasoning owing to the capability of extract-
ing more complex patterns in the image. The very re-
cent method CoPINet [35] achieved an accuracy of 32.39%
when trained on a subset of PGM with 75,000 questions.
Compared to CoPINet, our HriNet performs significantly
better, when trained using a similar number of training data.
For more detailed comparison, Table 2 also reports
the accuracy on seven figure configurations of Balanced-
RAVEN. We can observe that accuracy on different con-
figurations is not uniform, possibly due to the difficulty of
configurations. But compare to other models, our HriNet
consistently achieves the best performance on all the con-
figurations, which proves that our model can work stably
and robustly, even facing diverse conditions and complex
rules. We will further interpret the reason in Section 4.5.
4.4. Ablation study
As aforementioned, our method mainly gains from the
hierarchical architecture intimating human strategies. To
validate this point, we study the effects of different hier-
archies in abstract visual reasoning. Specifically, we set the
rule embedding of certain hierarchy as a zero vector before
gate function ϕ. Thus, the gate function regulates the flow
of features into the gated embedding fusion module.
Table 3 lists the result of different choices of hierarchies.
First, there is no doubt that our full model achieves the best
performance compared to the other combinations, which
indicates that all hierarchies contribute to our framework.
Second, without considering the relationships among the
panels, the performance of the cell-wise hierarchy is unsat-
isfactory, but still outperforms other state-of-the-art models
(as shown in Table 2). That is to say, our strategy that ex-
plicitly induces the rule representation and then compares
with the dominant rule is totally reasonable.
One more interesting observation is that a simple combi-
nation of two arbitrary hierarchies does not always achieves
better performance than one hierarchy, due to the fact
that they may focus on the same or mutually-exclusive at-
tributes, since different hierarchies focus on different at-
tributes. Figure 5(a) also supports this observation as well.
We conduct experiments only utilizing single-hierarchy rule
embeddings from Ecell,Eind,Eeco, on Balanced-RAVEN,
with respect to three attributes (Type, Size and Color).
As shown in Figure 5(a), Ecell has strong capacity to in-
fer attributes Type and Size, but struggles to distinguish
attribute Color. By contrast, Eind and Eeco have modest
ability to infer attributes Type and Size, and are efficient
for attribute Color.
Model PGM-70K Balanced-RAVEN
Ecell 34.1 36.7
Eind 42.2 48.7
Eeco 41.9 51.6
Ecell + Eind 44.8 57.8
Ecell + Eeco 40.6 52.9
Eind + Eeco 42.0 57.0
Ecell + Eind + Eeco 48.9 63.9
Table 3. HriNet (Ecell+Eind+Eeco) and the results of eliminating dif-
ferent hierarchies.
4.5. The interpretability of rule embeddings
(a) (b)
Figure 5. (a) Accuracy of single hierarchy with respect to the
different attributes on Balanced-RAVEN. (b) Accuracy of HriNet
with respect to the relation type, attribute type and object type on
PGM-70K.
In the real RPM test, it is not clear whether the rule ex-
ists in rows or columns. However, it is important to check
whether the proposed model can discover the knowledge
without any guidance. Therefore, in this part we further in-
terpret the reasoning behaviors of the model.
Rule induction for columns is normally left out when
trained on Balanced-RAVEN, given the prior knowledge
that rules are applied only row-wise. In order to test the
ability of distinguishing whether the rules are applied along
rows or columns, we train a HriNet model on Balanced-
RAVEN which the induction for column rules is reinte-
grated into. As a result, there is only a bit drop in accuracy
(from 63.9% to 59.6%). This indicates that our model can
neglect the distraction brought by columns on its own.
Furthermore, since our model could induce the rule em-
beddings, we visualize these representations using the t-
SNE [17] scatter. The scatter indicates whether our model
can extract the semantic relations and encode this informa-
tion in the rule embeddings. Naturally, we simply select cer-
tain PGM questions with only one dominant rule inside the
matrix. Figure 6 respectively shows dominant rule repre-
sentations of the matrix that are predicted right and wrong.
Besides, to clearly understand our HriNet over different rule
types, we also investigate the performance with respect to
the relation type, attribute type and object type on PGM-
70K dataset in Figure 5(b), where similar types (e.g., line
shape position
shape size
shape number
shape color
line color
shape type
line type (b)(a)
Figure 6. t-SNE scatter plots of the rule embeddings. (a) Dominant
rule embeddings of correctly predicted questions. (b) Dominant
rule embeddings of wrongly predicted questions.
and shape) are represented by similar colors.
From Figure 5(b), we get the consistent observation with
that in Table 2, namely, the performance of our proposed
model is imbalanced with respect to the difficulty of differ-
ent configurations. Based on the observation, and further
by comparing Figure 6(a) with Figure 6(b), we could fur-
ther reach a conclusion that the performance of our model
is positively related to the discrimination ability of the rule
representations. For rules with good performance, such
as line type, shape position and line color,
they scatter closer as a dense cluster than those with poor
performance. This further indicates that well-induced rule
representations are helpful to find the correct answer to
RPM test, and our HriNet owns strong capability of extract-
ing discriminative rule embeddings.
5. Conclusion
In this paper, we proposed a novel Hierarchical Rule In-
duction Network for abstract visual reasoning task intimat-
ing human inducing strategies, which could extract multiple
granularity rule embeddings at different level and integrate
them through a gated embedding fusion module. A rule
similarity metric was further introduced based on the em-
beddings, so that HriNet can not only be trained using a
tuplet loss but also infer the best answer according to the
similarity score. We also designed an algorithm to fix the
defects of the very recent proposed dataset RAVEN, and
generated a more rigorous dataset based on the algorithm.
Extensive experiments conducted on PGM-70K dataset and
our improved dataset Balanced-RAVEN proved that, our
proposed framework could significantly outperform other
state-of-the-art approaches. Moreover, we studied the ef-
fects of each component of our proposed model and eval-
uated the interpretability of our induced rule embeddings.
Although existing learning based models show promising
performance in abstract reasoning, they mainly rely on the
abundance of training data, and struggle to transfer the rea-
soning ability to RPM questions with unseen rules. In the
future, we will introduce meta-learning strategies into our
framework to improve both the inducing and deducing abil-
ities at the same time.
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