In this paper we research the influence of background subtraction on photogrammetry pipeline when creating 3D print ready human body data. Background subtraction is a technique in image processing where image background is removed from the image and only foreground is left for further processing. The goal of the paper is to assess whether background subtraction could influence positively or negatively the photogrammetric processing of photographs. The research is aimed at the freely available software that natively does not support background subtraction, but also does not forbid the use of background subtraction. We aim to find out whether the software could benefit from adding background subtraction algorithms into their processing pipelines.
Introduction
From our experience, processing of the entire photogrammetry pipeline-which results in 3D print ready human body model-can be time consuming and could last for several hours. Anything that could speed up the production of 3D human body model from a set of co-related photographs is needed and welcomed. The photogrammetric processing of the co-related photographs results in a cloud of 3D points. Many points in a 3D point cloud are not needed and should be removed [1] . Most of these points do not belong to the scanned human body; they are extracted from the background of the photographs. Points belonging to the background are usually removed manually [1] . Some tutorials on photogrammetry, such as [2] , suggest removing the background from the photographs. Image processing technique where image background is removed from the image and only foreground is left for further processing is called background subtraction. In this paper we explore background subtraction influence on the photogrammetry pipeline in creating 3D print ready human body model. Background subtraction is employed in different ways in software that performs photogrammetric processing of photos and creates 3D human body data. In some software, background subtraction is not included directly in the photogrammetry pipeline, but it is also not forbidden, such as Insight3D [3] and VisualSFM [4] . In others background subtraction is an integral part of the photogrammetry pipeline, such as Agisoft PhotoScan [5] . There is also photogrammetry software that suggests keeping the background subtraction entirely as image processing is based on the image background as much as on the image foreground, such as Autodesk Memento [6] . The goal of the paper is to investigate whether background subtraction could improve the photogrammetry pipelines of the freely available photogrammetry software that natively does not include background subtraction and that does not explicitly prohibit the use of background subtraction. Two photogrammetry software environments were chosen: Insight3D and VisualSFM. Both are free software. During the evaluation of the background subtraction influence over the photogrammetry pipeline, we had issues in processing human body photographs using Insight3d. Thus, the evaluation also helped in finding out whether these programs are suitable for processing human body co-related photographs. Two methods are used to assess how background subtraction could influence the photogrammetry pipeline. The methods are chosen based on our experience in human figurine production. The first method is based on execution time-time needed to create point cloud with or without background. As stated before, time is essential for the human figurine production, because production could last for couple of hours, and anything that speeds up the process is always welcomed. The second method is empirical quality evaluation of created point clouds with or without background subtraction.
For 3D printing of human figurine, based on previous experience, we devised a minimal set of characteristics that a point cloud should possess: a point cloud should be dense enough, there should be enough points in each part of the body, and points in head region should be of sufficient quality and density. We have chosen ten typical scans from our daily production [7] . This set included both subjects well dressed for the photogrammetry processing-they were dressed in cloths with good texture, and subjects that were not dressed suitable for the photogrammetry processing-they had white cloths that did not have good texture. We did not test different algorithms for automatic image background subtraction, but only the influence of background subtraction on the photogrammetry pipeline. Therefore, all the photographs used in test where manually preprocessed-their background subtracted-before they were introduced into the photogrammetry pipeline. Choosing the adequate algorithm for automatic image background subtraction for the photogrammetry pipeline is different topic altogether which we plan to address in the future. The organization of the paper is as follows. The background on the photogrammetry pipeline, the image background subtraction, and the potential role of background subtraction in the photogrammetry pipeline is described in Section 2. In section 3 we describe human body scanning environment, photogrammetry software that we used for testing, and the methods used to evaluate background subtraction influence on the photogrammetry pipeline. Testing results are described and discussed in Section 4. Section 5 concludes the paper.
Background
The field of human body scanning/digitalization is a mature one [8] and it is constantly improving. There are complete systems for the production of 3D human body digital models [8] . The systems that were previously dominated by large enterprises and academic research are becoming more and more available and they are gaining in popularity [9] due to lowering cost of the equipment and appropriate software. Different technologies are employed for 3D human body scanning [9] that could be broadly categorized in two distinct groups:
• Laser based scanning technologies which require purposely built scanning environment (laser emitters and collectors), they require more time to collect scanning data, but they demonstrate high accuracy and lesser need for the post-processing of the scanned data.
• "White light" scanning technologies which are less accurate and more process-demanding, but scanned data is collected faster (in some scanning facilities data are acquired in less than a second) and scanning facility can be build fast using low-cost equipment. The "white light" scanning technologies are based on photogrammetry [10] . Usually the photogrammetric pipeline showed in Fig. 1 is applied to create a digitalized human body model [1] .
Fig. 1. The photogrammetry pipeline in human model production.
A scanning facility is built using a dozen cameras or several cameras with depth sensors, such as MS Kinect [11] . Systems based on a single camera moved around the scanning object also exist [12] . No matter how the "white light" scanning system is built, the initial scanning process usually results in a set of co-related photographs containing the scanning object taken from different angles. The multi-camera photograph sets are then processed using software for point cloud generation [13] most of which are based on structure from motion (SFM) approach. SFM is used to extract 3D information from 2D images. This usually includes feature extraction and matching based on SIFT descriptors, external photographs parameters bundle adjustment, orientation and calibration of various photographs [14] . The entire process ends with photograph matching which results in a dense cloud of 3D points. The generated point cloud is further processed to eliminate 3D points that are not of interest such as background points, outliners, and noise (which are result of previous steps in the photogrammetry pipeline). Also, duplicates are eliminated, different point clouds are combined, etc [1] . After the point cloud is processed, the scanned human body mesh is created by generating polygon surfaces base on the previously generated point cloud. The process of mesh generating is error prone and requires further editing, mainly filling holes and removing spikes, which are followed by smoothing and data 6th International Conference on 3D Body Scanning Technologies, Lugano, Switzerland, 27-28 October 2015 reduction and structuring [1] . At the end of the photogrammetry pipeline texture is mapped onto the human body mesh to add color to the mesh and to increase its realism. The entire production of human body models is usually not covered using a single software product [2] , and most often several software products are used through the entire production. Easily imaginable scenario [2] is using three software products: for photographs acquisition, for mesh creation, and for mesh editing. As stated in the introduction, points that are generated from the photographs background are removed manually from the point cloud. One way to speed up the photogrammetry pipeline is to eliminate the removal of these points from the pipeline by not including them in the beginning-meaning that the background should be subtracted from the starting photograph. However, subtraction of the background could influence the quality of the resulting model, because the data used to build the dense point cloud is now reduced. Including background subtraction into the photogrammetry pipeline will be useful only if the quality of the resulting model is not reduced. Also, it is necessary to take into the consideration the time needed to remove the background from all the photographs in the scan. If the time needed to complete the production-with and without background subtraction-is similar, than it is not justified to use background subtraction. Of course, all of this should be concluded in the context of the software tested.
Scanning environment, photogrammetry software, and evaluation methods
Human body scans have been acquired using DOOB-LICATOR [15] , a room size scanning booth containing 54 DSLRs cameras arranged in nine columns of six cameras each [15] , Fig. 2 . DOOB GROUP AG is a German based global provider of 3D technology products and services [16] . DOOB ™ scanning system and 3D print figurine stores are already present across Europe, USA, Japan, and Australia [7] . Applications of DOOB ™ 3D technology include the creation of digital avatars and the mass customization of consumer products [7] .
Fig. 2. DOOB-LICATOR -3D scanning booth used for the test photograph sets acquisition (with permission of DOOB GROUP AG [7]).
For the testing purposes, we have chosen 10 typical scans from our daily production. We included scans containing:
• adults, • children, • mannequins. Due to customer contract restrictions, we cannot show the scanned photographs of customers. An example of the photographs is shown in Fig. 3 which contains one of the photographs from the mannequin scan. We have chosen both the scans suitable for the photogrammetry pipeline-that have good texture and a lot of details, and the scans that are less suitable for photogrammetry pipeline as they have uniformly colored cloths with less details. As it can be observed from the Fig. 3 , the background in photographs does not have many details and as such it does not contribute too much to the quality of the resulting camera alignment and the resulting point clouds. We have chosen Insight3d and VisualSFM software to test the influence of background subtraction on the photogrammetry pipeline. Both are freely available. However, Insight3d is mostly recommended for 3D reconstruction of scenes containing buildings, while VisualSFM is more a generic 3D reconstruction software. Both are based on SFM. VisualSFM exploits multicore parallelism for feature detection, feature matching, and bundle adjustment [4] . Based on our experience in 3D human figurine production, we chose two methods to assess background subtraction influence over the photogrammetry pipeline:
1. Execution time -we measured the time that is needed to align the cameras and the time needed to generate dense point cloud. 2. Point cloud empirical quality evaluation -we evaluated the density of the entire point cloud, whether there had been enough points in each part of the body, and we evaluated the point density in the head region and the quality of the points in the head region-the visibility of the customer's face. Based on our experience in working with scans for 3D human figurine production, we devised a numerical scale that describes the dense point cloud feature which will enable figurine printing of the best quality-where 0 is not usable, 1 is bad, 2 is useful, 3 is very good. Quality of the point cloud was evaluated by our expert staff and grades are reached in consensus.
Fig. 3. An example of the photographs from the testing scan -mannequin scan (with permission of DOOB GROUP AG [7]).
Tests were conducted on two computer configurations:
• Low-end computer configuration: Intel T6400 2GHz with 2 cores, 4GB of RAM and GeForce 9600M GT GPU.
• High-end computer configuration: i7 3.6GHz with 8 cores, 32 GB of RAM and GeForce GTX 750 Ti GPU. In addition to background subtraction influence on the photogrammetry pipeline, we wanted to test how computer configuration influences the results. We expected that processing will be faster on the high-end computer, but that there would be no changes in perceived quality of the point clouds.
Results and discussion
We tested the Insight3d first. However we got very bad results on both low-end and on high-end computer. None of the point clouds generated have been useful for human figurine production. The point clouds did not contain enough points to generate meaningful and useful mesh. The most useful point cloud was generated for scan no. 3 which had the best texture, Fig. 4 . As it can be observed from Fig. 4 the point cloud is not dense enough and human form cannot be observed in it. We got those results from Insight3d for two reasons:
• Insight3d is mostly used for 3D reconstruction of scenes containing buildings and not for scenes containing humans.
• To achieve the best results Insight3d requires that scans have far better coverage of the scene than we achieve with 54 cameras. It would probably generate point clouds of better quality if we had bigger number of overlapped photographs of the subjects. Based on the test scans employed we concluded that Insight3d is not suitable for the photogrammetry pipeline employed in production of the 3D printable human model, because it did not resulted in usable 3D human models. VisualSFM achieved far better results in regarding to the photogrammetry pipeline employed in human figurine production. For the scans with subjects dressed in good textured cloth, all of the cameras were aligned right and density of the point clouds was at least useful. An example of a point cloud generated using VisualSFM-that is good for the 3D printing of the human figurine-is shown in Fig. 5 . The VisualSFM test results on the low-end and the high-end computers are listed in Table 1 and 2.
6th International Conference on 3D Body Scanning Technologies, Lugano, Switzerland, 27-28 October 2015 As it can be observed from Tables 1 and 2 , in average VisualSFM achieved the same quality of the generated point clouds regardless of presence of background subtraction in the photogrammetry pipeline. There are some fluctuations in the results-sometimes the results are better with background subtraction, sometimes not, and sometimes the results were the same. Scans with good texture achieved good results regardless of background subtraction presence. For difficult scans, background subtraction helped camera alignment process putting focus on the subject. Use of background subtraction accelerated the photogrammetry pipeline by 14%, Fig. 6a and 6b, and also there had been far less points to process in the Pont cloud processing phase of the photogrammetry pipeline when background subtraction was used. a) b) We can conclude that-with VisualSFM-there is a place for background subtraction in the photogrammetry pipeline of the human model production. Whether there is a background subtraction algorithm that can be efficient and still support the time improvement is completely different question which we plan to address in the future.
Conclusion
Our testing of background subtraction role in the photogrammetry pipeline using Insight3d and VisualSFM on human scans led to several conclusions. Insight3d was not suitable for the photogrammetry pipeline and the current scanning system we employ in human figurine production. VisualSFM is suitable for the scanning system as all of the scans tested proved usable for human figurine production. However, we did not test the scans in latter stages of production such as surface generation and editing and texture mapping. From our experience we could say that the resulting point clouds could be used for the latter stages of production and human figurine 3D printing. Results presented in the paper demonstrate that background subtraction could be used as a part of the photogrammetry pipeline, at least for VisualSFM. If the background of the entire scan could be subtracted in reasonable time-couple of seconds, this would speed up the processing of the entire pipeline and lead to a faster human figurine production. We did not observe that background subtraction had negative impact on the quality of the generated point clouds. Even more, in some cases-3 scans-background subtraction increased the perceived overall quality of the point clouds.
It is not an easy task to find the background subtraction algorithm which is suitable for the photogrammetry pipeline both in quality and speed. In the future we plan to test different algorithms for automatic background subtraction for the photogrammetry pipeline in human figurine production. We also plan to increase the number of scans we use in test, and to test additional photogrammetry software, both free and licensed. 
