Abstract. This paper proves the NP-completeness of the reachability problem for the class of flat counter machines with difference bounds and, more generally, octagonal relations, labeling the transitions on the loops. The proof is based on the fact that the sequence of powers {R n } ∞ n=0 of such relations can be encoded as a periodic sequence of matrices, and that both the prefix and the period of this sequence are simply exponential in the size of the binary representation of a relation R. This result allows to characterize the complexity of the reachability problem for one of the most studied class of counter machines [8, 12] , and has a potential impact on other problems in program verification.
Introduction
Counter machines are powerful abstractions of programs, commonly used in software verification. Due to their expressive power, counter machines can simulate Turing machines [29] , hence, in theory, any program can be viewed as a counter machine. In practice, effective reductions to counter systems have been defined for e.g. programs with dynamic heap data structures [5] , arrays [7] , dynamic thread creation and shared memory [3] , etc. Since counter machines with only two variables are Turing-complete [29] , their decision problems (reachability, termination) are undecidable. This early negative result motivated researchers to find classes of systems with decidable problems, such as: (branching) vector addition systems [16, 23] , reversal-bounded counter machines [21] , Datalog programs with gap-order constraints [31] , and flat counter machines [4, 12, 8] .
Despite the fact that the reachability problem (for a given set of configurations) is, in principle, decidable for these classes, few of these results are actually supported by tools, and used for real-life verification purposes. The main reason is that the complexities of the reachability problems for these systems are, in general, prohibitive. Thus, most software verifiers rely on incomplete algorithms, which, due to the loss of precision, may raise large numbers of false alarms. Improving the precision of these tools requires mixed techniques such as combinations of static analysis and acceleration and relies on identifying subproblems for which the set of reachable states, or the transitive closure of the transition relation, can be computed precisely [19] , by cost-effective algorithms.
In this paper, we study the complexity of the reachability problems for a class of flat counter machines, whose the control structure forbids nested loops, in which the transitions occurring inside loops are labeled with difference bounds constraints, i.e.
conjunctions of linear inequalities of the form x − y ≤ c where x, y denote the current or next values of the counters and c is an integer constant. Our main result states that the reachability problem for this class of counter machines is NP-complete. Second, we extend the NP-completness result to octagonal relations, which are defined by finite conjunctions of the form ±x ± y ≤ c. This result shows that flat counter automata, with octagonal constraints labeling the control loops, can be analysed in reasonable time, by algorithms capable of efficiently guessing several parameters (such as the prefix and the period) related to the periodic behavior of the relations on these loops.
The complexity result presented in this paper is a refinement of earlier proofs of decidability for the reachability problem concerning flat counter machines with loops labeled by difference bounds [12, 9] and octagonal [6] constraints. The first such result, due to Comon and Jurski [12] builds the closed form (a formula R(n) that defines the n-th power of a relation R) of a power sequence {R n } ∞ n=0 using a constraint graph of size that depends on n (called unfolding in this paper). The essence of their proof is the definition, by a formula of Presburger arithmetic, of a subset of paths in this graph that encompasses the set of paths of minimal weight. They show that only certain paths, that roughly go back and forth from one extremity of the graph to the other, without changing direction in between, are important in the definition of the closed form. The idea of considering only such "simple" paths is instrumental in our work, for establishing a simply exponential upper bound on the period of these relations.
A second result [9] uses a weighted automaton (called zigzag automaton in this paper) to define the set of paths in the unfolding graph, and captures the minimal weight paths by a Presburger arithmetic formula with one quantifier alternation. This result has been further refined by showing that the sequence of difference bounds matrices (DBMs) corresponding to any power sequence {R n } ∞ n=0 has a periodic behavior [8] . The complexity analysis carried out in this paper is based on a study of periodicity of the matrices describing the minimal weights of increasingly longer paths in the zigzag automaton. In particular, proving the simply exponential upper bound on the period of such sequences requires an insight on the particular structure of loops in the zigzag automaton [9] , and relies on the previously mentioned idea [12] of restricting to a set of simple paths with a bounded number of direction changes, whose weights subsume the set of weights of the minimal paths in the unfolding graph.
Developing further on this idea, Konečný [22] showed that the closed form of the power sequence of a difference bounds (respectively, octagonal) relation can be defined by a quantifier-free Presburger formula which, moreover, can be built in polynomial time by a deterministic algorithm. As a result, the reachability problem for flat counter machines can be proved to be in NPTIME directly, by polynomial reduction to the satisfiability of quantifier-free Presburger arithmetic. Unlike the proof given in this paper, Konečný's proof [22] does not use periodic sequences, relying on an enumeration of polynomially many minimal weight paths. Besides providing an alternative proof of NP-completness to the reachability problem, the results in this paper define closed forms using only finite disjunctions of difference bounds constraints (respectively, octagons) whose coefficients are parameterized by n. This characterization of the closed forms is of particular interest for other problems, such as, e.g. the complexity of the termination problem for periodic classes of relations [10] , or extensions of the model of flat counter machines with recursive calls [17] .
Related Work The complexity of safety, and, more generally, temporal logic properties of integer counter machines has received relatively little attention in the literature. For instance, the complexity of reachability for Vector Addition Systems (VAS) is an open problem (the only known upper bound is ACKERMANN for the more powerful model of pushdown VAS [25] ), while the coverage and boundedness problems are EXPSPACEcomplete for VAS [30] , and 2EXPTIME-complete for branching VAS [16] .
In [20] the authors study the emptiness problem for counter machines of programs with increment, decrement and zero test, in the reversal-bounded case, where the counters are allowed to switch between non-decreasing and non-increasing modes a number of times, bounded by a constant. It is found that, when the number of counters and reversals are fixed constants (i.e. not part of the representation of the counter machines) the emptiness problem is decidable in logarithmic space, and hence, in polynomial time. Moreover, if the machines under consideration are all deterministic, the emptiness problem is NLOGSPACE-complete. On the other hand, if the number of counters and reversals are part of the input, the emptiness problem is in PSPACE. Our model of computation is incomparable, since flat programs with non-deterministic updates are not reversal-bounded, in general.
On what concerns counter machines with gap-order constraints (a restriction of difference bounds constraints x − y ≤ c to the case c ≤ 0), reachability is PSPACEcomplete [11] , even in the absence of the flatness restriction on the control structure. Our result is incomparable to [11] , as we show NP-completeness for flat counter machines with more general 3 , difference bounds relations on loops. The results which are probably closest to ours are the ones in [15, 14] , where flat counter machines with deterministic transitions of the form m j=1 n i=1 a ji · x i + b ji ≤ 0 ∧ n i=1 x i = x i + c i are considered. In [15] it is shown that model-checking for Linear Temporal Logic is NP-complete for these systems, matching thus our complexity for reachability with difference bounds constraints, while model-checking first-order logic and linear µ-calculus is PSPACE-complete [14] , matching the complexity of CTL* model checking for gap-order constraints [11] . These results are again incomparable with ours, since (i) the linear guards are more general, while (ii) the vector addition updates are more restrictive (e.g. the direct transfer of values x i = x j for i = j is not allowed).
Preliminary Definitions
We denote by Z, N and N + the sets of integers, positive (including zero) and strictly positive integers, respectively. We define Z ∞ = Z ∪ {∞} and Z ±∞ = Z ∞ ∪ {−∞}. We write [n] for the interval {0, . . . , n − 1}, abs(n) for the absolute value of the integer n ∈ Z, and gcd(n 1 , . . . , n k ), lcm(n 1 , . . . , n k ) for the greatest common divisor and least common multiple of the natural numbers n 1 , . . . , n k ∈ N, respectively. The cardinality of a finite set S is denoted by S .
A term t over a set of variables x = {x 1 , . . . , x k } is a linear combination a 0 + a 1 x 1 + . . . a k x k , for some integer constants a 0 , a 1 , . . . , a k ∈ Z. An atomic proposition is a predicate of the form t ≤ 0 or t ≡ c 0, where t is a term, c ∈ N + is a constant, and ≡ c denotes equality modulo c. The boolean constants false and true are denoted by ⊥ and , respectively.
Quantifier-free Presburger Arithmetic (QFPA) is the set of boolean combinations of atomic propositions of the above form. For a QFPA formula φ, let Atom(φ) denote the set of atomic propositions in φ, and φ[t/x] denote the formula obtained by substituting the variable x with the term t in φ. In this paper we assume that all formulae are encoded in binary, and we denote by φ 2 the size of the binary encoding of a formula φ. The satisfiability problem for QFPA is NP-complete in the size of the formula [34] .
Let x denote a nonempty set of integer variables. A valuation of x is a function ν : x − → Z. The set of valuations is denoted by Z x . If ν ∈ Z x is a valuation, we denote by ν |= ϕ the fact that the formula obtained from ϕ by replacing each occurrence of x ∈ x with the integer ν(x) is valid under the standard interpretation of the first-order arithmetic. A formula ϕ is said to be consistent if and only if there exists a valuation ν, such that ν |= ϕ. For two formulae φ 1 (x) and φ 2 (x), we write φ 1 ⇔ φ 2 if, for all ν ∈ Z x , ν |= φ 1 if and only if ν |= φ 2 . Let x denote the set {x | x ∈ x} of primed variables. A formula φ(x, x ) is evaluated with respect to two valuations ν, ν ∈ Z x , by replacing each occurrence of x ∈ x with ν(x) and each occurrence of x ∈ x with ν (x) in φ. We write (ν, ν ) |= φ when the formula obtained from these replacements is valid. A formula φ(x, x ) is said to define a relation R ⊆ Z x × Z x whenever for all ν, ν ∈ Z x , we have (ν, ν ) ∈ R iff (ν, ν ) |= φ. The empty relation is denoted by ∅.
The composition of two relations R 1 , R 2 ⊆ Z x × Z x defined by formulae ϕ 1 (x, x ) and ϕ 2 (x, x ), respectively, is the relation
The identity on x is the relation
n is called the n-th power of R in the sequel. The infinite sequence of relations {R n } ∞ n=0 is called the power sequence of R. With these notations, R + = ∞ n=1 R n denotes the transitive closure of R, and R * = R + ∪ I x denotes the reflexive and transitive closure of R. A relation R is said to be * -consistent if and only if R n = ∅, for all n ∈ N + . Observe that, if R is not * -consistent, there exists an integer b > 0 such that R n = ∅, for all n ≥ b.
x is a set of relations over x closed under conjunction and composition, containing the relations I x and ∅.
In this paper we will define classes by a fragments of QFPA. It is worth pointing out that any fragment of QFPA that contains equality and is closed under conjunction and quantifier elimination defines a class. For a relation R, we denote by R 2 F the size of the smallest formula in the fragment F that defines R. We omit to specify F when it is obvious from the context.
Periodic Sequences
This section gives a high-level definition of periodic sequences in semirings. We recall a classical result from literature [18, 32] that shows periodicity of any sequence of matrix powers in a distinguished tropical semiring. The result relies on weighted graph theory. We develop this result further into an estimation of upper bounds of the period and prefix of such sequences. Finally, we define periodic power sequences of relations, by a bi-directional mapping to matrix powers. This sets the basis for a detailed analysis of specific classes of relations: difference bounds (Section 5) and octagons (Section 6). A semiring is a tuple S, +, ·, 0, 1 , such that S, +, 0 is a commutative monoid, S, ·, 1 is a monoid, and for all x, y, z ∈ S: (i) x·(y +z) = x·y +x·z, (ii) (x+y)·z = x · z + y · z, and (iii) x · 0 = 0 · x = 0. We consider in the following the tropical semiring T = Z ±∞ , min, +, ∞, 0 , with the following extensions of the operations:
In the following, we shall denote by T ∞ the semiring Z ∞ , min, +, ∞, 0 .
We consider infinite sequences
is an arithmetic progression if there exists a constant λ ∈ T, called rate, such that s k+1 = s k + λ, for all k ≥ 0. A generalization of this notion are periodic sequences, defined below.
, where s k ∈ T, for all k ≥ 0, is said to be periodic if and only if there exist integer constants b ≥ 0, c > 0 and λ 0 , . . . , λ c−1 ∈ T such that s b+(k+1)c+i = s b+kc+i + λ i , for all k ≥ 0 and all i ∈ [c]. The smallest b, c and λ i are called the prefix, period and rates of the sequence.
Periodic sequences are called "ultimately periodic" by De Schutter [32, Definition 2.2] and extend the notion of "ultimately geometric sequences" of Gaubert [18, Definition 1.1.1] from one, to several rates. Observe that, in particular, an arithmetic progression is a periodic sequence with prefix zero an period one.
For a set of variables x = {x 1 , . . . , x n }, a tropical polynomial is a term built using the operations min and + of the tropical semiring. We denote by T[x] the set of tropical polynomials with variables x. As in standard algebra, a tropical polynomial can be written as a min-term of the form min(m 1 , . . . , m ) over monomials m i (x) = a i,0 + n j=1 a i,j x j , where a i,0 , . . . , a i,n ∈ Z. A tropical polynomial function f : T n → T maps each tuple in T n into the value of a tropical polynomial f (x). The following technical lemma is useful in deriving periodicity results:
be periodic sequences with prefixes b 1 , . . . , b n , periods c 1 , . . . , c n and rates λ 1,0 , . . . , λ 1,c1−1 , . . . , λ n,0 , . . . , λ n,cn−1 , respectively. For any tropical polynomial function f :
. Then we have:
Proof: Applying Lemma 16 (Appendix A), we obtain that, for each monomial m i , the sequence {m i (s 1,k , . . . , s n,k )} ∞ k=0 is periodic with prefix at most b max and period which divides c. The upper bound on the prefix and period of {f (s 1,k , . . . , s n,k )} ∞ k=0
is obtained by applying n times Lemma 17 (Appendix A).
In the following, we consider n × n square matrices with coefficients in T, and denote by T n×n the set of such matrices, for a constant n ∈ N + . For a matrix M , let (M ) ij be the coefficient on row i and column j in M . An infinite sequence {M k } ∞ k=0 of matrices M k ∈ T n×n is said to be periodic if and only if every sequence
is periodic, for all i, j ∈ [n]. The next lemma provides a characterization of periodicity for matrix sequences and a precise estimation of their prefixes and periods.
are the smallest such integers, where, for all i, j ∈ [n], b ij and c ij are the prefix and period of the sequence
is periodic, and let λ 
For the last point, suppose first, by contradiction, that there exists
is periodic with prefix b < b st , contradiction. Second, suppose by contradiction, that there exists c < lcm i,j∈ [n] (c ij ) such that M b+(k+1)c + = M b+kc + + Λ , for all k ≥ 0 and ∈ [c ]. Then there exists s, t ∈ [n] such that c st does not divide c , which contradicts the fact that the sequence
is periodic with period c st .
Weighted Graphs
We consider two operations on T n×n , the standard matrix addition + and the tropical product . Formally, we have (A + B) ij = (A) ij + (B) ij and (A B) ij = min k∈[n] (A ik + B kj ). Let 1 n be the matrix
, where M 0 = 1 n , and
The power sequence of a matrix in the tropical semiring is intimately connected with the notion of a weighted graphs, the latter being typically used in the literature to prove the periodicity of a power sequence of matrices [32] . We shall use this notion to further provide upper bounds on the prefix and period of such sequences. To improve readability, the missing proofs from this section are given in Appendix A.1.
Formally, a weighted graph is a tuple G = V, E, w , where V is a set of vertices, E ⊆ V × V is a set of edges, and w : V × V → T ∞ is a weight function, such that w(u, v) < ∞ iff (u, v) ∈ E. When G is clear from the context, we denote by u α − → v the fact that (u, v) ∈ E and w(u, v) = α. For a subset W ⊆ V , we denote by
A path in a weighted graph G is a sequence of the form π : v 0
We denote the length k of π by |π|, and its weight by w(π) = k i=1 α i . A path π is minimal if and only if, for any path π between the same endpoints, such that |π| = |π |, we have w(π) ≤ w(π ).
Each matrix M ∈ T n×n ∞ has an associated weighted graph G M = V, E, w , where
. Intuitively, for every ≥ 0, the coefficient M ij gives the weights of the minimal paths of length between the vertices i and j in the associated weighted graph G M .
A path π : v 0
weighted graph is said to be elementary whenever v i = v j only if i = 0 and j = k. A cycle is a path of length greater than zero, whose source and destination vertices are the same, i.e. v 0 = v k . If π is a cycle, we define its average weight as w(π) = w(π) |π| . A cycle is said to be critical if it has minimal average weight among all cycles of G. The critical graph G c consists of those vertices and edges of G that belong to a critical cycle.
Lemma 3. For any weighted graph G, every cycle of the critical graph G c is critical.
If G c ↓ W is a strongly connected component (SCC) of G c , we define its cyclicity as the greatest common divisor of the lengths of all its elementary cycles. The cyclicity of G c is the least common multiple of the cyclicities of its SCCs, and the cyclicity of G, denoted c(G), is the cyclicity of G c . For a matrix M ∈ T n×n ∞ , we define the cyclicity of M , denoted c(M ), as the cyclicity of the weighted graph G M . We recall now a result from the literature that characterizes the period of a power sequence of matrices:
is periodic and its period divides c(M ).
Proof: See [32, Theorem 3.3] . This result provides a general upper bound for the period of a power sequence:
be a matrix, for n ∈ N + . The period of the power se-
is of the order of 2 O(n) .
Proof: Let G = [n], E, w be the weighted graph associated with M , and G c be its associated critical graph. Clearly G c has at most n vertices, and so does every SCC G c ↓ W of G c . The cyclicity of G c ↓ W is the greatest common divisor of the lengths of the elementary cycles in G c ↓ W , each of which is of length at most n. Hence the cyclicity of every SCC G c ↓ W is at most n. The cyclicity of G is the least common multiple of the cyclicities of all SCCs of G c , hence it is at most lcm(1, . . . , n). The following fact shows that the cyclicity of G is of the order of 2 O(n) , and by Thm. 1, we obtain that the period of the sequence M k ∞ k=0
is of the same order.
Proof: See Appendix A.1. It is worth pointing out, at this point, that no estimation of the prefix of a periodic power sequence of a matrix could be found in the existing body of work. This gap is filled by the result of the next section.
Prefixes of Matrix Power Sequences
In this section we give an upper bound on the prefix of a power sequence of matrices (Thm. 2), using the correspondence between the powers {M n } ∞ n=0 and the weights of minimal paths of length n in the weighted graph G M associated with M .
For the rest of this section, let G = V, E, w be a weighted graph. For a path σ in G, we denote by src(σ) and dst(σ) the first and last vertex on σ, respectively. Two paths σ and σ in G are said to be equivalent, denoted σ ≈ σ iff they have the same endpoints, length and weight, i.e. src(σ) = src(σ ), dst(σ) = dst(σ ), |σ| = |σ | and w(σ) = w(σ ).
If σ and σ are paths in G, we denote by σ.σ the concatenation of σ and σ , which is defined only if dst(σ) = src(σ ). The concatenation operation is lifted to sets of paths S.S = {σ.σ | σ ∈ S, σ ∈ S , dst(σ) = src(σ )}. If λ is a cycle, we define the set λ * = λ k | k ≥ 0 , where λ 0 is the empty path and
is called a path scheme. A path scheme is a finite representation of the set of paths
In the rest of this section let G = V, E, w be a given weighted graph. First, we show that all minimal paths in G are captured by path schemes in which the number of loops is at most quadratic in the number of vertices: Proposition 1. Let G = V, E, w be a weighted graph and ρ be a minimal path in G. Then there exists a path ρ ≈ ρ and a path scheme θ = σ 1 .λ A path scheme σ 1 .λ * 1 .σ 2 . . . σ k .λ * k .σ k+1 is called bi-quadratic if and only if we have |σ 1 .σ 2 . . . σ k+1 | ≤ V 4 . Next we show that, for every minimal path in the graph, there exists an equivalent path which is captured by a bi-quadratic path scheme with one loop: Lemma 4. Let G = V, E, w be a weighted graph and ρ be a minimal path in G. Then there exists a path ρ ≈ ρ and a bi-quadratic path scheme σ.λ
For any ≥ 0 and vertices u, v ∈ V , let biq(u, v, ) denote the set of all bi-quadratic path schemes σ.λ * .σ , for which there exists a path ρ ∈ [[σ.λ * .σ ]] of length , between u and v. Also, let minbiq(u, v, ) be the subset of biq(u, v, ) consisting of biquadratic path schemes of the form σ.λ * .σ , with minimal average weight cycle λ, i.e. minbiq(u, v, ) = {σ.λ * .σ ∈ biq(u, v, ) | ∀τ.η * .τ ∈ biq(u, v, ) . w(λ) ≤ w(η)}. We denote by µ(G) = max{abs(α) | u α − → v in G} the maximum absolute value of all edge weights in G. The following lemma shows that, for a sufficiently long minimal path, there exists an equivalent path following a bi-quadratic path scheme of the form σ.λ * .σ , whose cycle λ has minimal average weight among all possible path schemes of this form.
Lemma 5. Let G = V, E, w be a weighted graph and u, v ∈ V be two vertices. Then for every minimal path ρ from u to v, |ρ| > 4 V 6 · max(µ(G), 1), there exists a path ρ ≈ ρ, and a path scheme σ.λ
The following lemma shows that the sets biq and minbiq are invariant for arithmetic progressions of lengths.
Lemma 6. Let G = V, E, w be a weighted graph and u, v ∈ V be two vertices. Then for every arithmetic progression { k } ∞ k=0 with 0 ≥ V 4 and rate lcm(1, . . . , V ),
We denote by minw G (u, v, ) the weight of the minimal paths of length , between vertices u and v in G. The next lemma proves that the minimal weights corresponding to a certain arithmetic progression of lengths form an arithmetic progression.
Lemma 7. Let G = V, E, w be a weighted graph and u, v ∈ V be two vertices. Then
such that the sequence {minw
forms an arithmetic progression. is at most 4n 6 · max(µ(M ), 1).
, E, w be the weighted graph associated with M . We have that
is an arithmetic progression (Lemma 7). But then the prefix of the sequence {M k } ∞ k=0 cannot be greater than some 0 > 4n 6 · max(µ(M ), 1).
Periodic Relations
Let us turn now to defining periodicity for classes of relations. The main ingredient of this definition is the connection between relations and the matrices with coefficients in the tropical semiring. Let x = {x 1 , . . . , x N } be a set of variables and R x ⊆ 2
The image [K, σ] of a class of relation R x induces a composition operator on matrices that represent relations from is periodic, for every R ∈ R x .
The power sequence of a relation R ⊆ Z x × Z x can be defined by another relation R ⊆ Z x∪{k} × Z x with a distinguished variable k ∈ x, called the closed form of R. For a valuation ν ∈ Z x∪{k} , we denote by ν↓ k ∈ Z x the valuation obtained from ν by dropping the assignment of k, and let
For a class R x of relations, let R x = R | R ∈ R x denote the set of closed forms of relations in R x . A result of this paper is the precise characterization of the closed form for difference bounds and octagonal relations by quantifier-free Presburger formulae, obtained from matrices of univariate tropical monomials of the form a · + b, with a, b ∈ T. More precisely, if R belongs to a periodic class of relations with image [K, σ], there exist integers b ≥ 0, c > 0 and matrices Λ 0 , . . . , Λ c−1 ∈ T KN ×KN such that:
We can represent the closed form R using the set of matrices σ(R b ) + · Λ i i∈ [c] . We consider further a function ς :
Example 1. Consider the relation R ⊆ Z {x,y} × Z {x,y} defined by the formula x = y + 1 ∧ y = x, and the image [2, σ] , where σ(R 0 ) = I 4 and, for all n ∈ N:
is periodic with prefix b = 1 and period c = 2, where:
The closed form of R can be defined by the following QFPA formula:
where:
The Reachability Problem for Flat Counter Machines
In this section we define counter machines, which are essentially a generalization of Rabin-Scott finite non-deterministic automata, extended with a set of integer counters, and transitions described by quantifier-free Presburger formulae. Since the class of counter machines with only two counters, increment, decrement and zero test is already Turing-complete [29] , we consider a decidable class of flat counter machines [4, 24, 9] , by forbidding nested loops in the control structure of the machine. By further restricting the relations on the loops to certain periodic classes (e.g. difference bounds, octagons, finite monoid affine relations) [8] , we obtain further that the reachability problem is decidable [4, 9, 8] . In this paper we strengthen these decidability results by showing that the reachability problems are NP-complete for flat counter machines with loops labeled by difference bounds and octagonal relations. Formally, a counter machine (CM) is a tuple M = x, L, init , fin , ⇒ , where x is a set of first-order variables ranging over Z, L is a set of control locations, init , fin ∈ L are initial and final control locations, ⇒ is a set of transition rules of the form R ⇒ , where , ∈ L are control locations, and R ⊆ Z x × Z x is a relation describing the updates of the current values x to the next values x . A counter machine M is said to be flat if and only if every control location is the endpoint of at most one elementary cycle in the control flow graph L, ⇒ of M . We assume, moreover, that the rules of M that are not part of a cycle are labeled with unrestricted QFPA formulae, and restrict only those classes of relations that label the transition rules that are part of a cycle. The size of the counter machine M , represented in binary, is defined as
is the binary size of the smallest QFPA formula defining R. A configuration of M is a pair ( , ν), where ∈ L is a control location, and ν ∈ Z x is a valuation of the counters. A run of M is a sequence of configurations ( 0 , ν 0 ), . . . , ( n , ν n ), of length n ≥ 0, where 0 = init , n = fin , and for each
This problem is, in general, undecidable [29] , and it is decidable for flat counter machines whose loops are labeled only with certain, restricted, classes of QFPA relations, such as difference bounds (Definition 8) or octagons (Definition 11). The crux of the decidability proofs in these cases is that the transitive closure of any relation of the above type can be defined in QFPA, and is, moreover, effectively computable (see [8] for an algorithm). One of the goals of this paper is to provide tight bounds for the complexity of the reachability problem in some of these decidable cases, when the cycles of the input flat counter machine are labeled with periodic relations.
In the following, we give sufficient conditions on the classes of relations labeling the elementary cycles of a counter machine, under which the reachability problem is decidable in NPTIME, in the size of the binary representation of the counter machine.
Definition 5. A class of relations R x is said to be poly-logarithmic if and only if there exist an integer constant d > 0, such that, for all R, R ∈ R x :
1. for all n > 0, R
If R x is a poly-logarithmic class of relations, it is not difficult to see that exponentially large powers R n , i.e. n = 2
, for a constant e > 0, of any relation R ∈ R x , can be computed in PTIME( R 2 ), using exponentiation by squaring.
Definition 6. A periodic class of relations R x , with image [K, σ], is said to be exponentially periodic iff (1) it is poly-logarithmic, (2) the functions σ and ς are computable in PTIME, (3) there exists a constant e > 0, such that, for each R ∈ R x , the prefix and the period of the sequence {σ(R n )} ∞ n=0 are of the order of 2
A class of relations R x is exponentially periodic, only if for any relation R ∈ R x , it is possible to guess exponentially large values b ≥ 0 and c > 0, that are candidates for the prefix and period of R, then compute the powers R b , R c and R b+c in polynomial time, by squaring. Let B = σ(R b ), C = σ(R c ) and ∆ = σ(R b+c ) be the matrices representing the b-th, c-th and (b + c)-th powers of R, respectively, and let Λ be a matrix such that ∆ = B + Λ. Since σ is computable in polynomial time in the size of its input, the matrices B, C and Λ are computable in PTIME( R 2 ).
The final ingredient for an NPTIME decision procedure for the reachability problem, is the ability of checking the following equivalence, given arbitrary matrices B, C, Λ ∈ T
where
, we obtain σ(R b+nc ) = B + n · Λ, for all n ≥ 0. This gives a finite representation of a periodic subsequence of {σ(R n )} ∞ n=0 . The sequence can now be finitely represented, since for each i ∈ [c] and
, is said to be NPinductive if and only if for all P, Q, R ∈ R x , the condition
For the sake of simplicity, we explain the idea of a non-deterministic algorithm (Algorithm 1) for the reachability problem of the flat counter machine below:
Algorithm 1 Non-deterministic algorithm for the reachability problem (1) input: a (1) counter machine M with QFPA-definable labels R ⊆ Z x × Z x and I, F ⊆ Z 2:
return YES 10: fail In case the reachability problem for M has a positive answer, i.e. there exists a run from init to fin in M , two cases are possible. Either the number of iterations of the loop is (i) strictly smaller than b, or (ii) between b + nc and b + (n + 1)c, for some n ≥ 0. The first case is captured by the QFPA formula φ <b (line 5), while the second case is encoded by the QFPA formula φ ≥b (line 7). Both formulae are generated using polynomially many steps of exponentiation by squaring and, in particular, the computation of the formula φ ≥b uses the polynomially computable functions σ and ς. The final step is checking the satisfiability of the disjunction φ <b ∨ φ ≥b (line 8). Since both φ <b and φ ≥b are QFPA formulae of polynomial size, this last satisfiability check can be done in NPTIME [34, Lemma 5] . If the formula produced by a non-deterministic branch of the algorithm is satisfiable, the reachability question has a positive answer. Otherwise, if no branch produces a satisfiable formula, the reachability question has a negative answer. This argument is generalized in Theorem 3 to arbitrary flat counter machines, to show that the reachability problem is in NPTIME.
Theorem 3. Given a set of variables x, if R x is an NP-inductive exponentially periodic class of relations, the reachability problem for the class of counter machines
Proof: NP-hardness is by reduction from the satisfiability problem for QFPA, and the fact that any transition rule of a flat CM, that is not part of a cycle, can be labeled by an arbitrary QFPA-definable relation. More precisely, given an instance φ(x) of the QFPA satisfiability problem, we consider the CM with the following control structure: init
x is the relation defined by φ(x). Clearly, the reachability problem has a positive answer iff φ has a satisfying assignment.
To prove that the reachability problem is in NP, let M = {x, L, 1 , n , ⇒} be a flat counter machine, where x = {x 1 , . . . , x N } and L = { 1 , . . . , n }. First, we reduce the control graph L, ⇒ of M to a dag and several self-loops, by replacing each non-trivial loop of M :
where k > 1, with the following:
locations not in L, and for each rule ij
This operation doubles at most the number of control locations in L. Without loss of generality, we can consider henceforth that each control location i belongs to at most one self loop labeled by a relation R i ∈ R x , for i ∈ {1, . . . , 2n}.
For each relation R i , where i = 1, . . . , 2n, the non-deterministic algorithm performs the steps of Algorithm 1, namely:
1. guess values b i ≥ 0 and c i > 0, of the order of 2
, where e is a constant, compute the powers R , and find
Since R x is an exponentially periodic class, this computation is possible in PTIME( R i 2 ).
check the validity of the condition IND(σ(R
The second phase of the reduction uses a simple breadth-first dag traversal algorithm to label each control location in i , for i = 1, . . . , 2n, with a QFPA formula σ i (x, x ) that captures the summary (effect) of the set of executions of M from the initial state 1 to i . We assume w.l.o.g. that (i) for every location i , i = 2, . . . , 2n, there exists a path in M from 1 to i , and (ii) there is no self-loop involving 1 in M . We consider the sets of variables k = {k 1 , . . . , k 2n } and x t i = x t i, | = 1, . . . , N , where i = 1, . . . , 2n and t ∈ {in, out}. We define σ 1 = , and for all j = 2, . . . , 2n:
where φ ij is the formula defining R ij . Since for every location i , i = 2, . . . , 2n, there exists a control path from 1 to it, the breadth-first traversal guarantees that each predecessor i of a location j is labeled with the summary σ i before j is visited by the algorithm, ensuring that the definition above is correct. Moreover, the dag structure (excepting the self-loops) of the CM after the first reduction step guarantees that it is sufficient to visit each locations only once in order to label it with a summary. Thus, the labeling is done in polynomial time, and, consequently, the size of each summary is bounded by a polynomial in M 2 . It is not difficult to prove that, for all i = 1, . . . , 2n and ν, ν ∈ Z x :
Since the size of the sumary labeling the final location is polynomial in M 2 , and the satisfiability problem is in NPTIME( M 2 ), it follows that the reachability problem for M is in NP.
Difference Bounds Relations
We introduce the class of difference bounds relations, which are definable in a fragment of QFPA consisting of conjunctions of difference constraints of the form x − y ≤ c, where c ∈ Z. These formulae are called zones in the literature on timed automata [1] . Difference bounds relations are typically represented by weighted constraint graphs. This is instrumental in proving Presburger-definability of the closed form of any such relation [12, 9] . In fact, the n-th power of a relation R is defined by a constraint graph G n R consisting of n copies of the constraint graph G R of R. The closed form of the power sequence {R n } ∞ n=0 is defined by the minimal paths in this graph, whose size depends on n.
In [9] , we prove Presburger-definability of the closed forms of difference bounds relations, by showing that the set of paths in G n R , that are needed to define R n , is recognizable by a finite weighted automaton. Using this construction, we show here that the power sequence of any difference bounds relation is periodic (under a suitable computable image) and we bound the prefix and period of this sequence by an exponential function in the binary size of the relation. In the rest of this section, let x = {x 1 , x 2 , . . . , x N } be a set of variables, for some N ∈ N + . Definition 8. A difference bounds constraint φ(x) is a finite conjunction of atomic propositions of the form
x is a difference bounds relation if and only if it is defined by a difference bounds constraint φ R (x, x ).
, and (M φ ) ij = ∞, otherwise. In particular, any inconsistent difference bounds constraint is represented by
A DBM M is said to be consistent if and only if the constraint
is said to be closed if M ii = 0, for all 1 ≤ i ≤ N , and all triangle inequalities M ik ≤ M ij +M jk hold, for all 1 ≤ i, j, k ≤ N . Given a consistent DBM M , the unique closed DBM which is logically equivalent to M is denoted by M * (Fig. 1 (b) ). If M is an inconsistent DBM, we denote M * = −∞ N , by convention. The constraint graph G φ of a difference bounds constraint φ is the weighted graph G M φ corresponding to M φ (see Fig. 1 (a) for an example). Proposition 2. Let φ(x) and φ 1 (x), φ 2 (x) be difference bounds constraints, G φ be the constraint graph of φ and M 1 , M 2 ∈ T N ×N ∞ be the DBMs of φ 1 , φ 2 , respectively. Then the following hold:
-φ is consistent iff G φ does not contain an elementary negative weight cycle,
Proof: See e.g. [13] , §25.5.
It is well known that quantifier elimination 4 for difference bounds constraints takes cubic time in the binary size of the constraint. Then the set of relations R ⊆ Z x × Z x defined by difference bounds constraints φ R (x, x ) is closed under relational composition. Since the identity relation I x is definable by a difference constraint (e.g.
and the empty relation ∅ is definable by any inconsistent constraint (e.g. x − x ≤ −1) the set of difference bounds relations over the variables x forms a class, denoted as DB x in the following.
be a constraint defining a DB relation. (a) shows the graph G φ and (b) the closed DBM representation of φ
In order to prove that the DB x class is periodic, we consider the image [2, σ], where
φ , where φ(x, x ) is any difference constraint that defines R. Observe that σ(∅) = −∞ 2N . Moreover, the choice of the defining formula is not important here, because any two formulae defining R are equivalent, hence their closed DBMs are identical (Prop. 2, point (2)). The mapping σ is a well-defined bijection since, for every matrix
. If the input of σ is a relation represented by a DBM, the closure is computable in time cubic in the size of the DBM represented in binary.
For instance, Fig. 1 (b) shows the matrix σ(R) for the DB relation defined by
As a convention, we place the constraints between pairs of variables from x × x (respectively, x × x , x × x and x × x ) in R ∈ DB x , in the top-left (top-right, bottom-left and bottom-right, respectively) corner of the DBM σ(R). For a DBM M ∈ T 2N ×2N ∞ ∪ {−∞ 2N }, we denote these corners by the DBMs M, M , M, M ∈ T N ∞ ∪ {−∞ N }, respectively (see Fig. 1 (b) ).
For the upcoming developments, it is useful to define the constraint graph representing a composition of DB relations, in which the existentially quantified variables are kept explicitely. In the following, we shall write G R for the weighted graph G σ(R) , in which each vertex 1 ≤ i ≤ N is replaced by the variable x i , and each vertex N < i ≤ 2N is replaced by x i (see Fig. 1 (a) ).
Definition 9. Let R ∈ DB x be a relation and n ∈ N + be an integer. We define the constraint graph
The constraint graph G n R is said to be an unfolding of the constraint graph G R . The key observation relating the power R n of R and the unfolding graph G n R is the following: each difference constraint defining R n is given by a minimal path between extremal vertices in G n R . Formally, for all i, j ∈ {1, . . . , N }, the power R n is defined by the conjunction of the following constraints:
where i and x
The set of constraints (3) is crucial to prove the periodicity of the matrix sequence {σ(R n )} ∞ n=0 , for a DB relation R, and moreover, to obtain accurate upper bounds for the prefix and the period of such sequences. The upcoming developments are aimed at defining the weights
j ), for some p, q ∈ {0, n}, as functions of n. It is important to notice that, if R is a * -consistent DB relation, for any n ∈ N + , there are no cycles of negative weight in the unfolding G n R of G R , due to point (2) of Proposition 2. As a consequence, every minimal path
if the path has a cycle, this cycle must have weight zero or more, therefore the path obtained by removing the cycle will have smaller or equal weight. Fig. 2 (a) shows the constraint graph G R for this definition of R, and Fig. 2 (b) depicts the unfolding G 6 R of G R , and Fig. 2 (d) shows two minimal paths in G 6 R . The next lemma proves that difference bounds relations are poly-logarithmic (Definition 5), which is the first ingredient of the proof of NP-completness of the reachability problems for flat counter machines with loops labeled with DB relations. 
Lemma 8. For any set of variables x, the class DB x is poly-logarithmic.
Proof: Given relations R, R ∈ DB x , the consistency of R can be checked in time O( R 3 2 ), and the composition can be computed in time O(( R 2 + R 2 )
3 ), using the Floyd-Warshall closure algorithm for DBMs. To prove point (1) of Definition 5, we use the constraints (3) together with the observation that any minimal weight path in the unfolding graph G n R of a consistent power R n of R is necessarily elementary. Since G n R has (n + 1) · N nodes, any minimal path has weight at most µ(G R ) · (n + 1) · N . Since there are at most 4N 2 such paths in the definition of R n , we compute:
The first proof of Presburger-definability of closed forms for difference bounds relations has been given by Comon and Jurski [12] , using an over-approximation, called folded graph, of the set of paths in the unfolding of a constraint graph. Their proof is based on the fact that only certain paths in this graph are relevant for the definition of the closed form, namely those paths that do not change direction while traversing vertices from the same SCC of the graph.
An alternative proof of this result, given by Bozga, Iosif and Lakhnech [9] is based on the fact that these paths can be recognized by a finite weighted automaton, thus the weights of these paths can be captured by a QFPA formula that defines the Parikh image of this automaton 5 . Consequently, the weights of the minimal paths can be defined by a Presburger formula with one quantifier alternation.
In the following, we use folded graphs [12] in combination with weighted automata [9] , to prove the periodicity of power sequences of a DB relation, and show, moreover, that the prefix and the period of such a sequence are bounded by an exponential in the binary size of the (representation of) the relation. As discussed in Section 4, this fact is instrumental in proving NP-completness of the reachability problems for flat counter machines with loops labeled by DB relations. The exponential upper bounds in this proof have been obtained by defining a weighted automaton, called zigzag automaton, that recognizes a sufficient set of paths in the unfolding of a constraint graph, which contains all paths of minimal weight. In some sense, the proof method used here is a refinement of the result from [9] using a technique from [12] , which is described next.
Saturation
In this section we show that the periodic behavior of a DB relation R can be understood by considering a saturated version of it, denoted as R sat . We prove that a saturated relation exists for every R ∈ DB x , and all successive powers of R, beyond a certain threshold can be computed by a function taking as argument successive powers of R sat . A saturated relation can be proved periodic by considering minimal paths of a simple form, that do not alternate between edges of opposite directions, involving only variables from the same SCC of the folded graph. This detail is instrumental in providing an accurate upper bound on the period of DB relations. To improve readability, the missing proofs from this section are given in Appendix B.1.
Let x = {x 1 , . . . , x N }, for N ∈ N + , be a set of variables. We recall first the notion of folded graph, introduced in [12] . A relation R ∈ DB x is associated a weighted graph G f R = x, → f , w f , having an edge x i α − → f x j whenever there is an edge
In other words, the folded graph G f R is obtained from the weighted graph G R by collapsing all vertices x i with x i , respectively. For instance, Fig. 1 (c) shows the folded graph for the relation
For two indices of variables i, j ∈ {1, . . . , N }, we define the equivalence relation i ∼ R j if and only if x i and x j belong to the same strongly connected component of G f R . We drop the subscript R when it is clear from the context. For example, the equivalence classes of the ∼ R relation for the difference bounds relation from Fig. 1 (c) are {1, 2, 3} and {4}, respectively. Proposition 3. Let R ∈ DB x be a saturated relation and n > 0 be an integer constant. For any path π :
The following corner inequalities are generalized triangle inequalities that occur in an unfolding of size two of the constraint graph of a DB relation. For instance, Figure  3 shows two cases of corner inequalities. A DB relation R is saturated iff every corner inequality, that involves only variables from the same ∼-equivalence class, holds.
Definition 10. A relation R ∈ DB x , where x = {x 1 , . . . , x N }, for some N ∈ N + , is said to be saturated iff, for all 1 ≤ i, j, k ≤ N , where i ∼ j ∼ k, the following hold:
Fig. 3: Corner inequalities
In the rest of this section we show that, for every relation R ∈ DB x , there exists a saturated relation R sat such that, all powers of R greater than 2N 2 are defined by
, for all n ≥ 2N 2 . We show that R is periodic if R sat is periodic and, moreover, the upper bounds on the prefix and period of R follow from the upper bounds on the prefix and period of R sat .
At this point, it is useful to distinguish between relations that are * -consistent (R n = ∅, for all n ∈ N) and the ones that are not. In the latter case, the period is one and the prefix is bounded by the cut-off result of the following lemma.
Lemma 9. Let R ∈ DB x be a relation, where x = {x 1 , . . . , x N } and N ∈ N + .
1. R is * -consistent only if for every n ∈ N + and 1 ≤ i < j ≤ N , such that i ∼ j, for any repeating paths π i :
Assume for now on that R ∈ DB x is a * -consistent relation and let φ R (x, x ) be any difference bounds constraints that defines it. Let φ ∼ R be the conjunction of all constraints from φ R that involve equivalent variables, i.e.
, where y = {y 1 , . . . , y N }, z = {z 1 , . . . , z N } and:
The following lemma shows that the above sequence converges after at most N 2 steps, yielding a saturated relation, provided that R is * -consistent.
Lemma 10. Let R ⊆ DB x be a * -consistent relation, and φ R (x, x ) be a difference constraint formula defining R. Then for every n ≥ N 2 , we have:
and the formula ∃y∃z . ψ
The following lemma relates the powers of R with those of R sat , and moreover, gives upper bounds on the prefix and period of R, with respect to the prefix and period of R sat , provided that R sat is periodic. This latter fact will be shown in the next section.
Lemma 11. Let R ∈ DB x be a * -consistent relation, where x = {x 1 , . . . , x N }, for a given N ∈ N + . Then for every n ≥ 2N 2 , we have
If, moreover, R sat is periodic, with prefix b sat and period c sat , then R is also periodic, with prefix b and period c, where:
In the following, we show that the prefix and period of a saturated relation R sat ∈ DB x are bounded by an exponential in the binary size of the relation, i.e. they are both of the order of 2 O( Rsat 2 ) . The above lemma generalizes this result to arbitrary relations R ∈ DB x . In particular, if both the prefix and period of R sat are exponential, the coefficients of the matrices σ(R bsat+i sat ) are also bounded by an exponential in the binary size of R, which yields the simple exponential bound on the prefix of R.
Zigzag Automata
In this section we define zigzag automata, which are an important tool for reasoning about the iterations of difference bounds relations. Consider an unfolding G n R of the constraint graph G R , for some n > 0. We recall the constraints (3) which define the closed form of R, using the minimal paths in G n R with endpoints in the set x (0) ∪ x (n) . Each such path can be seen as a word over the finite alphabet of subgraphs of G R , and the set of paths between two distinguished vertices is the language of a finite (weighted) automaton, called zigzag automaton [9] . Intuitively, a zigzag automaton reads, at step i in the computation, all edges between x (i) and x (i+1) simultaneously. The weight of a transition fired by the zigzag automaton at step i is the sum of the weights of these edges. Each run of length n in a zigzag automaton recognizes a word consisting of a single path between two extremal vertices in G n R , i.e. from the set x (0) ∪ x (n) . Since we are interested in the minimal weight paths, that occur in the constraints (3), we aim at computing the minimal weight among all runs of length n, as a function of n. It is shown [9] that the minimal weight functions are definable in Presburger arithmetic, hence the transitive closures of difference bounds relations are Presburger definable as well. Another result is that these functions correspond to periodic sequences [8] . In this section we prove that the prefixes and periods of these functions (for saturated difference bounds relations) are bounded by a simple exponential in the binary size of the relation.
A weighted automaton 6 [33] is a tuple A = Σ, ω, Q, I, F, ∆ , where Σ is a finite alphabet, ω : Σ → Z is a function associating integer weights to alphabet symbols, Q, I, F are the set of states, initial and final states, respectively, and ∆ ⊆ Q × Σ × Q is a transition relation. The weight of a non-empty word w = σ 1 . . . σ n ∈ Σ + is defined as ω(w) = n i=1 ω(σ i ), and ω(ε) = 0 is the weight of the empty word ε. When A is clear from the context, we denote by q σ − → q the fact that (q, σ, q ) ∈ ∆. A run of A is a sequence q 0
A state q ∈ Q is reachable if there exists a run from an initial state to it, and coreachable if there exists a run from it to a final state. A word w ∈ Σ * is accepted by A if there exists a run q 0 w − → q n such that q 0 ∈ I and q n ∈ F . We denote by L(A) the set of words accepted by A, i.e. the language of A. Moreover, we define the function minw A : N → Z, where minw A (n) = min {ω(w) | w ∈ L(A), |w| = n}.
Given a weighted automaton A = Σ, ω, Q, I, F, ∆ , its underlying weighted graph is defined as G(A) = Q, δ, w , where for all q, q ∈ Q: (i) (q, q ) ∈ δ iff there exists σ ∈ Σ such that (q, σ, q ) ∈ ∆, and (ii) w(q, q ) = min {ω(σ) | ∃σ ∈ Σ . (q, σ, q ) ∈ ∆}. We write c(A) and µ(A) for c(G(A)) and µ(G(A)), respectively. From now on, let x = {x 1 , . . . , x N } be a set of variables, for some N > 0, and let R ∈ DB x be a non-empty saturated difference bounds relation. Let π :
be a path in the unfolding graph G n R , for a given n ∈ N + . We define the travel of the path as τ (π) = max 
on this path is said to be forward (backward / vertical) if and only if n +1 = n + 1 (n +1 = n − 1 / n +1 = n ). The path is said to be forward (backward) if and only if it consists of forward (backward) edges only.
A path π is said to be a ∼-product if π = ρ 1 .θ 1 .ρ 2 . . . ρ k−1 .θ k−1 .ρ k , where:
is a forward or backward path, and i ∼ j , for all 1 ≤ ≤ k,
is an edge, and j ∼ i +1 , for all 1 ≤ < k. Intuitively, a ∼-product does not alternate between forward and backward edges, involving variables from the same equivalence class. The main idea is that the n-th power of a saturated relation R ∈ DB x can be defined by considering only ∼-products of minimal weight in the unfolding graph G n R . In the following, we define a weighted automaton that recognizes all ∼-products between the extremal vertices x (0) ∪ x (n) in the unfolding graph G n R , for any n > 0.
The Zigzag Alphabet We recall that, for a DBM M ∈ T 2N ×2N ∞ ∪ {−∞ 2N }, the formula Φ M (x, x ) is the difference constraint corresponding to M , and σ(R) ∈ T 2N ×2N ∞ ∪ {−∞ 2N } is the unique closed DBM that defines R. Then we define Σ R as the set of weighted graphs G = x ∪ x , →, w , where:
1. x c − → y if and only if x − y ≤ c ∈ Atom(Φ σ(R) ), for all x, y ∈ x ∪ x , 2. the in-degree and out-degree of each node are at most 1, and 3. the difference between the number of edges from x to x and the number of edges number of edges from x to x is either −1, 0 or 1. We define the weight of a graph symbol G ∈ Σ R as the sum of the weights that occur on its edges, i.e. ω(G) = x c − →y c. Example 3. Fig. 4 (a) shows a subset of the zigzag alphabet Σ R for the difference bounds relation R ⇔ x 2 −x 1 ≤ −1∧x 3 −x 2 ≤ 0∧x 1 −x 3 ≤ 0∧x 4 −x 4 ≤ 0∧x 3 −x 4 ≤ 0 from Ex. 2. The weights of the symbols in the word are ω( Fig. 2 (c) shows a path
4 from the unfolding graph G 8 R , encoded by the word G 3 . (G 1 .G 2 .G 3 ) 2 .G 4 .
The Transition Table The set of states of the zigzag automaton is Q = { , r, r, r , ⊥} N ,
i.e. the set of N -tuples of symbols , r, r, r and ⊥. Intuitively, these symbols capture the direction of the incoming and outgoing edges of the alphabet symbols: for a path traversing from right to left, r for a path traversing from left to right, r for a right incoming and right outgoing path, r for a left incoming and left outgoing path, and ⊥ when there are no incoming nor outgoing edges from that node. As a remark, the number of states of a zigzag automaton is bounded by 5 N . For example, Figure 4 (c) shows the use of states in a zigzag automaton.
The transition relation ∆ ⊆ Q × Σ R × Q is defined as follows. For all q, q ∈ Q and G ∈ Σ R , we have q G − → q , if and only if, for all 1 ≤ i ≤ N : -q i = iff G has one edge whose destination is x i and no other edge involving x i , -q i = iff G has one edge whose source is x i and no other edge involving x i , -q i = r iff G has one edge whose source is x i and no other edge involving x i , -q i = r iff G has one edge whose destination is x i and no other edge involving x i , -q i = r iff G has exactly two edges involving
k and j ∼ k, -q i ∈ { r, ⊥} iff G has no edge involving x i , -q i ∈ {r , ⊥} iff G has no edge involving x i .
Observe that the variables that occur on any path which traverses a vertex labeled r or r may not belong to the same SCC of the folded graph G f R . As a consequence, every path recognized by a zigzag automaton is a ∼-product. For example, the path recognized by the run in Figure 2 (c) goes forward while crossing the variables x 1 , x 2 , x 3 and, after changing direction, goes backward while crossing only x 4 .
Initial and Final Sets We distinguish four types of paths in
j is said to be odd forward if k = 0 and = n, even forward if k = = 0, odd backward if k = n and = 0, and even backward if k = = n. Observe that the symbols needed to represent an odd path have an odd number of edges, while the ones representing even paths have an even number of edges.
The zigzag automaton for R is a union of four types of automata. Formally, for each i, j ∈ {1, . . . , N } and t ∈ {of , ob, ef , eb} (we use the abbreviations of =odd forward, ob=odd backward, ef =even forward and eb=even backward), the weighted automaton 
G1
G2 G3 G4 G5 G6 G7 (a) The zigzag alphabet ΣR = {G1, . . . , G7} 
j of type t, where p, q ∈ {0, n}. More precisely, we define: I of ij = {q | q i = r and q h ∈ { r, ⊥}, ∀h ∈ {1, . . . , N } \ {i}} F of ij = {q | q j = r and q h ∈ {r , ⊥}, ∀h ∈ {1, . . . , N } \ {j}} I ob ij = {q | q i = and q h ∈ { r, ⊥}, ∀h ∈ {1, . . . , N } \ {i}} F ob ij = {q | q j = and q h ∈ {r , ⊥}, ∀h ∈ {1, . . . , N } \ {j}} figure, hence the alphabet symbols G 6 and G 7 are not used. Fig. 4 (c) shows a run of A ef 24 on the word γ = G 3 . (G 1 .G 2 .G 3 ) 2 .G 4 , encoding an ef -path.
Language and Periodicity The following theorem [9] relates the language of the zigzag automaton with the minimal paths in the unfolding graph of a relation R ∈ DB x . For each n > 0, the weighted automaton A t ij recognizes the set of ∼-products
j , p, q ∈ {0, n}, of type t ∈ {of , ob, ef , eb} from G n R . By Proposition 3, considering only ∼-products is sufficient to capture the set of paths of minimal weight from G n R . The following theorem formalizes these issues.
Theorem 4. Let R ∈ DB x be a saturated relation. Then, for each n > 0 such that R n = ∅, and all i, j ∈ {1, . . . , N }, the following hold:
j only, and moreover, σ(R n ) ij = minw A of ij (n).
each word w
j only, and moreover,
j only, and more-
j only, and moreover, (σ(R n ) ) ij = minw A eb ij (n).
Proof: The points (1), (2), (3) and (4) are based on the proofs of Lemmas 4.6, 4.7, 4.3 and 4.4 from [9] , respectively. The condition that each word w ∈ L(A) t ij , for t ∈ {of , ob, ef , eb} consists of a ∼-product can be proved by contradiction. Suppose that π is a path in w = σ 1 . . . σ n which is not a ∼-product. Then there exists two adjacent edges
u on π such that both edges belong to the same symbol σ i ∈ Σ R , for some 1 ≤ i ≤ n, s ∼ u and either (i) = k + 1 and m ∈ {k, k + 1}, or (ii) = k − 1 and m ∈ {k − 1, k}. Since w ∈ L(A t ij ), there exists a run q 0
In the first case, we have (q i ) t = r and in the second case (q i−1 ) t = r. However, both cases lead to a contradiction with the fact that s ∼ u.
The following corollary wraps up the discussion on zigzag automata by proving the periodicity of difference bounds relations. The next section provides tight exponential upper bounds for the prefix and period of such relations.
Corollary 3. For each set of variables x, the class of relations DB x is periodic.
Proof: Let x = {x 1 , . . . , x N }, for some N ∈ N + , and R ∈ DB x be a relation, and R sat ⊆ R be the saturated relation defined in Lemma 10. By Lemma 11, it is sufficient to prove that the matrix sequence {σ(R n sat )} ∞ n=0 is periodic. Let A t ij , where t ∈ {of , ob, ef , eb} and i, j ∈ {1, . . . , N }, be the zigzag automata for R sat . By Theorem 4 and Corollary 2, we obtain that each sequence {σ(R n sat ) ij } n , for i, j ∈ [2N ], is periodic, which concludes the argument.
Bounding the Period and Prefix of DB Relations
This section shows that both the period and prefix of a periodic relation R ∈ DB x are bounded by a simple exponential in the size of the binary representation of R. To begin with, observe that the period of R is bounded by an exponential in the number of states in the zigzag automaton, by Corollary 1. However, the size of the zigzag automaton is of the order of 2 O(N ) , where N is the number of variables in x, which yields a double exponential bound on the period. We reduce this bound from double to a simple exponential 2 O(N ) , by an analysis of the structure of the critical cycles in the automaton. We recall that a weighted automaton A Lemma 12. Let R ∈ DB x be a saturated relation. Given t ∈ {of , ob, ef , eb} and i, j ∈ {1, . . . , N }, let q γ − → q be a critical cycle of A t ij , where γ is a non-empty word. Then γ consists of a finite set of repeating paths ξ k :
where K ⊆ {1, . . . , N }, and for all k ∈ K:
1. ξ k is either forward, if p k = 0, and q k = |γ|, or backward, if p k = |γ| and q k = 0, 2. for all ∈ K, we have k ∼ if and only if k = .
Proof: We give the proof for the case t = of , the other three cases being similar. Since q is a reachable and co-reachable state of A (i) π has a subpath ξ :
. Since π is a ∼-product and all variables that occur on ξ are equivalent, all edges in ξ must have the same direction, either forward or backward. But since ξ has strictly positive travel, i.e. τ (ξ) > 0, at least one edge on ξ is forward, thus ξ is forward.
(ii) π has a subpath ξ :
and all edges of ξ must have the same direction, either forward or backward. Since τ (ξ) < 0, at least one edge on ξ must be backward, thus ξ is backward. But since q k = r, the only outgoing edge from x (|µ|) k must be either forward or vertical, contradiction. The cases q k ∈ { r, r } both lead to contradictions, using similar arguments. Then either q k = r and γ has a forward path x
To prove point (2), assume that there exist two indices k, ∈ K, such that k ∼ and k = . Then π has a subpath ξ :
, and since k ∼ , it follows that all variables occuring on ξ must be equivalent. Since π is a ∼-product, the same holds for ξ, thus the edges on ξ are either all forward or all backward. But this contradicts the fact that both endpoints of ξ are on the same position |µ|.
We recall that a repeating path x
k is essential if all variables occurring on, except for the endpoints, are pairwise distinct. An essential power is a path ξ 
, where |γ| , it is also a critical cycle. The next theorem gives the upper bounds for the prefix and period of the power sequence of an arbitrary difference bounds relation, stating one of the main results of this paper.
Theorem 5. Given a set of variables x and a relation R ∈ DB x , the period and the prefix of the sequence {σ(R n )} ∞ n=0 are of the order of 2 O( R 2 ) and 2 O( R 2 log R 2 ) , respectively.
Proof: Let x = {x 1 , . . . , x N } and, for each difference bounds constraint φ R defining R, we can assume w.l.o.g. that each variable in x occurs in some atomic proposition from Atom(φ R ). Consequently, we have N ≤ R 2 .
If R is not * -consistent, the period of R is one, and its prefix is at most 6N 7 · µ(G R ), by Lemma 9. Since N, µ(G R ) ≤ R 2 , we obtain the upper bound on the prefix of R.
Otherwise, assume that R is * -consistent, and let R sat ⊆ R be the saturated relation defined in Lemma 10. We compute first the bounds on the prefix and period of R sat . Let A and let G be the common underlying weighted graph of these weighted automata. By Lemma 13, every cycle q γ − → q in the critical graph G c is connected to a cycle q λ − → q, such that λ consists of a set of essential powers {π n k k } k∈K , and |λ| = lcm k∈K |π k |, for some K ⊆ {1, . . . , N }. Since π k is an essential path, we have that |π k | ≤ N , for all k ∈ K and, consequently |λ| divides lcm (1, . . . , N ) . Then the cyclicity of each SCC of G c divides lcm (1, . . . , N ), thus c(G) divides lcm(1, . . . , N ) . By Theorem 4 and Corollary 2, the period of each sequence {σ(R n sat ) ij } ∞ n=0 is a divisor of c(G), hence also a divisor of lcm (1, . . . , N ) . By Lemma 2, the period of the matrix sequence {σ(R n sat )} ∞ n=0 is also a divisor of lcm(1, . . . , N ) = 2 O(N ) , by Fact 1. Hence the period of R sat is of the order of 2 O( R 2 ) , and, by Lemma 11, the same holds for the period of R. With regard to the prefix of R sat , by Theorem 4 and Corollary 2, the prefix of each sequence {σ(R n sat ) ij } ∞ n=0 is at most 4µ(A) · ( Q 10 +c(A)), and by Lemma 2, this is also an upper bound on the prefix of the sequence {σ(R
, therefore the prefix of R sat is of the order of 2 O( R 2 ) . By Lemma 11, the prefix of R is bounded by
, where b sat and c sat are the prefix and period of R sat , respectively. Using the fact that b sat and c sat are of the order of 2 O( R 2 ) , and that the class DB x is poly-logarithmic (Lemma 8), we obtain that the prefix of R is of the order of 2 O( R 2 log R 2 ) . A first consequence is a precise characterization of closed forms of difference bounds relations, given next.
Corollary 4. Given a relation R ∈ DB x , where x = {x 1 , . . . , x N }, its closed form R ⊆ Z x∪{k} × Z x is defined by a finite disjunction of conjunctions of the form:
where α, β ∈ N are constants and the coefficients a t ij , b t ij ∈ T are computable in PTIME( R 2 ), for all t ∈ {of , ob, ef , eb} and i, j ∈ {1, . . . , N }.
Proof: By Corollary 3, the sequence {σ(R n )} ∞ n=0 is periodic with prefix b ≥ 0 and period c > 0. By Theorem 5, we have b = 2 O( R 2 log R 2 ) and c = 2 O( R 2 ) . Then, for each p ∈ [b] and q ∈ [c], it is possible to compute the powers R p , R b+q and R b+c+q in PTIME( R 2 ), using exponentiation by squaring. Moreover, since σ is a polynomially computable function, by Lemma 8, the matrices σ(R b+q ) and σ(R b+c+q ) can also be computed in PTIME( R 2 ). Let Λ 0 , . . . , Λ c−1 ∈ T 2N ×2N be matrices such
Then the closed form R is the disjunction of the following conjunctions, for all p ∈ [b] and q ∈ [c]:
For instance, example 1 shows the definition of the closed form of the difference bounds relation x = y + 1 ∧ y = x.
The Reachability Problem for Flat Counter Machines
We finalize the proof of NP-completness for the reachability problem of flat CM whose loops are labeled with difference bounds relations, with a proof of the fact that the DB x class is NP-inductive (Definition 7). In the following, let R ∈ DB x , where x = {x 1 , . . . , x N }, be a relation, b ≥ 0 and c > 0 be constants, and B = σ(R b ), C = σ(R c ) and Λ be matrices in T 2N ×2N . The condition IND(B, C, Λ) checks the validity of the equality:
This equivalence can be expressed in terms of graphs labeled by univariate tropical monomials in . In general, for a matrix M ∈ T[ ] 2N ×2N of univariate tropical monomials, we consider the labeled graph H M = x ∪ x , → , whose edges are defined as follows, for all 1 ≤ i, j ≤ N :
The left-hand side of the equivalence IND(B, C, Λ) corresponds to the graph H lhs with vertices 2) and edge labels that are univariate linear terms in , such that (i) H lhs ↓ x (0) ∪x (1) equals the graph H B+ ·Λ , with vertices x (0) and x (1) replacing x and x , and (ii) H lhs ↓ x (1) ∪x (2) equals the weighted graph G C , with vertices x (1) and x (2) replacing {1, . . . , N } and {N + 1, . . . , 2N }, respectively. The right-hand side of the equivalence IND(B, C, Λ) is represented, in a similar way, by the graph H rhs , which equals the graph H B+( +1)·Λ , with vertices x (0) and x (2) replacing x and x , respectively. Observe that IND(B, C, Λ) holds if and only if for each x, y ∈ x (0) ∪ x (2) :
To check the conditions (4), observe that minw H rhs (x, y) and minw H rhs (x, y) are both defined by univariate tropical polynomials in , defining the minimal weight paths in H lhs and H rhs , respectively. Moreover, these polynomials are built in time O(N 3 ) by Algorithm 2, which is a symbolic version of the classical Floyd-Warshall algorithm. Observe that the computation step on line (8) builds a symbolic term without evaluating the right-hand side of the assignment, hence it takes constant time.
Finally, each such polynomial is definable by a QFPA formula of size linear in the size of the polynomial and the equivalence (4) can be encoded as the satisfiability of a QFPA formula, which is decidable in NPTIME( R 2 ) [34] . The following theorem concludes the discussion of this section.
Theorem 6. Given a set of variables x, the reachability problem for the class M DBx = {M flat CM | R ∈ DB x for each rule R − → within a cycle of M } is NP-complete.
Proof: By Theorem 3, and the fact that DB x is a poly-logarithmic (Lemma 8), exponentially periodic (Theorem 5) and NP-inductive class of relations. for j = 1, . . . , m do 4:
Pij ← Mij 5:
for k = 1, . . . , m do 6:
for i = 1, . . . , m do 7:
for j = 1, . . . , m do 8:
Pij ← min (Pij, P ik + P kj )
9: return P
Octagonal Relations
Octagonal constraints (also known as Unit Two Variables Per Inequality or UTVPI, for short) appear in the context of abstract interpretation where they have been extensively studied as an abstract domain [28] . Since octagons are a generalization of difference bounds constraints, most results from this section extend the results from Section 5 to this class. In particular, it has been proved that the closed forms of relations defined by octagonal constraints are Presburger-definable [6] , which entails the decidability of the reachability problem for flat counter machines whose cycles are labeled by such relations. Moreover, these relations are shown to be periodic [8] . In this section, we show that the class of octagonal relations is exponentially periodic and, moreover, the reachability problem for the corresponding flat counter machines is NP-complete. As a by-product, we characterize precisely the closed form of octagonal relations in QFPA. The class of integer octagonal constraints is formally defined as follows:
Definition 11. A formula φ(x) is an octagonal constraint if it is a finite conjunction of terms of the form ±x i ± x j ≤ c ij , where c ij ∈ Z, for all 1 ≤ i, j ≤ N .
Given a set of variables x = {x 1 , . . . , x N }, an octagonal constraint φ(x) is usually represented by a difference bounds constraints φ(y), where y = {y 1 , . . . , y 2N }, y 2i−1 stands for +x i and y 2i stands for −x i , with the implicit requirement that y 2i−1 = −y 2i , for each 1 ≤ i ≤ N . Observe that this implicit condition cannot be directly represented as a difference bounds constraint. Formally, we have:
In order to handle the y variables in the following, we defineī = i − 1, if i is even, and ı = i + 1 if i is odd. Obviously, we haveī = i, for all i ∈ Z, i ≥ 1. For example, the octagonal constraint x 1 + x 2 = 3 is represented as y 1 − y 4 ≤ 3 ∧ y 2 − y 3 ≤ −3, with the implicit constraints y 1 + y 2 = y 3 + y 4 = 0. A relation R ⊆ Z x ×Z x over a set of variables x is an octagonal relation if it can be defined by an octagonal constraint φ(x, x ). Since octagonal constraints have quantifier elimination, by Proposition 4 (2), the set of octagongal relations forms a class, denoted as OCT x in the following. where y = {y 1 , . . . , y 4 }. Figure  5(a) shows the graph representation G R . Note that the implicit constraint y 3 − y 4 ≤ 1 (represented by a dashed edge in Figure 5(a) is not tight. The tightening step replaces the bound 1 (crossed in Figure 5 (a)) with 0. Figure 5 
In order to study the periodic behaviour of the power sequences of octagonal relations, we consider the image , where φ R (x, x ) is any octagonal constraint that defines R-the choice of φ R is not important. As usual, we define (∅) = −∞ 4N . Observe that, for any relation R ∈ OCT x , the octagonal constraint Ω (R) defines R.
For an octagonal relation R ∈ OCT x , defined by the constraint φ R (x, x ), we denote by R ∈ DB y the difference bounds relation defined by φ R (y, y ). The following lemma relates the sequence { (R n )} ∞ n=0 of tightly closed DBMs corresponding to the powers of R, with the sequence σ(R n ) ∞ n=0 of closed DBMs corresponding to the powers of the difference bounds relation R.
Lemma 14. For a * -consistent relation R ∈ OCT x , the following holds for any n ≥ 0:
Proof: [10, Lemma 4.30] . First, we prove that octagonal relations are poly-logarithmic (Definition 5).
Lemma 15. For any set of variables x, the class OCT x is poly-logarithmic.
Proof: The consistency of any relation R ∈ OCT x can be checked in time O( R , for a octagonal constraint φ R that defines R, checking consistency of M * φ R
, then applying the condition of Theorem 7 to check octagonalconsistency. Given any other relation R ∈ OCT x , the composition R • R can be computed in time O(( R 2 + R 2 )
3 ), by a quantifier elimination, which requires the compuation of a tightly closed DBM for the constraint φ R (y, y ) ∧ φ R (y , y ), by Proposition 4 (2) . By Theorem 7, the tightening requires at most quadratic number of steps in the size of the DBM. For the point (1) of Definition 5, we infer, by Lemma 14:
By Lemma 8, we have R
because DB x is a poly-logarithmic class. Observe that R 2 ≤ 2 R 2 , since every constraint of R is encoded by two constraints of R. We obtain thus that R
The relation between the n-th powers of R and R is, moreover, instrumental in proving the periodicity of octagonal relations and giving upper bounds on their prefixes and periods.
Theorem 8. Given a set of variables x and a relation R ∈ OCT x , the period and the prefix of the sequence { (R n )} ∞ n=0 are of the order of 2 O( R 2 ) and 2 O( R 2 log R 2 ) , respectively.
Proof: Since each constraint in the representation of R ∈ OCT x corresponds to two constraints in the representation of R ∈ DB y , we have R 2 ≤ 2 R 2 . By Theorem 5, the period c > 0 and the prefix b ≥ 0 of the sequence σR
is computed by taking the minimum of {σ(R n ) ij } ∞ n=0 and
is at most b, and the period c ij is a divisor c, by Lemma 2. By Lemma 18 (Appendix C), the prefix of each sequence
is b iī and its period is 2c iī . Thus the prefix of the sequence
is max(b iī , b j ) ≤ b and its period is 2 · lcm(c iī , c j ) ≤ 2c, by Lemma 16. The conclusion follows by an application of Lemma 17 and the fact that the class DB y is poly-logarithmic (Lemma 8).
As a consequence, we obtain the following characterization of the closed forms of octagonal relations.
Corollary 5. Given a relation R ∈ OCT x , where x = {x 1 , . . . , x N }, its closed form R ⊆ Z x∪{k} × Z x is defined by a finite disjunction of conjunctions of the form:
where α, β ∈ N are constants and the coefficients a t ij ∈ T are computable in PTIME( R 2 ), for all t ∈ {of , ob, ef , eb} and i, j ∈ {1, . . . , N }.
Proof: The proof is done among the same lines as the proof of Corollary 4.
The Reachability Problem for Flat Counter Machines
In order to prove the NP-completness of the class of reachability problems of flat counter machines with cycles labeled by octagonal relations, it is sufficient to show that octagonal relations are NP-inductive (Definition 7). More precisely, we show that the validity of the following equivalence:
where B, C, Λ ∈ T 4N ×4N , is decidable, by a non-deterministic Turing machine, in time polynomial in the sum of the sizes of the binary encodings of B, C and Λ.
Akin to the case of difference bounds relations, we consider two graphs
, → rhs , labeled with univariate tropical monomials in , such that H lhs is the concatenation of the graph H B+ ·Λ with the weighted graph G C , and H lhs is H B+( +1)·Λ . Since both graphs denote octagonal constraints, by Proposition 4 (1) we need to prove that, for all ≥ 0 the path labels corresponding to the minimal paths within the tight closures of the incidence matrices of H lhs and H rhs are equal, for all ≥ 0. These tight closures can be expressed by univariate terms with variable , built in time O(N 3 ), from constants c ∈ Z and the functions min, + and 2 are QFPA-definable. As a direct consequence, the condition IND(B, C, Λ) is decidable in NPTIME. The following theorem states the main result of this paper. and constants c ∈ Z 1: function SYMBTC(M ) 2:
T ← SYMBFW(M ) 3:
for i = 1, . . . , m do 4:
for j = 1, . . . , m do 5:
Tij ← min(Tij,
return T
Conclusions
We prove that the verification of reachability properties for flat counter machines with difference bounds and octagonal relations on loops is NP-complete. The proof relies on a close analysis of the periodic behavior of power sequences of relations, which yields simply exponential upper bounds on the prefixes and the periods of such sequences. As a by-product, we define the closed form of a power sequence as a finite disjunction of constraints from the same class, i.e. difference bounds and octagonal, with coefficients parameterized by the number of iterations. This definition of closed forms is of interest for the study of other verification problems, such as termination, or inter-procedural reachability. 
where ÷ denotes integer division. Observe that s bmax+kc+i = s bmax+(i mod cs) + (k c cs + i ÷ c s )λ s i mod cs and similar for t bmax+kc+i . We have thus the following equivalences:
Under the assumption of this first point, we have:
The second point is symmetric. We obtain the last point by a similar argument. The statement of the lemma follows, with the definition below. For all i ∈ [c]: is the minimal average weight of all cycles in G. We prove the following three facts:
The conclusion follows immediately, by (6) and (8) . For (6) we compute: .
(7) Since γ 1 .δ 1 , . . . , γ n .δ n are critical cycles, we have that w(γ 1 .
. . .
Adding up the above inequalities we obtain:
, by a symmetric argument:
The equality is equivalent to (7), after simplification.
Proof of Fact 1 We know that lcm(1, . . . , n) = p≤n p logp(n) where the product is taken only over primes p. Obviously, for every prime p we have that p logp(n) ≤ p logp(n) = n. Hence, lcm(1, . . . , n) ≤ p≤n n = n Π(n) , where Π(n) denotes the prime-counting function, which gives the number of primes less than or equal to n.
Using the Prime Number Theorem which states that lim k→∞
k/ln(k) = 1 we can effectively bound Π(k). Then, for any > 0, there exists k such that
A. 
2 . From this fact, the statement of the lemma follows immediately.
Proof of Lemma 4 By Prop. 1, for any path ρ in G there exists a path scheme
, and a path ρ = σ 1 .λ
k .σ k+1 ≈ ρ, for some n 1 , . . . , n k ≥ 0. Suppose that λ i is a cycle with minimal average weight among all cycles in the scheme, i.e. w(λ i ) =
For each n j there exist p j ≥ 0 and 0 ≤ q j < |λ i |, such that n j = p j · |λ i | + q j . Let ρ be the path:
It is easy to check that |ρ | = |ρ | and w(ρ ) = w(ρ ), since ρ is minimal.
Clearly ρ is captured by the path scheme ρ 1 .λ * i .ρ 2 , where
. . , σ k , σ k+1 are acyclic elementary paths, by Prop. 1, |σ i | < V . Also, since λ 1 , . . . , λ k are elementary cycles, we have |λ i | ≤ V . Since q i < |λ i | ≤ V , and k ≤ V 2 , by Prop. 1, we have that
Hence ρ 1 .λ * i .ρ 2 is a biquadratic path scheme.
Proof of Lemma 5 First we consider the case µ(G) = 0. In this case max(µ(G), 1) = 1, and any path ρ of length |ρ| > 4· V 6 > V has a cyclic subpath. Since µ(G) = 0, all paths in G have zero weight, hence ρ is minimal. By Lemma 4, there exists an equivalent path ρ which is captured by a biquadratic path scheme σ.λ * .σ of zero weight. Back to the case µ(G) > 0, we have max(µ(G), 1) = µ(G). By Lemma 4, for every minimal path ρ of length L > 0, there exists an equivalent path ρ which is captured by at least one biquadratic path scheme from biq(u, v, L). We will show that if L ≥ 4 · µ(G)· V 6 , the cycle in this path scheme must have minimal average weight among the cycles of all path schemes in biq(u, v, L). 
Assume w.l.o.g. that w(λ i ) < w(λ j ). We compute:
, and moreover, for any path π, w(π) ≤ |π| · µ(G). Since 1 ≤ |λ i |, |λ j | ≤ V , we compute:
Combining this with equation (9), we infer that w(
Therefore, a minimal path of length greater than 4 · µ(G)· V 6 must follow a biquadratic path scheme, whose cycle has minimal average weight, among all possible path schemes, which could be followed by that path.
Proof of Lemma 6 Let C = lcm(1, . . . , V ). We prove that, for an arbitrary path scheme θ:
for all k ∈ N. Let θ = σ.λ * .σ ∈ biq(u, v, 0 + kC) be a path scheme. Clearly,
for some p ∈ N. Since θ is bi-quadratic, then |σ.σ | ≤ V 4 . Since 0 ≥ V 4 , we obtain that 0 ≥ |σ.σ |. As a consequence, p · |λ| ≥ kC. Thus, p ≥ kC |λ| and hence
Observe that p ∈ Z because |λ| ∈ {1, . . . , V } (λ is an elementary cycle) and |λ| divides C. Hence we can define a path ρ = σ.λ p .σ . We compute:
Thus, we have θ ∈ biq(u, v, 0 ) and since θ ∈ biq(u, v, 0 + kC) was an arbitrary path, we have biq(u, v, 0 + kC) ⊆ biq(u, v, 0 ), for all k ∈ N. The other direction is trivial, by taking k = 0. For the second point, we compute:
Proof of Lemma 7
It is sufficient to show that, there exists an integer c > 0 such that, for any 0 > 4 · max(µ(G), 1)· V 6 , there exists r ∈ Z such that minw(u, v, 0 + (k + 1)c) = r + minw(u, v, 0 + kc), for all k ≥ 0. Let c = lcm(1, . . . , V ). By Lemma 6 we have that that minbiq(u, v, 0 ) = minbiq(u, v, 0 + kc), for all k ≥ 0.
We distinguish two cases. First, minw(u, v, 0 +kc) = ∞, i.e. minbiq( +kc, u, v) = minbiq(u, v, 0 +(k+1)c) = ∅, and therefore we obtain minw(u, v, 0 +(k+1)c) = ∞ as well. Second, suppose that minw(u, v, 0 + kc) < ∞. Then there exists a minimal path ρ between u and v such that |ρ| = 0 + kc > 4 · max(µ(G), 1)· V 6 . By Lemma 5, there exists an equivalent path ρ and a biquadratic path scheme σ.λ * .σ ∈ minbiq(u, v, 0 + kc) such that ρ = σ.λ b .σ for some b ≥ 0. Let ρ be the path σ.λ b+ c |λ| .σ . We will show that ρ is minimal. For, if this is the case, then |ρ | = |ρ| + c and w(ρ ) = w(ρ) + c · w(λ), i.e. minw(u, v, 0 + kc) = minw(u, v, 0 + (k + 1)c) + c · w(λ). Since w(λ) is the common average weight of all path schemes in minbiq(u, v, 0 + kc) = minbiq(u, v, 0 + k c), for any k, k ≥ 0, the choice of Λ = c · w(λ) does not depend on the particular value of k.
To show that ρ is indeed minimal, suppose it is not, and let π be a minimal path of length |ρ | = 0 + (k + 1)c > 4 · max(µ(G), 1)· V 6 . By Lemma 5, there exists an equivalent path π and a biquadratic path scheme τ.η * .τ ∈ minbiq(u, v, 0 + (k + 1)c) = minbiq(u, v, 0 + kc) (by Lemma 6) 
We define the path π = τ.η Also, w(ρ) ≤ w(π) and w(π ) < w(ρ ) implies that w(ρ) + w(π ) < w(π) + w(ρ ) which contradicts equation (10) . . But then we obtain a cycle γ of weight w(γ ) ≤ w(γ) < 0 and travel τ (γ ) < τ (γ). This would contradict the assumption that τ (γ) is the minimal travel of all negative weight cycles in G n R . Hence it must be the case that w(π i ) + w(π j ) < 0. Given π i and π j such that i ∼ j and w(π i ) + w(π j ) < 0, we apply the construction of point (1) where ζ, ξ, p and q are the ones from point (1) . To obtain a negative cycle, it is thus sufficient to chose m = ( − k) · (w(ζ) + w(ξ)) + (p + q) · w(π j ). Since ζ and π are elementary paths, we have w(ζ)+w(ξ) ≤ 2N ·µ(G R ) and p+q ≤ 2N . Moreover, since −k ≤ N 2 , we have w(π j ) ≤ N 2 ·µ(G R ). Then it is sufficient to take m = 4N 3 ·µ(G R ). The travel of the cycle thus constructed is at most:
The last inequality is obtained from the following observation: since w(π i ) + w(π j ) < 0, there must exist at least an edge of non-zero weight in G R , hence µ(G R ) > 0.
Proof of Lemma 10
We start by proving the following facts. x, x , z) .
In the following, we write M n for M ∃y∃z . ψ n R .
Fact 4 For all n ∈ N and all i, j ∈ [2N ], (M * n ) ij < ∞ iff there exists a path π in G , thus w(π ) ≥ (M * n ) k > w(π). Since w(π) = w(π ) + w(ξ) + w(ζ), we obtain that w(ξ) + w(ζ) < 0, and because k ∼ , we have that i ∼ j as well, which contradicts the assumption that R is * -consistent, by Lemma. 9, point (1).
For the second point, it is obvious that ∃y∃z . ψ N 2 R (y, x, x , z) ∧ φ R ⇒ φ R , hence R s ⊆ R. Now suppose, by contradiction, that R s is not saturated. Then there exist three indices i ∼ j ∼ k that violate one of the corner inequalities from Def. 10. Assume w.l.o.g that σ(R) ik > σ(R) ij + ( σ(R)) jk the other case being symmetric.
Then we obtain that ∃y∃z . ψ . For this, it is sufficient to show that, for all k ≥ 0:
which follows from the entailments below:
φ R (y, z) → φ ∼ (y, z) → ∃y . φ ∼ (y, z) → ∃y∃z . φ ∼ (y, z) .
Observe that, for k = N 2 , the existentially quantified conjunction on the right-hand side is the formula defining R sat .
Let us assume now that R sat is periodic, hence the sequence of matrices σ(R Observe that each coefficient σ(R is one, it follows that the period of each sequence σ(R is one, thus the period of {σ(R n )} ∞ n=0 is a divisor of c sat . We obtain then c ≤ c sat . For an upper bound on the prefix of R, we apply Lemma 1 to obtain:
abs(m j (w .
