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Abstract
A time-stamped graph is an undirected graph with a real number on each edge. Vertex u
in#uences vertex v if there is a non-decreasing path from u to v. The associated in#uence digraph
of a time-stamped graph is the directed graph that records the in#uences. Among other results,
we determine for what n and t there exists a time-stamped graph whose associated in#uence
digraph has n vertices and t arcs. We also investigate the minimum number of vertices a graph
can have so that a given digraph is an induced subgraph of its associated in#uence digraph. A
number of other questions are also explored.
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1. Introduction
Graph models ;nd wide application in many areas of mathematics, computer science,
and the natural and social sciences. Often these models need to incorporate more
structure than simply the adjacencies between vertices. In this paper we study a model
that has not yet been much explored, in which each edge is associated with a point in
time. Such graphs arise in modelling social structure and communication, as well as
in distributed computing.
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Consider, for example, the research collaboration (multi) graph C, in which the
vertices are mathematicians (or other researchers), and there is an undirected edge
joining two mathematicians for each joint paper they have published, with or with-
out other coauthors. (See [1] for more information on C.) Thus, for instance, there
are 20 edges between Paul Erdo˝s and Ernst Straus, based on their numerous col-
laborations from 1953 to 1983; and there are three edges joining Straus and Al-
bert Einstein—Mathematical Reviews [3] shows these joint articles in the mid-1940s.
There is no edge, however, between Erdo˝s and Einstein. If we make the simplify-
ing assumption that the interaction between researchers takes place instantaneously,
say at the moment a paper is ;nished, then we can assign a time-stamp to each
edge. From this we see that Einstein may have in#uenced the thinking of Erdo˝s,
since Straus already bore the former’s imprint when he worked with the latter, but
not conversely. Therefore, if we construct the associated in3uence digraph CI on
the same vertex set as C, then we would ;nd arcs from Einstein, Straus, and Erdo˝s
to each of the others except for the arc (Erdo˝s, Einstein). Of course, it is possi-
ble that Erdo˝s in#uenced Einstein through some longer time-increasing string of col-
laborations, but we know of none. Our goal here is to raise many questions about
time-stamped graphs and their associated in#uence digraphs, and to answer a few of
them.
One aspect of this problem has a long history, under terms such as gossiping and
broadcasting. As originally posed and solved by numerous authors in the early 1970s,
the gossip problem asks for the minimum number of telephone calls necessary and
suLcient before n people, each possessing a unique piece of information, can all know
all the information. (The application to sharing data among remote processors is obvi-
ous.) In our setting this is asking for the minimum number of edges in a time-stamped
graph on n vertices whose associated in#uence digraph is complete, that is, contains all
n(n−1) possible arcs. The answer turns out to be 2n−4 for all n¿ 4. A survey paper
in 1988 [2] lists 135 references on this and related questions. In these investigations,
however, the emphasis has been on the dissemination of information, rather than on
the in#uences among the vertices.
In this paper, graph will mean an undirected multigraph (parallel edges, but not
loops, are allowed), and digraph will mean a directed graph without loops or (except
in Section 6) parallel arcs (in the same direction). It will often be convenient to regard
a simple graph (one with no parallel edges) as a digraph by replacing each edge by a
pair of arcs joining its two endpoints in opposite directions. As is customary, we let
E(G) (respectively, A(D)) denote the set of edges of a graph G (respectively, arcs of
a digraph D).
A time-stamped graph G = (V; E) is a graph together with a function c : E → R,
called the time-stamp function. We will use the ordered pair (G; c) to denote the graph
G with the time-stamp function c. Let e1; e2; : : : ; et be the edge-sequence of a path in
G. It is a non-decreasing path if c(e1)6 c(e2)6 · · ·6 c(et). Let u and v be distinct
vertices of V . We say that u in3uences v if there is a non-decreasing path from u to
v. Construct the associated in3uence digraph GIc (or G
I, if c is clear from the context)
as follows: Its vertex set is V , and (u; v) is an arc if u in#uences v. Moreover, if u
in#uences v and v in#uences u, then we can use an undirected edge instead of two
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arcs in opposite directions. We think of the arcs of GIc as the in#uences induced (or
generated) by the non-decreasing paths in G.
In the collaboration graph application, a paper with more than two authors creates a
clique in C on the vertices corresponding to the authors, all with the same time-stamp.
However, we may, in fact, always make the time-stamp function injective. Indeed,
consider the subgraph of a time-stamped graph induced by the edges with the same
time-stamp t. Successively replace the edges in each component by a clique (i.e., form
the transitive closure of the subgraph) having time-stamps t+ ; t+2; : : : ; t+ k where
 is chosen so that the interval [t; t + k] contains no other time-stamps present in the
graph. It is clear that the new time-stamped graph generates the same set of in#uences
as the original one. We note that the new time-stamped graph may not retain all the
structural properties of the old graph. For example, if the original time-stamped graph
is a tree, then the revised one may not be.
We remark that one can construct GI from (G; c) in polynomial time. The following
algorithm computes it in O(n3) time for a time-stamped graph with n vertices.
(1) Order the edges in increasing order with respect to the time-stamps. (As stated
above, if c is not injective, we may ;rst replace (G; c) by (G′; c′) on the same
vertex set with c′ injective.)
(2) For each vertex v, set I(v)= {v}. The set I(v) will be the set of vertices that are
known to in#uence v, together with v itself.
(3) For each edge in the ordered list of edges, do the following:
Let the edge be {u; v}. Replace I(u) by I(u)∪I(v), and replace I(v) by I(u)∪I(v).
(4) For every x; y∈V , put the arc (x; y) into A(GI) if and only if x∈ I(y) \ {y}.
In this paper we study the realizability problem: Given a set of parameters, we ask
whether there is a graph G and a time-stamp function c such that the associated in#u-
ence digraph GIc has certain prescribed values of the given parameters. If not, can we
;nd a graph G and a (injective) time-stamp function c such that the associated in#u-
ence digraph has values for this set of parameters that are “closest” to the prescribed
values? On the one hand, a very restricted form of this question is to use a digraph
as the parameter; that is, is there a graph G and a time-stamp function c such that GIc
is the given digraph? If the given digraph is the complete graph, then the answer is
obviously yes. Finding a way to do this with as few edges as possible is the gossip
problem discussed above. On the other hand, a relaxed form of this question is to use
the number of vertices and the number of arcs as the parameters. In this paper we give
a solution to this relaxed question:
Problem 1. Let t and n be positive integers and C be a class of graphs. Is there
a graph in C with n vertices and an injective time-stamp function such that the
associated in3uence digraph has n vertices and t arcs?
We note that the explicit requirement that c is injective has substance. Although we
have already observed that for any pair (G; c), there is another pair (H; c′) with c′
injective such that the associated in#uence digraphs of G and H are the same, H does
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not necessarily belong to C. We restrict c to be injective for the following reason:
Since a class C is selected, we do not want to implicitly step out of C by using a
non-injective function.
In Section 2 we solve Problem 1 when C is the set of trees and then extend it to the
case when C is the set of forests. Moreover, we show that every realizable value for
trees can be achieved by a tree homeomorphic to K2 or K1;3. Those trees that give rise
to the maximum realizable value and the minimum realizable value are also classi;ed.
In Section 3 we solve Problem 1 when C is unrestricted and when C is the set of
connected graphs. In Section 4 we consider the most restricted problem, namely, given
a digraph D= (V; A), does there exist a pair (G; c) such that D=GIc? A more general
problem is to ;nd a smallest graph H whose associated in#uence digraph has D as an
induced subdigraph. Let p(D) = |V (H)| − |V (D)|. We will show that this function is
well de;ned. Some upper bounds for p are given in Section 5; moreover, we compute
p of a star and conjecture a formula for p of a tree. Finally, in Section 6 we extend
our study to directed interactions between vertices; we also pose some open questions.
2. Trees
In this section we solve Problem 1 for trees (undirected, connected graphs with no
loops, multiple edges, or cycles). In fact, we will give a solution using a restricted
class of trees. Let t and m be positive integers. Is there is a tree T with m+1 vertices
and an injective time-stamp function c such that the associated in#uence digraph has t
arcs? Since a tree with m+1 vertices has m edges, we may restrict c to be a bijective
function c :E(T ) → {1; 2; : : : ; m}. Let
tmax(m) = max{|A(T Ic)|: T is a tree with m edges; and c is a
time-stamp function for T}
and
tmin(m) = min{|A(T Ic)|: T is a tree with m edges; and c is a
time-stamp function for T}:
Theorem 2. Let m¿ 1. Then tmax(m) =m(m+ 3)=2 and tmin(m) = 3m− 1. If (T; c) is
a maximizer for tmax(m), then T is a caterpillar; 1 in addition, for every caterpillar
T , there is a time-stamp function c such that (T; c) is a maximizer for tmax(m). If
(T; c) is a minimizer for tmin(m), then T is a path.
Proof. Since each edge induces two arcs in the associated in#uence digraph and
each path of length 2 induces at least one arc in the associated in#uence digraph,
|A(T Ic)|¿ 2m + a(T ) where a(T ) is the number of paths of length 2 in T . We claim
that
m− 1 = min{a(T ): T is a tree with m edges}:
1 A caterpillar is a tree in which a single path (the spine) is incident to, or contains, every edge.
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Fig. 1. A path.
We ;rst observe that the path with m edges gives m− 1 paths of length 2. We claim
that this is the unique minimizer for a(T ). The proof is by induction, the base cases
being trivial. Let T ∗ be a minimizer for a(T ) with m edges, and assume that T ∗ is
not a path. Then T ∗ has a vertex v of degree k¿ 3. Let B1; B2; : : : ; Bk be the trees
obtained by deleting v. Let Ti be the tree obtained by deleting the vertices of Bj from
T for all j 
= i; in particular v∈V (Ti). By the induction hypothesis, each Ti has at
least mi−1 paths of length 2, where mi is the number of edges in Ti. So
∑k
i=1 mi=m.
Hence the number of paths of length 2 in T ∗ is at least
k∑
i=1
(mi − 1) +
(
k
2
)
= m− k +
(
k
2
)
¿m− 1:
Hence the path is the unique minimizer for a(T ) over trees with m edges. This shows
that tmin(m)¿ 3m− 1; and if (T; c) is a minimizer that attains tmin(m) = 3m− 1, then
T is a path. We now show that this is attainable. Let the vertex set of the path be
{v1; v2; : : : ; vm+1} and the edge set be {e1; e2; : : : ; em}, where ei = {vi; vi+1}. Then any
bijections
codd : {ei: i is odd} →
{
1; 2; : : : ;
⌈
k
2
⌉}
and
ceven : {ei: i is even} →
{⌈
k
2
⌉
+ 1;
⌈
k
2
⌉
+ 2; : : : ; k
}
will do. (See Fig. 1 for m= 7.)
Since each edge induces two arcs in the associated in#uence digraph, each path of
length at least 2 induces at most one arc in the associated in#uence digraph, and there
is a unique path between two distinct vertices in a tree,
tmax(m)6 2m+
((
m+ 1
2
)
− m
)
=
m(m+ 3)
2
:
We ;rst observe that a star with any c gives this maximum, so it is attainable. We
now show that if (T; c) is a maximizer, then T is a caterpillar. Suppose not. Let
T be a tree that is not a caterpillar but has an in#uence one way or the other be-
tween every pair of vertices. Since T is not a caterpillar, it has a subgraph that is
a subdivision of the claw of size 3 shown in Fig. 2. Since only the relative order
of the time-stamps determines in#uences, we assume, without loss of generality, that
the time-stamps on these six edges are {1; 2; 3; 4; 5; 6}. If c({a; b}) = 1, then there
can be no in#uence between h and f. Hence c({a; b}) 
= 1. Similarly, c({a; d}) 
= 1
and c({a; f}) 
= 1. Without loss of generality, we assume that c({b; h}) = 1. Now if
c({a; d}) = 2, then there can be no in#uence between e and f. So c({a; d}) 
= 2.
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Fig. 2. A subdivision of a claw.
Similarly, c({a; f}) 
= 2. If c({d; e}) = 2, then there can be no in#uence between h
and e. Therefore c({d; e}) 
= 2, and similarly c({f; g}) 
= 2. Thus c({a; b}) = 2. Now,
without loss of generality, assume that e in#uences g. This forces c({d; e}) = 3 and
c({d; a}) = 4, and now there is no in#uence between e and h. This contradiction im-
plies that T must be a caterpillar. To see that every caterpillar can be a maximizer
for tmax(m), let w1; w2; : : : ; wk be the (internal) vertices on the spine of the caterpillar
such that ei={wi; wi+1}. Let Si={e∈E(T ): e is a leg incident to wi}. Then order the
edges as follows: S1; e1; S2; e2; : : : ; ek−1; Sk , and give the ith edge the time-stamp i.
The natural question is to ask whether every number of in#uences in the interval
[3m−1; m(m+3)=2] can be achieved by a tree with m edges. If the answer is yes, then
a deeper question is to see whether it can be achieved by using a restricted class of
trees. For example, since Theorem 2 shows that both the maximum and the minimum
can be achieved by a path, one may also wonder whether every number is achievable
by a path. The next proposition shows that the answer to this last question is no except
for the trivial cases when m= 1; 2; 3.
Proposition 3. A path with m¿ 4 edges and an injective time-stamp function cannot
induce exactly m(m+ 3)=2− 1 in3uences.
Proof. Suppose such a time-stamped path (P; c) exists with range(c) = {1; 2; : : : ; m}.
Since it induces m(m+3)=2− 1 in#uences, there is exactly one path of length at least
2 that induces no in#uence. Let the vertices on P be v1; v2; : : : ; vm+1 with vi adjacent to
vi+1 for 16 i6m. Suppose c({vi; vi+1}) = m. If i 
∈ {1; m}, then since m¿ 4, either
the path from v1 to vi or the path from vi+1 to vm+1 has length at least 2. Without loss
of generality, we may assume that the path from v1 to vi has length at least 2. Then
neither the path from v1 to vm+1 nor the path from v2 to vm+1 induces an in#uence, a
contradiction. Hence, without loss of generality, we may assume that c({vm; vm+1})=m.
Let vj be the farthest vertex from v1 that v1 in#uences; that is, v1; v2; : : : ; vj is the
maximal non-decreasing subpath starting from v1. Since c({vm; vm+1}) = m, we have
j6m− 1; otherwise, the path would induce m(m+ 3)=2 in#uences. Then there is no
in#uence between v1 and vm+1 nor between v2 and vm+1 since m¿ 4.
E. Cheng et al. / Discrete Applied Mathematics 128 (2003) 317–335 323
vm
m
1
2 43 5
v1 v2 v3 v4 v5 v6 vm-1vi
Fig. 3. A caterpillar with one leg.
We now know that the class of paths of m edges is not large enough to induce
all numbers of in#uences in the interval [3m − 1; m(m + 3)=2]. (An interesting open
problem is to ;nd all the values that can be attained from paths.) Since the class of
paths is not large enough, we must include graphs having at least one vertex of degree
3 or above. We will show that adding one such vertex of degree 3 is enough, that
is, the class of trees that are homeomorphic to either K2 or K1;3 will suLce. In fact,
we will show that trees with time-stamp 1 on a leaf-edge and homeomorphic to K2 or
K1;3 are suLcient. We start with the following lemmas. Remember that we are always
assuming that c is bijective with range {1; 2; : : : ; m}.
Lemma 4. For every integer t in [m(m+3)=2−m+2; m(m+3)=2], there exists (T; c)
where T is a tree homeomorphic to K2 or K1;3 with m edges and the time-stamp 1
on a leaf-edge such that T Ic has t arcs.
Proof. We use a path on m − 1 edges with time-stamps from 2 to m as shown in
Fig. 3. This will create (m−1)(m+2)=2=m(m+3)=2−m−1 in#uences. We now join
an additional leaf-edge to the path, with time-stamp 1. We consider joining it to each
of the vi’s. If it is joined to v1, then it will create m+ 1 extra in#uences, so the total
is m(m + 3)=2, as expected. If it is joined to v2, then it will still create m + 1 extra
in#uences. If it is joined to v3, then it will create m extra in#uences. In general, if
26 i6m, then attaching the new leaf-edge at vi will create m− i+3 extra in#uences,
and the result follows.
Lemma 5. For every integer t in [m(m + 3)=2 − 2m + 5; m(m + 3)=2 − m + 2], there
exists (T; c) where T is homeomorphic to K2 or K1;3 with m edges and the time-stamp
1 on a leaf-edge such that T Ic has t arcs.
Proof. We use a path on m − 2 edges with time-stamps from 2 to m as shown in
Fig. 4. This will create (m− 2)(m+ 1)=2 =m(m+ 3)=2− 2m− 1 in#uences. We now
join two additional vertices forming a path to the existing path whose edges have
time-stamp 1 and m, with the edge with time-stamp 1 being a leaf-edge. We consider
joining this path to each of the vi’s. If it is joined to v1, then it will create six extra
in#uences, so the total is m(m+3)=2− 2m+5. If it is joined to v2, then it will create
seven extra in#uences. In general, if 16 i6m − 2, then joining this path to vi will
create i+5 extra in#uences. (Note that joining the path to vm−1 will create m+3 extra
in#uences and not m+ 4.) The result follows.
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Fig. 4. A caterpillar with one leg, which is then subdivided.
Theorem 6. For every integer t in [3m−1; m(m+3)=2], there exists (T; c) where T is
homeomorphic to K2 or K1;3 with m edges and the time-stamp 1 on a leaf-edge such
that T Ic has t arcs.
Proof. It is easy to check that the result is true for m6 2. Let m¿ 3. Assume it is true
for 16m′6m−1. Let k be an integer in [3m−1; m(m+3)=2]. It follows from Lemmas
4 and 5 that we may assume that k is in the interval [3m− 1; m(m+ 3)=2− 2m+ 4].
We claim that by the induction hypothesis, there is a tree T isomorphic to K2 or K1;3
with m − 2 edges and the time-stamp 1 on a leaf-edge inducing k − 6 in#uences. To
see this, we check that k − 6 is in the interval [3(m− 2)− 1; (m− 2)(m+ 1)=2]. This
is true since k is in the interval [3m− 1; m(m+ 3)=2− 2m+ 4]. Now by mapping the
time-stamps of T to the labels 2; 3; : : : ; m − 1 in a natural way, the resulting tree still
induces k − 6 in#uences. We know by the induction hypothesis that the time-stamp 2
is on a leaf-edge {u; v} where v is a leaf. We add {v; y} with time-stamp m and {y; z}
with time-stamp 1. This adds six more in#uences, giving k in#uences in the new tree,
as desired.
Corollary 7. Let F be ∅ if m=1; {3; 4} if m=2; {3; 6; 7} if m=3; {3; 6; 10} if m=4,
and {3} if m¿ 5. Then there exists (F; c) where F is a nontrivial forest with m+ 1
vertices and c is injective such that F Ic has t arcs if and only if t ∈ [2; m(m+3)=2]\F.
Proof. Given m¿ 1, we would like to construct (F; c) where F is a forest with m+1
vertices such that F Ic has t arcs. We ;rst note that t=3 is not realizable. Clearly, only
t=2 is realizable if m=1. Suppose m=2. Then the forest has 3 vertices. If it has one
component, then only t=5 is realizable by Theorems 2 and 6. If it has two components,
then one component is a tree with two vertices and the other is a singleton, and hence
only t = 2 is realizable. Suppose m = 3. Then the forest has four vertices. If it has
one component, then only t = 8; 9 are realizable. If it has two components with one
component on three vertices, then only t = 5 is realizable. If it has two components
with each component having two vertices, then only t = 4 is realizable. If it has three
components, then only t = 2 is realizable. The argument for m= 4 is similar.
Now assume m¿ 5. Then by considering a forest with a component on k+1 vertices
and m−k singletons where 26 k6m, we can deduce that each t in [3k−1; k(k+3)=2]
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is realizable. Now by considering a forest with a component on k vertices and m−k+1
singletons, we can deduce that each t in [3k − 4; (k − 1)(k + 2)=2] is realizable. Since
(k − 1)(k + 2)=2¿ 3k − 1 if k¿ 5, every t in [11; m(m + 3)=2] is realizable. Since
m¿ 5, we can conclude that t=2; 4; 5; 7; 8; 9 are realizable just by considering a forest
on ;ve vertices. By taking three components having two vertices and the others being
singletons, t=6 is realizable. Finally, by taking a component with four vertices realizing
eight in#uences, a component with two vertices and the others being singletons, t=10
is realizable.
We will also mention the following related result without proof. The point of view
is from the number of edges and its proof is simpler than the proof for the previous
result.
Theorem 8. For every integer t in [2m;m(m+ 3)=2], there exists (F; c) where F is a
forest with m edges and c is injective such that F Ic has t arcs.
If c is permitted to be non-injective, then the number of arcs in the associated
in#uence digraph of a tree may fall outside [3m − 1; m(m + 3)=2]. For example, if
every time-stamp is the same, then all m(m+1) in#uences occur. However, such cases
really correspond to time-stamp graphs that are not trees as seen in Section 1.
3. Graphs
We now turn our attention to Problem 1 when C is unrestricted and when C is the
set of connected graphs. In this section whether or not the time-stamp function c is
injective is moot, because of the observation in Section 1. Since tmin(m) = 3m − 1, a
connected time-stamped graph with m+ 1 vertices cannot generate fewer than 3m− 1
in#uences, and clearly m(m + 1) is the maximum possible number of in#uences. Our
next result shows that every value in this range can be achieved.
Theorem 9. For every integer t in [3m− 1; m(m+ 1)], there exists (G; c) where G is
a connected graph with m+ 1 vertices such that GIc has t arcs.
Proof. We know that the range [3m − 1; m(m + 3)=2] can be obtained from trees.
Thus we only need to consider the range [m(m + 3)=2 + 1; m(m + 1)]. Now m(m +
3)=2 in#uences can be obtained from a path with vertices {v1; v2; : : : ; vm+1} and edges
between vi and vi+1 with time-stamp i for i = 1; 2; : : : ; m. Adding an edge between vi
and vj with time-stamp i where j¿ i+2 gives j− i− 1 additional in#uences, namely,
the in#uences from j to b for b= i; i+1; : : : ; j−2. Let S(j) be the number of additional
in#uences from j to b with b¡j given by this construction. Then S(j) is a unique
element in {0; 1; 2; : : : ; j−2}. (The number 0 corresponds to not adding any edge.) It is
easy to see that the additional in#uences involving j1 and j2 using this construction are
diSerent if j1 
= j2. Hence by picking an element from each of S(3); S(4); : : : ; S(m+1),
we can add q additional in#uences for any q6m(m − 1)=2, bringing the total up to
any value not exceeding m(m+ 3)=2 + m(m− 1)=2 = m(m+ 1).
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The next corollary extends the result to the unrestricted case.
Corollary 10. Let F be ∅ if m=1; {3; 4} if m=2; {3; 7} if m=3, and {3} if m¿ 4.
Then there exists (G; c) where G is a non-trivial graph (not necessarily connected)
with m+ 1 vertices such that GIc has t arcs if and only if t ∈ [2; m(m+ 1)] \F.
Proof. We note that t = 3 is not realizable. The result for m = 1 and m¿ 5 follows
from Theorem 6, Corollary 7, and Theorem 9. It is also easy to check the cases for
m= 2; 3; 4.
4. The restricted question
In this section we consider the most restrictive parameter, giving us the following
problem.
Problem 11. Let D be a digraph with n vertices. Is there a graph H in the class C
with n vertices and a (injective) time-stamp function c such that H Ic = D?
We say that D is realizable if the answer to Problem 11 is yes. For the remainder
of this paper, we assume that the class C is the class of all graphs. (Hence in light of
the observation in Section 1, we can allow c to be non-injective in our proofs without
any loss of strength.) Unlike the more relaxed Problem 1, the answer to Problem 11
is often no. For example, suppose G 
= K2 is an undirected connected simple graph
(i.e., viewed as a digraph, all of its arcs occur in antiparallel pairs). If there exists a
vertex v such that the subgraph of G induced by the neighbours of v is not connected
or deg(v)=1, then G is not realizable as an associated in#uence digraph. This will be
proved below. So it is natural to consider the following de;nition and problem.
De'nition 12. Given a digraph D = (V; A), let
p(D) = min{|V (H Ic)| − |V (D)|: D is an induced subdigraph of H Ic};
where the minimum is taken over all time-stamped graphs (H; c).
Problem 13. Find p(D) for a given digraph D.
We note that p is well-de;ned, as we will give an upper bound for p in Proposition
20. As an application, let D be a digraph on the set of mathematicians. Then if D
is not the collaboration in#uence digraph for mathematicians, is it perhaps an induced
subdigraph of the in#uence digraph for mathematicians and physicists?
Clearly a digraph D is realizable if and only if p(D)=0. We now give examples in
which p(D)¿ 0. Although we are dealing with directed graphs, we wonder whether
the special case when D is generated from an undirected graph would be easier. These
examples consider the general case when D directed and the special case when D is
an undirected graph (each undirected edge representing two arcs).
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Proposition 14. Suppose D is a directed graph with at least three vertices whose
underlying undirected graph 2 G is connected. 3 If there exists a vertex v such that
degG(v)6 2, then p(D)¿ 1.
Proof. Suppose p(D) = 0. Let H be a time-stamped graph giving rise to D. Then D
and H (and hence G and H) have the same vertex set. Clearly degG(u)¿ 2 for every
vertex u. Suppose degG(v)=2. Note that H is connected since G is connected. Clearly
v must have degree 1 in H as degG(v) = 2. Now, H has at least three vertices, H
is connected, and v has degree 1. Therefore there must be a path of length 2 of the
form v; u; w. Note that v and u in#uence each other. Now, either v in#uences w or vice
versa, depending on the time-stamps on the edges {v; u} and {u; w}. In either case,
this implies degG(v)¿ 3, a contradiction.
Corollary 15. Suppose G 
= K2 is an undirected connected graph. If there exists a
vertex v such that deg(v) = 1, then p(G)¿ 1.
Proposition 16. Suppose D is a directed graph whose underlying undirected graph G
is connected. If there exists a vertex v such that the subgraph of G induced by the
neighbours of v has k¿ 2 components, then p(D)¿ k − 1.
Proof. Let the vertex set of D be V . Let H with vertex set V ∪˙W be a time-stamped
graph such that T = H I. Let the components of the subgraph of G induced by the
neighbours of v be C1; C2; : : : ; Ck . For i = 1; 2; : : : ; k, there is a non-decreasing path Pi
in H between v and a vertex vi in Ci, and we may assume that every internal vertex
(if any) belongs to W . If Pi is of length at least 2, let wi be the ;rst internal vertex on
Pi from vi to v in H . (We note that although Pi may be a non-decreasing path from v
to vi; wi will still be selected according to this rule.) Call wi the slave of vi and vi the
master of wi. We claim that at most one of P1; P2; : : : ; Pk is of length 1. Suppose not,
say Pi and Pj are of length 1. Then we have a path of length 2 from vi to vj in H .
Hence either vi in#uences vj or vice versa, a contradiction to the de;nition of Ci and
Cj. Although wi may be an internal vertex of Pj, we claim that wi 
= wj, that is, no
slave can serve two masters. If this is not the case, we would have a path of length 2
from vi to vj in H , a contradiction. Hence we have constructed k − 1 distinct elements
of W , as desired.
Corollary 17. Suppose G is an undirected connected graph. If there exists a vertex v
such that the subgraph of G induced by the neighbours of v has k components, then
p(G)¿ k − 1.
Given these stringent necessary conditions, one may wonder whether there are large
classes of graphs that are realizable. The next proposition gives such a class: a complete
2 The underlying undirected graph is obtained from the digraph by removing the direction on the arcs. So
the number of edges in the underlying undirected graph is the number of arcs in the digraph.
3 Such a digraph is often called weakly connected.
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graph with the edges of a clique removed. (The graph Kn \ E(Km) is often described
as the join of Kn−m and an independent set of m vertices, or as a complete multipartite
graph with one part of size m and n− m parts of size 1.)
Proposition 18. Let G = Kn \ E(Km) where n¿ 2m. Then p(G) = 0. In particular,
p(Kn) = 0.
Proof. Let V1={v1; v2; : : : ; vm}, V2={vm+1; vm+2; : : : ; v2m}, and V3={v2m+1; v2m+2; : : : ; vn}.
Note that V1 or V3 may be empty. Construct the graph H with vertex set V1 ∪V2 ∪V3
as follows: For all u; v∈V2 ∪ V3, put two edges between u and v, where one has
time-stamp 1 and the other has time-stamp 3; and put one edge between vi and vm+i
with time-stamp 2 for all 16 i6m. Then it is easy to check that H I = Kn \ E(Km).
Remark 19. We note that the graph constructed in Proposition 18 will not be more
complicated even if we want c to be injective. Instead of the general technique of
computing transitive closure given in Section 1, the construction in the proof of
Proposition 18 will work if the time-stamps are all within 13 of their stated
values.
Proposition 18 gives us a nice class of realizable graphs, but these graphs are dense.
So one might think that if p(D) = 0, then D must be “close” to complete. This is
not the case, as we already have a class of digraphs D with n vertices and 3n − 4
arcs having p(D) = 0, namely, the associated in#uence digraphs of (T; c) that achieve
tmin(n − 1); see Theorem 2. For an undirected example, let G be the graph whose
vertices are {0; 1; 2; : : : ; 2k − 1} where 2k¿ 6 with undirected edges from i to i ± 1
and i± 2, as well as from 2i to 2i− 3 for all i (everything modulo 2k). Then G=H I
where V (H) = V (G) and H has an edge with time-stamp approximately 2 between
2i and 2i + 1, an edge with time-stamp approximately 1 between 2i and 2i − 1, and
an edge with time-stamp approximately 3 between 2i and 2i − 1 for all i (everything
modulo 2k).
5. Bounds for p
In this section we give some upper bounds for p. We start with the following simple
bound.
Proposition 20. Let D be a digraph with m arcs. Then p(D)6m.
Proof. Let n be the number of vertices of D. We construct H as follows. Replace
each arc ei=(u; v) in D by two undirected edges, {u; yi} with time-stamp i and {yi; v}
with time-stamp m+ i, where yi is a new vertex. Then H has m+ n vertices and all
time-stamps are distinct. It is easy to see that D is the subdigraph of H Ic induced by
the vertices of D. Hence p(D)6m.
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Fig. 5. A tree with two vertices and a time-stamped graph.
Fig. 6. A rooted tree.
For trees, we can improve this bound. We consider an undirected tree T with n ver-
tices as a digraph. For the tree with two vertices in Fig. 5a, Fig. 5b gives a time-stamped
graph whose associated in#uence digraph contains Fig. 5a as an induced subgraph. Al-
though it is not optimal, it provides a basic structure to use in an arbitrary tree. We
call the graph in Fig. 5b a tadpole, with u its head and v its tail. The edge incident
to v, called the tail-edge, has a medium time-stamp, whereas the edges incident to u
have a small time-stamp and a large time-stamp.
To apply this idea to an arbitrary tree, we root the tree at some vertex. We now
carry out the procedure described in Fig. 5, replacing each edge by a tadpole, with an
adjustment so that there are no repeated time-stamps, working from the top down to
guarantee that no two tails coincide (see Figs. 6 and 7). It is easy to check that the
resulting graph is a time-stamped graph whose associated in#uence digraph contains T
as an induced subdigraph. This gives the following result.
Proposition 21. Let T be a tree with n vertices. Then p(T )6 n− 1.
This is better than the bound given in Proposition 20. However, this bound is not
optimal (even for trees), since p(K2) = 0¡ 1. To improve this bound, we note that
in our construction, we just have to avoid two tails coinciding. Every vertex is a tail
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Fig. 7. A time-stamped graph with seven new vertices whose associated in#uence digraph contains Fig. 6
as an induced subdigraph.
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Fig. 8. A time-stamped graph with six new vertices whose associated in#uence digraph contains Fig. 6 as
an induced subdigraph.
except the root. So we will not apply the procedure at one of the edges incident to
the root; this edge, called a special edge, will have a medium time-stamp (see Fig. 8).
Thus we have
Theorem 22. Let T be a tree with n vertices. Then p(T )6 n− 2.
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Fig. 9. Both the second and the third graph are time-stamped graphs whose associated in#uence digraph
has the ;rst graph as an induced subdigraph. Both are diSerent from the construction given in the proof of
Theorem 22.
This is optimal for a tree with two vertices. Can we do better in general? We note
that our construction is not unique. Consider a path on four vertices. Fig. 9 gives two
additional constructions. Consider a star of size 3. Fig. 10 gives a diSerent construction.
As we will prove next, this bound is optimal for stars. We conjecture that it is optimal
for all trees.
Theorem 23. Let T = K1; n−1 be a star with n vertices. Then p(T ) = n− 2.
Proof. This follows directly from Theorem 22 and Proposition 16.
Conjecture 24. Let T be a tree with n vertices. Then p(T ) = n− 2.
We can now give a better bound on p for graphs, based on the bound for trees.
Proposition 25. Let D = (V; A) be a digraph with n vertices and m arcs. Let E be
the set of edges of D, i.e., the pairs of vertices joined by antiparallel arcs. Suppose
(V; E) is a connected graph. Then p(D)6m− n.
Proof. Let T be a spanning tree of (V; E). We apply the procedure given in the proof
of Theorem 22 to obtain a time-stamped graph whose associated in#uence digraph
is the subdigraph of D induced by T . Moreover, we choose the time-stamps on the
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Fig. 10. The second graph is a time-stamped graph whose associated in#uence digraph has the ;rst graph
as an induced subdigraph. The construction is diSerent from the construction given in the proof of Theorem
22.
tail-edges of all the tadpoles to be 4, the time-stamps on the two edges of each tadpole
incident to its head to be 1 and 6, respectively, and the time-stamp on the special
edge to be 3. Let A′ be A with all the arcs forming the edges in T removed. For
every arc in A′, we apply the procedure given in the proof of Proposition 20 with
the additional constraint that one of the two time-stamps generated by such an arc is
2 while the other is 5. It is routine to check that the subgraph induced by V of the
digraph associated with this time-stamped graph is D. Every arc generated one new
vertex, with the exception that every edge (two arcs) in T other than the special edge
generated only one new vertex and the special edge (two arcs) generated none. This
gives a saving of (n − 2) + 2 new vertices, so p(G)6m − (n − 2) − 2 = m − n, as
required.
Another way of looking at Proposition 25 is that we have a special edge that does
not generate any new vertices, and we have trees rooted at vertices of this special
edge, whose edges generate one vertex for each edge (two arcs) rather than two. We
can use any clique in place of this special edge, leading to the following result.
Theorem 26. Let D = (V; A) be a digraph with n vertices and m arcs. Let E be the
set of edges of D, i.e., the pairs of vertices joined by antiparallel arcs. Suppose (V; E)
is a connected graph with a clique of size k. Then p(D)6m− n− k2 + 2k.
Proof. LetK be a clique of size k with vertices v1; v2; : : : ; vk in (V; E). Let T1; T2; : : : ; Tk
be the trees in a spanning forest of (V; E) \ E(K) rooted at v1; v2; : : : ; vk , respectively.
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It is clear that such a spanning forest exists. We apply the procedure given in the proof
of Proposition 21 (not Theorem 22) to obtain a time-stamped graph Gi for each Ti such
that the subdigraph of GIi induced by V (Ti) is Ti. Moreover, we choose the time-stamps
on the tail-edges of all the tadpoles to be 4, and the time-stamps on the two edges
of each tadpole incident to its head to be 1 and 6 respectively. Each edge in K is
given time-stamp 3. Let A′ be the set of arcs not in E(K)∪˙E(T1)∪˙E(T2)∪˙ · · · ∪˙E(Tk).
For every arc in A′, we apply the procedure given in the proof of Proposition 20,
but with the two time-stamps generated by such an arc being 2 and 5. It is rou-
tine to check that the subdigraph induced by V of the digraph associated with this
time-stamped graph is D. Since every arc generated one new vertex with the excep-
tion that every edge (two arcs) in Ti generated only one new vertex and every edge
(two arcs) in K generated none, we have a saving of (n − k) + 2
(
k
2
)
vertices, so
p(D)6m− (n− k)− 2
(
k
2
)
= m− n− k2 + 2k, as required.
A remark similar to Remark 19 can be made about the construction given in the
proof of Proposition 25 and Theorem 26. In fact, Theorem 26 can be strengthened with
only a slight modi;cation. We state this generalization without proof.
Theorem 27. Let D = (V; A) be a digraph with n vertices and m arcs. Let E be the
set of edges of D, i.e., the pairs of vertices joined by antiparallel arcs. Suppose (V; E)
is a connected graph with vertex-disjoint cliques of sizes k1; k2; : : : ; kr . Then
p(D)6m− n−
r∑
i=1
(k2i − 2ki):
6. Concluding remarks
In this paper we studied the associated in#uence digraphs of time-stamped graphs,
especially their realizability. Our motivating examples of collaboration graphs are undi-
rected, as an edge represents a collaboration between two authors, and hence each is
in#uenced by the other. In some situations, however, a collaboration between two per-
sons may induce a one-way in#uence; for example a student may be in#uenced by
but not in#uence her stodgy supervisor. In this case, the time-stamped graph may be
a directed graph, with parallel arcs allowed. (As before, one may usually take the
time-stamps in such a time-stamped digraph to be distinct.) Clearly time-stamped di-
graphs apply to modelling distributed computing as well.
Since this setting gives more freedom in the realizability problem, it is not surprising
that it inherits results from the undirected case. For example, the next result follows
from Corollary 10 with the checking of a few small cases.
Theorem 28. For every integer t in [1; m(m + 1)], there exists (G; c) where G is a
digraph with m+ 1 vertices such that GIc has t arcs.
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We de;ne pd similar to p. Given a digraph D = (V; A), let
pd(D) = min{|V (H Ic)| − |V (D)|: D is an induced subdigraph of H Ic};
where the minimum is taken over all time-stamped digraphs (H; c).
Problem 29. Find pd(D) for a given digraph D.
Of course, pd(D)6p(D). Because of the extra freedom in time-stamped digraphs,
this problem seems to be somewhat easier, as we can ;nd more natural classes of
digraphs with pd being 0. For example, if G is an undirected chordal graph, viewed
as a symmetric digraph, then pd(G) = 0. This follows from the next result.
Theorem 30. Let D= (V; A) be a digraph with pd(D) = 0. Let S be a set of vertices
of D that induce an undirected clique. Let D′ be the digraph obtained from D by
adding a new vertex u and by adding the arcs (u; v) and (v; u) for all v∈ S. Then
pd(D′) = 0.
Proof. Let S={v1; v2; : : : ; vk}. Start with a time-stamped digraph on V whose associated
in#uence digraph is D. Now add (u; vi) for every i, with distinct time-stamps larger
than all time-stamps already used, and add (vi; u) for every i, with distinct time-stamps
smaller than all time-stamps already used. It is easy to check that D′ is the associated
in#uence digraph of this time-stamped digraph.
Corollary 31. Let G be a chordal graph. Then pd(G) = 0.
Proof. The proof follows from an inductive argument using Theorem 30 and the sim-
plicial elimination ordering for chordal graphs (see [4, p. 198]).
Corollary 32. Let G = (V; E) be a graph such that G \ e is chordal for some e∈E.
Then pd(G)6 1 and pd(Gu) = 0, where Gu is obtained from G by adding a new
vertex u and by adding the arcs (u; v) and (v; u) for all v∈V .
Proof. Let a and b be the endpoints of (undirected) edge e. Obtain a time-stamped
digraph on V whose associated in#uence digraph is G \ e by applying Corollary 31.
Now add u to it and add (u; a) and (u; b) using large distinct time-stamps, and add
(a; u) and (b; u) using small distinct time-stamps. This shows that pd(G)6 1. Now for
every w 
∈ {a; b}, we add (u; w) with even smaller distinct time-stamps, and add (w; u)
with even larger distinct time-stamps.
There are many interesting open questions. We close by stating some of them.
(1) Is computing p(D)NP-hard, or is determining whether p(D)=0NP-complete?
(2) Instead of seeking the minimum number of extra vertices needed to generate a
given set of in#uences, one can ask for the minimum number of edges required.
In particular, if a given parameter value is realizable, one may want to ;nd a
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time-stamped graph with the smallest number of edges that realizes it. Of course,
asking for the minimum number of edges required (and not requiring c to be
injective) is the classical gossip problem when the given parameter is the complete
graph.
(3) In many of our constructions (e.g., Proposition 18 and Theorem 26), we needed
only a few distinct time-stamps to achieve the desired results. This might corre-
spond to collaborations over a short time span. What digraphs can be obtained
with restrictions like this?
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