A Restricted Resampling Scheme for Sequential Monte Carlo by 王璐
学校编码：10384           分类号______密级         









硕 士 学 位 论 文 











指导教师姓名：  林明 副教授 
专  业 名 称：  金融学 
论文提交日期：  2014年 3 月 
论文答辩时间：  2014年 5 月 
学位授予日期：   2014年 6 月 
  
 
答辩委员会主席：             
 
评阅人：             
 






































































  £ ¤1.²fÆ
¬"Ø½Æ Ø©§
u  c    F)§) ·^þãÇ"























































































Sequential Monte Carlo (SMC) methods have become a very popular class of
numerical methods for the solution of optimal estimation problems in non-linear non-
Gaussian scenarios. They generate sequentially weighted Monte Carlo samples of the
unobservable state variables, and use these weighted samples for statistical inference.
Thanks to the availability of ever-increasing computational power, these methods are
already used in real-time applications appearing in fields as diverse as computer vision,
signal processing, tracking, robotics, econometrics and finance. The important advan-
tages of SMC over MCMC are its less possibility to become trapped in a local mode,
high efficiency in online estimation and adaptation to parallel computing.
Resampling is an important step in standard SMC method which multiplies sam-
ples with large weight while prunes away samples with small weight in a probability
manner. It solves the problem of weight degeneracy in sequential importance sampling
(SIS) algorithm. But when the signal to noise ratio is high, for example in some dy-
namic stochastic generalized equilibrium (DSGE) models, the variance of random term
in state equation is usually assumed to be many orders of magnitude larger than that of
observation equation, frequent resampling will rapidly impoverish diversity of samples
and thus has a negative impact on the estimation results.
Fearnhead and Clifford (2003) points out that having multiple copies of a particle 
is wasteful when state space is discrete as it will lead to repetitive calculation. So they 
come up with a new resampling method that guarantees no multiple copies of particles 
in the final set. However, for problems where the state space is continuous, there is an 
advantage in having multiple copies of particles as new descendants cannot be exactly 
the same. Therefore we propose a new resampling scheme for continuous state space 
models that limits the maximum number of copies each particle can generate to be R 
(R>1). This resampling scheme tries to balance between the need of diversity (i.e., 















those samples with large weight).
Numerical experiments show that when signal to noise ratio is high, SMC with
our resampling scheme can reduce the mean squared errors of posterior estimates and
improve the accuracy of likelihood estimates. We also apply this new filter in a particle
Markov chain Monte Carlo framework to carry out Bayesian inference of a DSGE
model. Numerical results indicate that this new resampling scheme can improve the
efficiency of parameter estimation.
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法没有得到推广。直到1993年，Gordon et al. [11] 找到问题所在并提出了解决方
案：随着SIS迭代步数的增加，样本的重要性权重会出现退化，因此一段时间
后，大部分样本标准化的重要性权重几乎可以忽略不计，这导致它们对近似目

















合。这个想法使用了Rubin (1987) [23]提出的sampling importance resampling方法。
Gordon et al.(1993) [11] 提出的bootstrap filter第一次将序贯蒙特卡罗方法成功地
应用于非线性滤波领域。此后，几种相似的滤波想法被独立提出，如Rejection
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