The present work aimed at elaborating a predictive modeling of mass transfer (water loss and solute gain) occurring during Dewatering and Soaking Process, with neural network modeling.
INTRODUCTION
The "Dewatering and Impregnation Soaking Process (DIS process)" (Osmotic dehydration) is a technological pre-treatment , which consists in soaking water-rich solid food materials into concentrated aqueous solutions (mainly sugars or salts). This operation leads to simultaneous dewatering, and direct formulation of the product (through impregnation plus leaching).
Industrial applications of Osmotic dehydration has long been restricted to implementation of semi-candied fruit production lines in South East Asia. In this case, osmotic dehydration is operated in batch under normal pressure, beween 30 and 80°C, with sucrose solutions (possibly blended with inverted sugars). Osmotic dehydration is then followed by complementary air-drying.
At present, recent advances obtained in the field of mass transfer control have reinforced the industrial potential of osmotic dehydration. It has been considered more generally as a pretreatment to be introduced in any conventional fruit and vegetable processing chains, in order to improve quality and save energy (Torreggiani, 1993) . It can also be be used for meat and fish (Collignan and Raoult-Wack, 1992; Collignan and Raoult-Wack, 1993) , and gel materials (Raoult-Wack et al., 1991a; Raoult-Wack, 1991) . Recent advances in the field were recently reviewed by Le Maguer (1988) , Raoult-Wack et al. (1992) , Torreggiani (1993) , and Raoult-Wack (1994) .
Most existing models developped in the field of DIS process are diffusional (Hough et al., 1993) , but models based on mass balances (Raoult-Wack et al., 1991b; Azuara et al., 1992) and more complex models involving the concepts of Irreversible Process Thermodynamics were also studied (Le Maguer and Biswal, 1988) .
As a whole, existing models do not permit adequate control of DIS process in industrial applications, because of excessive calculation procedure and number of parameters, but also because they cannot take into account the process complexity. In fact, DIS process implementation generally involves sequential operations with various concentrations and temperatures (Saurel et al., 1995) . Moreover, the behaviour of natural tissue subjected to soaking is highly variable, which may be mainly due to the tissue denaturation stage for vegetable (Saurel et al., 1994 a-b) , and to fat content for animal tissue (Collignan and Raoult-Wack, 1992) .
Besides, processing time duration can be as short as one or two minutes, for instance in the case of seaweed (Raoult-Wack and Collignan, 1993) .
For the control of DIS process carried out in batch, a dynamic model is necessary for two reasons. The first reason is that development of software sensors (smart sensors) is generally based upon the coupling of a dynamic model with easy to perform measurements. Measurements could be performed on the syrup (which is easier than on food pieces), and the model should be able to predict the evolution of the food pieces properties (water loss, solute gain, stuctural and mechanical modifications,...). The second reason is that design and implementation of control strategies need to predict the further behaviour of product properties, in order to select the best evolution of operating conditions. There are numerous methods for modelling dynamic processes. In the case of food processes, due to variability and non linear behaviour of natural product, non linear methods are suitable. Neural network are today recognised as good tools for dynamic modelling, and have been extensively studied since the publication of the perceptron identification method (Rumelhart and Zipner, 1985) . The interest of such models includes modelling without any assumptions about the nature of underlying mechanisms, and their ability to take into account non linearities and interactions between variables (Bishop, 1994) . Recent results establish that it is always possible to identify a neural model based on the perceptron structure, with only one hidden layer, either for steady state or dynamic operations (with recurrent models) (Hornik, 1989 and .
For food processes, the interest in application of neural computing keeps on growing.
First applications concerned fermentation (Latrille, 1994) and extrusion processes (Linko et al., 1982) , both for control and measurements. Recent papers dealt with filtration (Dornier et al., 1995) , and drying (Rocha meir et al., 1994; Huang and Mujumdar, 1993) . Some applications were developped in the field of chemical engineering (Bhat et al., 1990) for modelling purposes.
For more complex problems, neural computation were used for modelling or sensory description of a food product using its composition (Bardot et al., 1994) .
To our knowledge, the use of neural network to control DIS process has never been studied so far . The aim of the present work was to test the interest and efficiency of neural networks to model and predict the behaviour of water rich solid pieces soaked in highly concentrated solutions. Neural network modelling was elaborated using experimental results obtained by Raoult-Wack et al. (1991a) on agar model gels soaked in sucrose solutions. The objective was to elaborate a predictive model for solute gain and water loss, as a function of experimental conditions : temperature, initial sucrose concentration of the soaking solution, initial agar concentration in the model gel, and time.
MODEL

Network structure
An artificial neural network is an association of elementary cells or "neurons" grouped into distincts layers and interconnected according to a given architecture. The standard network structure for function approximation is the multilayer perceptron (or feed forward network) which we also use in this work.
In figure 1 is presented the network for the solute gain model ; the water loss model is similar. The input layer consists of m=4 identity fan-outs units, one for each input, with no coefficient associated to them. The neurons in the single hidden layer compute a weighted sum of their inputs, and apply a squashing transfer function to the result. The number r=3 of units was selected after some tests. The coefficient associated to the hidden layer are grouped into the matrices A1 (weights) and B1 (biases). The output layer contains p=1 neuron in our case (because there is only one output), which computes the weighted sum of the signals provided by the hidden layer. The associated coefficients are grouped into matrices A2 and B2.
The matrices have the following dimensions : A1∈ℜ r×m , B1∈ℜ r×1 , A2 ∈ℜ p×r , B2 ∈ℜ p×1, and the total number of network coefficients is : n = r⋅(m+1) + p⋅(r+1) = 19
Using the matrix notation, the network output can be computed from Eq. (2) :
Eq. (2) For further details, the reader is referred to standard textbooks on neural networks (Freeman and Skapura, 1992) . Taking Narendra and Parthasaraty (1990) used two hidden layers, while Sanner and Slatine (1992) prefer radial basis transfer functions for the single hidden layer. Let us point out that clear theoretical guidelines for the choice of the structure are lacking, and most authors chose the network structure for a specific application on a trial and error basis.
Identification: learning algorithm
An outstanding feature of neural networks is the ability to learn the solution of the problem (here a multi-input, multi-output mapping) from a set of examples and to provide a smooth and reasonable interpolation for new data (generalization ability). In the field of Food Process Engineering, it is a good alternative to conventional empirical modelling based polynomial and linear regressions. The learning process consists in adjusting the network coefficients (the weight Ai and Bi) in order to minimize an error function (usually a quadratic one) between the network outputs for a given set of inputs and the known correct outputs.
If smooth nonlinearities are used, the gradient of the error function can be easily computed by the classical back propagation procedure (Rumelhart et al., 1986) . Early learning algorithms used this gradient directly in a steepest descent optimization, but recent results, as well as our own experience, showed that second order methods are far more effective. In this work, the Levenberg-Marquardt optimization procedure in the Neural Network Toolbox (Demuth and Beale, 1993) was used. Despite the fact that the computations involved in each iteration are more complex than in the steepest descent case, the convergence is faster, typically by a factor of 100. The learning process is much more computationally intensive than the simulation. If typically takes 5 to 10 minutes on the above mentioned PC computer.
Data bases
Available experimental data are usually divided into the learning data base and the test data base. The learning data base is used for weight adjustment using the learning algorithm. The test data base is used for testing the generalization abilities of the obtained model.
Model quality assessment
The root mean square error (RMSE) between the experimental values and network predictions was used as a criterion of model adequacy. If the data is affected by random white gaussian noise and the model is correct, the RMSE of a large data set equals the noise standard deviation, and it does not make sense to try to further reduce the modelling error. Unfortunately, this value is usually not available beforehand, so the aim was to obtain similar and as low as possible a RMSE, on both learning and test bases.
Network complexity and over-fitting
The network complexity depends on the choice of architecture. One parameter of the network complexity is the total number of adjustable coefficients (network weights and biases).
Our own experience, as well as recent studies, showed that the network complexity should be kept as low as possible in order to ensure the generalization properties. Large networks can always achieve very small RSME on the learning data base, but for the validation, the performance becomes very poor, indicating the fact that the network learned a particular set of examples rather than the underlying trends.
Only the most significant process variables are used as networks inputs. Experiments are designed in order to provide all relevant combinations of input values, because the network behaviour in regions of the input space, where no examples are present, is unpredictable.
If more than one output are considered, it is better to use separate networks for predicting each output rather than one large network, since it reduces training time, improves model accuracy and generalization capabilities. In this work, separate networks were used to predict water loss and sugar gain respectively.
When the choice of input and outputs is realised, the network complexity is depends on the number of hidden units, which is selected after comparison of different structures. This choice is a compromise between the search of the best RMSE on the test base and lowest number of identified parameters.
DATA BASE PREPARATION
In this work, experimental data, provided by Raoult-Wack et al. (1991) , consisted of mass transfer kinetics (water loss and solute gain) measured on agar gel cubes (initial side dimension : 9.10 -3 m) soaked in aqueous sucrose solutions, under constant external conditions, over 480 minutes. Agar gel was comprised of agar, sucrose and water. The concentration of the occluded solution within the agar network was fixed at 10 g sucrose/ 100g solution, which is a representative level of sugar concentration in most fruits and vegetables. Mass transfer measurements were water loss and solute gain, noted WL and SG respectively, expressed in g/100g initial gel.
Four process factors were varied: initial agar weight fraction in the gel (noted w 3 , in %), processing temperature (noted T, in °C), sucrose weight fraction in the concentrated soaking solution (noted w 2 , in %), and processing time duration (t, in min.). Table 1 gives experimental conditions for each of the 17 situations studied. Corresponding files are noted F1 to F17. For each situation, WL and SG measurements were performed at time t= 5, 10, 20, 30, 45, 60, 90, 120, 150, 180, 240, 300, 360, 420, 480 minutes, which resulted in 34 experimental kinetics. Figure 2 presents the distribution of various experimental files in a (T,w 2 , w 3 ) space.
The selected experimental range is wide, and covers two types of situations, as defined by Raoult-Wack et al. (1991) : so-called "dewatering situations", when water loss is higher than sugar gain, and "impregnation situations" in the opposite case.
Experimental files were splitted into learning and test bases, so as to obtain a good representation of the situation diversity ("dewatering" and "impregnation" situations ) in each base, as follows :
-"learning base" : F1, F2, F5, F7, F8, F10, F11, F12, F13, F15, F17 -"test base" : F3, F4, F6, F9, F14, F16 .
The numerical behaviour of the learning routine is significantly improved if all network inputs and outputs are normalised to similar ranges. This insures that similar importance is given to all inputs and, in the case of a multi-output network, all outputs have similar contributions to the overall error function. Hence, T, w 2 , WL and SG were divided by 100, w3 by 10 and t by 500. Hence, in Equation (2), u was written as given by Equation (3) T/100 u = w2/100 Eq.
(3) w3/10 t/500
RESULTS AND DISCUSION
Our model involved 19 weights for 11 kinetics (as calculated by Eq.1), and hence 38 weights for 22 kinetics since there were 2 separate networks. Figure 3 gives the test RSME respectively, against iteration number in the case of SG, for 1 to 6 neurons in the hidden layer. Results showed that the learning error typically decreased when the number or neurons in the hidden layer increased, but above 6 neurons in the hidden layer, an additional increase in structure complexity does not decrease the learning RSME any more. Figure 3 showed a slight increase in test error, accounting for over-fitting, for more than 30 iterations and 3 neurons in the hidden layer. Let us point out that the increase in test error may be enhanced in other cases. As for water loss, similar behaviour as that previously described for sugar gain was obtained, hence results are not presented here. Tables 2 and 3 give the final choice for the number of neurons in the hidden layer (NHL) and iterations, as well as weight values and learning and test RSME, for WL and SG respectively. As a whole, the learning and test RSME were similar, which accounts for a good generalization capability of the neural network. The learning and test RSME are close (even inferior) to experimental error of the original data base and also to that encountered in most studies dealing with the behaviour of real raw materials subjected to DIS process (Saurel et al., Figures 4 and 5 give simulated against experimental data for test and learning bases, for WL and SG respectively. Results showed that in all cases, the prediction is correct, whatever the level of water loss and sugar gain. (test base ). According to Raoult-Wack et al. (1991a) , general time-course evolution could be divided into 2 phases, which is the typical behaviour in DIS process, whatever the product nature or experimental conditions. In the first phase (0 to 180 min.), WL and SG were very rapid. Then, fluxes progressively decreased, and WL stagnated whereas SG kept on increasing slightly (Phase 2). Simulated results showed that the neural network model provided accurate simulation of WL and SG evolution in both phases. Figure 7 gives simultaneous simulated and experimental kinetics obtained in situation F9 (test base). As opposed to situation F4, which is a dewatering situation, F9 corresponds to an impregnation situation (SG higher than WL). Results showed that the model satisfiingly described kinetics in each case.
CONCLUSION
This study shows that neural network modelling makes it possible to obtain accurate simulation of water loss and sugar gain kinetics during DIS process, over a wide experimental range, either for dewatering or impregnation situations, with a limited number of parameters and experimental data.
The technological interest of this kind of modeling has to be related to the fact that it is elaborated without any preliminary assumptions on the underlying mechanisms, and also to its implementation facilities, and rapidity in simulation (of order of 15 µs on a standard PC computer 
