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Quantum Monte Carlo simulation for the conductance of one-dimensional quantum
spin systems
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Recently, the stochastic series expansion (SSE) has been proposed as a powerful MC-method,
which allows simulations at low T for quantum-spin systems. We show that the SSE allows to
compute the magnetic conductance for various one-dimensional spin systems without further ap-
proximations. We consider various modifications of the anisotropic Heisenberg chain. We recover the
Kane-Fisher scaling for one impurity in a Luttinger-liquid and study the influence of non-interacting
leads for the conductance of an interacting system.
PACS numbers: 75.30.Gw,75.10.Jm,78.30.-j
I. INTRODUCTION
In general, integrable one-dimensional models show
an ideally conducting behavior in contrast to most real
three-dimensional materials.1 There has been intensive
investigation of the influence of the integrability on the
conductivity for various model systems.1,2,3,4 The con-
ductance of conducting, nearly one-dimensional devices
is, on the other hand, of substantial experimental in-
terest. Over the last years it has become possible to
fabricate mesoscopic devices,5 such as carbon nanotubes
which can be viewed as a realization of systems with bal-
listic transport properties. Therefore, the computation of
dynamical transport quantities has received considerable
interest.
A basic approach for the study of the con-
ductance has been in the past via the bosoniza-
tion of appropriate model systems,6,7,8 valid in the
low-temperature limit. Numerical studies have so
far involved the density-matrix-renormalization-group
(DMRG) technique9,10 and Monte Carlo (MC).11,12 In
the case of Ref. 9 a reduced set of states was used in or-
der to evaluate the dynamics, in Ref. 10, a phenomeno-
logical formula by Sushkov13 was used to compute the
conductance (see also Ref. 14). The simulations by Refs.
11,12 use an effective bosonized Hamiltonian as a starting
point.
Here we will discuss how to obtain the conductance
with quantum-Monte-Carlo (QMC) on the original lat-
tice Hamiltonian. For this purpose the conductance will
be calculated on the imaginary frequency axis. We will
show that a reliable extrapolation to zero frequency can
be performed at finite but low temperatures. We will
thus obtain approximation-free results for the dynamics
of inhomogeneous quantum-spin systems at low but finite
temperatures, within a well defined numerical accuracy
defined by the statistics of the MC-sampling and the ac-
curacy of the zero-frequency extrapolation.
By the Jordan-Wigner transform a one-dimensional
spinless fermionic system can be mapped to a hard-core
boson model. Hence, it is possible to calculate the con-
ductance for a fermionic system in a bosonic one. This is
vitally important since boson models can be easily ana-
lyzed by Monte Carlo simulations where the sign problem
is absent. However, for an evaluation of the conductance
one requires a highly efficient simulation method which
performs well at low temperatures. Recently,15 such a
powerful method has been proposed: the Stochastic Se-
ries Expansion (SSE). In this paper we will compute the
conductance in a hard-core boson lattice model by the
aid of this new method.
II. EXPLANATION OF THE METHOD
A. Definition of the Conductance
We consider the anisotropic xxz-Hamiltonian
Hxxz =
N−1∑
n=1
Jx
(
S+n S
−
n+1 + S
−
n S
+
n+1
)
/2 + JzS
z
nS
z
n+1,
where the S±n = S
x
n ± iS
y
n are the raising/lowering op-
erators for spin-1/2 Heisenberg spins. The spin-current
operator jn at a given site n follows from the continuity
equation and is given by (see e.g. Ref. 4)
jn = iJxe
(
S+n S
−
n+1 − S
−
n S
+
n+1
)
/(2~).
As a perturbation we will use a local “voltage drop”. In
the hard-core boson notation this corresponds to a step
in chemical potential—at site m— which is equivalent to
Pm = e
∑
n>m
Szn,
in terms of the Heisenberg-spin operators.
The conductance is then defined as the dynamical re-
sponse of the current operator at site x to the voltage
drop at site y:
g := lim
z→0
Re
i
~
∫ ∞
0
eizt〈[jx(t), Py ]〉 dt. (1)
For open boundary conditions (OBC) the relation
i[H,Px] = ~ jx holds and a partial integration of (1)
2yields:
g = Re
[
(−iz)−1
i
~
{
〈[jx, Py]〉 −
∫ ∞
0
eizt〈[jx(t), jy ]〉dt
}]
.
Using Re(ab) = ReaReb− ImaImb in the above equation
gives two contributions to the conductance. With the
definition of the generalized Drude weight for two oper-
ators A and B:
〈〈AB〉〉 ≡ lim
z→0
(−iz)
∫ ∞
0
eitz〈∆A(t)∆B〉 dt .
where ∆A = A − 〈A〉 one can show using the Lehmann
representation16 that the first contribution (ReaReb)
reads
〈〈jxjy〉〉Re(−iz)
−1 = 〈〈jxjy〉〉pi δ(Rez). (2)
The second factor in the expression (2) [namely,
Re(−iz)−1] gives rise to a delta-function, such that (2)
should be the dominating contribution to g. The first fac-
tor of expression (2) (namely, 〈〈jxjy〉〉) is closely related
to the Drude Peak D = 〈〈JJ〉〉/N where J =
∑
n jn is
the total current operator.
From the discussion of the Drude Peak17 we know
that under OBC’s the Drude Peak is zero [because D
can be written as the response to a static twist which
can be removed by a gauge transformation of the form
exp(i
∑
n nS
z
n) (see Ref. 17) ] whereas it is non-zero
for periodic boundary conditions (PBC’s). In our case
〈〈jxjy〉〉 is zero under OBC’s [use a gauge transform
exp(i
∑
n>y S
z
n)]. Under PBC’s we find, because of trans-
lational invariance and because of the continuity equa-
tion, that 〈〈jxjy〉〉 does depend neither on x nor y. This
implies D = N〈〈jxjy〉〉. Since the Drude peak is finite
(at least for the models we are interested in) we con-
clude that expression (2) vanishes even under PBC’s in
the Thermodynamic limit. So we obtain
g = Re[(z~)−1]Re
∫ ∞
0
eizt〈[jx(t), jy]〉dt. (3)
Restarting from Eq. (1) we may—again by partial
integration—arrive at another formula.
g = Re
[
i
~
{
−〈[Px, Py]〉 − (iz)
∫ ∞
0
eizt〈[Px(t), Py ]〉dt
}]
.
The first term in the square brackets does not
contribute—as the potentials Px and Py commute—and
if we restrict ourselves to Rez = 0 we obtain:
g = −ImzIm
(
1
~
∫ ∞
0
eizt〈[Px(t), Py ]〉dt
)
. (4)
The latter formula is especially useful for MC-simulations
as it allows the computation of the conductance in terms
of the diagonal Sz-Sz-correlators (under OBC’s).
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FIG. 1: The conductance of the xy chain at T = 0.01 versus
frequency on the imaginary axis for various distances (x−y =
2n, n ∈ N) between voltage drop (y) and current measurement
(x).
According to its definition as it is given by Eq. (1)
the conductance might in principle depend on the actual
choice of the positions of the voltage drop y and the cur-
rent measurement x. Here, we point out that in the limit
z → 0 this is not the case. In a rather general situation
one can show (using the continuity equation) that the
right hand side of Eq. (1) gives the same result for any
choice of x and y. (see Appendix A.)
It is instructive to consider the free fermion case en
de´tail. We denote the—formal—dependence on x and y
by corresponding subscripts. Of course, in a translational
invariant system gxy depends only on the difference x−y.
The conductance g as a function of ω = Imz (here and in
the sequel Rez = 0) is plotted for the free fermion case
in Fig. 1. One sees that the conductance in the limit
ω → 0 approaches the universal value e2/h. Here we
emphasize that a spatial separation of voltage drop and
current measurement leads to an exponential decrease in
g(ω) at small ω. Therefore, we will restrict our attention
to the cases |x− y| ≤ 1 for the rest of the paper.
B. Technical details of the MC-method
We now turn to some technical details of our simu-
lations. The second formula for the conductance, Eq.
(4), lends itself to a study with Monte Carlo simula-
tions (it requires OBC’s). At the Matsubara frequencies
ωM = 2piM(β~)
−1, M ∈ N we may use the equivalent
expression
g(ωM ) = −ωM/~Re
∫ ~β
0
〈PxPy(iτ)〉e
iωM τdτ.
We employ a standard QMC method (SSE) to com-
pute the conductance. Since Px is diagonal in the S
z-
Basis, the simulation of 〈HkPxH
L−kPy〉 can be easily
3performed with the help of the SSE.15,18,19 Here, L is the
approximation order. One may simply obtain 〈PxPy(iτ)〉
as a linear combination of the terms 〈HkPxH
L−kPy〉
with binomial weight factors B(τ, k). We found it conve-
nient to assume a Gaussian distribution for the B(τ, k)
instead of a binomial one, because the former is easier
to evaluate. The error that we introduce by this replace-
ment is smaller than the statistical error if L > 100.
(Note that in our simulations L is typically of the order
of 104 − 105.)
What remains to be done in order to get
g(ωM ) = −ωM/~
∫ ~β
0
cos(ωMτ)〈PxPy(iτ)〉dτ
is an integration in the final step. We performed it with
the Simpson rule and a grid of 800 τ -values.
We are now left with the standard problem of extrapo-
lating g(ω) from the Matsubara frequencies ωM to ω = 0.
Unfortunately, the spacing of the Matsubara frequencies
is linear in T , so our method becomes unstable when we
increase T .
To see that an application of our MC-method makes
only sense at low temperatures we compare it to a sim-
pler method: exact diagonalization. Fig. 2 shows g(ω)
for various system sizes N at T = Jx/kB. One sees that
convergence with N is rather fast (at high temperatures).
Hence, one can determine g(ω) for ω > Jx/~ with exact
diagonalization. To compute g(ω) at some ω ≤ Jx/~
with MC-methods one needs to work at a temperature
T < Jx/(2pikB), and even then exact diagonalization is
preferable as it yields g(ω) in a continuous interval rather
than on a discrete set of points. Hence, at high tem-
peratures the MC-method is inferior to a simple exact
diagonalization.
In our simulation we make one “MC-sweep” between
two measurements which consists of one diagonal update
and several loop-updates15 between two measurements.
We are able to run approximately 105 sweeps.
C. Test with Jordan-Wigner
If Jz = 0 then g(ω) can be exactly evaluated—for ar-
bitrary system size—not only at ω = 0 (see below).
We can exploit this fact in two regards: Firstly, we test
our MC-method by comparing it with the exact curve
obtained by Jordan-Wigner. The result can be seen in
Fig. 3.
Secondly, we can test which frequencies (and hence
which temperatures) we need such that a linear extrap-
olation can be carried out without introducing a larger
error than the statistical one. One sees also which system
sizes are needed to determine g(ω) without detectable fi-
nite size error. Our conclusion is that our method works
for T < 0.02. At T ≈ 0.01 a system size of N ≈ 200−300
is appropriate.
III. THE CONDUCTANCE IN VARIOUS
SYSTEMS
A. Results for a dimerized Jordan-Wigner-chain
One may derive a simple analytical result for the con-
ductance in the free fermion case. Here, we consider the
slightly more difficult case—but also more interesting as
the system has a gap20—of a dimerized chain with mag-
netic field B, i.e., Jz = 0 and the hopping parameter
alternates: (Jx)2n,2n+1 = J1 and (Jx)2n+1,2n+2 = J2.
The energy dispersion is given by
E±k = B ±
√
J21 + J
2
2 + 2J1J2 cos(2k) / 2
and we assume a positive dispersion Ek = E
+
k if k ∈
[0, pi/2] ∪ [3pi/2, 2pi] and Ek = E
−
k else. The gap Eg is
Eg = E
+
pi/2−E
−
pi/2 at k = ±pi/2. The evaluation of the for-
mula for the conductance Eq. (1) is in principle straight-
forward. (see Appendix B.) One obtains the compact
result:
g =
e2
2h
[
tanh(E0β/2)− tanh(Epiβ/2)
− tanh(E+pi/2β/2) + tanh(E
−
pi/2β/2)
]
. (5)
In the case of zero magnetic field this reduces to:
g =
e2
h
[
tanh(E0β/2)− tanh(E
+
pi/2β/2)
]
.
The T = 0-value of the conductance as a function of
magnetic field is quantized: It is zero if |B| is smaller
than the zero field gap E+pi/2 or larger than the zero field
band width E0, and it is 1 between these values, and
precisely at these values it is 1/2 (all values in units of
e2/h).
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FIG. 2: Conductance g as a function of ω. The arrow indicates
the result of the Thermodynamic limit.
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FIG. 3: Monte Carlo data (symbols) in comparison with the
exact Jordan-Wigner result (dotted lines). The curves for
T = 0.02 are offset by 0.1 for clarity. (We use OBC’s.)
B. Comparison with the Apel-Rice-formula
At low temperatures the xxz-chain can be described
by a Luttinger liquid. For this model the conductance
was first obtained by Apel and Rice in the eighties:7,21
gApelRice =
e2
h
pi
2(pi − θ)
, (6)
where cos θ = Jz/Jx. This formula may be derived from
Eq. (4) if we use concrete expressions for 〈SznS
z
m(iτ)〉
which are available from conformal field theory23. Fig.
4 shows our QMC-results for g(ω) on the imaginary axis
for the xxz-model, in Fig. 5 we display a comparison, as
a function of Jz, between the g(ω = 0) extrapolated from
Fig. 4, and the exact Bosonization result, Eq. (6).
We note, that the statistical error of the QMC-results
presented in Fig. 5 does not increase much with the
parameter Jz. This is due to our using the “directed
loops” as described in Ref. 22. The choice for transi-
tion probabilities which was proposed there makes the
SSE-algorithm more effective. Here the improvement is
remarkable.
C. System with one impurity
Now, we consider the Hamiltonian
H = Hxxz +BImpS
z
N/2,
i.e., we add an impurity in the middle of the system. This
model was first studied in a paper by Kane and Fisher.8
Later, this kind of model received considerable atten-
tion by other authors.12,24,25,26,27 By an RG approach
Kane and Fisher found that the perturbation BImp is
relevant for repulsive interactions (i.e., Jz > 0) . This
means that at zero T the chemical potential anomaly
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FIG. 4: Monte Carlo data (symbols) for various interaction
strengths at T = 0.01Jx/kB (using OBC’s and 2 · 10
5 Monte-
Carlo sweeps). Shown is the conductance as a function of
imaginary frequency.
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FIG. 5: Conductance of the xxz-spin chain at T = 0.01Jx/kB
in comparison with the exact result by Apel and Rice (6) for
a Luttinger Liquid. The Monte-Carlo data are obtained by
extrapolating the results of Fig. 4 to ω = 0.
“cuts” the system into two halves, such that the conduc-
tance is zero. This result cannot be directly confirmed by
Monte Carlo methods since these are necessarily finite-
temperature methods.
Fortunately, the scaling behavior (with temperature)
of the conductance is also known. For K = 1/2 one
may derive an exact formula for the conductance by a
refermionization technique:6,24
g = e2/h
[
1−
B2Imp
2pi2T
ψ′
(
1/2 +
B2Imp
2pi2T
)]
(7)
where ψ is the Digamma function. So we can compare
our MC-data once again with an exact result. In Fig. 6
we present two different QMC-results for the conductance
on the imaginary axis of the Heisenberg-chain with one
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FIG. 6: Conductance of the Heisenberg-chain (N = 400 sites)
with one impurity at T = 0.01Jx/kB for different Impurity
strengths and positions of voltage drop and current measure-
ment (using OBC’s). A possible extrapolation to ω = 0 is
proposed by the dashed lines.
impurity, for different impurity strengths.
For the upper set of curves in Fig. 6 the position of
voltage drop and the position of the current measurement
are x = y = N/2; and for the lower set of curves they
are x = N/2, y = N/2 − 1. The curves are not as
smooth as the ones in Fig. 4, so we use a quadratic fit
from the first three Matsubara frequencies instead of a
linear extrapolation to estimate g(ω = 0). We also note
that the curves with x − y = 1 are better suited for
extrapolation than those with x = y because the slope
at ω = 0 is smaller. The statistical error is less than
one percent. The result from the extrapolation is given
in Fig. 7 along with the exact curves from Eq. (7). We
used system sizes of N = 400 for T ≥ 0.01Jx/kB and
N = 800 for T = 0.005Jx/kB. We performed 2 · 10
5 MC-
sweeps. The error bars are smaller than the symbol size,
so the error that we see in the figure is mainly due to our
extrapolation method [and to possible logarithmic finite-
temperature-corrections to Eq. (7)]. We see that the
quadratic fit tends to underestimate the correct value.
D. Inhomogeneous systems
Several years after the publication of the Eq. (6) by
Apel and Rice it was generally agreed upon28,29 that it
does not reflect the (correct) physical behavior one would
encounter in an experimental realization. Experiments
are never performed on a closed system but on one cou-
pled to reservoirs which make it possible for the particles
to leave and enter the system. These reservoirs can be
modeled by attaching two leads consisting of infinite non-
interacting spin half-chains to our model.
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FIG. 7: Conductance of the Heisenberg-chain with one impu-
rity at various temperatures (N = 800 for T = 0.005Jx/kB
and N = 400). MC-data (symbols) are drawn in comparison
with the exact formula (solid lines) by Weiss et al.24 for a
Luttinger Liquid at the isotropic point K = 1
2
(i.e., Jz = Jx).
The complete Hamiltonian reads then:
H = Hxxz(Jz = 0) +
(N+NI−3)/2∑
n=(N−NI+1)/2
SznS
z
n+1, (8)
i.e., the interaction is confined to a small region in the
middle consisting of NI sites. This approach has been
followed by many authors, e.g. Refs. 10,30,31,32. Gener-
ally, the presence of leads yields a conductance which is
independent of Jz,
28,29 namely,
g = e2/h
in sharp contrast to Eq. (6). The non-interacting semi-
chains—which we call leads—play the roˆle of reservoirs.
We note that the behavior of g(ω) depends on the par-
ity of NI a fact which was already reported in Ref. 10. (A
similar effect was also found in the Hubbard model.33) In
the following we will only consider the case of NI odd.
A detailed discussion of NI even/odd and a comparison
with Ref. 10 will be presented elsewhere.
The “natural” choice for current measurement and
voltage drop would be at the two ends of the interacting
region. But here is caution advised. From Fig. 1—which
is again for the free Fermion case—one learns two things:
Firstly, g does not depend on the choice of x and y. Sec-
ondly, if x and y are some distance apart, convergence
with ω becomes slow, hence one needs to go to lower T
and larger system sizes if one wants to extract g(ω = 0)
reliably. A simple phenomenological explanation for this
is the following: If the place of the measurement is far
from the voltage drop the particles have to travel a long
distance and hence one has to wait a long time, before
one can determine g. We can now place both the voltage
drop and our current measurement at the middle of the
system, but this should not help much. The problem is
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FIG. 8: Conductance, in units of e2/h, of the Heisenberg
chain with non-interacting leads, see Eq. (8). The system size
is N = 320. The values for temperature T and size of the
interacting region NI are given. (We use OBC’s, 10
5 MC-
sweeps, and x = y for the voltage drop.)
that the particles still have to travel a long distance un-
til they see the leads. Hence g(ω) will be unaffected by
the introduction of leads if ω is sufficiently large. This
expectation is confirmed by the QMC-data presented in
Fig. 8. In this figure the exponential decay of g(ω) at
small ω is apparent, and the curves illustrate clearly that
this decay is induced by the length scale NI—because
it becomes stronger with increasing NI . It is this decay
that prevents us from discussing largerNI . If we increase
NI the decay becomes stronger, hence we need to eval-
uate g(ω) for more (and smaller) frequencies in order to
extract g(ω = 0) reliably. But smaller frequencies are
only available at smaller temperatures. As we cannot
decrease T much below 0.01Jx/kB we restrict ourselves
to NI < 20. If we considered a system with NI = 200
(at T = 0.01Jx/kB) we would not see any difference from
a system without leads, because the difference occurs at
small ω.
The data presented in Fig. 8 clearly indicates an up-
turn of g(ω) for ω → 0, indicating that g(ω = 0)
is unaffected by the interaction in the low-temperature
limit. Our result may, however, not be totally convinc-
ing, since we can only analyze relatively small interacting
regions. One might argue that the enhanced conduc-
tance is not due to the leads but simply to the reduced
“mean” interaction—which is close to zero as only few
sites interact. To invalidate this argument we considered
another model. We have performed QMC-simulation of
a system where we attach a lead only at one side such
that we obtain a chain which is non-interacting in one
half and interacting in the other. For this system we
found no deviation at all imaginary frequencies from the
situation where the interacting region extends over the
whole chain, even though there are as many interacting
as interaction-free bonds.
E. Spin-Hamiltonian with third-nearest-neighbor
interaction
Monte Carlo simulations allow the inclusion of long-
range hopping, and thus breaking the integrability of the
pure xxz-Hamiltonian, as long as the resulting system is
not frustrated. We thus consider a Hamiltonian with a
third-nearest-neighbor interaction:
H = Hxxz + Jx3
∑
n
[
(S+n S
−
n+3 + S
−
n S
+
n+3)/2
+ Jz/JxS
z
nS
z
n+3
]
. (9)
For simplicity we assumed that the anisotropy is indepen-
dent of the hopping range (i.e., Jz3 = Jx3Jz/Jx). In this
context we emphasize, that the long-range hopping in the
spin system does not transform under Jordan-Wigner to
a long-range hopping in a fermionic system but to a more
complicated four-sites operator.
In general, adding a new term to the Hamiltonian
changes the current operator which is defined via the
continuity-equation, ∇j := (jn+1 − jn) = i[S
z
n+1, H ]/~.
In a one-dimensional system with OBC’s the continuity-
equation is solved however by the relation jx = i[H,Px]/~
(see Sec. II A) such that Eq. (4) still applies. Nonethe-
less, it is useful to look at the current operator for this
case. It reads:
jn = jn,1 + jn,3 + jn−1,3 + jn−2,3,
where jn,k = iJxe
(
S+n S
−
n+k − S
−
n S
+
n+k
)
/(2~). If we com-
pare it with the current operator of the xxz chain we
see that the long range hopping Jx3 gives rise to three
additional terms which are analogous to the first one.
We compute the conductance as a function of the hop-
ping amplitudes Jx3/Jx and present the result in Fig.
9. If Jx3 = 0 the conductance is of course given by
the Apel-Rice-result Eq. (5). However, if Jx3 >> Jx
we may eventually neglect the nearest-neighbor-hopping-
term such that we end up with three uncoupled chains.
Thus, we conclude that the conductance will grow to-
wards three times the Apel-Rice-result when we increase
Jx3. ¿From the figure we see that the crossover between
these two values is shifted to smaller values of Jx3 when
the anisotropy is increased. (In fact, at the isotropic
point the increasing of g is barely visible.)
In conclusion we have developed a QMC-technique
which allows the evaluation of the DC-conductance for a
wide range of non-frustrating quantum-spin chains at low
but finite temperatures. We have presented several strin-
gent tests for this technique, like the Kane-Fisher scaling
for the conductance through an impurity in a Luttinger-
liquid.
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FIG. 9: Conductance of the Hamiltonian Eq. (9) (with 400
sites, T = 0.01) as a function of Jx3 for various anisotropies.
squares: quadratic fit from the first three Matsubara frequen-
cies; diamonds: linear fit from the first six frequencies. (We
use OBC’s, 105 MC-sweeps, and x = y + 1 for the voltage
drop.)
APPENDIX A: PROOF THAT THE RIGHT
HAND SIDE OF EQ. (1) IS INDEPENDENT OF x
AND y
Here we provide a general argument which relies on
the (physical) assumption that some linear response func-
tions are finite in the Thermodynamic limit.
Theorem: In a Spin system the conductance gxy ≡
g does not depend on x and y if the linear response of
an operator Szn to a perturbation Pm is bounded in the
Thermodynamic limit.
Proof:
First we consider limz→0 z
∫∞
0
eizt〈[Szn(t), Pm]〉dt. This
expression corresponds to a plateau value of the response
function ϕ(t) := i〈[Pm, S
z
n(t)]〉, i.e.,
lim
z→0
z
∫ ∞
0
eizt 〈[Szn(t), Pm]〉 dt = limt→∞
ϕ(t).
The response function may be written in the following
way (by Kubo’s identity)34
ϕ(t) = β(Pm, iLe
iLtSzn) =: Φ˙(t).
Here (·, ·) is the Mori scalar product [for operators
A and B: β(B,A) =
∫ β
0 TrB
† exp(−τH)A exp((τ −
β)H)dτ/Tr exp(−βH)] and L is the Liouville operator.
To prove that ϕ(t)→ 0 as t→∞, it is sufficient to show
that Φ as a function of t is bounded.
But this is just the assumption that we made in the
statement of the theorem because (Szn(t), Pm) represents
the linear response of the operator Szn to the perturbation
Pm.
Finally, we can prove our main assertion. We want
to show g(x, y) = g(x′, y′) ∀x, y, x′, y′. This follows
easily from g(x, y) = g(x + 1, y) ∀x, y and g(x, y) =
g(x, y + 1) ∀x, y. We will only consider only the sec-
ond equality [the proof of the first equality is analogous
by the symmetric structure of Eq. (4)].
Using Eq. (4) and our previous result we see:
g(x, y)−g(x, y+1) = lim
z→0
Imz
∫ ∞
0
eizt〈[Szy+1(t), Px]〉dt = 0.
Q.E.D.
APPENDIX B: DERIVATION OF EQ. (5)
For eigenvalues En and Ek the respective one-particle-
eigenstates will be denoted by |n〉 and |k〉, the annihila-
tion operators by cn and ck, and the occupation numbers
by nn and nk.
For the current operator we find: N〈k, jxk〉 = evk :=
e/~dEdk and 〈−k, jxk〉 = 0.
In a free Fermion system one can derive a simple ex-
pression for 〈A(iωM )B〉 =
∫ β
0 dτe
iωM τ 〈AB(iτ)〉 [with
iωM = ω + iδ = 2piiM/(~β)] when A and B are one-
particle operators (i.e., A =
∑
n,k Ankc
†
nck):
〈AB〉(iωM ) =
∑
n6=k
AnkBkn
i~ωM + En − Ek
fkn
where fkn =
sinh(β(En−Ek)/2)
2 cosh(βEn/2) cosh(βEk/2)
= (〈nk〉 − 〈nn〉) .
〈A(z = ω+ iδ)B〉 may then be obtained by analytic con-
tinuation. In our case A and B are local current opera-
tors; for the conductance we use Eq. (3):
g =
1
ω
Im
∑
n6=k
〈n, jxk〉〈k, jyn〉
i~ωM + En − Ek
fkn
= −
1
ω
∑
n6=k
〈n, jxk〉〈k, jyn〉
δ
(~ω + En − Ek)2 + δ2
fkn.
For δ → 0
δ
(~ω + En − Ek)2 + δ2
→ piδ(~ω + En − Ek).
In the continuum limit we replace
∑
kN
−1 →
∫
dk
2pi =∫
dEk
2pi|~vk|
Performing the integration over the variable n and then
8taking ω → 0 yields
g =
e2
2~
∫
dk
2pi
|~v(k)|
β/2
2 cosh2(βEk/2)
=
e2
~
∫ pi
−pi
dk
2pi
~vksgn(k)β/2
4 cosh2(βEk/2)
=
e2
h
∫ k=pi
k=0
dEβ/2
2 cosh2(βEk/2)
=
e2
2h
∫ E0β/2
E+
pi/2
β/2
dx
1
cosh2(x)
+
e2
2h
∫ E−
pi/2
β/2
Epiβ/2
dx
1
cosh2(x)
=
e2
2h
[tanh(E0β/2)− tanh(Epiβ/2)
− tanh(E+pi/2β/2) + tanh(E
−
pi/2β/2)].
Note that the conductance does not depend on the
energy dispersion but only on the band width E0 and
the gap E+pi/2.
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