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Likelihood informed dimension reduction for
inverse problems in remote sensing of
atmospheric constituent profiles
Otto Lamminpää, Marko Laine, Simo Tukiainen, Johanna Tamminen
Abstract We use likelihood informed dimension reduction (LIS) [2] for invert-
ing vertical profile information of atmospheric methane from ground based Fourier
transform infrared (FTIR) measurements at Sodankylä, Northern Finland. The mea-
surements belong to the word wide TCCON network for greenhouse gas measure-
ments and, in addition to providing accurate greenhouse gas measurements, they are
important for validating satellite observations.
LIS allows construction of an efficient Markov chain Monte Carlo sampling al-
gorithm that explores only a reduced dimensional space but still produces a good ap-
proximation of the original full dimensional Bayesian posterior distribution. This in
effect makes the statistical estimation problem independent of the discretization of
the inverse problem. In addition, we compare LIS to a dimension reduction method
based on prior covariance matrix truncation used earlier [16].
1 Introduction
Atmospheric composition measurements have an increasingly crucial role in moni-
toring the green house gas concentrations in order to understand and predict changes
in climate. The warming effect of greenhouse gases, such as carbon dioxide (CO2)
and methane (CH4), is based on the absorption of electromagnetic radiation origi-
nating from the sun by these trace gases. This mechanism has a strong theoretical
base and has been confirmed by recent observations [4].
Remote sensing measurements of atmospheric composition, and greenhouse
gases in particular, are carried out by ground-based Fourier transform infrared
(FTIR) spectrometers, and more recently by a growing number of satellites (for
example SCIAMACHY, ACE-FTS, GOSAT, OCO-2). The advantage of satellite
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measurements is that they provide global coverage. They are used for anthropogenic
emission monitoring, detecting trends in atmospheric composition and studying the
effects of biosphere, to name but a few examples. Accurate ground-based measure-
ments are crucial to satellite measurement validation, and the global Total Carbon
Column Observing Network (TCCON [17]) of FTIR spectrometers, consisting of
around 20 measurement sites around the world, is widely used as a reference [3].
The FTIR instrument looks directly at sun, returning an absorption spectrum as
measured data.
Determining atmospheric gas density profiles, or retrieval, from the absorption
spectra is an ill-defined inverse problem as the measurement contains only a limited
amount of information about the state of the atmosphere. Based on prior knowledge
and using the Bayesian approach to regularize the problem, the profile retrieval is
possible, provided that our prior accurately describes the possible states that may
occur in the atmosphere. When retrieving a vertical atmospheric profile, the dimen-
sion of the estimation problem depends on the discretization. For accurate retrievals
a high number of layers are needed, leading to a computationally costly algorithms.
However, fast methods are required for the operational algorithm. For this purpose,
different ways of reducing the dimension of the problem have been developed. The
official operational TCCONGGG algorithm [17] solves the inverse problem by scal-
ing the prior profile based on the measured data. This method is robust and compu-
tationally efficient, but only retrieves one piece of information and thus can give
largely inaccurate results about the density profiles.
An improved dimension reduction method for the FTIR retrieval based on reduc-
ing the rank of the prior covariance matrix was used by Tukiainen et al. [16] using
computational methods developed by Solonen et al. [13]. This method confines the
solution to a subspace spanned by the non-negligible eigenvectors of the prior co-
variance matrix. This approach allows a retrieval using more basis functions than
the operational method and thus gives more accurate solutions. However, the prior
has to be hand tuned to have a number of non-zero singular values that correspond
to the number of degrees of freedom for the signal in the measurement. Moreover,
whatever information lies in the complement of this subspace remains unused.
In this work, we introduce an analysis method for determining the number of
components the measurement can provide information from [12], as well as the
likelihood informed subspace dimension reduction method for non-linear statistical
inverse problems [2, 14]. We show that these two formulations are in fact equal. We
then proceed to implement a dimension reduction scheme for the FTIR inverse prob-
lem using adaptive MCMC sampling [6, 5] to fully characterize the non-linear pos-
terior distribution, and show that this method gives an optimal result with respect to
Hellinger distance to the non-approximated full dimensional posterior distribution.
In contrast with the previously implemented prior reduction method, the likelihood
informed subspace method is also shown to give the user freedom to use a prior de-
rived directly from an ensemble of previously conducted atmospheric composition
measurements.
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2 Methodology
We consider the atmospheric composition measurement carried out at the FMI Arc-
tic Research Centre, Sodankylä, Finland [9]. The on-site Fourier transform infrared
spectrometer (FTIR) measures solar light arriving to the device directly from the
sun, or more precisely, the absorption of solar light at different wavelengths within
the atmosphere. From the absorption spectra of different trace gases (CO2,CH4, . . .)
we can compute the corresponding vertical density profiles, i.e. the fraction of the
trace gas in question as a function of height.
Let us consider the absorption spectrum with m separate wavelengths. The solar
light passing through the atmosphere and hitting the detector can be modeled using
the Beer-Lambert law, which gives, for wavelengths λ j, j ∈ [1, . . . ,m], the intensity
of detected light as
I(λ j) = I0(λ j)exp
(
−
K
∑
k=1
∫ ∞
0
Ck(λ j,z)ρk(z)dz
)
(aλ 2j + bλ j + c)+ d, (1)
where I0 is the intensity of solar light when it enters the atmosphere, the atmosphere
has K absorbing trace gases, Ck(λ j,z) is the absorption coefficient of gas k, which
depends on height z and on the wavelength λ j, and ρk(z) is the density of gas k at
height z. The second degree polynomial and the constant d in (1) are used to describe
instrument related features and the continuity properties of the spectrum. In reality,
solar light is scattered on the way by atmospheric particles. This phenomenon is
relatively weak in the wavelength band we are considering in this work, so it will be
ignored for simplicity.
The absorption in continuous atmosphere is modeled by discretizing the integral
in equation (1) into a sum over atmospheric layers and assuming a constant absorp-
tion for each separate layer. This way, a discrete computational forward model can
be constructed, giving an absorption spectrum as data produced by applying the for-
ward model to a state vector x describing the discretized atmospheric density profile
for a certain trace gas. In this work, we limit ourselves to consider the retrieval of
atmospheric methane (CH4).
2.1 Bayesian formulation of the inverse problem
Consider an inverse problem of estimating unknown parameter vector x ∈ Rn from
observation y ∈ Rm,
y = F(x)+ ε, (2)
where our physical model is describe by the forward model F : Rn → Rm and the
random variable ε ∈ Rm represents the observation error arising from instrument
noise and forward model approximations. In the Bayesian approach to inverse prob-
lems [7] our uncertainty about x is described by statistical distributions. The solution
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to the problem is obtained as posterior distribution of x conditioned on a realization
of the data y and depending on our prior knowledge. By the Bayes’ formula, we
have
pi(x|y) ∝ pi(y|x)pipr(x), (3)
where pi(x|y) is the posterior distribution, pi(y|x) the likelihood and pipr(x) the prior
distribution. The proportionality ∝ comes from a constant that does not depend on
the unknown x. In this work, we assume the prior to be Gaussian, N (x0,Σpr), e.g.
pipr(x) ∝ exp
(
−1
2
(x− x0)T Σ−1pr (x− x0)
)
. (4)
Also, the additive noise is assumed to be zero-mean Gaussian with known covari-
ance matrix, ε ∼N (0,Σobs), so the likelihood will have form
pi(y|x) ∝ exp
(
−1
2
(y−F(x))T Σ−1obs(y−F(x))
)
. (5)
When the forward model is non-linear, the posterior distribution can be explored
by Markov chain Monte Carlo (MCMC) sampling. When the dimension of the un-
known is hight, for example by discretization of the inverse problem, MCMC is
known to be inefficient. In this paper, we utilize dimension reduction to be able to
make MCMC more efficient in high dimensional and high CPU problems.
2.2 Prior reduction
The operational GGG algorithm for the FTIR retrieval problem [17] is effectively
one dimensional as it only scales the prior mean profile. However, there are about
three degrees of freedom in the FTIR signal for the vertical profile information. To
construct basis functions that could utilize this information a method that uses prior
reduction was developed in [16]. It is based on the singular value decomposition on
the prior covariance matrix,
Σpr =UΛU
T =
m
∑
i=1
λiuiu
T
i , (6)
which allows further decomposition as
Σpr = PP
T
, with P =
(√
λ1u1+ · · ·+
√
λmum
)
. (7)
If the prior can be chosen so that most of the singular values are negligible, then the
rank of the prior covariance matrix can be reduced by considering only the first r
singular values and vectors:
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Σ˜pr = PrP
T
r , with Pr =
(√
λ1u1+ · · ·+
√
λrur
)
. (8)
The unknown x has an approximate representation by r basis vectors from the
columns of Pr and using a reduced dimensional parameter α ∈ Rr as
x ≈ x0+Prα. (9)
By the construction, the random vector α has a simple Gaussian prior, α ∼N (0,I),
which allow us to write the approximate posterior as
pi(x|y)≈ pi(α|y)∝ exp
(
−1
2
(
(y−F(x0+Prα))T Σ−1obs(y−F(x0+Prα))+αT α)
))
.
(10)
Now, instead running MCMC in the full space defined by x, we can sample the
low dimensional parameter α and retain the approximation of the full posterior by
equation (9).
2.3 Likelihood-informed subspace
The prior reduction approach depends on the ability to construct a realistic prior
that can be described by only a few principle components. For the FTIR retrieval
problem this is possible to some extent [16]. However, there are several possible
caveats. We have to manually manipulate the prior covariancematrix to have a lower
rank, which can lead to information loss as the solution will be limited to a subspace
defined by the reduced prior only.
In atmospheric remote sensing the information content of the measurement is an
important concept to be consideredwhen designing the instruments and constructing
the retrieval methodology, we refer to book by Rodgers [12].
Consider a linearized version of the inverse problem in equation (2),
y = J(x− x0)+ ε, (11)
with Gaussian prior and noise. The forward model is assumed to be differentiable,
and J denotes the Jacobian matrix of the forward model with elements Ji j =
∂
∂x j
Fi.
Using Cholesky factorizations for the known prior and error covariances,
Σpr = LprL
T
pr, Σobs = LobsL
T
obs, (12)
we can perform pre-whitening of the problem by setting
y˜ = L −1obs y, J˜ = L
−1
obs JLpr, x˜ = L
−1
pr (x− x0) and ε˜ = L −1obs ε. (13)
Now the problem can be written as
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y˜ = J˜x˜+ ε˜, (14)
with ε˜ ∼N (0,I) and a priori x˜∼N (0,I).
As the unknown x and the error ε are assumed to be independent, the same holds
for the scaled versions. We can compare the prior variability of the observation
depending on x and that coming from the noise ε by
Σ˜y = E[y˜y˜
T ] = E[(J˜x˜+ ε˜)(J˜x˜+ ε˜)T ] = J˜J˜T + I. (15)
The variability in y that depends only on the parameter x depends itself on J˜J˜T and it
can be compared to the unit matrix I that has the contribution from the scaled noise.
The directions in J˜J˜T which are larger than unity are those dominated by the signal.
Formally this can be seen by diagonalizing the scaled problem by the singular value
decomposition,
J˜ =WΛV T , (16)
and setting
y′ =W T y˜ =W T J˜x˜+WT ε˜ = ΛV T x˜+ ε˜ ′ = Λ x˜′+ ε˜ ′. (17)
The transformations ε ′ and x′ conserve the unit covariance matrix. In other words,
y′ is distributed with covariance Λ2+ I. This is a diagonal matrix, and the elements
of vector y′ that are not masked by the measurement error are those corresponding
to the singular values λi ≥ 1 of the pre-whitened Jacobian J˜. Furthermore, degrees
of freedom for signal and noise are invariant under linear transformations [12], so
the same result is also valid for the original y.
Another way to compare the information content of the measurement relative to
the prior was used in [2]. This is to use the Rayleigh quotient
R(Lpra) =
aT L TprHLpra
aT a
, (18)
where a ∈ Rn and H = JT Σ−1obsJ is the Gauss-Newton approximation of Hessian
matrix of the data misfit function
η(x) =
1
2
(
(y−F(x))T Σ−1obs(y−F(x))
)
. (19)
Directions for which R(Lpra) > 1 are the ones in which the likelihood contains
information relative to the prior. This follows from the fact that the ith eigenvector
vi of the prior-preconditioned Gauss-Newton Hessian
H˜ := L TprHLpr (20)
maximizes the Rayleigh quotient over a subspace Rn \ span{v1, . . . ,vi−1} and the r
directions vi for which R(Lprv)> 1 correspond to the first r eigenvalues of H˜. We
call these vectors the informative directions of the measurement.
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To see the correspondence for the two approaches for the informative directions
we notice that for H˜(x) it holds that
L
T
prH(x)Lpr = L
T
prJ(x)
T Σ−1obsJ(x)L
T
pr
= (L −1obs J(x)Lpr)
T (L −1obs J(x)Lpr)
= J˜T (x)J˜(x).
(21)
The eigenvalues λ 2 of matrix H˜(x) less than unity correspond to the singular values
λ less than unity of the scaled Jacobian J˜(x). The corresponding eigenvectors are
the same as the right singular vectors v of J˜. The informative and non-informative
directions for a simple 2-dimensional Gaussian case are illustrated in Figure 1.
Next, we use the informative directions of the measurement to reduce the di-
mension of the inverse problem. Consider approximations for the posterior of the
form
pi(x|y) ∝ pi(y|Πrx)pipr(x), (22)
where Πr is rank r projection matrix. In [2] and [14] it was shown that for any given
r, there exists a unique optimal projection Πr that minimizes the Hellinger distance
between the approximative rank r posterior and the full posterior. Furthermore, us-
ing the connection to Rodgers’ formalism, the optimal projection can be obtained
explicitly with the following definition.
Definition 1 (LIS). Let Vr ∈ Rn×r be a matrix containing the first r left singular
vectors of the scaled Jacobian J˜. Define
Φr := LprVr and Θr := L
−T
pr Vr. (23)
The rank r LIS projection for the posterior approximation (22) is given by
Πr = ΦrΘ
T
r . (24)
The rangeXr of projection Πr :R
n →Xr is a subspace of state space Rn spanned by
the column vectors of matrix Φr. We call the subspace Xr the likelihood-informed
subspace (LIS) for the linear inverse problem, and its complementRn \Xr the com-
plement subspace (CS).
Definition 2. The matrix of singular vectorsV = [VrV⊥] forms a complete orthonor-
mal system in Rn and we can define
Φ⊥ := LprV⊥ andΘ⊥ := L −Tpr V⊥ (25)
and the projection I−Πr can be written as
I−Πr = Φ⊥Θ T⊥ . (26)
Define the LIS-parameter xr ∈ Rr and the CS-parameter x⊥ ∈ Rn−r as
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x1
x
2
Informative directions
Prior
Likelihood
Posterior
Prior Mean
Posterior Mean
Fig. 1 Illustration of an informative direction xr and a non-informative direction x⊥ using a 2-
dimensional Gaussian case. Here, the likelihood has only one informative component, so the re-
maining direction for the posterior is obtained from the prior.
xr :=Θ
T
r x, x⊥ :=Θ
T
⊥x. (27)
The parameter x can now be naturally decomposed as
x =Πrx+(I−Πr)x
=Φrxr +Φ⊥x⊥.
(28)
Using this decomposition and properties of multivariate Gaussian distributions, we
can write the prior as
pipr(x) = pir(xr)pi⊥(x⊥) (29)
and approximate the likelihood by using the r informative directions,
pi(y|x) = pi(y|Φrxr)pi(y|Φ⊥x⊥)≈ pi(y|Φrxr), (30)
which leads us to the approximate posterior
pi(x|y) = pi(y|Φrxr)pir(xr)pi⊥(x⊥). (31)
When the forward model is not linear, the Jacobian and Hessian matrices depend
on the parameter x and the criterion (18) only holds point wise. To extend this lo-
cal condition into a global one, we consider the expectation of the local Rayleigh
quotient R(Lprv;x) over the posterior,
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E[R(Lprv;x)] =
vT ĴT Ĵv
vT v
, Ĵ =
∫
Rn
J˜(x)pi(x|y)dx. (32)
The expectation is with respect to the posterior distribution, which is not available
before the analysis. In practice, an estimate is obtained by Monte Carlo,
Ĵn =
1
n
n
∑
k=1
J˜(x(k)), (33)
where x(k) is a set of samples from some reference distribution which will be
discussed later in this work. We can now use the singular value decomposition
Ĵn =WΛV
T to find a basis for the global LIS analogously to the linear case.
The advantage of LIS dimension reduction is that it is sufficient to use MCMC
to sample the low-dimensional xr from the reduced posterior pi(y|Φrxr)pir(xr), and
form the full space approximation using the known analytic properties of the Gaus-
sian complement prior pi⊥(x⊥).
3 Results
To solve the inverse problem related to the FTIR measurement [16], we use adaptive
MCMC [5, 10] and SWIRLAB [15] toolboxes for Matlab. The results from newly
implemented LIS-algorithm as well as from the previous prior reduction method are
compared against a full dimensionalMCMC simulation using the Hellinger distance
of approximations to the full posterior. We use a prior derived from an ensemble of
atmospheric composition measurements by the ACE satellite [1]. The vertical prior
distribution, prior covariance and prior singular values are illustrated in Figure 2.
In Figure 3, we show the results of our retrievals using full-space MCMC, com-
pared with LIS dimension reduction and prior reduction using 4 basis vectors in
each method. The retrievals are further compared against accurate in-situ measure-
ments made using AirCore balloon soundings [8] which are available for the se-
lected cases, also included in Figure 3. In this example, the Monte-Carlo estima-
tor (33) for Ĵn in equation (33) was computed using 1000 samples drawn from the
Laplace approximation N (x̂, Σ̂post), where x̂ and Σ̂post are the posterior MAP and
covariance, respectively, obtained using optimal estimation [12].
In order to compare the performance of MCMC methods, we define the sample
speed of a MCMC run as
Definition 3. The effective sample size Neff of a MCMC chain is given by
Neff =
NM
1+ s∑∞k=1 ρk(x)
, (34)
where NM is the length of the MCMC chain and ρk(x) is lag-k autocorrelation for
parameter x [11]. Define the sample speed of an MCMC chain as
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Fig. 2 The prior derived from an ensemble of ACE satellite measurements. Left: Full prior profile,
mean with dashed line and 95% probability limits in grey. Top right: covariance matrix derived
from the measurements. Bottom right: first 20 singular values of the prior covariance matrix.
V=
Neff
tM
, (35)
where tM is the total computation time of the MCMC chain.
For the MCMC runs shown in Figure 3, we get as corresponding sample speeds
as samples per second:
V(full) = 1.56s−1, V(LIS) = 19.01s−1, V(PriRed) = 19.66s−1. (36)
In order to compare the approximate posteriors obtained from prior reduction
and LIS-dimension reduction against the full posterior, we use the discrete Hellinger
distance,
H (P,Q) =
1√
2
√√√√ k∑
i=1
(
√
pi−√qi)2, (37)
where P = (p1, . . . , pk) and Q = (q1, . . . ,qi) are discrete representations of the full
and approximate posterior distributions obtained from histograms of corresponding
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Fig. 3 Atmospheric CH4 density profile retrieval results. Retrieved posterior in green, prior in
gray, and in-situ AirCore measurement in red. The color shading indicates areas where 95% of the
profiles are. Right: MCMC with in full space. Middle: MCMC with LIS. Right: MCMC with prior
reduction.
MCMC runs. The Hellinger distances of both approximations to the full posterior
can be seen in Figure 4 together with the corresponding sample speeds, both as a
function of the number of singular vectors used. In Figure 4 have also visualized the
first four singular vectors used in prior reduction and LIS method for the example
retrieval in Figure 3.
4 Conclusions
Although both of the discussed dimension reduction methods provide roughly the
same computational gains in the performance of the MCMC sampler, we see from
Figure 4 that while using an empirical prior, the prior reduction method requires
a lot more singular vectors to achieve the same Hellinger distance from the full
posterior as the LIS method, which gets really close already with 4 singular vectors.
We conclude that the LIS method gives an efficient MCMC sampling algorithm
to solve the inverse problem arising from the FTIR retrieval, with an additional
improvement of allowing the direct usage of an empirical prior.
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Fig. 4 Left: Hellinger distances to full posterior and sample speeds of corresponding MCMC runs
as functions of singular vectors used in the approximation. Top right: first 4 singular vectors from
prior reduction. Bottom right: first four singular vectors of J˜ forming the LIS basis.
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