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ABSTRACT Electron transfer between the water-soluble cytochrome c and the integral membrane protein cytochrome
c oxidase (COX) is the terminal reaction in the respiratory chain. The ﬁrst step in this reaction is the diffusional association of
cytochrome c toward COX, and it is still not completely clear whether cytochrome c diffuses in the bulk solution while encoun-
tering COX, or whether it prefers to diffuse laterally on the membrane surface. This is a rather crucial question, since in the latter
case the association would be strongly dependent on the lipid composition and the presence of additional membrane proteins.
We applied Brownian dynamics simulations to investigate the effect of an atomistically modeled dipalmitoyl phosphatidylcholine
membrane on the association behavior of cytochrome c toward COX from Paracoccus denitriﬁcans. We studied the negatively
charged, physiological electron-transfer partner of COX, cytochrome c552, and the positively charged horse-heart cytochrome c.
As expected, both cytochrome c species prefer diffusion in bulk solution while associating toward COX embedded in
a membrane, where the partial charges of the lipids were switched off, and the corresponding optimal association pathways
largely overlap with the association toward fully solvated COX. Remarkably, after switching on the lipid partial charges, both cyto-
chrome c species were strongly attracted by the inhomogeneous charge distribution caused by the zwitterionic lipid headgroups.
This effect is particularly enhanced for horse-heart cytochrome c and is stronger at lower ionic strength. We therefore conclude
that in the presence of a polar or even a charged membrane, cytochrome c diffuses laterally rather than in three dimensions.
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The electron transfer between the water-soluble electron
carrier cytochrome c and the integral membrane protein cyto-
chrome c oxidase (COX) is a primary event in biological
energy transduction in the mitochondrial inner membrane
and the cytoplasmic membrane of many bacteria. COX has
four redox active sites, the CuA center, which is close to
the Trp121 electron entry site, heme a, and the binuclear
heme a3/CuB site of O2 reduction (1–3). These redox reac-
tions, which lead to reduction of dioxygen to water, are
coupled to proton translocation across the membrane, and
the resulting electrochemical proton gradient can drive reac-
tions such as the synthesis of ATP from ADP (4).
In this study, we focus on the first step of this reaction, the
diffusional association of cytochrome c toward COX. This
process is dominated by the long-range electrostatic attrac-
tion between the two proteins, and possibly between cyto-
chrome c and the membrane. The endpoint of the diffusional
association is the formation of the encounter complex, which
is a state where the proteins have oriented their interaction
patches to facilitate the formation of the bound complex.
For the amino-terminal domain of enzyme I and the phos-
phocarrier protein HPr, Tang and co-workers recently were
able to visualize the distribution of encounter complexes
by paramagnetic relaxation enhancement in combination
with restrained simulated annealing (5).
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we performed Brownian dynamics (BD) simulations, which
have become a powerful method for the computational anal-
ysis of the kinetics of protein-protein interactions (6–8). We
used the crystal structures of the soluble fragment of cyto-
chrome c552 (cyt c552) and COX, both from Paracoccus
denitrificans, and horse-heart cytochrome c (cyt ch). Ludwig
et al. previously examined the electron transfer rates for
soluble fragments of cyt c552 and of the CuA domain of
COX (also from P. denitrificans), and for cyt ch and COX
at varying ionic strength and with different mutations
(9,10). They found a strong dependence of the rates on the
ionic strength, indicating a dominant role of the electrostatic
interaction in the association behavior, and making the tech-
nique of BD simulations particularly suitable for studying
this system (11). The modeling of the subsequent binding
process requires more detailed simulation techniques, such
as steered molecular dynamics simulations (12) or, as in
the case of electron transfer processes, Franck-Condon factor
or Marcus theory approaches. For example, Miyashita and
co-workers used several techniques in an integrated fashion
to clarify the binding process and the electron transfer
between cytochrome c2 and the photosynthetic reaction
center (13–15). Further theoretical studies on the binding
of proteins to lipid bilayers (for example) have used Pois-
son-Boltzmann continuum electrostatics to study a variety
of biological processes ranging from phosphoinositide
signaling to retroviral assembly (16,17).
A previous study by our group on the cytochrome c and
COX system (18) focused on the computation of association
doi: 10.1016/j.bpj.2008.11.052
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BD simulations. The relative association rates were in
good agreement with the electron transfer rates from the
experiments. In particular, the effects of ionic strength and
protein mutations were qualitatively reproduced. However,
the individual association rates were significantly larger
than the experimental electron transfer rates, suggesting
that only a small fraction of the successful BD trajectories
leads to an electron transfer. Since to date there is no crystal
structure available for the complex of cyt c552/COX, this
previous study (18) used a model of the bound conformation
from a preceding docking study (19) to define the endpoint
of successful BD association trajectories. However, a subse-
quent NMR study that measured the chemical shifts of cyt
c552 residues in the free form and in the complex with
COX showed some disagreements with this docked complex
(20,21). A later protein-protein docking study that included
the NMR distance restraints during the docking stage
showed that no single static structure could simultaneously
satisfy all of the experimental data (22). The bound complex
must therefore instead exist as a dynamic ensemble of
different orientations. Moreover, the docked complex may
well be another intermediate before the tightly bound
complex is formed in which the electrons can be transferred
to COX. We note that the uncertainty about the conformation
of the bound state does not affect the interpretation of the
results from this study, where we focus on the association
pathways toward the encounter-state ensemble.
In this study, we investigated two of the most interesting
aspects in the association of cytochrome c with COX,
preceding the formation of the bound complex. These are
the role of the membrane and the effects of the different
redox states on the association behavior of this electron-
transfer system. More precisely, we focused our attention
on the following questions: 1), Does a focused encounter
complex exist? 2), What is the effect of the membrane on
the diffusional behavior of cytochrome c? 3), Is the associ-
ation behavior different for the two cytochrome c species?
and 4), What are the effects of the different redox states?
Currently, there exist two competing models for the associ-
ation of cytochrome c with COX: either the diffusion is
described as a three-dimensional Brownian motion in the
bulk solvent that is only affected by the electrostatic inter-
action between the proteins, or the diffusion is pictured as
proceeding in two dimensions along the membrane surface
(23,24). Gorba et al. have used BD simulations with simpli-
fied dipolar sphere-models to characterize the concentration
profiles at surfaces of varying net charge (25). For surfaces
with a 100% ratio of negatively charged lipids, they found
a surface concentration almost 20 fold higher than that in
the bulk. The latter scenario would coincide well with the
relatively close vicinity of the electron entry site (Trp121)
on the COX surface to the membrane surface. This distance
of ~10 A˚ merely allows cytochrome c to bind without
penetrating the membrane. On the other hand, diffusion
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of freedom, which could either favor binding by preorien-
tating the cytochrome c molecules, or be entropically unfa-
vorable.
To find a clear answer to the above stated questions, it was
necessary to examine the association pathways of cyto-
chrome c by following the individual trajectories of the
proteins. Recently, we have introduced a method for
analyzing the trajectories during BD simulations (26) by
extending the simulation of diffusional association of
proteins (SDA) program (6). The extended program was
previously applied to the analysis of the association of
barnase and barstar to calculate the underlying entropy and
free-energy landscape, the encounter complex regions, and
the optimal association pathways (27). In this study, these
novel analysis tools are now applied to the characterization
of the association pathways and free-energy landscape for
the interaction of two cytochrome c species with COX
embedded in an atomistically modeled large square dipalmi-
toyl phosphatidylcholine (DPPC) membrane patch.
MATERIALS AND METHODS
Protein structures
The coordinates of the two-subunit COX, the soluble fragment of cyt c552,
and cyt ch were taken from the Protein Data Bank (PDB codes 1ar1 for
COX (28), 1ql3 for cyt c552 (29), and 1hrc for cyt ch (30)) and used as
described in Flo¨ck and Helms (18). One focus of this study was to investi-
gate the association behavior of cyt ch and cyt c552 with COX for different
redox states. COX has four reduction sites: the two hemes (heme a and
heme a3) and the two copper centers (CuA and CuB). The charges of these
sites in the reduced (oxidized) states were assumed to be 2 e (1 e) for
the hemes, þ1.0 e (þ1.5 e) for each of the copper atoms of CuA, and þ1 e
(þ2 e) for CuB. The total charge of COX is 7 e in the fully oxidized state
and11 e in the fully reduced state, where we neglected possible changes in
the protonation states of titratable residues upon reduction (31). Assigning
neutral histidine residues resulted in a total charge of þ8 e for oxidized
cyt ch, and of 2 e for oxidized cyt c552.
The membrane patch used in the simulations was constructed by assem-
bling eight squared patches of pure lipid membrane and one central
membrane patch of the same size with the COX embedded, resulting in
a square membrane patch with dimensions of ~225 A˚ and containing
more than 200,000 atoms (for more details, see Flo¨ck and Helms (18)).
For the simulations with the charged lipid membrane, the nitrogen atoms
of the choline headgroups from all lipids were charged with 0.2 e.
Computation of forces
For the modeling of the long-range electrostatic interaction of the proteins,
solutions of the full Poisson-Boltzmann equation were computed for each
protein using the Adaptive Poisson-Boltzmann Solver program (32). Partial
charges and atomic radii were taken from the AMBER force field (33). For
cyt c552 and cyt ch, cubic grids were used, with 161 nodes and a 1.0-A˚
spacing, centered on each of the proteins. For fully solvated COX and
membrane-embedded COX, we used cubic grids with 225 nodes and the
same spacing. The ionic strength was set to 200 mM and the temperature
was set to 298.15 K. The solvent dielectric was assigned a value of 78.5,
and the dielectric constant for the protein interior was set to 2.0.
The effective charge method (ECM) (34) was used to derive charges that
represent the external electrostatic potential in a uniform dielectric medium.
The effective charges were fitted to reproduce the electrostatic potential in
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radius 4 A˚ and extending outward from the protein. Short-range repulsive
forces were treated by an exclusion volume that prohibited van der Waals
overlap of the proteins. The exclusion volume was precalculated on a grid
with 0.5-A˚ grid spacing (35).
Charge desolvation penalties were computed in an approximate fashion
that treats the solvation of each charge independently (7). The charge desol-
vation penalty of one protein is taken as the sum of desolvation penalties of
each charge of that protein. The desolvation penalty of each charge is the
sum of desolvation penalties due to the low dielectric cavity of each atom
of the other protein. The desolvation energy of protein 1 due to the presence
of protein 2 is approximated as
DGds ¼ a 3s  3p
3s

23s þ 3p

X
ij

1 þ krij
2
e2krij
q2i a
3
j
r4ij
;
where k is the Debye-Hu¨ckel parameter, 3s and 3p are the dielectric constants
of the solvent and the protein, respectively, qi is the effective charge on the
ith atom of protein 1, aj is the radius of the jth atom of protein 2, and rij is the
distance between the two atoms. The summation is carried out over all
possible pairs of effective charges on protein 1 and atoms on protein 2.
The scaling factor, a, for the weighting between electrostatic interaction
and desolvation terms was set to 1.67 (7,18).
For the calculation of association rates for the different redox states, the
atom-atom contacts of the reaction patches were assigned in a fully auto-
mated way (6). We adopted the same contact pairs for definition of contact
formation as in Flo¨ck and Helms (18). Possible contacts are those pairs
between hydrogen-bond donor and acceptor atoms that have a separation
distance of <5.0 A˚ in the x-ray structure of the complex.
Brownian dynamics simulations
The BD simulations were performed with the SDA software package (36),
which was modified to provide a detailed analysis of the trajectories
(26,27). Here, the proteins are modeled as rigid bodies, and short-range
interactions such as van der Waals forces, hydrophobic forces, and the
formation of hydrogen bonds and salt bridges are not modeled. However,
these simplifications become important only at small protein-protein separa-
tions.
To obtain a high level of statistics for the occupancy maps, 100,000 trajec-
tories were simulated for each protein pair. As in the previous study (18), the
trajectories started with the two proteins at a center-to-center distance b, with
randomly chosen orientations in the upper hemisphere with a minimum
distance of 20 A˚ to the membrane, and finished when the proteins reached
a center-to-center distance c > b. In Flo¨ck and Helms (18), b was chosen
as 115 A˚ and c as 540 A˚. In this study, b was set to 200 A˚ so that the trajec-
tories started outside the range of the energy and occupancy grids that are
computed during the simulations. On the other hand, c was decreased to
205 A˚, as we were focusing our attention on the analysis of the trajectories
and were aiming at a high level of statistics instead of improving the asso-
ciation rates. We note that the sphere of radius b is about twice as large as
the central membrane patch. This allows the diffusing cyt ch to explore all
regions of space on both sides of the membrane patch. One can therefore
apply the same rate formalism for computation of association rates, kon,
from the SDA trajectories as for normal pairs of two proteins as described
previously (18,37).
The diffusion equation was solved with the Ermak-McCammon algorithm
(38). The translational Brownian motion of two interacting proteins is simu-
lated as the displacement Dr of the relative separation vector r during a time
step Dt, according to the relation
Dr ¼ DDt
kBT
F þ R; with R ¼ 0 and R2 ¼ 6DDt;where F is the systematic interparticle force, kB is the Boltzmann constant,
T is the temperature, and R is the stochastic displacement arising from colli-
sions of the proteins with solvent molecules. Two analogous formulae are
used to generate the rotational motions of the two proteins in terms of rota-
tion angle, wj ¼ (w1j, w2j, w3j), torque Tij acting on protein i due to protein j,
and rotational diffusion constant DiR of each protein i (i, j ¼ 1, 2, is j):
Dwi ¼ DiRDt
kBT
Tij þ W i; with hW ii ¼ 0 and
hW2i i ¼ 6DiRDt:
The diffusional properties of the molecules were assumed to be isotropic.
For cytochrome c, a translational diffusion constant of 0.015 A˚2/ps was as-
signed (39), and the rotational diffusion constant was set to 4.0  105 rad2/
ps. Since COX is an integral transmembrane protein, it was kept fixed in the
simulations. The time step was set to 2.0 ps for center-to-center distances of
up to 125 A˚, and for larger distances it increased linearly with the intermo-
lecular separation. This corresponds to an average random displacement of
0.4 A˚ at small and medium separations. For the calculation of the average
lifetimes of cytochrome c near the membrane, we measured the lifetime in
the region z ¼ 40–50 A˚, and in the region z ¼ 37–47 A˚ for COX embedded
in a 20% negatively charged membrane, every time the protein entered this
region.
To reduce the computational cost of the simulations, no hydrodynamic
interactions were considered. It has been shown that in general these effects
on protein-protein association rates are small (40). Also, previous BD
studies with simplified cytochrome c molecules have shown that hydrody-
namics has only a small influence (25).
Computation of the occupancy landscape
The analysis of the trajectories with the aim of computing the occupancy
maps, the entropy, and the free-energy landscape is described in detail by
Spaar and Helms (26). After each time step of the simulated trajectories,
the positional and orientational coordinates of protein 2 (relative to protein 1)
are computed with respect to a reference coordinate system. During the
simulations, these coordinates are assigned to the nodes of a six-dimensional
grid on which the occupancy, energy, and entropy maps are computed.
The computation of the occupancy maps with respect to the positional
coordinates can be interpreted as projecting the position of protein 2 onto
a plane that is perpendicular to the center-to-center vector of the proteins
in the bound state of the crystal structure. A spherical coordinate system
was used, q and f denoting the corresponding polar and azimuthal angles
between the center-to-center vector of the proteins at a trajectory position
and the center-to-center vector of the proteins in the bound state. Since
the maps are computed with respect to a ‘‘semi-Cartesian’’ coordinate
system, the axes are called fx and fy, which are the x and y components
of the angle f. The occupancy maps with respect to the orientational coor-
dinates are computed in the same way. The normal vector of the interaction
patch of protein 2 is projected onto a plane that is perpendicular to the
normal vector of the interaction patch of protein 1. The axes are fn,x and
fn,y, according to the azimuthal angle fn between the normal vector of the
interaction patch of protein 2 and that of protein 1. The index n refers to
the normal vectors of the reaction patches.
The electrostatic and desolvation energies, and the translational and rota-
tional entropy losses (see below), are recorded in further sets of matrices (not
shown). In the matrices assigned to the electrostatic and desolvation ener-
gies, the minimum values for the given position/orientation are stored,
thus allowing the final identification of the minimum free-energy paths.
Along the angles fx and fy, and fn,x and fn,y, we used a discretization
with 101 nodes, i.e., an average step size of 1.8. Along the distance axis,
d1-2, a spacing of 2 A˚ was used over a distance of 80 A˚. The initial value
was set by the center-to-center distance between the proteins in the bound
state. Finally, the occupancy values are normalized according to the volume
of the corresponding element of the configuration space.
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By interpreting the computed occupancy maps as probability distributions,
the contribution of the translational and rotational entropy to the free energy
landscape is computed from the restriction of the degrees of motional
freedom and by applying a local entropy function. The total entropy loss
of the protein-protein encounter is approximated as the sum of the transla-
tional and rotational entropies DS ¼ DStrans þ DSrot. Since the proteins
are simulated as rigid bodies, we do not account for changes of the internal
entropy of the proteins resulting from vibrational modes and side-chain
conformations.
The process of protein encounter is considered as a step-by-step process at
a molecular level, where we analyze whether a protein at a certain position
and with a certain orientation can explore the full configuration space within
a Brownian Dynamics time step. In this way, we characterized the position-
and orientation-dependent (local) entropy loss, rather than the global entropy
loss during the association process, which can be computed using the
Sackur-tetrode equation (41). For the computation of the local entropy
loss, we only take into account the occupancy values of all those configura-
tions (positions and orientations) that are reachable from the particular
position and orientation which are within its accessible volume of the config-
uration space (i.e., within one Brownian dynamics time step). The accessible
spatial and angular volumes V and Y are defined as spheres around the
current position of the protein, and around its current orientation. The corre-
sponding radii are Dr ¼ 3 A˚ and Du ¼ 3, respectively. To compute the
local entropy loss at the given position and orientation from the occupancy
of the positions and orientations (the states) within the accessible volumes
V and Y, the occupancy landscape is interpreted as a probability distribution,
which allows the application of the basic entropy formula S ¼ kB
P
PnlnPn;
where Pn represents the probabilities for each state n. This configuration-
dependent entropy value is then compared to the entropy of a constant,
isotropic probability distribution, which is the reference state if the proteins
are far apart. Note that the entropy loss is computed separately for all of the
grid nodes of the positional and orientational space, which together represent
the entropy landscape (see Spaar and Helms (26) for details).
Free-energy landscape
With the energy and entropy contributions as functions of the translational
and rotational coordinates, the free-energy landscape of the encounter
process is computed as the sum of electrostatic energy, desolvation energy,
and translational/ rotational entropy:
DG ¼ DEel þ DEds  T DStr; DStr ¼ DStrans þ DSrot:
The membrane affects the energy profiles along the reaction path, defined as
the path along the minima of the free-energy landscape (see Fig. 5), namely,
the electrostatic interaction energy DEel, the desolvation energy DEds, the
(negative) translational and rotational entropy loss, –TDS, and the free
energy, DG, of the protein-protein association.
RESULTS
Brownian dynamics simulations were performed in this
study to investigate the association behavior of the elec-
tron-transfer-system cytochrome c (cyt ch and cyt c552)
toward COX. In particular, we focused on the effects of
the membrane and of the different redox states by applying
a recently developed methodology (26) to examine and eval-
uate the conformations and energies along the simulated
trajectories.
To study the effect of the membrane, we investigated four
different scenarios for cyt ch and cyt c552 in association
Biophysical Journal 96(5) 1721–1732with 1), COX solvated in water; 2), COX embedded in an
uncharged membrane; 3), COX embedded in a polar
membrane; and 4), uncharged COX embedded in a polar
membrane. For the simulations with an uncharged
membrane or with uncharged COX, we switched off all
the partial charges of the lipids and COX, respectively.
Note that DPPC lipids are zwitterionic but without net
charge. Further simulations were run to study the association
of cytochrome c with COX in the presence of a 20% nega-
tively charged membrane by placing a 0.2 e charge on
the choline nitrogen of each lipid. Here, the net charge of
0.2 e per lipid was chosen to mimic the percentage of nega-
tively charged lipids in cellular membranes (42). To study
the effect of the ionic strength on the association behavior
of cytochrome c, we ran the simulations of the first three
scenarios, the association to COX solvated in water, and to
COX embedded in an uncharged or polar membrane,
at lower ionic strength, 50 mM for cyt c552 and 140 mM
for cyt ch.
Next, we studied the effect of different redox states result-
ing from electron transfer from cytochrome c to COX on the
free-energy landscape. In this part, we focused on cyt c552,
which is the physiological counterpart of COX. Two
scenarios were examined: the change in the free-energy land-
scape due to electron transfer to completely oxidized COX,
and the change due to electron transfer to the enzyme
oxidized only at the CuA center, resulting in a completely
reduced COX. Below, we present results first for the
membrane effect and then for the effects of the redox state.
Effects of the membrane
The central piece of the membrane used in the simulations is
a single snapshot of a molecular dynamics simulation of
COX embedded in a DPPC membrane, which was extended
with identical patches of pure lipid membranes to create
a square membrane with side dimensions of 225 A˚ (18).
Fig. 1 A shows the charge distribution of the complete
membrane patch without COX as isosurfaces of the electro-
static field atþ/ 1 kT/e. Although the lipids carry a zero net
charge, the membrane exhibits strong inhomogeneities
caused by the zwitterionic lipid headgroups. As expected,
the inhomogeneities in the external membrane region show
a periodicity that reflects the periodic structure of the
membrane caused by the construction from identical bilayer
patches. In Fig. 1 B, the same isosurfaces are displayed,
together with the phosphorus and nitrogen atoms of the phos-
phate and choline groups in the interfacial region of the lipid
membrane. It is of interest that the positive (negative) charge
distribution does not reflect a major rearrangement of all of
the lipids, but results from the presence of an above-average
number of nitrogen (phosphorus) groups in the correspond-
ing regions.
Analysis of the BD simulations revealed a large effect of
the membrane on the energetics along the association
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COX. Fig. 2, A and B, shows the energetically favorable
regions for the association of cyt c552 with fully solvated
COX (blue), membrane-embedded COX without lipid
charges (green), and COX embedded in a membrane with
lipid charges (orange) as isosurfaces of the free-energy land-
scape at 33% of the corresponding free-energy minimum.
In the same manner, Fig. 2, D and E, displays the results
for the association of cyt ch with COX. These images demon-
FIGURE 1 Electrostatic field of the DPPC membrane without COX.
(A) Isosurfaces atþ1 kT/e (blue) and1 kT/e (red). Note the three-fold peri-
odicity along the x and y dimensions that results from the assembly of the
lipid patch from eight identical membrane patches. The central box was
equilibrated around COX. For calculation of this electrostatic potential
map, the COX charges were switched off. (B) The same isosurfaces (white
and gray, respectively) and the phosphorus (red) and nitrogen (blue) atoms
of the DPPC headgroups, demonstrating the inhomogeneous charge distri-
bution.strate that for both cytochrome c species, the energetically
favorable regions are very similar for the association with
fully solvated COX (blue) and with COX embedded in
a membrane without lipid charges (green). These regions
surround subunit II of COX and focus near the Trp129
electron entry site. The only noticeable difference is caused
by the motional restriction of cytochrome c due to the pres-
ence of the membrane.
On the other hand, the energetically favorable regions for
the association of cytochrome c (both cyt c552 and cyt ch)
with membrane-embedded COX with full electrostatics not
only surround the subunit of COX, but also include several
extended patches on the membrane surface. This indicates
that cytochrome c is attracted by the charge inhomogeneities
of the membrane due to the zwitterionic lipid headgroups.
To some extent, the patches in the external membrane
regions reflect the periodicity of the membrane. Also, the
energy and density profiles shown below (see Figs. 4
and 5) support the hypothesis that cytochrome c prefers
two-dimensional diffusion along the membrane surface
over diffusion in free space, though to a different extent,
and varying with the ionic strength of the solvent (see
below). Furthermore, the patches on the membrane surface
for the association of cyt c552 and cyt ch are very similar.
Despite the similarity to the inhomogeneities of the electro-
static field, this effect is rather surprising since the inhomo-
geneities of the electrostatic field of the membrane are on
a much smaller length scale than those of the free-energy iso-
surfaces. Thus, it is most probably the local charge distribu-
tion on the membrane caused by the orientations of the lipid
headgroups that is complementary to the charge distribution
on the surface of cytochrome c for specific conformations.
To investigate this further, we analyzed the conformations
of cyt c552 and cyt ch in these energetically favorable regions.
We found that the cyt ch molecules adopt a preferential orien-
tation close to the membrane. The orientations are very
similar for patches corresponding to each other due to the
underlying periodicity of the membrane (Fig. 2, A and D,
two orange patches on left, and two at bottom). Moreover,
the orientations of cyt c552 are also similar to the orientations
of cyt ch in these patches.
The free-energy contours displayed in Fig. 2, A and D,
show several minima (corresponding to maxima of the occu-
pancies) at the edges of the lipid bilayer. These minima are
probably artifacts caused by edge effects at the boundaries
of the lipid leaflet. The lipid slabs were taken from an equil-
ibrated molecular dynamics simulation using periodic
boundary conditions. Here, the edges are simply surrounded
by a high dielectric region. The shape of the edges therefore
does not correspond to a realistic situation. However, one
notices that this situation does not create much deeper
minima than are found on the membrane surface close to
COX. Therefore, we are certain that the computed rates
and free-energy contours in the vicinity of COX are not
affected by these edge effects.
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tion pathways for cyt c552 (A–C) and cyt ch (D–F) with
COX. (A, B, D, and E) Top (A and D) and side (B and E)
views of free-energy landscapes as isosurfaces at 33% of
the corresponding free-energy minimum. Shown are
associations of cytochrome c with fully solvated COX
(blue), COX embedded in an uncharged membrane
(green), and COX embedded in a polar membrane
(orange). (C and F) Optimal association pathways and
encounter complex conformations, shown as spheres
located on the center of mass and as ribbons, respectively.
Colors are the same as for isosurfaces. The red ribbon
represents cytochrome c in the modeled bound conforma-
tion.Fig. 2, C and F, shows cyt c552 and cyt ch in the encounter
complex with COX for the three different scenarios,
compared to the bound conformation: fully solvated COX,
COX embedded in a completely uncharged membrane, and
COX embedded in a polar membrane. As before (26,27),
the encounter complex is defined as the state of minimal
free energy. For comparison, the bound conformation
modeled in a previous docking study (19) is also shown in
both images. For both cytochrome c species, the position
of the encounter state for the association with fully solvated
COX and with COX embedded in an uncharged membrane
is located very close to the position of the bound state. For
the association of cyt c552 with fully solvated COX, the
encounter complex is very close to the bound state (d1–2 ¼
5.4 A˚, RMSD ¼ 5.7 A˚), and in the presence of an uncharged
membrane, it is a little farther away (9.1 A˚ and 9.3 A˚, respec-
tively). The orientation is also almost the same as in the
bound conformation. In the presence of a polar membrane
with full electrostatics, however, the encounter state is
located on the membrane surface, quite far from the bound
structure (d1–2 ¼ 53.3 A˚, RMSD ¼ 55.9 A˚). Conversely,
in the case of cyt ch, only for the association of cyt ch with
fully solvated COX, the orientation is similar to that of the
bound structure (d1–2 ¼ 9.6 A˚, RMSD ¼ 11.1 A˚). For the
association with membrane-embedded COX (with or
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complex is very different, whereas the position is close to
that of the bound conformation (for the uncharged
membrane, d1–2 ¼ 9.4 A˚ and RMSD ¼ 21.6 A˚; for
the membrane with lipid charges d1–2 ¼ 5.5 A˚, RMSD ¼
22.0 A˚).
The positional and orientational distributions of the
conformations, i.e., the motional restriction of cytochrome
c upon association, can be deduced more clearly from the
maps of the free-energy landscapes for different membrane
environments in Fig. 3, A and B, for cyt c552 and in Fig. 3,
C and D, for cyt ch. In these maps, the free-energy landscape
is shown for all conformations with a free energy of at least
96% of the corresponding free-energy minimum. The maps
underline that the position of cyt c552 in the encounter state
is very close to that of the docking model for the bound state
for the association with fully solvated COX and in the pres-
ence of an uncharged membrane (Fig. 3 A). The average
orientation in both cases is close to that of the bound struc-
ture, but the distribution is rather dispersed (Fig. 3 B).
More precisely, the normal vectors in these cases are
centered around 3.3  7.0, and 2.7  6.5, measured
between the normal vectors on the interface patches of the
encounter-state conformations and that of the bound state.
For membrane-embedded COX with full electrostatics, the
2D vs. 3D Diffusion of Cytochrome c 1727FIGURE 3 Free-energy landscape maps for the energet-
ically most favorable conformations of cyt c552 (A and B)
and cyt ch (C and D) with COX. Maps for positional and
orientational coordinates for the association of cytochrome
c with fully solvated COX (left), COX embedded in
a membrane without lipid charges (center); and COX
embedded in a membrane with full electrostatics (right).
Free energy levels range from low (blue) to high (red)
(A and C) Translational free-energy landscapes. (B and
D) Orientational free-energy landscapes.orientation of cyt c552 is rotated (19.0
  24.8) due to the
larger distance from the bound state. For cyt ch, the positions
in all three cases are slightly shifted, but the distribution of
the normal vectors is more focused. In all cases (fully
solvated COX, and COX embedded in an uncharged
membrane and in a charged membrane), the most favorable
orientation is found in the lower part of the maps at around
30 or more from the normal vector in the ‘‘bound’’ state.
For fully solvated COX, the normal vectors can also be
located in a second region, again at 30, but in the upper
part. This gives rise to a larger standard deviation (23.3 
16.6) compared to membrane-embedded COX (28.4 
5.7 without electrostatics, and 43.1  4.5 with electro-
statics). As the ‘‘bound’’ conformations of cytochrome
c were inferred from the docking study (19), this result indi-
cates that during the simulated trajectories, cyt c552
converges toward the docked conformation when encoun-
tering COX, whereas cyt ch converges toward a conformation
that is rotated at around 30 with respect to its docked
conformation.Fig. 4 shows the energy profiles for the association of cyt
c552 and cyt ch with fully solvated COX, with COX
embedded in a membrane without lipid charges, and with
COX embedded in a membrane with full electrostatics. To
estimate the statistical error in these energy profiles, we ran
the simulation of cyt c552 and COX embedded in a polar
membrane for five different sets of random numbers. The
corresponding profiles for this setup are shown as averages,
with the standard deviation as error bars. The free-energy
profiles from the simulations of cytochrome c (both cyt
c552 and cyt ch) association with COX are very similar in
the case of fully solvated COX and COX embedded in an
uncharged membrane, whereas the presence of a polar
membrane has two main effects on the free-energy profiles.
The first is a slight, but systematic, variation of the free
energy in the encounter state. This can be understood as an
enhancement of the charge complementarity of the proteins
due to the presence of the membrane. In the case of cyt
c552, this means a slightly decreased depth of the free-energy
minimum from 7.50 kcal/mol for fully solvated COX to
Biophysical Journal 96(5) 1721–1732
1728 Spaar et al.FIGURE 4 Energy profiles along
minimal free-energy pathways. Effects
of the membrane on the energy profiles
are shown for cyt c552 (solid symbols)
and cyt ch (open symbols) with COX
(200 mM). The energies are displayed
with respect to the distance between
protein centers for three different asso-
ciation scenarios for cytochrome c:
with fully solvated COX, with COX
embedded in an uncharged membrane,
and with COX embedded in a polar
membrane. The color scheme is the
same as for Fig. 2. (A) Electrostatic
energy, DEel; (B) Desolvation energy,
DEds; (C) Translational/rotational
entropy loss, TDS. (D) Free energy,
DG. The profiles for cyt c552 with
COX embedded in a polar membrane
are mean values with corresponding
standard deviations from five simula-
tions.7.26 kcal/mol for COX embedded in the partially charged
membrane. In contrast to the negative charge of cyt c552, cyt
ch has a large positive charge, and since COX carries a large
negative charge, the depth of the free-energy minimum is
increased, from 12.93 kcal/mol for fully solvated COX
to 14.30 kcal/mol for membrane-embedded COX.
The second effect of the polar membrane gets visible for
larger protein separations. Both cyt c552 and cyt ch are
attracted by the inhomogeneous charge distribution caused
by the polar lipid headgroups. The free energy for cyt c552
localized near the membrane is lowered by ~5 kcal/mol
compared to localization far from the membrane (and
COX). For cyt ch, this attraction is even stronger, up to
10 kcal/mol. When located near to the favorable binding
areas on the membrane surface, the rotational freedom of
cyt ch is reduced, as shown in Fig. 3.
To investigate the effect of the membrane more precisely,
we also analyzed the occupancy landscape for the associa-
tion of cytochrome c with COX. Fig. 5 shows the density
profiles along the z axis, which were computed by inte-
grating the occupancies in the x and y directions and normal-
ized to the total occupancy in the interval between z ¼ 0 and
z ¼ 100 A˚. To exclude the immediate effect of COX, all the
occupancies within a radius of 40 A˚ in the xy direction were
ignored in these calculations. At an ionic strength of 200 mM
(Fig. 5 A), we found no striking difference for the association
of cyt c552 to COX embedded in an uncharged or polar
membrane, or to uncharged COX embedded in a polar
membrane. On the contrary, for cyt ch, the close vicinity of
the membrane is increasingly attractive for a polar
membrane, even with uncharged COX. The presence of
Biophysical Journal 96(5) 1721–1732a 20% negatively charged membrane is very attractive for
both cytochrome c species, and the peak in the density profile
shifts to ~42 A˚. This effect is rather huge for cyt ch, indi-
cating that in this setup it diffuses basically in two dimen-
sions, and the occupancy farther away from the membrane
decreases significantly.
We computed the average lifetimes for cyt c552 and cyt ch
in the interval z ¼ 40–50 A˚. On the whole, they reflect the
effects seen in the density profiles: For cyt c552, the lifetime
varies only slightly for the association with solvated COX
(46.6 ps), COX embedded in an uncharged membrane
(50.9 ps), and COX embedded in a polar membrane
(48.6 ps). On the contrary, for cyt ch it increases from
50.0 ps for solvated COX to 56.6 ps for COX embedded
in an uncharged membrane and to 63.2 ps for COX
embedded in a polar membrane. For COX embedded in
a 20% negatively charged membrane, the lifetime slightly
decreased to 45.1 ps for cyt c552, whereas it increased signif-
icantly, to 85.9 ps, for cyt ch. Due to the shift of the peak in
the density profiles, in this setup, the lifetime was calculated
for the interval z ¼ 37–47 A˚.
Whether the membrane lipids are able to respond to the
presence of the protein by reorienting their headgroups should
be judged based on a comparison of the corresponding time-
scales for transient protein binding to the membrane and for
lipid motions. The typical timescale for lipid headgroup
rotations or lipid protrusions is in the range of nanoseconds
(43–45). The realistic timescale for protein binding, however,
will be longer than the residence times computed above
because of the missing short-range interactions. Properly
accounting for them would clearly increase the average
2D vs. 3D Diffusion of Cytochrome c 1729FIGURE 5 Density profiles along the
z axis. The effects of the membrane on
the density profiles for the association
of cyt c552 (A) and cyt ch (B) with
COX. The profiles are normalized to
the total occupancy in the interval
z ¼ 0–100 A˚, and all occupancies
within a radius of 40 A˚ in the xy direc-
tion around the COX center were
omitted to exclude the immediate effect
of COX.lifetimes of cytochrome c. In addition, given a flexible repre-
sentation of the membrane lipids, the lipids would be able to
respond to the presence of the protein to increase the attractive
interaction. Altogether, it is reasonable to assume similar time-
scales of protein association and of lipid headgroup rotations
so that the lipids are able to respond to the electrostatic field of
the protein like a viscous liquid, and the attractive patches
remain intact as long as the diffusing protein is close by.
In our previous study (18), we analyzed the association
rates of cyt c552 and cyt ch with COX. Since cyt ch carries
a much higher and electrostatically complementary charge
than cyt c552, the computed relative rates between the two
cytochrome c species and COX differ roughly by one magni-
tude, which corresponds particularly well to the experimental
data (9,10). Compared to the association with fully solvated
COX, the presence of the uncharged membrane decreased
the association rates slightly. This result indicates a slightly
unfavorable role of such a steric obstacle. Switching on the
partial charges of the membrane lipids had no large effects
on the computed rates. At close inspection, we noted that
the partial charges increased the rate for the physiological
partner cyt c552 slightly, whereas they decreased the rate
for cyt ch.
Effects of different redox states
Besides the effects of the membrane on the association
behavior of cytochrome c with COX, we also investigated
the effects of different redox states of cyt c552 and
membrane-embedded COX. Fig. 6 illustrates the effect of
the electron transfer from cyt c552 to completely oxidized
COX, and to COX oxidized only at the CuA center. In partic-
ular, Fig. 6 A presents the free-energy profiles for the associ-ation process for both configurations before and after the
transfer of the electron. The figure shows that the free-energy
minimum of the encounter state is less favorable before the
electron transfer than after the transfer, and, furthermore,
that the encounter state is much closer to the bound state after
the electron transfer. This is a rather counterintuitive result,
as one might imagine the electron transfer to have a destabi-
lizing effect on the complex to enable the dissociation of
cytochrome c. For the same reason, one may assume that
association of oxidized cyt c552 should be favored over the
approach of the reduced species. However, the computed
rates in Fig. 6 B for cyt c552 and COX in the different oxida-
tion states reveal exactly the opposite behavior. On second
thoughts, however, this result can be easily understood.
Electron transfer makes the overall charge of cyt c552 more
positive and enhances the electrostatic complementarity of
both proteins. Therefore, the effects on the free energy
profiles and on the association rates can be explained by
the increased charge complementarity between the proteins
due to the electron transfer. These results are very similar
for the two scenarios, the electron transfer to completely
oxidized COX and to three-times-reduced COX; the differ-
ences in the free energy before and after the electron transfer
are also quite close. Only the absolute values of the free
energy in the encounter states are slightly higher for the asso-
ciation with completely oxidized COX.
DISCUSSION
In the BD simulations performed, we found a prominent effect
of the membrane on the association of cytochrome c to COX.
For the simulation of membrane-embedded COX, we used
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1730 Spaar et al.FIGURE 6 Free-energy profiles along minimal free-
energy pathways (A) and computed association rates (B).
The effects are shown of different redox states on (A) the
free-energy profile and (B) the association rates for cyt
c552 and membrane-embedded COX (with full electro-
statics). The plots show the results from simulations of
reduced cyt c552 to fully oxidized COX (solid squares)
and to COX only oxidized at the CuA center (solid circles),
and from simulations of oxidized cyt c552 to fully reduced
COX (open circles) and to COX only reduced at the CuA
center (open squares).a snapshot of an atomistically modeled large square DPPC
membrane patch from a molecular dynamics study. On the
one hand, it is clear that this snapshot only represents one
particular conformation of the lipid molecules at a certain
point in time. On the other hand, it appears more realistic
than a time-averaged conformation of the lipid membrane,
since it shows the inhomogeneities of the electrostatic field
of the membrane. By analyzing the free-energy landscape
and the energy profiles, we found that these particular inho-
mogeneities, which are caused by the arrangement of the lipid
headgroups, are responsible for the attraction between cyto-
chrome c and the lipid membrane. In addition, we found
a strong correlation of the regions of minimal free energy
on the membrane and the orientation of cytochrome c. With
the assumption that the lipids are able to respond to the elec-
trostatic field of cytochrome c, we conclude that cytochrome
Biophysical Journal 96(5) 1721–1732c diffuses parallel to the membrane rather than in three dimen-
sions. This effect is enhanced for cyt ch as compared to cyt c552
and is stronger for lower ionic strength. This behavior was
also found experimentally for cyt ch at low ionic strengths
(23). In the presence of a 20% negatively charged membrane,
cyt ch practically diffuses only laterally on the membrane
surface.
Due to the attractive interaction of cytochrome c with
a polar membrane, the free energy also for large distances
is strongly decreased compared to fully solvated COX or
COX embedded in an uncharged membrane. This leads to
a very flat free-energy minimum since the free energy in
the encounter state is not significantly different for fully
solvated COX and membrane-embedded COX (uncharged
or polar membrane). Therefore, the encounter complex for
COX embedded in a polar membrane is not as well defined
2D vs. 3D Diffusion of Cytochrome c 1731as in the case of fully solvated COX or COX embedded in an
uncharged membrane, or as in the previous studies on the
barnase/barstar system (27).
With the assumption of a lateral diffusion of cytochrome
c on the surface of a polar or charged membrane, however,
one would expect a larger effect on the association rates.
But here, as mentioned above, it is questionable whether
the membrane snapshot describes the experimental setup
correctly. Due to the missing response of the membrane
lipids to the electrostatic field of the protein, cytochrome
c has to ‘‘jump’’ between the ‘‘islands’’ (patches) of favor-
able free energy on the membrane surface to encounter
COX. Thus, cytochrome c cannot profit from the attractive
patches on the membrane surface, and therefore, the rates
are not significantly altered.
Analyzing the motional restrictions of cyt c552 and cyt ch
in the encounter states showed that the conformation of cyt
c552 in this state is very close to that of the docking model,
whereas cyt ch appears to be rotated ~30
 relative to this
conformation. A similar rotation was observed in our
previous study on the barnase/barstar complex (27). We
suggest that long-range attraction to the encounter complex
and formation of short-range contacts during the transition
from encounter to bound complex may be mediated by
different regions on the two protein surfaces. Therefore, it
appears quite reasonable that the proteins may adapt different
orientations in the encounter and bound states.
By studying the effects of different redox states on the
association behavior of cyt c552 and membrane-embedded
COX, we found that the interaction between these proteins
is more attractive after the electron transfer. This can be
explained by the increased charge complementarity between
the proteins due to the electron transfer. For the interpretation
of these results, one should keep in mind, though, that the
rigid-body approximation used in Brownian dynamics simu-
lations may provide an incorrect picture of the binding ener-
getics before and after electron transfer (Figs. 5 B and 6). It is
commonly assumed that long-range forces are the driving
forces for the association kinetics (kon rates) and short-range
forces are the dominant effects for the dissociation kinetics
(koff rates). Upon binding, short-range contacts, such as
hydrogen bonds, and tight-packing contacts are formed.
These are probably of much greater importance than the
net change of total charges noted above. Nonetheless, it is
interesting to note that the transfer of a net charge counteracts
the polarity of the binding partners.
In summary, Brownian dynamics simulations have
enabled us to provide a new spatial view of the association
pathways of the electron carrier with the terminal oxidase
in mitochondria, cytochrome c oxidase. The results of the
simulation provide new support for the previously suggested
model of two-dimensional diffusion along the lipid bilayer.
For the association of cytochrome c and COX in the biolog-
ical cell, this means that this process is strongly influenced
by the composition of the lipid membrane and the presenceof other membrane proteins. Furthermore, we therefore
conclude that experiments with soluble COX do not appear
to be directly comparable to the native membrane environ-
ment. Based on our studies, we suggest that normal fluctua-
tions in the lipid distribution cause temporal favorable
binding sites on the membrane surface. This study calls for
an extension of future work using a dynamic description of
the membrane. As described, for example, by Heimburg
et al. (46), the membrane lipids are likely to respond to the
presence of a bound macromolecule. As the positions of
the residues on the surface of the protein are quite well
defined, it is the lipids that need to reorganize. In light of
this study, we suggest that the lipids are rearranged to create
a sort of negative image of the protein surface. On the other
hand, one can also imagine slight penetration of cytochrome
c into the headgroup region due to the fluid nature of
membranes. Treating the energetic and structural details
of protein/membrane interactions is becoming within reach
of molecular simulation methods involving Brownian
dynamics, molecular dynamics, Monte Carlo simulations,
and other techniques, as, e.g., presented by Kelashvili et al.
(47). By interfacing with time-resolved or single-molecule
experiments, we can expect to understand much more about
these fascinating systems in the near future.
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