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Abstract
Four experiments examined how differences in the properties of the target and surround affect the time required for perceptual
filling-in. They examined differences in luminance, orientation, spatial frequency, and color. A larger target/surround difference
delayed filling-in (‘feature difference effect’). Interestingly, exchanging the target and surround properties significantly varied the
time (‘target/surround asymmetry’). Filling-in was facilitated when the target was brighter and closer to the vertical or horizontal
than the surround. Little asymmetry was found in the frequency domain, while significant asymmetry was observed for specific
color combinations. These effects are discussed with respect to edge adaptation, feature adaptation, balance of neural activities,
and contextual modulation. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
When people look at a display in which a small
peripheral target is presented on a uniform background
with strict fixation, the target becomes invisible within a
few seconds and the display appears uniform. This
occurs not only when the background has uniform
brightness, but also when it has color, texture, and
dynamic dot patterns (Ramachandran & Gregory,
1991; Spillman & Kurtenbach, 1992; Ramachandran,
Gregory, & Aiken, 1993; Gyoba, 1997). This phe-
nomenon, called ‘perceptual filling-in’ or ‘perceptual
fading’, was first reported in the early nineteenth cen-
tury (Troxler, 1804), and has attracted many re-
searchers, perhaps because of its simplicity and
potential profundity.
It is broadly accepted that edge adaptation is the
most important factor in bringing about perceptual
filling-in (e.g. Ramachandran & Gregory, 1991). Re-
searchers assumed that the neural activities representing
properties of the target and surround tended to spread
out through intra-layer (horizontal) or inter-layer (feed-
back) connections in the visual cortex (e.g. Spillmann &
Werner, 1996), but this diffusion was inhibited by edge
representation.1 Perceptual filling-in was perceived
when the edge representation fatigued and could no
longer block the diffusion, that is, when the target
region was filled by neural activity spreading from the
surroundings.2
Various lines of evidence support this scenario. Most
simply, if a subject moves his/her eyes after filling-in is
perceived, the target re-appears. This occurs because
the change in edge representation resets neural activity
in the target region. As a quantitative examination of
the effect of edge strength, Yokoi, Uchikawa, Ujike,
and Nakano (1994) reported that filling-in was delayed
1 This structure seems common to other filling-in phenomena, such
as ‘brightness filling-in’ (e.g. Paradiso & Nakayama, 1991), ‘neon-
color spreading’ (e.g. Nakayama, Shimojo, & Ramachandran, 1990),
and ‘texture spreading’ (e.g. Watanabe & Cavanagh, 1991; Caputo,
1998). However, because it takes several seconds to be perceived,
perceptual filling-in should be distinguished from these examples of
instantaneous filling-in.
2 It is controversial whether perceptual filling-in is realized by
‘neural’ filling-in (for review see Pessoa, Thompson, & Noe¨, 1998).
An alternative view is that local feature (or boundary) signals are
ignored, and only global structure is perceived when filling-in is
perceived. However, recent experimental results seem to support the
view of neural filling-in (e.g. De Weerd et al., 1995; De Weerd et al.,
1998; Murakami, 1995; Paradiso & Nakayama, 1991).
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as the luminance difference between the target and
surround increased, suggesting that stronger edges de-
layed filling-in. This result seems consistent with the
view that edge adaptation causes perceptual filling-in,
as it suggests that stronger edge inputs prolonged the
time before edge representation diminished to a level at
which it could no longer prevent the diffusion.
Another important factor controlling filling-in is the
balance between the neural activities representing target
and surround properties, as pointed out by De Weerd,
Gattass, Desimone, and Ungerleider (1995). They ex-
amined neural activities in the monkey visual cortex,
and found that activity in the target region gradually
changed during the time of perceptual filling-in. They
suggested that this temporal change resulted from up-
setting the balance between excitatory and inhibitory
neural signals in the target region. If we assume the
existence of connections mediating neural diffusion
over the target/surround boundary, it is plausible that
competition arises between the resident activity repre-
senting the target property and the invading activity
representing the surround property, and that filling-in is
perceived when the latter defeats the former. If this
scenario is correct, the power relationship between
target and surround might affect the time for filling-in.
This view is supported by a parametric study investi-
gating the effects of target and surround sizes on the
time for filling-in (De Weerd, Desimone, & Ungerleider,
1998), which showed that filling-in was facilitated by a
smaller target and a larger surround. The fact that the
surround size affected the time for filling-in cannot be
explained only by edge adaptation, because varying the
surround size does not change the edge input. Rather, it
is more compatible with the theory of balance, because
a larger surround region is expected to result in more
activity invading the target region.
Therefore, conventional studies have proposed that
edge adaptation and the target/surround balance are
the two major factors determining the time-course of
perceptual filling-in. However, it is still uncertain how
these two factors are related to each other. Although
they both stem from differences between target and
surround, their roles in filling-in appear opposite.
This study reports some novel findings related to
these issues. The effect of target/surround differences
on the time required for filling-in was examined. In
contrast to previous studies, in which the target was
always a homogeneous gray patch,3 this study manipu-
lated both target and surround properties. The two
differed in luminance (experiment 1), orientation (ex-
periment 2), spatial frequency (experiment 3), or color
(experiment 4). As will be described below, a larger
target/surround difference delayed filling-in, and more
interestingly, the time for filling-in varied significantly
when the target and surround properties were ex-
changed. An attempt is made to interpret these phe-




Stimuli were generated with an IBM AT-compatible
personal computer (Dell, Optiplex575) and presented
on a 17-inch color monitor (Sony, GDM17seT). All
experiments were run in a dimly lit booth.
Subjects observed the color monitor from a distance
of 65 (experiment 1) or 50 (experiments 2–4) cm
monocularly or binocularly (dependent on experimental
conditions). Before starting a session, the subjects
looked at a white screen (30 cd/m2) for 1 min to
stabilize eye conditions. The screen was 26.0×18.8 (in
experiment 1) or 31.2×23.8° (in experiments 2–4) in
visual angle.
Fig. 1. Typical stimulus configurations in the experiments. In experi-
ment 1, a circular gray patch (target) was presented on a uniform
surround region (a), while in experiments 2 and 3 a Gabor patch was
presented on a sinusoidal grating (b). In experiment 4, different color
stimuli were imposed on target and surround regions.
3 A gray target was likely used in previous studies partly because
most researchers associate perceptual filling-in with strict fixation
with filling-in at a blind spot or scotoma. Since a scotoma receives no
visual stimuli, it seems natural to use a gray target. However, there is
no logical reason for such a restriction.
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Except for experiment 1, each block started with a
gray screen with a luminance of 30 cd/m2. Fifteen
seconds later, a black crosshair appeared at the center of
the screen, on which subjects had to fixate throughout
a trial. Shortly afterwards (2.0–2.5 s determined at
random), target and surround stimuli were presented
simultaneously (see Fig. 1). The target was a circular
patch with an eccentricity of 8.0°, located in the left or
right upper field of the screen.
Subjects were asked to try to blink as infrequently as
possible and instructed to press a key when the whole
screen appeared uniform. The time between stimulus
onset and response was recorded as the reaction time
(RT). Although the subjective impression of filling-in
might differ individually, subjects were asked to judge its
occurrence according to their own consistent criteria.
The session moved on to the next trial when the key
was pressed, or if subjects did not respond within 30 s
the trial was aborted automatically. Aborted trials were
recorded in the data file, and supplemental trials were
then inserted later. In actuality, only a few aborted trials
occurred during the experimental sessions.
The number of trials within a block was determined
so that a block took 5–10 min. A 30-s rest period was
inserted between succeeding blocks. A uniform gray
screen of 30 cd/m2 was presented during the rest period.
A new block started when the subject pressed a key.
Each experimental session consisted of four blocks
and typically took about 30 min. Sessions were repeated
until the subjects had performed 16 trials for each
experimental condition, with sufficient rest between ses-
sions.
3. Experiment 1
Experiment 1 examined the time for filling-in when the
target and surround differed in luminance. Target and
surround luminances were chosen from 20, 30 and 40
cd/m2 in condition A and from 25, 30 and 35 cd/m2 in
condition B. As mentioned above, both surround lumi-
nance and target luminance were manipulated in this
experiment.
3.1. Method
Four graduate students of the University of Electro-
Communications and the author participated in this
experiment. All subjects had normal or corrected-to-nor-
mal vision. The student subjects were paid 1000 Yen per
h. The students were all naı¨ve as to the purpose of the
experiment.
Two luminance conditions were prepared. The target
and surround luminances were chosen from 20, 30 and
40 cd/m2 in condition A and from 25, 30 and 35 cd/m2
in condition B. Consequently, there were six luminance
pairs in each condition. These conditions were chosen so
that RT was distributed around 10 s. This setting
favored gathering stable data; longer observation of a
display increases the likelihood of blinking and the
intensity of an afterimage, and puts mental stress on the
subjects.
The luminance of the blank screen was equated to that
of the background in the on-going trial. All subjects
participated in binocular and monocular conditions. In
the monocular condition, the subject’s left eye was
covered with an eye patch. Other settings were as
described in Section 2. An experimental session consisted
of four blocks of 12 trials (= two trials×six luminance
combinations). Each subject participated in four sessions
(= two sessions× two observation conditions).
3.2. Results
The left and middle columns of Fig. 2 summarize the
inter-subject averages of median RTs4 for the binocular
and monocular conditions, respectively. The horizontal
and vertical axes of each box represent the target and
surround luminances, respectively. The radius of each
circle and the length of the bar attached to the circle
indicate the averaged median RT and the standard
deviation, respectively. A 10-s reference circle is shown
in the left-upper box. No circle is drawn on the diagonal,
because it is meaningless to consider the case when the
target and surround have identical luminances.
Three facts can be observed in Fig. 2. First, the RTs
differed little between the monocular and binocular
conditions. This can be seen roughly by comparing the
circles in the left and middle columns. Second, the RTs
were prolonged with greater difference in the target and
surround luminances. This is seen by comparing the sizes
of circles along each horizontal or vertical broken line in
the boxes. For example, in the case ‘surround: 20 cd/m2’,
the RT was longer when the target luminance was 40
cd/m2 than when it was 30 cd/m2. The tendency for a
larger luminance difference to delay filling-in is confi-
rmed by the circles in the upper row (condition A) being
generally larger than those in the lower row (condition
B).
To illustrate this more clearly, Fig. 3(a) shows the RT
distribution for one subject when the surround lumi-
nance was 20 cd/m2. The shaded and open bars represent
the frequency of trials when the target luminance was 30
and 40 cd/m2, respectively. In the figure, arrows indicate
the median RTs. We can see that the open bars are
distributed to the right of the shaded bars, meaning that
the RT was longer when the target luminance was 40
cd/m2, that is, when the target/surround difference was
larger.
4 Since the RT data did not seem to obey a normal distribution (see
Fig. 3), median RT was used for statistical tests, instead of mean RT.
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Fig. 2. Effect of target and surround luminances on the time required for filling-in. The horizontal and vertical axes of the boxes represent target
and surround luminances, respectively, and the radius of each circle represents the inter-subject average of median RT for a target/surround
luminance combination. A small bar attached on each circle indicates standard deviation. The left and middle columns show the results for
binocular and monocular conditions, respectively. The right column shows the statistical significance levels of RT differences between the
corresponding conditions. See the text for details.
Third, in Fig. 2, notice that in each box, the circles in
the right-lower triangle are smaller than those in the
left-upper triangle. To be more specific, comparing two
circles located at symmetric positions with respect to
the diagonal, the right-lower circle (e.g. target/sur-
round: 30–20 cd/m2) is smaller than the left-upper
circle (e.g. target/surround: 20–30 cd/m2).5 This indi-
cates that the time for filling-in was affected by ex-
changing the target and surround. Perceptual filling-in
occurred more quickly when the target was brighter
than the background, compared to the reverse
condition.
To observe this in more detail, the RT distributions
were compared between cases for which the target/sur-
round combination was 30–20 and 20–30 cd/m2. In
Fig. 3(b), shaded and open bars represent the RT
distributions for one subject for the cases 30–20 and
20–30 cd/m2, respectively. The shaded bars are gener-
ally to the left, compared to the open bars, indicating
that the time for filling-in was shorter when the target
was brighter than the surround (i.e. 30–20 cd/m2),
compared to the reverse condition (i.e. 20–30 cd/m2).
Fig. 4 summarizes the differences in RTs caused by
exchanging the target and surround luminances.
Shaded and open bars represent RT differences for
binocular and monocular conditions, respectively. The
values were calculated by subtracting the RTs in the
right-lower triangle (i.e. the target was brighter than the
surround) from those in the left-upper triangle (i.e. the
target was darker than the surround) in Fig. 2. Thus, a
positive value means that the RT was longer when the
target was darker than the surround. Since all bars have
positive values, the RT was consistently reduced when
the target was brighter than the surround.
In order to test the effects of target/surround differ-
ence and target/surround exchange, a 2 (binocular or
monocular)×2 (luminance combination) within-subject
ANOVA was performed. A statistical test was carried
out for each luminance pair separately. The effect of
the target/surround difference was tested by comparing
two conditions where either target or surround lumi-
nance was fixed (e.g. comparing 20–30 with 20–40
cd/m2 or 30–20 with 40–20 cd/m2). On the other hand,
the effect of the exchange was tested by comparing two
conditions where target and surround luminances were
exchanged (e.g. comparing 20–30 with 30–20 cd/m2).
Consequently, the effects of observation condition (i.e.
binocular or monocular) and interaction were not sig-
nificant for any luminance pair, while the effect of
5 In this paper, the notation ‘x−y ’ will be used to represent the
target-surround combination, where x and y correspond to target and
surround properties, respectively.
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luminance combination was significant for most pairs.
The significance levels (*: P0.05, **: P0.01, and
***: P0.001) for the effect of target/surround differ-
ence are indicated in the right panel of Fig. 2. On the
other hand, significance levels for the effect of target/
surround exchange are shown in Fig. 4. As shown in
these figures, both effects were supported by the statisti-
cal tests.
At this point, I would like to comment on the effect
of the relative difference in luminance. Fig. 2 shows
that the RT difference between the 30–20 and 30–40
cd/m2 pairs was small and not significant. This seems
plausible, because the difference in absolute luminance
between the target and surround regions was identical
in these pairs. However, the RT difference between the
20–30 and 40–30 cd/m2 pairs was quite significant,
although their luminance differences were identical.
This leads to two comments. First, it is unlikely that the
difference effect corresponds to ‘contrast.’ If we define
‘contrast’ as the relative luminance difference with re-
spect to the background luminance (i.e. Michelson con-
trast), the 20–30 and 40–30 cd/m2 pairs have the same
contrast (−33 vs. +33%), while the 30–20 and 30–40
cd/m2 pairs do not (+50 vs. −25%).6 No significant
RT difference was found between the different-contrast
pairs, while there was one between the same-contrast
pairs, suggesting that there is no direct correspondence
between contrast and differences in RT. Second, the
absolute target luminance had a significant effect on the
time for filling-in, as well as the target/surround differ-
ence. This may be natural from the perspective of the
target/surround balance theory. The target property is a
definite factor if the competition between excitatory
and inhibitory activities within the target region deter-
mines the time for filling-in.
3.3. Discussion
This experiment showed three properties of percep-
tual filling-in. First, there was little difference between
monocular and binocular observations. Second, a larger
target/surround difference delayed filling-in. Third, the
time for filling-in was not constant when target and
surround luminances were exchanged.
The result that filling-in was perceived more slowly as
the luminance difference between target and surround
became larger is consistent with Yokoi et al. (1994).
This is refered to as the ‘feature difference effect’,
below. This effect seems to favor the view that edge
adaptation is the primary cause of perceptual filling-in,
because it is plausible that sharper edges activate edge
representation more strongly and require more time to
diminish neural activity to a certain level.
The result that exchanging target and surround stim-
uli affected the time for filling-in is the most important
finding of this experiment, and is here referred to as
‘target/surround asymmetry’ or ‘figure/ground asymme-
try’. This effect cannot be readily explained using the
edge-adaptation view, because exchanging target and
surround does not change the edge input. This phe-
nomenon will be discussed in Section 7.
One might suspect that the asymmetry was an arti-
fact caused by the experimental setting, in which the
luminance of the blank screen presented at the begin-
ning of a trial was equated to that of the surround of
the test stimulus. What if the luminance of the blank
screen was equated to the target luminance? To answer
this question, in a follow-up experiment the luminance
of the blank screen was the same as the target lumi-
nance. Although no details are shown here, significant
asymmetry was found, rejecting the above view.
Fig. 3. Examples of RT distributions. (a) Shaded and open bars show
the distributions for a subject when the target/surround combination
was 30–20 and 40–20 cd/m2, respectively. Arrows indicate the me-
dian RTs in the two conditions. The latter distribution is located to
the right of the former, implying that a larger target/surround differ-
ence delays perceptual filling-in. (b) Shaded and open bars show the
distributions when the target/surround combination was 30–20 and
20–30 cd/m2, respectively. The former distribution is to the left,
meaning that filling-in occurred more quickly when the target was
brighter than the surround.
6 The discussion may change if we adopt another definition of
contrast.
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Fig. 4. RT difference caused by exchanging target and surround luminances. The figure shows how much the median RTs varied when the target
and surround luminances were exchanged. The results for binocular and monocular conditions are combined. The value for ‘20–30’ represents
RT(20, 30)=RT(target/surround: 20–30 cd/m2)−RT(target/surround: 30–20 cd/m2). Since all the bars have positive values, perceptual filling-in
was facilitated when the target was brighter than the surround, compared to the reverse condition. The asterisks indicate the significance levels
for the effect of the exchange (not for the difference between the monocular and binocular conditions).
In addition, it should be noted that the asymmetry
was observed when the target/surround contrast was
identical. In the last part of the previous section, I
described that the average RT for the 40–30 cd/m2 pair
was significantly shorter than that for the 20–30 cd/m2
pair. Since these pairs had the same surround lumi-
nance and Michelson contrast (33%), this means that
target/surround asymmetry was observed between pairs
whose surround luminance and contrast were both
identical. In connection with this point, we should keep
in mind that various factors could potentially affect the
results. Systematic investigation will be required to
extend our discussion to a quantitative level.
I wondered whether this asymmetry was specific to
filling-in in the luminance domain. Might similar asym-
metry also be found in other stimulus dimensions, such
as orientation, spatial frequency, motion, and color? If
this asymmetry is observed only in the luminance do-
main, it is presumably caused by factors specific to
brightness representation in our visual system. To the
contrary, if it is common to multiple stimulus dimen-
sions, this phenomenon must be related to the funda-
mental structure of our visual cortex. In order to
answer this question, I carried out similar experiments
examining the orientation, spatial frequency, and color
domains.
4. Experiment 2
Experiment 2 examined whether the feature differ-
ence effect and target/surround asymmetry were found
in the orientation domain. To see the effect of orienta-
tion difference, two differently oriented sinusoidal grat-
ings were presented in the target and surround regions.
A Gabor patch was used as the target stimulus to
prevent a luminance gap at the contour from producing
an artifact (see Fig. 1(b)). After observing this stimulus
for several seconds, people perceive that the patch
vanishes and only a uniform grating is present on the
screen.
The experiment was run separately using three orien-
tation conditions in order to avoid an explosion of
experimental conditions. In the first condition, target
and surround orientations were chosen from the 0, 15
and 30°, where the orientation angle was measured
counterclockwise from the vertical. The author mea-
sured RTs for six orientation combinations. In the
second and third conditions, target and surround orien-
tations were chosen from the 30, 45 and 60°, and from
the 60, 75 and 90°, respectively.
4.1. Method
Eight students of the University of Electro-Commu-
nications participated in the experiment. They had nor-
mal or corrected-to-normal vision and were paid 1000
Yen per h.
As mentioned above, a Gabor patch (target) was
presented on a uniform sinusoidal grating (surround).






where L0 and La are the average luminance and ampli-
tude, respectively, (x0, y0) is the center of the target, f is
the spatial frequency, (nx, ny) is a unit vector determin-
ing the orientation of the grating, 0 is the phase, and 
is a parameter determining the scale of the pattern. In
the experiment, the spatial frequency ( f ), average lumi-
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Fig. 5. Results of experiment 2. The left panel shows the inter-subject averages of median RTs for the three conditions. The statistical significance
levels of the RT differences between two target/surround pairs are indicated near the broken lines. The right panel shows the RT differences
caused by exchanging the target and surround orientations. The magnitude and polarity of the differences differed for the three conditions. Details
are discussed in the text.
nance (L0), Michelson contrast (La/L0), and scale
parameter () were 2.5 cd, 30 cd/m2, 33% and 0.4°,
respectively. The target was 1.4° in diameter. A spatial
frequency of 2.5 cpd was chosen, because the human
visual system is most sensitive around 2–5 cpd (Camp-
bell & Robson 1968; De Valois, Albrecht, & Thorell,
1982), and because at least a few cycles of grating
pattern should be presented within the target region for
a meaningful experimental situation. The phases of the
target and surround gratings were varied at random
trial by trial.
Only the binocular condition was examined, because
there was little difference between the monocular and
binocular conditions in experiment 1. Three orientation
conditions were prepared: 0, 15 and 30° in condition A;
30, 45 and 60° in condition B; and 60, 75 and 90° in
condition C, where orientation was measured counter-
clockwise from the vertical (i.e. 0° means vertical).
The target was presented in the right-upper field of
the screen for four subjects and in the left-upper field
for the other subjects. Target eccentricity was fixed at
8.0°. Other settings were as described in Section 2. With
this setting, subjects could clearly perceive the orienta-
tion of the target, although they could not see its
pattern clearly. An experimental session consisted of
four blocks of 12 trials (= two trials×six orientation
combinations). Each subject participated in six sessions
(= two sessions× three orientation conditions).
4.2. Results and discussion
Since the target position did not have any effect on
the results, the analysis was carried out for mixed data
from all subjects.
RT data are summarized in the left panel of Fig. 5.
The three boxes in the left column show the inter-sub-
ject averages of the median RTs for the corresponding
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conditions. As in Fig. 2, the horizontal and vertical
axes represent target and surround orientations, respec-
tively. We can see that RTs were prolonged as the
target/surround difference increased, meaning that the
feature difference effect occurred in the orientation
domain.
A within-subject ANOVA was performed for each
orientation combination along a horizontal or vertical
broken line, and statistical significance is indicated be-
side the line. For example, asterisks (‘**’) beside the
horizontal broken line corresponding to ‘surround: 0
deg’ mean that the difference between the 15–0 and
30–0° pairs reached a significance level of 1%.
The difference was significant in most cases, suggest-
ing that RTs were consistently longer with a larger
target/surround difference. Looking at the result more
closely, however, the feature difference effect was asym-
metric between the target-fixed and surround-fixed
cases. For example, the difference between the 15–0
and 15–30° pairs (i.e. target fixed) was quite significant,
while the difference between the 0–15 and 30–15° pairs
(i.e. surround fixed) was not significant, although the
absolute target/surround difference was the same in
both cases. This is also the case in condition C. The
difference between the 75–60 and 75–90° pairs was
significant, while the difference between the 60–75 and
90–75° pairs was not significant.7 Interestingly, how-
ever, this pattern is not seen in condition B. The
difference was not significant between either the 45–30
and 45–60° pairs or between the 45–30 and 45–60°
pairs. Although there is no clear explanation for this,
the effect of target/surround difference depends on the
absolute orientations of the target and surround
gratings.
Now, we move on to target/surround asymmetry.
The right column in Fig. 5 depicts the RT difference
caused by exchanging target and surround orientations.
The values were calculated by subtracting the median
RT in the right-lower triangle (i.e. when the target
orientation was closer to the horizontal) from that in
the left-upper triangle (i.e. when the target orientation
was closer to the vertical) in the box drawn in the left
column. A positive value indicates that the RT was
shorter when the target orientation was closer to the
horizontal than the surround orientation, compared to
the reverse condition.
Different tendencies were found among the three
conditions. While little asymmetry was observed in
condition B, remarkable asymmetry was found in con-
ditions A and C. Moreover, the polarity of the asym-
metry was opposite between conditions A and C. In
condition A, all the bars have negative values, meaning
that filling-in was facilitated when the target orientation
was closer to the vertical than the surround. In condi-
tion C, to the contrary, all the bars have positive
values, showing that filling-in was facilitated when the
target orientation was closer to the horizontal. There-
fore, it can be said that the target/surround asymmetry
was prominent when the target orientation was closer
to either the horizontal or vertical.
Therefore, both the feature difference effect and
target/surround asymmetry were observed in the orien-
tation domain. Interestingly, both effects suffer from a
sort of ‘oblique effect’; that is, their characteristics
depended on the absolute orientations of the gratings.
Although it is just speculation, these results suggest a
tight relationship between perceptual filling-in and neu-
ral representation in our brain. This will be discussed in
Section 7.
5. Experiment 3
Experiment 3 examined the feature difference effect
and target/surround asymmetry in the spatial frequency
domain.
5.1. Method
Eight students of the University of Electro-Commu-
nications participated in the experiment. They had nor-
mal or corrected-to-normal vision and were paid 1000
Yen per h.
As in experiment 2, a Gabor patch was presented on
a uniform grating pattern. The orientations were the
same (45°), while the spatial frequencies differed. The
phases of the two patterns were changed trial by trial to
prevent a specific phase relationship from producing an
artifact. Only the binocular condition was examined.
Two frequency conditions were examined. Target
and surround spatial frequencies were chosen from 1.5,
2.0 and 2.5 cpd in condition A and 2.5, 3.0 and 3.5 cpd
in condition B. Target diameter was 1.4°. The target
was presented in the right-upper field for four subjects
and in the left-upper field for the other subjects, as in
experiment 2. Other settings were as described in Sec-
tion 2. Although subjects could not readily distinguish
the spatial frequency, they saw ‘something odd’ at the
target position and noticed the occurrence of filling-in,
because they clearly perceived that the odd region faded
away.
5.2. Results and discussion
Since target position had no effect on the results, the
following analysis was performed for mixed data from
all subjects.
7 We have already seen a similar pattern in the results of experi-
ment 1. However, notice that significant differences were found in the
target-fixed cases in this experiment, while in experiment 1, significant
differences were found in the surround-fixed cases.
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Fig. 6. Results of experiment 3. The left and right panels show the averages of the median RTs and the RT differences caused by exchanging the
target and surround frequencies, respectively. See the text for details.
Fig. 6 summarizes the results. This figure was drawn
in the same fashion as Fig. 5. In the right panel, a
positive value means that the mean RT was longer
when the target had a higher spatial frequency than the
surround, compared to the opposite condition.
The left panel shows that RTs were prolonged with a
larger frequency difference, meaning that the feature
difference effect was observed in the frequency domain.
The difference effect was asymmetric between the
target-fixed and surround-fixed cases for some fre-
quency combinations. For example, comparing the
2.5–3.0 and 3.5–3.0 cpd pairs (i.e. surround fixed), no
significant difference was found in RT. In contrast,
comparing the 3.0–2.5 and 3.0–3.5 cpd pairs (i.e. target
fixed), the RTs were significantly longer for the former
pair. This pattern is similar to that in experiment 2.
On the other hand, the RT differences caused by
exchanging the target and surround frequencies were
not as remarkable as in the previous experiments. The
absolute differences were small and did not reach sig-
nificance for most frequency combinations. Of course,
we cannot conclude that there is no target/surround
asymmetry in the frequency domain based only on
these results, because significant asymmetry might be
observed by changing stimulus conditions, such as
target size, eccentricity, and frequency region. We can
only say that the asymmetry in the frequency domain
was not as remarkable as in the other stimulus
dimensions.
6. Experiment 4
Experiment 4 was designed to examine target/sur-
round asymmetry in the color domain. In each trial, the
target and surround were chosen at random from four
colors (white, red, green and blue). In order to match
the luminances of all color stimuli, subjects individually
performed a luminance adjustment experiment before
the main experiment.
6.1. Method
Eight students of the University of Electro-Commu-
nications participated in the experiment. They had nor-
mal or corrected-to-normal vision and were paid 1000
Yen per h.
The main experiment was almost the same as the
previous experiments. The stimulus configuration was
similar to that in experiment 1, except uniform color
stimuli were used, and the experimental procedure was
as described in Section 2. Therefore, the following
paragraphs concentrate on the procedure used for the
color adjustment experiment.
First, the luminance of the white stimulus was set at
30 cd/m2. The other colors were made by increasing one
of the RGB gun-values from a darker (i.e. 25 cd/m2)
white stimulus, called the ‘base color’. Therefore, writ-
ing the triplet of the RGB gun-values for the base color
as (bR, bG, bB), the triplet for a red stimulus was given
by (bR+R, bG, bB). The increment R was determined
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Fig. 7. Results of experiment 4. The averages of median RTs and RT differences caused by exchanging target and surround colors are shown.
See the text for details.
by the flicker method described below. The following
explanation deals only with a red stimulus.
In the flicker experiment, subjects observed a stimu-
lus consisting of two alternating frames. The frequency
of the alternation was 15 Hz. In one frame, a 3.0°×
3.0° white square patch with a luminance of 30 cd/m2
was presented on a black background. In the other
frame, a red patch of the same size was presented at the
same position. When observing this stimulus, the sub-
jects usually saw a pink flickering square. The magni-
tude of flicker varied according to the increment R,
and subjects were asked to find the increment R that
minimized the flicker. The resultant red stimulus had
virtually the same luminance as the white patch, be-
cause the flicker was eliminated when their luminances
were identical. In the actual experiment, subjects re-
peated this procedure five times, and the mean incre-
ment was used in the main experiment. When an
extraordinary result was observed, the experiment was
repeated until a stable result was obtained.
Applying the same procedure for green and
blue stimuli, four equi-luminant color stimuli were ob-
tained.
6.2. Results and discussion
Fig. 7 summarizes the experimental results. The left
panel shows the inter-subject average of median RTs
for every color combination and the right panel shows
RT differences caused by exchanging target and sur-
round colors. In the right panel, a positive value means
that the RT was longer when the target had the first
color, compared to when it had the second color. For
example, the positive value for the ‘white–blue’ pair
means that the RT was longer in the white-target
blue-surround condition than in the blue-target white-
surround condition.
We can readily see in the left panel that filling-in was
delayed when the surround was blue, but delayed less
when the target was blue. This is clearly shown in the
right panel. The target/surround asymmetry was quite
significant between blue and the other colors. On the
other hand, little asymmetry was found between any
combination of the other colors.
This result shows that target/surround asymmetry
can also be found in the color domain. Moreover, it
suggests that blue may be different from white, red, and
green in some sense. This might be related to the fact
that there are two major axes in the color space:
red–green and blue–yellow. It is difficult to discuss this
result in more detail, both because the neural represen-
tation of color information in the visual system is not
clearly understood, and because this experiment treated
only four colors. Systematic investigation is necessary
to reveal the relationship between the target/surround
asymmetry and the color coordinate. This is a major
subject for future research.
7. General discussion
7.1. Interpretation based on conentional theories of
perceptual filling-in
The four experiments examined two remarkable
characteristics of perceptual filling-in: the feature differ-
ence effect and target/surround asymmetry. Yokoi et al.
(1994) reported the difference effect in the luminance
domain, and the present study showed that it occurred
in the orientation and spatial frequency domains. This
study is the first to report significant asymmetry effects
in the luminance, orientation, and color dimensions,
although no consistent effect was found in the spatial
frequency domain. Moreover, other studies suggest the
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existence of these effects in the motion domain (Welch-
man & Harris, 1999). Therefore, these effects appear
common to various stimulus dimensions, and reflect the
fundamental structure of our visual system. In this
section, I try to interpret these effects based on the
conventional view of perceptual filling-in.
As described in Section 1, researchers have pointed
out that two major factors determine the time for
filling-in: edge adaptation and target/surround balance
of neural activity. The feature difference effect can be
explained by the first factor, as described in the Intro-
duction (another interpretation will be proposed in the
next section). Assuming that filling-in is triggered by
the decay of edge representation, filling-in is probably
delayed when edge representation is activated more by
a larger feature difference. However, this cannot ex-
plain target/surround asymmetry, because edge input is
maintained even if the target and surround are
exchanged.
On the other hand, it seems difficult to explain the
feature difference effect from the perspective of target/
surround balance. If filling-in is perceived when the
neural activity representing features of the surround
(which leaks into the target region) defeats the resident
neural activity representing the target feature, the time
for filling-in should depend on the intensities of these
activities and the magnitude of their interaction. At
present, however, we do not know enough about these
factors to estimate the time for filling-in.
As for the former point, there are neurophysiological
findings on orientation and spatial frequency represen-
tation. It is generally accepted that different orienta-
tions/frequencies are represented by different groups of
neurons; most neurons in the early visual system have
their own optimal orientation/frequency. On the other
hand, it is still unclear how our brain represents bright-
ness and color. Below, I discuss orientation representa-
tion and consider how different orientation represen-
tations interact.
I believe that ‘contextual modulation’ in the visual
cortex provides a clue to answering this question. In the
next section, I try to interpret the feature difference
effect by combining balance theory and the idea of
contextual modulation.
7.2. Feature difference effect and contextual modulation
Contextual modulation is the phenomenon in which
a neuron’s activity is modulated by a stimulus imposed
outside its ‘classical’ receptive field (Blakemore & To-
bin, 1972; Kapadia, Ito, Gilbert, & Westheimer, 1995;
Sillito, Grieve, Jones, Cudeiro, & Davis, 1995; Zipser,
Lamme, & Schiller, 1996). For example, Sillito et al.
(1995) found that the response of orientation-selective
neurons to their optimal stimulus was suppressed if
another grating was imposed onto the surround field.
The magnitude of suppression depended on the similar-
ity of the two orientations. The response was little
affected when the orientations were perpendicular,
while it was almost completely suppressed when they
were parallel.
Since the stimulus used in experiment 2 was similar
to those used in contextual modulation experiments, it
is quite possible that when people observe a filling-in
stimulus, the neural activity representing the target
orientation suffers from contextual modulation. Since
context-dependent suppression diminishes as the sur-
round orientation becomes more distinct from the
target orientation, perhaps the target activity suffers
from less inhibition as the orientation difference be-
comes larger. In other words, the neural activity repre-
senting the target orientation is stronger with a larger
orientation difference. Accepting the target/surround
balance theory leads to the prediction that perceptual
filling-in is delayed with a larger target/surround differ-
ence, which is consistent with the experimental results.
Therefore, the feature difference effect can be ex-
plained by the balance theory with the help of contex-
tual modulation. This explanation is attractive, not
only because it is simple, but also because it links
psychological findings on perceptual filling-in to physio-
logical findings on neural activity. Although this discus-
sion is restricted to the orientation domain, the same
might hold in other stimulus dimensions.
Here, we should not forget the possibility that the
feature difference effect in the luminance (and maybe
color) domain is mediated by a different mechanism
from that in the orientation and frequency domains.
There are a few reasons for this. First, brightness
representation in our visual system seems different from
orientation/frequency representation. No report defin-
itely supports the existence of brightness-selective neu-
rons; in contrast, orientation-, frequency-, and
direction-selective neurons are commonly observed in
the visual system (e.g. De Valois et al., 1982; De Valois,
Yund, & Helpler, 1982). Therefore, it is less likely that
perceptual filling-in is realized by a single mechanism
independent of stimulus dimensions. Second, when the
target and surround differ in luminance, edge inputs
physically activate the neurons coding them. Thus, the
difference effect in the luminance domain can naturally
be interpreted by the adaptation of such neurons. In
orientation filling-in, however, no physical edge exists;
thus, it is unclear whether edge representation is actu-
ally activated.8 Rather, it seems more natural that
contextual modulation is the primary cause of the
target/surround difference in the orientation domain.
Considering these points, we should not simply accept
the idea that the feature difference effects in various
8 It is possible that neurons responsible for subjective contours can
be activated at the orientation gap.
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dimensions are mediated by an identical mechanism,
based only on the ground that they have apparently
similar characteristics.
We have seen that the feature difference effect can be
explained by the target/surround balance theory with
the help of contextual modulation. What about target/
surround asymmetry? The next section addresses this
issue in the orientation domain.
7.3. Target/surround asymmetry and feature adaptation
It is broadly accepted that our visual system is more
sensitive to vertical and horizontal gratings than to
oblique ones, i.e., ‘oblique effects’, and that more neu-
rons are devoted to represent vertical and horizontal
orientations than oblique orientations (De Valois et al.,
1982). Thus, it can be imagined that horizontal and
vertical gratings trigger more activation in our visual
system than do oblique gratings. If this were the case,
neural activity representing the target stimulus would
be stronger when the orientation was closer to the
vertical or horizontal, and this could prolong the time
for filling-in. However, the results of experiment 2 were
just the opposite. RTs were shorter when the target
orientation was closer to the vertical or horizontal. If
we try to explain the asymmetry based on the balance
between target and surround activities, we need to
consider some way to reverse their power relationship.
Feature adaptation or aftereffect is one way to do
this. Since filling-in usually takes several seconds to be
perceived, adaptation (either in the retina or visual
cortex) is probably involved in this phenomenon. Actu-
ally, I found that the time for filling-in was significantly
reduced when the target stimulus was imposed 10 s in
advance of the surround stimulus (Sakaguchi, 1999). It
can be speculated that target representation has fa-
tigued during the ‘pre-adaptation’ period, and conse-
quently, it is more likely to be defeated by the surround
representation. Since a stronger stimulus produces more
adaptation, the adaptation mechanism may reverse the
relationship between stimulus intensity and neural
activity.
I imagine that most people are confused by the
relationship between the effects of activation and adap-
tation. A stronger target stimulus gives rise to more
neural activation, which prolongs the time for filling-in.
On the other hand, stronger activation produces more
adaptation, which reduces the time for filling-in. How
can we dissociate these contradictory effects to explain
the time for filling-in? Unfortunately, I have no defini-
tive answer to this question. One possible solution is
that feature adaptation and neural interaction through
short/long-range connections (including contextual
modulation) occur in different layers of the neural
network in our visual system. If we assume a structure
in which the interaction layer is located in a later stage
of the adaptation layer, then the activity change caused
by contextual modulation has no effect on the adapta-
tion process. It would be helpful to build a neural
network model and examine its behavior in order to
extend this discussion.
7.4. Target/surround asymmetry and search asymmetry
When people try to find a target among distracters,
the difficulty changes drastically depending on the stim-
ulus relation between target and distracters. Moreover,
for some target-distracter combinations, the search time
varies significantly with exchanging the target and dis-
tracter. For example, a tilted line segment among verti-
cal ones can be found much faster than a vertical
segment among tilted ones. This phenomenon, called
‘search asymmetry’ (Julesz, 1981; Julesz & Bergen,
1983; Treisman & Gormican, 1988; Wolfe, 1998), has
been a major topic in the visual search and texture
segregation research fields.
I would like to comment on the relationship between
filling-in asymmetry and search asymmetry briefly. The
two asymmetries seem dissociative for the following
reasons. First, there does not seem to be a direct
correspondence between them (see Table 1). Second,
they work in different time-scales. Filling-in asymmetry
may be produced by mechanisms working on a time-
scale of seconds, while visual search (especially, pop-
out) is mediated by a mechanism working on a much
shorter time-scale (i.e. tens or hundreds of
milliseconds).
7.5. Concluding remarks
This paper addressed the feature difference effect and
target/surround asymmetry found in perceptual filling-
in. The important point is not these phenomena per se,
but the fact that they are closely related to information
representation and neural connections in our visual
system. At present, I have confirmed that they are
found commonly in multiple stimulus domains. More
detailed examination of the characteristics of these ef-
fects is required to clarify their underlying mechanism.
Table 1
Search asymmetry and filling-in asymmetry
Search asymmetryDomain Filling-in
asymmetry
Luminance (Not systematically Faster when a
target is brighterexamined)
Faster when a target is Slower when aOrientation
target is obliqueoblique
(Not systematically Not clearSpatial
examined)frequency
Faster when aNo asymmetry among basicColor
target is bluecolors (i.e. red, green, blue,
and yellow)
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