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ABSTRACT 
In engineering design and analysis. complex systems of-
ten need to be decomposed into a hierarchical combination of 
different simple subsystems. It's necessary to provide fonnal. 
computable methods to hierarchically decompose complex struc-
tures. Since graph structures are commonly used as modeling 
methods in engineering practice. this paper presents a method 
to hierarchically decompose graph structures. The Minimal De-
scription Length (MDL) principle is introduced as a measure to 
compare different decompositions. The best hierarchical decom-
position is searched by evolutionary computation methods with 
newly defined crossover and mutation operators of tree struc-
tures. The results on abstract graph without attributes and a real 
jilllctioll structure show that the technique is promising. 
INTRODUCTION 
It is common in engineering practice to hierarchically de-
compose large complex systems into small subsystems. Modu-
lar structures are often used to make the development of large 
systems more manageable and understandable. In engineering 
design synthesis. modular structures have many of advantages. 
induding reducing cost [181. increasing flexibility [1. 18.23], 
boosting the rate of innovation [1]. A particularly challenging 
situation is in redesign processes. where a configuration already 
* Address all correspondence to this author. 
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exists and it is required to redesign the architecture of products 
to make them more efficient and more modular. 
Due to complexity, many systems are modeled with abstract 
representations, including bondgraphs [7] in the analysis of dy-
namical systems, and function structures [2,7,8] in engineering 
design. The function representations [12] are extensively used 
in engineering design. In these graph representation, every node 
models a basic function unit. and links represent the interactions 
between different units including control signals, data informa-
tion, material and power flow, etc. An example of this type graph 
representation is shown in Figure 1. In engineering modeling, it 
is common to associate the links of graphs with attributes repre-
senting the strength and types(domains) of the interactions. For 
example. the interactions could be energy. signal. and/or mate-
riaL 
A previous paper [27] by the authors introduced a method 
for identifying and measuring modularity of graph structures 
based on Shannon's measure of information complexity [19]. 
The method is based on the Minimal Description Length (MDL) 
principle building on observations of the strong (inverse) relation 
between complexity and modularity. In this paper, the method is 
extended and verified to decompose complex systems into hier-
archical modular configurations. This paper will discuss how an 
abstract graph can be decomposed into a hierarchically modular 
structure and apply the method to function structures. 
Prior related work relating to modularity in design in-
cludes [3,4, 12,20-22,28]. Pahl, et al., develops the function 
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Figure 1. GRAPH REPRESENTATION OF A FUNCTION STRUCTURE. 
It's a function structure of an HP 1200C desktop inkjet printer. This figure 
is from K. Otto and K. Wood's Product Design [11, page 372]. 
structure representation and also discuss the modularity on func-
tion structures. Stone, et aI., [22] develops a set of three heuris-
tic methods for identifying modules from function structures de-
rived based on a function basis and time ordered function chains. 
Yassine, et al., [20,28], Sosale [21] and Gershenson [3,4] pro-
pose different measures of modularity on design structure matri-
ces. 
2 MINIMAL DESCRIPTION LENGTH PRINCIPLE 
The primary. motivation for relying on MDL is the inductive 
inference of a general hypothesis for given data [14-17, 24-26]. 
In the practice of science and engineering, it is common to de-
velop inferences in two steps: 
I. Propose possible hypotheses based on the observed phenom-
ena and data. 
2. Evaluate the hypotheses and select one according to an ob-
jective measure of how well it models the observed data. 
A common approach to selecting a hypothesis or theory is Oc-
cam's Razor principle, which is both 'intuitively appealing and 
informally applied throughout the sciences. This principle indi-
cates that in general one should pursue the simplest hypothesis 
which gives a good prediction. The MDL principle is a form of 
Occam's Razor. The basic idea behind MDL is that any reg-
ularity in the data can be used to compress the data, since it 
takes shorter message to describe the regularity than the length 
of the message needed to describe the data literally. Based on 
this approach. MDL must represent the regularities in the data 
and that information which cannot be represented by the regu-
larities. That is, MDL represents data as a string S consisting of 
two parts. The first part SH encodes a hypothesis, and the sec-
ond part So encodes the data based on the hypothesis with an 
efficient coding method, i.e., S = 5 H : 50. The principle states 
that the best hypothesis is the one giving the shortest description 
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of the data based on the hypothesis. MDL chooses a hypothesis 
that trades-off between how well it fits the observed data, and the 
complexity of the hypothesis. 
To formalize the MDL principle, it is necessary to provide 
a description, that is, a formal language, to express regularities 
and properties of the data. The MDL principle depends on the 
particular language or representation used. However, it has been 
shown that for any two general languages, the description lengths 
differ by no more than a constant c, which is the so-called invari-
ance theorem. That is, as long as the sequence is long enough, 
it is not critical which general language or representation is cho-
sen. The idealized MDL is general and powerful from a theoretic 
viewpoint, but is not computable in its general form . 
In practice, MDL employs more restrictive languages. not 
general ones. However, the restrictive language used must be 
able to describe most regularities, although it could miss some. 
Another difficulty met in the application of MDL is to encode 
data in an efficient way. Fortunately, it is not necessary to con-
struct an encoding, instead it is only necessary to calculate the 
length of the encoding for any hypothesis with sufficient accu-
racy, and then to find a hypothesis which minimizes the approx-
imate length. The practical applications of MDL use such ap-
proximations [25]. The general approach is to choose an encod-
ing scheme which provides reasonably compact encodings of the 
data, and yet is not too complicated to decode. This gives a good 
approximation to the true complexity of the objects being ana-
lyzed. 
3 MOL, DECOMPOSITION and MODULARITY 
In order to hierarchically decompose an abstract graph. it 
is necessary to provide a measure for comparing different de-
compositions. Intuitively. a modular system requires that com-
ponents in a module are highly integrated and interactions across 
modules are minimized. Mapped to abstract graph models, hier-
archical decomposition minimizes the connection between mod-
ules and makes the nodes inside modules connected as strongly 
as possible. A module in a decomposition can be thought of 
as a cluster whose elements are strongly connected among them-
selves and relatively weakly connected to elements in other units. 
A measure for different hierarchical decompositions should be 
able to to quantify coupling and integration. The MDL principle 
has been previously proposed by the authors as one such mea-
sure [27]. 
Complex systems. which usually have low regularity. are 
likely to have modular (decomposable) structures, and on the 
other hand modular structures can simplify the complex sys-
tems and make them easier to understand. Modularity can be 
viewed as a kind of regularity inside the complex systems. With 
the MDL principle. different hierarchical decompositions can be 
viewed as different hypotheses, and the abstract graph as data 
waiting to be described by the decompositions. A measure of 
Copyright © 2005 by ASME 
decomposition can be considered to be the minimal description 
length of the messages describing a system under a decomposi-
tion. The MDL principle doesn't consider coupling and integra-
tion separately but views them together. Weak coupling between 
modules means that most of the function units inside modules 
should not interact with other units outside the module. That is, 
only a small number of components inside each module should 
be known to other modules, and most of the contents of mod-
ules are invisible to other modules and only visible to other units 
in the same module. Therefore, a small number of descriptive 
elements (an alphabet) is needed to describe (or encode) a mod-
ular system. Where a high level of integration exists, units in 
the same module have much shared common information com-
pared to units in different modules. By putting those units into 
a module, naming the module and encoding shared common in-
formation in the module, some of the information in the unit can 
be obtained by reference to the module name, and therefore the 
encoding of the message is shortened. Compared to the informa-
tion (message) of a non-modular structure, less information (a 
shorter message) is required to describe a modular structure. 
4 ENCODING GRAPH STRUCTURES 
What is the information in a graph? It includes nodes, links 
and attributed associated to links, and could also include inter-
faces. In modular structures, interfaces separate modules from 
other parts of the system, and hide most of the information in-
side modules. Interfaces should be a part of modules, and should 
be considered while describing modular structures. In dealing 
with abstract graphs, the interfaces are interpreted as the nodes 
of modules which have links to nodes outside the modules. 
In messages describing graph structures, the following in-
formation should be recorded: 
I. Units inside modules, including nodes and submodules. 
2. Links which connect different units including nodes and 
submodules. 
3. Interfaces through which units inside modules interact with 
other units outside modules. 
The message format used to encode graph structures is as fol-
lows: 
1. The whole graph is a unit 
2. Unit = Name tables + list of Links 
3. Name tables = Names of units and interfaces which are vis-
ible in the level. 
4. Link = Name of two vertex units + attributes. 
5. Name of vertex units could be (Node) or (Submodule) 
(Interface in Submodule). 
For instance, link Ei in Figure 2 can be represented as 
"11211 .. (attribute values)"'. The nodes may be those inside sub-
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Figure 2. ABSTRACT GRAPH REPRESENTATION OF AN EXAMPLE 
STRUCTURE. Nodes in the structure (corresponding to individual func· 
tions in a function structure) are labelled III through 1112. Link E; repre-
sents an interaction between nodes 112 and 114. The boundaries of the 
modules are shown with the double-dot-dashed lines. The larger region 
labelled M! is a module, and the smaller blue regions labelled Mr and 
M~ are submodules. Interface OIl is the connection between submod-
ule M f and node 11 I. Link E j represents an interaction between modules 
Mf andM~. 
modules, e. g., link E j in Figure 2 can be represented as "M? 0~2 
Mf OI2 (attribute values)". 
An example message for the decomposition of the graph 
structure shown in Figure 2 is presented below: 
MI (Module name) ott (List ofInterfaces) { 
M fcModule name) oL Or 2 (List ofInterfaces) { 
112 11 J (links) 
112 114 
fl21l5 
1l,114 
IlJ 115 
114 115} 
Mi O~I 0~2 { 
116 117 
116 11 8 
117 11 g} 
119 Mf OTI 
119 M? O~I 
M~ 0~2 Mf 0Y2} 
111 11 10 
1111112 
1112 /lll 
IllllllO 
I1I M I O II 
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4.1 Names and Links 
The names of units are only used to distinguish those units 
from each other; they have no physical meaning. Names could 
be represented by any code which has a unique name for each of 
the different units. The message of a module includes the infor-
mation of the interfaces and the information inside the module, 
but not the the information of submodules. That is, the submod-
ules are treated as a whole and the information inside them is 
hidden from the module while calculating the information of the 
module. 
Let: 
Ljn) be the name length of node j. 
L jm) be the name length of submodule j. 
L j~) be the name length of interface k of submodule j. 
Then the message length for names of links (name tables) in the 
module is: 
link) = Sum of the lengths of all links in the module 
N(n) N(m) 
= '" LI.n) x N 1n ) + '" L(m) x N(m) 4 J J 4 J J 
J=L J=1 
<i: (~L\:' x N;;l) 
where: 
N( n): number of single nodes 
Nt): number of links connected to node j 
N(m): number of submodules 
Nt); number of links connected submodule j 
NY): number of interfaces of submodule j 
(1). 
N(o). number of links connected to interface k of submod-ik . 
ule j 
With this information, it is possible to calculate the encod-
ing length for nodes. submodules and interfaces in submodules. 
Within a module, nodes and submodules are at the same level. 
so it is applicable to encode them with the same name table. If 
one unit j has Nj connections to other units inside the same mod-
ule, then the encoding for this unit will be used Nj times in the 
total coding used to describe links inside the module. From an 
information theoretic view. the message length could be mini-
mized if the more frequently occurring names are assigned to the 
shorter codes. In accordance with Shannon coding [19]. the op-
timal length of the label, which has frequency of Pi, should be 
,.,/111 
-Iog(p j). In our problem, Pi can be estimated as Nil 2/=1 Nj. 
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Then the total encoding length related to unit labels is: 
(2) 
The message length at a specific level is the summation of 
message 'Iengths of modules at this level. Then, it's easy to get 
the total length of messages needed to encode names in links at 
level n as: 
(3) 
4.2 Attributes 
According to whether there exists order between different 
values of attributes, attributes can be separated into two cate-
gories: unordered attributes and ordered attributes. Generally 
unordered attributes are multi-state and used to represent class 
index, such as domain attribute in mechanical system. Ordered 
attributes are usually used to represent physical quantities, and 
can be discrete (such as power level in digital system) and con-
tinuous (such as power level in analogy system). Here unordered 
attributes and discrete ordered attributes can be encoded by the 
same strategy and ordered attributes by another different strategy. 
In the following both unordered attributes and discrete ordered 
attributes are called multi-state attributes. 
4.2.1 Multi-state Attributes In this case, the tech-
niques used for encoding names can be applied. Let t j be a value 
for Tj' and Nt} be the number of links having value t j of multi-
state attribute Tj. The relative frequency of occurrence of state t j 
of attribute Tj in the module will be estimated by: 
Nt 
.I 
Plj = '" N. 
L.Jtj tJ 
(4) 
Suppose there are NT multi-state attributes in a module, then 
the message length used to encode multi-state attributes in the 
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module is: 
(5) 
The total message length used to encode multi-state at-
tributes at level n is: 
~A) ~ 
In = - ~ ~ ~ Nrj log (Prj ) (6) 
all modules at level n J= I tj 
4.2.2 Continuous Ordered Attributes Unlike 
multi-state attributes, usually there is precision associated with 
continuous ordered attributes since in engineering there is 
generally some tolerance accompanying measurements. Let an 
ordered attribute be Ai and corresponding precision be Oi. In 
order to encode the information of those attributes, the attributes 
are first discretized by Ai ~ LA;joi+0.5J, then the message 
length for integer Ai could be LAi = 10g(Ai) + 210g(log(Ai)) [10]. 
The total message length used to encode those ordered attributes 
at leveln is: 
I;;A = ~ LAi 
all attributes at level n 
(7) 
4.3 Total Message Length 
Since decompositions are hierarchical, modular structures at 
different levels have different effects on the whole structure. The 
overall message length I can be aggregated from the lengths of 
messages at different levels (represented as In), which are defined 
as follows: level n is set to 0 for the top level and the lower the 
module in the hierarchy, the larger n. If a linear aggregation is 
used. the total message length I is: 
I = ~ C(n) (11~"1 + I;;'A + I;;A) 
II 
(8) 
5 COMPUTATION 
Given a graph structure, the process of partitioning the graph 
into different hierarchical clusters involves searches in a large 
space with a complicated landscape. Garey [13] has shown that a 
k-way graph partitioning problem. which splits a weighted undi-
rected graph into k clusters. is N P-complcte. One suitable way to 
search such a difficult space is a genetic algorithm. whose search 
procedure is based on the mechanism of natural selection. Ge-
netic algorithms were introduced in [6], and were subsequently 
developed by Goldberg et. aI., [5]. 
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5.1 Algorithm Setup 
In order to use genetic algorithms, the following elements 
must be provided: 
1. Encoding schemes. Since GA's work with a coding of the 
parameter set, not on parameters themselves, an encoding 
scheme is required. The scheme used in this paper is dis-
cussed in Section 5.2. 
2. Population initialization. A common way is to randomly 
and uniformly sample the search space, which is used in the 
following experiments. 
3. Genetic operators. The population is evolved with mutation 
and crossover operators. The operators are discussed further 
in Section 5.3. 
4. Evaluation Function. A measure is used to tell how fit indi-
viduals are as solutions to the problem. Since here the best 
modular structures of abstract graphs are being sought, an 
information measure of modular structures is used as an in-
dicator of fitness. The fitness of genome x is defined to be: 
N 
The Fitness f(x) = I(x) (9) 
where I(x) is the information measure of the modular struc-
ture encoded as genome x, and N is the number of the nodes 
in the graph structure. 
5. Selection Mechanisms. In genetic algorithms, selection oc-
curs in two ways. One is how parents are selected to repro-
duce offspring, and the other is how individuals are selected 
from this generation and their offspring to form the next 
generation. There are many different selection mechanisms 
such as rank-based, roulette wheel selection, tournament se-
lection. and deterministic selection [5]. Here roulette wheel 
selection is used to select parents, and deterministic selec-
tion for generational selection. One important parameter re-
lated to the second kind of selection is the generation gap: 
the percentage of new individuals in the new generation. For 
example, the generation gap of a simple genetic algorithm is 
1.00, and steady state genetic algorithms have a low genera-
tion gap. In steady state genetic algorithms. only a fraction 
of weakest individuals will be replaced by offspring. In this 
paper, steady state genetic algorithms are used and 1% of the 
individuals were replaced in every generation. 
5.2 Encoding Scheme 
As shown above, partitioning is used to cluster the nodes 
in the graph. The encoding only records which nodes belong to 
each cluster. It is unnecessary to encode links. An obvious way 
to represent the hierarchical relation between the different nodes 
is using tree structures. in which every graph node appears once 
on the leaves of the tree representation and every leave represents 
Copyright © 2005 by ASME 
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Figure 3. TREE REPRESENTATION OF HIERARCHICALLY MODU-
LAR STRUCTURES 
one graph node. For example, the modular structure shown in 
Figure 2 could be represented as shown in Figure 3. 
5.3 Genetic Operators 
Using general genetic operators, there is no guarantee that 
legal genome structures will be produced. Two approaches can 
be used to deal with this problem. One is to insert a penalty in 
the fitness function for illegal structures, and the other is to de-
sign new operators which only produce legal genomes. The later 
method is used here. Operators for tree structures have been de-
veloped previously [9]. However, those methods can't guarantee 
that the resulting tree structures are legal in the sense that every 
graph node appears once on the leaves of the tree representation 
and every leaf of the tree represents one graph node. It is nec-
essary to design new genetic operators that guarantee that legal 
tree structures are produced. 
5.3.1 Crossover The crossover operator includes five 
steps. 
l. Randomly select two parents (TI , T2) by roulette wheel 
method. Two parents are shown in Figure 4(a). 
2. Uniformly randomly select two hidden nodes from the two 
parent trees respectively, label the two subtrees under the 
selected nodes as DTI, DT2 and the two leftover subtrees as 
LTI. Lh and make copies (CTI, CT2) of DTI, DT2, as shown 
in Figure 4(a). 
3. Keep subtrees LTI , LT2 unchanged, delete common leaves 
of CTI and CT2 from TI and Tl, and delete the uncommon 
leaves from CTI and CT2, as shown in Figure 4(b). 
4. Randomly select a hidden node from (TI - LTI) and add sub-
tree CT2. Similarly for T2 and CTI, as shown in Figure 4(c). 
5. Clearance. The hidden nodes that have no child nodes will 
be removed. Those hidden nodes having only one child node 
will be removed and its child node will be attached to its 
parent, as shown in Figure 4(d). 
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5.3.2 Mutation There are four different mutation op-
erators: swapping two leaves, swapping two subtrees, merging 
leaves, and splitting a large subtree. 
l. Swapping two leaves: First, randomly select two leaves from 
different clusters and then exchange them, as shown in Fig-
ure Sea). 
2. Swapping two subtrees: First randomly select two subtrees. 
neither of which is a subtree of the other, and then exchange 
them. as shown in Figure S(b). 
3. Merging leaves: Randomly select a subtree, and merge the 
leaves according to the following cases: 
CASE 1: If the subtree has few single nodes (say I or 
2), those single nodes will be merged into a randomly 
selected subtree under the subtree, as shown in Fig-
ure S(c). 
CASE 2: If the subtree has many single nodes, all those 
nodes will be merged into a cluster under the subtree, 
as shown in Figure Sed). 
CASE 3: If one submodule in the selected subtree has 
very few single nodes, the sub module will be merged 
into another submodule with the least leaves among the 
remaining submodules, as shown in Figure See). 
4. Splitting a large subtree: If a tree has many subtrees. it will 
be split into two subtrees, as shown in Figure S(f) 
6 Applications 
In application, it is usually necessary to map a graph struc-
ture into an abstract graph which can be accessed by comput-
ers. For example, the function structure shown in Figure I can 
be presented as the abstract graph in Figure 9(a). With an ab-
stract graph. the method hierarchically decomposes the nodes 
into a modular structure, performs a pre-measure process, and 
then calculates the message length. The decomposition step and 
the message length calculation have been discussed above. The 
pre-measure step is strongly related to the interfaces, which play 
an important role in modular structures. If one module M has 
many of the same kind of interactions with other modules. it is 
possible to create a single output port on module M and establish 
connections so that other modules interact with M through the 
output port. As shown in Figure 6, module M 2 has four type t 
interactions with module M I, so a new output port P is built in 
module M 2• Components A.B.C,D do not directly interact with 
module M I, but do so through output port P. It is also noted 
that in Figure 6 module M2 has two type s interactions with MI. 
Should this also be a candidate for the creation of an additional 
output port? It is necessary to establish rules to tell whether it is 
beneficial to create an output port. One way to do this is to com-
pare the description lengths of the structures with or without the 
output port. In general, the description lengths of all structures 
Copyright © 2005 by ASME 
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Figure 6. PREMEASURE: (a) The original graph; (b) One configuration 
after one premeasure process. 
with different output port configurations should be calculated. 
The structure with the shortest length will be the best configu-
ration of the output ports. However, in engineering practice, for 
some kinds of interactions, especially those related to geometry, 
it is not feasible to apply this technique. An example might be 
an output shaft from a power transmission whose purpose is to 
convey shaft power to multiple locations. In those cases, the pre-
measure step will not be applied. 
In the following, the decomposition method is applied to an 
abstract graph without attributes, and a function structure. 
6.1 An Abstract Graph Without Attributes 
The raw graph with no identified modularity is shown in Fig-
ure 7(a). In this genetic computation, the population size is set to 
150, the crossover rate to 0.9, the mutation rate to 0.3, and the ag-
gregation function C(n) is set to be C(n) = 0.5 * (nmax - n) + 1. 
The aggregation function is used to balance the significance of 
the modularity at different levels. If the aggregation emphasizes 
the lower levels too much. the measure will favor the structures 
with fewer modules at lower levels. In this problem there is no 
preference for modularity at different levels, so C(n) is set to be 
a constant C. The early computation shows the method gives the 
same decompositions while C varies from 0 to 1.0. That is, the 
decomposition results are not sensitive to the aggregation func-
tion. Further study on the effects of different aggregations is still 
needed. 
Figure 7(b) shows a modular structure found by the algo-
rithm. The convergence of the computation is shown in Figure 8. 
It should be noted that due to the stochastic nature of the algo-
rithm, convergence to a modular decomposition is not always 
achieved. 
6.2 Function Structures 
The function structure of HP 1200C printers is shown in Fig-
ure 1 [Ill. The abstract graph representation is shown in Fig-
ure 9(a). In the genetic computation. the population size is set to 
100, the crossover rate to 0.9, the mutation rate to 0.3. and the ag-
gregation function C(1l) is set to be C(n) = 0.5 * (11 max -11) + 1. 
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(.) (b) 
Figure 7 .. ABSTRACT GRAPH DECOMPOSITION: (a) The original 
graph; (b) One decompOSition found by the algorithm. 
Figure 8. THE CONVERGENCE OF GA COMPl,JTATION FOR AB-
STRACT GRAPH DECOMPOSITION. 
"'~ - - -- :.- ----- :_._----'_._--
(.) (b) 
Figure 9. FUNCTION STRUCTURE DECOMPOSITION: (a) The ab-
stract graph representation of the function structure of HP 1200C. E: 
power; e: human energy; s: signal; p: paper; I: ink; h: heat; a: air. 
(b) One decomposition found by the technique. 
Figure 7(b) shows a modular decomposition found by the algo-
rithm. The convergence of computation is shown in Figure 10. 
The result obtained by the technique in this paper. 
shown in Figure 9(b), is nearly identical to the modular 
decomposition [II] as shown in Figure 11. Components 
6.7.8.11. 12. 13. 14 are put into one module in our result while 
they are separated into two modules 6.7.8 and II. 12. 13. 14 in 
Figure 11. By inspection alone, it is difficult to tell which decom-
position is better. However. in practice concerns not represented 
by the function structure. including geometry, may play an im-
portant role in ranking the relative benefits of several possible 
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Figure 10. THE CONVERGENCE OF GA COMPUTATION FOR FUNC-
TION STRUCTURE DECOMPOSITION. 
Figure 11. THE MODULAR DECOMPOSITION OF THE FUNCTION 
STRUCTURE FROM [11]. 
modular decompositions. 
7 CONCLUSIONS AND FUTURE WORK 
In this paper, an information based measure of modularity 
is used to hierarchically decompose abstract graphs represent-
ing engineering function structures. New mutation and crossover 
operators have been developed to stochastically search for hier-
archical decompositions. These initial results show that the mes-
sage description length principle (MDL) is an applicable measure 
for comparing hierarchical decompositions. The use of MDL in 
a genetic algorithm fitness function can produce modular decom-
positions of engineering function structures that compare favor-
ably with those produced manually. 
The work described above shows that the technique is 
promising, but still needs evaluation on more complex systems. 
Continuing work includes finding the optimal values for the var-
ious GA parameters, and to investigate the scalability and com-
putational complexity of the technique of the computation over 
a range of graph size and complexity. Attributes of engineering 
designs beyond those represented by function structures will be 
incorporated into this approach in the future. 
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