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Introduction
Let M n be the space of n × n complex matrices. By definition a norm · on M n satisfies the triangle inequality (or subadditivity)
for nonzero A, B ∈ M n . If the norm is submultiplicative, then
for nonzero A, B ∈ M n . We want to compare the two quantities in (1) and (2), which may be regarded as a measurement for subadditivity and submultiplicativity, respectively. In general, for any norm there is no definite relation between them for all matrices. In fact, if A = −B and A 2 / = 0 then
while if AB = 0 and A + B / = 0 then
But we will show that subadditivity dominates submultiplicativity whenever the matrices are positive semidefinite and the unitarily invariant norm is submultiplicative. If A, B are nonzero positive semidefinite and · is unitarily invariant, then
and hence 1 2
Let · ∞ be the spectral norm, and A • B denotes the Hadamard (or Schur) prod-
About the submultiplicativity of a unitarily invariant norm · , Horn and Johnson [10] proved that the following three conditions are equivalent:
It is easy to see that (i) can be made more concrete: diag(1, 0, . . . , 0) 1. Note that for positive semidefinite matrices A,
In Section 2 we prove two inequalities
A + B A + B for submultiplicative unitarily invariant norms and for positive semidefinite matrices. In Section 3 we derive some related or extended inequalities. Our study is based on Ando's works in [1, 2] .
Submultiplicativity vs subadditivity
For Hermitian H ∈ M n we always denote its eigenvalues in decreasing order by λ 1 (H ) λ 2 (H ) · · · λ n (H ) and write λ(H ) = (λ 1 (H ), λ 2 (H ), . . . , λ n (H )). For X ∈ M n , X * is the conjugate transpose of X, and |X| = (X * X) 1/2 is the absolute value of X. The following lemma is Ando's matrix Young inequality [2] (see also [11, Theorem 3.2] ). Lemma 1. Let A, B ∈ M n be positive semidefinite, and p, q be real numbers > 1 with 1/p + 1/q = 1. Then
For Hermitian matrices H, K in M n we write H K when K − H is positive semidefinite. Let I be the identity matrix. We will use the simple fact that if 0 H I then H p H for p 1.
Theorem 2. Let · be a unitarily invariant norm on M n with diag(1, 0, . . . , 0) 1, and A, B ∈ M n be positive semidefinite and nonzero. Then
Proof. Applying Lemma 1 to A/ A ∞ I and B/ B ∞ I we get
which implies
Since
This is the same as (3).
Remark 3. The matrix Young inequality
In fact, this immediately follows from (3) since XY * = |X| |Y | .
Next, we consider the Hadamard product. The following lemma is due to Ando [1, Theorem 16] . It can also be found in [11, Theorem 1.14] . 
Theorem 5. Let · be a unitarily invariant norm on M n with diag(1, 0, . . . , 0) 1, and A, B ∈ M n be positive semidefinite and nonzero. Then
Proof. Applying Lemma 4 to A/ A ∞ I and B/ B ∞ I , and using the Young inequality for scalars we get
as in the proof of Theorem 2. Hence
By Schur's theorem (see [7, II.1 .12] or [11, Theorem 2.1]) and Fan's dominance theorem (see [7, 11] ) we get
so that (6) follows.
Note that the inequalities in Theorems 2 and 5 can be written as
These sharpen the submultiplicative inequality. For X = [x ij ] ∈ M n , the row sum norm is defined by X r = max 1 i n n j =1 |x ij | and the column sum norm is X c = max 1 j n n i=1 |x ij | (= X * r ). As they are induced by the l ∞ and l 1 vector norms respectively, they are submultiplicative. But it is easy to see that they are not unitarily invariant. We remark that they do not have any definite relation between submultiplicativity and subadditivity even for "very good" matrices. Consider the following examples. For A = 1 2 2 5 , B = 10 9 9 9 ,
The above matrices are nonnegative and positive semidefinite.
Related inequalities
When A, B ∈ M n are positive definite (i.e., positive semidefinite and invertible), the parallel sum of A and B is defined by
This can be extended to positive semidefinite A, B ∈ M n as
The inequality in Theorem 2 is reversed when the arithmetic sum is replaced by the parallel sum. Proof. By approximation we may assume that A and B are invertible. Applying (4) to A −1 and B −1 we get
Since |A −1 B −1 | −1 = |AB|, we get
for all i = 1, . . . , n. This yields the required inequality.
Furthermore, note that if A, B ∈ M n are positive semidefinite, then the majorization relations (A : B) hold for all k = 1, . . . , n. Indeed, the first relation is in [3] and the last is obvious from (7) . The log-majorization due to Araki [6] (see also [4] ) says that for every
with equality for k = n. For α = 1/2 this implies the second relation above. The next proposition slightly extends (4) and (5).
Proposition 7.
Let A, B ∈ M n be nonzero positive semidefinite and α 1. Then
and hence
for any unitarily invariant norm · . Moreover, (10) is not true for 0 < α < 1 and · = · ∞ .
Proof. We will use the fact that if 0 G, H I then f (α) = λ i (|G α H α |) is decreasing on (0, ∞). This can be shown by using Weyl's monotonicity principle [7] and the fact that XY and Y X have the same eigenvalues. Since the function
is decreasing, (9) and hence (10) immediately follow from (4) . To see the latter assertion, let α > 0 and suppose (10) with · = · ∞ holds for all A, B 0. Then, for any A, B 0 with A ∞ = B ∞ = 1 and for any r > 0, replace A in (10) by rA to have
Here, set
where 0 < s < t < 1. Then
and (11) implies
As t 1 with 0 < s < 1 fixed, the above right-hand side goes to 1. Hence α 1 follows.
When A ∞ = B ∞ and α = 1/2, (9) is nothing but the well-known Bhatia-Kittaneh's arithmetic-geometric mean inequality or Ando's Young inequality with p = q = 2 (see [2, 8] ). So, if A ∞ = B ∞ , then (9) is true for every α 1/2.
For Schatten p-norms other than · ∞ , the necessity of the assumption α 1 in (10) is easier to check. In fact, let A = εI (ε > 0) and B ∞ = 1; then (10) gives B α εI + B /(ε + 1). Letting ε 0 gives B α B for B ∞ = 1, which cannot be true for 0 < α < 1 and for · p (1 p < ∞) .
The two inequalities in the next propositions slightly extend (5) in different ways.
Proposition 8.
Let · be a unitarily invariant norm, and A, B ∈ M n be nonzero positive semidefinite. Then
Proof. When 0 < α 1, combining (4) and the log-majorization (8) gives
which yields (12) (see [4] ). Next, it is seen from (4) that Proof. Apply (12) to A = e H and B = e K . Then the assertion follows because |e αH e αK | 1/α → e H +K as α 0 (see [7, p. 255] ).
In connection with the above proposition we note (see the proof of [9, Corollary 9]) that
for any unitarily invariant norm such that diag(1, 0, . . . , 0) 1. When A = B = I and · = · ∞ , (13) reads 1 2 1−1/α ; so (13) is not true when 0 < α < 1. The next example is related to (12).
Example 10. Let
where 0 < t < 1 and s > 0. Suppose (12) holds for α > 0 and · = · ∞ . Since
(12) with · = · ∞ implies 1 2α log s + 1 + (s − 1) 2 + 4st − log 2(s + 1) log t .
Letting t 1 gives 1 2α s (s + 1) 2 so that α (s + 1) 2 /2s. Minimizing over s > 0 gives α 2. Hence (12) is not true when α > 2. But it is not known whether (12) holds or not for 1 < α 2.
Concerning the Hadamard product, as in Proposition 7 we have Proposition 11. Let A, B ∈ M n be nonzero positive semidefinite and α 1. Then
Moreover, the above inequality is not true for 0 < α < 1 and · = · ∞ .
It is seen from [1, Theorem 10 (i)] (or [11, Corollary 1.10]) that if 0 < α 1 then λ i ((A α • B α ) 1/α ) λ i (A • B) , i = 1, . . . , n.
Hence, as in Proposition 8 we have Proposition 12. Let · be a unitarily invariant norm, and A, B ∈ M n be nonzero positive semidefinite. Then
