The aim of this paper is to identify which model, between the two classes of conditional variance models, GARCH and SV, provide the best goodness of fit in order to describe stylized facts of financial time series returns. Our strategy consists in choosing three different formulations for each class, i.e., the standard model, the fat-tailed model, and the asymmetric model. After comparing these models on a theoretical ground, we fit them to daily returns of market indices and carry out diagnostic tests to identify the model which provide the best goodness-of-fit and the best adequacy to some specific qualitative features of financial returns, such as heavy-tails, squared returns autocorrelations, and returns variances asymmetry. At last, we find that in most of the cases the SV models dominate the GARCH models. In particular, while the GARCH-t formulation fits outliers better than standard SV and SV-t, it shows a whole goodness of fit inferior to these latter; asymmetric models (EGARCH and SV asymmetric) are not as good as the previous ones in describing fat tails, but are very adequate in approximating squared returns ACFs; the asymmetric SV model is superior than EGARCH in capturing heavy tails and autocorrelations, but the latter is preferable in describing the asymmetric effect when this is particularly strong.
Introduction
In order to describe stylized facts which typically characterize time series of financial returns, such as time-changing variance, clustering, persistence, leverage effect, and strong autocorrelations squared returns * , two different classes of parametric models, known as conditional variance models, are mostly applied and studied in literature: the Generalized Autoregressive Conditionally Heteroscedastic (GARCH) models (Engle, 1982; Bollerslev, 1986 ) and the Stochastic Variance (or Volatility) (SV) models (Taylor, 1986 ).
Since the seminal paper of Engle (1982) , who proposed his ARCH model on the basis of the fundamental distinction between conditional and unconditional variance, the financial econometrics literature in the field of conditional variance models has experimented an extraordinary growth, both in theory and in applications, enriching itself with new and more powerful extensions, e.g., the GARCH model by Bollerslev (1986) and the EGARCH model by Nelson (1991) , which have dramatically improved the fitting performances of the initial ARCH formulation. consider conditional variances as a deterministic function of past returns, the SV models describe variance (or better the log-conditional variance) as a stochastic latent process, which however can be estimated. Besides, ARCH-GARCH can be easily estimated by Maximum Likelihood and Quasi Maximum Likelihood technique, while, in the SV framework, the presence of the latent variable makes the estimation an harder task.
These difficulties however have boosted the research in estimation techniques, and now it is possible to choose among different estimation methodologies: GMM (Andersen and Sørensen, 1996) , which is an evolution of the earlier Moments Matching applied by Taylor (1986, 1994) , QML Shephard, 1996) .
In addition, we can use a number of simulation methodologies: Importance Sampling (Danielsson and Richard, 1993) , Indirect Inference (Gouriéroux et al., 1993) , EMM (Gallant and , MCL (Durbin and Koopman, 1997; Sandmann and Koopman, 1998) , and bayesian MCMC (Jacquier et al., 1994 e 2001; Kim et al., 1998 and Chib et al., 2001 ). The first group of techniques are suboptimal in estimation performances in small samples, but easy to apply and low time-consuming, while the more recent ones appear to be very efficient but often very high time-consuming.
The need for conditional variance models to help in ensuring the best fitting to empirical data is due to the ever-increasing importance which variance plays in modern financial theory and applications, in particular in option pricing, risk management, construction of optimal assets portfolio and other issues.
After analyzing and comparing at a theoretical level the two classes of models, ARCH-GARCH and SV, we fit them to the data and compare empirical results, in order to give our contribution helping in identifying the best data-fitting model among the different ARCH-GARCH and SV formulations here considered. In particular, for each class, we choose three formulations: a standard version, a fat-tailed and an asymmetric one. For GARCH, this turns out to be the comparison of GARCH(1,1) (Bollerslev, 1986) , GARCH(1,1)-t (Bollerslev, 1987) and EGARCH(1,1) (Nelson, 1991) models. For SV models, we compare the SV standard (Taylor, 1986) , the SV-t ) and the asymmetric SV (Harvey and Shephard, 1996) . For our empirical strategy to verify goodness of fit we carry out diagnostic tests both for each class of models and between the two classes.
The paper is organized as follows. In section 2 we discuss conditional variance models in general and present a classification of these models. Section 3 provides a comparison between GARCH and SV models based on a theoretical ground. In section 4 empirical applications of the six formulations chosen are carried out and goodness of fit comparisons among them are discussed. Section 5 concludes. 3 
Conditional Variance Models
The econometric models more frequently applied to describe the stylized facts of financial returns are based on the following general equation (Taylor, 1986 ; Harvey e Shephard, 1993; Bollerslev e al., 1994; Ghysels e al., 1996; Campbell e al., 1997)
where r t stands for the return at time t, t is an IID random variable with zero mean and unitary variance, and σ t is the volatility at time t. The variable µ t = µ(I t ) is a function of I t , the information set available at time t (Andersen, 1994) . It represents the trend (Ghysels et al., 1996) or better, the mean or the level of the returns Data Generating Process (DGP). Usually, when returns are not correlated, µ t is simply the sample mean of the returns. In order to represent a possible linear structure, the stochastic processes more frequently used are the ARMA (Box e Jenkins, 1976). The mean µ t can also include exogenous variables (Bollerslev, 1986 ; Harvey e Shephard, 1993; Sandmann e Koopman, 1998), such as seasonal and days dummies or trading volumes (Tauchen et al., 1992; Lamourex and Lastrapes, 1994) . By subtracting µ t from r t we obtain
The main assumption in (2) is that y t is a white noise, and for this reason y t is defined as the prewhitened returns series. With reference to eq. (1), we have two possible sources of variability in the model: the mean µ t and the volatility σ t . Usually, the mean is an order of magnitude smaller than the volatility, suggesting that most of the variability is due to this latter.
Let us consider now a non-linear transformation (call it f ) of the volatility σ t , which we represent as a function of the past information I t :
Conditional on I t , the main assumption is that y t are distributed as follows (Shephard, 1996) :
Given the general model described by (1) , (3) and (4), we can recognize two different types of models, related to the different way in which the functions f and g are specified and parameterized (Shephard, 1996) : a) observation-driven models, also defined by Taylor (1986) as models in which the variances changes are caused by past prices, since in these models f (σ t ) is a function of the realized returns until t;
b) parameter-driven models, otherwise defined as models in which the variance changes are not caused by prices (Taylor, 1986) . In this case f (σ t ) depends on a latent or unobserved variable.
In the first class we can find the General Autoregressive Heteroscedasticity models (GARCH and variants), while the more frequently used among the second class are the Stochastic Volatility (SV) models.
For the GARCH models (Engle, 1982; Bollerslev,1986 ) the function f is usually specified as the square of the volatility, σ 2 t , (although there exists an important exception, the Nelson's (1991) Exponentially GARCH (EGARCH) model, in which f is the logarithm of the conditional variance), g is structured as an ARMA process and includes past squared returns and possibly past conditional variances (or log-variances for the EGARCH). The eq. (4) in this case becomes the following (Engle, 1982; Bollerslev, 1986; Nelson, 1991) :
where I t is composed by the set of the returns observed until t − 1.
The SV models (Taylor, 1986 ) represent f as the logarithm of the conditional variance, log(σ 2 t ), indicated as h t (as in the EGARCH specification), while g is usually specified as the sum of an AR(1) process and a random error. So the SV model considers the volatility as a stochastic variable. The conditional distribution of y t is then the following (Taylor, 1994) :
where I t is the log-volatility, regarded as a latent variable which can be estimated on the basis of the observations on returns.
5
In this section, we introduce the two models' general formulations, and explain the main theoretical and methodological differences and analogies between them.
Variance Equation
The first fundamental difference, as anticipated in section 2, consists in a different specification of the equation describing the conditional variance. Indeed, while the returns equation is a common feature of both parameterizations, GARCH models (Bollerslev, 1986 ) interpret σ 2 t as a deterministic function of past returns:
where p refers to the lags of the variable y t and q to the lags of the variable σ 2 t . The EGARCH processes, instead, consider the logarithm of the conditional variance in the following fashion:
where t = y t /σ t , in (6) are the standardized residuals. The EGARCH model allows to describe the asymmetric effect, often present in the returns series. As explianed by Nelson (1991) , if α i > 0, a deviation of | t−i | from its expected value causes σ 2 t , the conditional variance of y t , to be bigger than it otherwise would be. The parameter γ allows this effect to be asymmetric: if γ = 0, a positive t−i will have on volatilities the same effect produced by a negative t−i of the same magnitude.
But if −1 < γ < 0, a positive t−i will increase future volatilities less then a negative t−i . Finally, if γ < −1, a positive t−i will reduce future volatilities while a negative one will produce the opposite effect.
On the other hand, the SV model describes the variance (or better the log-variance, as the EGARCH model) as a stochastic process characterized by the presence of a latent (or unobserved) variable (Taylor, 1986) :
where h t = log(σ 2 t ). It is thus an AR (1) process, where the parameters γ, φ and σ η are independent from t and η t ∼ N(0, 1). The parameter γ stands for the intercept in the equation for the conditional variance, φ measures the volatility persistence, σ η is the standard deviation of η t . In addition, φ and σ η are jointly responsible for the clustering effect. Besides, in the more frequently case in which the noise t ∼ N(0,1)
we have:
The standard model assumes δ = 0, that is the two disturbances t and η t are independent. The likely dependence between t and η t allows the model to reproduce the typical asymmetric effect. In other words, differently from the GARCH models, the SV model need not to have a different parameterization in order to describe the asymmetric effect: indeed, it is enough to relax the assumption of independence between the noises of the two equations.
Restrictions on parameters
In the GARCH class case, in particular when adopting an high order parameterization, we have to tackle increasing problems in managing and interpreting parameters estimates. Besides, it takes a lot of restrictions on parameters values to guarantee that, ∀ t the conditional variances σ 2 t are non-negative. In the EGARCH formulation the problem is solved considering the logarithm of the variance.
When fitting the SV model, only a few restrictions are necessary to perform estimation, and the parameters meanings are easy to interpret. As in the EGARCH formulation, the SV model describes the logarithm of the variance, and no other parametric bounds are required in order to estimate the model.
Parametrization choice
Before estimating a GARCH model it is necessary to decide which is the most suitable parameterization to describe the data, while SV provides only one parameterization, which avoids the difficulties concerning the selection of the orders of the model itself.
Estimation tecniques
It is very easy and quick to estimate GARCH models through Maximum Likelihood or Quasi Maximum Likelihood via iterative quasi-newton algorithms which can be performed also on slow-processing computers.
The estimation procedure of SV is a very difficult task because the vector of latent observations {h t } T t=1 has to be integrated out of the joint density of the volatility and returns in one T -dimensional integration, to obtain the likelihood function, and this integral does not have an analytic solution. So numerical (often very computerintensive and quite difficult to implement) methods must be employed for evaluation. This is the main reason that renders the SV formulation less attractive than the GARCH one, explaining why this latter enjoyed a more widespread adoption. On the other hand, the computational problems so generated have created a challenge for researchers to develop more efficient and computer-intensive estimating methods which, together with the availability of faster and more powerful computer processors, have led to substantial improvements. For a survey on estimation techniques see Ghysels et al. (1996) and Shephard (1996) 
Sources of variability
GARCH models have only one source of variability, which stands for the noise t in the (1), while SV is characterized by two separate sources of variability: besides t (like in GARCH processes), the innovation η t in the volatility equation, which makes the conditional variance a stochastic process and determines the degree of mixing of the returns.
Fourth moment
In GARCH models, the fourth moment may not exist, in which case it is not possible to calculate the unconditional kurtosis, on the contrary the fourth moment exists whenever h t is a stationary process: thus it is always possible to calculate the kurtosis.
7. Stationarity
For the GARCH class, in order to ensure the (weak) stationarity of the conditional variance (and hence of the returns), the condition
As in the GARCH case, SV requires |φ| < 1 to guarantee stationarity of the conditional variances and returns.
Squared returns
The squared returns of a generic GARCH model can be re-parameterized as an ARMA process (Bollerslev, 1986 ).
The squared returns of an SV model behave like an ARMA (precisely, an ARMA(1,1)) as well, expecially as exp (σ 2 t )/(1 − φ 2 ) → 0 and φ → 1 (Taylor, 1986) . For this reason, the φ parameter takes on the same interpretation of
that is a measure of the volatility persistence.
Goodness of fit
The most used GARCH specification in the conditional variance models literature, i.e., the GARCH(1,1) with normal conditional distribution, is adequate to describe returns conditional heteroscedasticity, but it shows major limits when representing the high kurtosis of returns unconditional distributions (Geweke, 1994; Shephard, 1996 ; Starica and Pictet, 1997; Kim et al., 1988) . Bai et al. (2000) show that the y t unconditional distribution kurtosis can be decomposed into two components, the kurtosis induced by the persistence parameters α 1 +β 1 , and the kurtosis generated by the noise t distribution, and the two components act in a symmetric and interactive way to determine the overall kurtosis. In particular, the authors prove that, for the GARCH(1,1) with t ∼ N (0, 1), no contribution to the unconditional kurtosis arises from the innovation distribution, but that for the values of α 1 + β 1 more frequently found in empirical applications, that is 0.85 < α 1 +β 1 < 1, the induced kurtosis is too small to replicate the high unconditional kurtosis. Thus Bollerslev (1987), Nelson (1991), Shephard (1996) , Terasvirta (1996) , Mikosch e Starica (2000), among others, suggest the use of GARCH processes with fat-tailed errors, like t Student or GED.
In the SV case, the kurtosis coefficient of the unconditional returns has the following expression (Taylor, 1986; Taylor, 1994 
Equation (9) shows that the y t unconditional distribution kurtosis is the result of two separate components which, like in the GARCH case, operate symmetrically and interactively: the conditional kurtosis, depending on the innovation t distribution, and the kurtosis induced by the volatility unconditional variance, σ 2 h = σ 2 η /1 − φ 2 , which in turn depends on the persistence parameter φ. Nevertheless, differently from GARCH models, if t ∼ N (0, 1), the conditional kurtosis is equal to 3, and thus, since e σ 2 h > 0, κ > 3 in (9) . As a consequence, we can define the SV model with normal conditional distribution as a thick-tailed model. However, Liesenfeld and Jung (2000) show that for the persistence values more likely in empirical applications, i.e., with φ ≥ 0.9, the normal SV model does not fit as well as to catch the entire unconditional 
Conditional variance asymmetry
For the EGARCH formulation He et al. (1999) show that, under specific assumptions about expected values of some functions of the returns innovation, even when t ∼ N(0, 1), the unconditional kurtosis κ > 3 and depends on the parameters values. Although EGARCH returns are more fat-tailed than GARCH ones, the normal distribution can not describe the entire unconditional kurtosis.
As for the standard SV formulation, the eq. (9) is still valid in the asymmetric case. We use the returns r t from the index series collected in each trading day at closing time.
The Empirical Application
The statistics of the data are presented. Kurtosis values indicate heavy tails, as confirmed by the adjusted returns sample distribution plots (see Fig. 1 ). In addition, the Jarque-Bera (1987) test clearly show non-normality of the four indices distributions, and the Ljung-Box (1978) test show strong autocorrelations in the squared returns distributions. In Table 2 Engle ( standard deviation for each subsets minus the whole dataset mean value: standard deviation is smaller (bigger) than the negative (positive) subset, asymmetry is likely to be present in the adjusted returns datasets, that is bad news and good news with the same absolute value have a different impact on future volatility (Engle and Ng, 1993). We can thus briefly conclude that the four datasets analyzed show the stylized facts typical of financial returns series: heavy tails, persistence, heteroscedasticity, strong sample autocorrelations in the squared returns distribution, and asymmetry. 
GARCH models
Now we present the results of the empirical applications of the models described in section 2 to represent the qualitative features of the financial returns datasets. In particular we will fit three different formulations of the GARCH family the GARCH (1,1) returns. GARCH(1,1)-t standardized returns have been "normalized" through the procedure suggested by Shephard (1996) and Kim et al. (1998) to compare between models.
Kurtosis estimates allow us to evaluate model adequacy to capture thick-tails unconditional distributions. For a perfect fitting, kurtosis should be equal to three (the gaussian distribution kurtosis). As before, GARCH(1,1)-t guarantees the best fitting, capturing the whole unconditional kurtosis. EGARCH, as we explained in section 3 based on theory, performs better than the standard model, whenever asymmetry is strong, i.e., for DAX
and Dow Jones, while we get no remarkable improvement when asymmetry is low. Tab. 6: Ljung Box (1978) test for the simple and squared GARCH standardized residuals, compared with the χ 2 (28) statistic where 28 = lags − p − q and in our applications p = 1 and q = 1.
The Ljung Box (1978) test for autocorrelations in simple standardized returns (see Tab. 6), shows the presence of a residual linear structure not captured by any model for DAX returns. Concerning the other datasets, standardized residuals are distributed as white noise, except for the EGARCH model applied to Dow Jones returns.
As for the squared standardized residuals, the LB test does not indicate any significa-tive autocorrelations, but for the EGARCH model applied to DAX returns. In short, the check whether the EGARCH specification is adequate to describe returns asymmetry: the Sign Bias Test (SBT) is a t-test which allows to verify the null hypothesis that y 2 t /σ 2 t are independent from y t /σ t−1 signs; the negative size bias test (NSBT) and the positive size bias test (PSBT) are the t-tests of the null hypothesis that y 2 t /σ 2 t are independent from negative and positive y t /σ t−1 shocks. As it is apparent in Tab. 7, the EGARCH standardized residuals do not present any remaining asymmetry, showing that Nelson (1991) model is able to capture the leverage effect. Finally we can deduce that the GARCH-t model fits returns better than the standard GARCH, describing jointly the tail thickness of the unconditional distributions and the squared returns autocorrelations, while the EGARCH describes asymmetry but not completely the unconditional kurtosis. Thus a fat-tailed EGARCH model should be strongly recommended for the datasets we analyzed.
SV models
In this subsection, we fit the standard SV with normal conditional distribution, the SV-t with t Student conditional distribution and the SV asymmetric model with normal conditional distribution. The first one is estimated by the MCMC Offset Mixture Method developed by Kim e al. (1998) , while the others are estimated by QML approach via Kalman Filter suggested by and Harvey and Shephard (1996) . In GARCH asymmetric models, the three tests can also be applied to volatility models which are not members of the GARCH family (Engle and Ng, 1993 
Comparing performances

Kurtosis and fat tails
First of all, we compare the models adequacy to describe the typical thick-tails feature.
In particular, we consider the kurtosis values of the standardized returns y t /σ t through the volatilities estimated by the application of each model. Kim et al. (1998) , who compared goodness of fit between GARCH and SV models using different methods. The GARCH-t ensures an improvement in describing the unconditional distributions empirical leptocurtosis over both the standard model and the SV-t model. The asymmetric SV outperforms the EGARCH in describing fat tails, even though it is not as good as the standard model.
Autocorrelations
In order to compare the models fitting in describing the autocorrelations shown by squared returns, we calculate ACFs (induced ACFs) applying the theoretical equations provided in the literature (Bollerslev, 1986; Taylor, 1994; He et al., 1999) , using parameters estimates and on the basis of a minimum distance criterion (mean absolute deviations), we establish which is the best-fitting model. Results reported in Tab. 13 show that SV models dominate on GARCH in describing squared empirical ACFs. Likewise, among the different specifications considered here, asymmetric models guarantee, for each class of models, the best goodness of fit regarding the specific returns feature analyzed. Besides, heavy tailed distributions perform better than standard formulations, and overall it is important to highlight that the best GARCH-type model (EGARCH) under-performs even the worst SV model (SV-t). 
Asymmetry
Conclusion
Based on the results that emerge when using four different datasets of financial returns, we can conclude that overall the Stochastic Variance models provide a better goodness of fit. Indeed, SV dominates over standard GARCH both in describing heavy tails unconditional returns and in representing the strong and slow decaying squared returns sample autocorrelations.
In addition, while the GARCH-t formulation fits outliers better than standard SV and SV-t, it shows a whole goodness of fit inferior to these latter.
Finally, asymmetric models, i.e., EGARCH and SV asymmetric, are not as good as the previous ones in describing fat tails, but are very adequate in approximating squared returns ACFs. The SV asymmetric is superior in capturing heavy tails and autocorrelations, while EGARCH is preferable in describing the asymmetric effect when this is particularly strong.
