An increasingly popular solution in the oil-industry is long-distance sub-sea transportation of unprocessed well-streams. This will commonly expose the oil to temperatures significantly below the reservoir temperature, and possibly below the wax appearance temperature, resulting in precipitation and depostion of solids. Being able to predict the temperature dependent solubility of paraffinic components in oil may thus be crucial for developing the oil-fields of the future. In this paper, published data for binary normal-alkane mixtures is reviewed. A total of 43 unique solute-solvent data-sets, obtained from a total of 24 papers, are revisited, and based on thermodynamic considerations and the experimental data it is demonstrated that there is a log-linear relationship between the solubility and the temperature. Linear regression is employed to 1) obtain data-set-specific solubility-temperature best-fit parameters and 2) obtain a general correlation between the solubility and the solvent and solute molar masses and the temperature. Finally, it is demonstrated that the developed correlation carries predictive power even for multi-component mixtures by utilizing solvent and solute average molar masses.
Introduction
After more than a century of industrial hydrocarbon production, natural oil and gas resources are becoming increasingly difficult to discover and recover. The resulting increase in energy prices enables ever more challenging reserves to be targeted for production. As hydrocarbon production moves to deeper and colder waters off-shore, major challenges related to the transport of unprocessed well-streams arise. Transport through long sub-sea pipe-lines to processing facilities on-shore is an increasingly popular solution as technological challenges are overcome. Significant costs are associated with the prevention and mitigation of wax precipitation and deposition since accumulation of solid wax in the pipe-line may lead to increased operational expenses (e.g. compressors, heating, chemical inhibitors, and man-hours) and reduced production (e.g. diminished flow capacity and periods of shut-in), or in the worst-case scenario abandonment of the entire field [14] .
Petroleum waxes are mainly associated with the aliphatic fraction of crude oil, and normal-alkanes, forming needle-like macro-crystals, are recognized as the main contributor to deposits forming during production and transportation of oil and gas [25] . Simplified model oils are commonly utilized in wax deposition studies and for validation of mathematical models, e.g. by Singh et al. [34] , Paso and Fogler [27] , and Wu et al. [36] . Being able to predict solid-liquid equilibrium in oil and gas production is paramount in developing and designing transporting and processing solutions. More specifically, the understanding of and successfull modelling of alkane behavior have major implications for mitigation of precipitation and deposition of petroleum waxes in the oil industry.
In this paper published solubility data are reviewed, and linear regression is employed to develop a mathematical expression for predicting the solubility of normal-alkanes in normal-alkane solvents. The conclusion is that it is possible to approximate the solubility, below a certain solubility limit, by a function of the solvent and solute molar masses, and the system temperature. The developed correlation may e.g. be employed to predict the critical conditions for wax deposition in pipeflow simulators where it is impractical to perform a rigorous thermodynamic calculation.
Definitions
Normal alkanes, also known as normal paraffins, are straight carbonchain molecules saturated with hydrogen atoms such that no branches or double-bonds exist. The different alkanes are denoted by CN, where N indicates the number of carbon atoms in the chain, the carbon-number. It is common to add the prefix n to identify straight-chain alkanes. In this paper, however, the n prefix is left out. The number of hydrogen atoms in the alkane molecule is given by 2 (N + 1), and the molar mass of an alkane is given by M(N) = (14.026N + 2.016) g /mol. A binary system is a mixture consisting of two alkane species, only. The solute refers to the heavier of the two alkane species, and the solvent refers to the lighter. The solubility is defined as the maximum amount of solute that can be dissolved in the solvent, at a specified temperature. A data-point is a measured solubility-temperature pair. The complete set of data-points, from all the litterature references, for a specific binary system, will be referred to as a data-set.
Experimental parameters may vary between different experiments, e.g. the system temperature, the solvent or solute properties, or a function of these. The model parameters for a specific model, however, are constant. For a set of I experimental solubilities expressed as a column vector, y, a linear model in J model parameters, can be expressed as Y = Xβ , where Y is the column vector of I calculated approximate data, and the experimental and model parameters are represented by the I × J matrix X, where X i,1 ≡ 1 ∀ i, and the column vector β , respectively. It is required that the number of model parameters exceeds the number of experimental parameters by one.
The aim of linear regression is to find a linear model that can be employed to predict or estimate the experimental data with acceptable accuracy. If a model with only one experimental parameter is chosen, Y i = β 1 + X i,2 β 2 , and the procedure is referred to as simple regression. If, on the other hand, a model of two or more input parameters is chosen, Y i = β 1 + J≥3 j=2 X i,j β j , and the procedure is referred to as multiple regression. The error vector is defined as e = y − Y , and the best-fit model parameters are given by the vectorβ, that minimizes the error functional, f (e) = 
Published Solubility Data
Experimental solubility data have been obtained from 24 publications, for a total of 43 binary systems with solute carbon-numbers ranging from 8 to 36 and solvent carbon-numbers ranging from 3 to 14. Most data were reported for atmospheric pressure, but propane and butane are gaseous at atmospheric pressure, so the works by Seyer and Fordyce [33] and Godard [15] were performed at the vapour pressure of the solvent. The solubility data references are summarized in Tab. 1, and the complete set of experimental data is plotted in Fig. 1 . Fig. 1 suggests that solubilities tend to obey a piecewise log-linear relationship with the system temperature. The deviation from this behaviour increases for increasing solubility, and somewhat arbitrarily it was decided to focus on data below a mol-fraction of 0.1. This disqualifies, from the current study, elleven data-sets due to lack of data-points below the limit (C8-C6, C18-C6, C18-C7, C18-C10, C19-C7, C20-C6, C20-C10, C22-C6, C22-C7, C25-C7, C25-C14). 
Theory and Method
The solubility of solids in liquids, in terms of the mol-fraction, can be modelled by [35, 6] 
where
∆Htr /R , M 1 and M 2 are the solvent and solute molar masses, respectively, γ is the activity coefficient, ∆H m is the molar solute enthalpy of fusion, R is the universal gas constant, T is the system temperature, T m is the solute melting-point temperature, ∆C pm is the molar heat capacity difference between solid and liquid states of the solute at T m , ∆H tr and T tr are the molar enthalpy and temperature of solid-solid phase transitions, respectively.
A 1st order Taylor expansion of Eq. 1, around some temperature
Furthermore, due to the observed log-linearity of the solubility, below the mol-fraction of 0.1, A and B are expected to be independent of T * . It has been assumed that the activity coefficient, melting and transition temperatures, heat capacities and enthalpies can be expressed as functions of the molar masses, only. That is, effects of e.g. pressure or molecular structure/nature have not been considered.
Common methods of linear regression include Least-squares regression (LS) and Least absolute deviations regression (LAD). The current paper employs the Huber loss function [18, 3] , which combines the strengths of the LAD (robustness) and the LS (accuracy) methods. For the Huber method, the vector function ρ may be expressed as
where, k = 1.5σ. σ is an estimate of the standard deviation of the population random errors, and for normally distributed errors, σ = 1.483MAD gives a good estimate, where MAD is the median of the absolute deviations, |e i |. This is a robust method that performs reasonably well even when the basic assumptions of the statistics are false.
Results
To investigate the A and B ( Eq. 2) dependency on the molar masses, simple regression was performed on each data-set to obtain data-set-specific best-fit parameters. These are plotted against the molar masses in figures 2 and 3 and are cited in Tab. 2. In figures 2a and 3a linear trends are added for the four series with more than two best-fit points (C24, C28, C32 and C36). It is clear that there are linear relationships between A and B and the molar masses. The exact trends, however, are not obvious. It is seen that A depends linearly on both the solvent and solute molar masses, while B depends mainly on the solute molar mass and only negligibly on the solvent molar mass, as expected from the discussion in Chapter 4. Although some of the A and B outliers seem to deviate significantly from the trend, no data-sets were disqualified for this reason. Some of the scatter can easily be explained by the dependency on the other molar mass, and in fact, the final regression expression was not very sensitive to elimination of the outliers. This owes to the robustness of the Huber method.
Having revealed a linear relationship between the regression parameters, A and B, and the molar masses, multiple regression was performed on the entire set of data-points, from all the data-sets, to obtain the best-fit model ln x s ≈ 6.435 − 6.627 · 10
where the temperature is in • C, and any B dependency on M 1 is neglected. In Fig. 6 all the solubility data-sets are presented. In addition, dataset-specific best-fit trend-lines ( Eq. 2)(red line) and the general correlation ( Eq. 4) (blue line) are shown. The Eq. 4 predictions alone, are drawn for the data-sets with no data-points below the 0.1 mol-fraction.
Discussion
In several previous publications, e.g. [19] , it has been pointed out that solubility data is correlated with the solute melting temperature, so that the solubility curves collapse onto each other if plotted against (T − T m ). The end-point of the solubility curve x s , at pure solute, is of course at the solute melting point.Thus all solubility curves should terminate in the same point, in an x s vs. (T − T m ) plot. The starting point of the curve, however, at pure solvent, will be at the melting point of the solvent, which varies dramatically depending on the solvent molar mass. The melting temperature, in
• C, of n-alkanes can be approximated by e.g. the Dollhopf correlation [8, 22] ,
where N is the number of carbon atoms in the alkane-chain. In Fig. 4 the complete set of reviewed solubility data are plotted against (T − T m ), where the melting temperatures were obtained from Eq. 5. It can indeed be seen that the solubility curves gather in a narrow (T − T m ) range. The Dollhopf correlation does not allways predict identical melting temperatures as those reported by the referenced authors, however. E.g. Morawski et al. [26] reports a C13 melting temperature of −5.55
• C while Eq. 5 produces −1.76 Melting temperatures are prone to errors depending on the method of measurement and the purity of the substance; e.g. isomerization may affect the melting temperature significantly. Presuming that the melting temperature is chiefly depending on the molar mass, the solubility's dependency on the solute melting temperature is warranted by the molar mass dependency of the A and the B in Eq. 2. Thus, the current paper did not take the solute melting temperature as input for the developed correlation. Several of the referenced authors fail to state the purity or nature of the solutes and solvents used in their studies. It is suspected, however, that impurities only introduce minor errors in the experimental solubility data. Provost et al. [28] stated: "It is shown that the nature of the solvent has no major influence on the solubility...", and Rakotosaona et al. [29] concluded that the solubility of a multi-component wax is similar to that of the single-component wax whose carbon-number is equal to the mixture average carbon-number. These statements indicate that Eq. 4 may be utilized or adapted to much more complex systems than were studied in this paper. This assumption is further supported by the good agreement between Eq. 4 and the experimental solubilities for paraffin waxes in petroleum distillates obtained by Berne-Allen and Work [2] , as demonstrated in Fig. 5 . BerneAllen and Work did not elaborate on the purity of the waxes employed in their study, but specified: "the solvents were selected with the point in view of obtaining a wide spread over all the lighter fractions from petroleum." The properties of the Berne-Allen-Work Solvent 1 and waxes 1-5 are cited in Tab. 3.
In the references, various methods of obtaining the solubilities were ex-ercised. The two main strategies were 1) reducing the temperature and 2) heating the sample, looking for the first crystal to precipitate out or the last crystal to melt, respectively. Ashbaugh et al. [1] [32] commented that there typically may be a significant difference between the dissolution and precipitation temperatures recorded for heavier alkanes. In the case of super-saturation, the solubility may be severely over-predicted. No obvious signs of super-saturation were identified in the experimental data, but it may be suspected that an effect of super-saturation is to reduce the data-set-specific solubility slope, B. E.g. it is observed, in Fig. 6au , that the Ashbaugh et al. [1] data ascends more slowly than the Madsen and Boistelle [24] data. Furthermore, the C24-C10 data-set, comprised from the Ashbaugh et al. [1] and Johnsen [20] data, produced one of the most severe outliers in Fig. 3b although there is good agreement between the two experiments. The C32-C10 data-set, comprised from the Ashbaugh et al. [1] and Seyer [32] data, did not give evidence of such an effect, however.
Performing the best-fit procedure in the manner described in Chapter 5 means that all data-points count the same. Furthermore, this means that the procedure gives more weight to the data-sets with many data-points than to the data-sets with fewer data-points. Since a majority of the available datapoints are obtained for the heaviest alkanes (C28-36) it is expected that the general correlation fit these data best. By utilizing a more complete spectre of experimental data, the correlation will adapt to fit also the lighter alkanes better, possibly at the cost of the heavier alkanes fit. To give each data-set equal influence, multiple regression was performed to find the M 1 and M 2 dependency of A and B, respectively. The resulting correlation did not differ significantly from Eq. 4 but generally gave a less accurate prediction of the experimental data.
Conclusions
A review of published solubility data for binary n-alkane mixtures is presented. Analysis of a total of 43 binary systems, from a total of 24 publications, revealed that there is a log-linear relationship between the solubility and the temperature. Data-set-specific linear regression was performed to obtain data-set-specific best-fit parameters for the solubility-temperature data, for solubilities below a mol-fraction of 0.1, and it was seen that there is a clear linear relationship between the best-fit-parameters and the solvent and solute molar masses. Linear regression was thus employed to establish a general correlation between the solubility and the solvent and solute molar masses and the temperature. Qualitative assessment shows that the developed correlation is successful at predicting the solubility trends seen in the experimental data, and reasonable predictions are obtained for the data-sets where no or only a few data-points exist below the mol-fraction of 0.1. Furthermore, evidence is given that the correlation provides predictive power for multi-component mixtures by utilizing solute and solvent average molar masses as input. More experiments is needed, however, for light solutes and a wider range of solvents in particular, to establish a more reliable correlation. Dernini and De Santis [7] Hoerr and Harwood [17] Solubility PSfrag replacements Domanska et al. [12] Chang et al. [5] Solubility, [mol-frac.] 
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