Abstract. If g is an analytic function in the unit disc D we consider the generalized Hilbert operator H g defined by
Hardy's inequality [5, page 48] guarantees that the transformed power series in (1.1) converges on D and defines there an analytic function H(f )(z) whenever f ∈ H 1 . In other words, H(f ) is a well defined analytic function for every f ∈ H 1 . It turns out that H(f ) can be written also in the form,
or, equivalently,
where g(z) = log 1 1−z . The resulting Hilbert operator H is bounded from H p to H p , whenever 1 < p < ∞ but H is not bounded on H 1 [2, Theorem 1.1]. In [4] the norm of H acting on Hardy spaces was computed. Concerning the Bergman spaces A p , the operator H : A p → A p is bounded if and only if 2 < p < ∞, [3] . But H is not even defined in A 2 , for it was shown in [4] that there exist functions f ∈ A 2 such that the series defining H(f )(0) is divergent.
In this article we shall be dealing with certain generalized Hilbert operators. Given g ∈ Hol(D), we consider the generalized Hilbert operator H g defined by
As noted above, H = H g with g(z) = log 1 1−z . We mention [8] for a different generalization of the classical Hilbert operator.
The Fejér-Riesz inequality [5, page 46] guarantees that given any g ∈ Hol(D), the integral in (1.2) converges absolutely, and therefore the right hand side of (1.2) defines an analytic function on D, for every f ∈ H 1 . We note that H g has a representation in terms of the Taylor coefficients similar to (1.1). Indeed, a simple computation shows that if g(z) = ∞ n=0 b n z n ∈ Hol(D) and f (z) = ∞ n=0 a n z n ∈ H 1 then
∞ n=0 a n n + k + 1 z k .
(1.3)
Our main objective in this paper is characterizing those functions g for which H g is bounded on the Hardy spaces H p , the Bergman spaces A 
The unweighted Bergman space A p 0 is simply denoted by A p . Here, dA(z) = 1 π dx dy denotes the normalized Lebesgue area measure in D. For each p ∈ (0, ∞) the Hardy space H p is contained in A 2p and the exponent 2p cannot be improved. We refer to [5] for the theory of Hardy spaces, and to [6] , [13] and [19] for Bergman spaces. 
The space D 
(see, e. g., [7, Theorem 6] We shall consider also the mean Lipschitz spaces Λ (p, α). For 1 ≤ p < ∞ and 0 < α ≤ 1 the space Λ (p, α) consists of those g ∈ Hol(D) having a non-tangential limit g(e iθ ) almost everywhere and such that
where
is the integral modulus of continuity of order p. A classical result of Hardy and Littlewood [11] (see also Chapter 5 of [5] ) asserts that
The corresponding "little oh" spaces are denoted by λ(p, α). Among all the mean Lipschitz spaces, the spaces Λ(p, 1 p ), 1 < p < ∞, will play a fundamental role in our work. They form a nested scale of spaces which are all contained in the space BMOA [1] :
Furthermore the function log(
Main results
Our main results regarding Hardy spaces are contained in Theorem 1 and Theorem 2. Theorem 1. Suppose that 1 < p ≤ 2 and g ∈ Hol(D). Then H g is bounded from H p to H p if and only if g ∈ Λ p,
Theorem 2. Suppose that 2 < p < ∞ and g ∈ Hol(D). We have:
for some q with 1 < q < p, then H g is bounded from H p to H p .
It is natural to ask whether or not the condition g ∈ Λ p,
We do not know the answer to this question but we conjecture that it is affirmative. The condition g ∈ Λ q, 1 q for some q with 1 < q < p which appears in (ii) is slightly stronger than that of g belonging to Λ p,
. Also, using (1.4) and the Littlewood subordination principle, it follows easily that a function
for all q > 1, a result which readily implies that the same is true for any g ∈ Hol(D) which is the Cauchy transform of a finite, complex, Borel measure µ on the circle T, that is,
Consequently, it is clear that we have the following. Corollary 1. Let K be the class of those analytic functions in D which are the Cauchy transform of a finite, complex, Borel measure on T and let
We have:
We note that K and C are subclasses of the mentioned mean Lipschitz spaces containing the function g(z) = log |f (t)| dt < ∞, which is necessary for the operator H g being well defined on A p α . The result does not remain true for α ≥ p − 2.
The paper is organized as follows. In Section 3 we state and prove a number of lemmas which will be used specially in Section 4 where we shall prove the necessity parts of our just mentioned results. Section 5 will be devoted to study the the sublinear Hilbert operator H defined by
We shall prove that if g ∈ Λ p, 
The sufficiency parts of our Theorems 1-4 will follow using this and the following result which has independent interest.
In Section 7 we shall deal with the question of characterizing the functions g for which H g is compact on Hardy, Bergman and Dirichlet spaces. We prove the "expected results", that is, Theorems 1-4 remain true if we change "bounded" to "compact" and the mean Lipschitz space Λ(s, α) appearing there to the corresponding "little oh" space λ(s, α). We also obtain the characterization of the functions g for which the operator H g is Hilbert-Schmidt on the relevant Hilbert spaces.
Theorem 6. The following are equivalent
Note that the case α = 1 of (iii) is assertion (i).
We close this section noticing that, as usual, we shall be using the convention that C = C(p, α, q, β) . . . will denote a positive constant which depends only upon the displayed parameters p, α, q, β . . . (which sometimes will be omitted) but not necessarily the same at different occurrences. Moreover, for two real-valued functions E 1 , E 2 we write E 1 ≍ E 2 , or E 1 E 2 , if there exists a positive constant C independent of the argument such that
Preliminary results
Throughout the paper we shall use the following notation:
and n ≥ 0, we set [5] , [9] and [16] ).
Theorem A. Suppose that 1 < p < ∞, 0 < α < 1 and g ∈ Hol(D). The following conditions are equivalent
Remark 1. The corresponding results for the little-oh space λ(p, α) remain true, and they can be proved following the proofs in the references for Theorem A.
and observe that if f ∈ H 1 then
is the usual convolution.
If Φ : R → C is a C ∞ -function such that supp(Φ) is a compact subset of (0, ∞) we set
and for N = 1, 2, . . . , we consider the polynomials
Now, we are ready to state the next result on smooth partial sums.
where M is the Hardy-Littlewood maximal-operator, that is, The following lemma also plays an essential role in our work.
and define the functions
Then:
(ii) Asymptotically,
(ii). We note that
we deduce that
(iv). For m = 0, the assertion follows from part (ii). For m = 1, using parts (ii) and (iii), we have
Now we shall proceed by induction. Assume that (3.3) holds for
This together with the induction hypothesis and part (iii) concludes the proof.
We shall use also the following lemma which follows easily from results in [16] .
Lemma 2. Assume that 0 < p < ∞, α > −1, N ∈ N, and set
Proof. Assume N is even. (If N is odd the proof can be adjusted by using [
). Using [16, Lemma 3.1] we have for each 0 < r < 1, ||h||
which gives
Each of the two integrals appearing above can be expressed in terms of the usual Beta function, and using the Stirling asymptotic series we can see that each of the integrals grows as N −(α+1) as N → ∞, and the assertion follows. 
4.
In particular we have
Let us consider now the family of test functions {f N } given by 
This, together with part (iii) of Theorem B and (4.3), implies
On the other hand,
Using the M. Riesz projection theorem and (4.4) we have
and using part (iv) of Theorem A, we conclude g ∈ Λ p,
Proof of the necessity statement in Theorem 4:
The proof is similar to that of Theorem 7, hence, we shall omit some details. Let p, α and g(z) = Since α < 3p − 2, the family of test functions
forms a bounded set in D p α (see [19, Lemma 3.10] ), and the hypothesis implies that sup
This, together with the easily checked identity
Then part (iv) of Theorem B and (4.7) imply that
and, by (4.6),
(4.10)
Consequently, using (4.10), the M. Riesz projection theorem, Lemma 2, and (4.9), and setting N = 2 n , n ∈ N,
and by part (v) of Theorem A, we deduce that g ∈ Λ p,
We note that the proof we have just finished remains valid for p > 1 and α < 3p − 2.
Proof of the necessity statement in Theorem 3:
Let p, α be as in the statement and assume H g : A p α → A p α is bounded. Since α < p − 2, then α + p < 3p − 2. This together with the fact that A p α = D p p+α gives the assertion as a consequence of the preceding proof.
The sublinear Hilbert operator
Let us consider the following space of analytic functions in D
The well-known Fejér-Riesz inequality [5] implies that
. We remark also that an application of Hölder's inequality yields
, if p > 1 and −1 < α < p − 2, an inclusion which is not longer true for α ≥ p − 2.
Condition (5.1) insures that H is well defined on A p α for p and α in that range of values. Now, we proceed to state some lemmas which will be needed for the proof Theorem 5.
Lemma 3.
(i) Assume that 0 < p < ∞. Then there exists a positive constant C = C(p) such that
(ii) Assume that 0 < p < ∞ and α > −1. Then there exists a positive constant C = C(p, α) such that
Proof. Part (i) follows taking q = ∞ and λ = p in Theorem 5. 11 of [5] . Now we proceed to prove part (ii). Applying (i) to g(z) = f (sz) (0 < s < 1) and making a change of variables, we obtain
Multiplying both sides of the last inequality by (1 − s) α , integrating the resulting inequality, and applying Fubini's theorem yieds
Lemma 4. Assume that 1 < p < ∞ and p − 2 < α. Then there exists a constant C = C(p, α) such that for any f ∈ Hol(D)
We now use the following version of the classical Hardy inequality [12, p. 244-245]: If k > 0, q > 1 and h is a nonnegative function defined in (0, ∞) then
Taking h ≡ 0 in [1, ∞), and making the change of variable x = 1 − r in each side, the inequality takes the form (5.2)
Now apply this inequality to the function h(s)
Putting together the above and using Lemma 3 we find,
, and the proof is complete.
The first part of the following Lemma is a special case of [15, Theorem 2.1], and the second part is an immediate consequence of the first part. 
(ii) If 1 < p < ∞ and α > −1, then the dual of D 
Proof of Theorem 5.
(i) Recall that for 1 < p < ∞, the dual of H p can be identified with
thus it is enough to prove that there exists a constant C > 0 such that
Using Hölder's inequality and the Fejér-Riesz inequality we have 1 2π
which implies (5.5) and finishes the proof of (i).
(ii) Using Lemma 5 we can choose
so that the weight in the pairing (5.3) is identically equal to 1, and we have for f ∈ A p α and h ∈ A q β ,
|h(r 2 t)|r dr. Using Hölder's inequality we obtain,
where in the last step we have used Lemma 3. Next we show that
This together with (5.7) will finish the proof. To show (5.8) observe first that if 0 < t < 1/2 then |h(
, h for each 0 < r < 1, thus
and we have
and making a change of variable we obtain
where we have used Lemma 3 in the last step. Thus (5.8) is proved and the proof of (ii) is complete. 
and a routine calculation gives
where for the last inequality we have used Lemma 4 twice with α = p−1 and α = q − 1 in the two integrals respectively. Moreover
, and combining the above we obtain
which completes the proof of this case.
Case p − 2 < α < p − 1. In this case the dual of D 
Now using Fubini's theorem and the reproducing formula
We set s = −1 + α+1 p and use Hölder's inequality to obtain
By Lemma 4 the first integral above is
while the second integral by Lemma 3 is
.
This together with the inequalities
and the proof is complete.
Sufficient conditions
In this section we will prove the sufficient conditions for Theorems 1, 2(ii), 3, and 4. In order to do that we state first some needed results.
A 
On the other hand, if 2 ≤ p < ∞ and
The converse of each of these two statements is not true for a general power series f (z) = ∞ k=0 a k z k ∈ Hol(D) and for arbitrary indices p = 2. If however we restrict to the class of power series with nonnegative decreasing coefficients then we have the following result (see [10] , [20, Chapter XII, Lemma 6.6], [17, 7.5.9] and [18] ).
for all f ∈ Hol(D).
The following lemma can be found in [17, 7.3.5] , in a slightly different form. The proof suggested there can be applied to obtain it in the form we need it.
, and we set
Proof. For each n = 1, 2, . . . , define
Clearly, Υ n is a C ∞ (0, ∞)-function and
Furthermore, since
Then, using (6.3) and (6.4), for each n = 1, 2, . . . we can take a function Φ n ∈ C ∞ (R) with supp(Φ n ) ∈ , 4 , and such that
and
We can then write
. So by using part (iii) of Theorem B, we have
Analogously, it can be proved that
and the assertion of (i) follows. The proof of (ii) is similar and is omitted.
We are now ready to prove the sufficient conditions.
Proof of the sufficiency statement in Theorem 4: Let p, α be as in the statement and assume g ∈ Λ p, Part (ii) follows easily from part (i). Indeed, if g ∈ Hol(D) and |z| ≤ r < 1, we have
Thus (ii) holds.
Now the following result follows easily.
Lemma 10. Suppose that 1 < p < ∞ and let X be either H p , or A p α for some α with −1 < α < p − 2, or D p α for some α with p − 2 < α ≤ p − 1. For a function g ∈ Hol(D) the following conditions are equivalent:
is a sequence in X such that In this case we find (omitting the details) and the assertion follows.
