With improving telescopes, it may now be possible to observe the Epoch of Reionization in multiple ways. We examine two of these observables -the excess light in the near-infrared background that may be due to high redshift stars and ionized HII bubbles, and the 21 cm emission from neutral hydrogen. Because these two forms of emission should result from different, mutually exclusive regions, an anticorrelation should exist between them. We discuss the strengths of using cross-correlations between these observations to learn more about high redshift star formation and reionization history. In particular, we create simulated maps of emission from both the near-infrared background and 21 cm emission. We find that these observations are anticorrelated, with the strongest anticorrelation originating from times when the universe is half ionized. This result is robust and does not depend on the properties of the stars themselves. Rather, it depends on the ionization history. Cross-correlations can provide redshift information, which the near-infrared background cannot provide alone. In addition, cross-correlations can help separate foreground emission from the true high redshift component, making it possible to say with greater certainty that we are indeed witnessing the Epoch of Reionization.
INTRODUCTION
Understanding high redshift stars and galaxies and their complex relationship with their environment is one of the goals of modern cosmology. These early generations of stars and galaxies instigated one of the main phase-transitions that the Universe has undergone -reionization. Therefore, understanding the history of the Epoch of Reionization (EoR) can lead to an understanding of the properties of these sources themselves, how they evolved, and how they reionized the Universe. Up until very recently, our knowledge of these sources and the EoR were limited to theory and simulations. Lately, however, thanks to new powerful telescopes, we can hope to begin to observe the EoR itself.
Diversifying observations of the EoR will become increasingly important in the coming years. Each different observation will provide different constraints on the population of stars forming at high redshifts. In this work, we will ⋆ Fernandez@astro.rug.nl discuss two ways to observe the EoR. Each of these focus on different types of emitting regions and different physics, yet these observables are fundamentally linked. Neutral hydrogen will emit 21 cm emission, a result of the hyperfine transition in hydrogen. This emission will be the strongest at early times, when the Universe still contained a significant fraction of neutral gas. (For a review of 21 cm physics, see Furlanetto et al. (2006) ). Since the 21 cm emission is line emission, mapping the emission line in frequency space will lead to a three-dimensional picture of the neutral intergalactic medium (IGM). Therefore, the study of the structure of 21 cm emission can lead to information on the sources responsible for reionization, the ionized bubbles surrounding them, and how reionization progresses with time (e.g. Madau et al. (1997) ; Tozzi et al. (2000) ; Furlanetto et al. (2004) ; Loeb & Zaldarriaga (2004) ; Wyithe & Loeb (2004) ; Kohler et al. (2005) (2010); Morales & Wyithe (2010) ; Santos et al. (2010) ; Mack & Wyithe (2012) ; Zaroubi et al. (2012) ; Malloy & Lidz (2013) ). Using the 21 cm line therefore gives an excellent probe for reionization history. Emission from the 21 cm line will possibly soon be observed with the Low Frequency Array (LOFAR, Ciardi et al. (2013) ; van Haarlem et al. (2013) ; Yatawatta et al. (2013) ; Zaroubi (2013) ), as well as other telescopes, such as the Precision Array for Probing the Epoch of Reionization (Parsons et al. 2010) , the Murchison Widefield Array (Tingay et al. 2013) , the 21 Centimetre Array (Wang et al. 2013) , and the Giant Metrewave Radio Telescope (Pen et al. 2008) , as well as next generation arrays such as SKA or an omniscope (Clesse et al. 2012) .
As time goes on, the ionizing radiation from stars will chip away more and more of this neutral hydrogen, creating ionized "bubbles" that will no longer be bright in 21 cm emission. However, these stars, galaxies, and HII regions will emit ultraviolet photons, which will be redshifted to be observed in the infrared. Many of these photons come from galaxies that are far below the detection limit of current high redshift galaxy surveys (Barkana & Loeb 2000; Salvaterra & Ferrara 2006; Wyithe & Loeb 2006; Kistler et al. 2009; Bouwens et al. 2010; Robertson et al. 2010; Fernandez & Shull 2011; Muñoz & Loeb 2011 ). Therefore, the cumulative light in the infrared is one of the few ways available to observe these small objects.
These redshifted photons should make up a portion of the unresolved background in the infrared, particularly from 1 to 4 µm. In addition, a host of models have been developed to describe both the intensity and fluctuation component of the near-infrared background (NIRB) due to high redshift stars (Kashlinsky et al. 2002 (Kashlinsky et al. , 2004 (Kashlinsky et al. , 2007c (Kashlinsky et al. , 2012 Santos et al. 2002; Magliocchetti et al. 2003; Cooray & Yoshida 2004; Kashlinsky 2005; Madau & Silk 2005; Fernandez & Komatsu 2006; Fernandez et al. 2010 Fernandez et al. , 2012 Cooray et al. 2012; Fernandez & Zaroubi 2013; Yue et al. 2013) . These models have shown that it is possible that observations of the NIRB can reveal information about stars during the EoR, such as their mass and metallicity, as well as galactic mass, suppression history, and escape fraction. Therefore, these same stars that cause a decrease in the 21 cm emission will also cause an increase in cumulative light from their own emission, which will be present in the redshifted infrared. Many have searched for evidence of the high redshift stars component of the NIRB with instruments such as the Diffuse Infrared Background Experiment on COBE, the Infrared Array Camera on Spitzer, NICMOS on Hubble, AKARI, and will soon be observed with CIBER (Dwek & Arendt 1998; Gorjian et al. 2000; Kashlinsky & Odenwald 2000; Wright & Reese 2000; Cambrésy et al. 2001; Totani et al. 2001; Wright 2001; Kashlinsky et al. 2002 Kashlinsky et al. , 2004 Kashlinsky et al. , 2007a Kashlinsky et al. ,b, 2012 Magliocchetti et al. 2003; Odenwald et al. 2003; Kashlinsky 2005; Matsumoto et al. 2005) .
Our goal in this paper is to see to what extent the NIRB and 21 cm observations are anticorrelated. Since the 21 cm emission should result from neutral regions and the NIRB emission should result from regions of star formation, emission should result from differing locations on the sky. Combining these observations will give more information about these stars and galaxies. The 21 cm line emission can give redshift information, something that it is very difficult for the NIRB alone to provide. In addition, an anticorrelation will be indicative that the signal of both the NIRB and the 21 cm emission are from the EoR, since an anticorrelation is not expected in foreground measurements.
In §2, we discuss our simulation we use to generate our sky maps. In §3 we discuss the models we use to create our simulated sky maps. These line-of-sight maps are created using the procedure described in §4 and cross-correlated in §5. We conclude in §6. We use the cosmological parameters h = 0.7, Ωm = 0.27, ΩB = 0.044.
SIMULATIONS
The work presented here is based on large-scale N-body and radiative transfer simulation of cosmic reionization presented in Iliev et al. (2013) , and based off the methodology in Iliev et al. (2006) . This simulation utilized a volume of 425 Mpc −1 per side. The structure formation N-body component followed 5488 3 (165 billion) particles starting from redshift z = 300, with particle mass of 3.7 × 10 7 M⊙ and a force softening scale of 3.87 h −1 kpc comoving. This provided the underlying density and velocity fields and the basis for calculating the ionizing source populations. The radiative transfer simulation used 504 3 uniform-grid cells and provided the time evolution of the ionized patches. The more massive sources, with halo masses above 10 9 M⊙, were based on the haloes directly resolved in the N-body simulation (using a spherical-overdensity halo finder with density threshold of 178 times the mean) and are assumed to be unaffected by the photoheating of the gas, as their masses are above the Jeans mass for 10 4 K photoheated gas. The lower-mass sources, with total masses of 10 8 M⊙ to 10 9 M⊙, are modelled based on a sub-grid extended Press-Schechter prescription based on the local density (Ahn et al., in prep) . The star formation in such sources could be fully or partially suppressed during reionization. Our source model is discussed in detail in Iliev et al. (2006) .
In order to be consistent with our underlying reionization model, we must describe how each source contributes to reionization. This is done by constraining the ionizing emissivity escaping into the IGM, which we assume to be proportional to the total halo mass. This is quantified with a normalization parameter fγ , which is a product of the fraction of baryons that form into stars (f * ), the escape fraction of ionizing radiation from the haloes into the IGM (fesc), and the number of ionizing photons produced by stars per stellar atom (Ni) ). This quantity, fγ = Nifescf * , is set to a certain value in order to be consistent with our reionization scenario and the observational constraints, but each individual parameter is free to vary within this constraint. If, for example, there are more ionizing photons produced by a stellar population (if, for example, the stars are more massive and/or have less metals), either fesc or f * would correspondingly need to fall in order to avoid overproducing ionizing photons that escape into the IGM. In our radiative transfer simulation we adjust the value of fγ according to the mass of the haloes, where f γ,large = 2 for large haloes (M > 10 9 M⊙), and f γ,small = 8.2 for small haloes (10 8 < M < 10 9 M⊙).
1 The value of fγ is consistent with an electron-scattering optical depth of τ = 0.0566. Reionization proceeds quite quickly, as illustrated by the ionization fraction as a function of redshift in Figure 1 , and completes by z ∼ 6.5.
OUR MODELS

The Near-Infrared Background
The intensity of the NIRB will depend on many factors, namely, the properties of the stars and galaxies. Emission that makes up the NIRB will originate from the stars themselves. Anything above 13.6 eV will be reprocessed as nebular emission, both inside and outside the halo. The main emission line we are concerned with is the Lyman-α line. There will also be significant continuum emission from other reprocessed nebular light (such as two-photon, free-free and free-bound emission; such as Fernandez & Komatsu (2006) ). Because of this continuum, it is difficult to extract redshift information about the population of stars responsible for the NIRB (although not impossible, see Fernandez & Zaroubi (2013) ).
In order to predict the emission of this high redshift population, some assumptions must be made about the stellar and galactic properties. For our fiducial case, we assume that the stars are all Population II stars with a metallicity of 1/50Z⊙. The mass of these stars are assumed to follow a Salpeter mass function:
(1) (Salpeter 1955) , where f (m) is the mass function, assuming lower and upper mass limits of 0.1 and 150 M⊙. We allow 10% of ionizing photons to escape into the IGM, fesc = 0.1. Ni, the number of ionizing photons produced per stellar atom, is calculated using fitting formulas in Table  3 of Fernandez & Komatsu (2008) , based of stellar models from Marigo et al. (2001) ; Lejeune & Schaerer (2001) and Schaerer (2002) . Constraints from reionization, reflected in the value of fγ , then set the fraction of baryons formed into stars to be f * = 7.7 × 10 −3 for large haloes and 3.2 × 10 −2
for small haloes. Together, these parameters create a consistent model for reionization. We relax the conditions of stellar mass, metallicity, fesc and f * in section 5.1. After determining the relevant properties of the stellar population, there are two ways to calculate the luminosity per stellar mass (lν) of each halo. If the stellar lifetime is shorter than the star formation time-scale, dead stars must be taken into account:
The luminosity depends on the properties of the stars themselves -the stellar mass m, the luminosity Lν(m) calculated for each component α (free-free, free-bound, two-photon, Lyman-α and stellar emission), the stellar lifetime τ (m), and the mass function. The stellar mass density, ρ * (z), can be written in terms of the star formation time-scale as
. Therefore, we can simplify the expression to:
For the simulation we use, the star formation time-scale is set at t sf = 11.5 Myr, which corresponds to two time steps within our simulation. On the other hand, if we are concerned with small stars with long stellar lifetimes, it is possible that the stellar lifetime exceeds the star formation time-scale. In this case, a different formula should be used to calculate the luminosity per mass: (Fernandez et al. 2010) . To be precise, a combination of Equations 3 and 4 should be used depending on the mass of the star (Fernandez & Komatsu 2006; Fernandez et al. 2010) . However, when we assume a Salpeter mass function of Population II stars, the luminosity-weighted mean lifetime of our stellar populations is longer than the star formation time-scale. Therefore, to simplify the calculation, we use Equation 4 as our fiducial formula. In section 5.1, we consider other stellar populations, namely, one with massive Population III stars. In this case, their luminosity-weighted mean lifetime is shorter than the star formation time-scale, so for these cases, we will use Equation 3. The luminosity per mass (l α ν ) of each of the relevant radiative processes is calculated following the formalism in Fernandez & Komatsu (2006) . To find the total luminosity of the halo, L h , the luminosity per mass l , where M h is the mass of the halo and f * is the fraction of baryons that form into stars), and integrate over some bandwidth (so that
The nebular components of the luminosity are multiplied by (1 − fesc), so that those photons that escape into the IGM do not contribute to the luminosity of the haloes. These escaping photons will also contribute to the spectrum of the NIRB, but since the density of the IGM is low, the luminosity of the IGM will be much less than the haloes (Nakamoto et al. 2001; Cooray et al. 2012) , and therefore, we ignore it for this work. Finally, summing the luminosity over the haloes and dividing by the comoving volume, we can arrive at the volume emissivity in the band p(z) (which describes the energy per unit time and unit comoving volume). The intensity is then found by integrating over redshift: (Peacock 1999 ). This intensity is a direct observable quantity that can be constrained from observations of the NIRB.
The 21 cm Brightness Temperature
Radiation will also result from the neutral IGM, manifesting itself as the 21 cm emission line. This is the result of a hyperfine transition in hydrogen. Since it results from neutral hydrogen, it is concentrated at high redshifts, before the majority of star formation occurred to ionize hydrogen. Cold neutral gas can also be responsible for 21 cm absorption. However, since we assume that the IGM is heated and TS ≫ TCMB, here we take into account the emission only. We calculate the differential brightness temperature of the 21 cm line (δT b ): (Field 1958 (Field , 1959 Madau et al. 1997; Ciardi & Madau 2003; Iliev et al. 2012) , where TCMB is the temperature of the cosmic microwave background (CMB), TS is the spin temperature, τ is the optical depth, λ0 = 21.16 cm is the rest frame wavelength of the 21-cm line, A10 = 2.85 × 10 −15 s −1 is the Einstein A-coefficient, T * is the energy difference between the two levels of neutral hydrogen, and H(z) is the Hubble parameter. The value of δT b depends on the overdensity of neutral hydrogen, written as,
where nH is the total physical density of hydrogen and nHI = nH (1 − X) is the physical density of neutral hydrogen. This is a function of redshift, given by
where mp is the mass of the proton and ρcrit,0 is the presentday critical density. We use µH = 1.32, which is the mean molecular weight of neutral hydrogen in units of the hydrogen abundance, assuming a 24% helium abundance. We show the brightness temperature as a function of redshift from the simulation in Figure 2 , with the frequency of the observed 21 cm line shown on the top axis.
LINE-OF-SIGHT MAPS
Combining the analytical models, described in Section 3, with our simulation leads to three dimensional luminosity cubes at given redshifts. In order to move from these three dimensional cubes to the observed two dimensional sky, we must create line-of-sight maps. In order to create this lineof-sight, we rotate multiple simulation boxes randomly and stack them to create a cuboid, to allow the line-of-sight dimension to be longer than the simulation box size. This rotation assures that structures along the line-of-sight are randomized and are not often repeated. Multiple rotations allows us to use the same simulation data to create several randomizations for more statistically correct conclusions. This cuboid is then divided into slices, each corresponding to a redshift z k . Since there may not be simulation output at z k , the properties of the slice are determined by linear interpolation between the simulation outputs at two redshifts zi and zj, such that zi < z k < zj. Here, redshift distortions are ignored. We consider the effect of redshift distortions in Section 5.2. A two dimensional observational map is then generated by projecting the information of each slice at z k onto the two dimensional sky. For the infrared sky, this is done by integrating these weighted maps over the redshifts we are concerned, 6 < z < 30. We make the NIRB map in the J band, from 1.1 to 1.4 µm. For the 21 cm line emission, each frequency corresponds to a separate redshift, therefore we do not need to integrate over the line-of-sight. Instead, we stack all of the images at various frequencies for the cumulative map, shown only for illustration here. In this paper, we focus on creating maps that mimic the observations from LOFAR. However, similar maps can be constructed simulating the observations from other arrays designed to observe the 21 cm emission from the EoR, taking into account specific parameters such as the relevant frequency range, resolution, and noise levels. For the LOFAR 21 cm maps, we set our maximum redshift to z = 11, which corresponds to the highest redshift to which LOFAR is sensitive. Our lowest redshift is z ∼ 6.4, which is the end of reionization within our simulation. These maps are shown in Figure 3 .
Realistic LOFAR noise maps, assuming a three year integration time 2 , are then added to the 21 cm map from the simulation. The noise maps are generated using the standard LOFAR-EoR simulation pipeline. [For details of the noise simulations, see e.g. Chapman et al. (2012 Chapman et al. ( , 2013 and Zaroubi et al. (2012) .] These noise maps are consistent with the LOFAR instrument and have a pixel size of 70". The LOFAR maps have an S/N < 1 per pixel, with an signal to noise ratio (S/N) of about 0.03 and 0.13 at 150 and 175 MHz respectively. However, the S/N increases after smoothing, to 0.2 and 2.75 for 150 and 175 MHz respectively. To add our 2 Three year integration time corresponds to 3x600h=1800h. simulated sky map to the LOFAR noise map, we smooth the simulated map over a Gaussian kernel with a full width at half-maximum of three pixels, which corresponds to the resolution of LOFAR.
3 This map is then added to the inverse variance weighted noise maps to create a prediction of the 21 cm emission plus noise. Finally, certain Fourier modes that LOFAR is not sensitive to are removed to make the final map, which is comparable to observations from LOFAR.
THE CROSS-CORRELATION OF THE 21 CM AND NIRB MAPS
We now have our two maps, one corresponding to the infrared sky, and the other corresponding to the 21 cm line emission. When looking at the total map of the NIRB, one can see the history of star formation during the EoR (6 < z < 30). Large scale structures can be seen across the sky, and bright areas correspond to areas of intense star formation, likely at lower redshifts. On the other hand, the 21 cm emission map shows areas where star formation is not occurring -thus, the bright areas are locations lacking star formation, with each frequency corresponding to a different redshift.
As is, the maps are too finely resolved to be directly cross-correlated with one another since the NIRB map is dominated by small-scale power. Because of this, and also to more accurately represent the resolution of the LOFAR EoR experiment, we convolve the two dimensional map with a Gaussian over a smoothing radius rc. Some examples of smoothed maps are shown in Figure 4 for various values of rc.
4 While the image is convolved with a Gaussian kernel that corresponds to a certain number of pixels, the value of rc shown in Figure 4 is the approximate size of the kernel in megaparsecs, calculated by taking into account the size of the image on the sky.
Even by eye, it is easy to see the anticorrelation between the two maps. It is clear that areas that are bright in the 21 cm are in neutral areas that have not been ionized by star formation and therefore dim in the infrared. Areas that are bright in the NIRB have abundant star formation to ionize the regions around them, eliminating the possibility of a strong 21 cm line.
This cross-correlation between the intensity of the NIRB (INIRB) and the brightness temperature (δT b ) can be quantified by the Pearson correlation coefficient:
During our cross-correlation analysis, the NIRB maps we use are always for the entire redshift range, 6 < z < 30. Because the 21 cm is line emission, we are free to choose any redshift or frequency range. For our first case, we show the correlation between all of the frequencies available from the LOFAR maps to the entire NIRB map. This means we are comparing star formation present in the NIRB map from . The cross-correlation of the NIRB (from 6 < z < 30) with the 21 cm signal (from 6.4 < z < 11). The error bars are generated by cross-correlating the 21 cm signal with 1000 realistic realizations of randomized NIRB maps. 6 < z < 30 to neutral hydrogen in the 21 cm map at 6.4 < z < 11. The redshift range is not exactly the same, yet since the NIRB map will be dominated by structure at the later stages of reionization, this provides the best opportunity to correlate the same structures in each map. In the following analysis, the cross-correlations were obtained by averaging the cross-correlation coefficient over five different box rotation realizations.
The value of this cross-correlation coefficient is shown in Figure 5 for various values of the smoothing radius rc. The two emission maps are strongly anticorrelated, where -1 is a perfect anticorrelation, 0 is no correlation and 1 is complete positive correlation. The error bars are determined from cross-correlating the 21 cm map with 1000 realistic realizations of a randomized map of the NIRB. This is also in agreement with Slosar et al. (2007) , who analytically found an anticorrelation of the of the cross-correlation power spectrum on small scales between the 21 cm and the cosmic infrared background.
Because LOFAR is sensitive to 21 cm line emission, emission at different frequencies will correspond to different redshifts. Therefore, we are free to only use observations at certain frequencies and correlate the entire NIRB to a limited redshift range of the 21 cm map. Therefore, we cross-correlate various narrow frequency maps of the 21 cm emission from our simulation independently against the entirety of the NIRB signal. We expect the cross-correlation to weaken in these instances, since we are no longer comparing the emission of the NIRB and the 21 cm at similar ranges of redshifts, but rather comparing all of the NIRB emission with only a narrow range of the 21 cm emission.
This cross-correlation is shown in Figure 6 . Each region corresponds to the range of values of the correlation coefficient falls between for various redshift slices of the 21 cm map. We see that the strongest anticorrelation results when the universe is 50% ionized or more, corresponding to mid to late reionization times. At these times, the most structure is seen in the 21 cm maps. At very early times, the anticor- relation becomes less pronounced, sometimes even becoming positively correlated. This is because at early stages of reionization, the ionized bubbles are very small, and may be smaller than the smoothing length. Therefore, both observations of the NIRB and the 21 cm emission pick up the high density peaks, rather than discriminating between ionized and neutral areas.
We can also selectively choose to combine certain ranges of frequencies of the 21 cm signal to correlate with the NIRB signal. In Figure 7 , we show the correlation coefficient when the 21 cm maps from only certain redshift intervals are cross-correlated with the NIRB. Here, we can see that the strongest anticorrelation results from when the ionized fraction is around 20-80%, which corresponds to the peak patchiness of the 21 cm fluctuations.
Effects of the Stellar Population
So far, we have assumed that all of the stars are Population II stars with a Salpeter mass spectrum and fesc = 0.1. We have also done all calculations assuming that our NIRB image is made in the J band, from 1.1 to 1.4 µm. What were to happen if we were to vary these assumptions? Because we do not know when stars transfer from metal-free to metal poor stars, we make an alternate assumption -that all stars are Population III, metal free stars. We allow these stars to be massive, following the Larson mass spectrum (Larson 1998) :
with mass limits of 0.1M⊙ and m2 = 500M⊙, and mc = 250M⊙. In addition, we increase the escape fraction to fesc = 1, and, in order to be consistent with reionization history, we decrease f * .
We also modelled a case with a degree of metallicity evolution. In this case, the large haloes within the simula- Figure 7 . The correlation coefficient of the entire NIRB against three cubes of the 21 cm emission -when the universe is less than 20% ionized (early times, z 8), when the universe is more than 80% ionized (late times, z 6.8), and mid-reionization. The strongest anticorrelation results when the universe is partially ionized.
tion form Population II stars with a Salpeter mass spectrum, and the small haloes form Population III stars with a Larson mass spectrum. This is the scenario that might be expected if the large haloes had a previous generation of star formation and are already metal enriched, while the smaller haloes are more pristine. For this case, we set fesc = 0.1 for the large haloes and fesc = 1 for the small haloes.
Finally, we calculated the cross-correlation when the band of NIRB map is changed to the M band (from 4.6 to 5 µm). For this last case, we also assumed a massive Population III mass spectrum (Equation 11 ) to provide the largest difference from our fiducial case.
There is little effect in the overall cross-correlation when the stellar population is changed, as seen in Figure 8 , even when we look at a completely different band. Changing the properties of the stars, along with the band, will not affect the locations of star formation, just the intensity. This intensity will not affect the overall cross-correlation.
Redshift Distortions
The 21 cm emission provides a way to directly link frequency with redshift. However, because of random velocities, it is possible that distortions can be introduced into our observations, causing emission to appear at a different redshift than it is truly located. Redshift distortions come in two varieties. The Kaiser effect (Kaiser 1987) enhances clustering, and is a result of large scale coherent motion. It causes a compression along the line-of-sight. The Finger-of-God effect suppresses clustering, and is an effect of small-scale random motions. This causes an elongation of emission along the line-of-sight.
To determine the extent of this effect, we also created a map of the 21 cm emission with redshift distortions included. The observed redshift z obs , affected by the velocity field, is related to the actual redshift z by Figure 8 . The correlation coefficient of the entire NIRB and the 21 cm emission for various stellar populations. Population II is our fiducial model, Population III assumes massive stars with zero metallicity, and Pop II/Pop III assumes Population II stars with a Salpeter mass spectrum in large haloes and Population III massive stars in smaller haloes. We also tested a case where the NIRB observations were made in the M band, while allowing the stars to be massive and metal free. A significant change to the cross-correlations is not present.
where v is the component of the velocity along the line-ofsight. The redshift distortions actually distort each radiative transfer cell, stretching them or contracting them according to the velocity. The signal is then remapped back to the distorted cell, sometimes decreasing or increasing the amplitude.
The redshift distortions will only affect the 21 cm line emission, since changing the redshift will change the frequency at which the 21 cm emission appears Jensen et al. 2013; Shapiro et al. 2013) . Since the NIRB is an integrated signal over a continuum, the effect of the redshift distortions will be minimal, and hence is ignored here.
The results of adding redshift distortions on the crosscorrelations is shown in Figure 9 for one line-of-sight realization. When a very narrow redshift range is correlated with the NIRB, a very small difference in the cross-correlation power is noticed, as the brightness temperature is redistributed among cells. However, when the redshift range is increased, this effect averages out, and adding redshift distortions has no effect on the cross-correlations.
CONCLUSIONS
With new generations of telescopes, we hope to observe the EoR in multiple ways. Combining these observations may lead to a deeper understanding of these high redshift stars and galaxies that would not be available from one observational set alone. In this paper, we examined the crosscorrelation between the 21 cm line, resulting from neutral Figure 9 . The effect of redshift distortions on the results on one simulation realization, with and without redshift distortions, correlating the entire NIRB with redshift intervals of the 21 cm line. While redshift distortions will change the cross-correlation strength for a narrow redshift range, once averaged over a larger slice, the effect disappears. Therefore, as long as the redshift range is not small, redshift distortions do not affect the result.
hydrogen, and the high redshift component of the NIRB, resulting from areas of star formation.
Because these two observations map out opposing regions, we would expect there to be an anticorrelation between these two observations. In order to predict this, we generated simulated sky maps for both observations using our simulation data. These maps show that the anticorrelation between these two observations exists and is quite strong. The anticorrelation is the strongest when the ionization fraction is ∼ 50%. There are many free parameters that can change the intensity of the high redshift component of the NIRB, such as the mass and metallicity of the stars, the escape fraction, the star formation rate, and the band of the NIRB observations. However, these parameters do not change the cross-correlation. The cross-correlation probes only the reionization history, such as the redshift of reionization (where reionization is half completed) and the duration of reionization, and therefore, is an excellent method to examine how reionization progresses.
Cross-correlations can also reduce some of the weaknesses these observations have on their own. For example, it is very difficult to extract redshift information from the NIRB, but, by combining it with 21 cm line emission, more redshift information may be obtained.
Both observations of the NIRB and the 21 cm emission are quite challenging, namely due to a large amount of foregrounds that are difficult to model. Incorrectly subtracted foregrounds would reduce the cross-correlation, so if a strong anticorrelation exists between the NIRB and the 21 cm emission, this would be one indication that the signal is from the EoR, since a similar anticorrelation should not exist when comparing foregrounds. Therefore, if we observe a cross-correlation consistent with reionization history, we can say with greater certainty that we are indeed observing the EoR.
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