In this paper we formulate a theory of LU -and Cholesky factorization of bi-infinite block Toeplitz matrices A = (A i−j ) i,j ∈Z d indexed by i, j ∈ Z d and develop two numerical methods to compute such factorizations.
Introduction
Given a bi-infinite block Toeplitz matrix A = (A i−j ) i,j ∈Z , indexed by the integers i, j ∈ Z and having real k × k matrices as its entries (called block Laurent operators in some publications; cf., e.g., [15] ), it is well known how to factorize it in the form of A. Finally, if the symbol of A is scalar (i.e., k = 1), a necessary and sufficient condition for the existence of the factorization (1.1) is that z = 0 has zero winding number with respect to the curve z →Â(z). In this case the factorization can be obtained by separating the Fourier expansion of logÂ(z) in terms analytic inside and outside the unit disks and exponentiating the terms obtained.
The theory of Wiener-Hopf factorization of matrix functions of the form (1.3) with k × k matrix coefficients A i satisfying (1.2) is well known from the theoretical point of view. We mention the seminal paper by Gohberg and Krein [18] and several textbooks [8, 14, 15] . The scalar case goes back to the paper by Krein [24] . In the special case of banded matrices, the symbol A is a trigonometric matrix polynomial and the factorization can be obtained explicitly by applying the theory of matrix polynomials [19, 20, 28] .
Numerical methods for computing the Cholesky factors of a bi-infinite positive definite block Toeplitz matrix have been developed by various authors. In [22] the relative merits of various methods for the scalar case have been discussed in detail. For banded block Toeplitz matrices, a numerical method based on matrix polynomial factorization theory was developed in [25, 26] and one based on band extension was given in [27] .
In this paper we are primarily interested in multi-index block Toeplitz matrices, i.e., matrices A = (A i−j ) i,j ∈Z d which are indexed by i, j ∈ Z d (the lattice points in R d ) and have real k × k matrices as their entries. Although much of the theory can be developed in analogy with the one-index case of block Toeplitz matrices A indexed by i, j ∈ Z, much of it has been developed in a lacunary manner and numerical methods are difficult to find. At first sight, multi-index Toeplitz matrix theory can be developed more or less as in the one-index case. The symbols now are sums of d-variable Fourier series and are continuous k × k matrix-valued functions on the d-dimensional torus. The usual Banach algebra techniques (see [12, 15] for the scalar case and [4, 15] for the matrix case) can be applied to study the invertibility of bi-infinite multi-index block Toeplitz matrices. The method of writing the logarithm of the symbol as the sum of two series, either of which is then exponentiated, can be applied, exclusively in the scalar case, to obtain LDU -factorizations [23] .
Multi-index block Toeplitz factorization theory has several features that make it more challenging than the corresponding one-index theory, both from the functional analytic and the numerical point of view.
First of all, in order to define LDU -factorizations in a meaningful way, one must introduce a linear order on Z d preserving the displacement structure, using the fact that Z d is an ordered group. The net effect is that instead of two such orders as for Z (the natural and the reversed natural order), there are now infinitely many such orders, leading to very different factorization problems. Using a suitable order, one can now formulate (i) scalar factorizations through separation of logarithms of the symbol and exponentiation [23] , (ii) band extension [2, 3] , and (iii) the projection method of approximating the solutions of the given bi-infinite block Toeplitz systems by the solutions of finite block Toeplitz systems (extending methods given in [5, 17, 31] ). However, the band extension method leads to the approximation of the solution of the original bi-infinite system by the solutions of infinite systems, which makes it as good as useless from the numerical point of view.
Secondly, there is no meaningful multi-variable matrix polynomial theory to assist in the factorization of banded multi-index block Toeplitz matrices. Moreover [32, 33] , multi-index Toeplitz matrices having a trigonometric polynomial symbol and having an LDU -factorization may not have factors whose symbols are nontrivial trigonometric polynomials. Hence, there is no hope of generalizing the numerical methods developed in [25, 26] .
Finally, in order to study the algebraic or exponential decay of the coefficients of the factors and their inverses in the case of algebraic or exponential decay of the coefficients of the given matrix, one can either apply Banach algebra techniques with weighted Wiener algebras [12, 15] or generalize the so-called exponential equivalence of bi-infinite matrices to the multi-index case [22, 23] . In the scalar case (k = 1), one does not encounter many problems, as we will show shortly. However, in the block Toeplitz case (k 2) the nonexistence of a proof of the compactness of semi-infinite multi-index block Hankel matrices (as opposed to the situation in the one-index case, see [14, 15, 18] ) makes it impossible to extend the existing techniques for proving algebraic or exponential decay of the coefficients of the factors and their inverses to the multi-index case.
Hence, as sketched above, we have only two numerical methods in the multiindex case, namely (i) scalar factorizations through separation of logarithms of the symbol and exponentiation [23] , and (ii) the projection method. We will discuss both methods in detail.
Let us first discuss the contents of the various sections. Section 2 is of a preliminary nature and contains the definitions (Banach algebras etc.) and main results on the existence of an LDU -factorization in suitable Banach algebras. In Section 3 we deal with the scalar multi-index case and develop factorization theory by Krein's method, taking account also of various decay properties of the coefficients. In Section 4 we develop the band extension method in the multi-index case and discuss the main result of [3] . In Section 5 we discuss the projection method in detail and explain why the band extension method has no multi-index generalization that is meaningful from the numerical point of view. In Section 6 we consider the spectral factorization of a scalar multi-index matrix connected to the numerical solution of the Helmholtz equation in a half-plane.
Preliminaries

Bi-infinite block Toeplitz matrices
Let Z d be the set of points in d-dimensional space with integer coordinates. Then by a bi-infinite block Toeplitz matrix, with blocks of order k, we mean a matrix A = (A i−j ) i,j ∈Z d whose entries A i−j are complex k × k matrices. Such a matrix is said to be in the Wiener class
where · is an arbitrary k × k matrix norm. Using multi-index notation, 1 we define its symbol bŷ
where T = {z ∈ C: |z| = 1}. Clearly, the symbolÂ is a continuous complex-valued function on the d-dimensional torus T d . Consider a sequence = (β i ) i∈Z d of weights satisfying the condition 1 β i+j β i β j for i, j ∈ Z d . Then a bi-infinite block Toeplitz matrix A is said to be in the
Then A is a bounded linear operator on the Banach space p k, of all sequences (x i ) i∈Z d in C k which are finite with respect to the norm
this can be proved trivially for p = 1 and p = +∞ and by interpolation for p ∈ (1, ∞). We write 
When the weight sequence = (β i ) i∈Z d is separated in the sense that 
A further generalization consists of considering bi-infinite block Toeplitz matrices 
where
In the same way one can define bi-infinite block Toeplitz matrices whose elements belong to a Banach algebra A with unit element (such as the bounded linear operators on some Banach space). Propositions 2.1 and 2.2 are valid in this more general situation which can be proved by using results from [4, 21] . Here we use the fact that 
Multilevel block Toeplitz matrices
In analogy with [36, 37] , block Toeplitz matrices with elements indexed by Z 
In turn, for d 3 the block Toeplitz matrices A i indexed by Z d−1 can be converted into block Toeplitz matrices indexed by Z whose elements are block Toeplitz matrices indexed by Z d−2 , and so on. For block Toeplitz matrices A ∈ W d k , we easily see that the Wiener norm of A satisfies
(2.12)
Analogously, the symbolÂ of A is a continuous function on T with values in the Banach algebra W d−1 k , and for the symbol of each block Toeplitz matrixÂ(z 1 ) we have
Now consider the weight sequence = (β i ) i∈Z d having the property 14) where the subscript k indicating the matrix order involved in stating the (weighted) Wiener algebra has been dropped. Using Proposition 2.1, (2.13) and (2.14), we see that A is an invertible element of W 
while (2.12) is to be replaced by
A W 1 (1) := i 1 ∈Z β (1) i 1 A i 1 W d−1 = i 1 ∈Z β (1) i 1 (i 2 ,...,i d )∈Z d−1 γ (i 2 ,...,i d ) (A i 1 ) (i 2 ,...,i d ) = A W d k, ,(2., . . . , z d ) is a nonsingular k × k matrix for every z = (z 1 , . . . , z d ) ∈ .
LDU -factorization of bi-infinite block Toeplitz matrices
Given a block Toeplitz matrix A = (A i−j ) i,j ∈Z d of Wiener class, by an LDUfactorization of A (with respect to the order ) we mean a representation of A in the form 
When A is positive definite on the Hilbert space 2 
and obtain the block Cholesky factorization
Following the procedure inherent in Theorem XXII 8.2 of [15] , the inverses of the factors L and M in (2.15) can be found by solving suitable semi-infinite linear systems. Indeed, writing (2.15) in the form A(DM * ) −1 = L, restricting oneself to indices 0, applying it to the semi-infinite vector e − = (δ 0,i I k ) i 0 and changing the sign of all indices, we obtain the linear system
restricting oneself to the indices 0 and applying it to e + , we obtain the linear system j 0
Since a solution of either of (2.18) or (2.19) leads to an LDUfactorization of the form (2.15) with the diagonal factor D absorbed in M * and L, respectively, and such factorizations are unique, those equations are uniquely solvable in 1 k .
When the weight sequence is to be taken into account, the classical argument of exploiting the compactness of Hankel operators [15] [9] (applied to the nest algebra generated by (the strong limits of) the orthogonal projections onto {(x j ) j ∈Z ∈ 2,J k : x j = 0 for j i}, i ∈ J ), every such matrix has an LDU -factorization of the form (2.15), where L and M * and their inverses are bounded linear operators on 2,J k . In the next theorem we will actually prove that L and M * and their inverses belong to
To do so, we first state the following result on linear orders on R d due to Erd" os [10] (see [7] for a concise proof). Proof . Following [7, 10] , there exists a sequence of linear subspaces Starting with a linear order on Z d compatible with addition, we first extend it to a term ordering in R d . This extension is not necessarily unique; see [7] . For example, letting R(α) denote the 2 × 2 rotation matrix, the linear orders in R 2 described by the orthogonal matrices R(α) and R(−α) lead to the same order on Z 2 if tan α / ∈ Q. For a less trivial example, consider [3] for d = 2, but actually already implicit in [10] ) by Below we give the proof of Theorem 2.5 with the exception of the proof of the statement that Ł and Ł −1 belong to W d,J k, . For k = 1, this part will be established at the end of Section 3. We mention that the analogous result for discrete additive subgroups of R d (and hence for symbols that are k × k matrices whose elements are suitable almost periodic functions in d variables) has been established in [30, 31] , though without accounting for weight sequences .
Lemma 2.4. Let be a linear order on
Z d such that i + l j + l whenever i, j, l ∈ ZR d ⊃ H d−1 ⊃ H d−2 ⊃ · · · ⊃ H 1 ⊃ {0} and an orthonormal basis {ξ j } d j =1 of R d such that dim H j = j (j = 1, . . . , d − 1), ξ r ∈ H d−r+1 (r = 2, . . . , d), ξ s ⊥ H d−s (s = 1, . . . d − 1),v 1 = (1, 0, 0, 0) T , v 2 = (0, 1, ζ, 0) and v 3 = (0, 1, 0, ζ 2 ),∩ Z 4 = H 2 ∩ Z 4 = {rv 1 : r ∈ Z}, no matter the choice of a, b, c, d ∈ Z with ad − bc = 1. Now let µ = min{s: H d−s ∩ Z d = ∅} and µ = d if H 1 ∩ Z d / = ∅. Define the Besikovich transformation ϕ: Z d → R µ (used inϕ(i) = (c 1 (i), . . . , c µ (i)) = −1 i, i = µ s=1 c s (i)ξ s . (2.20) Then ϕ[Z d ] = N 1 × · · · × N µ forϕ(i 1 , i 2 , i 3 , i 4 ) = i 2 ζ 2 − i 3 ζ − i 4 ζ 4 + ζ 2 + 1 , i 1 , ϕ[Z 4 ] span Z (1, ζ, ζ 2 ) × Z.
Proof of Theorem 2.5 (first part).
The proof focuses on the existence of an LDUfactorization; the final part of Theorem 2.5 will be established in Section 3. To establish the existence part, we generalize the proof given in [3] for d = 2.
Let A ∈ W [38] (which is a variation of the main result of [21] applied to positive definite finite-or infinitedimensional block matrices indexed by Z), we obtain the factorization A bi-infinite block Toeplitz matrix A is called (finitely) banded if all but finitely many A i are equal to the zero matrix. A well-known result (Féjer's theorem if A is positive definite) states that, for d = 1, the factors L and M * (resp., the factor Ł) in an LDU -factorization (resp., Cholesky factorization) of an arbitrary (resp., positive definite) (finitely) banded block Toeplitz matrix of Wiener class are (finitely) banded themselves. This is no longer the case if d 2 [33] . For instance [6, 32] 24) thenÂ(z) is positive for every z = (z 1 , z 2 ) ∈ T 2 but cannot be written as the product of two nonconstant trigonometric polynomials in z 1 and z 2 . In other words, no matter the choice of the order in Z 2 , the corresponding Toeplitz matrix A has an LDUfactorization (resp., a Cholesky factorization) of the form (2.15) (resp., (2.17)), but its factors L and M * (resp., the factor Ł) are not (finitely) banded Toeplitz matrices. For d = 2, necessary and sufficient conditions to writeÂ(z) as the squared absolute value of a stable polynomial in (z 1 , z 2 ) have been given in [13] .
Factorization of Toeplitz matrices
In this section a well-known method to compute the LDU -factorization of a biinfinite Toeplitz matrix indexed by Z is generalized to bi-infinite Toeplitz matrices indexed by Z d . We need the following result (cf. [11, Theorem I 5.1]). 
. Let be a closed rectifiable Jordan contour in the domain of ϕ which has winding number 1 with respect to each point of (A). Then
ϕ(A):= 1 2 i ϕ(λ)(λI − A) −1 dλ (3.1) belongs to W d,J k, .
Proof . From the second parts of Propositions 2.1 and 2.2 it follows that (A)
coincides with the set of all λ ∈ C for which λI − A does not have an inverse in W When A ∈ W d,J k, , exp(A) can be defined by choosing ϕ(λ) = e λ in (3.1). However, log(A) can only be defined in this way if log(λ) is an analytic function on a neighborhood of (A). This is the case if and only if there exists a (continuous) curve in C\ (A) connecting zero to infinity.
The next theorem generalizes a well-known result by Krein [24] .
Theorem 3.2. Let
1, be a bi-infinite Toeplitz matrix with scalar elements (i.e., with k = 1) for some weight sequence and some additive subgroup J of Z d .
Suppose log(λ) is an analytic function in a neighborhood of (A). Write log(A)
Theorem 3.2 cannot be generalized to block Toeplitz matrices with blocks of order k 2, because the final part of its proof requires the property exp(T + S) = exp(T ) exp(S) for k × k matrices T and S, which is only true if T and S commute. 
The band extension method
Let E ⊂ Z d . For every bi-infinite block Toeplitz matrix A, we define the bi-infinite block Toeplitz matrix A E by
Then a bi-infinite block Toeplitz matrix B is called E-banded if B = A E for some bi-infinite block Toeplitz matrix A. Let be a given linear order on Z d that is compatible with addition, and
. If E is -convex (i.e., if l ∈ E whenever i, j ∈ E and i l j ) and symmetric (i.e., if −E = E), then E c = E and the following addition table applies:
For every weight sequence = (β i ) i∈Z d , we now introduce the closed linear sub-
Then we have the 1 -direct sum decompositions
We also put
Assuming E to be -convex and symmetric, we get the multiplication table:
We also note that the involution
(r = 1, 2, 3, 4, 5). Hence, in the terminology of Chapter XXXIV of [15] , if E is a nonempty, -convex and symmetric subset of 
Similarly, A has a positive E-band extension in W 
Here we use the convention that X i = 0 for i / ∈ E 0 + and Y i = 0 for i ∈ E 0 − . The E-band extension B is then given by either of the expressions 
is an algebra with band structure (4.3) having R as its "ambient" algebra, Theorem 4.1 follows directly from Theorems 1.1 and 1.2 in Chapter XXXIV of [15] . It follows from Theorem 1.3 of this chapter that the band extensions found using (4.4) and (4.5) are identical.
where G is an arbitrary element of W d,1 k, satisfying sup z∈ Ĝ (z) < 1. Similarly, the positive definite extensions of A can be represented in the form
where H is an arbitrary element of W d,5
k, satisfying sup z∈ Ĥ (z) < 1. To prove this result, one employs Theorem 2.1 in Chapter XXXIV of [15] and the paragraph following its statement. The only thing to establish is their Axiom (A), which says that
k, ,± and G R < 1. As R, we take the algebra R defined in the first sentence of the proof of Theorem 4.1. With respect to this unital
k, ,± , we note that sup z∈ λĜ(z) < 1 for every λ ∈ C with |λ| 1. As a result, the Neumann series 
and 10) respectively. This is easily understood, since X j = 0 for j ∈ E 0 + \J and
The band extension method in Z 2 has been developed before by Bakonyi et al. [2, 3] . Similar results were obtained for additive subgroups of R [29] and R d [31] , where the symbol is a univariate or multivariate almost periodic matrix function of Wiener type with spectrum within the subgroup.
Projection method for block Toeplitz matrices
The band extension method discussed in Section 4 can in principle be used to compute the inverses of the factors Ł and Ł * in the Cholesky factorization of a positive definite bi-infinite block Toeplitz matrix A (with respect to a linear order compatible with addition). In fact, replacing A with the E-banded block Toeplitz matrix A E defined by (4.1) and then replacing A E in turn by its E-band extension B, we obtain as an approximation
By the same token, ifŁ andŁ * denote the Cholesky factors of A with respect to the inverted order 0 (i.e., i 0 j if and only if i j ), then we have as an approximation
Eqs. (5.1) and (5.2) represent better approximations of the inverses of the Cholesky factors of A if we choose E to be a member of a sequence of -convex sets E (n) with E (n) = −E (n) and union n∈N E (n) = Z d , and let n tend to infinity. Whereas the band extension leads to accurate numerical results [27] if d = 1, the problem for d 2 is to convert a theoretically valid approximation method into a sequence of operations involving only finite matrices, because for d 2 one cannot write Z d as the union of countably many finite -convex sets (as is possible for d = 1). As a result, for d 2 any method to compute the inverses of the Cholesky factors of A based on the band extension method involves operations with infinite matrices.
We now follow the procedure of the band extension method but choose a countable sequence of finite symmetric sets E (n) with union Z d , dropping the assumption that each E (n) is -convex. This leads to the projection method, which was first formulated for d = k = 1 in [14] . Here we draw on results of [17] , in particular the paragraph following the statement of Theorem 4.1. Similar results appeared in [5] . We put (E (n) 
Further,
where the triangular matrices
Proof . Let us apply the projection method to either of the linear systems 
Then P (n)
± converges strongly to the identity operator on 2 k, (Z d ± ) as n → ∞. If all the weights β i ≡ 1, the infinite system matrices in (5.7) and (5.7 ) are selfadjoint and the projections P (n) ± are orthogonal. Then the projection method can be applied (see the sufficient condition following Theorem II 2.1 of [14] ) and the conclusions of Theorem 5.1 are immediate. For more general weights, consider the commutative diagram
and converge to the identity operator on 2
. Now note that the real part of T ± , given by 1 2
is positive selfadjoint. We may then employ the same result of [14] , followed by an application of Theorem II 2.2 of [14] , to prove the applicability of the projection method and hence the validity of Theorem 5.1 in the case of general weights.
When applying Theorem 5.1 to a sequence of -convex symmetric sets E (n) , one finds a justification of the band extension method as described in Section 4 and in the first paragraph of Section 5. However, as explained above, for d 2 the sets E (n) are infinite for sufficiently large n.
When applying Theorem 5.1 to finite sets E (n) , one obtains a numerically implementable method for computing the inverses of the Cholesky factors of a positive definite bi-infinite block Toeplitz matrix. However, for d 2 and sufficiently large n the sets E (n) are not -convex, and hence the finite linear systems (5.3) and (5.4) are not finite multi-index Toeplitz systems. 
Example
Let us consider the bi-infinite Toeplitz matrix
The set E N is symmetric and, with respect to the lexicographical order ,
In this case the linear system (5.3) takes the form
and e 0 = (1, 0, . . . , 0) T ∈ R m+1 , with m = 2N(N + 1). Here I j stands for the identity matrix of order j , the dimensions of the various zero matrices are not indicated and H j = H j (ζ ) is the tridiagonal matrix of order j defined by
Recalling the definition of the Chebyshev polynomials of the second kind U j (ζ ) = sin((j + 1)t)/ sin t for ζ = cos t ∈ [−1, 1] and U j (ζ ) = sinh((j + 1)t)/ sinh t for ζ = cosh t ∈ (1, ∞), we easily derive that det H j (ζ ) = U j (ζ ) / = 0. Let us write the system (6.3) in the form
where the dimensions of the zero matrices have been indicated, and S N is the block tridiagonal N × N matrix with diagonal blocks H 2N +1 and off-diagonal blocks −I N +1 . Using the recurrence relation for the Chebyshev polynomials of the second kind, (6.6) where the matrixH 2N +1 = 1 2 H 2N +1 has been substituted into various scalar polynomials. Since the set of eigenvalues ofH 2N +1 is given by
ζ > 2 and U N (z) / = 0 for z 1, the matrix U N (H 2N +1 ) is nonsingular. 5 Hence, S N is nonsingular [16] and the first column (of the N × N matrix having entries of order 2N + 1) of its inverse is given by
It now follows from straightforward calculation that the 2 × 2 block matrix in (6.5) is nonsingular if and only if the (N + 1) × (N + 1) matrix
is nonsingular. In that case the inverse is given by
The solution of (6.5) is the first column of the (m + 1) × (m + 1) matrix in (6.10), where m = N + N(2N + 1). Since the eigenvalues ofH 2N +1 all belong to (1, +∞) (because ζ > 2), we can employ the relation (based on the monotonicity of sinh τ for τ > 0) 11) to prove that the matrix M in (6.9) is positive definite and hence nonsingular. Note
is positive. We also remark that the matrix −S ) i,j ∈Z d . The computation of the solution of system (6.3) can be greatly improved, both in terms of stability and of computational complexity, by resorting to the factorizatioñ 14) where D is the diagonal matrix of the eigenvalues ofH 2N +1 , given by (6.7), and V is the orthogonal matrix formed by its eigenvectors, whose entries are
, i,j = 1, . . . , 2N + 1.
Substituting (6.14) in (6.9), we get In order to give an idea of the numerical performance of the method just illustrated, in Fig. 1 we depicted log 10 |x (i 1 ,i 2 ) | for (i 1 , i 2 ) ∈ E N + and N = 40, where x k = x (i 1 ,i 2 ) , for k = (2N + 1)i 1 + i 2 and k = 0, 1, . . . , m, are the solutions of system (6.3) obtained by the above algorithm. Fig. 1 clearly shows that only a small number (890) of the components of x have an absolute value exceeding computer precision and also that they decay exponentially with respect to |i| = |i 1 | + |i 2 |.
As k = 1, the Cholesky factorization of A −1 can also be obtained by the method due to Krein, illustrated in Theorem 3.2. For a comparison of the computational effectiveness of the two numerical methods, in Fig. 2 we reported the values of log 10 |x (i 1 ,i 2 ) |, for (i 1 , i 2 ) ∈ E 40 + , obtained by Krein's method.
Even though the numerical results are both acceptable, the algorithm based on the projection method leads to more accurate results. In fact, as is evident in Fig. 2 , our implementation of Krein's algorithm raises to a value close to the machine precision eps all the components of x whose absolute values are smaller than or equal to eps (roughly 10 −16 in double precision). The reason for this is that the fast Fourier transform (FFT), on which our implementation of Krein's algorithm heavily depends, does not distinguish between quantities whose difference does not exceed the computer floating point precision in absolute value. In general it may be impossible to simplify system (6.3) in order to reduce complexity and memory storage, as in this example. So, even though less accurate, Krein's method might be the most convenient algorithm to deal with in a scalar multi-index factorization problem.
Finally, Fig. 3 , reporting the values of log 10 |(A −1 ) (i 1 ,i 2 ) | for (i 1 , i 2 ) ∈ E 40 + , shows that, as should be expected, A −1 decays exponentially. In this figure, the deviation from radial symmetry along the vertical axis is a numerical effect, due to the columnwise lexicographical ordering chosen.
