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1. Introduction
This work is concerned with the semilinear parabolic stochastic equation
dX − X dt + β(t, X)dt √Q dWt in (0, T ) × O,
X(0) = x in O,
X = 0 on (0, T ) × ∂O, (1.1)
and, respectively, with the stochastic porous media equation
dX − β(t, X)dt √Q dWt in (0, T ) × O,
X(0) = x in O,
X = 0 on (0, T ) × ∂O, (1.2)
where O is a bounded and open subset of Rd with smooth boundary ∂O, Wt is a cylindrical Wiener process to be made
precise later on and β(t, ·) : R → R is a time-dependent maximal monotone graph.
The solution X to (1.1) and (1.2) is an H-valued stochastic process and Q is a linear continuous self-adjoint positive
operator on H with ﬁnite trace. The state-space H is L2(O) for problem (1.1) and H = H−1(O) for (1.2).
In time-independent case, problem (1.1) was studied in [11,12] and (1.2) in [3–6,11,13]. Here, we study the existence
and uniqueness of (1.1), (1.2) under very general conditions on β(t, ·), which might be multivalued and no growth condition
is assumed whatever. Moreover, one proves that these problems are equivalent with stochastic convex optimal control
problems with linear state systems.
Notation and deﬁnitions. If Y is a Banach space, we denote by Lp(0, T ; Y ), 1  p ∞, the space of all Y -measurable
functions u : (0, T ) → Y with ‖u‖Y ∈ Lp(0, T ). (Here, ‖ · ‖Y is the norm of Y .) Denote by C([0, T ]; Y ) the space of all the
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derivative of y in the sense of Y -valued distributions. W 1,p([0, T ]; Y ) coincides with the space of the absolutely continuous
function y : [0, T ] → Y which are, a.e., differentiable on (0, T ) and with y′ = dydt ∈ Lp(0, T ′Y ) (see, e.g., [2,8]).
If H is a separable Hilbert space and {β j}∞j=1 is a sequence of mutually independent Brownian motions on a ﬁxed
probability space (Ω,F ,P), for any t  0, we denote by Ft the σ -algebra generated all β j(s) for s  t , j ∈ N. A cylindrical
Wiener process Wt = W (t) on H is deﬁned by
W (t) =
∞∑
j=1
β j(t)e j, t  0, (1.3)
where {e j} is an orthonormal basis in H . If Q is a self-adjoint, positive and continuous linear operator on H , by √Q W we
mean the process√
Q W (t) =
∞∑
j=1
Q
1
2 e jβ j(t), t  0. (1.4)
If Q is completely continuous, one might take {e j} as an eigenfunction basis for Q , that is, Q e j = λ je j and so√
Q W (t) =
∞∑
j=1
√
λ je jβ j(t), ∀t  0.
We denote by CW ([0, T ]; H) = CW ([0, T ]; L2(Ω,F ,P, H)) the space of all the continuous functions X : [0, T ] → L2(Ω,F ,P),
which are adapted to W , that is, X(s) is Fs-measurable for any s ∈ [0, T ]. This space is provided with the norm
‖X‖CW ([0,T ];H) =
(
sup
t∈[0,T ]
E
∣∣X(t)∣∣2H).
(Here and everywhere in the following, E is expectation.) Similarly, the space LpW (0, T ; H) = LpW (0, T ; L2(Ω,F ,P)) is deﬁned
for k, p ∞. (See, e.g., [10,12] for basic results and notation on inﬁnite-dimensional stochastic processes.) Everywhere in
the following, O is a bounded and open set of Rd , d 1, with smooth boundary ∂O (of class C2, for instance) and Wk,p(O),
k ∈N, 1 p ∞, are standard Sobolev spaces on O, i.e.,
Wk,p(O) = {u ∈ Lp(O); Dαu ∈ Lp(O), |α| k}.
Wk,p0 (O) is the subset of functions in Wk,p(O) which are of trace zero on ∂O. We set H10(O) = W 1,20 (O).
Given a lower-semicontinuous, convex function ϕ : Y → R = ]−∞,+∞], we denote by ∂ϕ : Y → Y ′ its subdifferential,
that is,
∂ϕ(y) = {θ ∈ Y ′; ϕ(y) ϕ(z) + (θ, y − z), ∀z ∈ Y }, (1.5)
and by ϕ∗ : Y ′ → R its conjugate, that is,
ϕ∗(θ) = sup{(θ, y) − ϕ(y); y ∈ Y }, ∀θ ∈ Y ′. (1.6)
(Here, (·,·) is the duality pairing between Y and the dual space Y ′ .) The function ϕ∗ likewise ϕ is convex and lower-
semicontinuous. Moreover, one has (see, e.g., [2, p. 8])
ϕ(y) + ϕ∗(θ) = (θ, y) iff θ ∈ ∂ϕ(y), (1.7)
∂ϕ∗ = (∂ϕ)−1, (1.8)
ϕ(y) + ϕ∗( y¯) ( y¯, y), ∀y ∈ Y , y¯ ∈ Y ′. (1.9)
We recall that a multivalued function (graph) β : R → 2R is said to be maximal monotone if it is monotone, that is, (v1 −
v2)(u1−u2) 0 for vi ∈ β(ui), i = 1, . . . , and the range of u → u+β(u) is all of R . Any maximal monotone graph β : R → 2R
is of the form β = ∂ j, where j : R → R is convex and lower-semicontinuous. (See, e.g., [2].)
2. Semilinear parabolic stochastic equations
Consider Eq. (1.1), that is,
dX(t) − X(t)dt + β(t, X(t))dt √Q dWt in (0, T ) × O,
X(0) = x in O,
X(t) = 0 on (0, T ) × ∂O, (2.1)
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H = L2(O) deﬁned by (1.3), while √Q Wt is given by (1.4).
We assume that the following hypotheses hold.
(H.1) β : [0, T ] × R → 2R is measurable in t on [0, T ], maximal monotone from R to R for almost all t ∈ (0, T ) and for each M > 0
there is CM > 0 such that
sup
{|θ |; θ ∈ β(t, r); |r| M} CM , a.e. t ∈ (0, T ). (2.2)
(H.2) W (t) is a cylindrical Wiener process on H = L2(Q ) and Q ∈ L(H, H), Q = Q ∗  0, is such that
W A ∈ C
([0, T ] × O). (2.3)
Here, WA is the stochastic convolution
WA(t) =
t∫
0
e−A(t−s) dW (s), t  0,
where A = −, D(A) = H10(O) ∩ H2(O).
Suﬃcient conditions on Q under which (2.3) holds are given in [10, Theorem 2.13].
It should be said that if β is independent of t , hypothesis (H.1) holds for every maximal monotone graph β : R → 2R
which is everywhere deﬁned. In particular, it holds for every monotone and continuous functions β : R → R , but β might
be multivalued and a standard example is β(r) = H(r), where H is the Heaviside function, that is, H(r) = 0 for r < 0,
H(0) = [0,1], H(t) = 1 for t > 0. This case arises in thermostat control models and in diffusion processes with jumps.
As a matter of fact, if, in (2.1), β(t, ·) is a monotonically nondecreasing function, which is discontinuous in {r j}∞j=1, then
hypothesis (H.1) is not applicable directly to β(t, ·), but to the multivalued extension β˜(t, ·) of β(t, ·) obtained by ﬁlling the
jumps, that is,
β˜(t, r) = β(t, r) for r = r j, β˜(t, r j) =
[
β(t j − 0),β(t j + 0)
]
.
Deﬁnition 2.1. By strong solution to Eq. (2.1) we mean a stochastic adapted process X ∈ CW ([0, T ]; H) which satisﬁes
X(t) = e−Atx−
t∫
0
e−A(t−s)u(s)ds + WA(t), P-a.s., t ∈ [0, T ], (2.4)
where u ∈ L2((0, T ) × O × Ω) is such that
u(t, ξ) ∈ β(t, X(t, ξ)), a.e. (t, ξ) ∈ Q T , P-a.s. (2.5)
Theorem 2.2. Under hypotheses (H.1) and (H.2), for each x ∈ H = L2(O), there is a unique strong solution X to Eq. (2.1), such that
X ∈ L2W
([0, T ]; H10(O)), j(t, X), j∗(t,u) ∈ L1((0, T ) × O × Ω). (2.6)
Here, j is the subpotential associated with β , i.e., ∂ j = β and j∗ : R → R is the conjugate of j. (See (1.6).)
Proof of Theorem 2.2. Existence. We reduce in a standard way Eq. (2.1) to the random differential equation
∂
∂t
y − y + β(t, y + WA)  0, (t, ξ) ∈ Q T = (0, T ) × O,
y(0, ξ) = x(ξ), ξ ∈ O,
y = 0 on (0, T ) × ∂O = ΣT , (2.7)
where y = X − WA .
Taking into account the conjugacy formulae (see (1.7)–(1.9))
j(t, y) + j∗(t, v) = yv iff v ∈ β(t, y),
j(t, y) + j∗(t, v) jv for all y, v ∈ R, (2.8)
we can, equivalently, write (2.7) as
∂
∂t
y − y = −u in Q T ; j(t, y) + j∗(t,u) = yu a.e., in Q T ,
y(0, ξ) = y0(ξ) in O, y = 0 on ΣT . (2.7)′
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∂
∂t
yε − yε + βε(t, yε + WA)  0, (t, ξ) ∈ Q T = (0, T ) × O,
yε(0, ξ) = x(ξ), in O,
y = 0 on ΣT , (2.9)
where βε = 1ε (1− (1+ εβ)−1) is the Yosida approximation of β (see, e.g., [2]). For simplicity, in the following we frequently
drop t from βε(t, r) and j(t, r), j∗(t, r), respectively. Since βε is Lipschitzian, Eq. (2.9) has a unique solution
yε ∈ C
([0, T ]; L2(O))∩ L2(0, T ; H10(O)),√
t(yε)t ∈ L2
(
0, T ; L2(O)), √t yε ∈ L2((0, T ); H2(O)).
We also have βε = ∇ jε , where
jε(r) = inf
{ |r − s|2
2ε
+ j(s); s ∈ R
}
= 1
2ε
∣∣(1+ εβ)−1r − r∣∣2 + j((1+ εβ)−1r), ∀r ∈ R. (2.10)
Multiplying Eq. (2.9) by yε and integrating it on (0, t) × O, we obtain that
1
2
∥∥yε(t)∥∥2L2(O) +
t∫
0
∥∥yε(s)∥∥2H10(O) ds +
t∫
0
∫
O
jε(yε + WA)dsdξ
 1
2
‖x‖2L2(O) +
t∫
0
∫
O
jε(WA)dsdξ  C, ∀t ∈ [0, T ]. (2.11)
Hence, on a subsequence ε → 0, we have
yε → y∗ weakly in L2
(
0, T ; H10(O)
)
and
weak-star in L∞
(
0, T ; L2(O)). (2.12)
Also, by (2.10) and (2.11), we see that, for ε → 0,
(1+ εβ)−1(yε + WA) → y∗ + WA weak-star in L∞
(
0, T ; L2(O)). (2.13)
By (2.8), we have
j∗
(
βε(yε + WA)
)+ j((1+ εβ)−1(yε + WA))
= (βε(yε + WA))(1+ εβ)−1(yε + WA) βε(yε + WA)(yε + WA).
This yields∫
Q T
(
j∗
(
βε(yε + WA)
)+ j((1+ εβ)−1(yε + WA)))dξ dt

∫
Q T
βε(yε + WA)yε dξ dt +
∫
Q T
βε(yε + WA)WA dξ dt
= −1
2
∥∥yε(T )∥∥2L2(O) + 12‖x‖2L2(O) − ‖yε‖2L2(0,T ;H10(O)) +
∫ ∫
Q T
βε(yε + WA)WA dξ dt. (2.14)
By (2.2), we have that
lim|r|→∞
j∗(t, r)
|r| = +∞, uniformly in t on [0, T ]. (2.15)
Then, by (2.15) we obtain that, for each n, there is Cn > 0 such that
j∗
(
t, βε(t, yε + WA)
)
 n
∣∣βε(t, yε + WA)∣∣ a.e. on {(ξ, t); ∣∣βε(t, yε + WA)(ξ, t)∣∣ Cn}. (2.16)
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suﬃces to show that∫
Q T
∣∣βε(yε + WA)∣∣dξ dt  C, ∀ε > 0, (2.17)
and that, for each δ > 0, there is C(δ) such that for any measurable subset Q ∗ ⊂ Q T with the Lebesgue measure
m(Q ∗) Cδ , we have∫
Q ∗
∣∣βε(yε + WA)∣∣dξ dt  δ, ∀ε > 0 (2.18)
(Cδ independent of ε).
Estimate (2.17) follows by (2.14) and (2.15). (Without loss of generality, we may assume that j  0.) As regards (2.18),
we start from the inequality∫
Q ∗
∣∣βε(yε + WA)∣∣dξ dt  ∫
Q ∗∩[|βε(yε+WA)|n]
∣∣βε(yε + WA)∣∣dξ dt + nm(Q ∗)
 1
n
∫
Q ∗
j∗ε
(
βε(yε + WA)
)
dξ dt + nm(Q ∗)
 1
n
‖WA‖L∞(Q T )
∥∥βε(yε + WA)∥∥L1(Q T ) + C + nm(Q ∗)
 C
n
+ nm(Q ∗).
(Here, we have used (2.14), (2.16), (2.17) and (H.1).)
Hence, for n δ2C and m(Q ∗)
δ
2n , we obtain (2.18), as claimed.
Then, by the Pettis theorem, {βε(yε + WA)}ε>0 is weakly compact in L1(Q T ) and so, on a subsequence again denoted ε,
we have
βε(yε + WA) → u∗ weakly in L1(Q T ). (2.19)
Inasmuch as {βε(yε +WA)} is bounded in L1(Q T ), it follows by (2.9) that {yε} is compact in C([0, T ]; L1(O)) and, therefore,
for ε → 0,
yε → y∗ strongly in C
([0, T ]; L1(O)) (2.20)
and
∂ y∗
∂t
− y∗ + u∗ = 0 in Q T ,
y∗(0) = x, y∗(t) ∈ H10(O), a.e., t ∈ [0, T ]. (2.21)
In order to conclude the proof of the existence for Eq. (2.7), it remains to be proven that
u∗(t, ξ) ∈ β(y∗(t, ξ) + WA(t, ξ)), a.e., (t, ξ) ∈ Q T . (2.22)
To this end, we start from the inequality∫
Q 0
βε(yε + WA)(yε + WA − z)dξ dt 
∫
Q 0
jε(yε + WA)dξ dt −
∫
Q 0
jε(z)dξ dt, ∀z ∈ L∞(Q 0), (2.23)
for any measurable subset Q 0 ⊂ Q T .
On the other hand, by (2.20), using the Egorov Theorem, it follows that for each δ > 0 there is Q δ ⊂ Q T such that
m(Q T \ Q δ) δ and yε → y∗ uniformly on Q δ as ε → 0. Taking Q 0 = Q δ in (2.23), we obtain∫
Q δ
u∗
(
y∗ + WA − z
)
dξ dt 
∫
Q δ
(
j
(
y∗ + WA
)− j(z))dξ dt, ∀z ∈ L∞(Q δ).
The latter implies by a standard device the pointwise inequality
u∗
(
y∗ + WA − z
)
 j
(
y∗ + WA
)− j(z), a.e., in Q δ, ∀z ∈ R,
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y∗ is a solution to (2.7). Since the latter equation has at least one solution (by monotonicity of β(t, ·)), we infer that, in the
sequence, {ε} is independent of ω ∈ Ω and so, (2.20) is P-a.s. for ε → 0.
Now, it is clearly seen that X(t) = y(t)+ WA is a solution to (2.1) in the sense made precise in Deﬁnition 2.1. (By (2.20),
it is obvious that the process
X(t) = lim
ε→0
(
yε(t) + WA(t)
)
is adapted, because so are Xε(t) = yε(t) + WA(t).)
By (2.11) and (2.14), it is also easily seen that j(X), j∗(u∗) ∈ L1((0, T )×O×Ω). This completes the proof of the existence.
Uniqueness. It is immediate, because, if Xi , i = 1,2, are solutions to (2.1) in the above sense, then yi = Xi − WA , i = 1,2,
are P-a.s. solutions to Eq. (2.7), which clearly has a unique solution by the monotonicity of β . 
By (2.7)′ , we see that apparently we may reformulate Eq. (2.7) as the optimal control problem:
Minimize{ ∫
Q T
(
j(t, y + WA) + j∗(t,u) + |∇ y|2 − uWA
)
dξ dt + 1
2
∥∥y(T )∥∥2L2(O)} (2.24)
on all y,u ∈ L1(Q T ) subject to
∂ y
∂t
− y = −u in Q T ,
y(0, ξ) = x(ξ), ξ ∈ O,
y(t, ξ) = 0 on ΣT . (2.25)
Here, y ∈ C([0, T ]; L1(O)) is considered in “mild” sense, that is,
y(t) = e−Atx−
t∫
0
e−A(t−s)u(s)ds, t ∈ [0, T ] (2.25)′
and A = −, D(A) = H10(O) ∩ H2(O).
It is easily seen that (2.24) has a unique optimal solution (˜y∗, u˜∗). Indeed, if (yn,un) is a minimizing sequence for (2.24),
that is,
inf (2.24)
∫
Q
(
j(t, yn + WA) + j∗(t,un) + |∇ yn|2 − unW A
)
dξ dt + 1
2
∥∥yn(T )∥∥2L2(O)  inf (2.24)+ 1n (2.26)
and (yn,un) satisﬁes (2.25), then by (2.15) it follows as above via the Pettis theorem that {un} is weakly compact in L1(Q T ),
and so, by (2.25), {yn} is weakly compact in L2(0, T ; H10(O)). Then, we may pass to limit into (2.26) to get a solution
(˜y∗, u˜∗). It turns out that (˜y∗, u˜∗) is just (y∗,u∗) under an additional assumption on j(t, ·), namely,
j(t,−r) C1 j(t, r) + C2, ∀r ∈ R, t ∈ (0, T ), (2.27)
where C1  0 and C2 are independent of t .
Indeed, we have the following integration by parts formula for solutions y to (2.25).
Lemma 2.3. Let u, y ∈ L1(Q T ) be such that y(T ) ∈ L2(O), y ∈ C([0, T ]; L1(O))∩ L2(0, T ; H10(O)) is mild solution to Eq. (2.25) and
j(y + WA), j∗(u) ∈ L1(Q T ). Then, under assumption (2.27), it follows that uy ∈ L1(Q T ) and
1
2
∥∥y(t)∥∥2L2(O) +
t∫
0
∥∥y(s)∥∥2H10(O) ds = 12‖x‖2L2(O) −
∫
Q T
uy dsdξ. (2.28)
Proof. By conjugacy formulae, we have that
u(y + WA) j(t, y + WA) + j∗(t,u), ∀t ∈ (0, T ),
−u(y + WA) j
(
t,−(y + WA)
)+ j∗(t,u), ∀t ∈ (0, T ). (2.29)
Since j(t, y + WA), j∗(t,u) ∈ L1(Q T ) and by (2.27) we have also j(t,−(y + WA)) ∈ L1(Q T ), we infer that uy ∈ L1(Q T ).
8 V. Barbu / J. Math. Anal. Appl. 384 (2011) 2–15Next, we apply in (2.25) the operator (I + εA)−1 and set yε = (I + εA)−1 y, uε = (I + εA)−1u. We have yε → y, uε → u
as ε → 0 (in the spaces where are y and u, that is, in L1(0, T ; L2(O)) and L2(0, T ; H10(O)), respectively). Moreover, we have
uε ∈ L1
(
0, T ; L2(O)), yε ∈ L2(0, T ; H10(O) ∩ H2(O))
and
∂
∂t
yε − yε = −uε in Q T ,
yε(0) = (I + εA)−1x in O, (2.30)
∂
∂t yε ∈ L2(δ, T ; L2(O)), yε ∈ L∞(δ, T ; H2(O)) for each 0< δ < T .
In particular, it follows that yεuε → yu a.e. in Q T as ε → 0.
By (2.30), we see that
−
∫
Q T
yεuε dt dξ = 1
2
(∥∥yε(T )∥∥2L2(O) − ‖x‖2L2(O))+
T∫
0
∥∥yε(t)∥∥2H20(O) dt (2.31)
and, therefore,
lim
ε→0
(
−
∫
Q T
yεuε dt dξ
)
= 1
2
(∥∥y(T )∥∥2L2(O) − ‖x‖2L2(O))+
T∫
0
∥∥y(t)∥∥2H10(O) dt. (2.32)
Unfortunately, we cannot apply directly Fatou’s lemma in (2.32) because yεuε is not nonnegative, but it can be applied,
however, by (2.29) to the function
−yε(uε + WA) + j(t, yε + WA) + j∗(t,uε)
to conclude that
−
∫
Q T
yu dξ dt  1
2
(∥∥y(T )∥∥2L2(O) − ‖x‖2L2(O))+
T∫
0
∥∥y(t)∥∥2H10(O) dt −
∫
Q T
(
j(t, y + WA) + j∗
(
t,u∗
))
dt dξ
+ lim inf
ε→0
∫
Q T
(
j(yε + WA) + j∗(t,uε)
)
dt dξ. (2.33)
On the other hand, we have (we may assume β(t,0)  0)∫
O
j∗(t,uε)dξ 
∫
O
j∗(t,u)dξ + ε
∫
O
β−1(t,uε)uε dξ 
∫
O
j∗(t,u)dξ, ∀ε > 0
and ∫
O
j(yε + WA)dξ 
∫
O
j(y + WA)dξ + ε
∫
O
β(t, yε + WA)yε 
∫
O
j(y + WA)dξ,
because uε − εuε = u and yε − εyε = y in Q T and, as easily follows by a regularization procedure (see, e.g., [2]),∫
Ω
β(y)y dξ  0 for y ∈ H10(O) ∩ H2(O).
Then, by (2.33), we obtain that
−
∫
Q T
yu dξ dt  1
2
(∥∥y(T )∥∥2L2(O) − ‖x‖2L2(O))+
T∫
0
∥∥y(t)∥∥2H10(O) dt.
We proceed similarly, starting from the inequality
(yε + WA)uε + j
(
t,−(yε + WA)
)+ j∗(t,uε) 0
and ﬁnd that
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Q T
yu dt dξ −1
2
(∥∥y(T )∥∥2L2(O) − ‖x‖2L2(O))−
T∫
0
∥∥y(t)∥∥2H10(O) dt −
∫
Q T
(
j
(
t,−(y + WA)
)+ j∗(t,u))dt dξ
+ lim inf
ε→0
∫
Q T
(
j
(
t,−(yε + WA)
)+ j∗(t,uε))dt dξ.
Then, we obtain as above that
∫
Q T
yu dt dξ −1
2
(∥∥y(T )∥∥2L2(O) − ‖x‖2L2(O))−
T∫
0
∥∥y(t)∥∥2H10(O) dt,
which, combined with (2.33), completes the proof. 
Taking into account Lemma 2.3, we can conclude that the solution (˜y∗, u˜∗) is also a solution to the optimization problem
Min
{∫
Q T
(
j(t, y + WA) + j∗(t,u) − (y + WA)u
)
dt dξ
on all y,u ∈ L1(Q T ) with yu ∈ L1(Q T ) subject to (2.25)
}
(2.34)
and the inﬁmum in (2.34) is
1
2
‖x‖2L2(O).
Now, since (y∗,u∗) given by Theorem 2.2 is, obviously, the unique solution to (2.34), we infer that y˜∗ = y∗ and u˜∗ = u∗ ,
as claimed.
We have shown, therefore, that:
Proposition 2.4. Under assumptions (H.1), (H.2) and (2.27), Eq. (2.1) is equivalent with the optimal control problem (2.34) (or (2.24)).
Now, taking into account that X = y + WA is the solution to the stochastic differential equation (2.1), we obtain the
following theorem.
Theorem 2.5. Under assumptions (H.1), (H.2) and (2.24), the solutions X to Eq. (2.1) is the solution to the stochastic optimal control
problem:
Minimize
E
{ ∫
Q T
(
j(t, X) + j∗(t,u) + ∣∣∇ξ (X − WA)∣∣2 − uWA)dt dξ + 1
2
∥∥X(T ) − WA(T )∥∥2L2(O)} (2.35)
subject to the adapted u ∈ L1(Q T × O) and
X ∈ L2W
([0, T ]; H10(O))∩ CW ([0, T ]; L2(O))
which satisfy the linear equation
dX − X dt = −u dt +√Q dW (t) in (0, T ) × O = Q T ,
X(0) = x in O,
X = 0 on ΣT . (2.36)
Remark 2.6. The main advantage of Theorem 2.5 is not only the great generality of β , but also the fact that it reduces
Eq. (1.1) to an optimal control problem with convex cost and stochastic linear state equation.
The more general case where the domain D(β(t, ·)) is not the whole line, for instance D(β(t, ·)) ∈ (−∞,a], a < ∞, which
arises in the case of stochastic variational inequations is, however, excluded from this analysis.
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dX − X dt =√Q dWt in (0, T ) × O,
∂ X
∂ν
+ β(t, X)  0 on (0, T ) × ∂O = ΣT ,
X(0) = x in O.
The corresponding optimal control problem is the following
Min
{
E
∫
ΣT
(
j(t, X) + j∗(t, V ) − VW 1A
)
dξ dt + E
∫
Q T
∣∣∇(X − W 1A)∣∣2 dξ dt + 12 E∥∥X(T ) − W 1A∥∥2L2(O);
dX − X dt =√Q dW , ∂ X
∂ν
= −V on (0, T ) × ∂O, X(0) = x
}
.
Here, W 1A is the solution the equation
dW 1A − W 1A dt =
√
Q dWt in (0,∞) × O,
∂W 1A
∂ν
= 0 on (0,∞) × ∂O,
W 1A(0) = 0.
3. The stochastic porous media equation
Consider here the equation
dX(t) − β(t, X(t))dt √Q W (t), in Q T ,
X(0) = x in O,
β(t, X) = 0 in ΣT , (3.1)
where β(t, ·) satisﬁes assumption (H.1), while W (t) is a Wiener process on H = L2(O) of the form (1.3), (1.4), where
Q ∈ L(H, H), Q = Q ∗  0 and √Q W ∈ C(Q T ), P-a.s. (3.2)
Besides (3.2), assume also that, for each M > 0, ∃CM such that
sup
{|θ |; θ ∈ β−1(t, r); |r| M} CM , a.e., t ∈ (0, T ). (3.3)
Here, β−1(t) is the inverse of the mapping r → β(t, r).
As mentioned earlier, if β is independent of t , then (2.2) is equivalent to D(β) = R and (3.3) to R(β) = R . In terms of
j(t, ·) and j∗(t, ·), where ∂ j(t) = β , (2.2) and (3.3) are equivalent to
lim|r|→∞
j∗(t, r)
|r| = +∞, respectively to lim|r|→∞
j(t, r)
|r| = +∞,
uniformly with respect to t ∈ (0, T ).
Deﬁnition 3.1. The adapted process X : [0, T ] → H−1(O) ∩ L1(O) is said to be strong solution to Eq. (3.1) if there is u ∈
L1(Q T × Ω) such that
X(t) = x+ 
t∫
0
u(s)ds +√Q W (t), ∀t ∈ [0, T ], P-a.s., (3.4)
u(t, ξ,ω) = β(X(t, ξ,ω)), a.e., in Q T × Ω, (3.5)
X ∈ CW
([0, T ]; H−1(O))∩ L1(Q T × Ω), (3.6)
t∫
0
u(s)ds ∈ CW
([0, T ]; H10(O)), ∀t ∈ [0, T ], P-a.s., (3.7)
j(X), j∗(u) ∈ L1(Q T × Ω). (3.8)
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Theorem 3.2. Assume that (H.1), (2.27) and (3.2) hold. Then, for each x ∈ L∞(O), there is a unique strong solution X to Eq. (3.1).
Moreover, X is the unique solution to the stochastic convex optimal control problem
Minimize
E
( ∫
Q T
(
j(t, X) + j∗(t,u) − u(x+√Q W ))dξ dt + 1
2
∥∥∥∥∥
T∫
0
u(t)dt
∥∥∥∥∥
2
H−1(O)
)
(3.9)
subject to
dX(t) − u(t)dt =√Q dW (t),
X(0) = x,
u ∈ L1(Q T × Ω),
t∫
0
u ds ∈ CW
([0, T ]; H−1(O)), P-a.s.,
X ∈ CW
([0, T ]; H−1(O))∩ L1(Q T × Ω). (3.10)
Theorem 3.2 applies to the classical porous media equation (see [1]) if β(r) = rm , m ∈ N, as well as to fast diffusion
processes where β(r) = rα , 0 < α < 1, which model diffusion processes in plasma (see, e.g., [7]). Multivalued diffusion
(discontinuous) functions β arise, for instance, in dynamic of underground waters (see, e.g., [9]).
Proof of Theorem 3.2. By setting y = X − √Q W and ﬁxing ω ∈ Ω , we reduce Eq. (3.1) to
∂
∂t
y − β(t, y +√Q W )  0 in (0, T ) × O = Q T ,
y(0) = x in O,
β(t, y +√Q W )  0 on ΣT , (3.11)
or, equivalently,
∂
∂t
y − u = 0 in Q T ,
j(t, y +√Q W ) + j∗(t,u) = (y +√Q W )u in Q T ,
y(0) = x in O, u = 0 on ΣT . (3.12)
If we set v(t) = ∫ t0 u(s)ds, we may rewrite (3.12) as
y − v = x in Q T ,
j(t, y +√Q W ) + j∗(t, ∂v
∂t
)
= (y +√Q W ) ∂v
∂t
, a.e. in Q T ,
y(0) = x, v = 0 on ΣT , (3.13)
and so, we are lead to the following optimal control problem.
Minimize{ ∫
Q T
(
j
(
t, y(t) +√Q W (t))+ j∗(t, ∂
∂t
v(t)
)
− ∂v
∂t
(t)
(
x+√Q W (t)))dt dξ + ∥∥v(T )∥∥2H10(O)
}
(3.14)
subject to
v = y − x in Q T , v ∈ L1
(
0, T ;W 1,10 (O)
)
. (3.15)
One can prove directly that problem (3.14) has at least one optimal pair by choosing a minimizing sequence and letting to
limit in L1(Q T ) via the Pettis compactness theorem. However, it is more convenient to approximate problem (3.14) by:
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Q T
(
jε(t, y +
√
Q W ) + j∗ε
(
t,
∂v
∂t
)
− ∂v
∂t
(x+√Q W ))dt dξ + 1
2
∥∥v(T )∥∥2H10(O)
}
subject to (3.15). (3.14)ε
(Here, jε is deﬁned by (2.10).)
We note that, since the operator z → βε(·, (−)−1z) is Lipschitz from H−1(O) to L2(O), the equation
∂
∂t
yε − βε(t, yε +
√
Q W ) = 0 in Q T = O × (0, T ),
yε(0) = x in O,
βε(yε +
√
Q W ) = 0 on ΣT (3.16)
has a unique solution
yε ∈ C
([0, T ]; H−1(O))∩ L2(0, T ; L2(O)),
with uε = βε(t, yε + √Q W ) ∈ L2(0, T ; H10(O)). Equivalently, we may write (3.16) as
yε(t) − vε(t) = x, vε(t) =
t∫
0
uε(s)ds, a.e., P-a.s.,
j(t, yε +
√
Q W ) + j∗ε(t,uε) = (yε +
√
Q W )uε, a.e., P-a.s.
and, therefore, (yε,uε) is optimal in problem (3.14)ε and Min(3.14)ε = 0 for each ε > 0.
We have, therefore,∫
Q T
(
jε(t, yε +
√
Q W ) + j∗ε
(
t,
∂v
∂t
)
− ∂vε
∂t
(x+√Q W ))dξ dt + 1
2
∥∥vε(T )∥∥2H10(O) = 0, ∀ε > 0. (3.17)
As mentioned earlier, we have
lim|r|→∞
j(t, r)
|r| = +∞, lim|r|→∞
j∗(t, r)
|r| = +∞
uniformly in t ∈ (0, T ). Then, arguing as in the proof of Theorem 2.2, we have by (3.17) via the Pettis theorem that, for
ε → 0,
yε → y∗ weakly in L1(Q T ),
βε(t, yε +
√
Q W ) = ∂
∂t
vε → ∂
∂t
v∗ weakly in L1(Q T ),
vε(t) → v∗(t) weakly in L1(O), ∀t ∈ (0, T ),
vε(T ) → v∗(T ) weakly in H10(O). (3.18)
Moreover, since yε satisﬁes Eq. (3.16), we have also (by monotonicity of βε(t, ·))
1
2
d
dt
∥∥yε(t)∥∥2H−1(O) = −∫
O
βε(t, yε +
√
Q W )yε dt dξ

∫
O
βε(t, yε +
√
Q W )
√
Q W dt dξ  C, ∀ε.
Hence, {yε} is bounded in L∞(0, T ; H−1(O)) and, selecting further subsequence, we have
yε → y∗ weak-star in L∞
(
0, T ; H−1(O)),
yε(t) → y∗(t) weakly in H−1(O), ∀t ∈ [0, T ].
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inf (3.14)
∫
Q T
(
j
(
t, y∗ +√Q W )+ j∗(t, ∂
∂t
v∗
)
− ∂
∂t
v∗(x+√Q W ))dt dξ + 1
2
∥∥v∗(T )∥∥2H10(O)
 lim inf
ε→0
( ∫
Q T
(
jε(t, yε +
√
Q W ) + j∗ε
(
t,
∂
∂t
vε
)
− ∂
∂t
vε(x+
√
Q W )
)
dξ dt + 1
2
∥∥vε(T )∥∥2H10(O)
)
= 0.
Therefore, (y∗, v∗) is optimal in problem (3.14) and inf (3.14) 0.
To summarize, we have shown that there is a pair (y∗,u∗) ∈ L1(Q T ) × L1(Q T ) such that (y∗, v∗(t) =
∫ t
0 u
∗(s)ds) is
optimal in (3.14) and
y∗ ∈ L∞(0, T ; H−1(O)), y∗(t) ∈ H−1(O), ∀t ∈ [0, T ], (3.19)
t∫
0
u∗(s)ds ∈ L∞(0, T ; H10(O)), (3.20)
y∗(t) − 
t∫
0
u∗(s)ds = x, ∀t ∈ [0, T ], (3.21)
∫
Q T
(
j
(
t, y∗ +√Q W )+ j∗(t,u∗)− u∗(x+√Q W ))dsdξ + 1
2
∥∥∥∥∥
T∫
0
u∗(t)dt
∥∥∥∥∥
2
H10(O)
 0. (3.22)
To conclude the proof of Theorem 3.2, we need the following lemma.
Lemma 3.3. Let y ∈ L1(Q T ), u ∈ L1(Q T ) be such that y ∈ L∞(0, T ; H−1(O)) and
y(t) − 
t∫
0
u(s)ds = x, ∀t ∈ [0, T ], (3.23)
j(y +√Q W ), j∗(u) ∈ L1(Q T ). (3.24)
Assume that condition (2.27) holds. Then, uy ∈ L1(Q T ) and
1
2
∥∥∥∥∥
T∫
0
u(t)
∥∥∥∥∥
2
H10(O)
+
∫
Q T
yu dξ dt =
∫
Q T
xu dξ dt. (3.25)
Proof of Theorem 3.2 (continued). We argue as in the proof of Lemma 2.3. Namely, by (3.23), (3.24), we see that yu ∈
L1(Q T ) and applying in Eq. (3.23) the operator (I + εA)−1 we obtain for yε = (I + εA)−1 y, uε = (I + εA)−1u,∫
Q T
yεuε dξ dt + 1
2
∥∥∥∥∥
T∫
0
uε(t)
∥∥∥∥∥
2
H10(O)
=
∫
Q T
(I + εA)−1uε(I + εA)−1xdξ dt.
This yields as in the proof of Lemma 2.3 that
lim
ε→0
∫
Q T
yεuε dξ dt + 1
2
∥∥∥∥∥
T∫
0
u(t)dt
∥∥∥∥∥
2
H10(O)
=
∫
Q T
xu dξ dt,
as claimed.
Now, substituting (3.25), where u = u∗ , y = y∗ into (3.22), we get∫
Q
(
j
(
t, y∗ +√Q W )+ j∗(t,u∗)− u∗(y∗ +√Q W ))dt dξ  0,
which, by virtue of (1.9), clearly implies
j
(
t, y∗ +√Q W )+ j∗(t,u∗)− u∗(y∗ +√Q W )= 0, a.e. in Q T ,
14 V. Barbu / J. Math. Anal. Appl. 384 (2011) 2–15and, therefore,
u∗ ∈ β(t, y∗ +√Q W ), a.e. in Q T . (3.26)
We have proven, therefore, that problem (3.11) has at least one solution y∗ satisfying (3.19)–(3.22), (3.26). Let us prove that
there is a unique solution y∗ with these properties. Indeed, if y∗1, y∗2 are two such solutions, we have by (3.21) and (3.26)
that
∂
∂t
(−)−1(y∗1 − y∗2)= u∗2 − u∗1 in Q T ,
u∗i ∈ β
(
t, y∗i +
√
Q W
)
, a.e. in Q T .
(Here, − is the Laplace operator with the domain H10(O) ∩ H2(O).) This yields
∂
∂t
(
(−)−1(y∗1 − y∗2))(y∗1 − y∗2) 0, a.e. in Q T .
On the other hand, since (y∗1 − y∗2)(t) ∈ H−1(O), ∀t ∈ (0, T ), we have that
2
∫
O
∂
∂t
(−)−1(y∗1 − y∗2)(y∗1 − y∗2)dξ = ddt ∥∥(y∗1 − y∗2)(t)∥∥2H−1(O)
and, therefore, y∗1 ≡ y∗2, as claimed.
To summarize, we have shown, as intermediate step of the proof of Theorem 3.2, that:
Proposition 3.4. Under assumptions (3.2), (3.3) and (2.27), for each x ∈ L∞(O) there is a unique pair (y∗,u∗) ∈ L1(Q T ) × L1(Q T )
such that y∗ ∈ L∞(0, T ; H−1(O)), ∫ t0 u∗ ds ∈ L∞(0, T ; H10(O))
y∗(t) − 
t∫
0
u∗(s)ds = x, ∀t ∈ [0, T ], (3.27)
u∗ ∈ β(y∗ +√Q W ), a.e. in Q T , (3.28)
j∗
(
u∗
)
, j
(
y∗ +√Q W ) ∈ L1(Q T ). (3.29)
Moreover, (y∗,u∗) is the unique solution to the minimization problem:
Minimize{∫
Q T
(
j(t, y +√Q W ) + j∗(t,u) − ux− u√Q W )dξ dt + 1
2
∥∥∥∥∥
T∫
0
u(t)
∥∥∥∥∥
2
H10(O)
}
(3.30)
subject to
y(t) − 
t∫
0
u(s)ds = x, t ∈ [0, T ]. (3.31)
Then, X = y∗ + WA is the solution to (3.1) and also to the minimization problem (3.9). This completes the proof of
Theorem 3.2. 
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