ABSTRACT Three-way decision (3WD) is a decision that conforms to human's cognitive pattern and offers a new visual angle for solving practical decision-making problems. An information system (IS) represents relationships between objects and attributes. And a multi-source information system (MSIS) is an IS which composes of multi-source data sets. This paper presents 3WD in an MSIS as well as gives its application in petroleum project investment. Considering that risks are uncertain, loss functions are first given by means of interval numbers. Then, multi-granulation decision-theoretic rough set (MGDTRS) models in a given MSIS are proposed from the point of view of multi-granulation. Next, based on the idea of a decision-theoretic rough set (DTRS), the optimistic and pessimistic 3WDs in the MSIS are proposed. Finally, an example of petroleum project investment is used to support the feasibility of the proposed decision method.
I. INTRODUCTION
The idea of three-way decision (3WD), introduced by Yao [42] - [45] that generated from the extended of decision rough sets and the related conclusions of many disciplines. DTRS model systematically calculates thresholds from loss functions by using the distinguished bayesian decision theory. Intuitively, this model utilizes equivalence relation to divide the universe into many equivalence classes, then introduces upper and lower approximations to characterize the uncertainty of system. By these equivalence classes and a pair of thresholds (α, β) which are obtained from loss functions. They can separate the universe into three domainsdisjoint, i.e. positive region, negative region and boundary region, namely 3WD. It holds that one is able to make immediate and quick judgments on something for having fully accepted or rejected the something. One tends to put off making decision about things that can't make right away, namely delaying decision making. More concretely, 3WD is proposed on the basis of DTRS model and decision rules contain three kinds: the rule that is generated from the positive region represents accepting something; the rule that is
The associate editor coordinating the review of this manuscript and approving it for publication was Gang Li. generated from the negative region represents rejecting something; the rule that is generated from the boundary region represents being unable to accept or reject from judgment, namely deferment decision. The thought of 3WD has been gradually integrated into all aspects of people's lives. For example, three decision regions are divided into acceptance, revision and rejection in the process of reviewing a paper. If a manuscript is very good, it would be directly accepted. If a manuscript is too poor, it would be directly rejected. However, in most cases, the manuscript may be innovative to some extent, but the technology, language and other aspects need to be further improved. The editor often choose the third decision-making: it needed to be revised. In medical treatment, three decision regions are divided into being sickened, needing further examination and being healthy. For some minor diseases, doctors can make a rapid and accurate diagnosis of the disease or no disease through listening and looking, while for some complex diseases, further examination is often needed to confirm the diagnosis. When the police judged whether the suspect was a criminal or not, they released those who had no evident criminal motives or evidence and they imprisoned those who had confirmed motives and relevant criminal evidence. For those who motives are unclear and criminal evidence is unknown, the police VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ conducted further trials and searched for evidence before drew conclusions. 3WD has aroused the attention of many scholars. One can summarize the research achievements of 3WD from the perspectives of conditional probability, loss function and other aspects.
In the research of conditional probability, DTRSs use conditional probability as evaluation function, which can relate evaluation function with various measurement functions. There are a lot of scholars working on conditional probability. Yao and Zhou [50] proposed a DTRS model with naive Bayesian decision theory, which provides a practicable way for assessing conditional probability in 3WD; Furthermore, Yao et al. [46] , [51] analyzed the related attributes of 3WD and proved the superiority of 3WD; Greco et al. [7] took into account the cost of misclassification, and presented three-way probability models under the advantage relation; Mandal et al. [31] discussed three-way decisions with multigranulation interval-valued fuzzy probabilistic rough sets. We can seen that scholars have searched for new methods to estimate conditional probability, and also studied three-way probability models under different environments.
In the study of loss function, the key problem of DRST model is to determine the loss value of loss function, which closely related to the decision makers. Loss function can determine the pair of thresholds (α, β) of DRST model, and its importance has attracted a lot of scholars. Yang and Yao [49] raised a rough set model of multi-agent decision by means of 3WD and proposed a novel method for deciding the value of loss function; Li and Zhou [28] advanced three preference decision models, and further researched decision rules of different risk preference; Liu et al. [15] , [17] - [19] , [23] came up with different DTRSs on uncertain environments, further given 3WD in incomplete information system and ordered decision system; Liang et al. [12] - [14] , [20] , [25] presented a series of uncertainty 3WD models; Agbodah [1] investigated the loss function evaluated by multiple experts of 3WDs with DTRSs. The research on loss function includes two aspects, on the one hand, considering the loss function as various uncertainties evaluation and expanding the application scope of DRTS model, one the other hand, expanding the loss function to obtain new 3WD model.
In addition to the two key elements of conditional probability and loss function of 3WD, there are also many scholars researching 3WD from other perspectives. Jia and Liu [8] put forward a new decision-making model based on three-decision making and multi-criteria decisionmaking. Min et al. [30] studied cost sensitive 3WD and three-way recommendation problem. Lin et al. [22] introduced a fuzzy multi-granulation decision-theoretic approach to multi-source fuzzy information systems. Li et al. [11] , [24] researched the multi-granulation decision-theoretic rough set method in distributed fc-decision information systems, and further discussed 3WD method of a fuzzy condition decision information system and its application in credit card evaluation.
In terms of practical application, Liu et al. summarized the application of 3WD in information [2] , [48] , [56] , engineering [40] , management decision [5] , [16] , [27] , and medical treatment [47] .
An IS was introduced by Pawlak, which is the concern of rough sets. A multitude of applications of rough sets, rule extraction [10] , [41] , uncertainty modeling [38] , [39] , reasoning with uncertainty [6] , [37] , feature selection [9] , [29] , [36] , geographic information [3] and so on are involved in information systems.
In reality, data are rapidly expanding, there is a kind of special information systems where data come from different sources, such an IS is referred to as a MSIS. Until now, 3WD in a MSIS has not been studied. The main contributions of this paper are shown in the following:
(a) On account of MSIS, equivalence classes are constructed from the viewpoint of granular computing.
(b) In light of the idea of decision-theoretic rough set, two models of optimistic and pessimistic are presented, the optimistic and pessimistic 3WDs are proposed based on these two models in a MSIS.
(c) The proposed method is applied in petroleum project investment to illustrate the flexibility of the proposed method.
And the flow chart of decision process is shown in Figure 1 .
The organizational structure of this article is organized as follows. Section 2 retrospects some basic notions about Pawlak's rough sets, interval-valued numbers and MSISs. Section 3 reviews basic thought of 3WD. Section 4 proposes a decision method derived from MSISs by using a certain ranking method. Section 5 obtains optimistic and pessimistic decision in a MSIS. Section 6 gives an application on petroleum project investment to explain the feasibility of the proposed method. Section 7 concludes this article.
II. PRELIMINARIES
This section briefly introduces the basic concepts of Pawlak's rough sets, interval-valued numbers and MSISs.
Throughout this article, U means a finite set, 2 U shows the collection of all subsets of U and |X | represents the cardinality of X ∈ 2 U .
A. PAWLAK ROUGH SETS
Given that R is an equivalence relation on U . Then R separates the universe U into a collection of non-intersecting subsets that are addressed as equivalence classes, denote
The collection of all equivalence classes of R is recorded as
Definition 1 [34] : Let R be the equivalence relation on U . The lower and upper approximations of X ∈ 2 U are represented as
For any X ∈ 2 U , the positive, boundary and negative regions of X are defined, respectively, as
Obviously,
Definition 4 [26] : Let a ∈ [R] and µ ∈ [0, 1]. Define
Then a µ is called µ-dot of the interval number a. 
Proof: (1), (2) and (4) are obvious. (3) By Definition 4,
(6) By Definition 4, we have
Theorem 6 [26] :
Then µ is a similarity relation on [R] . Define
Specially,
' can be applied to risky decision.
III. MSISs
Definition 7 [33] : Suppose that U is a finite set of objects. Assume that A expresses a finite set of attributes. Then the ordered pair (U , A) is referred to as an information system (IS), if every attribute a ∈ A is able to decide a function a :
is a condition attribute set and D is a decision attribute set, then the pair (U , A) is addressed as a decision information system (DIS).
Let (U , A) be an IS. Given P ⊆ A. Then an equivalence relation ind(P) is defined by
} is said to be a multisource information system (MSIS). 
IV. 3WD IN A MSIS
3WD conforms to human cognitive process and focus on two issues of conditional probability and a pair of thresholds (α, β). The conditional probability is able to be achieved from an IS by means of machine learning method, and the pair of thresholds depends on loss functions that are closely related to decision makers. To interpret these two issues, DTRS model is proposed to pair of thresholds by Bayesian theory. We briefly review the concept of DTRS model in the following.
A. LOSS FUNCTIONS IN 3WD OF A MSIS
Definition 10 [55] : A set function P : 2 U → I is addressed as a probability measure, if it satisfies the following conditions:
Definition 11 [55] : Let P be a probability measure, X , Y ∈ 2 U and P(Y ) > 0, then the conditional probability of X under condition Y is defined as
The conditional probability of 3WD is able to be assessed from information table through utilizing machine learning methods, and the thresholds of 3WD on the basis of loss functions which is closely bound up decision makers. we propose a named ''cost table'' to handle problems of 3WD in a MSIS. We know the values of losses in DTRSs are exact real numbers. However, in view of interval is a common format to deal with imprecise issues, Liu et al. [23] used interval number to acquire the loss functions (1) If an object belongs to X , then
+ NP ] mean the losses for taking actions of a P , a B and a N , respectively.
(2) If an object belongs to ¬X , then
] mean the losses for taking actions of a P , a B and a N , respectively.
Clearly, the loss functions in a MSIS satisfy the following conditions:
Taking the individual actions contacts with the expected loss R(a i |[x] R )(i = P, B, N ) in a MSIS can be expressed as 
According to Bayesian decision procedure, the above conditions can be recorded as
we simplify the conditions (P1) − (N 1). First part of the condition (P1) is represented as
Then, by Definition 2, we have
, and
Second part of the condition (P1) is expressed as
.
Similarly, we can adjust the expression of the conditions (B1) and (N 1).
In summary, the conditions (P1 ) − (N 1 ) can be expressed concisely with different criteria by Table 2 .
Based on the foreshadowing of the calculation results, let
Furthermore, the condition (B1 ) shows α > β, that is
From this inequality, we have Table 2 , three regions can be written as
Specially, if α < β, we set ''α = β = γ , then 3WD changes to two-way decision. It can be rewritten as
B. 3WD DERIVED FROM THE MSIS BY USING A CERTAIN RANKING METHOD
In the following, we investigate 3WD derived from the δ rank method. It can convert an intervals to real numbers, thus the formula conversion process is the key step to construct 3WD.
Definition 12 [23] :
where
is called the transformed outcome of λ with respect to µ, and the threshold µ reflects the risk attitude of decision makers.
In practical application, those risk-averters may seek a higher δ to lessen the probability of making mistakes. Inversely, those risk-lovers may choose a lower µ to pursue high risks.
Particularly, By Theorem 6, three special decisions are expressed as follows:
, the decision maker adopts the standpoint of a risk neutral; (3) Risky decision: If µ = 1, then f µ (λ) = λ + , the risklover selects the upper bound of f µ (λ).
Proposition 13: On the basis of Definition 12. Then the following properties hold
Proof:
(2) The proof is similar to (1).
The µ ranking method is a typical approach by we chosen which can describe 3WD. According to the previous definitions and conclusions, decision rules (P1)−(N 1) may further write as (P2) If
, where
By Proposition 13, 3WD can be simplified as
Then, three thresholds α, β and γ are given by
Moreover, in order to define a well boundary region, the condition of (B2 ) indicates α > β, that is
From this inequality, we have
When 0 ≤ β < γ < α ≤ 1, 3WD can also be written in the following:
When 0 ≤ β = γ = α ≤ 1, 3WD can also be written in the following:
V. TWO MGDTRS MODELS FOR A MSIS
In this section, on the basis of the idea of DTRS, we constructed optimistic and pessimistic 3WDs in a MSIS. 
Then for any X ∈ 2 U , the following properties hold.
This implies ∀ i, P(X |[y]
Let {(U , A 1 ), (U , A 2 ), · · · , (U , A m )} be a MSIS. Based on the above optimistic MGDTRS model, for any X ∈ 2 U , U is separated into optimistic positive region, optimistic negative region and optimistic boundary region of X , denoted by POS O (α,β) (X ), NEG O (α,β) (X ) and BND O (α,β) (X ), respectively, are defined as
Based on optimistic MGDTRS in a MSIS. The optimistic 3WD is proposed as follows:
(α,β) (X ); (OB) : otherwise, then decide x ∈ BND O (α,β) (X ). When the thresholds 0 ≤ β = γ = α ≤ 1, we have the following decision rule: The pessimistic boundary region of X ∈ 2 U , denoted by
This implies ∃ i, P(X |[y]
} be a MSIS. Based on the above pessimistic MGDTRS model, for any X ∈ 2 U , U can be divided into pessimistic positive region, pessimistic negative region and pessimistic boundary region of X ∈ 2 U , denoted by POS P (α,β) (X ), NEG P (α,β) (X ) and BND P (α,β) (X ), respectively, are defined as
Based on pessimistic MGDTRS model in a MSIS. Assume that the thresholds β and α are determined by loss functions with 0 ≤ β < α ≤ 1. The pessimistic 3WD is proposed as follows:
(α,β) (X ); (PB) : otherwise, then decide x ∈ BND P (α,β) (X ). When the thresholds 0 ≤ β = γ = α ≤ 1, we have the following decision rule:
(γ ,γ ) (X ); (PB ) : otherwise, then decide x ∈ BND P (γ ,γ ) (X ). In the following discussion, POS P (α,β) (X ), NEG P (α,β) (X ) and BND P (α,β) (X ) are briefly denoted by POS P (X ), NEG P (X ) and BND P (X ), respectively.
C. AN ALGORITHM OF 3WD IN A MSIS
In the following, giving five steps to obtain the optimistic and pessimistic three-way decisions in a MSIS. 
Step 3. For any X ∈ 2 U , give optimistic positive region, optimistic negative region and optimistic boundary region of X as follows:
Step 4. For any X ∈ 2 U , give pessimistic positive region, pessimistic negative region and pessimistic boundary region of X as follows:
Step 5. For any X ∈ 2 U , obtain the optimistic and pessimistic three-way decisions of X . On the basis of the above MGDTRS model, we give algorithms of the optimistic and pessimistic three-way decisions in a MSIS are outlined in Algorithms 1 and 2.
VI. AN APPLICATION IN PETROLEUM PROJECT INVESTMENT
In the following, an example of petroleum project investment is used to illustrate the feasibility of the proposed method. A 3 ) , (U , A 4 )} expresses that risk exposure of regional petroleum projects. In Table 3 
obtain α, β and γ . 10 end 11 for i ∈ {1, 2, · · · , m}, x ∈ U and X ∈ 2 U do 12 
obtain α, β and γ . 10 end 11 for i ∈ {1, 2, · · · , m}, x ∈ U and X ∈ 2 U do 12 In the following, we will depict the detail process of 3WD in the MSIS {(U ,
First, compute the equivalent classes Table 4 ). Given a concept X = {x 2 , x 3 , x 4 , x 6 , x 8 , x 9 , x 12 }. Then X means these oil fields have a higher probability is worth investing from history data. Thus the conditional probability
can be calculated as follows (see Table 5 ). 1, 2, 3, 4) and µ. In 3WD in TABLE 11 . Three thresholds α, β and γ when µ = 1. Output: The optimistic and pessimistic three-way decisions.
Step 1: For any x ∈ U , obtain [x] A i (i = 1, 2, 3, 4) (see Table 4 );
Step 2: For any x ∈ U , given X , compute the conditional probability P(X |[x] A i ) (i = 1, 2, 3, 4) (see Table 5 );
Step 3: For any x ∈ U , given µ = 0, 0.25, 0.5, 0.75, 1, compute f µ (λ •• )(• = P, B, N ) according to Table 6 , obtain three thresholds α, β and γ (see Tables 7-11); Step 4: For X , based on the three thresholds α, β and γ in Step 3, obtain POS O (X ), NEG O (X ), BND O (X ) and POS P (X ), NEG P (X ), BND P (X );
Step 5: For X , give the optimistic and pessimistic three-way decisions of X (see Table 12 ).
For an example, pick X = {x 2 , x 3 , x 4 , x 6 , x 8 , x 9 , x 12 }, we analysis three special cases (µ = 0, 0.5, 1) to display the optimistic and pessimistic three-way decisions of X = {x 2 , x 3 , x 4 , x 6 , x 8 , x 9 , x 12 } as follows:
(1) Pick µ = 0. (a) We can get the optimistic positive region, optimistic negative region and optimistic boundary region of X as follows:
Thus, the optimistic three-way decision of X is obtained in the following: 
Thus, the optimistic three-way decision of X is obtained in the following:
(PP) If x ∈ POS P (X ), then x is worth investing; (PN) If x ∈ NEG P (X ), then x is not worth investing; (PB) If x ∈ BND P (X ), then x is delayed decision. 
Thus, the pessimistic three-way decision of X is obtained in the following:
VII. COMPARISONS
(1) Liu and Liang [15] explored three-way decisions in ordered decision system. First, they done some comparative analysis between ordered 3WDs and DTRSs, and then proposed some significant properties of the model. Then, they considered a hybrid decision table consisted both of the ''order information'' and ''loss function''. Furthermore, two order sets and three risk strategies are induced to construct 3WD model in ordered decision system. Lastly, an illustrative example of salary administration is employed to illustrate the three-way decision procedure in ordered decision system.
(2) Li et al. [24] researched a multi-granulation decisiontheoretic method in distributed fuzzy condition decision information systems. First of all, they obtained the fuzzy T cos equivalence relation by means of Gaussian kernel method in a distributed fc-decision information system. Then, presented a multi-granulation decision-theoretic rough set method from the viewpoint of multi-granulation for distributed fc-decision information systems. Finally, an example of medical diagnosis is utilized to explain the effectiveness of the presented method.
(3) In this paper, we studied 3WD in a MSIS. Firstly, taking account of the uncertain issues presented in risk, the interval number has been adopt to acquire the loss functions. Then, on the idea of DTRSs, we constructed optimistic and pessimistic models in a MSIS, further given optimistic and pessimistic 3WDs in a MSIS. At last, we given an illustrative example of petroleum project investment to state the feasibility of the proposed method. We believe our researches can build a bridge to connect the multi-granularity DTRSs and decision theory with 3WD method. Our future research will focus on extending the proposed method with group decision making.
VIII. CONCLUSIONS
In this paper, 3WD based on MGDTRS model has been investigated. The MSIS and loss function table have been combined together to illustrate our ideas. Furthermore, take account of the uncertain issues presented in risk, the interval number has been adopt to acquire the loss functions in the proposed method. An illustrative example of petroleum project investment is utilized to illustrate effectiveness of the proposed method. We believe our researches can build a bridge to connect the multi-granularity DTRSs and decision theory with 3WD method. Our future research will focus on extending the proposed method with group decision making.
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