ABSTRACT: A multivariate multi-site statistical downscaling model (MMSDM) was developed for simultaneous downscaling of climate variables including daily maximum and minimum temperatures (T max and T min ) for multiple observation sites. The MMSDM employs multivariate multiple linear regression (MMLR) to simulate deterministic series from large-scale reanalysis data and adds spatially correlated random series to the deterministic series of the MMLR to complement the underestimated variance and to reproduce a spatial correlation of T max and T min from multiple sites and an at-site temporal correlation between T max and T min . The MMSDM model is called MMLRc. The downscaled results of the MMLRc were compared to those of MMLR without random noise (MMLRn) and MMLR with uncorrelated random noise (MMLRi) over the southern Quebec area of Canada. The MMLRc almost exactly reproduced the cross-site correlation of T max and T min among multiple observation sites, and it accurately reproduced the at-site temporal correlation between T max and T min at each observation site. The MMLRi and MMLRc reproduced monthly standard deviations of daily T max and T min , the 90th percentile of T max (T max 90), the 10th percentile of T min (T min 10), and the frost and thaw cycle (Fr-Th) more accurately than the MMLRn model. However, both MMLRc and MMLRi yielded a larger standard error for the monthly mean of daily T max and daily T min , frost season length (FSL), and growing season length (GSL). For the Fr-Th and diurnal temperature range, the MMLRc performed better than the MMLRn and MMLRi. We conclude that the MMLRn may serve as an alternative to downscaling deterministic signals of a predictand, consistent with global climate model predictors, and it may serve to project the averaged central tendency of a predictand. The MMLRc, however, is recommended for reproduction of variance, extreme events, and the inter-annual variability of the predictands.
INTRODUCTION
Atmosphere-Ocean Global Climate Models (AOGCMs; Table 1 gives a list of abbreviations used in this article) provide simulated values for present and future climate variables such as wind, temperature, humidity, and air pressure, with forcing including scenarios of increases in greenhouse gas and aerosol concentrations in the atmosphere. AOGCM outputs are generated on a coarse scale grid, however, with horizontal resolutions generally coarser than 2° latitude by 2° longitude, which limits their use at the local scale. Despite the poor AOGCM performance at the local scale, they produce quite reliable atmo -spheric circulation outputs for the large scale upperair fields that are used as predictors or forcing variables (Huth 2002 , Harding et al. 2011 ) in downscaling techniques applied to generate information and climate scenarios at a finer scale. Statistical downscaling models (SDMs) have frequently been adopted to fill this scaling gap in impact and adaptation studies (Huth 2002 , Wilby et al. 2004 .
SDMs are based on the fundamental assumption that empirical relationships between upper-air circulation variables (i.e. the predictors) and the local climate variable (i.e. the predictand) can be established (Wilby et al. 2002) . Statistical downscaling approaches are often used due to their ease of implementation, low computation requirements, and their ability to provide climate information equivalent to point climate observations. Several studies have reviewed these methods (Xu 1999 , Wilby et al. 2004 , dividing them into 3 main groups: transfer function, stochastic weather generation, and weather typing approaches. Stochastic weather generator approaches -which reproduce the statistical characteristics of local climate variables based on random number generator, Markov chain model, and/or parametric (or nonparametric) distributions -are fairly simple but flexible and computationally economical methodologies for generating both single-site and multi-site daily weather data (Katz & Parlange 1995 , Wilks 1998 , 1999a , 1999b , Qian et al. 2002 . Weather typing approaches generate local climate variables by resampling or by using a k-nearest neighbor approach from observed atmospheric data (Rajagopalan & Lall 1999 , Zorita & von Storch 1999 , Yates et al. 2003 , Crimmins 2006 . The common and relatively simple transfer function methods derive an empirical relationship between predictors and predictands using linear or non-linear transfer functions (von Storch et al. 2000) . In this category, multiple linear regression (MLR) (Enke & Spekat 1997 , Hellström et al. 2001 , Huth et al. 2001 , Palutikof et al. 2002 , Wilby et al. 2002 , Huth 2004 , Hessami et al. 2008 , canonical correlation regression (CCR) (Trigo & Palutikof 2001 , Huth 2002 , 2004 , Xoplaki et al. 2004 , Busuioc et al. 2006 , principal component analysis regression (von Storch et al. 2000 , Buishand & Brandsma 2001 , Huth 2004 , and artificial neural networks (Hewitson & Crane 1996 , Trigo & Palutikof 1999 , Mpelasoka et al. 2001 , Stehlik & Bardossy 2002 , Miksovsky & Raidl 2005 , Tolika et al. 2007 , Huth et al. 2008 ) have all been used as transfer functions. Most statistical down scaling ap proaches, including the transfer function approaches, are computationally low-cost (von Storch et al. 2000) , adaptable to the local scale, and applicable to any AOGCM output (Hellström et al. 2001) . The limited capability to reproduce the observed variability of the climate variables (Wilby et al. 2002) constitutes the main weakness of the transfer function approaches. By definition, single site downscaling usually does not account for the spatial coherence of the estimated variable over an area of interest. When dealing with multi-site downscaling, transfer function approaches seldom reproduce spatial dependence (Wilby et al. 2003 , Harpham & Wilby 2005 .
Generally, AOGCM (and reanalysis) atmospheric predictors can explain only a part of the variance of the local predictands, i.e. the part associated with large-scale circulation variability. Studies must therefore implement a variance-increase methodology, and the use of either the inflation procedure or the randomization method addresses this issue (von Storch 1999 , Huth 2002 . The inflation procedure increases the downscaled temperature anomaly each day by adjusting a factor; however, the main drawback of this procedure is that all local variance originates from large-scale variability (Huth 2002) . It is well known that the regional or local scale variability of low level air temperatures is also influenced by surface conditions, especially in large northern land masses, such as Canada, where snow cover and frost properties of the soil (among other factors) play a key role in modulating the surface radiative or low level diabatic fluxes over the year (see the study of the Hudson Bay area in winter in Gachon et al. 2003 (von Storch, 1999 , Huth 2002 , Hessami et al. 2008 ). The randomization procedure reproduces variability more accurately because the large-scale AOGCM predictors only partially control the spatial and temporal variability of downscaled variables (von Storch, 1999 ). An approach combining transfer function and stochastic randomization approaches can incorporate unexplained variability (i.e. from regional scale feedback) in addition to deterministic component (i.e. from large-scale feedback). The most frequently used approaches for the simulation of climate variables at multiple sites are stochastic weather generation approaches based on autocorrelation (Wilks 1998 , 1999a , 1999b , Qian et al. 2002 , Apipattanavis et al. 2007 , Mehrotra & Sharma 2007 . More specifically, Wilks (1999b Wilks ( , 2002 developed a multivariate multi-site weather generation model to simultaneously generate daily T max and T min . He extended a single-site multivariate (i.e. T max and T min ) weather generation model based on a firstorder multivariate autoregressive approach to multisite using the simultaneous cross-correlations and lagged autocorrelations between daily T max and T min at multiple sites. Drawing on the spatial autocorrelation defined as a correlation among the values of a single variable, Khalili et al. (2007 and 2009 ) employed multi-site daily precipitation and weather data (T max , T min , and solar radiation) generation models, that reproduced spatially correlated multi-site climate variables using the spatial moving average process based on a stochastic weather generation approach. Harpham & Wilby (2005) em ployed an artificial neural network technique as the transfer function to simulate precipitation at multiple sites using AOGCM predictors, but the transfer function tended to overestimate spatial dependency among the sites. In multi-site down scaling, the variance inflation procedure does not affect the spatial dependence of the series downscaled by transfer function approaches between the local observation sites (Cannon 2009 ). Wilby et al. (2003) developed a hybrid approach, combining transfer function and stochastic weather generator approaches for multi-site downscaling and this was successfully applied again by Harpham & Wilby (2005) for daily precipitation. Schoof et al. (2007) applied the hybrid approach to represent at-site correlation between daily T max and T min , but did not ex tend this approach to reproduce spatial dependency.
One relevant option for reproduction of the observed spatial coherence among multiple sites and temporal correlation between T max and T min at a site is to add the spatially correlated random series to the series downscaled by regression-based approaches. This study developed a multivariate multi-site SDM (MMSDM) based on an approach combining transfer function approach and stochastic randomization procedures for a limited regional area in which the spatial coherence of predictands is important for climate change impact analysis. This MMSDM is a multivariate and multi-site extension of previous univariate, single-site SDMs (e.g. Wilby et al. 2002 , Hessami et al. 2008 ). The developed MMSDM was then applied to multiple climate variables, including T max and T min and their annual and seasonal extremes, at multiple observation sites in southern Quebec, Canada. As a first step, reanalysis products were used as predictor data series to test and validate this new model, before using AOGCM predictors in further applications. This study employed multivariate multiple linear regression (MMLR) for simultaneous downscaling of daily T max and T min for multiple observation sites. MMLR is a logical extension of univariate MLR, that enables different response variables from various atmospheric data series to be modeled simultaneously. In our study, the stochastic randomization procedure modeled variance that was not explained by MMLR. To reproduce spatial correlation of T max and T min and at-site temporal correlation between T max and T min , the correlated random noise was generated from a multivariate normal distribution and added to the downscaled deterministic series. The resultant MMSDM is called MMLRc in the present study. This paper compares the results of the MMLRc to those of MMLR without random noise (MMLRn) and MMLR with uncorrelated random noise (MMLRi). The only difference among the 3 models is the error part (i.e. what is not explained by the regression approach), which is (1) completely neglected by MMLRn, (2) assumed to be independent from site to site and from T max to T min by MMLRi and (3) correlated between sites and between T max and T min by MMLRc.
METHODOLOGY

Multivariate multiple linear regression
To analyze the relationship between different independent variables and multiple dependent variables, multivariate regression approaches have been used in many scientific areas. One of the simplest methods, MMLR is a set of univariate MLRs, which estimate the same coefficients and standard errors obtained using the ordinary least squares method. In addition, MMLR estimates the between-equation covariance, enabling the verification of the adequacy of an estimated coefficient set for individual MLR equations.
Given a matrix, X, of multiple predictor variables of dimension n × k and a matrix, Y, of multivariate predictand variables of dimension n × m -where the measurement record length n is larger than the dimension of the explanatory variables k -the parameter matrix B of dimension k × m that defines the linear relationship between the 2 matrices X and Y can be estimated. For the m dependent variables and k independent variables, the MMLR can be expressed as:
where E is the residual matrix of dimension n × m. The ordinary least squares estimates of parameter matrixB in the k × m parameter space is given by:
where T denotes matrix transpose.
One of the problems with the parameter matrixB is its multi-collinearity, which produces large standard errors of estimated parameters in the related independent variables. In order to limit the influence of multicollinearity, many methods such as latent variable regression methods (e.g. principal components regression, partial least squares regression, reduced rank regression and CCR), ridge regression, and stepwise regression have been employed. This study employed backward stepwise regression to select optimum predictors from a large number of potential predictors (126 in the present study), some of which are highly correlated. Backward regression was initiated with all predictors being part of the model, and redundant predictors were eliminated one after the other.
The F-test was used to confirm or void the null hypothesis that (k − q) specified variables had regression coefficients equal to zero, where k and q are numbers of predictors in the regression models. The F-statistic for testing the above hypothesis at a given confidence level α in the MMLR approach is defined as:
where -R k 2 and -R q 2 are averaged value of the Rsquares of the downscaled daily T max and T min series from all sites for the MMLR equations containing all the k predictor variables and the q predictor variables, respectively. The regression abilities of MMLR model with the backward stepwise approach were compared to that of CCR, a popular latent variable multivariate regression (Burnham et al. 1996) . CCR regressed the multivariate response matrix Y onto the first d-number of canonical latent variables in the X space. Orthogonal latent variables in the X and Y spaces are found by canonical correlation analysis (for more detail, see Burnham et al. 1996) . If CCR employs all of the canonical variables (d = m in this analysis) and MMLR employs all of the potential variables as predictors, then the CCR and MMLR will generate identical results for calibration data although both models may have an over-fitting problem and not produce robust outputs for validation data.
Transfer function methodology (MMLRn)
The daily maximum and minimum temperatures (T max , T min ) at multiple observation sites in a region were simultaneously downscaled using the following MMLR equation:T = XB
where T [n × m] is the downscaled T max and T min series of MMLRn, X[n × k] is the standardized (subtract the mean and divide by standard deviation) predictor variables matrix; and the parameter matrixB [k × m] has MMLR parameters estimated using the ordinary least squares estimation method. The total variances of the observed daily maximum and minimum temperatures T can be decomposed as follows:
where E(T|X) = T is the output of regression and Var(T|X) is the error variance of the regression. As both terms on the right-hand side are positive, Var(T) > Var(T). Note that the error variance Var(T|X) is neglected by MMLRn, while it is complimented by independent random noise from site to site and from T max to T min by MMLRi, and by spatially correlated random noise between sites and between T max and T min by MMLRc.
Stochastic randomization procedure
The residual (or error) matrix E T [n × m] of the MMLRn model is described as:
where T [n × m] is the observed matrix andT [n × m] is the matrix of daily T max and T min downscaled by the
MMLRn. As shown in Eq. (5), the variance of the MMLRn is smaller than that of observations, and variance of the MMLRn is increased by adding random noise. The MMLRn series predict only deterministic components explainable by linear regression and the independent atmospheric variables X for the different multiple sites. Consequently, the MMLRn will probably overestimate the spatial correlation. Adding spatially uncorrelated random noises to the MMLRn of each site can help to better estimate the total variance. However, it is also equivalent to adding a nugget effect in the covariance functions (or in the semi-variograms). To reproduce the observed spatial coherence, an alternative option is to add correlated random noises to the MMLRn.
For the MMLRc, correlated random noise among the predictands (T max and T min ) at multiple sites was generated from multivariate normal distribution and added to the series of the MMLRn. By adding the correlated random series, the MMLRc can reproduce variance of each predictand (T max and T min ) at each site, the correlation between T max and T min at each site, and cross-correlation among T max and among T min at multiple sites. The cross-correlated error matrix R T [n × m] is generated from a multivariate normal distribution having zero error mean and an error covariance matrix [Σ = SCS] equal to that of the residual matrix E T (R T~ N m (0,Σ)), where S is a diagonal matrix of standard deviations and C is a correlation matrix of the residual matrix E T . Generated residuals were then added to the downscaled temperature matrixT as:T =T + R T
For the MMLRi, uncorrelated random noise was added to the deterministic series of the MMLRn. The uncorrelated random noise vector r j T of the MMLRi was generated from a normal distribution having zero error mean and error standard deviation S j equal to that of the residual vector e
The MMLRi output vector T j was produced by adding generated the residual vector e j T to the downscaled deterministic temperature vectort j . Note that the differences among the 3 models are error terms E T , which are neglected at MMLRn, assumed to be independent from site to site for the MMLRi, and correlated for site to site for the MMLRc. 
MODEL APPLICATION
Study area and predictand data source
Fig . 2 shows the study area. We focused on southern Quebec, the main study region of a multi-partner project developing and comparing downscaling methods. The study area is relatively large (i.e. around 600 km from southwest to northeast stations and 350 km from south to north). It covers a broad range of climatic conditions from continental to maritime areas and from mild to colder climatic zones (mean annual temperature is 6.56°C at Cedars and 0.94°C at Sept-Îles). For predictands, this study used daily maximum and minimum temperature data from Environment Canada stations, with a homogenized time series developed by Vincent et al. (2002) . This dataset minimizes the risk of introducing additional uncertainty due to the changes in climate monitoring practices or due to the non-homogeneity of individual site records. For the period 1961 to 2000, < 4% of data are missing, and they were excluded from the analysis. Fig. 2 shows the names and locations of the 9 selected meteorological stations and the 6 grid points that provided global scale atmospheric predictor variables.
Predictor data series
Potential predictors were obtained from the National Centers for Environmental Prediction and National Center for Atmospheric Research (NCEP/ NCAR) reanalysis data (e.g. Kalnay et al. 1996 , Kistler et al. 2001 for the period from 1961 to 2000. The NCEP/NCAR reanalysis uses a T62 (~209 km) global spectral model for consistent assimilation of observational data from a wide variety of observed sources. Kalnay et al. (1996) describes the reanalysis procedure in detail. The NCEP/NCAR reanalysis data, which originally have a horizontal resolution of 2.5° latitude × 2.5° longitude were linearly interpolated onto the grid of the Canadian Coupled Global Climate Model, version 3 (CGCM3) of the Canadian Centre for Climate Modeling and Analysis. This AOGCM and its gridded output are regularly used for downscaling and climate change impact research, both in Canada and abroad. The inter polation procedure from the NCEP/NCAR to the CGCM3 grids facilitates the use of AOGCM predictors for the climate change simulations. In subsequent work, we will use the CGCM3 predictors to generate daily climate change data for the same area, as is already being done by many other end users. It is therefore useful to apply the NCEP predictors redistributed on the CGCM3 grid. The CGCM3 has a horizontal resolution of 3.75° latitude × 3.75° longitude (about 400 km). Reanalysis variables are standardized with respect to their annual means and standard deviations for the period 1961 to 1990. All details on the preparation of the 25 atmospheric variables from NCEP/NCAR reanalysis and the pre-processed data developed and obtained from the Canadian Climate Change Scenarios Network project of Environment Canada (www. cccsn.ca) are available on the Data Access and Integration (DAI) web link (http:// loki. qc.ec.gc.ca/DAI/), which is the main Canadian source for downscaling predictors.
Among the 25 atmospheric variables, wind directions at 500, 850, and 1000 hPa levels and temperature at 2 m are excluded from the set of potential predictors because wind direction is a circular variable and discontinuous at 360° (or 0°) and temperature at 2 m is known to be poorly represented in CGCM3 at the local scale -for example in the north (Gachon & Dibike 2007 ) and east (Jeong et al. 2011) of Canada. Therefore, the employed potential predictor set consists of atmospheric circulation variables (e.g. wind speed, U-and V-components of wind, divergence, and vorticity at 500, 850, and 1000 hPa levels), mean sea level pressure, geopotential heights (at 500 and 850 hPa levels), and specific humidities (at 500, 850, and 1000 hPa levels). Upper air-field temperatures and thicknesses have been shown to be effective predictors of the surface temperature (Huth 2002 they are not available as potential predictors from DAI. Temperature features and thickness are physically linked with pressure and humidity fields in the atmosphere, and these latter variables (i.e. geopotential height and specific humidity at various pressure levels) represent a good compromise substitute for the temperature fields and thickness at various pressure levels in the downscaling process. The thickness between pressure levels (e.g. difference between 500 and 850 hPa geopotential heights) is proportional to mean virtual temperature in that layer, so that the combination of pressure fields with the humidity content of the considered tropospheric level in the downscaling of temperature gives some quite accurate results (for further details in their use in the downscaling of temperatures in various areas of Canada, see Gachon et al. 2005 , Gachon and Dibike 2007 , Dibike et al. 2008 , Hessami et al. 2008 , Jeong et al. 2011 ).
Predictor selection
Following Hessami et al. (2008) , a backward stepwise approach was used for the selection of the potential predictor group among the possible 126 predictors (6 grid points × 21 potential predictors). In the present study, the MMLR parameters for daily T max and T min time series were estimated separately for each month for the calibration period 1961 to 1990. The calibrated monthly MMLRn models were validated from 1991 to 2000. The MMLRc and MMLRi were also calibrated separately for each month and the same calibration and validation periods were used as for the MMLRn. Table 2 shows the predictors selected for the MMLR equations each month (the choice of predictors varies during the year) from the initial 126 potential predictor variables on all 6 grid points. A backward stepwise approach was employed, using the F-test as criterion for predictor inclusion in the model, at a confidence level α = 0.01. The same predictors were employed for both T max and T min for all sites to simultaneously predict all predictands under the assumption that the regional temperature at the observation sites is affected by the same large-scale atmospheric variables, although the strengths of influence of a large-scale variable on different stations might not be the same, and this could vary from month to month. Deterministic series downscaled from the same predictors for all predictands (i.e. MMLRn), and those from different predictor sets se- Table 2 . Selected numbers as predictors from 6 global scale grid points of each variable by backward stepwise regression for monthly multivariate multiple linear regression (MMLR) equations used in multivariate multi-site statistical downscaling modeling (MMSDM) of daily T min and T max at 9 obervation stations in Quebec, Canada (see Fig. 2 ). Note that same predictor set was used for both T max and T min at all stations lected by the stepwise approach for each predictand (i.e. individual regression model) yielded statistically similar R 2 values at the 95% confidence level for all but 16 out of a total of 216 (i.e. cases for 12 months × 18 predictands). Different predictors were employed for each month, and approximately 8 to 17 atmospheric variables were selected as predictors of the MMLRn model for each month. Geopotential height at 850 hPa, specific humidity at 1000 hPa, and mean sea level pressure were the most frequently selected predictors among the 21 reanalysis variables. Variables near the surface and in the boundary layer (i.e. 1000 and 850 hPa) were selected as pre dictors more frequently than those at the upper level (500 hPa). The selected predictors presented in Table 2 are relevant for downscaling daily T max and T min variables because they include several atmo spheric circulation predictors and thermodynamic fields (e.g. wind speeds, U-and Vcomponents, specific humidity, and divergence at different levels) that are physically related to daily temperatures. Daily temperatures are known to be physically connected with warm or cold air advection and meridional circulation (Kozuchowski et al. 1992) . Northerly winds generally determine low temperatures, while southerly winds determine high temperatures, especially in a continental area such as Canada where low-level cold or warm air advections, originating from the Arctic basin and the Gulf of Mexico/ southern USA respectively, and strongly varying over the year, play a key role in the determining 2 m air temperature and its variability (see for example the effect of northerly and southerly winds on the lowlevel air temperature fluctuations during winter storm events in the Hudson Bay area in Gachon et al. 2003) . The seasonally different effects of atmospheric variables on T max and T min in Canada were the main reason behind the use of different predictors and regression parameters for each month in this study. Wet or dry day conditions may have been indirectly linked or incorporated in the T max and T min downscaling model of this study by using specific humidities, geopotential heights, and atmosphere circulation variables at different pressure levels as predictors, since these affect both precipitation processes (Hessami et al. 2008 ) and regional or local diabatic fluxes, which in turn exert some influence on the temperature fields. Stepwise regression methodology occasionally automatically excludes predictor variables that may be crucial for climate change (IPCC 2001 (IPCC , 2007 , but the selected predictor set included predictors sensitive to climate change such as 850 and 1000 hPa specific humidities and 500 and 850 hPa geopotential heights (e.g. Frías et al. 2006 , Boé et al. 2007 , Busuioc et al. 2007 , Gachon & Dibike 2007 , Dibike et al. 2008 . One important assumption of statistical downscaling is that the selected predictors should be well simulated by the AOGCM. Jeong et al. (2011) reported, for example, that the CGCM3 AOGCM showed a fairly high level of skill with respect to reanalysis predictor variables in southern Quebec, especially for the mean sea level pressure, 850 hPa geopotential height, 850 and 1000 hPa specific humidities, which were most frequently selected as predictors in the present study.
Diagnostic and statistical criteria of analysis using temperatures indices
At-site relationships between T max and T min and cross-site correlations among T max and among T min at multiple sites were evaluated using linear correlation coefficients. The correlation coefficients of the MMLRn, MMLRc, and MMLRi models were compared to those of observations.
Monthly means and standard deviations (SDs) of downscaled daily T max and T min series were calculated for each month of every year and compared to those of observations. Although the 3 SDMs generate daily T max and T min series, the 2 basic statistics (i.e. mean and SD) of the 3 models was calculated for every month in every year and compared to the same statistics for the observed daily series. This procedure was adopted in order to reveal monthly differences in reproduction ability among the 3 SDMs. Additionally, 6 temperature indices were employed to evaluate the performance of the 3 models, using the methods shown in Table 3 . For temperature indices, each daily downscaled series is used to compute monthly, seasonal, or yearly statistics. Warm and cold extremes are considered through the use of 90th percentile of T max (T max 90), and 10th percentile of T min (i.e. T min 10), respectively. The growing season length (GSL) index is calculated from daily mean temperatures (T mean ), which are defined as the average of T max and T min . The GSL starts when T mean exceeds 5°C during 5 consecutive days and ends after 5 consecutive days of temperatures below 5°C. The number of days with freeze and thaw cycle (Fr-Th) and diurnal temperature range (DTR) can be inferred with reasonable accuracy when relationships between daily T max and daily T min series of a site are reproduced accurately. Because series downscaled by MMLRc and MMLRi produce different at-site correlations between T max and T min , they yield different values for Fr-Th, and DTR at each site. However, the other indices can only be estimated separately from daily T max or daily T min series at a single site. Both MMLRi and MMLRc will therefore yield basically the same values for these indices, although values may vary slightly due to random sampling error. To assess the downscaling ability of the randomization models, all statistics and in dices evaluated from the models were compared to those from the MMLR model without random noise (MMLRn). However, the results of the MMLRc and MMLRi are provided separately only when they yielded different results, i.e. for Fr-Th and DTR.
The criteria for the comparison of results were the mean bias, standard error (SE), and root mean square error (RMSE) for estimated statistics and climate indices from statistical downscaling models. Note that the mean square error (MSE) is the sum of the variance of error and the square of bias (MSE = SE 2 + bias 2 ).
Comparison between MMLRn and CCR
Prior to implementing the MMLR approach for the SDM, the regression ability of the MMLR method (without random noise) was compared to that of the CCR, a popular latent variable multivariate regression (Burnham et al. 1996) . Fig. 3 shows average Rsquares for all T max and T min predictands of the MMLRn with selected predictors, and for CCR with a different number of canonical variables where the R-squares are calculated from the daily deterministic time series. The R-squares of CCR in creased as the number of canonical variables increased during the calibration period, whereas in the validation period R-square reached a maximum with 8 canonical variables. Although MMLRn performed slightly better than CCR during validation period based on the study area and data, the difference in R-squares between the 2 approaches was modest. This study adopted the MMLR model because it is theoretically simpler than CCR. However, linear approaches based on canonical correlation analysis have frequently been employed to statistical downscaling problems (see Huth 2002 , Busuioc et al. 2008 ). The multicollinearity among predictors is eliminated in the canonical variables of CCR. Compared to this, the MMLR could be unwieldy in predictor selection. Generally, when a model employs a randomization procedure, producing stable and robust results, this requires up to 100 or more repeated simulations. However, in our case the randomization part added a relatively small component to deterministic series of MMLRn. Therefore, this study provides the results of only one simulation for MMLRc and MMLRi, in order to compare the different model results more effectively and to avoid confusion. Before adding the random noise, a normality test was conducted for the residual series of the MMLRn model (data not shown): 71% of cases of residuals of the MMLR among a total of 216 cases (daily T max and T min × 12 months × 9 sites) fitted a normal distribution (from the Chi-square test, using the 90% confidence level).
RESULTS
In this section, the results of MMLRc and
Downscaled time series accuracy for each site
The downscaled time series of daily T max and T min from the MMLRi and the MMLRn were compared to the observed time series of the 2 variables for each site. Fig. 4 shows the R-squares of MMLRn and MMLRi for daily T max and T min over the 9 observation sites during the calibration and the validation periods. For MMLRn, R-square for T max ranged from 0.928 to 0.946 during the calibration period and from 0.924 to 0.942 during the validation period. The R-squares of the corresponding T min series were slightly smaller than those of the T max series. The differences in R-squares between the calibration and the validation periods of the T max and T min series downscaled by the MMLRn and MMLRi were less than 2% (i.e. 0.02 of R-squares) over all sites. MMLRc basically yields the same results as those of MMLRi for this index (not shown) because both models employ same amount of random noise with respect to each predictand. Similar R-squares of T max and T min based on a linear transfer function and reanalysis predictors were previously reported by Hessami et al. (2008) over other sites in eastern Canada: Rsquares ranged from 0.91 to 0.96 for T max and from 0.91 to 0.95 for T min in their applications. In our study, R-squares of the MMLRi for T max and T min were approximately 4.8 to 9.7% lower than for the MMLRn during both the calibration and the validation periods because added noises to the MMLRn T max or T min series decreased the temporal correlation between the MMLRi series and the observed series. R-squares for T max were higher than average at Stns 4, 5, and 8, located in the middle of study area, with Stn 5 showing the highest values. R-squares for T max were below average at Stns 6, 9, and 3, located in the south or northeast parts of the study area, with Stn 3 (Sept-Îles) showing the lowest values. These low values may be due to local influences being more 1991−2000 (val.) important at these 3 stations than the others, because of the topographical or land/sea variability or the presence of features such as the Appalachian mountains (Stn 6) and the Gulf of St. Lawrence (Stns 3 and 9). Stns 4 and 5, located in the middle of the study area, show higher than average R-squares for T min . In contrast to their T max results, Stns 3 and 9, located in the northeast portion of the study area, presented higher than average R-squares for T min . The variances of errors between observations and the series downscaled by the monthly based MMLRn or those by MMLRi (and MMLRc) varied more widely between months than between sites. One main cause for these monthly differences of the error variances was within-month natural variability for both daily T max and T min time series. To exemplify this, Fig. 5 shows box-whisker plots of observed T max at one single station, Cedars (Stn 1), and the RMSE of MMLRn and MMLRi for each month during the calibration period. As shown from the RMSE values, the main source of error is within the variance because the MMLRn yields unbiased estimations from predictors and the MMLRi adds random noise with zero mean to the series of MMLRn. The differences in RMSEs between MMLRn and MMLRi were larger in winter than in summer, and the interquartile range (IQR) and extreme-value ranges were also larger in winter (December to February) than in summer (June to August). In fact, the monthly variability of RMSE originates from the monthly variability of T max rather than from differences in the accuracy of the MMLR model (i.e. R-squares) for each month. Actually, Rsquares of MMLRn in winter were 8% higher on average than those in summer (data not shown). The monthly variability of RMSE (or error variances) of MMLRn implies that the MMLRi and MMLRc require random series with different monthly variances.
Spatial and temporal dependency of T max and T min
The relative performances of the 3 downscaling models in reproducing spatial coherence were as expected based on the theoretical structures of the models. MMLRn reproduces deterministic series using linear relationships between predictands and predictors for each individual site. Consequently, the MMLRn will most probably overestimate the spatial correlation between sites. For the MMLRi, total variance of predictand at each site is reproduced by adding uncorrelated random noise to the deterministic series of MMLRn. The uncorrelated random series reduce the original spatial coherence of deterministic series. For the MMLRc, the spatial correlation is properly reproduced by adding correlated random series to the deterministic series. For this reason, the MMLRc should appropriately reproduce the spatial correlation for daily T max and T min between sites. Fig. 6 shows the cross-site correlation between pairs of daily temperatures (T max or T min ) versus the distance between stations, for all combinations of station pairs, for the calibration and the validation periods. As anticipated, MMLRn and the MMLRi did not reproduce the correlation accurately. The difference in the cross-site correlation coefficients between the MMLRn and observation increased as a function of distance between sites. In contrast, the difference in the cross-site correlation coefficients be tween the MMLRi and observations increased as the distance between the sites decreased. For daily T max , differences in the averaged correlation coefficients between the model and observation during the validation period were 0.028 and 0.031 for MMLRn and MMLRi respectively. T min showed similar differences. The overestimation of the cross-site correlations by MMLRn is not surprising because MMLR predicts only the deterministic components from the atmospheric predictor variables at multiple sites. Cannon (2009) and Harpham & Wilby (2005) overestimation of cross-site correlations among multi-site temperature and/or precipitation series downscaled by transfer function techniques without randomization. By adding spatially uncorrelated random noises to the MMLRn of each site, MMLRi yields much smaller cross-site correlation coefficients than MMLRn. However, MMLRi cannot reproduce the observed cross-site correlations. Hence, the cross-site correlation coefficient values of the MMLRc showed better agreement with those of observations over the 2 periods. However, during the validation period, MMLRc slightly underestimated the cross-site correlation values of observations for both T max and T min , as these have changed over time with slightly larger values in the validation period than during the calibration period. MMLRc does not capture this difference and yields almost the same values for both periods. This is mainly due to this difference not being predicted by MMLRn from reanalysis predictors, and then this is propagated in the MMLRc model as the covariance structure of random noise in the validation period, inherited from the calibration period. Fig. 7 shows at-site correlation between T max and T min over all observation sites for the MMLRn, MMLRc, and MMLRi. The MMLRn over-estimated the correlation values during the calibration and the validation periods. The MMLRi underestimated the observed correlations, but the MMLRc reproduced the at-site correlation between T max and T min quite well during both the calibration and the validation periods. The reasons for the over and under estimations by MMLRn and MMLRi of this statistic are the same as for the cross-site correlations. MMLRc, however, slightly underestimated the correlation at Stns 2, 4, 5, 6, 7 and 8 for the validation period. Observed correlations between the calibration and validation periods were similar except for Stns 6 and 7. However, MMLRn yielded smaller correlation values for the validation period than for the calibration period. Consequently, MMLRc showed a similar pattern of results between the two periods. This is mainly due to the deterministic component of the MMLR model as was the case for the spatial correlation. On average, the differences in averaged correlation coefficients between observation and the model generations were 0.042 for the MMLRn, 0.003 for the MMLRc, and 0.024 for the MMLRi during the validation period. 
Statistics and climate indices
The monthly mean and SD of the daily T max and T min and climate indices shown in Table 3 were evaluated. As expected from theory, for monthly mean T max and T min , the MMLRn model performed clearly better than the randomization approaches (i.e. MMLRc and MMLRi), reflecting the better temporal agreement between MMLRn series and the observed series compared with the randomization approaches. On the other hand, the randomization approaches gave clearly better results for monthly SD T max and T min , T max 90, T min 10 than MMLRn, because they reproduce total variance of predictands better by adding random series to the deterministic series of MMLRn model. Table 4 shows the bias, SE, and RMSE of the MMLRn and the MMLRc for each statistic and index for all observation sites during the calibration and the validation periods. The results for the MMLRi are not shown in Table 4 , but the relevant results for Fr-Th and DTR are discussed in Figs. 10 & 11. The MMLRc showed lower RMSEs for SD T max , SD T min , T max 90, T min 10, and Fr-Th than the MMLRn for the validation period. For the same period, the MMLRn performed better in reproducing mean T max , mean T min , FSL, GSL, and DTR than the MMLRc. For the calibration period, the biases, SEs, and RMSEs of all statistics and climate indices showed almost identical patterns as those for the calibration period. This result indicates that the MMLRc can reproduce total variance of T max and T min series better than the MMLRn, although the latter is better at reproducing central tendencies and duration indices. Table 4 . Biases, standard deviations of errors (SEs), and root mean square errors (RMSEs) of the estimated statistics and climatic indices shown in Table 3 , produced by multivariate multiple linear regression (MMLR) models MMLRn and MMLRc (for details see Section 2) during the calibration period (1961−1990) and validation period (1991−2000) . The statistics and index values were calculated every year from 9 observation stations in Quebec, Canada (see Fig. 2 ) at the time scales shown in Box-whisker plots were used to compare observed monthly SD of T max and T min and of percentiles (T max 90 and T min 10) to those of downscaling models. The box-whisker plots show results for representative Stn 4 (Bagotville A, see Fig. 2 ), which is located in the middle of the study area. Fig. 8 , plots the observed values of the monthly SD of T max and downscaled values produced by the MMLRn and the MMLRc in the validation period 1991 to 2000, for 6 months: February, April, June, August, October, and December. The MMLRn underestimated this statistic for these months. Harpham & Wilby (2005) reported the underestimation of SD of daily precipitation series downscaled by artificial neural network techniques without randomization and the underestimation was up to 35% in their study area. The MMLRc showed better reproduction ability for the lower and upper quartiles and median of observed values than MMLRn for all months. Note that the main source of the RMSE of the MMLRn model is bias whereas that of the MMLRc is SE (see Table 4 ). The box-whisker plots of monthly SD of T min for observations and for both models (not shown) were similar to those shown in Fig. 8 . Fig. 9 shows the box-whisker plots of seasonal T max 90 and T min 10 for the observed values and downscaled values produced by the MMLRn and the MMLRc on Stn 4 during the validation period. Fig. 9a−d shows that MMLRn underestimated the observed T max 90. However, the MMLRc displayed a much smaller bias and reproduced this extreme index quite well. As shown in Table 4 , the RMSEs of the MMLRc were smaller than those of the MMLRn for all sites for both the calibration and the validation periods, even though it had larger SEs than the MMLRn. Results for T min 10 (Fig. 9e−h) were basically similar to those for T max 90. The MMLRn tended to overestimate T min 10, compared to the observations. Note that, for this index, the RMSEs of the MMLRc were smaller than those of the MMLRn for all sites for both the calibration and the validation periods (see Table 4 ).
As shown in Table 4 , the MMLRn model slightly outperformed the MMLRc for FSL and GSL. These 2 duration indices might be mainly affected by the mean tendency of temperature rather than daily temperature variability. Thus, better performance can be expected from the MMLRn than the MMLRc for these 2 indices. The MMLRn predicts deterministic components of T max and T min using linear regression and the independent atmospheric predictors, and the For the DTR and Fr-Th, the results of MMLRc and MMLRi are provided separately because the correlated daily T max and T min series on each site are required to calculate the 2 indices. The scatter plots of observed versus downscaled DTR for MMLRn, MMLRc, and MMLRi are shown in Fig. 10a ,b & c, respectively, for all sites during the validation period, and for the 4 seasons. Among the 3 models, the MMLRn performed best for this index. The biases were 0.101, 0.315, and 0.396°C, and the RMSEs were 0.639, 0.781, and 0.952°C for the MMLRn, MMLRc, and MMLRi, respectively, during the validation period. Without randomization, the DTR was reproduced most accurately by the MMLRn. MMLRn can be expected to perform best for this index because DTR is calculated for each season and the MMRLn series show stronger temporal correlations with observed daily T max and T min series than those of MMLRc at each site. Since MMLRn reproduced autocorrelation in each season more adequately, DTR results were better than for MMLRi and MMLRc. When randomized errors were added to the downscaled series by the MMLRn, the MMLRc reproduced this index better than the MMLRi, as the MMLRc accurately reproduced the at-site temporal correlation between T max and T min . The difference in RMSE between the 2 models was 0.140°C during the validation period. Observed and downscaled values of this index showed larger variances in winter and spring than those in summer and autumn. MMLRc could perform as well as MMLRn if it were able to adequately reproduce the correlation between daily T max and T min time series at each site. However, the MMLRn tended to underestimate this index when the observed Fr-Th was <10 d, and it tended to overestimate the Fr-Th when the observed value was within the range of 15 to 20 d. In the study area, the observed Fr-Th is relatively small during winter (e.g. December, January, and February) and from May to October. In contrast, the Fr-Th has a large value when most daily T max and T min values are near zero (e.g. March, April, and November). MMLRn produces temporal series that vary less than observed daily T max and T min series. Therefore, MMLRn can be expected to yield underestimated values during months with small Fr-Th and overestimated values when Fr-Th monthly values are large. Furthermore, the Fr-Th is more affected by the daily temperature variability than FSL and GSL around the threshold of 0°C (i.e. Fr-Th is strongly sensitive to the concomitant daily T max and T min variability), as these 2 latter indices are only dependent on a fixed threshold of T min or T mean , respectively.
CONCLUSIONS
This study describes a MMSDM procedure based on a hybrid structure combining a transfer function downscaling approach and a stochastic randomization procedure. The resulting MMSDM can downscale multiple predictands at multiple observation sites simultaneously, and can therefore be a multisite and multivariate extension of previous single site and single variable statistical downscaling models (e.g. Wilby et al. 2002 , Hessami et al. 2008 ). In the MMSDM, the MMLR was employed for simultaneously downscaling daily T max and T min at 9 observation sites in southern Quebec, Canada. The unexplained total variance, spatial (i.e. inter-site) dependency of a single predictand and the temporal dependency of multiple predictands at a given site were reproduced by adding correlated random noise generated from multivariate normal distribution to the deterministic series downscaled using the MMLR approach. The downscaled daily T max and T min series generated by the MMSDM, called MMLRc in this study, were compared to the observed series for the following 3 aspects: (1) spatial dependency of T max and T min , (2) at-site correlation between T max and T min , and (3) monthly statistics and climate extreme indices. The results of the MMLRc were also compared to those of MMLR without random noise (MMLRn) and MMLR with uncorrelated random noise (MMLRi) to determine the reliability of the stochastic randomization procedure in the MMSDM.
The MMLRn showed better agreement than MMLRc and MMLRi with observed predictands during the calibration and the validation periods, although it underestimated the total variance of predictands. The R-squares between observations and series downscaled by the randomization approach models (i.e. MMLRc and MMLRi) were 4.8 to 9.7% lower than those downscaled by the MMLRn because of the random noise added by the statistical randomization procedure. This result simply implies that downscaled predictand series generated by the randomization approach are less consistent with the observed series for a single site; i.e. they may be less consistent with the NCEP/NCAR reanalysis predictors and with future AOGCM atmospheric predictors using methods other than the MMLRn. Hence, the linear-regression downscaling approach without a randomization procedure may serve as an alternative to downscaling a predictand, a method more consistent with AOGCM predictors, and it could be used to project the averaged central tendency of a predictand. However, the use of a randomization procedure is recommended to better reproduce variance, extreme events, and the inter-annual variability of the predictands, which are generally more poorly modeled than mean climate information by the MMLRn. The MMLRc accurately reproduced both the crosssite correlation among the multi-site T max , and multisite T min and the at-site temporal correlation between T max and T min for each site. The MMLRn model did not reproduce these characteristics exactly and tended to overestimate most correlations, while the MMLRi tended to underestimate these correlations. Therefore, the MMLRc appears to be the best option for downscaling a spatially correlated climate variable at multiple observation sites, and/or temporally correlated multiple climate variables at a single ob servation site.
The MMLRc and MMLRi performed better than the MMLRn model in reproducing monthly SDs of daily T max and T min , as well as T max 90 and T min 10. These results are reasonable because the downscaled daily T max and T min series generated by the 2 randomization approach models represent the variability of the observed daily T max and T min series better than those by the MMLRn model. However, the 2 randomization approach models yielded larger standard errors than the MMLRn for the monthly mean of daily T max and daily T min . This suggests that the randomization approach might be more appropriate for the reproduction of extreme events (e.g. annual maximum and minimum temperatures, T max 90 and T min 10) of a predictand than the simplified regression model. For the FSL, GSL, and DTR, the MMLRn model performed better than the other 2 models. For the 2 duration indices (i.e. FSL and GSL), a regression approach may be preferable to the randomization models, because the former reproduces temporal variations, such as seasonality, in the observed daily T max and T min time series from series that are more closely correlated with observations than those produced by randomization models. However, the differences in the indices between randomization and regression approaches were modest: differences between the RMSEs of MMLRn and MMLRc for these 2 indices were <1.3% of the averaged values of the observed indices for the validation period. Although MMLRn performed best for mean DTR, the MMLRc also performed fairly well for this index, and for Fr-Th, because the MMLRc accurately reproduced at-site temporal correlation between daily T min and T max series. The MMLRc also performed better for these indices than the MMLRi. The MMLRc is therefore relevant when the objective is to downscale temporally correlated multiple climate variables at an observation site from AOGCM predictors. The randomization procedure was adopted for the MMSDM because it can easily reproduce the spatial coherence among multiple observation sites and correlation between multiple variables. Cannon (2009) and Bürger & Chen (2005) reported that the variance inflation approaches misrepresent spatial correlation for multi-site downscaling of daily temperature and/or precipitation because the variance inflation factors in the transfer function do not account for the spatial dependence between sites. In this respect, variance inflation is not within the scope of this study, which focuses on multi-site downscaling. However, variance inflation approaches can be expected to perform better than MMLRn, and similarly to MMLRc, in reproducing the variance and extreme percentiles of daily temperatures for single-site downscaling.
In future work, the performance of this randomization approach will be evaluated by comparing it to the variance inflation approach in terms of at-site downscaling ability for temperatures. The proposed MMLRc model will be tested for other predictands such as daily precipitation series from multiple observation sites. It is a well known problem that transfer function models with atmospheric predictors can explain only 20 to 40% of observed variance of daily precipitation (see Wilby et al. 2002 , Hessami et al. 2008 for reviews). Therefore, larger variance of random noise should be required for precipitation than for the temperature fields. Additional weather generator techniques such as Markov chain model and probability distribution functions might be employed to properly downscale daily precipitation series using the MMLRc. 
