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CLASSIFICATION OF ISOLATED SINGULARITIES OF NONNEGATIVE
SOLUTIONS TO FRACTIONAL SEMI-LINEAR ELLIPTIC EQUATIONS
AND THE EXISTENCE RESULTS
Huyuan Chen Alexander Quaas
Abstract. In this paper, we classify the singularities of nonnegative solu-
tions to fractional elliptic equation
(−∆)αu = up in Ω \ {0},
u = 0 in RN \ Ω,
(1)
where p > 1, Ω is a bounded, C2 domain in RN containing the origin, N ≥ 2
and the fractional Laplacian (−∆)α is defined in the principle value sense.
We obtain that any classical solution u of (1) is a weak solution of
(−∆)αu = up + kδ0 in Ω,
u = 0 in RN \ Ω
(2)
for some k ≥ 0, where δ0 is the Dirac mass at the origin. In particular, when
p ≥ N
N−2α , we have that k = 0; when p <
N
N−2α , u has removable singularity
at the origin if k = 0 and if k > 0, u satisfies
lim
x→0
u(x)|x|N−2α = cN,αk,
where cN,α > 0.
Furthermore, when p ∈ (1, N
N−2α), we obtain that there exists k
∗ > 0 such
that problem (1) has at least two positive solutions for k < k∗, a unique
positive solution for k = k∗ and no positive solution for k > k∗.
1. Introduction
Our purpose of this paper is to classify the singularities of nonnegative solutions of
fractional semi-linear elliptic problem
(−∆)αu = up in Ω \ {0},
u = 0 in RN \ Ω,
(1.1)
where p > 1, Ω is a C2 bounded domain in RN containing the origin, N ≥ 2, the fractional
Laplacian (−∆)α is defined in the principle value sense, i.e.
(−∆)αu(x) = cN,α lim
ǫ→0+
∫
RN\Bǫ(0)
u(x)− u(z)
|x− z|N+2α
dz.
Here Bǫ(0) is the ball with radius ǫ centered at the origin and cN,α > 0 is the normalized
constant, see [25].
AMS Subject Classifications: 35J60, 35J20.
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When α = 1, −∆ is the well-known Laplace operator and the related isolated singular
problem
−∆u = up in Ω \ {0}
u ≥ 0 in Ω \ {0}, u = 0 on ∂Ω
(1.2)
has been classified by Lions in [26] for p ∈ (1, N
N−2), by Aviles in [1] for p =
N
N−2 , by Gidas
and Spruck in [19] for N
N−2 < p <
N+2
N−2 , by Caffarelli, Gidas and Spruck in [9] for p =
N+2
N−2 .
When p ∈ (1, N
N−2 ), Lions in [26] showed that any nonnegative solution of (1.2) is a very
weak solution of
−∆u = up + kδ0 in Ω,
u = 0 on ∂Ω
(1.3)
for some k ≥ 0, and further noted that there exists k∗ > 0 such that for k ∈ (0, k∗), problem
(1.3) has at least two solutions including the minimal solution and a Mountain Pass type
solution; for k = k∗, problem (1.3) has a unique solution; there is no solution of (1.3) for
k > k∗. So the solution of (1.2) has either the singularity of |x|2−N or removable singularity
when p ∈ (1, N
N−2 ). In contrast with problem (1.3) with source nonlinearity, Ve´ron in [36]
showed that the semi-linear elliptic equations with absorption terms
−∆u+ up = 0 in Ω \ {0},
u = 0 on ∂Ω,
(1.4)
admits positive solutions, when p ∈ (1, N
N−2 ), which satisfy
either lim
x→0
u(x)|x|N−2 = cNk or lim
x→0
u(x)|x|
2
p−1 = cp > 0
for k > 0, denoting by uk and u∞ respectively. Furthermore, u∞ is the limit of {uk}k as
k → +∞ and uk is a weak solution of
−∆u+ up = kδ0 in Ω,
u = 0 on ∂Ω.
(1.5)
Such an object has been extended to the equations with Radon measures or boundary
measure data in [5, 8, 20, 22, 23] and more related topics see references [2, 3, 7, 37].
When α ∈ (0, 1), (−∆)α is a non-local operator, which has been studied by Caffarelli and
Sivestre in [11, 12, 14], and fractional equations with measures and absorption nonlinearity
in type (1.5) have been studied by Chen and Ve´ron in [16, 17]. In the source nonlinearity
case, Chen, Felmer and Ve´ron in [15] obtained one solution for
(−∆)αu = g(u) + σν in Ω,
u = 0 in RN \ Ω,
where σ > 0 small, ν is a Radon measure and nonnegative function g satisfies the integral
subcritical condition ∫ +∞
1
g(s)s−1−
N
N−2α ds < +∞.
Our interest in this paper is to classify the singularities of (1.1) and then to obtain the ex-
istence of singular solutions of (1.1) by considering the very weak solutions of corresponding
problem with Dirac mass.
The classification of singularities of nonnegative solutions for (1.1) states as follows.
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Theorem 1.1. Assume that p > 1 and u is a nonnegative classical solution of (1.1).
Then u ∈ Lp(Ω) and there exists k ≥ 0 such that u is a very weak solution of
(−∆)αu = up + kδ0 in Ω,
u = 0 in RN \Ω,
(1.6)
that is, u ∈ Lp and ∫
Ω
[u(−∆)αξ − upξ] dx = kξ(0), ∀ξ ∈ C∞c (Ω), (1.7)
where C∞c (Ω) is the space of all the functions in C
∞(RN ) with the support in Ω. Further-
more,
(i) When p ≥ N
N−2α , we have that k = 0.
(ii) When p ∈ (1, N
N−2α ), if k = 0, u is a classical solution of
(−∆)αu = up in Ω,
u = 0 in RN \ Ω;
(1.8)
if k > 0, then u satisfies
lim
x→0
u(x)|x|N−2α = cN,αk. (1.9)
Notice that for α = 1, by the local property of the Laplacian and Integration by Part
formula, the solution u of (1.2) has the following essential estimate of the singularity of the
average in sphere of the corresponding solution
u¯(r) ≤
c1
rN−2
, r > 0 small,
where c1 > 0 and u¯(r) =
∫
∂Br(0)
u(x) dω(x), then it is available to apply the Schwartz’s
Theorem in [30] to classify the singularity of solutions of (1.2). However, for α ∈ (0, 1),
because of the nonlocal property of the fractional Laplacian, problem (1.1) can not be
translated into ODE by the average sphere function. The strategy to prove Theorem 1.1 is
to derive u ∈ Lp(Ω) and to scale the typical test functions and by using the positiveness of
the solution to derive that
L(ξ) :=
∫
Ω
[u(−∆)αξ − upξ]dx = kξ(0), ∀ξ ∈ C∞c (Ω).
We notice that k = 0 in the super critical case, i.e. p ≥ N
N−2α , which means that the
singularity of positive solution is not visible in the distribution sense.
From Theorem 1.1, the solution of (1.1) may have the singularity as |x|2α−N or removable
singularity at the origin. Next we consider the existence and nonexistence singular solution
of (1.1) by dealing with the very weak solutions to (1.6) when p ∈ (1, N
N−2α ).
Theorem 1.2. Assume that p ∈ (1, N
N−2α ), then there exists k
∗ > 0, such that
(i) for k ∈ (0, k∗), problem (1.6) admits a minimal positive solution uk and a Mountain-
Pass type solution wk > uk, both solutions are classical solutions of (1.1) and satisfy (1.9);
(ii) for k = k∗, problem (1.6) admits a unique positive solution uk , which is a classical
solution of (1.1) and satisfies (1.9);
(iii) for k ≥ k∗, problem (1.6) admits no solution.
We remark that the minimal positive solution of (1.1) is derived by iterating an increasing
sequence {vn}n defined by
v0 = kGα[δ0], vn = Gα[v
p
n−1] + kGα[δ0],
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where Gα[·] is the Green operator defined as
Gα[f ](x) =
∫
Ω
Gα(x, y)f(y)dy
and Gα is the Green kernel of (−∆)
α in Ω × Ω. The properties of Green’s function see
Theorem 1.1 in [18]. To insure the convergence of the sequence {vn}n, we need to construct
a suitable barrier function by using the estimate
Gα[G
p
α[δ0]] ≤ c2Gα[δ0] in Ω \ {0},
where c2 > 0. By the analysis the stability of the minimal solution, we deduce the existence
of the very weak solution in the case that k = k∗ and for k ∈ (0, k∗), we construct Mountain
Pass solution υk for the problem
(−∆)αu = (uk + u+)
p − upk in Ω,
u = 0 in RN \ Ω
and then the Mountain Pass type solution υk + uk is a solution of (1.6).
The paper is organized as follows. In Section 2, we show the integrability of the solution
u of (1.1) and the isoltated support of operator generated by (−∆)αu − up. Section 3 is
devoted to do classification of the singularities of (1.1). Finally, in Section 4 we prove the
existence and nonexistence of very weak solutions of problem (1.6).
2. Preliminary results
We start our analysis from the integrality of nonnegative solution u to the fractional
problem (1.1). In what follows, denote by ci the positive constant with i ∈ N, Gα denotes
the Green’s function of (−∆)α in Ω× Ω and Gα[·] is the Green operator defined as
Gα[f ](x) =
∫
Ω
Gα(x, y)f(y)dy.
Proposition 2.1. Assume that p > 1 and u is a nonnegative classical solution of (1.1).
Then
u ∈ Lp(Ω). (2.1)
Proof. If up 6∈ L1(Ω), then it implies by u ∈ L∞loc(Ω \ {0}) that
lim
r→0+
∫
Ω\Br(0)
up dx = +∞.
So for any r > 0, there exist decreasing sequence {Rn}n such that Rn ∈ (0, r), limn→∞Rn =
0 and ∫
Br(0)\BRn (0)
up dx = n. (2.2)
Let vn be the solution of
(−∆)αvn = χΩ\BRn (0)u
p in Ω,
vn = 0 in R
N \ Ω,
where χO = 1 in O and χO = 0 in R
N \O for any domain O in RN .
Let Γ0 be the Fundamental solution of
(−∆)αΓ0 = δ0 in R
N .
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In fact, Γ0(x) = cN,α|x|
2α−N for x ∈ RN \ {0}. Since u ≥ 0 in Ω \ {0}, limx→0(u+Γ0)(x) =
+∞ and vn is bounded in Ω, then there exists r > 0 such that u+ Γ0 ≥ vn in Br(0) \ {0}
and it implies by Comparison Principle [13, Theorem 2.3] that for any n ∈ N
u+ Γ0 ≥ vn in R
N \ {0}. (2.3)
Since limy→xG(x, y) = +∞ for x ∈ Ω, there exists r0 > 0 such that G(x, y) ≥ 1 for
x, y ∈ Br0(0), and by (2.2),
vn(x) = Gα[χΩ\BRn (0)u
p] =
∫
Ω\BRn (0)
G(x, y)up(y)dy
≥
∫
Br0 (0)\BRn (0)
up(y)dy
= n→ +∞ as n→∞,
which together with (2.3) implies that u + Γ0 = +∞ in Br0(0) and this is impossible.
Therefore, we have that up ∈ L1(Ω). 
To improve the regularity, we need following regularity result.
Proposition 2.2. [34, Proposition 1.4]
Let h ∈ Ls(Ω) with s ≥ 1, then, there exists c3 > 0 such that
(i)
‖Gα[h]‖L∞(Ω) ≤ c3‖h‖Ls(Ω) if
1
s
<
2α
N
; (2.4)
(ii)
‖Gα[h]‖Lr(Ω) ≤ c3‖h‖Ls(Ω) if
1
s
≤
1
r
+
2α
N
and s > 1; (2.5)
(iii)
‖Gα[h]‖Lr(Ω) ≤ c3‖h‖L1(Ω) if 1 <
1
r
+
2α
N
. (2.6)
In the searching the second solution of (1.6), Mountain Pass theorem is applied in the
Hilbert space Hα0 (Ω), defined by the closure of C
∞
c (Ω) under the norm of
‖v‖α =
(∫
RN
∫
RN
|v(x) − v(y)|2
|x− y|N+2α
dxdy
) 1
2
.
The corresponding inner product in Hα0 (Ω) is given as
〈u, v〉α =
∫
RN
∫
RN
[u(x) − u(y)][v(x) − v(y)]
|x− y|N+2α
dxdy.
Proposition 2.3. For s ∈ [0, 2α), the embedding:
Hα0 (Ω) →֒ L
q(Ω, |x|−sdx)
is continuous and compact for
q ∈ [1,
2N − s
N − 2α
).
Proof. From Theorem 6.10 and Theorem 7.1 in [25], it is known that the embedding
Hα0 (Ω) →֒ L
q(Ω)
is continuous for
q ∈ [1,
2N
N − 2α
]
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and is compact for
q ∈ [1,
2N
N − 2α
).
By using Ho¨lder inequality, for q ∈ [1, 2N−s
N−2α), let t =
1
q
2N
N−2α , then
qt =
2N
N − 2α
,
st
t− 1
=
s
2N − q(N − 2α)
< N
and ∫
Ω
uq
|x|s
dx ≤
(∫
Ω
uqt dx
) 1
t
(∫
Ω
|x|−
st
t−1 dx
)1− 1
t
, (2.7)
thus, the embeddingHα0 (Ω) →֒ L
q(Ω, |x|−sdx) is continuous. Now we choose tǫ =
1
q
2N
N−2α−ǫ
for ǫ > 0 sufficient small, then (2.7) holds with qtǫ <
2N
N−2α and
stǫ
tǫ−1
< N , so the embedding
Hα0 (Ω) →֒ L
q(Ω, |x|−sdx) is compact for q ∈ [1, 2N−s
N−2α ). 
Lemma 2.1. Let τ ∈ (0, N), then for x ∈ B 1
2
(0) \ {0},
Gα[| · |
−τ ](x) ≤


c2|x|
−τ+2α if τ > 2α,
−c2 log(|x|) if τ = 2α,
c2 if τ < 2α.
(2.8)
For p ∈ (1, N
N−2α ), there holds
Gα[G
p
α[δ0]] ≤


c2|x|p(2α−N)+2α if p ∈ (
2α
N−2α ,
N
N−2α),
−c2 log(|x|) if p =
2α
N−2α ,
c2 if p <
2α
N−2α
(2.9)
and
Gα[G
p
α[δ0]] ≤ c2Gα[δ0] in Ω \ {0}. (2.10)
Proof. For x ∈ B 1
2
(0) \ {0}, we have that
Gα[| · |
−τ ](x) ≤ cN,α
∫
BR0 (0)
1
|x− y|N−2α
1
|y|τ
dy
= cN,α|x|
2α−τ
∫
BR0
|x|
(0)
1
|ex − y|N−2α
1
|y|τ
dy
≤ c4|x|
2α−τ
∫
BR0
|x|
(0)
1
1 + |y|N−2α+τ
dy
≤


c2|x|
−τ+2α if τ > 2α,
−c2 log(|x|) if τ = 2α,
c2 if τ < 2α,
where ex =
x
|x| and R0 > 0 such that Ω ⊂ BR0(0).
From [18], we know that
Gα[δ0](x) ≤
cN,α
|x|N−2α
and
G
p
α[δ0](x) ≤
cpN,α
|x|(N−2α)p
, ∀x ∈ Ω \ {0},
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then we apply (2.8) to obtain (2.9) and (2.10). 
Let η0 : R
N → [0, 1] be a C∞ radially symmetric function increasing with respect to |x|
such that η0 = 1 in R
N \B2(0) and η0 = 0 in B1(0). Let ηǫ(x) = η0(ǫ
−1x) for x ∈ RN and
uǫ = uηǫ. (2.11)
By direct computation, we have that
(−∆)αuǫ(x) = ηǫ(x)(−∆)
αu(x) + u(x)(−∆)αηǫ(x)
−
cN,α
2
∫
RN
(u(x)− u(y))(ηǫ(x)− ηǫ(y))
|x− y|N+2α
dy, ∀x ∈ Ω \ {0}
and
(−∆)αuǫ(0) = lim
x→0
(−∆)αuǫ(x) = −cN,α
∫
RN\Bǫ(0)
u(y)ηǫ(y)
|y|N+2α
dy.
Denote by L the operator related to (−∆)αu− up in the distribution sense, i.e.
L(ξ) =
∫
Ω
[u(−∆)αξ − upξ] dx, ∀ξ ∈ C∞c (Ω). (2.12)
Lemma 2.2. For any ξ ∈ C∞c (Ω) with the support in Ω \ {0},
L(ξ) = 0.
Proof. For any ξ ∈ C∞c (Ω), applying the Integral by Parts formula, see Lemma 2.2 in [16],
it infers that ∫
Ω
ξ(−∆)αuǫ dx =
∫
Ω
uǫ(−∆)
αξ dx. (2.13)
Since ξ ∈ C∞c (Ω) has the support in Ω \ {0}, then there exists r > 0 such that ξ = 0 in
Br(0) and if we put the ǫ > 0 small enough, we have that
|
∫
Ω
[u(−∆)αξ − upξ] dx|
≤ |
∫
Ω
[uǫ(−∆)
αξ − upξ] dx|+ |
∫
Ω
|(1− ηǫ)u(−∆)
αξ| dx
≤
∫
B2ǫ(0)
|u(−∆)αξ| dx+
∫
Ω
|ξ(−∆)αuǫ − u
pξ| dx
+
∫
Ω
u|ξ||(−∆)αηǫ|dx+
cN,α
2
∫
Ω
|
∫
RN
(u(x)− u(y))(ηǫ(x)− ηǫ(y))
|x− y|N+2α
dy||ξ(x)| dx
=
∫
B2ǫ(0)
|u(−∆)αξ| dx+
∫
Ω\Br(0)
|ξ(−∆)αuǫ − u
pξ| dx+
∫
Ω\Br(0)
u|ξ||(−∆)αηǫ(x)|dx
+
cN,α
2
∫
Ω\Br(0)
|
∫
RN
(u(x) − u(y))(ηǫ(x)− ηǫ(y))
|x− y|N+2α
dy||ξ(x)| dx,
where uǫ is defined in (2.11). For x ∈ Ω \Br(0) and ǫ <
r
4 , we have that
(−∆)αuǫ(x) = cN,αP.V.
∫
RN
u(x)− uǫ(y)
|x− y|N+2α
dy
= (−∆)αu(x) + cN,α
∫
B2ǫ(0)
(1− ηǫ(y))u(y)
|x− y|N+2α
dy,
where |x− y| > r − 2ǫ and then we have that
lim
ǫ→0
‖(−∆)αuǫ − (−∆)
αu‖L∞(Ω\Br(0)) = 0,
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which implies that
lim
ǫ→0
∫
Ω\Br(0)
|ξ(−∆)αuǫ − u
pξ| dx = 0. (2.14)
For x ∈ Ω \Br(0) and ǫ <
r
4 , we have that
|(−∆)αηǫ(x)| = cN,α
∫
B2ǫ(0)
1− ηǫ(y)
|x− y|N+2α
dy ≤ cǫN (r − 2ǫ)−N−2α,
then we imply that
lim
ǫ→0
∫
Ω\Br(0)
u|ξ||(−∆)αηǫ(x)|dx = 0. (2.15)
Finally, for x ∈ Ω \Br(0) and ǫ <
r
4 , there holds that∫
Ω\Br(0)
|
∫
RN
(u(x)− u(y))(ηǫ(x)− ηǫ(y))
|x− y|N+2α
dy||ξ(x)|dx
=
∫
Ω\Br(0)
|
∫
B2ǫ(0)
(u(x) − u(y))(1− ηǫ(y))
|x− y|N+2α
dy||ξ(x)|dx
≤ (r − 2ǫ)−N−2α‖ξ‖L∞(Ω)
[
2N cN,αǫ
N
∫
Ω
u(x) dx+
∫
B2ǫ(0)
u(y)dy
]
≤ (r − 2ǫ)−N−2α‖ξ‖L∞(Ω)
[
2N cN,αǫ
N
∫
Ω
u(x) dx+ c5ǫ
2α
]
→ 0 as ǫ→ 0,
which, together with (2.14) and (2.15), implies that∫
Ω
[u(−∆)αξ − upξ] dx = 0.
Therefore, L(ξ) = 0 for any ξ ∈ C∞c (Ω) with the support in Ω \ {0}. 
3. Isolated singularities
From (2.1), then u ∈ L1(Ω) and for any ξ ∈ C∞c (Ω),
|
∫
Ω
u(−∆)αξ dx| < +∞,
so L is a bounded functional of C∞c (Ω). From Lemma 2.2, for any ξ ∈ C
∞
c (Ω) with the
support in Ω \ {0}, then
L(ξ) = 0.
This means that the support of L is a isolated set {0} and by Theorem XXXV in [30] (see
also Theorem 6.25 in [33]) it implies that
L =
∞∑
|a|=0
kaD
aδ0, (3.1)
where a = (a1, · · · , aN ) is a multiple index with ai ∈ N, |a| =
∑N
i=1 ai and in particular,
D0δ0 = δ0. Then we have that
L(ξ) =
∫
Ω
[u(−∆)αξ − upξ] dx =
∞∑
|a|=0
kaD
aξ(0) for ∀ξ ∈ C∞c (Ω). (3.2)
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Proposition 3.1. Assume that p > 1 and a is multiple index. Then
ka = 0 for any |a| ≥ 2α. (3.3)
In particular, if α ∈ (0, 12 ], then there exists k ≥ 0 such that
L = kδ0.
Proof. For any multiple index a = (a1, · · · , aN ), let ζa be a C
∞ function such that
supp(ζa) ⊂ B1(0) and ζa(x) = ka
N∏
i=1
xaii for x ∈ B1(0). (3.4)
Now we use the following test functions in (3.2),
ξǫ(x) := ζa(ǫ
−1x), ∀x ∈ RN .
Observe that ∑
|a|≤q
kaD
aξǫ(0) =
k2a
ǫ|a|
N∏
i=1
ai!,
where ai! = ai · (ai − 1) · · · 1 > 0 and ai! = 1 if ai = 0.
Let r > 0 and then
|
∫
Ω
u(−∆)αξǫ dx| =
1
ǫ2α
|
∫
Ω
u(x)(−∆)αζa(
1
ǫ
x) dx|
≤
1
ǫ2α
[∫
Ω\Br(0)
u(x)|(−∆)αζa(
1
ǫ
x)| dx+
∫
Br(0)
u(x)|(−∆)αζa(
1
ǫ
x)| dx
]
.
Fix r, we see that
|(−∆)αζa(
1
ǫ
x)| → 0 as ǫ→ 0 uniformly in Ω \Br(0),
then ∫
Ω\Br(0)
u(x)|(−∆)αζa(
1
ǫ
x)|dx→ 0 as ǫ→ 0.
Furthermore,
∫
Br(0)
u(x)|(−∆)αζa(
1
ǫ
x)| dx ≤ ‖(−∆)αζa‖L∞(RN )
(∫
Br(0)
up(x) dx
) 1
p
|Br(0)|
p−1
p
≤ c6‖(−∆)
αζa‖L∞(RN )‖u‖Lp(Ω)r
p−1
p
N
→ 0 as r → 0.
Therefore, we have that
|
∫
Ω
u(−∆)αξǫ dx| = ǫ
−2αo(1). (3.5)
On the other side, we see that∫
Ω
upξǫ dx =
∫
Bǫ(0)
up(x)ζa(
1
ǫ
x) dx
≤ ‖ζa‖L∞(Ω)
∫
Bǫ(0)
up(x) dx→ 0 as ǫ→ 0.
For |a| ≥ 2α, we have that
k2a ≤ c7ǫ
|a|[ǫ−2αo(1) + o(1)] → 0 as ǫ→ 0,
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then we have ka = 0 by arbitrary of ǫ in (3.4) . Thus (3.3) holds true.
In the particular of α ∈ (0, 12 ], since |a| ∈ N and 2α ≤ 1, then we have that ka = 0 for all
|a| ≥ 1. The proof ends. 
From Proposition 3.1, it implies that for α ∈ (12 , 1), the expression (3.1) reduces to
L = kδ0 +
N∑
i=1
kiDiδ0. (3.6)
where 〈Diδ0, ξ〉 =
∂ξ(0)
∂xi
. We observe that
Gα(x, y) =
cN,α
|x− y|N−2α
− g(x, y),
where g is α−harmonic function such that g(x, y) =
cN,α
|x−y|N−2α
if x ∈ RN \Ω or y ∈ RN \Ω,
then we have that
Gα[Diδ0](x) = (N − 2α)
xi
|x|N−2α+2
− ∂xig(x, 0),
and
|∂xig(x, 0)| ≤ c8ρ
α−1(x),
where c8 > 0 and ρ(x) = dist(x,R
N \ Ω).
Proposition 3.2. Assume that p > 1, α ∈ (12 , 1), and ki ∈ N is from (3.6). Then
ki = 0 for any i = 1, · · · , N. (3.7)
Proof. Since
Γ(x) : = kGα[δ0](x) +
N∑
i=1
kiGα[Diδ0]
=
cN,αk
|x|N−2α
+ cN,α
N∑
i=1
ki
xi
|x|N−2α+2
+ cN,α
N∑
i=1
∂xig(x, 0),
where g is a bounded function, then Γ must change signs if ki 6= 0 for some i. Now assume
that there exists i such that ki 6= 0. We observe that
u = Gα[u
p] + Γ (3.8)
and there is t ∈ (0, 1) such that
At := {x ∈ Ω \ {0} : ki
x
|x|
· ei > t} 6= ∅
and
1
c9
|x|2α−N−1 < Γ(x) ≤ c9|x|
2α−N−1 + c9ρ
α−1(x), x ∈ At,
where c9 > 1. So if p ≥
N
N−2α+1 , then Γ
p 6∈ L1(At) and u
p 6∈ L1(Ω), which contradicts (2.1).
Now we only have to consider the case that p < N
N−2α+1 . In order to obtain the contra-
diction, we continue to estimate Gα[u
p]. Let
u1 = Gα[u
p].
We infer from up ∈ Ls0(Ω) with s0 =
1
2 [1 +
1
p
N
N−2α+1 ] > 1 and Proposition 2.2 that
u1 ∈ L
s1p(Ω) and up1 ∈ L
s1(Ω) with
s1 =
1
p
N
N − 2αs0
s0.
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By (3.8),
up ≤ c10(u
p
1 + k
p|Γ|p) in Ω, (3.9)
where c10 > 0. By the definition of u1 and (3.9), we obtain
u1 ≤ c10(Gα[u
p
1] + k
p
Gα[|Γ|
p]), (3.10)
where
kpGα[|Γ|
p](x) ≤ c2|x|
(2α−1−N)p+2α
and
(2α− 1−N)p+ 2α > 2α− 1−N.
If s1 >
1
2αNp, by Proposition 2.2, Gα[u
p
1] ∈ L
∞(Ω). Hence, we know from (3.10) that
u1(x) ≤ c11|x|
(2α−1−N)p+2α, ∀x ∈ Ω \ {0}. (3.11)
In (3.8), cN,α
∑N
i=1 ki
xi
|x|N−2α+2
has negative singularity as | · |2α−1−N in
−At := {x ∈ Ω : −x ∈ At},
then from (3.11) and (3.8) with (2α− 1−N)p+ 2α > 2α− 1−N , there exists some point
x0 ∈ −At such that u(x0) < 0, which is impossible since u is nonnegative solution of (1.1).
On the other hand, if s1 <
1
2αNp, we proceed as above. Let
u2 = Gα[u
p
1].
By Proposition 2.2, u2 ∈ L
s2p(Ω), where
s2 =
1
p
Ns1
Np− 2αs1
>
N
N − s0
s1 >
(
1
p
N
N − 2αs0
)2
s0.
Inductively, we define
sm =
1
p
Nsm−1
Np− 2αsm−1
>
(
1
p
N
N − 2αs0
)m
s0.
So there is m0 ∈ N such that
sm0 >
1
2α
Np
and by Proposition 2.2 part (i), it infers that
um0 ∈ L
∞(Ω).
Therefore, (3.11) holds true, it infers that u(x0) < 0 for some point x0 ∈ Ω \ {0} and we
obtain a contradiction with u ≥ 0. 
Proof of Theorem 1.1. From Proposition 3.1 and Proposition 3.2, there exists some
k ∈ R such that u is a weak solution of
(−∆)αu = up + kδ0 in Ω,
u = 0 in RN \ Ω
(3.12)
and then
u = Gα[u
p] + kGα[δ0].
When p ≥ N
N−2α , if k 6= 0,
up(x) ≥ kpGα[δ0]
p(x) ≥ cpN,αk
p|x|−(N−2α)p ≥ cpN,αk
p|x|−N , x ∈ Ω ∩B1(0) \ {0},
then up /∈ L1(Ω) and contradicts (2.1). Therefore, if p ≥ N
N−2α , we have that k = 0.
When p ∈ (1, N
N−2α) and k = 0, then
u = Gα[u
p].
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We infer from up ∈ Lt0(Ω) with t0 =
1
2 [1+
1
p
N
N−2α ] > 1 and Proposition 2.2 that u ∈ L
t1p(Ω)
and up ∈ Lt1(Ω) with
t1 =
1
p
N
N − 2αt0
t0.
If t1 >
1
2αNp, by Proposition 2.2, u ∈ L
∞(Ω) and then it could be improved that u is a
classical solution of (1.8).
If t1 <
1
2Np, we proceed as above. By Proposition 2.2, u ∈ L
t2p(Ω), where
t2 =
1
p
Nt1
Np− 2αt1
>
N
N − t0
t1 >
(
1
p
N
N − 2αt0
)2
t0.
Inductively, we define
tm =
1
p
Ntm−1
Np− 2αtm−1
>
(
1
p
N
N − 2αt0
)m
t0.
So there is m0 ∈ N such that
tm0 >
1
2α
Np
and by Proposition 2.2 part (i),
u ∈ L∞(Ω),
then it deduces that u is a classical solution of (1.8).
When p ∈ (1, N
N−2α) and k 6= 0, form observations that
lim
x→0
Gα[δ0](x)|x|
N−2α = cN,α
and
u = Gα[u
p] + kGα[δ0], (3.13)
we infer from up ∈ Lt0(Ω) for any t0 ∈ (1,
1
p
N
N−2α ), letting
u1 = Gα[u
p],
then it follows from Proposition 2.2 that if 1
p
N
N−2α >
Np
2α , u1 ∈ L
∞(Ω), then u has asymptotic
behavior cN,αk|x|
2α−N and we are done. If not, u1 ∈ L
t1p(Ω) and up1 ∈ L
t1(Ω) with
t1 =
1
p
N
N − 2αt0
t0.
By the Young’s inequality,
up ≤ c11
(
up1 + |k|
p|x|p(2α−N)
)
in Ω \ {0}, (3.14)
where c11 > 0. By the definition of u1 and (3.14), we obtain
u1 ≤ c11
(
Gα
[
up1 + |k|
p|x|p(2α−N)
])
, (3.15)
where
kpGα[| · |
p(2α−N)](x) ≤ c12|x|
(2α−N)p+2α
and
(2α−N)p+ 2α > 2α−N.
If t1 >
1
2αNp, by Proposition 2.2, Gα[u
p
1] ∈ L
∞(Ω). Hence, we have that
u(x) ≤ c13Gα[u
p
1] + c13|x|
(2α−N)p+2α + kGα[δ0](x), ∀x ∈ Ω \ {0}. (3.16)
Since (2α −N)p+ 2α > 2α−N , we deduce from (3.16) that
lim
x→0
u(x)|x|N−2α = cN,αk. (3.17)
Classification of singularities for fractional elliptic equations 13
On the other hand, if t1 <
1
2αNp, we proceed as above. Let
u2 = Gα[u
p
1].
By Proposition 2.2, u2 ∈ L
t2p(Ω), where
t2 =
1
p
Ns1
Np− 2αt1
>
N
N − t0
t1 >
(
1
p
N
N − 2αt0
)2
t0.
Inductively, we define
tm =
1
p
Ntm−1
Np− 2αtm−1
>
(
1
p
N
N − 2αt0
)m
t0.
So there is m0 ∈ N such that
tm0 >
1
2α
Np
and
um0 ∈ L
∞(Ω).
Therefore, by the assumption that u is nonnegative, it is necessary that k > 0 and
lim
x→0
u(x)|x|N−2α = cN,αk.
This ends the proof. 
4. Existence of weak solution
4.1. Minimal solution. Proof of Existence of the minimal solution in Theorem 1.2. We
first define the iterating sequence
v0 := kGα[δ0] > 0,
and
vn = Gα[v
p
n−1] + kGα[δ0].
Observing that
v1 = Gα[(kv0)
p] + kGα[δ0] > v0
and assuming that
vn−1 ≥ vn−2 in Ω \ {0},
we deduce that
vn = Gα[v
p
n−1] + kGα[δ0] ≥ Gα[v
p
n−2] + kGα[δ0] = vn−1.
Thus, the sequence {vn} is a increasing with respect to n. Moreover, we have that∫
Ω
vn(−∆)
αξ dx =
∫
Ω
vpn−1ξ dx+ kξ(0), ∀ξ ∈ C
∞
c (Ω). (4.1)
We next build an upper bound for the sequence {vn}. For t > 0, denote
wt = tk
p
Gα[G
p
α[δ0]] + kGα[δ0] ≤ (c2tk
p + k)Gα[δ0], (4.2)
where c2 > 0 is from Lemma 2.1, then
Gα[w
p
t ] + kGα[δ0] ≤ (c2tk
p + k)pGα[G
p
α[δ0]] + kGα[δ0] ≤ wt,
if
(c2tk
p + k)p ≤ tkp,
that is
(c2tk
p−1 + 1)p ≤ t. (4.3)
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Note that the convex function fk(t) = (c2tk
p−1 + 1)p can intersect the line g(t) = t, if
c2k
p−1 ≤
1
p
(
p− 1
p
)p−1
. (4.4)
Let kp =
(
1
c2p
) 1
p−1 p−1
p
, then if k ≤ kp, it always hold that fk(tp) ≤ tp for tp =
(
p
p−1
)p
.
Hence, for tp we have chosen, by the definition of wtp , we have wtp > v0 and
v1 = Gα[v
p
0 ] + kGα[δ0] < Gα[w
p
tp
] + kGα[δ0] = wtp .
Inductively, we obtain
vn ≤ wtp (4.5)
for all n ∈ N. Therefore, the sequence {vn} converges. Let uk := limn→∞ vn. By (4.1), uk
is a weak solution of (1.6).
We claim that uk is the minimal solution of (1.1), that is, for any positive solution u of
(1.6), we always have uk ≤ u. Indeed, there holds
u = Gα[u
p] + kGα[δ0] ≥ v0,
and then
u = Gα[u
p] + kGα[δ0] ≥ Gα[v
p
0 ] + kGα[δ0] = v1.
We may show inductively that
u ≥ vn
for all n ∈ N. The claim follows.
Similarly, if problem (1.6) has a nonnegative solution u for k1 > 0, then (1.6) admits a
minimal solution uk for all k ∈ (0, k1]. As a result, the mapping k 7→ uk is increasing. So
we may define
k∗ = sup{k > 0 : (1.1) has minimal solution for k},
then k∗ is the largest k such that problem (1.6) has minimal positive solution, and
k∗ ≥ kp.
We next prove that λ∗ < +∞. Let (λ1, ϕ1) be the first eigenvalue and positive eigen-
function of (−∆)α in Hα0 (Ω), see Proposition 5 in [31] then by the fact that
uk ≥ kGα[δ0] ≥ c14k in Br(0)
for some r > 0 satisfying B2r(0) ⊂ Ω. There exists c14 > 1 such that
c14
∫
Br(0)
ukϕ1 dx ≥
∫
Ω
ukϕ1 dx
and we imply that
c14λ1
∫
Br(0)
ukϕ1 dx ≥ λ1
∫
Ω
ukϕ1 dx =
∫
Ω
uk(−∆)
αϕ1 dx
≥
∫
Ω
upkϕ1 dx+ kϕ1(x0) ≥ c15k
p−1
∫
Br(0)
ukϕ1 dx,
then k must satisfy
k ≤ c16λ
− 1
p−1
1 .
where c15, c16 > 0. As a conclusion, there exists c17 > 0 such that
k∗ ≤ c17λ
− 1
p−1
1 . (4.6)
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Regularity of very weak of solution of (1.6). Let u be a very weak solution of (1.6) and
x0 ∈ Ω \ {0}, then
u = Gα[u
p] + kGα[δ0]
= Gα[u
pχBr(x0)] +Gα[u
pχΩ\Br(x0)] + kGα[δ0]
where Gα[δ0] is C
∞
loc(Ω \ {0}), r > 0 such that B2r(0) ⊂ Ω \ {0}. Let Bi = B2−ir(x0). For
x ∈ Bi, we have that
Gα[χΩ\Bi−1u
p](x) =
∫
Ω\Bi−1
up(y)Gα(x, y)dy,
then, for some Ci > 0, we have
‖Gα[χΩ\Biu
p]‖C2(Bi−1) ≤ Ci‖u
p‖L1(B2r(x0)) (4.7)
and for some constant ci > 0 depending on i, we have
‖Gα[δ0]‖C2(Bi−1) ≤ ci|x0|
2−N . (4.8)
By Proposition 2.2, up ∈ Lq0(B2r0(x0)) with q0 =
1
2(1 +
1
p
N
N−2α ) > 1. By Proposition 2.2
again we find
Gα[χB2r(x0)u
p] ∈ Lp1(B2r(x0)) with p1 =
Nq0
N − 2αq0
.
Similarly,
up ∈ Lq1(Br(x0)) with q1 =
p1
p
,
and
Gα[χBr(x0)u
p] ∈ Lp2(Br(x0)) with p2 =
Nq1
N − 2αq1
.
Let qi =
pi
p
and pi+1 =
Nqi
N−2qi
if N − 2qi > 0. Then we obtain inductively that
up ∈ Lqi(Bi) and G[χBiu
p] ∈ Lpi+1(Bi).
We may verify that
qi+1
qi
=
1
p
N
N − 2αqi
>
1
p
N
N − 2αq1
> 1.
Therefore, limi→+∞ qi = +∞, so there exists i0 such that N −2qi0 > 0, but N −2qi0+1 < 0,
and we deduce that
Gα[χBi0u
p] ∈ L∞(Bi0).
As a result,
u ∈ L∞(Bi0).
By elliptic regularity, we know from (4.8) that u is Ho¨lder continuous in Bi0 and so is u
p.
Hence, u is a classical solution of (1.1). 
4.2. Stability. In what follows, we discuss the stability of the minimal solution of (1.1).
Definition 4.1. A solution (or weak solution) u of (1.1) is stable (resp. semi-stable) if
‖ξ‖2α > p
∫
Ω
up−1ξ2 dx, (resp. ≥) ∀ξ ∈ Hα0 (Ω) \ {0}.
Proposition 4.1. For k ∈ (0, k∗), let uk be the minimal positive solution of (1.1) by
Thoerem 1.1. Then uk is stable.
Moreover, there exists c18 > 0 such that for any ξ ∈ H
α
0 (Ω) \ {0},
‖ξ‖2α − p
∫
Ω
up−1k ξ
2 dx ≥ c18
(
(k∗)
p−1
p − k
p−1
p
)
‖ξ‖2α. (4.9)
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Proof. To prove the stability when k > 0 small. When k > 0 small, the iteration procedure:
vn = Gα[v
p
n−1] + kGα[δ0] is controlled by super solution wtp , where
wtp = tpk
p
Gα[G
p
α[δ0]] + kGα[δ0],
then uk ≤ wtp and there exists c19 > 0 such that
uk(x) ≤ c19k|x|
2α−N , ∀x ∈ Ω \ {0}.
So there holds
up−1k (x) ≤ c20k
p−1|x|(2α−N)(p−1).
Then it follows by Proposition 2.3 that∫
Ω
up−1k ξ
2 dx ≤ c20k
p−1
∫
Ω
ξ2n(x)
|x|(N−2α)(p−1)
dx <
1
p
‖ξ‖2α
if k > 0 sufficient small. Then uk is a stable solution of (1.1) for k > 0 small.
Now we prove the stability for k ∈ (0, k∗). Suppose that if uk is not stable, then we have
that
σ1 := inf
ξ∈Hα
0
(Ω)\{0}
‖ξ‖2α
p
∫
Ω u
p−1
k ξ
2 dx
≤ 1. (4.10)
By Proposition 2.3, σ1 is achievable and its achieved function ξ1 could be setting to be
nonnegative and satisfies
(−∆)αξ1 = σ1pu
p−1
k ξ1.
Choosing kˆ ∈ (k, k∗) and letting w = u
kˆ
− uk > 0, then we have that
w = Gα[u
p
kˆ
− upk] + (kˆ − k)Gα[δ0].
By the elementary inequality
(a+ b)p ≥ ap + pap−1b for a, b ≥ 0,
we infers that
w ≥ Gα[pu
p−1
k w] + (kˆ − k)Gα[δ0].
Then
σ1
∫
Ω
pup−1k wξ1 dx =
∫
Ω
ξ1(−∆)
αw dx
≥
∫
Ω
pup−1k wξ1 dx+ (kˆ − k)ξ1(0) >
∫
Ω
pup−1k wξ1 dx,
which is impossible. Consequently,
p
∫
Ω
up−1k ξ
2 dx > ‖ξ‖2α, ∀ξ ∈ H
α
0 (Ω).
As a conclusion, we derive that uk is stable for k < k
∗.
To prove (4.9). For any k ∈ (0, k∗), let k′ = k+k
∗
2 > k and l0 = (
k
k′
)
1
p < 1, then we see
that the minimal solution uk′ of (1.1) with k
′ is stable and
l0uk′ ≥ l
p
0uk′
= lp0
(
Gα[u
p
k′ ] + k
′
Gα[δ0]
)
+ (k − k′lp0)
{
Gα[
uk′
|x|2
] +Gα[δ0]
}
= Gα[(l0uk′)
p] +Gα[
l0uk′
|x|2
] + kGα[δ0],
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where we have used k − k′lp0 = 0. Thus, we have that l0uk′ is the minimal solution of (1.1)
and we have that
l0uk′ ≥ uk,
so for ξ ∈ Hα0 (Ω) \ {0}, we have that
0 < ‖ξ‖2α − p
∫
Ω
up−1k′ ξ
2 dx ≤ ‖ξ‖2α − pl
1−p
0
∫
Ω
up−1k ξ
2 dx
= l1−p0
[
lp−10 ‖ξ‖
2
α − p
∫
Ω
up−1k ξ
2 dx
]
,
thus,
‖ξ‖2α − p
∫
Ω
up−1k ξ
2 dx = (1− lp−10 )‖ξ‖
2
α +
[
lp−10 ‖ξ‖
2
α − p
∫
Ω
up−1k ξ
2 dx
]
≥ (1− lp−10 )‖ξ‖
2
α,
which together with the fact that
1− lp−10 ≥ c21[(k
∗)
p−1
p − k
p−1
p ],
implies (4.9). 
4.3. Extremal solution. We would like to approach the weak solution when k = k∗ by
the minimal solution uk with k < k
∗.
Proof of Theorem 1.2 in the case of k = k∗. Let (λ1, ϕ1) be the first eigenvalue and positive
eigenfunction of (−∆)α in Hα0 (Ω), then for k ∈ (0, k
∗)∫
Ω
upkϕ1 dx =
∫
Ω
uk(−∆)
αϕ1 dx− kϕ1(0)
< λ1
(∫
Ω
upkϕ1 dx
) 1
p
(∫
Ω
ϕ1 dx
)1− 1
p
which implies that
‖uk‖Lp(Ω,ρα dx) ≤ λ
p
p−1
1
∫
Ω
ϕ1 dx.
Combine the mapping k 7→ uk is increasing, then uk∗ = limkրk∗ uk exists and uk → uk∗ in
Lp(Ω, ρα dx), thus,∫
Ω
uk∗(−∆)
αξ dx =
∫
Ω
upk∗ξ dx+ k
∗ξ(0), ∀ξ ∈ C∞c (Ω).
So we conclude that (1.1) has a weak solution and then (1.1) has minimal solution uk∗.
To prove that uk∗ is semi-stable. For any ǫ > 0 and ξ ∈ H
α
0 (Ω)\{0}, there exists k(ǫ) > 0
such that for all k ∈ (k(ǫ), k∗),
p
∫
Ω
upk∗ξ dx ≤ p
∫
Ω
upkξ dx+ (k
∗ − k)p
∫
Ω
upk∗ξ dx ≤ ‖ξ‖
2
α + ǫ
By the arbitrary of ǫ, we have that uk∗ is semi-stable.
To prove the uniqueness. If problem (1.1) admits a solution u > uk∗ .
σ1 := inf
ξ∈Hα
0
(Ω)\{0}
‖ξ‖2α
p
∫
Ω u
p−1
k∗ ξ
2 dx
≥ 1.
By the compact embedding theorem, σ1 is achievable and its achieved function ξ1 could be
setting to be nonnegative and satisfies
(−∆)αξ1 = σ1pu
p−1
k ξ1 in Ω, ξ = 0 in R
N \ Ω.
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Letting w = u− uk∗ > 0, then we have that
w = Gα[u
p
k∗ − w
p].
By the elementary inequality
(a+ b)p > ap + pap−1b for a > b > 0,
we infers that
w > Gα[pu
p−1
k∗ w],
then
σ1
∫
Ω
pup−1k∗ wξ1 dx =
∫
Ω
(−∆)wξ1 dx >
∫
Ω
pup−1k∗ wξ1 dx
which is impossible with σ1 ≤ 1. As a conclusion, uk∗ is the unique solution of (1.1) with
k = k∗. 
4.4. Mountain-Pass type solution. For the second solution of (1.1), we would like to
apply the Mountain-Pass theorem to find a positive weak solution of
(−∆)αu = (uk + u+)
p − upk in Ω,
u = 0 in RN \ Ω,
(4.11)
where k ∈ (0, k∗) and uk is the minimal positive solution of (1.1) obtained by Thoerem 1.1.
The second solution of (1.1) is derived by following proposition.
Proposition 4.2. Assume that p ∈ (1, N
N−2α ), k ∈ (0, k
∗) and uk is the minimal positive
solution of (1.1) obtained by Thoerem 1.1.
Then problem (4.11) has a positive solution vk > uk.
Proof. We would like to employe the Mountain Pass theorem to look for the weak solution
of (4.11). A function v is said to be a weak solution of (4.11) if
〈u, ξ〉α =
∫
Ω
[
(uk + u+)
p − upk
]
ξ dx, ∀ξ ∈ Hα0 (Ω). (4.12)
The natural functional associated to (4.11) is the following
E(v) =
1
2
‖v‖2α −
∫
Ω
F (uk, v+) dx, ∀v ∈ H
α
0 (Ω), (4.13)
where
F (s, t) =
1
p+ 1
[
(s+ t+)
p+1 − sp+1 − (p+ 1)spt+
]
. (4.14)
We observe that for any ǫ > 0, there exists some cǫ > 0, depending only on p, such that
0 ≤ F (s, t) ≤ (p + ǫ)sp−1t2 + cǫt
p+1, s, t ≥ 0
By we have that for any v ∈ Hα0 (Ω),∫
Ω
F (uk, v+) dx ≤ (p+ ǫ)
∫
Ω
up−1k v
2
+ dx+ cǫ
∫
Ω
vp+1+ dx
≤ c22‖v‖
2
α,
then E is well-defined in Hα0 (Ω).
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We observe that E(0) = 0 and let v ∈ Hα0 (Ω) with ‖v‖α = 1, then for k ∈ (0, k
∗),
choosing ǫ > 0 small enough, it infers from (4.9) that
E(tv) =
1
2
t2‖v‖2α −
∫
Ω
F (uk, tv+) dx
≥ t2
(
1
2
‖v‖2α − (p + ǫ)
∫
Ω
vp−1k v
2 dx
)
− c23t
p+1
∫
Ω
|v|p+1 dx
≥ c24t
2‖v‖2α − c23t
p+1‖v‖p+1α
≥
c24
2
t2 − c23t
p+1,
where c23, c24 > 0 depend on k, k
∗ and we used (2.12) in the first inequality. So there exists
σ0 > 0 small, then for ‖v‖Hα
0
(Ω) = 1, we have
E(σ0v) ≥
c24
4
σ20 =: β > 0.
We take a nonnegative function v0 ∈ H
α
0 (Ω) and then
F (uk, tv0) ≥
1
p+ 1
tp+1vp+10 − tu
p
kv0.
Since the space of {tv0 : t ∈ R} is a subspace of H
α
0 (Ω) with dimension 1 and all the norms
are equivalent, then
∫
Ω V0v0(x)
p+1 dx > 0. Then there exists t0 > 0 such that for t ≥ t0,
E(tv0) =
t2
2
‖v0‖
2
α −
∫
Ω
F (uk, tv0) dx
≤
t2
2
‖v0‖
2
α − c24t
p+1
∫
Ω
vp+10 dx+ t
∫
Ω
upkv0 dx
≤ c25(t
2 + t− tp+1) ≤ 0,
where c24, c25 > 0. We choose e = t0v0, we have E(e) ≤ 0.
We next prove that E satisfies (PS) condition. We say that E has P.S. condition, if for
any sequence {vn} in H
α
0 (Ω) satisfying E(vn) → c and E
′(vn) → 0 as n → ∞, there is a
convergent subsequence. Here the energy level c of functional E is characterized by
c = inf
γ∈Υ
max
s∈[0,1]
E(γ(s)), (4.15)
where Υ = {γ ∈ C([0, 1] : Hα0 (Ω)) : γ(0) = 0, γ(1) = e}. We observe that
c ≥ β.
Let {vn} in H
α
0 (Ω) satisfying E(vn) → c and E
′(vn) → 0 as n → ∞, then we only have
to show that there are a subsequence, still denote it by {vn} and v ∈ H
α
0 (Ω) such that
vn → v in L
2(Ω, up−1k dx) and L
p+1(Ω) as n→∞.
For some c21 > 0, we have that
c21‖w‖α ≥ E
′(vn)w = 〈vn, w〉α −
∫
Ω
f(uk, (vn)+)w dx
and
c+ 1 ≥ E(vn) =
1
2
‖vn‖
2
α −
∫
Ω
F (uk, (vn)+) dx. (4.16)
Let cp = min{1, p − 1}, then it follows by [24, C.2 (iv)] that
f(s, t)t− (2 + cp)F (s, t) ≥ −
cpp
2
sp−1t2, s, t ≥ 0,
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thus (2 + cp)×(4.16)-〈E
′(vn), (vn)+〉 implies that
c+ c21‖vn‖α ≥
cp
2
‖vn‖
2
α −
∫
Ω
[(2 + cp)F (uk, (vn)+)− f(uk, (vn)+)(vn)+] dx
≥
cp
2
[
‖vn‖
2
α − p
∫
Ω
up−1k v
2
n dx
]
≥ c26
cp
2
‖vn‖
2
α,
where c26 > 0. Therefore, we derive that vn is uniformly bounded in H
α
0 (Ω) for k ∈ (0, k
∗).
Thus there exists a subsequence {vn} and v such that
vn ⇀ v in H
α
0 (Ω),
vn → v a.e. in Ω and in L
p+1(Ω), L2(Ω, up−1k dx),
when n → ∞. Here we have used that up−1k ≤ c27|x|
(2α−N)(p−1), where (2α −N)(p − 1) >
−2α and by Proposition 2.3 the embedding: Hα0 (Ω) →֒ L
q(Ω, |x|(2α−N)(p−1) dx) is compact
for q ∈ [1, 2N+2(2α−N)(p−1)
N−2α ), particularly, for q = 2.
We observe that
|F (uk, vn)− F (uk, v)|
=
1
p+ 1
|(uk + (vn)+)
p − (uk + v+)
p − (p + 1)upk((vn)+ − v+)|
≤ c28u
p−1
k ((vn)+ − v+)
2 + c28((vn)+ − v+)
p+1,
which implies that
F (uk, vn)→ F (uk, v) a.e. in Ω and in L
1(Ω).
Then, together with limn→∞E(vn) = c, we have that ‖vn‖α → ‖v‖α as n → ∞. Then we
obtain that vn → v in H
α
0 (Ω) as n→∞.
Now Mountain Pass Theorem (for instance, [29, Theorem 6.1]; see also [28]) is applied to
obtain that there exists a critical point v ∈ Hα0 (Ω) of E at some value c ≥ β > 0. By β > 0,
we have that v is nontrivial and nonnegative. Then v is a positive weak solution of v of
(4.11). By using bootstrap argument in [21], the interior regularity of v could be improved
to be in Hα0 (Ω) ∩ C
2(Ω \ {0}), since uk is locally bounded in Ω \ {0} and p <
N
N−2α . Since
up−1k (x) ≤ c27|x|
(N−2α)(p−1), ∀x ∈ B1(0),
with p < N
N−2α , we have that there is some q >
N
2α such that
up−1k ∈ L
q(B1(0)),
so vk is bounded at the origin. Moreover, by Maximum Principle, we conclude that v > 0
in Ω. 
Proof of the existence Mountain-Pass type solution in Theorem 1.2. From Proposition 4.2,
we obtain that there is a positive weak solution of vk of (4.11), then vk is weak solution of
(4.11) and it holds that∫
Ω
vk(−∆)
αξ dx =
∫
Ω
[
(uk + vk)
p − upk
]
ξ dx, ∀ξ ∈ C∞c (Ω).
then (uk + vk) satisfies∫
Ω
(uk + vk)(−∆)
αξ dx =
∫
Ω
(uk + vk)
pξ dx+ kξ(0), ∀ξ ∈ C∞c (Ω).
Classification of singularities for fractional elliptic equations 21
This means that vk + uk is weak solution of (1.6) such that vk + uk > uk and vk + uk to C
2
locally in Ω \ {0}. 
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