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1 Introduction. 
Information is important for every analytical 
chemist (as it is for every researcher and in fact for 
every one) in order to keep himself posted to the ever 
changing state of art in the field. New analytical 
techniques are invented, new methods are constructed 
and new regulations are established. Not only 
information on new methods and techniques; already 
existing ones should be readily accessible as well. 
Regarding methods and techniques there are 
various sources of information. A possible route to 
obtain information is first the consultation of the 
secondary literature such as Chemical Abstracts 
(Online) [1] or Analytical Abstracts (Online) [2] and 
then the primary literature: the journal papers. 
Analytical Abstracts has the advantage that it is 
dedicated to information on analytical chemical 
methods. Within the Online version (available via 
various database hosts such as STN) a search can be 
performed on an analyte or technique, restricting the 
search to a matrix and/or with appropriate keywords. 
Beside this there is the Official Methods of Analysis 
of the AOAC [3]. This book contains a compilation 
of tested and approved analytical methods. Other 
sources of information on analytical methods 
(procedure descriptions) are, for instance, the ISO 
standards [4] and/or standards of standardization 
organizations of various countries. 
When a method seems useful it must be 
implemented on the laboratory. This is usually a 
laborious process. Circumstances differ with the 
conditions of the laboratory at which the method was 
developed: other instruments, chemicals of a different 
brand, other personnel, other skills, etc. Beside this, 
it is possible that the analytical requirements of the 
method in the target laboratory are different: the 
method should be used for a slightly different matrix 
and/or concentration range, it should be used more 
often, etc. This requires that the information of the 
original method is complete. 
Currently a lot of automation takes place in the 
laboratory [5-9]; often, however, this concerns 
automation of the execution of the analytical 
procedure (robots, integrated instruments, etc.). Expert 
systems exist that help with the development, 
modification and/or validation of analytical 
procedures [10-12] and even analytical workstations 
are (being) developed such as the Analytical Director 
of Zhou et al. [6,7], with which it is possible to 
develop and/or modify and execute analytical methods 
based on certain techniques. The transfer of 
information and knowledge concerning analytical 
methods to those systems, however, is still a task for 
humans. 
The process of acquiring the information and 
using the acquired information could be automated, 
but a number of factors hinder this automation. First 
of all, an adequate selection of the appropriate method 
with help of online databases is hardly possible [13], 
because there are only search fields for a limited 
number of method characteristics in current most 
dedicated literature databases. Analytical Abstracts 
Online, for instance, contains 'analyte' and 'matrix' 
and a search field for the technique used, but a 
selection based on the analytical range, the detection 
limit, the precision and/or the accuracy is not 
possible. 
Secondly, most databases on chemistry contain 
abstracts of a method, but the full paper is not 
available in electronic form. There are databases that 
provide the full text of papers, but figures, graphs and 
tables provide problems with storage and 
representation. There are methods, however, to 
transform scanned images of graphs and tables to 
some information format [14,15]. 
Thirdly, the quality of the analytical method 
information represented within full research papers, 
short communications and their abstracts published by 
Analytical Abstracts, is far from optimal. The 
research described in chapter 3 revealed that of 40 
investigated papers 5 to 95% met a number of 
predefined analytical criteria (depending on the 
criterion). The abstracts were significantly worse. 
The next step in the automation process, given 
that the aforementioned problems are solved, is the 
transfer of the selected method to an analytical 
workstation. This is not directly possible, because of 
the textual format of the method descriptions: 
computers have no notion of the information that is 
contained within it. Normally, as in ref. 6, the method 
description is read by a certain person and he or she 
translates it to a series of actions to be performed by 
an analytical workstation. This process can be 
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automated by means of natural language processing 
techniques [13,16,17]. In this way, the text is 
translated into some tabular format or other 
systematic format with a predefined meaning and in 
such a format it can be stored in a database or used 
by some knowledge-based system. In the latter case 
it could prevent the aging of knowledge based 
systems [18] as well. 
In this thesis an account is given of the research 
that is carried out by the author to assist in solving a 
number of the aforementioned problems and that can 
assist in the automation process of acquiring and 
using published information. 
2. The various research subjects. 
The completeness of analytical information. 
The investigation after the fulfilment of the 
prerequisite that the published information should be 
correct and complete, is described in chapter 2. 
The representation of analytical information. 
If information is to be extracted from textual 
method descriptions the resulting representation of the 
extracted information should be in a format that fully 
represents the information content of the original 
description. Furthermore, the representation should 
facilitate reasoning with and storage of the acquired 
information by computers. In chapter 3 a systematic 
representation of the procedural part, as well as of the 
factual information, is given. 
Related to the search and representation of 
information is the concept of standardization and 
ontological structuring of concepts and terms. It is 
important that the concepts that are stored with the 
formalism are structured by means of some 
ontological system. This will facilitate access to the 
information using, for instance, broader terms. 
Standardization circumvents misuse and 
misinterpretation of concepts and words (just like the 
IUP AC nomenclature standards facilitate the correct 
naming of chemicals). In this respect this chapter is 
also linked to the previous chapter within which the 
various standardization efforts in the analytical 
chemistry domain are listed. In chapter 6 the 
standardization and ontological structuring of concepts 
is discussed as well. 
The automatic extraction of analytical information. 
One of the main steps in the process of acquiring 
information is automatic information extraction using 
natural language processing and knowledge 
engineering techniques. In chapter 4 and 5 research is 
described on the development of systems for this 
purpose. The system described in chapter 4 is the first 
version and the conclusions and experiences resulting 
from the development of this system have led to the 
development of the system described in chapter 5. 
This system is developed in co-operation with B. van 
Bakel and P.A. Coppen of the department of 
Language and Speech of the Katholieke Universiteit 
Nijmegen. The texts for which the system initially is 
being developed are abstracts from Analytical 
Abstracts. 
The storage and retrieval of analytical information. 
In chapter 6 attention is paid to the efficient 
selection of analytical information stored in databases. 
As part of a system for development, validation and 
automatic control of graphite furnace atomic 
absorption spectroscopic analytical procedures a 
database was developed for the storage of already 
existing methods. 
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The quality of analytical information contained within 
abstracts and papers on new analytical methods 
Geert J. Postma and Gerrit Kateman 
Department of Analytical Chemistry, University of Nijmegen, Toemootield 1, 6525 ED Nijmegen (Netherlands) 
(Received 21st January 1992) 
Abstract 
The quality of analytical method information represented in full research papers, short communications and their 
abstracts published in Analytical Abstracts was investigate. The 40 selected papers described new quantitative 
analytical methods and appeared in six of the major journals of analytical chemistry. A set of criteria was developed 
which evaluated the existence of information describing the application area, the analytical method itself and the 
performance characteristics. The papers and abstracts could be improved with respect to all criteria. If all criteria 
were taken into account there was no paper or abstract that was described well There was no difference between full 
research papers and short communication-like papers at the 5% level of significance. The abstracts were significantly 
worse Various sources of incompleteness of the papers and abstracts are presented and recommendations are given. 
In addition, the spread of analytical method information in papers was investigated. The results showed no specific 
location for the different types of information. All these results make the possibility of automatic extraction of 
analytical method information from papers and abstracts very problematic. 
Keywords Abstracts, Information content; Literature analysis; Research papers 
There are various sources of information on 
analytical chemical methods. A possible route to 
obtain information is first to consult the sec-
ondary literature such as Chemical Abstracts 
(Online) [1] or Analytical Abstracts (Online) [2] 
and then the primary literature, i.e., journal pa-
pers. Analytical Abstracts has the advantage that 
it is dedicated to information on analytical chemi-
cal methods. Within the Online version (available 
via various database hosts such as STN) a search 
can be performed on the analyte, restricting the 
search to the matrix and/or the techniques avail-
able in the laboratory. 
In addition there exists the Official Methods 
of Analysis of the AOAC [3], which contains a 
Correspondence to G J. Postma, Department of Analytical 
Chemistry, University of Nijmegen, Tocrnooiveld 1, 6525 ED 
Nijmegen (Netherlands). 
compilation of tested and approved analytical 
methods. Other sources of information on analyt-
ical methods (procedure descriptions) include the 
ISO standards [4] and/or standards from stan-
dardization organizations in various countries. 
Because of research undertaken by the authors 
on the possibility of automatic extraction of infor-
mation from texts on analytical chemical methods 
[5], the question arose of the validity and com-
pleteness of the information concerning quantita-
tive analytical methods described in two of the 
above-mentioned sources of information: the ab-
stracts in Analytical Abstracts and full journal 
papers. In addition to the completeness of infor-
mation, the papers were checked for the possible 
locations of the different types of analytical infor-
mation. 
The general requirements and desired content 
of abstracts, as defined by Weil [6], are presented 
This chapter was published in Analytica Chimica Acta, 265 (1992) 133-155 
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TABLE 3 TABLE 1 
Requirements for abstracts 
General requirements* 
abbreviated accurate representation of a document, in-
cluding qualitative and quantitative information, in order 
to permit the identification of its relevance to one's inter-
ests 
These are satisfied by information on: 
the purpose of the study, 
the methodology; 
the range of operation; 
the limits of reliability and validity; 
the findings that contradict previous results; 
the conclusions 
in Table 1. The main purpose of abstracts in 
Analytical Abstracts on new analytical methods 
and their recommended content elements [7] are 
presented in Table 2. These recommended con-
tent elements cover the general requirements, but 
Analytical Abstracts explicitly states that, "in 
general no attempt is made to give a full working 
abstract of the method of analysis; the amount of . 
detail, however, is largely determined by the ac-
cessibility and language of the source material" 
[8]. 
The general requirements of publications and 
the more specific requirements of papers on the 
development of new analytical methods, as laid 
down, for example, by Kirkbright [9] and Inczédy 
[10], are presented in Table 3. The first two 
TABLE 2 
Goal and recommended content of abstracts on new analyti-
cal methods m Analytical Abstracts 
Goal. 
give the reader a clear indication of the basis and range of 
applicability of the method 
This is satisfied by the following recommended content ele-
ments: 
scope and application of the method; 
outline of the procedure and/or brief description of appa-
ratus, 
details of interference by other substances; 
sensitivity, accuracy and precision, 
comparability with other methods (if given); 
brief summary of results 
General and specific requirements of papers on the develop-
ment of new analytical methods 
Publications should be 
verifiable 
repeatable 
logic; 
closed 
Papers on the development of new analytical methods should 
present all the information on. 
the reasons why the research was undertaken, 
the steps in the development of the new method; 
the new method; 
figures on the performance and application area of the 
new method, 
its benefits in comparison with existing methods 
general requirements, and to some extent the last 
one, can be recognized in the specific require-
ments; the last two deal more with the way the 
research was executed and how it is presented. 
In order to obtain quantitative figures on the 
completeness of information contained within pa-
pers and abstracts describing new analytical 
methods, a number of criteria needed to be se-
lected. The evaluation was chosen to be centred 
on the description of (new) analytical methods. 
Because the content of abstracts depends on the 
content of the original papers, the evaluation of 
the former (partly) depends on the evaluation of 
the latter, and the criteria for the evaluation of 
the abstracts should be based on the criteria for 
the evaluation of papers. 
The starting point for the definition of the 
criteria is given by the general publication re-
quirements (Table 3). There are various publica-
tions that describe recommendations on the con-
tents on method descriptions and on the contents 
of papers on the developments of new analytical 
methods: the "instructions for authors" of the 
various journals [11-18], the IUPAC "recom-
mendations for the publication of papers on new 
analytical methods" based on various analytical 
techniques [9,10,19,20], the IUPAC recommenda-
tions on the use of various terms and the presen-
tation of results [21,22] and various ISO stan-
dards concerning standard layout, vocabulary and 
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content of standard methods of chemical analysis 
[23-28] Useful material was also presented by 
Buttner et al [29] and Stamm [30], who gave 
recommendations on quality control in clinical 
chemistry and more specifically the assessment of 
analytical methods for routine use Although the 
ISO standards and the above papers [29,30] deal 
with standard methods or routine methods, their 
recommendations are still of value because of the 
"repeatability" requirement of publications (and 
hence the methods described in them) The only 
exception may be information concerning ìnter-
laboratory performance of the new method 
The criteria are subdivided into three groups 
criteria on the representation of information on 
the application area, criteria on the method de-
scription itself and criteria on performance fig-
ures of the method In this way, emphasis is put 
on the evaluation of the description of the new 
method Less emphasis is put on information on 
how the method is obtained and on information 
concerning the benefits of the new method Other 
useful information such as the time necessary for 
the analysis of one sample or a set of samples or 
special (safety) requirements is not taken into 
account 
For the evaluation of papers the selected crite-
ria cover the subjects given m Table 4 The crite-
ria are set out in Table 5 
The matrix description (I-Α, Table 4) is evalu­
ated by the criterion "analyte condition" We 
have chosen to include within the matrix descrip­
tion specificity information as recommended by 
ISO 78/2 Buttner et al [29] recommended that 
information concerning interferents and non-in-
terferents should entail the definition, concentra­
tions and investigation after cumulative effects of 
(non-)interferents This information is not men­
tioned in the instructions for authors of the vari­
ous journals 
In addition, the IUPAC recommendations on 
UV-visible spectrophotometnc methods [9] rec­
ommend the investigation of interfering effects at 
various analyte concentration levels, the inclusion 
of the reasons for the interference and the de­
scription of procedures to circumvent (if possible) 
the interfering effects These last points are not 
taken into account 
TABLE 4 
Subjects of the evaluation entena used for papers and ab 
stracts [only the subjects marked (Abs) are criteria for ab­
stracts] 
I With respect to the application area 
A (Abs) Matrix description including interferents and 
non interferente 
В (Abs) The concentration range of the analyte in the 
matrix 
С (Abs) The detection limit of the analyte 
II With respect to the execution of the final method 
A Description of the procedures used for the 
determination of the optimum settings of the 
variables of the method 
В Description of the reagents 
С Description of the instrumentation 
D (Abs) Description of the sample pretreatment pro 
cedure(s) 
E (Abs) Description of the main reagent used in the 
analytical procedure (if existing) 
F (Abs) Remainder of the method description 
III With respect to the performance of the final method 
A (Abs) Data on precision 
В (Abs) Information concerning accuracy 
The concentration range of the analyte (I-B, 
Table 4) is evaluated by the criterion "analytical 
range" Van Dalen and de Galan [31] recommend 
that the range should be the concentration range 
without systematic error and with a given preci­
sion Although very desirable, but with respect to 
the former not always necessary, these points are 
not taken into account The accuracy and preci­
sion are evaluated separately Procedures for 
concentration or dilution of the sample when the 
analyte concentration does not fall within the 
analytical range are also desirable but not evalu­
ated 
The detection limit (I-C, Table 4) should in­
clude the definition used because other defini­
tions related to "detection limit" are still avail­
able, such as "limit of detection", "limit of iden­
tification" and "limit of determination" [32] 
In order to permit a detailed evaluation of the 
analytical methods, the method description is di­
vided into the parts evaluated with the given 
criteria The main reagent was separated from 
the method description because the main reagent 
for a number of techniques represent their pnnci-
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TABLES 
Definition of the evaluation entena for papers 
"Analyte condition 
matrix in which analyte(s) is (are) to be determined, 
interferents and non interferents 
definitions to establish interference, 
limiting permissible concentrations or ratios, 
cumulative effects 
"Analytical range" 
Concentration range of the analyte in the matrix for the 
complete method (may be derived from permissible amount 
of analyte and size of sample) 
"Detection limit" 
detection limit for complete method and sample matrix, 
definition used, 
probability level 
"Optimization" 
a check on defences/justifications of the choices of the 
experimental variable settings 
" Purity + brand" 
either grade plus brand, 
or content description, 
or method to determine purity 
"Reagent storage" 
storage conditions of chemicals and reagents 
'Instrumentation" 
draws up an inventory of the description by means of 
brand and type, 
brand, type and performance influencing settings, 
description of the (required) performance characteris-
tics 
"Sample preparation" 
check on completeness 
"Main reagent" 
evaluates the presence of the identity and composition of 
the main reagent The main reagent includes colour for-
ming reagents in molecular absorption spectrophotometry, 
eluents used in chromatography, titrants and other 
reagents which after reaction with the analyte form a 
compound that is determined 
"Remainder of method" 
does not include sample pretreatment and main reagent, 
should contain all steps and instrumental settings includ-
ing calibration and concentration calculation procedures 
"Precision" 
replication of at least one sample 
which represents the type of samples for which the 
method is developed, 
using the complete method, 
with analyte concentration in analytical range, 
standard deviation based on preferably 6 replicates, 
TABLE 5 (continued) 
"Precision" 
mean concentration, 
number of replicates 
"Accuracy" 
based on (at least 3) samples 
which represent the type of samples for which the 
method is developed, 
using complete method, 
analyte concentration spanning analytical range, 
comparison with reference methods, using reference sam-
ples of performing recovery tests, 
mean, standard deviation and number of replicates per 
concentration level, 
(separately checked) statistical evaluation of results 
pie and should at least be given in abstracts on 
the method, as also more or less stated in the 
instructions to authors of Analytical Chemistry 
[13]. 
The choices of the settings of all the final 
method variables should be justified (I I-A, Table 
4) This is evaluated by the criterion "optimiza-
tion". Procedures should be described for the 
determination of, for instance, the optimum com-
positions of reagents and eluents or the optimum 
configuration of the experimental set-up. In fact, 
also after the development of the new analytical 
procedure a ruggedness test should be applied to 
test the change in method performance as a re-
sult of changes in the operating conditions [33] 
The completeness of the justification of the final 
method is evaluated using general knowledge on 
the subject. 
The reagents and other chemicals used in the 
experiments and final method should be de-
scribed well. The purity description of the chemi-
cals is evaluated by "purity + brand". The various 
references differ in the way in which they de-
scribe purity None of the journals is explicit on 
purity. Only Analytica Chimica Acta required at 
the publication time of the investigated papers 
[15] manufacturer information in case the prod-
uct differed from those of other manufacturers 
At the moment only the Analyst explicitly re-
quires supplier information. Two journals need 
no detailed information on common chemicals 
and reagents In our opinion, a brand is desirable 
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because the purity of the same grade can differ 
between brands and type of chemical. In addi-
tion, the storage conditions should be given. This 
is evaluated by the criterion "reagent storage". A 
possible rule that if nothing is stated then no 
special requirements are necessary and unlimited 
storage is possible is dangerous. Commercial 
chemicals are frequently labelled with special 
storage conditions when necessary but the stabil-
ity in solutions can be different from that of the 
solids and the extent of the influence of possible 
instability on an analytical method is not known 
beforehand and should be checked. Furthermore, 
bacterial activity can occur in aqueous solutions 
of in principle stable chemicals and can influence 
the performance of the method. In many coun-
tries it is already obligatory to present informa-
tion on the keeping qualities of all foods. 
The description of the instrumentation (II-C, 
Table 4) is evaluated by the criterion "instrumen-
tation". The custom is to give for all important 
commercial instruments (i.e., those possibly hav-
ing an influence on the performance of the 
method) their brand and type (in addition, the 
settings of the instrument should be given.) This 
does not fulfil the reproducibility requirement of 
publications. The ISO standards 78/3 and 78/4 
[24,25] state that for the instruments to be used in 
standard methods (other than ordinary laboratory 
apparatus for which no information needs to be 
given) a specification should be given accompa-
nied by, where necessary, required performance 
characteristics (tests and characteristics defined 
in, for instance, [28]). Van Dalen and de Galan 
[31] state that for complex instruments such as 
flame atomic absorption spectrometers the user 
should optimize the instrument according to the 
manufacturer's prescriptions and that the analyti-
cal method description should present proce-
dures to adjust the method so that its perfor-
mance matches the requirements. The journal 
requirements are the same as those mentioned 
for reagents and chemicals. 
Based on the foregoing, a good approach would 
be to give in research papers a specification of 
the instrument(s) used, the performance charac-
teristics and checks and optionally a description 
of all the (brand-independent) performance-in-
fluencing instrument settings [such as the slit 
width of spectrometers and the cell volume of 
liquid chromatography(LC) detectors]. The inven-
tory does not include a check on completeness of 
the given settings or performance characteristics. 
Absence of required concentrations of reagents 
and absence of instrument parameters, not evalu-
ated by "instrumentation" (wavelength, LC flow-
rate, heating programme of graphite furnace 
ovens, etc.), is evaluated by "sample pretreat-
ment", "main reagent" and "remainder of 
method". 
The performance of the methods is evaluated 
by the criteria "precision" and "accuracy". Only 
The Analyst and Analytical Chemistry require 
this information explicitly [11,12]. The analytical 
range, detection limit and description of interfer-
ents could be considered to belong to this subject 
also. Wolters and Kateman [34] discussed a mea-
sure for the reliability of results produced by an 
analytical method called "the maximum total er-
ror". A comparable measure is given in the in-
structions to authors of Analytical Chemistry for 
1990 [14]. In this measure the precision and bias 
are combined and it is reported over the com-
plete analytical range. In fact, e.g., Wernimont 
[35], Wolters et al. [36] and Van Leeuwen et al. 
[37] stressed the use of a validation procedure for 
each method. Such a procedure tests matrix ef-
fects, drift, interfèrent effects and calibration er-
rors and could perform a repeatability test and a 
ruggedness test. 
The precision of a method can be determined 
in a number of ways, e.g., within-run precision 
(repeatability), within-day precision, between-day 
precision, intra-laboratory precision and inter-
laboratory precision. At least the repeatability 
should be given. It is preferred to determine the 
precision for a number of samples whose analyte 
concentrations span the analytical range. Werni-
mont allows the precision to be determined using 
fewer replicates and grouping different concen-
tration levels together. This cannot always lead to 
correct results because the standard deviation 
can be concentration dependent. Analytical 
Chemistry explictly allowed until 1990 the use of 
"mean deviation" and "range" as measure of 
precision. 
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The accuracy of a method is influenced by a 
number of sources [29], e.g., calibration errors, 
recovery errors and errors due to lack of speci-
ficity. There are a number of ways to produce 
information concerning the accuracy of a method. 
One of the most frequently used methods is the 
recovery test, but this kind of test does not detect 
constant bias (unless true sample blanks are used). 
Further, the recovery test does not guarantee that 
the results of the recovery test are representative 
of those to be obtained with real samples. There 
are, for instance, possible binding effects of the 
analyte by the sample matrix. The best way to 
obtain information on the accuracy is to compare 
the method with a reference method or, if this is 
not available, with a method with known bias. 
Another way is to analyse certified reference 
materials distributed by, for instance, the Na-
tional Institute of Science and Technology 
(formerly the National Bureau of Standards). A 
problem with these is that there is only a limited 
set of reference samples available. Wernimont 
[35] has given an excellent layout of an experi-
mental plan and statistical processing of the re-
sults using regression analysis in order to detect 
constant and relative bias. 
The criteria of Analytical Abstracts represent 
a good starting point for the selection of evalua-
tion criteria for abstracts. With respect to the 
extent to which information concerning the pro-
cedure of the method should be included, in our 
opinion the abstracts should at least contain the 
main and crucial steps and other information of 
an experimental method in order to enable the 
reader to reproduce the experiment with some 
effort, because papers are included that may be 
difficult to obtain or are written in languages 
other than English. This position also presents a 
clearer guidance as to what should and should 
not be included in a method than the criterion 
"outline of a procedure". Further, it gave us the 
possibility of evaluating the value of abstracts as 
an independent source of information on new 
analytical methods: can abstracts be used as an 
information source or is it, as stated by Analytical 
Abstracts, not more than "a clear indication of 
the basis ... of the method" [7]? 
For the evaluation of abstracts, a number of 
TABLE 6 
Definition of the evaluation criteria for abstracts 
"Analyte condition: 
matrix in which analyte(s) is to be determined; 
names of interferents and non-interferents 
"Analytical range": 
as for papers 
"Detection limit": 
detection limit for complete method and sample matrix 
(definition not necessary) 
"Sample preparation": 
check on useful representation of the procedure 
"Main reagent": 
as for papers 
"Remainder of method": 
does not include sample pretreatment and main reagent; 
should contain all main steps, instrumental settings and 
conditions of the procedure 
"Precision": 
as for papers 
"Accuracy": 
as for papers 
the criteria for the evaluation of papers are se-
lected. These criteria are modified in order to 
conform with the aforementioned purpose of ab-
stracts. In this way, the abstract criteria are also 
centered on the description of analytical methods 
and largely cover the subjects of the criteria of 
Analytical Abstracts, the required content given 
by Weil [6] and the requirements for manuscript 
abstracts of Analytical Chemistry published up to 
1990. The subjects of the selected criteria are 
presented in Table 4. 
The evaluation of the abstracts will be influ-
enced by the evaluation results of the papers for 
the same criterion. This means that the evalua-
tion result of the abstract cannot be better than 
that of the original paper. This choice means, in 
fact, that we require the abstractor to judge the 
information present in papers in order to prevent 
abstracts from containing misleading or unclear 
information. The criteria are presented in Table 
6. 
Regarding the "remainder of method" crite-
rion: the procedures for obtaining calibration 
graphs and the concentration calculation proce-
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dure may be omitted as long as they can be For the evaluation, 40 abstracts from Analyti-
derived from the method description using gen- cal Abstracts and the corresponding original pa-
eral analytical knowledge or are more or less pers were selected The papers (and abstracts) 
obvious. Missing information because of refer- should describe new analytical methods for the 
enees quoted in the papers is not taken into determination of some compound or set of corn-
account, pounds. The papers and abstracts were more or 
TABLE 7 
Bibliographic information on the investigated papers and the codes of the corresponding abstracts in Analytical Abstracts 
Code Reference 
1B123 Ρ Kokkonen and Η Hyvarinen, Anal Chim Acta, 207 (1988) 301 
1E40 E Wang and W Hou, J Chromatogr, 447 (1988) 256 
1E55 H A AI Khamees, M A Abounassif, К A Al-Rashood and Μ E Mohamed, Anal Lett, 21 (1988) 1189 
1G18 Β Conway, Analyst, 113 (1988) 1397 
7BS0 N Maura, A W Herlmger and В Jaselskis, Talanta, 35 (1988) 231 
7B116 В Badri, Analyst, 133 (1988) 351 
1B44 N Nakasuka, К Takahasi and M Tanaka, Anal Chim Acta, 207 (1988) 361 
1B178 L R M Pitombo and E Flumignan, Anal Lett, 21 (1988) 1259 
1E17 Y Fujii, Y Ikeda and M Yamazaki, J Chromatogr, 448 (1988) 157 
1E39 S Fujiwara, S Iwase and S Honda, J Chromatogr , 447 (1988) 133 
1E49 M E Abdel Hamid and M A Abuirjeie, Analyst, 133 (1988) 1443 
1E57 N H Foda, H W Jun and J W McCall, Anal Lett, 21 (1988) 1177 
1E61 KG Kumar and Ρ Indrasenan, Analyst, 113 (1988) 1369 
1E62 G Fedeli, D Moltrasio, M Aleotli and G Gazzani, J Chromatogr, 447 (1988) 263 
1F3 B T Duhart, S Shaw, M Wooley, Τ Allen and С Grimes, Anal Chim Acta, 208 (1988) 343 
1F4 F Lázaro, M D Luque de Castro and M Valcarcel, J Chromatogr, 448 (1988) 173 
7B14 В Gngorova, S A Wright and M Josephson, J Chromatogr, 410 (1987) 419 
7B27 J M Pettersen, H G Johnsen and W Lund, Talanta, 35 (1988) 245 
7B57 О Evans and G D McKee, Analyst, 113 (1988) 243 
7B77 J Mierzwa and W Zyrmcki, Anal Lett, 21 (1988) 115 
7B78 К H Al-Sowdani and A Townshend, Anal Chim Acta, 201 (1987) 339 
7B92 E Kitazume, S Ishioka and E Mitani, Anal Chim Acta, 199 (1987) 245 
7B93 J B Headndge, D Johnson, К W Jackson and J A Roberts, Anal Chim Acta, 201 (1987)311 
7B99 S S Murti, S C S Rajan and J Subrahamanyam, Analyst, 133 (1988) 313 
7B101 S S Dhaktode, Anal Chim Acta, 199(1987)181 
7B114 Ζ Uddin, R Markuszewski and D С Johnson, Anal Chim Acta, 200 (1987) 115 
7B120 Ρ BreyerandBP Gilbert, Anal Chim Acta, 201 (1987) 23 
7B129 D T Burns and N Tungkananuruk, Anal Chim Acta, 199 (1987) 237 
7BI32 E Kavlentis, Anal Lett, 21 (1988) 145 
7B133 D T Burns and D Chimpalee, Anal Chim Acta, 199 (1987) 241 
7F35 WJ Hurst, K.P Snyder and R A Martin, J Chromatogr, 409 (1987) 413 
7G28 E Chito Guijarro, Ρ Yanez-Sedeno and LM Polo Diez, Anal Chim Acta, 199 (1987) 203 
7G29 Μ Τ Lippohs and V Concialini, Talanta, 35 (1988) 235 
7G30 S С Slahck, J Assoc Off Anal Chem , 71 (1988) 23 
7H42 К S Subramanian, Anal Chem , 60 (1988) 11 
7H45 J R Gord, G Cordon and G E Pacey, Anal Chem , 60 (1988) 2 
7H55 J Moller and M Martin, Fresmius' Ζ Anal Chem , 329 (1988) 728 
7F19 J D Blake M L. Clarke and G N Richards, J Chromatogr, 398 (1988) 265 
7F17 J F Lawrence and R К Chadha. J Chromatogr, 398 (1987) 355 
7B137 I N Papadoyannis and G К Sarris, Anal Lett, 21 (1988) 21 
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less randomly selected using the title keywords 
"determination" or "analysis". Because, as stated 
by Analytical Abstracts, the information content 
of the abstracts is dependent on, e.g., the lan­
guage of the paper, the abstracts were selected 
from abstracts of papers published in English in 
six of the major journals on analytical chemistry. 
RESULTS AND DISCUSSION 
The abstracts considered appeared in Analyti­
cal Abstracts in July 1988 and January 1989 [38,39] 
and the corresponding full papers appeared in 
1987 and 1988. The selected papers were of the 
type "full research paper" and "short communi­
cation" or "note". The papers in Analytical Let­
ters were classified as short communications ac­
cording to the aims and scope of this journal [16]. 
Reference information of the evaluated papers is 
listed in Table 7. Each reference is associated 
with a string in which the first number identifies 
the issue of Analytical Abstracts and the remain­
der represents the identifier of the abstract men­
tioned in that issue. A first number 7 identifies 
abstracts taken from the July 1988 issue of Ana­
lytical Abstracts and a first number 1 identifies 
abstracts taken from the January 1989 issue. This 
TABLE 11 
Summation of positive evaluation results differentiated between 
Criterion Full research papers 
+ (%) 95% C.I. /Γ" 
Analyte condition 
Analytical range 
Detection limit 
Optimization 
Purity + brand 
Reagent storage 
Sample pretreatment 
Main reagent 
Blanks 
Remainder of method 
Complete method 
Complete method + 
Precision 
Accuracy 
60 
40 
10 
65 
20 
30 
90 
95 
40 
70 
60 
10 
25 
5 
string is used for identification in the remainder 
of this paper for either the abstract or the full 
paper, depending on the context. 
The abstracts and papers are evaluated with 
respect to the main methods and analytes be­
cause this information at least should appear in 
the abstracts. Sometimes more methods and/or 
analytes were mentioned in the papers, but these 
methods were for instance not recommended by 
the authors because of drawbacks compared to 
the recommended method or the determination 
of the analytes was found to be not unsatisfac­
tory. A method is defined as a possible combina­
tion of sample pretreatment (if existing) and ana­
lytical procedure. Each described combination of 
analyte and method is taken as one method and 
judged against the criteria. An analysis that pro­
duces only the sum concentration of a number of 
compounds is taken as determining only one ana­
lyte. In this way the 40 papers describe 149 main 
methods. Twenty three of the 40 papers are of 
the type "note" or "short communication". This 
high number is due to the character of the papers 
that were selected. 
The results of the evaluation are represented 
by four symbols (unless stated otherwise): +, ±, 
— and nn, + means that the information is 
correct according to the criteria, — means that 
research papers and short communications 
Short communications 
+ (%) 
45 
55 
15 
55 
10 
15 
70 
90 
55 
70 
50 
5 
35 
20 
95% CI. 
25-60 
35-70 
35-70 
35-70 
50-80 
25-65 
15-55 
n
a 
23 
23 
20 
23 
23 
23 
16 
17 
23 
23 
23 
23 
23 
17 
Independent 
(a = 5%) 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
a
 и — Number of papers or short communications for which the given evaluation values and statistics hold. 
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the information is completely wrong or absent, ± 
means that the information is partly correct, partly 
complete or not fully clear and nn means that the 
information is not necessary for that method. 
Information that should be present in quoted 
references is evaluated as positive. 
The results of the evaluation of the main 
methods in each full paper are presented in Table 
8 and the evaluation results of the same methods 
described in the abstracts are presented in Table 
9. In both tables the second row identifies the 
number of main methods in each paper or ab-
stract. The evaluation results apply to all the 
methods unless numbers are associated with the 
evaluation values; in that event the number indi-
cates the number of methods for which the evalu-
ation value holds. 
Table 10 presents a summation of the positive 
evaluation results for the individual papers and 
abstracts with respect to the methods as defined 
above. The figures are relative to those methods 
which contain or should contain that type of 
information. In Table 10 the results are also given 
relative to the abstracts or papers that contained 
or should contain that type of information; the 
values are rounded to 5%. The numbers to which 
they apply are given in separate columns. In 
Table 11 a further discrimination is made be-
tween the results for "note" or "short communi-
cation" type of papers and full research papers. 
The positive evaluation values arc rounded to 
5%. 
The evaluation results with respect to the pa-
pers or abstracts are obtained by combining the 
results of the methods for each paper or abstract. 
According to the definition of the values, + and 
± or — combine to give ±, ± and - combine 
to give ±, nn together with some other value 
combines to give the latter value. The evaluation 
results are, where possible, accompanied by the 
95% confidence interval, rounded to 5%, assum-
ing that the positive versus non-positive evalua-
tion values for the investigated papers and ab-
stracts with respect to the given criteria are ran-
dom samples of a binomial distribution. The con-
fidence intervals could only be given in cases 
where the number of positive and non-positive 
observations exceeded 5 [40]. The confidence in-
tervals are not given for the figures which are 
relative to the methods because there is some 
correlation between the evaluation results of the 
methods belonging to one paper or abstract. If 
the total number of abstracts, papers or short 
communications is corrected for those sources 
that need not contain the evaluated information, 
the given statistics are no more than an indication 
because of the additional uncertainty due to the 
correction. 
A frequently occurring reason for a non-posi-
tive evaluation was that the given information 
applied to a part of the method (without the 
sample pretreatment) and/or for samples purer 
than that for which the method was developed. In 
these instances the evaluation value was +. This 
was the case with information evaluated by "ana-
lytical range", "detection limit", "precision" and 
"accuracy" 
The evaluation results of the "analyte condi-
tion" presented in Tables 8-11 do not include a 
check on the completeness of the investigation of 
interfering effects. Also, the results of checks on 
the definition used for the observation of inter-
fering effects and of checks on investigations af-
ter cumulative effects have not been included in 
the tables but are given below. When the matrix 
is stated as being pure solvent and the method 
was developed for that situation, interferents are 
not required. When it is stated that interferents 
have not been found (clear matrix signal), non-in-
terfering concentration levels are not required. 
This is frequently the case with chromatographic 
techniques which aim to separate the analyte 
from other components in the matrix or sample 
solution. On the other hand, also in these cases 
one could require concentration levels because 
samples frequently differ considerably in compo-
sition. For all possible (interfering) compounds in 
the sample, the effect of excesses of these compo-
nents should be investigated. For instance, the 
relative influence of two adjacent peaks on each 
other is dependent on the separation of the peaks 
and the relative peak-area ratio. The category 
"analyte condition plus" takes this requirement 
into account by checking on at least one interfer-
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ent or non-interferent and the concentration 
level/ratio at which interference does not take 
place. Then 40% of the methods are evaluated as 
+ and 56% as ± . 
Paper 1E17 forms a dubious case: it is not 
beyond doubt that there are no interferents. One 
paper contained a suggestion, which was also 
expressed in the title, that more complex samples 
could be analysed, but proof of this failed. This 
was evaluated as - (7B14). 
If checks on the definition used for the obser-
vation of interfering effects and checks on investi-
gations after cumulative effects are included, then 
it turns out that of all the main methods 21% give 
good information on interfering concentrations 
but only 5% give the definition and 2% include 
figures on addivite effects. If all these criteria are 
taken into account only 2% of the methods are 
described well in this respect (which corresponds 
to one paper). 
With respect to the "analytical range", for 
methods developed for pharmaceutical prepara-
tions the preparation content is sufficient. In fact, 
this is too positive because in all but one instance 
the weight and composition of the preparations 
are lacking. This has the consequence that the 
results cannot be directly transported to other 
situations. For a reasonable number of methods 
the analyte concentration range was given for the 
actual concentration-determining step only (hence 
without the sample pretreatment), or the only 
information was the range of the· linear calibra-
tion graph (and even then it was not always clear 
to what the given range applied; see 7B117, 1E39, 
1E49). With this information, the sample pre-
treatment procedure and the amount or volume 
of the test portion, the analyte concentration 
range in the test portion could be derived/calcu-
lated. However, this range is not necessarily equal 
to the "analytical range" for the complete method. 
The method should be tested and evaluated for 
the complete analytical range with samples. Fur-
ther, there is no need to limit the application 
range to the linear part of the calibration graph 
[9, 31]. A combination of the calibration graph 
and a Ringbom plot gives better information on 
the useful analytical range. Surprisingly, the in-
structions to authors of the journals in which the 
investigated papers appeared gave no require-
ments with respect to the analytical range. 
An extra problem is the misuse of the term 
"sample solution" for a solution that was ob-
tained after some treatment of the test portion 
(or less correctly, sample) (1E49, 1F4). 
In one instance the analytical range was stated 
for complex samples, i.e., the authors gave the 
impression that samples could be analysed but on 
the other hand it was stated that nothing was 
known about accuracy (7B114). Hence the infor-
mation was in fact useless and should be omitted. 
In one instance the summary seemed to present 
information concerning all the types of samples 
but it appeared to be for one type of sample 
(7G28). 
With respect to the "detection limit", the in-
formation is defined as being not necessary for 
methods that determine the analyte at one con-
centration. This was frequently the case in the 
determination of pharmaceuticals in tablets. The 
definition and probability level of the detection 
limit were not required for papers from Analyti-
cal Chemistry which appeared in 1988 because 
these were given in the instructions to authors of 
1988 (and later). From Table 10 it can be con-
cluded that 12% of the methods contain a clear 
detection limit. If the definition and probability 
level are not taken into account 28% of the 
methods contain figures indicating some limit of 
detection. There were a number of definitions 
and probability levels employed. 
Concerning the optimum method setting selec-
tion procedures ("optimization" criterion), chem-
ometric techniques were seldom used for the 
determination of optimum settings. In one in-
stance the conclusions (the chosen values of the 
method variables) could not always be verified 
(7H55). The methods were evaluated as ± in this 
respect. This criterion is used for the total evalua-
tion of the papers. 
All chemicals and reagents are checked for the 
criterion "purity + brand". When a method was 
described for the determination of the purity it 
was not checked whether it was a reference 
method. 
With respect to the evaluation of the storage 
conditions of chemicals and reagents ("reagent 
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storage") a positive evaluation means that for 
more than one chemical or reagent the informa­
tion is presented. The evaluation result was ± if 
this was the case for only one chemical or reagent 
or for one or more chemicals or reagents infor­
mation was present but not for known unstable 
chemicals or reagents. Negative means that noth­
ing is given on this subject. No differentiation is 
made between sample storage conditions/re­
quirements and reagent storage conditions. The 
criterion is used in the evaluation of the total 
paper. A positive evaluation result for 32% of the 
methods (corresponding to 20% of the papers) 
shows that there is much room for improvement. 
The results of the inventory for the "instru­
mentation" criterion are represented in Tables 9 
and 10 as r, bs, b and nn, where г means that 
performance requirements are mentioned, bs 
means that in addition to brand and type various 
settings are given and b means that only brand 
and type information is available. The evaluation 
nn ('not necessary') is given for non-instrumental 
titrimetric methods. It turns out that usually only 
brand and type information was present (55% of 
the methods); 25% of the methods had setting 
information in addition to the brand and type, 
2% did not contain enough information and for 
13% of the methods the information was not 
required. In only 5% of the methods (two papers) 
was the deficiency of the description of perfor­
mance-influencing instrument characteristics/ 
settings compensated for by a statement on the 
performance requirements of the instruments. A 
statement such as "settings according to atomic 
absorption spectrometer manual" for a specific 
apparatus is, in our opinion, insufficient as it 
does not enable others to reproduce the method 
with other brands of instruments. None of the 
papers presents information on integration pa­
rameters and time constants of the signal-produc­
ing and -handling equipment. According to ref. 
7G30, different integrators have a significant in­
fluence on the final performance of a method. 
The problem is that the various parameters can­
not always be controlled and their effects cannot 
be predicted. Column packings are chosen to 
belong to instrumentation. Also for these the only 
information given is brand, type and particle di­
ameter. A common problem with LC packings is 
that their performance is strongly dependent on 
the manufacturer, but still a good description of 
the material could give an indication of possible 
alternatives. In one instance the brand and type 
information was clearly not enough: this evalua­
tion result was included in the "remainder of 
method" criterion (7B93). 
Concerning the "sample pretreatment" crite­
rion, sometimes the borderline between sample 
pretreatment and the actual measurement proce­
dure is not sharp. In 7B133 the measurement 
procedure contained an extraction, and also a 
procedure for the dissolution of samples which 
was taken as the sample pretreatment. In other 
methods the extraction procedure was taken as 
belonging to the sample pretreatment. Usually 
the division made by the authors of the papers is 
used. Dissolution procedures of, for instance, 
tablets are taken as sample pretreatment. 
The results for the "main reagent" criterion 
show that even this information is not always 
complete. 
Because blanks can be important for the final 
analytical result, but information on blanks fre­
quently turned out to be not clearly described in 
the selected papers, we present the evaluation of 
the information on blanks separately. Informa­
tion on the use of blanks, if necessary, should be 
included in a method description according to 
ISO standards 78/2-4 [23-25]. In our opinion 
the report of the development of a method should 
contain information on blanks, why they should 
be used or why there is no need to use them. 
Because of this, the evaluation is positive when 
information on the use of blanks (reagent and/or 
sample blanks) is present, irrespective whether 
they should or need not to be used. The evalua­
tion of blanks is ± when the calibration graph 
includes a zero analyte concentration and the 
method is developed for analytes in pure solvent. 
Information on blanks is chosen to be evaluated 
as positive for chromatography-based methods in 
which the calibration procedure includes the 
complete method and the samples and calibration 
standards contain in addition to the analyte only 
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pure solvent or eluent or, in chromatography-
based methods, it is stated that nothing inter-
fered with the analyte peak(s). 
The evaluation results for all the methods re-
veal that much can be improved in this respect. 
Because it was sometimes difficult to decide from 
the information presented in the papers whether 
a method really needed or did not need the use 
of blanks, the evaluation result is not taken into 
account in the "complete method description" 
criterion. 
Concerning the "remainder of method" crite-
rion, it turned out that for a number of papers 
information on the number of standards and the 
concentrations of the standards used for the cali-
bration graph was absent and only the calibration 
ranges were given. Although less desirable, this 
part of the information was still evaluated as 
positive. 
Concerning the preparation of an LC method 
the information on column equilibration was sel-
dom given. Sometimes (part of) the description 
was unclear and confusing (7B133). This can be 
the result of the language usage and in one case 
it was also incomplete (7B101). 
The "sample pretreatment", "main reagent" 
and "remainder of method" criteria are taken 
together in the "complete method" criterion. The 
results for this criterion (Table 10) reveal that 
50% of the methods are completely described. If 
we also take into account the criteria "purity + 
brand" and of the description of the instrumenta-
tion at least the "brand and type" description, 
then only 3% of the methods are described well 
("complete method + " criterion, Table 10). 
Concerning precision and accuracy it was 
mostly impossible to determine whether the fig-
ures presented were obtained within one run or 
within more runs (and perhaps during more than 
one day). As a consequence, this was not taken 
into account in the evaluation. For the evaluation 
of precision the required number of replicates 
was set to at least 4. Because of the methods 
published by Wernimont [35], the precision was 
also allowed to be determined from a series of at 
least duplicates using the differences of the dupli-
cates. If the standard deviation was present but 
one or more of the other conditions were not 
fulfilled then the evaluation was ± . The preci-
sion was also ± when the standard deviation 
included the variance due to other sources than 
the analytical method or when a number of test 
portions of a sample did undergo the sample 
pretreatment, the resulting solutions were anal-
ysed in duplicate and all the results were pooled 
for the determination of the standard deviation. 
The evaluation was also ± when the average of 
the deviation from the mean (1F3) or the range 
was given as measure of precision. This was be-
cause of the instructions to authors of Analytical 
Chemistry at the time of the publication of the 
investigated papers [13]. Because these measures 
lack statistical information and because they give 
rise to misinterpretations and errors (e.g., in 
abstracts the values are copied but not the mean-
ing, see the discussion of the precision evaluation 
of abstracts), these measures are not evaluated as 
positive. The evaluation was negative when some-
thing else was presented, e.g., when the residual 
error of a calibration graph was given. The evalu-
ation is independent of whether samples or spiked 
samples were measured (given that the blank 
analyte concentration is zero). Sometimes the 
precision was determined using standard-like 
samples which did not represent the type of sam-
ple for which the method was developed but from 
the figures for the accuracy the precision could 
be extracted. In that event the precision was 
evaluated as +. 
For thirteen methods standard solutions (which 
differed from the test portions for which the 
method was developed) were used for the deter-
mination of the standard deviation. If these 
methods are evaluated as positive then the preci-
sion determination was correct in 48% of the 
methods. 
In one paper information concerning precision 
was said to be given but it turned out to be 
something concerning accuracy (1B44). In one 
instance the mean lay outside the calibration 
range for a number of samples (1E40); this was 
also evaluated as ± . For paper 7B133 it was not 
clear whether the standard deviation was ob-
tained with the complete method, but it was given 
the benefit of the doubt and the precision was 
evaluated as +. 
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With respect to information concerning accu-
racy, the evaluation was subdivided into the ap-
plication of reference methods or reference ma-
terial, the application of standard addition (re-
covery testing) and the need to apply these tests. 
We judged the application of reference methods 
or reference materials as positive when they were 
applied in at least three concentration levels 
within the analytical range and the number of 
replicates at each level was at least four. Fewer 
replicates were allowed if this was compensated 
for by more concentration levels and the total 
number of determinations was at least 12. The 
evaluation was ± when fewer concentration lev-
els were checked, fewer replicates were per-
formed and/or the method was compared with 
another method that was not a reference method 
or of which the accuracy was not given. 
The standard addition/recovery test was eval-
uated irrespective of the analyte concentration in 
the sample used given that the upper limit of the 
analytical range is not exceeded. It was evaluated 
as positive when the addition took place in at 
least three concentration levels and the number 
of replicates was at least four. Fewer replicates 
were allowed under the same conditions as be-
fore. The requirement for at least three concen-
tration levels was lifted when the analytical 
method was developed for one concentration level 
[e.g., label claim analysis of tablets containing the 
active substance(s) in one concentration]. The 
evaluation was negative when neither reference 
methods nor other comparison methods, refer-
ence samples or standard additions were applied 
or only part of the analysis procedure was applied 
or when the samples used did not represent the 
samples for which the method was developed. 
The use of synthetic tablets for the determination 
of possible bias was classified under standard 
addition. When the method was developed for 
analytes in pure solvent and the analytical proce-
dure for the standards for the calibration proce-
dure was different from that for the samples, the 
check on bias using standards was classified un-
der the methods using reference samples (given 
that the purity of the standards used is known). If 
in the foregoing situation the analytical proce-
dure for the samples and the standards was the 
same and the calibration graph was checked to be 
straight (although in none of the cases statistically 
tested), then the determination of the accuracy 
was chosen to be unnecessary. 
In the analyis by LC of a number of analytes at 
the same time we got the impression that authors 
omitted the determination of accuracy if the ana-
lyte peaks were reasonably well resolved from 
each other and from the matrix peaks. We have 
taken the determination of accuracy as necessary 
because of possible mutual influences of the peaks 
in the chromatogram. This is likely to occur in 
peak-area measurements, moderate resolution 
and large peak-area ratios. 
Sometimes the label claim value of tablets 
analysed was taken as a reference value; this was 
evaluated as negative. When standard addition 
was used as the quantification method the deter-
mination of accuracy is taken as still being re-
quired. When standard solutions were used as 
reference standards but the purity of the stan-
dards is not known, then the evaluation is ± . 
Sometimes comparison with other methods was 
made but this comparison is without value if 
nothing is stated about the comparison method 
(7B14, 7B92, 7B99, 7B129, 1E61). In one instance 
recovery results of standard addition/recovery 
experiments were given, but no correction took 
place for the blank values (7B92). 
The final value of the accuracy criterion which 
is used for the evaluation of the complete paper 
is the evaluation result of either the application 
of reference methods (samples) or the application 
of standard addition. Although as mentioned be-
fore the use of reference methods or samples has 
a clear preference over the application of stan-
dard addition, the final value does not reflect this 
preference because of the limited availability of 
reference methods and samples and because their 
availability is not checked. 
The results show that only for 12% of the 
methods were the methods for the determination 
of possible bias correctly performed. 
We also checked the use of statistics for the 
interpretation of the obtained results when the 
evaluation result of either the application of ref-
erence methods (samples) or the application of 
standard addition was + or ± . The statistical 
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comparison could either be the comparison of 
two sets of results or the comparison of obtained 
values with true values using regression analysis 
[35]. In order to relieve the requirements we 
evaluated the use of statistics as being unneces-
sary when no statistical comparison took place 
but the difference between the theoretical or 
certified value and the main of the obtained 
results was less than the standard deviation. The 
accuracy evaluation should be + in such a case in 
order to ensure that the difference was correctly 
determined. This situation did not occur. The 
choice of the difference to be less than the stan-
dard deviation corresponds to the situation that 
the null hypothesis cannot be rejected at the 10% 
level of significance for about five observations. 
In the only case where a statistical comparison 
was made the results for one type of sample of 
the developed method were compared with those 
for two other methods but information on the 
possible bias of these methods was not given. If 
the methods for which the accuracy determina-
tion was evaluated as not necessary (nn) are 
subtracted from the total number of evaluated 
methods, then still 99% of the methods lack an 
adequate statistical evaluation of the results. 
From the above results it can be concluded 
that an adequate determination of possible bias 
never took place. 
From a statistical point of view the chosen 
minimum level of four replicates is doubtful be-
cause it hardly permits valid conclusions on preci-
sion (the 95% confidence interval of the real 
variation ranges from 0.4 to 8.5 times the ob-
served variation [41]). Nevertheless, this value 
was chosen because otherwise hardly any method 
was evaluated as positive. 
Some general observations concerning papers 
can be made: it is sometimes difficult to obtain 
from of the paper all the desired information 
concerning the method (1B123, 1F4, 7B78, 7B101, 
7B114, 7B120, 7B133), because of confusing lan-
guage usage, a complex method description, a 
disorderly method description, obscurities and/or 
omissions; authors frequently present their infor-
mation in an incompletely explicit form and a lot 
remains implicit; sometimes more was suggested 
than could be proved from the information given 
in the paper; and several times there were some 
contradictions between the information in the 
papers. 
The conclusion from Table 10 is that on all the 
criteria the papers can be improved. With respect 
to the procedural method description (the "com-
plete method" criterion the completeness of in-
formation decreases drastically if the "purity+ 
brand" criterion of the reagent description and at 
least brand and type of the instrument descrip-
tion are taken into account ("complete method 
+ " criterion). If "blanks" and "brand + settings" 
or "requirements" of the instrument description 
were taken into account, then only 2% of the 
methods are complete (corresponding to one pa-
per). If we take the criteria also used for the 
abstracts into account none of the methods is 
described well (6 of the 149 methods only lack an 
indication of the definition of the detection limit 
used). In fact this is too positive: we should also 
include the definition used for the determination 
of interfering effects, "purity + brand", "storage 
conditions", a description of the instrumentation 
in terms of performance-influencing settings or 
requirements, "blanks" and a statistical evalua-
tion of possible bias. This makes the complete-
ness of the papers very much worse. 
Whether there is some difference between the 
evaluation results of the methods described in 
"notes" and "short communications" and full 
research papers (Table 11) was statistically tested. 
The evaluation results for each criterion for both 
types of paper represent in fact a two-way classi-
fication of the papers by evaluation value and 
type of paper. Both characteristics can be tested 
for independence, which comes down to a test 
that the evaluation results for both types of pa-
pers are not different. The tests described by 
Dixon and Massey [40] using a chi-squared distri-
bution are applied. For most criteria the ±, — 
and nn results are taken together because the 
results for these classes were below the limits for 
which the tests using these classes could be ap-
plied. This resulted in two-by-two tables for these 
criteria representing a classification into type of 
paper and positive versus non-positive evaluation. 
For the criteria "purity + brand*', "reagent stor-
age" and "precision" a classification into +, ± 
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and - could be used. The results of these tests at 
the 5% level of significance arc represented in 
the last column in Table 11. The criteria for 
which no result is given could not be tested using 
the + classification. If the + and ± results are 
taken together and the - and nn results for each 
type of paper, then also the evaluation results for 
"detection limit" and "accuracy" are not differ-
ent at the 5% level of significance. 
Based on the presented evaluation results a 
difference between full research papers and short 
communication-like papers cannot be proved. 
Evaluation of the abstracts 
In addition to a ± evaluation in the corre-
sponding paper, a frequently occurring reason for 
a ± evaluation was that it was unclear to what 
the given information applied. This was the case 
with information evaluated by "analytical range", 
"detection limit", "precision" and "accuracy". 
With respect to the analyte condition criterion, 
the matrix alone is evaluated as ± . Sometimes 
the number of interferente and/or non-interfer-
ents was large; in that event they need not be 
mentioned. The same holds for the analytes; in 
such a case the name of the class to which the 
analytes belong is sufficient. Frequently in ab-
stracts it was unclear for which matrix the method 
was developed. If nothing was stated then fre-
quently the matrix was pure water. The matrix 
indication "water", as used in, for instance, "the 
analysis of .. . in water . . ." is not clear: is it 
pure water or some other kind of water (sea 
water, waste water, etc.)? In one case it turned 
out to be pure water although a sample clean-up 
procedure was given (7H55). 
With respect to the "analytical range" crite-
rion, the same remarks hold as those given for 
the papers. Sometimes the figures concerning the 
range were wrong (1B178; apparently because the 
same mistake was made in the summary of the 
paper) and/or only the range over which Beer's 
law was obeyed was given, possibly as an indica-
tion of the analytical range although the paper 
revealed a completely different analytical range 
which could not be derived from the procedural 
information in the abstract (1B178, 1E55). In one 
instance the given range appeared to apply to one 
of the described methods (7B137). 
Concerning the detection limit, when the ana-
lytical procedure is developed for more than one 
analyte we have evaluated the detection limit as 
positive if all the detection limits are brought 
together as a range. Because we do not require 
the definition and probability level and the pa-
pers revealed that different definitions and prob-
ability levels are employed, the given limit is not 
more than an indication. The Editors of the jour-
nals should strive to adopt one uniform definition 
and probability level to improve this situation. 
Concerning the sample pretreatment, some-
times the sample pretreatment procedure is not 
given in the abstract. It turned out to be difficult 
to determine without the paper whether the given 
procedure is correct. Some examples are as fol-
lows: abstract 7H55 gave the impression that the 
sample pretreatment procedure was used with 
the two described methods, which was not the 
case; in abstract 7F19 a purification column was 
omitted. Errors also occurred. In one instance 
the description was wrong but a possible reason 
could be that it was also not clear in the paper. 
From the difference in the total - evaluation 
results for the papers and abstracts can be con-
cluded that for 35% of the methods the sample 
pretreatment procedure description completely 
failed. 
Concerning the description of the main 
reagent, there were no special observations. From 
the results in Table 10 it can be concluded that 
this part of the method information is also de-
scribed best in the abstracts. 
Concerning the remainder of method informa-
tion in abstracts, we have chosen that descrip-
tions of methods based on flow injection should 
contain a description of all the streams in terms 
of composition and flow. This requirement is not 
too strong; two abstracts contained that type of 
information. 
A number of abstracts contained mistakes or 
errors in the description of the method. These 
mistakes were revealed after comparison with the 
papers. Examples of the mistakes/errors are a 
wrong eluent composition (1E17), a wrong de-
scription of the sample introduction procedure 
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(1E39) and the concentrations of the buffering 
substances in a buffer were missing but were 
necessary (7B78). 
The "complete method" criterion involves the 
same criteria as used for the papers. Its result 
gives an answer (although not proof) to the ques-
tion of whether it is possible to give a useful 
description of the method. In our opinion 29% of 
the methods described in 20% of the abstracts 
are described well. The question remains as to 
whether these methods can be reproduced. On 
the other hand, this result shows, when compared 
with the evaluation results of the method descrip-
tions in the papers, that improvement is still 
possible. This agrees with our observations during 
the comparison of the abstracts with the papers: 
with only a limited number of sentences the 
method could be described well. 
Concerning "precision", when the analytical 
procedure is developed for more than one ana-
lyte we have evaluated the precision as positive if 
the standard deviations for all the analytes are 
brought together as a range. Sometimes after 
comparison with the paper it turned out that the 
given standard deviation was something other 
than the precision (7B57). The representation 
form "number ± number" did not automatically 
imply "mean ± standard deviation"; its meaning 
should be specified. 
Concerning accuracy information, the use of 
statistical tests is not taken into account. With 
respect to the representation of the information a 
descriptive representation of the results using ref-
erence methods, reference samples or standard 
addition is taken as sufficient (e.g., "the results 
compared well with . . . "). Also, for instance, 
information concerning the recovery in terms of 
the concentration range tested and the recovery 
range obtained is evaluated as sufficient (and will 
not decrease the paper evaluation value). Of 
course, a better approach would be to present the 
accuracy information in statistical terms as the 
result of statistical comparison with reference 
samples or reference methods, as now recom-
mended in the instructions to authors in The 
Analyst, 1991 [12]. 
As with precision, also with accuracy informa-
tion the obtained results can seem to hold for the 
complete method but sometimes appeared to be 
obtained with part of the method. The results 
show that hardly any abstract contained good 
information on the accuracy of the method. If the 
use of statistical tests is taken into account then 
no abstract contains good and well founded infor-
mation on accuracy. 
The question could arise of whether one could 
require all this information to be present in short 
texts like abstracts. The fact that there are ab-
stracts that contain this information proves that it 
is possible. Further, it is necessary to give the 
reader an indication of the performance of the 
method. 
A number of errors or obscurities were ob-
served in the abstracts which did not fall within 
the above criteria, such as the following exam-
ples. It is unclear from an abstract how many 
methods or sample preparation procedures are 
described in the paper (7G28). Inexact wording 
occurs, e.g., the abstract read "The sample is 
. . . " and accuracy information was given for com-
plex (biological) samples, so that the impression 
was given that the performance information ap-
plied to complex (biological) samples. The paper, 
however, revealed that part of the information 
was obtained from standard-like samples (7B120). 
Hence the abstract suggests more than can be 
justified from the paper. Omissions occur, e.g., 
where the abstract gave the impression that all 
analytes were analysed in the sample matrix, but 
the paper revealed that this was the case for only 
some of the analytes (1E40, 1E39). In another 
instance the method appeared to be developed 
for two type of analytes (free and bound sulphite) 
(7F17). Some simple mistakes occurred such as 
< instead of < (1E61). In one instance the name 
of the analyte was different (1E57). A possible 
source of errors in the abstract could be that the 
description of the method in the paper was com-
plex (1F4). 
As already indicated, only 20% of the abstracts 
are complete with respect to the procedural part 
of the method information. When all the abstract 
criteria are taken into account, in fact none of the 
abstracts is complete. The abstracts suggest more 
than can be justified from the paper because of 
inexact wording, omissions, mistakes, errors and 
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incomplete representation of the information 
available in the papers. A number of times infor­
mation available in figures and tables was not 
abstracted. From the investigation of the location 
of the various types of information (see later) it 
can be concluded that these parts of a paper are 
important sources of information. In addition the 
papers are frequently also incomplete. For a 
number of criteria the difference in positive eval­
uation results between abstracts and papers 
proved to be significant at the 5% level (see 
Table 10, column 9). In Table 10 (column 10) for 
each criterion the percentages are given of the 
abstracts that can be improved to the + and ± 
evaluation levels of the corresponding papers. 
The question remains of how incomplete infor­
mation presented in the papers should be ab­
stracted. Possible solutions are to copy the infor­
mation labelled with a remark about incomplete­
ness or to state that (with respect to method 
information) what is absent in the abstract is also 
absent or incomplete in the paper. 
As already stated during the discussion of some 
of the criteria and as can be concluded from the 
mistakes or errors that are made in the abstracts, 
it is impossible to determine whether the ab­
stracts are correct without knowing the content of 
the papers. This also explains the differences in 
the evaluation results of the abstracts criteria 
with those presented in [42]; the latter were ob­
tained without comparison of the contents of the 
abstracts with those of the papers. 
TABLE 12 
Location of various types of analytical method information in papers " 
Location b 
Title 
Abstract 
Introduction 
M&M 
R&D 
Absent 
Title + Introduction 
Title + R&D 
Title + M&M + R&D 
Abstract + R&D 
Introduction + R&D 
M&M + Abstract 
M&M + Abstract + ... 
M&M + Introduction 
M&M + Introduction + R&D 
M&M + Introduction + Tables 
M&M + rf/t/rs 
M&M+R&D 
M&M + R&D + rf/t/rs 
M&M + R&D + ... +rf/t/rs 
R&D + Tables 
R & D + reasoning 
R&D + Tables + reasoning 
Tables + ... 
Refs. + ... 
Information type 
Analyte 
condition 
15 
30 
25 
20 
45 
5 
5 
5 
5 
5 
5 
5 
5 
10 
5 
10 
5 
Analytical 
range 
15 
15 
40 
5 
5 
25 
10 
5 
20 
Detection 
limit 
15 
35 
30 
5 
5 
15 
5 
Complete 
method 
15 
10 
10 
5 
5 
15 
20 
30 
15 
25 
40 
Precision 
+ accuracy 
10 
20 
15 
5 
5 
20 
5 
15 
45 
• Numbers given are percentages of papers that contain or should contain that type of information. ь M&M — Materials and 
Methods; R&D = Results and Discussion; " . . . " = any other location; rf/t/rs = references and/or tables and/or figures and /or 
reasoning required. 
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Location of information in papers 
The investigation of the possible locations of 
all information concerning a method in papers 
has as a background that normally the different 
sections of a paper can be expected to contain 
certain types of information. The question was 
whether these expectations were well founded. If 
so it would permit the extraction of information 
on different types of analytical information to be 
directed to the sections that should contain that 
type of information. Further, it was of interest to 
establish what was needed for the information 
extraction: would a simple keyword search in 
combination with some sentence analysis enable 
us to extract information such as the detection 
limit and the analytical range [42], or should more 
complex and elaborate techniques be used? Au-
tomatic analysis and information extraction from 
full texts is still troublesome at the current stage 
of technology. 
The different sections of papers (in the normal 
order of appearance) are Title, Abstract or Sum-
mary, Introduction, Materials and Methods, Re-
sults, Discussion, Conclusion and References. 
According to Weil [6], abstracts are different from 
summaries. A summary should contain the salient 
findings and conclusions of the paper (usually at 
the end of the document). Both types are men-
tioned in the journal papers but there are ab-
stracts which contain summary-like texts and 
summaries which contain abstract-like texts. 
Sometimes the abstracts or summaries are omit-
ted. Good abstracts have preference because 
these can be used in secondary literature and 
present more information. The Results section 
and the Discussion section are frequently com-
bined in a Results and Discussion section. The 
Conclusion section turned out to be absent in 
many papers and if present hardly contained ex-
tractable information. The method information 
can also be located in tables, figures and in 
quoted references. The selected 40 papers used 
for the check of the completeness of analytical 
information were also used for this investigation. 
The investigation was performed using the 
same main types of analytical information as used 
for the evaluation of the content of the papers 
and abstracts: matrix description including inter-
ferente and non-interferents; the concentration 
range of the analyte; the detection limit of the 
analyte; complete method description; and fig-
ures on precision and accuracy. The papers were 
checked for the locations of these types of infor-
mation. It was also checked whether reasoning is 
necessary in order to obtain (an indication of) the 
desired information from the information given 
in the paper. This reasoning can include, for 
instance, the calculation of an indication of the 
analytical range from the concentration range of 
the calibration standards and the various dissolu-
tions and concentrations that the analyte under-
goes during the analysis procedure. 
The locations are given for each paper and are 
not differentiated for the various methods de-
scribed in each paper. Table 12 presents the 
results of this investigation as percentages of the 
papers that should contain that type of informa-
tion, rounded to 5%. Combinations of the loca-
tions are given in increasing order of complexity. 
The more locations are needed, the less precise 
the indication of the locations is; this is in order 
to prevent too much different combinations. In 
such instances a more specific indication of the 
location is also less interesting because such a 
combination already includes a large part of the 
paper so that it hardly matters which extra parts 
are exactly necessary and what extra types of 
effort have to be used. The location "table" means 
tables or figures. Which are mainly used depends 
on the type of information: figures are mainly 
used in the method procedure description (in two 
instances a table was used with the instrument 
settings), tables and (calibration) graphs are used 
for other types of information. For graphs the 
axis labels and figure captions only are needed. 
The location "tables + " means that for those 
papers and that type of information at least "ta-
ble"s have to be analysed. The location "refer-
ences + " has a comparable meaning. 
The results show that for all types of informa-
tion no specific location can be identified. Fre-
quently the information is spread through a rea-
sonable part of the paper. This means that in fact 
the complete paper must be scanned for all types 
of information. This includes the analysis of ta-
bles and figures. Frequently calculation and rea-
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soning are also required and for a number of 
papers other papers have to be consulted to ob-
tain the information. A desirable situation would 
be (not only from a text-analytical point of view) 
that all the method information is located in one 
or two sections. It turned out that only one paper 
contained all the information in the Materials 
and Methods section and the Summary. For the 
other papers at least the Materials and Methods 
section and the Results and Discussion section 
have to be read. These results are even too posi-
tive because when the evaluation of the type of 
information, as presented in Table 8, is ± or —, 
almost the complete paper must be scanned to 
conclude that the information is absent, wrong or 
incomplete, and this is associated with extensive 
reasoning. 
The section that is most dedicated to one type 
of information is the Materials and Methods sec-
tion, but for 85% of the papers this section is 
inadequate. There are papers in which the Mate-
rials and Methods section only contains some 
steps and only the stock solution compositions: 
the remainder of the method and the composi-
tions of the working reagents are described in the 
Results and Discussion section. 
CONCLUSIONS AND RECOMMENDATIONS 
The investigated abstracts are unreliable 
sources of information on new analytical methods 
and papers on new analytical methods are incom-
plete. This conclusion agrees with and could be a 
reason for a frequently heard remark from analyt-
ical chemistry practitioners: "published methods 
never work in our situation; research papers on 
analytical methods only give us a starting point". 
Another viewpoint is taken by Collins [44], who 
states that it is by definition impossible to repro-
duce experiments from published reports, be-
cause the skill obtained during the development 
process cannot be transmitted via reports. Analyt-
ical Chemistry, on the contrary, is based on the 
reproduction of methods from method descrip-
tions and this works as long as a number of basic 
requirements are fulfilled: the analytical chem-
istry practitioner has basic skills in the technique 
and the description is such that all the variables 
that have an influence on the method can be 
controlled. The above-given criteria aim at the 
latter. Of course, some experimentation is neces-
sary to obtain some skill on the new method. 
In our opinion, it is possible to produce useful 
and reliable abstracts containing concise descrip-
tions of the methods; some abstracts already con-
tained a good description of the procedural part, 
others contained a good description of the appli-
cation area and other abstracts performed better 
with respect to the performance figures. 
In addition to the incompleteness of informa-
tion, considerable effort is necessary to extract 
method information from papers. Although it is 
even possible tò extract information from graphs 
[43], these results make the possibility of full 
automatic extraction of information from papers 
and abstracts very problematic at the moment. 
This gives rise to the following recommenda-
tions: 
abstracts in Analytical Abstracts should be 
checked for correctness and completeness accord-
ing to the given criteria; 
the production of abstracts should include an 
evaluation of the information presented in the 
papers; 
authors and editors should check better the con-
tent of papers for completeness of information. 
Special attention should be paid to the descrip-
tion of the application area of the method and 
the validation of the performance of the method. 
The content requirements should be more ex-
plicit; 
papers should present the various types of infor-
mation concerning methods in closed sections 
and should contain an abstract according to the 
requirements. 
With respect to abstracts, a core set of relevant 
analytical method procedure data will (probably) 
have to be defined for each analytical technique. 
Criteria should be used during the production 
and editorial evaluation of papers; why limit the 
current efforts in good laboratory practice to the 
laboratory and apparently forget the underlying 
ideas when publications are produced? 
Preferably the information should be concen-
trated in one or two closed sections of a paper 
such as the Materials and Methods section and 
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the abstract. Not because we should adapt our­
selves to the capabilities of some computer pro­
gram for automatic text analysis, but because it 
gives easier access to and control of the informa­
tion on analytical methods. 
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A systematic representation of analytical chemical actions 
Geert J. Postma*, Gerrit Kateman, 
Department of Analytical Chemistry, University of Nijmegen, Toemooiveld 1 
6525 ED Nijmegen, the Netherlands 
Abstract 
A representation formalism for analytical method descriptions is presented Using this formalism the semantic 
information of all the participants of a sentence in relation to the main verb is maintained The logical basis 
of the representation is given as well as a routine for the graphical presentation 
During the past 20 years various publications 
appeared on the representation of (analytical) chem-
ical actions Malisa et al ' 2 worked out a method 
using icons (the SSSAC) This method should facil-
itate a faster access to the fast growing stream of 
information The method was not adopted by the 
analytical chemical community The representation 
was criticized by Kateman3 His main criticism was 
that the representation was not complete enough to 
capture all information of an analytical method 
description 
In the publications on the development of the 
TOSAR system (which is part of a system for stor-
age and retrieval of literature information), 
Fugmann et al4 presented a treelike graph In this 
representation concepts are nodes which are con-
nected by edges representing the relations between 
the concepts The concepts are predominantly con-
stituted by the chemical substances used in, and 
produced by, certain processes The relations can be 
logical relations, such as and and 'or' The starting 
materials of a process are written above their prod-
ucts and linked to them by the edges (arcs) They 
can be labelled with a limited set of reaction-spe-
cific functions (participant, nonparticipant, accelera-
tor and inhibitor) The process itself and the process 
conditions are written between as nodes linked to 
the product or as nodes which connect the products 
This way, a sequentially ordered representation of 
the process flow in a document is produced 
Fugmann et al also stressed the use of graphs 
for the representation of documents as being "more 
lucid than natural language text" 
A drawback of this representation is that most 
of the functional information of the chemicals and 
other circumstances playing a role within the ac-
tions is lost Also, no explicit interpretation of 
quantifiers and sets of objects and actions is given 
A pleasant feature of the representation is that every 
action leads to some product, a feature which is lost 
in later representations 
Zamora and Blower56 represented synthesis 
information in a strict form which, in fact, could 
contain only one product and one synthesis/reaction 
This chapter was published in the Journal of Chemical Information and Computer Science 33 (1993) 350-368 
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step The participants in the reaction were labelled 
with 'product', 'reactant', 'medium, 'temperature', 
'yield', etc Other information (on for instance the 
purification and identification procedures) were 
omitted 
Ai, Blower and Ledwith7 extended the notation 
to multistep reactions, and identified the individual 
actions that had to be performed in order to obtain 
the described reaction but still omitted the workup 
procedures However, some information will still be 
lost because all participants in the actions are classi-
fied as 'reactant', 'reagent', 'product', 'catalyst', or 
'solvent', and the actions are mainly represented as 
one of five primitive actions (react, combine, pre-
pare, workup, result) 
Nishida et al8 use case structures to represent 
actions The representation sticks closely to the 
original texts (although certain normalizations are 
executed) The order of the actions is the order of 
the presentation/storage of the actions 
As a consequence of current research on the 
automatic extraction of information from method 
descriptions', and because of current research on the 
development of a quality and database system for 
graphite furnace atomic absorption spectrometry, a 
well-defined format and representation of analytical 
method information is required which can represent 
information existing within the written method 
descriptions and can facilitate reasoning on mass 
flow during the analysis process This last require-
ment will then facilitate the determination of the 
possible content of the sample solution after the 
sample preparation, which will enable automatic 
evaluation of sample preparation methods A further 
requirement is that analytical chemists have no 
trouble understanding it 
The representation: theory. 
The information describing an analytical 
method can be divided in factual and procedural 
information Factual information is, for instance, 
information on the performance characteristics of 
the method, as well as information on brand, type 
and settings of the instruments Procedural informa-
tion entails information on all the actions that have 
to be performed in order to obtain quantitative 
information on the analyte(s) using the described 
type of sample Within the procedural information 
factual information exists as well This information 
concerns the attributes of the objects that play a 
role in the actions, such as information on the con-
tent of solutions, instrumental parameters, etc Fac-
tual information can be stored efficiently in databas-
es in the following format Object - Descriptive 
Parameter - Value, e g Spectrometer - Type - "sin-
gle beam" , Spectrometer - Background correction -
"deuterium lamp' Within such a representation the 
type of the link/relation between object and descrip-
tive parameter is (and can be) implicit The relation 
can be attributive, has-part or of a more complex 
structure The choice of the descriptive parameter is 
completely free 
A representation of the procedural information 
on the other hand should contain clear information 
about the type of relation between the actions, its 
participants and other concepts mentioned in rela-
tion to the action, in order to be a good representa-
tion of the semantic content of the original text 
These relations are called cases or roles, and they 
are limited in number We have chosen to represent 
the preparation procedures of chemicals and the 
sample preparation procedure, by the procedural 
representation format that is the topic of this paper 
The preparation procedures of chemicals includes 
descriptive information about chemicals and solu-
tions The other information like the performance 
characteristics of the method and the descnption of 
the instrumentation and its settings can be repre-
sented as factual information, and they are outside 
the scope of this article A large part of this infor-
mation can also be represented within the proce-
dural format, as will be shown later 
Actions can efficiently be represented by using 
case structures8' These structures maintain the 
functional information between the verbs of a sen-
tence and the other constituents Actions (analytical) 
can also be regarded as processes with a certain 
input and a certain output, similar to chemical reac-
tions4 This is evident for actions such as "filtrate", 
in which the object of the action is the input and in 
which the output is specified by words like 
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Table I. Specification of the cases and their definitions (1) = classified as input, (o) - classified as output 
actor 
object (1) 
applied (ι) 
recipient (1) 
location_goal (1) 
source (1) 
goal 
from 
to 
result (o) 
instrument 
location 
means 
method 
circumstance 
time 
duration 
interval 
termination 
condition 
purpose 
number 
logic 
who or what carries out the action Hardly mentioned in analytical method descriptions 
that what undergoes the action 
the matenal (chemicals, powder, soil, etc) that is used in the action, frequently marked with with 
the solid or liquid matenal which is the goal of the matenal having the object case (e g add to a 
solution", "immerse in a solution') 
the container which is the goal of the matenal having the object case (e g , "nnse in a flask ) 
the starting matenal, frequently marked with "from" or with ' in" (eg ' is prepared from ", " is 
determined in butter 
the goal of the action not covered by the to- or result-case (e g "adapt to matnx ) 
describes the initial state of the object concept (as in 'a gradient from 100% " and "heat from 40oC to 
") 
describes the end-state of a concept because of the action (e g "heat from to 8SoC", 'dilute to volume", 
"bleach to a faint colour") 
the matenal being the result of the action frequently marked with "to" (as in "complex to ", "conven to 
", ' decompose to ") 
the apparatus, glassware, etc , that is used in the action, frequently marked with "with" 
the location of the action 
a description of action by which the main action is performed, frequently marked with "by" (as in 
"determine by reducing ") 
the technique that is used within the action represented by the main verb and mentioned as adverb ( e g , is 
titrated potentiometncally ') 
the way how the action is performed, frequently given as adverb or marked with 'at" or 'with" (e g , "is 
titrated slowly", " at a rate of", "add with care") 
the circumstances under which the acuon is performed frequently marked with "in the presence of" or "at" 
plus temperature indication 
when the action has to be executed 
how long the action has to be executed 
after which point in time the action has to be repeated continuously (e g , 'daily") 
until which time point the action has to be executed 
conditional statements frequently marked with "for' (e g "the method is sufficiently precise for routine 
analysis 
the purpose of undertaking the action, frequently marked with "to" or for followed by some verb (e g , 
' add to stop the etching ) 
how many limes the action has to be executed 
to indicate negations 
"filtrate" and "residue" But, as this output is fre­
quently not mentioned in direct relation to the verb 
which represents the action, the output relation is 
not represented by caselike relations For other 
actions like "add" and "heat", the input is marked 
by cases, but the output is left implicit (and not 
referred to by linguistic reference resolution) A 
resulting state of the input is sometimes mentioned, 
e g in "heat the solution to 60"C" 
A specification of case information together 
with input and output will enable the correct repre­
sentation of the analytical process for computer-
based purposes how the actions are performed, 
how they follow each other, and how they are 
linked to each other This will facilitate the graphi­
cal representation and reasoning about the mass 
flow of chemicals along the action sequence The 
latter will enable evaluation of existing sample 
preparations for other analytes and techniques, by 
checking on the existence of possible interferents 
introduced during the sample preparation Another 
application is the development of analytical proce­
dures as recently shown by Zhou et al "' This rea­
soning, however, can only be accurate when back­
ground information is used of the verbs which oper­
ate on the input For physical action verbs as "fil­
trate", the composition of the output streams can be 
determined exactly from the composition of the 
input stream(s), for "add" and "heat", however, this 
will be more complicated because of possible reac­
tions This means that for most of the actions chem­
ical knowledge and/or physical-chemical knowledge 
of possible reactions and other processes are needed 
in order to determine the composition of the output 
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Table II. Specification of the implicit cases and their definitions. 
input: the input of some (frequently physical) action which cannot be labelled with the as input 
classified cases of table 1. 
output: the output of some (frequently physical) action. More than one output is possible. 
leaving_output: the output that is taken out of (one of) the input stream(s). Useful for the graphical representa-
tion. 
scheme: a list of action identifiers that comprise the current action. 
type: to indicate a type relation between some action or process and some previously mentioned and 
specified action or process. Is also used between objects. In that case it frequently directs to a 
stock solution (description) implying that some portion has to be taken. 
stream(s). For addition-like actions, Zhou et al. 
implemented a Chemical Reaction Generator within 
their Analytical Director robotic expert system for 
development and application of robotic analytical 
procedures. The use of partition coefficients could 
also be employed on extractions. For the most part, 
however, analytical method descriptions lack infor-
mation on the content of, for example, solutions 
that intermediate two consecutive analytical actions. 
The cases that are specified for the analytical 
chemistry domain are listed in Table I together with 
their definitions. We have tried to choose names for 
these cases that represent their meaning as much as 
possible. The subdivision of the cases is determined 
by the function of the sentence components in rela-
tion to the central verb, the meaning of the verb, 
and the class or type of the sentence component. 
Influence of the meaning of the verb can be recog-
nized in "... is added to a solution", which is repre-
sented by a 'recipient' case, and " reacts to Fe24", 
which is represented by a 'result' case. Subdivision 
by the class of the sentence component can be 
recognized in the subdivision between 'source/result' 
and 'from/to'. This type of subdivision will help in 
reasoning on the mass flow. The difference between 
'means' and 'manner' is motivated by the fact that 
the former will lead to a clear description of the 
steps by which a certain process is performed (they 
are listed under 'scheme', see Table II), whereas the 
latter will only yield a crude indication of (a part 
of) the instrumental technique that is to be used. 
The location case can be subdivided, based on the 
information contained within the prepositions "on", 
"in", "under", "between", etc. Up to now the type of 
the location yielded sufficient information (e.g., 
"waterbath" indicates that it should be "on", "oven" 
indicates that it should be "in"). The difference 
between 'location_goal' and 'recipient' should enable 
reasoning on the material-flow along the actions. 
Nominalized verbs (e.g., titration, addition) are 
represented as verbs. The tense of the verbs is im-
plicitly the imperative mood of method descriptions. 
A number of cases in Table I can be classified 
as input or output of the action. This classification 
holds for most verbs used in method descriptions. 
Some verbs like "take" have the value of the object-
case as output. In order to prevent contradictions in 
these cases the object-case values are represented 
by the output-case. The other relations mainly give 
access to information on the conditions within 
which the action has to be executed. 
In Table II, the implicit case like output rela-
tions are given, together with some other relations. 
The identification of the relation 'leaving_output' 
depends on the verb. It is used for verbs in which 
(one of) the output(s) is taken out of (one of) the 
input stream(s), e.g. for "take" ("take the vessel out 
of the container"). It facilitates a discrimination 
between various output streams. 
Except for these relations, other relations exist 
between the non-action concepts present within the 
sentence. These relations are listed in Table III. The 
class information is optional; it can be useful for 
reasoning on the flow of chemicals, etc. 
Using these cases and relations the recursively 
nested list representation is: 
frame, :- [concept,, [id, [frame-id,]], [rel,,, 
value1,],...[rel1J,value1J] [rel¡„, 
valuej]. 
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Table III. Specification of the relations between non-action concepts. 
attribute: 
attrib_of: 
obj_revetse: 
number: 
num_value: 
min_number: 
max_number: 
unit: 
contains: 
containment: 
of: 
location: 
locates: 
link: 
type: 
role: 
and: 
or 
element_of: 
element: 
class: 
interpretation: 
for the representation of attributive relations between object and properties like concentration, valence, 
weight, etc; 
the reverse of the attribute relation; 
the reverse of the Object' case; 
indicates that some concept is a set of objects and gives its number of elements each of which conforms to 
the given description; 
the numeric value of some attribute; 
the lower limit of some numeric attribute value; 
the upper limit of some numeric attribute value; 
the unit of some attribute having a numeric value (e.g. concentration); 
a containment relation describing chemical composition; 
the reverse 'contains' relation, 
representing a concept that belongs to or is strictly related to another concept as in "the resonance line of 
Sb"; 
the location of an object; 
the reverse location' relation; 
for the representation of the internal relation between Ute input and the output streams; 
to indicate a type relation between some object and some previously mentioned and specified object. E.g. to 
indicate a unique portion of some solution that is used within various actions. The object inherits all attrib­
utes of its type; 
the description of the role or function the object has in the current action; frequently marked with "as" (e.g. 
".... is added as oxidant"); 
indicates specified members of distributive or collective sets (conjunctions); 
indicates specified members of disjunctions; 
indicates that the object is an element of the specified set; 
the reverse 'element_of relation; 
the class of the concept; 
the logical interpretation of some set or concept (e.g. collective, independent). 
frame, 
value,, 
value,, 
[frame-id,, [геі^ аіие,,], . . .^, 
value,,] [rel,„, valuej]. 
framet 
~„ · [string,,] 
if rely = 'scheme' V link' then (1 £ j £ o, lj e {i 11 £ i 
¿m}): 
value.j :- [frame-id,, frame-id^,... .frame-
i d j 
[rel,1,va]ue,„],...[rel,J,value',J],.... 
[rel,„, value',„]]. 
valuej :- frame-idk 
value; :- [string,,] 
if rel,j = 'scheme' V link' then (1 £ j £ o, lj e [i 11 £ i 
£m}): 
value',, :- [frame-id1,,....frame-id,J frame-
i d j 
in which: 
concept, = a string representing a concept 
given in the text (mainly verbs or 
nouns) 
id = the frame identifier indicating relation 
frame-id,= unique identifier of frame, 
ге1
ц
 = the j " 1 case or relation of frame, 
stnng1J = the value of ге1ц being words or 
numeric values of the text 
This nested list representation can be transformed 
into a set of frames i (t':l-m): 
in which: 
name 
frame-idk= 
relation indicating the concept 
string represented by frame, 
unique identifier of frame'k 
frame', [frame-id,, [name, [concept,]], 
The unique frame identifiers are not only used for 
the transformation of the nested-list representation 
to a set of frames but also to identify each concept 
for referencing. Some (unspecified) output of one 
action can be the input of the next action and can 
be referred to by these identifiers. Each concept that 
changes regarding state (e.g. because of some ac­
tion) is referred to by a new identifier. The link to 
its previous state is identified with the 'link' rela-
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tion This way, the temporanness of the state of a 
concept is tackled 
An example of the use of the nested list repre-
sentation is the mix action ($MIX1) in Figure 1 
The class information is optional, but it can assist in 
the reasoning on mass-flow Indentation is applied 
to make the bracketing more readable The identi-
fier strings can be chosen arbitrarily, but they are 
chosen to represent, more or less, the concepts they 
identify 
Sample preparation 
Milk (0 2 ml) was mixed with aq 6 25 % La(N03) (2 ml), and 
H20 was added to 25 ml 
('sample preparation', 
[id, [$SAMPLE_PREP1]], 
[object, [SMILKl]], 
[means, [$MIX1]], 
[scheme, [$MIX1,$ADD1]], 
[output, [$SAMPLE_2]]] 
[mix, [id, [$MIX1]], 
[object, [milk, [id, [$MTLK1]], 
[class, [solution]), 
[attnb, [volume, [num_value, [0 2]], 
[unit, [ml]]]]]], 
[object, [H20, [id, [$SOLl]], 
[class, [solution]], 
[contains, [LaN03, [class, [chemical]], 
[attnb, [concentration, 
[num_value,[6 25]], 
[unit, [%]] 
]]]]. 
[attnb, [volume, [num_value,[2]], 
[unit, [ml]]]]]], 
[output, [$SAMPLE_1, [link, [$MILK1,$S0L1]]]]] 
[add, [id, [$ADD1]], 
[object, [H20, [id, [$H201]], 
[class, [solution]]]], 
[recipient, [$SAMPLE_1]], 
[to, [volume, [id, [$VOLl]], 
[num_value, [25]], 
[unit, [ml]]]], 
[output, [$SAMPLE_2, [link, [$SAMPLE_1,$H201]], 
[attnb, [SVOLI]]]]] 
Fig. 1. An example using the nested list representation 
The strings starting with $ are the unique identifiers of 
each concept 
Using the representation, it is possible to repre-
sent action sequences that are (to be) executed in 
parallel and which products/output are gathered in 
one next action Also, it is possible to split one 
action sequence into more than one action se-
quences because of the differentiation in output 
streams 
Actions (processes) consisting of a number of 
actions will be called method actions They are 
described by their participating actions using the 
scheme case in which their identifiers are listed 
The initial action is also mentioned in the means 
case The order of the actions is specified by the ìn-
and output cases This is more or less similar to the 
representation in text Take, for example, the fol-
lowing passage "The sample is etched by adding a 
solution of HNO, The solution is heated for and 
the etching is stopped by adding a solution of 
In these sentences "etch ' is the method action and 
the first "add" and "heat" are the participating ac-
tions The next "add" follows the "etch" process 
The input of these method actions is, at the same 
time, one of the inputs of the initial participating 
action, their output is the output of the last partici-
pating action, and it is used in following actions 
Input and output of the participating actions that are 
not mentioned in the sentence of the method action 
in relation this method action (verb) will not be 
specified in the frame representation of the method 
action An exception is the output of participating 
actions that is used later on in actions that follow 
the method action The same holds for input of 
participating actions that is output of actions 
preceding the method action This representation 
conforms more or less to a definition using lambda 
abstractions as described by Sowa", in which the 
in- and output conform to formal parameters of the 
method action and the participating actions, together 
with all their case values form the body It differs 
from the structures defined by Sowa, because the 
number and type of participating actions can vary 
An example of the representation of a method 
action is given in Figure 1 (which presents a sample 
preparation that consists of a mixing and an addi-
tion) 
In method descriptions, information on the com-
mon glassware that is used (such as sample tubes 
and flasks) is frequently lacking and the choice is 
left to the user This means that the in- and output 
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of analytical actions is the most frequent in terms of 
solutions and chemicals It may sometimes be the 
case that the next action has a container as input, 
and the link between the specified container and the 
material it is assumed to contain (and which is 
assumed to be output of the previous action) is 
implicit If this is the case, the link between the 
container and the containment is added with the 
'contains' relation using the identifiers used in the 
previous output 
Beside a syntax the developed representation 
should have a semantics In accordance with Sowa'2 
and Kamp and Reyle13 we have chosen an existen­
tial interpretation which means that we assume that 
there are objects in a model (the world) for which 
the specified description holds 
The quantifiers, plurals (together with their num­
ber) and sets of concepts that are used in method 
descriptions, should be represented in accordance 
with their original interpretation 
Normally, a method description starts with "a 
sample " implying existential quantification Эх 
(sample(x), ) The method has been tested using 
samples, chemicals and apparatus which conform 
their stated descriptions, and it has (should have) 
led to the presented performance characteristics 
The method description (and the authors) however 
suggests a universal quantification VxVy (sample(x), 
ïnstrument(y) ) 
Still, a new method has to be validated before its 
use and, if necessary, it should be adjusted There-
fore, we will assume that all input of the method is 
existentially quantified The output and the input of 
participating actions that is output of previous 
(participating) actions are completely described and 
identified by these actions, their input, and circum-
stances Because of this, all output is quantified by 
the definite descriptor', which is indicated by the 
iota-operator ι14 Using these quantifiers, the repre­
sentations can be transformed into their logic equiv­
alent by the method described by Sowa15 
Plural objects and actions in combination with 
numbers signify sets of objects and actions But 
their interpretation can lead to ambiguities For 
instance, the sentence "Three analytes have to be 
analyzed with three solutions" (theoretically) has a 
number of interpretations depending on the readings 
of the sets and the quantificational scopes'6 The 
sets of analytes and solutions can have distributive 
and/or collective readings and the analytes can have 
'wider scope' over the solutions implying that nine 
solutions are used for the analyses of the three 
analytes The solutions can also have wider scope 
over the analytes as is more or less exemplified by 
"with each of these three solutions three analytes 
can be analyzed" The factual interpretation, how­
ever, depends on the exact wording of the sentence, 
on the meaning of the sentence components, and on 
the background knowledge of analytical methods 
For instance, in the sentence "These two reference 
samples have to be analyzed on 2 days", only two 
readings exist distributive or collective with respect 
to the 2 reference samples 
In order to make the representation unambiguous 
and independent of background knowledge on the 
sentence components, rules and markers are added 
that indicate the correct interpretation These rules 
and markers are mainly applied to the input and 
output objects of an action Normally, the reading 
of plurals in analytical method descriptions is dis­
tributive, and we will assume this as default reading 
in the interpretation If a set of unspecified objects 
is to be interpreted collectively, this is indicated by 
the value 'collective_set' of the relation 'interpreta­
tion', a set of specified objects is grouped within the 
concept 'collective_set' A set of objects can have 
wider scope over the other input and output objects 
of an action or set of actions This means that the 
actions are earned out for each member of the set 
of objects that has wide scope and each time with 
new instances of the other input and output objects 
The set that has wider scope is given as case value 
in some method action that groups the actions 
Depending on whether the set is input or output, the 
first or the last participating action contains an input 
or an output case that has as its value (a general 
description of) an element of that set This element 
refers to the set with the relation 'element_of which 
has as value the identifier of the set The identifier 
referring to the set can also occur in an action that 
is not the first or last participating action The other 
input and output that is to be used for the repeated 
execution of the action(s), and that results from 
previous actions, or that is to be used in later ac­
tions is given in the method action as well 
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Simultaneous determination of retinol, retinyl palmitate and α-tocopherol in serum or plasma by reversed-phase high-performance liquid chromatography 
[determine, 
[output, [collective.set, [id, [$RESULT_2]], 
[and, [concentration, [attnb_of, [retinol]]]], 
[and, [concentration, [attnb.of, frelinyl palmitate*]]]], 
[and, [concentration, [attrib_of, [α-tocopherol]]]]]], 
[source, [disj, [or, [serum]], 
[or, [plasma]], 
[id, [SSAMPLE.l]]]], 
[method, ['reversed phase HPLC', [id, [SHPLCJ]]]], 
[means, [$SAMPLE_PREP1]], 
[scheme, [$SAMPLE_PREP1, $FACTUAL_ANAL1]]] 
Plasma or serum (0 2 ml) was mined with 0 2 ml of ethanol, containing 500 μg I minus 1 of retinyl acetate (as internal standard), and 1 ml of hexane, 
followed by vortex mixing for >30 s and centrifugation to remove pptd protein 
[Sample preparation', 
[id, [$SAMPLE_PREP_1]], 
[object, [disj, [id, [SSAMPLE.1J], 
[or, [serum, 
[atmb, [volume, [num_va)ue, [0 2]], 
[unit, [ml]]j]]], 
[or, [plasma, 
[atmb, [volume, [num_value, [0 2]], 
[unit, [ml]]]]]]]], 
[means, [$MIX_1]], 
[scheme, [$MIX_1, $MIX_2, $CEMTRIFUGE_1, $TAKE_1, SEVAPORATEJ, $DISS0LVE_1J], 
[output, [$SAMPLE_7]]] 
[mix, [id, [$MIX_1]], 
[object, [$SAMPLE_1]], 
[object, [ethanol, [id, [$SOL_l]]. 
[class, [solution]], 
[contains, [*retinyl acetate', [class, [chemical]], 
[altnb, [concentration, [num_va1ue, [500]], 
[unit, [mg/I]]]], 
[role, ['internal standard*]]]], 
[artnb, [volume, [num_value, [0 2]], 
[unit, [ml]]]]]], 
[object, [hexane, [id, [$SOL_2]], 
[class, [eolution]], 
[attnb, [volume, [num_value, [1]], 
[unit, [ml]]]]]], 
[output, [$SAMPLE_2, [link, [$SAMPLE_1, SSOL.l, $SOL.2]]]]J 
[vortex, [id, [$MIX_2]], 
[object, [$SAMPLE_2]], 
[duration, [sec, [min_number, [30]]]], 
[output, [$SAMPLE_3, [link, [$SAMPLE_2]]]]] 
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[centrifuge, [id, [$CENTRIFUGE_1]], 
[object, [$SAMPLE_3]], 
[purpose, [remove, [object, Cpptd protein!]]], 
[output, [$SAMPLE_4, [link, [$SAMPLE_3]]]]J 
[take, [id, [STAKE. 1]], 
[source, [SSAMPLE.4]], 
[leaving_output, [liexane layer', 
[id, [$SAMPLE_5]], 
[link, [SSAMPLE_4]]]1] 
The hexane layer was evaporated, and the residue was dissolved in 0 2 ml of ethanol plus 20 μΙ of H20 
[evaporate, [id, [SEVAPORATE_l]], 
[object, [$SAMPLE_5]], 
[output, [residue, [id, [$SAMPLE_6]], 
[link, [$SAMPLE_5]]]]] 
[dissolve, [id, [$DISSOLVE_l]], 
[object, [$SAMPLE_6]), 
[recipient, [mixture, 
[id, [ÍSOL.411, 
[contains, [ethanol, 
[attnb, [volume, 
[num_value, [0 2]], 
[unit, [ml]]]]]], 
[contains, (H20, 
[attnb, [volume, 
[num.value, [20]], 
[unit, [ul]]]]]]]], 
[output, (SSAMPLEJ7, [link, [$SAMPLE_6, $SOL_4]]]]] 
Analysis was by HPLC on a column (25 cm time? 4 6 mm) of Zorbax C18 (5 μπι), with gradient elution (1 5 ml mm minus 1) from 100% of aq 90% 
methanol to 100% of ethyl acetate - propan-2-ol (9 1) over 4 mm, then held for 8 mm, and detection at 300 nm (Remaining text on performance of the 
method) 
[factual analysis', 
[id, [SFACTUAL.ANALI]], 
[object, [solution, [id, [$SAMPLE_7]], 
[means, [SHPLCJ]], 
[scheme, [SHPLCJ, $QUANTrFY_l]], 
[output, [$RESULT_2]]] 
[$HPLC_1, 
[object, [SSAMPLE.7]], 
[instrument, [column, [id, [SCOLUMN.l]], 
[attnb, [dimension, [attnb, [length, [num_value, [25]], 
[unit, [cm]]]], 
[annb, [diameter, [num_value, [4 6]], 
[unit, [mm]]]]]], 
Chapter 3 44 
Fig. 2 (continued) 
[contains, ["Zorbax CIS', 
[attnb, [diameter, [num_value, [5]], 
[unit, [urn])]]]]]], 
[means, [$ELUTE_1]], 
[scheme, [$ELUTE_1, $ELUTE_2]]] 
[elute. [id, [$ELUTE_1]], 
[object, [$SAMPLE_7]], 
[applied, [eluent, [id, [$ELUENT_1]], 
[attrib, [JGRADIENT_1]]]], 
[manner, [SGRADIENTJ]] 
[manner, [flow, [num_value, [1 5]], 
[unit, [ml/mm]], 
[output, [$ELUENT_2, [link, [$SAMPLE_7, $ELUENT_1]])]] 
[gradient, [id, [ÎGRADIENT_I1], 
[duration, [mm, [number, [4]]]], 
[from, [concentration, [num_value, [100]], 
[unit, [%]], 
[attnb_of, [H20, 
[contains, [methanol, [atmb, 
[concentration, 
[num_value, [90]], 
[utnt. [%]]]]]]]]]]. 
[to, [concentration, [num_value, [100]], 
[unit, [%]], 
[attnb^of, [mixture, 
[id, [SMIXTUREJ]], 
[contains, ['ethyl acetate', [attrib, [rel_volume, 
[num.value, [9]]]]]], 
[contains, [propan-2-ol, [attnb, [reLvolume, 
[num.value, [1]]]]]]]]]]] 
[elute, [id, [$ELUTE_2]J, 
[input, [$ELUENT_2]], 
[applied, [$MIXTURE_2, [type, [$MIXTURE_1]]]], 
[duration, [mm, [number, [8]]]], 
[output, [eluent, [contains, [analytes, 
[id, [$ANALYTES_1]], 
[modification, [separated]], 
[mterpretation,[collective_set]]]]]]] 
[quantify, [id, [$QUANTIFY_1]], 
[object, [$ANALYTES_1]], 
[means, [$DETECT_1]], 
[scheme, [$DETECT_1, $COMPUTE_l]], 
[output, [$RESULT_2]]] 
[detect, [id, [$DETECT_1]], 
[object, [analyte, [id, [$ANALYTE_1]], 
[element_of, [$ANALVTES_1]]]], 
[output, [SSIGNALJ, [link, [$ANALYTE_1]]]]] 
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[compute concentration', [id, [$COMPUTE_l]], 
[source, [$SIGNAL_1]], 
[output, [concentration, [id, [SRESULTJ]], 
[link, [$SIGNAL_1]] 
[element.of [$RESULT_2)]])1 
Fig. 2. First example of a method description using the representation formalism 
They are given together with their number necessary 
for the repeated execution of the participating ac­
tions In the participating actions, they are referred to 
with the relation 'element_of According to these 
rules the representation will become like 
[method_action, [id, ], 
[input, ['set of objects',[id ,[$INPUT_SET_-
1]]. 
[element, [$ELEMENT_IN]], 
[means, [$FIRST_ACTION]], 
[scheme,[$FIRST_ ACTION, ,$LAST_AC-
TION]], 
[output, ['set of output objects', [id, [$OUT-
PUT_SET_1]] 
[element, [$ELEMENT_OUT]]]]] 
['first action', [id, [$FIRST_ACTION]], 
[object, ['input object', [id, [$ELEMENT_-
IN]], 
[element_of, [$INPUTTSET_1]]]], 
] 
['last action', [id, [$LAST_ACTION]], 
[output, [Output object', [id, [$ELEMENT_-
OUT]]]], 
[element_of, [$OUTPUT_SET_l]]]]] 
An implicit assumption is that each input element is 
related to only one output element, and that each 
output element is related to only one input element 
(and that the set of input elements has the same 
cardinality as the set of output elements) If some 
participating action produces more than one kind of 
output, these outputs are collected in the method 
action in different output cases This way, the 
method action serves as a context that determines 
the quantificational scope of sets like the proposi­
tions defined by Sowa17 
Examples of this representation can be found in 
Figures 2 ($QUANTIFY_1) and 6 (eg 
$ANALYSE_1 and $ANALYSE_2) Translation of 
this representation into logical formulas implies that 
for each distributive set in the method action a vari­
able is introduced together with its description 
(members, number) For the elements of the set 
(referred to by the 'element' relation) another vari­
able is introduced and this variable is universally 
quantified over the set The variable that indicates 
the elements is used m the logical translation of the 
participating actions 
It can occur that some object in one of the par­
ticipating actions is to be used for all executions of 
the action (ι e , it is without quantificational scope) 
Then, this object should also occur in the method 
action as a single value of some appropriate case 
The object in the participating action can be marked 
with the value 'independent' of the relation 'interpre­
tation' as extra indication of such a situation 
In situations in which a set of objects determines 
the number of executions of some sequence of ac­
tions (each repetition of the actions for each element 
of the set), but in which this set does not occur as 
case value in the method action and participating 
actions, it is given as value of the caselike relation 
'quantifier' Within the set description the relation 
'element' with an identifier as its value is supplied 
This identifier serves as a variable for each element 
of the set It can be used in concept descriptions 
within the participating actions to indicate concepts 
that depend on the identity of the element for which 
the actions are executed An example is the sequen­
tial instrumental analysis of a prepared sample (or 
set of samples) on a number of analytes In such a 
Chapter 3 46 
lRP-l-PLcl 
or serum 
or plasma 
— ^ 1 determine I— 
4 J "™* I >[ 
|pr apara VorJ i 
SOLtWl (7) H factual I analysis | -Ы 
hexane 
layer — Ы е а р о г а т е І — ^ 
I remove I ^ precicnated protein 
I Щ vortex |-~>lcentnnJOel Ы take I 
Fig. 3. First part of the graphical representation of the method description given in figure 2: the sample preparation. 
[object, [solution, [id, [$SOL_l]]]], situation the analytes serve as quantifier. This can be 
seen in Figure 6, $INSTRUM_ANAL_2. 
If some action has to be repeated, using its out­
put (or one of its outputs) as input for the next exe­
cution of the action, this can be indicated by a 'num­
ber' relation that has as its value the number of 
repetitions. The output should represent the output of 
the last repetition and/or the set of outputs that is 
produced by each repetition of the action, but it is 
not used as input of the next repetition. Other input, 
which is not output of the previous repetition, should 
be given for the total number of repetitions. An 
example is: "Heat the solution twice to 60°C" which 
is represented by: 
[heat, 
[id, [$HEAT_1]], 
[number,[2]], 
[output, [$SOL_2, [link, [$SOL_l]]]]]. 
In the same way "Extract the solution twice with a 
portion of hexane. The hexane layers ...." can be 
represented by: 
[extract, 
[id, [$EXTRACT_1]], 
[object, [solution, [id, [$SOL_l]]]], 
[number, [2]], 
[applied, [hexane, [id, [$HEXANE_1 ]], 
[number, [2]]]], 
[output, [$SOL_2, [link, [$SOL_l]]]], 
[output, ['hexane layer', [id, [SHEXA-
NE_2]], 
[link, [$HEXANE_1]], 
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Fig. 4. Second part of the graphical representation of the method description given in Figure 2: the factual analysis. 
[number, [2]]]]]. 
This representation is more complex, and the infor­
mation that the solution $SOL_l, after the first ex­
traction, is used as input for the next extraction can 
only be derived from the fact that this object and its 
related output have no number slot. The repetition 
can, of course, be written out as well. 
Representations of actions that have to be re­
peated on different times (which is indicated by the 
'time' case) contain all input and output necessary for 
all repetitions. If the action is a method action, then 
the participating actions are repeated for each ele­
ment of the method action input and/or output, and 
for each indicated time point. The same holds for 
analyses that have to be carried out in duplo (repre­
sented by '[manner, [duplo]]'). 
As a result of these representation principles, the 
output (given that, in case of conjunctive sets, these 
sets have a distributive interpretation) or the 'number' 
value of each action implies the number of times the 
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Fig. 5. Alternative graph of a part of the graphical representation of Figure 4. 
action is executed independent of the current scope, 
and the number of input and output objects is always 
explicitly represented in each action. Exceptions can 
occur with method actions which contain an explicit 
specification of all the participating actions. The 
total number of times an action (or an action se-
quence) is executed is determined by the multiplica-
tion of the various nested quantificational scopes, 
and the aforementioned number of outputs or the 
'number' value of the action. 
This way, the representation can remain com-
pact. Of course, repetitions can be written out be-
forehand, so that the interpretation definition can be 
more simple. 
As was partly mentioned before, sets of concepts 
with a description of each member can be described 
with a concept describing the type of set (disj, conj, 
collective_set), the 'or' or 'and' relation, and the set 
members as their values. Disjunctions of actions also 
contain a specification of the input and output. The 
input is the input of the actions in the disjunction 
that is linked to the output of the previous action, 
and the output is the output of the actions in the 
disjunction that is input of the next action. Accord-
ing to these rules the representation will become 
like: 
[disjunction, 
[input, ['some object', 
[id, [$INPUT_0BJECT_1]]]], 
[or, [$FIRST_ACTION]], 
[or, [$SECOND_ACTION]], 
[output, [$OUTPUT_OBJECT_l]]]. 
['first action', [id, [$FIRST_ACTION]], 
[object, [$INPUT_0BJECT_1]], 
[output, ['some output', 
[id, [$OUTPUT_OBJECT_l]], 
[link,[$INPUT_OBJECT_l]]]]]. 
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Experimental 
Materials and standard solutions Degreased silicon slices, provided by 
Philips Research Laboratories, were nnsed thoroughly m 1 S M nunc acid 
to remove any particulate surface material and etched as follows 
[determine, [id, [$DETERMINE_1]], 
[output, [SCONC4]], 
[means, [$SAMPLE_PREP_1J], 
[source, ['silicon slices', [id, [$SAMPLE_SETJ]], 
[number, [set])]], 
[scheme, [$SAMPLE_PREP_1, $PREPARE_0, $INSTRUM_-
ANAL_1]]J 
['sample preparation', [id, [$SAMPLE_PREP_1]], 
[object, [$SAMPLE_SET_1, (element, [SSAMPLE.l]]]], 
[means, [$DEGREASE_1]], 
[scheme, [$DEGREASE_1,$RINSE_IN_1,$ETCH_1,$ADD_2, 
$WASH_1N_1.$DRY_1,$SHATTER_1,$ST0RE_1J], 
[output, Cprepared samples', [id, [$PREP_SAMPLE_SET_I]], 
[number, [set]], 
(element, [JSAMPLE.10]]]]] 
[degrease, [id, [$DEGREASE_I]], 
[object, ['silicon slice', [id, [SSAMPLEJ]] 
[element.of, [SSAMPLE_SET_1]J, 
[output, ['silicon slice', [id, [$SAMPLE_2]], 
[link, [$SAMPLE_1]]]]] 
[nnse, [id, [$RINSE_IN.l]], 
[object, [$SAMPLE_2]], 
[manner, [thorough]], 
[recipient, [Intnc acid', [attnb, [concentration, [num_value, [1 5]], 
[unit, [Ml]]]]], 
[purpose, [remove, [object, ['particulate surface materiali]]], 
[leaving_output, ['silicon slice', [id, [$SAMPLE_3]], 
[link, [ÎSAMPLE.2]], 
[modification, [rinsed]]]]] 
[etch, [id, [SETCHJ]], 
(object, [$SAMPLE_3]], 
[means, [$IMMERSE_1]), 
[scheme, [$IMMERSE_ I,$IMMERSE_2,$ADD_ 1 ¿REPLACEJ, 
SLEAVE.l]], 
[applied, [$HNO3_0]], 
[output, [$SAMPLE_7]], 
[output, [SHN03.4]]] 
A slice was immersed in concentrated nitric acid for 2 mm and in hydroflu-
oric acid for a further 2 mm It was replaced m the nunc acid, to which 
hydrofluoric acid was added slowly until effervescence occurred, and left 
for 30 s in this etching mixture The etching was stopped by adding 
deiomzed water and the slice was washed ten times in water 
(immerse, [id, [$IMMERSE_I]], 
[object, [$SAMPLE_3]], 
[recipient, ('concentrated nitric acid', [id, [$HNO3_0]]]], 
[duration, [time, [value, [2]], 
[unit, [min]]]], 
[leaving_output, ['silicon slice', [id, [$SAMPLE_4]], 
[link, [JSAMPLE.3]]]), 
[output, ('concentrated nitric acid', [id, [SHN03.I]], 
(link. [$HNO3_0]]]]J 
[immerse, [id, [Í1MMERSE_2]], 
[object, [ISAMPLE.4]], 
[recipient, ["hydrofluoric acid*]], 
[duration, [time, [value, [2]], 
[unit, [mm]]]], 
[leaving_output, ['silicon slice', [id, [$SAMPLE_5]], 
[link, [$SAMPLE_4]]]]] 
[add, [id, [$ADD_1]], 
[object, [tiydrofluor.c acid', [id, [$HF_1]]]], 
[recipient, [$HN03_1]], 
[termination, [occurence, [object, [effervescence]]]], 
[manner, [slowly]], 
[output, [SHN03_2, [link, [JHN03_1,$HF_1]]]]] 
[place, [id, [ÎREPLACE_1]], 
[object, [$SAMPLE_5]], 
[locahon_goal, [ÍHN03_2]], 
[output, Csilicon slice', [id, [$SAMPLE_6]], 
[link, [JSAMPLE_5]]]], 
[output. [$HN03_3, [link, [SHN03J!]]]]] 
[leave, [id, [$LEAVE_1]], 
[object, [SSAMPLE_6]], 
[location, ['etching mixture', [id, [SHN03.3]]]], 
[duration, [time, [value, [30]], 
[unit, [s]]]|, 
[output, ['silicon slice', [id, [$SAMPLE_7]], 
[link, [JSAMPLE_6]]]], 
[output, [$HN03.4, [link, [$HN03_3]]]]] 
[add, [id, [$ADD_2]], 
[object, ('deiomzed water', [id, [$H20_1]]J], 
[recipient, [$HN03_4]], 
[purpose, [slop, (object, [ÍETCH_1]]]), 
[output, [$HN03_5, [link, [$HN03.4,ÍH20_1]], 
[locates, [ÎSAMPLE_8, [link, SSAMPLEJ7])]]]]] 
# some kind of "take JSAMPLE.8 out of $HN03.5" can be added 
[wash, [id, [$WASHJN_1]], 
[object, [ÍSAMPLE.8]], 
[recipient, ('deiomzed water', [id, [$ШО_2]]]], 
[number, [10]], 
[leaving_output, ['silicon slice', [id, [ISAMPLE_9]], 
[link, [$SAMPLE_8]]]]] 
It was left to dry between filter papers A slice as shanered, as described 
previously [7], until the tiny fragments obtained were suitable for 
solid sample insertion The samples were stored in clean sample tubes to 
prevent contamination 
fdry between', [id, (SDRY.l]]. 
[object, [$SAMPLE_9]], 
[location_goal, [filler papers']], 
[leaving_output, ['silicon slice', [id, [$SAMPLE_10]], 
[link, [$SAMPLE_9]]]J] 
[shatter, [id, [$SHATTER_1]], 
[object, [$SAMPLE_10J], 
[means, [described, [time, [previously]]]], 
[termination, ['are suitable', [object, [$FRAGMENTS_1]], 
[purpose, ['solid-sample insemonl]]], 
[output, [tiny fragments', [id. [$FRAGMENTS_1]), 
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[link, [$SAMPLE.10]]]]] 
[store, [id, [SSTORE.U], 
[object, [SFRAGMENTS.l]], 
[localion_goal, ['sample tubes', [id, [STUBE.l]], 
[attnb, [clean]], 
[purpose, [prevent, [object, [contamination]]]], 
[outpul, [SFRAGMENTS.2, [link, [$FRAGMENTS_1]), 
[location, [$TUBE2, [link, [ITUBE.l]]]], 
[element.of, [ÍPREP_SAMPLE_SET_l]]]]] 
# also possible 
# [output, [$TUBE_2, (link, [STUBE.l]) 
# [contains, [$FRAGMENTS_2, 
# [link, [$FRAGMENTS_1]]]]]]] 
Deionized water was used throughout Stock standard solutions (1 mg 
ml-1) of antimony(III), lead, mangancsc(ll), iron(IIl), silver, zinc and 
cadmium were prepared trom potassium antimony tartrate hemihydrate and 
hydrated cadmium chloride in water, iron sponge and manganese flake 
dissolved in the minimum volume of 8 M nitric acid, lead and silver 
nitrates dissolved in 1% (v/v) nunc acid, and zinc shot dissolved in the 
minimum volume of 6 M hydrochloric acid These solutions were diluted to 
volume with water (Sb, Cd, Fe), 156 nitric acid (Pb, Mn, Ag) or 1% 
hydrochloric acid (Zn) 
[prepare, [id, [$PREPARE_0]], 
[output, [corn, [id, [ST_SOL_SET_l]], 
[and, [$ST.SOL_l]]. 
[and, [$ST_SOL_2]], 
[and, [$ST_SOL_3]], 
[and, [$ST_SOL_4]], 
[and, [$ST_SOL_5]], 
[and, [$ST_SOL_6]], 
[and, [$ST_SOL_7]], 
[and, [$ST_SOL_g]]]], 
[means, [ÎPREPAREJ]], 
(scheme, [$PREPARE1,$PREPARE_2,$PREPARE_3, 
$PREPARE_4,PREPARE_5,JPREPARE_6, 
$PREPARE_7,$DILUTE_9]]] 
[prepare, [id, [$PREPARE_1]], 
[output, ['stock standard solution', [id, [JSTOCK_l]], 
[contains, CSb', 
[atmb, [valence,[num_value,[3]], 
[sign, [+]]]], 
[atmb, [concentration, 
(num_value, [1]], 
[unit, ("mg/ml-]] 
[source, [water, [id, [$H20_3]], 
[contains, 
[*potassium antimony tartrate hemihy-
dratel]]], 
[means, [SDILUTE_1]], 
[scheme, [$DILUTE_1]]] 
# A 'dissolve' could be added that produces $H20_3 as output 
[dilute, [id, [$DILUTE_1]], 
[object, [$H20_3]], 
[to, [volume]]. 
[applied, ['deionized water', [id, [$H20_5]]]], 
[output, ['stock standard solution', [id, [$STOCK_l]l, 
[link, [$H2O_3,$H20_5]]]]] 
[prepare, [id, [ÍPREPARE_2]], 
[output, ['stock standard solution', [id, [SSTOCK.2]], 
[contains, [Pb', 
[attnb, [concentration, 
[num.value, [1]], 
[unit, Cmg/mll] 
)]]))). 
[source, [SPbN03]], 
[means, [SDISSOLVE.I]], 
[scheme, [$DISSOLVE_l,$DILUTE_2]]] 
[dissolve, [id, [SDISSOLVE.I]], 
[object, [lead nitrate', [id, [$PbN03])]], 
[recipient, fmlric acid', [id, [$HNO3_10]l, 
[type, [$HNO3.100]]]], 
[output, [SHN03J1, [link, [$HNO3_10,$PbNO3]]]]] 
[•nitnc acid', [id, [$HNO3_100]], 
[contains, [HN03', 
[attrib, [concentration, 
[num_value, [1]], 
[unit, [V/v %•]]]]]]] 
[dilute, [id. [$DILUTE_2]]. 
[object, [$HN03_11]]. 
[to, [volume]], 
[applied, [$HNO3.101, [type, [$HNO3_100]]J], 
[output, ['stock standard solution', [id, [SSTOCK_2]], 
[link, [$HNO3_ll,$HNO3.101]]]]] 
# etc Likewise the other stock solutions 
More dilute standard solutions were 
produced daily by appropriate dilution 
[dilute, [id, [$DILUTE_9]], 
[object, ["stock standard solution portions', [number, [N]], 
[and, [$STOCK_8, [type, [$STOCK_l]]]], 
[and, [$STOCK_9, [type, [$STOCK_2]]]], 
[and, [$STOCK_10, (type, [$STOCK_3]]J], 
[and, [$STOCK_ll, [type, [$STOCK_4]]J], 
[and, [ISTOCK.12, [type, [$STOCK_5])]]. 
[and, [$STOCK_13, [type, [$STOCK_6]]]], 
[and, [ISTOCK.14, [type, [$STOCK_7]]]]]], 
[interval, [day, [number, [1]]]], 
[applied, fnitnc acid', [number, [O]], 
[contains, [ΉΝ03', [attnb, [concentration, 
[num_value, [1]], 
[unit, [V/v 561] 
[scheme, ( ' ]] , 
[output_from_object, ['standard solutions', 
[and, [$ST_SOL7, [link, [$STOCK_8]]]], 
[and, [SST.SOL8, [link, [JSTOCK_8]]]], 
[and, [$ST_SOLl, (link, [$STOCK_9]]]], 
[and, [$ST_SOL2, [link, [SSTOCKJ0]]]], 
[and, [$ST_SOL3, [link, [SSTOCK.ll]]]], 
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[and, [ÎST_SOL4, [„„k, [SST0CKJ2]]]], 
[and, [$ST_SOL5, [link, [SSTOCK_13]]]], 
[and, [$ST_SOL6, [link, [$STOCK_H)]J]]]] 
The concentrations used for preparing the calibration graphs were (in ug 
ml-1) lead, 01, manganese, 0 0 1 , iron, 005-02, silver, 0 1, zinc, 001 , 
cadmium, 0 01, antimony, 2-7 (for solid samples), and 0 2-0 75 (for 
dissolved samples) In all cases, these solutions were 1% (v/v) in nitric 
acid 
['standard solution', [id, [SST.SOL1]], 
[contains, ["Pb', [attnb, [concentration, [num_value, [0 01]], 
[unit, [•ug/тПІШ], 
[purpose, [prepare, [object, ['calibration graph1]]]]] 
['standard solution', [id, [$ST_SOL7]], 
[number, [set]], 
[contains, ["Sb\ [attnb, [concentration, [min_number, [2]], 
[max_number, [7]], 
[unit, [•ug/ml']]]]]], 
[purpose, [prepare, [object, ['calibration graph1]]]], 
[purpose, ['solid samples!], 
[contains, [$HN03_16]]] 
# etc , likewise for the other standard solutions 
Apparatus A Vanan Techtron AA6 atomic absorption spectrome­
ter was used with an Instrumentation Laboratory controlled-temperature 
furnace atomizer, and the sample was insetted in a pyrolylically-coated 
graphite microboat, exactly as descnbed previously [7] 
Determination of trace elements in solid silicon samples Set up 
the atomic absorption spectrometer and furnace as in the instruction 
manual, using the most sensitive resonance line for each element being 
determined except for antimony where a less sensitive line at 231 2 nm is 
preferable 
# because of scope of analytes 
["instrumental analysis', [id, [$INSTRUM_ANAL_1]], 
[object, [$PREP_SAMPLE_SET_1]], 
[quantifier, ["trace elements', [id, [$TRACE_SET_1]], 
[and, ['»·, [id, [$Sbl])]], 
[and, [Tb', [id, [IPbl]]]], 
[and, [Μη·, [id, [$Mnl]]]], 
[and, [Te', [id, [$Fel]]]], 
[and, ['Ag', [id, [SAgl]]]], 
[and, CZn', [id, [$Znl]]]], 
[and, ['Cd', [id, [SCdl]]]], 
[element, [analyte, [id, (SANALYTEJ)]]]]]], 
[apptied,['resonance lines', [id, [$LINES_1]], 
[element, [Yesonance line', [id, [$LINE_1]], 
[of, [$ANALYTE_0]]]), 
[and, ['most sensitive resonance line', [of, 
[ІРЬЦШ, 
[and, [*most sensitive resonance line', [of, 
[JMnl]]]], 
[and. [*most sensitive resonance line', [of, 
Iffel]]]], 
[and, ['most sensitive resonance line', [of. 
[ÏAgl]]]], 
[and, [Ynost sensitive resonance line', [of. 
[$Znl]]]], 
[and, Cmost sensitive resonance line', [of, 
i$CdlJJ]l, 
[and, [less sensitive line', [attnb, [wavelength, 
[num_value, 
[231 1]], 
[unit, [nm]]]], 
[of, [$Sbl]]]]]], 
[scheme, [$INSTRUTVLPREP_1, $CALIBRATE_1, $FACT_-
ANAL_1)], 
[output,[$CONC_4]]] 
[Instrument preparation', [id, [$INSTRUM_PREP_1]], 
[object, [conj, [and, ['atomic absorption spectrometer', 
[id, [$AAS_1]]]], 
[and, [furnace atomizer', 
[id, [$FTJRNACE_1]]]], 
[and, [microboat, 
[id, [$BOAT_l]]]]]], 
[means, [$SETUP_1]], 
[scheme, [$SETUP_1, $SETUP_2, $SETUP_3, $HEAT_1]], 
(output, [conj, [and, [$AAS_2]], 
[and, [SFURNACE_3]], 
[and, [$BOAT_2]]]], 
[output, [$BLANK_1]]] 
['set up', [id, [$SETUP_1]], 
[object, [$AAS_1]], 
[means, [instructions, [location, ['instruction manual*]]]], 
[applied, [Yesonance line', [id, [&LINE_1]], 
[element.of, [SLINES_1]]]]. 
[output, [$AAS_2. [link, [$AAS_1]]]]] 
['set up', [id, [$SETUP_2]], 
[object, [$FURNACE_I]], 
[means, [instructions, [location, ['instruction manual*]]]], 
[output, [$FURNACE_2, [link, [SFURNACE.l]]]]] 
Set the heating programme for the clement under study to the conditions 
given in Table 1 
[set, [id, [$SETUP_3]], 
[object, Cheating programme', [id, [$HEAT_PROG_l]], 
[of, [$FURNACE_2]]]], 
[to, [conditions, [location, [Table 111]]]], 
[output, ["heating programme', [id, [$HEAT_PROG_2]], 
[link, [$HEAT_PROG_l]], 
[of, [$FURNACE_3, 
[link, [$FURNACE_2J]]]]]] 
Subject an empty microboat to the heatmg programme repeatedly til there 
is no element blank or until the blank is reasonably small and constant 
[heat, [id, [$HEAT_1]], 
[object, [microboat, [id, [$BOAT_l]], 
[attnb, [empty]], 
# implicit 
[location, ($TUBE_1, 
[location, [$FURNACE_3]]]]]], 
[manner, [$HEAT_PROG_2]], 
[number, [M]], 
Chapter 3 52 
Fig. б (continued) 
[termination, [disj, [or, [blank, [id, [$BLANK_1]], 
[attnb, [absent]])], 
[or, [blank, [id, [SBLANKJ]] 
[atrrib. [small]), 
[atmb, [constant]]]]]], 
[output, [blank, [id, [SBLANKJ]]]], 
[output, [$BOAT_2, [link, [$BOAT_l]]]]] 
[construct, [id, [$CALIBRATE_1]], 
[applied, [$ST_SOL_9, [element.of, [$ST_SOL_SET_l]), 
[contains, [SANALYTEJ, [type, 
[$ANALYTE_0]]]]]], 
# etc, like Tactual analysis' 
[output, ['calibration graph', [id, [SGRAPH_1]]J]] 
$CALCULATE_1J), 
[termination, [detenoralion, [object, [$PEAK_QUAL_1]]]], 
[output, [$BOAT_5]], 
[output, [concentrations, [id, [SCONC.2]], 
[element, [$CONC_l]]]]] 
[weigh, [id, [$WEIGH_1]], 
[object, [$PREP_SAMPLE_3, 
[element_of, [$PREP_SAMPLE_2]]]], 
[manner, [accuracy, [num_valuc, [001]], 
[unit, [mg])]], 
[output, [SPREP_SAMPLE_4, [link, [$PREP_SAMPLE_3]]]], 
[output, [weight, [id, [$WEIGHT_I]], 
[attnb.of, [sample, [id, [SSAMPLE14]]]]]]] 
Add a small sample of silicon (see Table 1), weighed to the nearest 0 01 
mg, to the microboai and run the heating programme Repeat this operation 
a further six times 
[factual analysis', [id. [$FACT_ANAL_1]], 
[object, [$PREP_SAMPLE_SET_1]], 
[applied, [$BLANK_1]], 
[applied, [$GRAPH_1]], 
[instrument, [$AAS_2]], 
[instrument, [SFURNACE.3]], 
[instrument, [SBOAT_2]], 
[means, [STAKE.l]], 
[scheme, [$TAKE_1, SANALYSEJ, SAVERAGEJ, 
SREPLACE. 1,$HEAT_3]], 
[output, [$CONC_4, [element, [$CONC_3]]]]] 
[take, [id, [STAKE.l]], 
[source, ['prepared sample', [id, [$PREP_SAMPLE_1]), 
[elemenl.of, [$PREP_SAMPLE_SET_1]]]], 
[Ieaving_oulput, [sample, [id, [$PREP_SAMPLE_2]], 
[link, [$PREP_SAMPLE_1]J, 
[number, [7]], 
[atmb, [small]], 
[attnb, [weight, [obj_reverse, [given, 
[location, 
[Table 11] 
]]]])]] 
[add, [id, [SADD_1]], 
[object, [$PREP_SAMPLE_4]], 
[loc_goal, [disj, [or, [$BOAT_2]], 
[or, [$BOAT_5]]]], 
[output, [$BOAT_3, [locates, [$PREP_SAMPLE_5, 
[link, [$PREP_SAMPLE_4]]]], 
[link, [ÍBOAT.2]]]]] 
# implicit 
[insert, [id, [SINSERT.l]], 
[object, [$BOAT_3]], 
[loc_goal, ('graphite furnace', [id, [$TUBE_1]]]], 
[output, [$TUBE_2, [link, [$TUBE_1]], 
[locates, [$BOAT_4, [link, [$BOAT_3]]])]]] 
[heat, [id, [SHEAT_2]], 
[object, [$TUBE_2]], 
[manner, [$HEAT_PROG_2, [of, [$FURNACE_3]]]], 
[output, ['atomized sample', [id, [$ATOM_SAMPLE_l]], 
[link, [$SAMPLE_15]]]], 
[output, [$TUBE_3, [link, [$TUBE_2]], 
[locates, [$BOAT_5, [link, [$BOAT_4]]]]] 
U implicit 
[detect, [id, [$DETECT_1]], 
[object, [$ATOM_SAMPLEl]], 
[insrrument, [$AAS_2]], 
[output, ['absorbtion peak', [id, [SPEAK.l]]]]] 
If the quality of the absorbance peaks deteriorates, replace the microboat 
Obtain the mass of element producing each peak area, corrected for any 
blank, from the appropriate calibration graph and calculate the concentra-
non of trace element in the sample in ug g-1 Average the seven concentra-
tions and calculate their standard deviation Convert the concentration to 
ppm (atomic) from ppm (atomic) - (ug g-1) * (M/m), where M and m are 
the relative atomic masses for silicon and the trace element, respectively 
[analyse, [id, [SANALYSE.l]], 
[object, [SPREP_SAMPLE_2]], 
[means. [SWEIGH_1]), 
[scheme, [SWEIGH_1, SADD.l, $INSERT_1, SHEATJ2, 
$DETECT_1, SCHbCK.l, $MEASURE_1, 
SCORRECT.l, SQUANTIFY.l, 
[check, [id, [SCHECK_1]], 
[source, [$PEAK_1]], 
[output, [quality, [id, [$PEAK_QUAL_1]], 
[attnb.of, [$PEAK_2]]]], 
[output, [SPEAK_2, [link, [$PEAK_1]]]]J 
[measure, [id, [$MEASURE_1]], 
[source, [$PEAK_2]], 
[output, ['peak area', [id, [SAREA.l]], 
[link, [SPEAK.2]]]]] 
Chapter 3 53 
Fig. 6 (continued) 
[correct, [id, [$CORRECT_l]], 
[object, [$AREA_1]], 
[applied, [disj, [id, [$BLANK_3]], 
[or, [$BLANK_1]], 
[or, [$BLANK_2]]]], 
[output, ['peak area', [id, [$AREA_2]J, 
[link, [$AREA_I,$BLANK_3]]]J 
[quantify, [id, [$QUANTrF_l]], 
[object, [$AREA_2]], 
[applied, ['calibration graph', [id. [$GRAPH_1]]]], 
[output, [mass, [id, [SMASS.IJ], 
[link, [$AREA_2, $GRAPH_1]]]]] 
[calculate, [id, [$CALCULATE_1J] 
[source, [$MASS_1]J, 
[source, [$WEIGHT_1]], 
[output, [concentration, [id, [$CONC_l]], 
[link, [$WEIGHT_1,$MASS_11], 
# implicit, 
[element_of, [$CONC_2)], 
[altnb.of, [analytc, [id, [$ANALYTE_2]], 
[containment, [JPREP_-
SAMPLE.5]], 
[type, [UNALYTE.O]]]]]]] 
[average, [id, [SAVERAGE1]], 
[object, [concentrations, [id, [$CONC_2]]. 
[interpretation, [collective_set]]]], 
[output, [ICONC_3, [link, [JCONC_2)J, 
[element_of, [$CONC_4J], 
# implicit 
[attrib_of, [$ANALYTE_3, 
[containment, [$PREP_-
[type. 
SAMPLE_1]], 
[SANALYTE.O]]]]]]] 
[replace, [id, [$REPLACE_1]], 
[object, [SBOAT_5]], 
[applied, [$BOAT_6]], 
[condition, [deterioration, [object, [$PEAK_QUAL_l]]]], 
[output, [$BOAT_6, [type, [$BOAT_l]]]]J 
# implicit, 
[heat, [id, [SHEAT.3]], 
[object, [microboat, [id, [SBOAT_6]], 
[attrib, [empty]]]], 
[manner, [5HEAT_PROG_2]], 
[condition, [deterioration, [object, [$PEAK_QUAL_1]]J], 
[termination, [disj, [or, [blank, [id, [$BLANK_2]] 
[attrib, [absent]]]], 
[or, [blank, [id, [$BLANK_2]] 
[attrib, [small]], 
[attrib, [constant]]])]], 
[number, [X]], 
[output, [ÎBLANK_2]], 
[output, [$BOAT_7, [link, [$BOAT_6])]]] 
Construction of calibration graphs Heat an empty microboat repeatedly 
(see Table 2) until there is no element blank or until the blank is reason-
ably small and constant Pipette a suitable volume of a standard solution of 
the element into the microboat (see Table 1) and obtain the absorbance 
peak by initiating the heating programme, which is usually identical to that 
for solids except that a drying stage is added Repeat the operation a 
further six times with various masses of the element Measure each peak 
area, correct for any blank, and plot peak area vs mass of element 
Fig. 6. Second example of a method description using the representation formalism. #: added remarks. 
['second action', [id, [$SECOND_ACTION]], 
[object, [$INPUT_OBJECT_l]], 
[output, ['some output', 
[id, [$OUTPUT_OBJECT_I]], 
[link,[$INPUT_OBJECT_l]]]]]. 
The purpose of the input and output specification is 
to facilitate a simple graphical representation algo-
rithm. 
The graphical representation. 
Using the developed formalism, the method descrip-
tion can be represented graphically (Figures 3 and 
4). The basis of the graphical representation is a 
horizontal line, along which one action sequence is 
represented in sequences of input - action - output 
from left to right. The output is input of the next 
action. If a recipient, location_goal or source case 
exists, its value is represented on the horizontal line 
and linked to the action with an arrow directed to 
that action. Other input (object, applied) is pre-
sented above the recipient (and if it is output of 
another action sequence, this sequence is repre-
sented parallel to the line containing the recipient) 
with an arrow representing the link to the next 
action. 
If there is no recipient, location_goal or source, 
the object (or, in the absence of these cases, the 
input-case value) is presented on the current hori-
zontal line (with an applied case value above it if 
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Fig. 7. First part of the graphical representation of the method description given in Figure 6: the sample preparation. 
present). The output directly related to the horizon­
tal input is also positioned on the horizontal line 
and linked to the action with an arrow directed to 
the output. 'Leaving_output' is represented above 
the horizontal line and linked with an arrow from 
the action. 
The cases indicating the conditions of the ac­
tion are presented directly above and/or below the 
current action with a line linked to it. 
This way, no information on the type of link 
(i.e. case) is necessary: what has to be added to 
what and what is taken out from what is clearly 
visualized by the slanting lines, and the conditional 
information is separated from the in- and output 
specifying information. The type of link/case of the 
conditional information is largely implicitly deter­
mined by the class of the information. Exceptions 
are the time related information: then the link has to 
be labelled by the case or, if more convenient (be­
cause of the shorter stringlength), by the case re­
lated preposition. Also, the links representing the 
'from' and 'to' case, the location case, and the condi­
tion and purpose case have to be labelled. The 
number case together with its value can be repre­
sented by "x times" (x = value). The quantifier case 
can be represented with the string "for all". Type 
information of a concept (object or action) is repre­
sented by a broken line to its type. The scheme 
information is represented by a link of the method 
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Fig. 8. Second part of the graphical representation of the method description given in Figure 6: the etching procedure of 
the sample preparation. 
action to an outlined graph containing its participat­
ing actions. This way, the method-actions provide a 
quick overview of the method; the details can then 
be found in the outlined graphs. 
directed to them. The output of the disjunction is, 
again, located on the same level as the disjunction 
concept, and it is linked with arrows coming from 
the actions of the disjunction. 
The attributive information (such as concentra­
tion or volume) has to be parsed back to the textual 
representation and can be presented within the 
boxes that outline the objects. The procedures nec­
essary for this parsing are simple and straightfor­
ward. Another possibility within computer environ­
ments is to receive detailed information on objects 
in separate windows which appear after clicking 
with a mouse on these objects. The 'contains' rela­
tion is represented by labelled arrows. In order to 
stress the actions, their boxes can be drawn with 
thicker lines. 
Disjunctions of actions have their input and the 
disjunction concept on the current horizontal line. 
The actions of the disjunction are drawn on the 
right of the disjunction concept above each other, 
and they are linked to the disjunction with arrows 
Examples and Discussion. 
The strength of the representation can be exem­
plified by the two usages of "rinse" in "rinse the 
sample in nitric acid" and "rinse the sample into a 
flask with nitric acid". The first example will be­
come: 
[rinse, 
[object, [sample, [id,[$SAMPLE_l]]]], 
[recipient, [HN03, [id, [$HN03_1]], ...]], 
[leaving_output,[$SAMPLE_2, 
[link, [$SAMPLE_1]]]]]. 
and the second: 
[rinse, 
[object, [sample, [id, [$SAMPLE_1]]]], 
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Fig. 9. Third part of the graphical representation of the method description given in Figure 6: the preparation of the 
standard solutions. 
[Iocation_goaI, [flask]], 
[applied, [HN03, [id, [$HN03_1]], ...]], 
[output,[$HN03_2, 
[Iink,[$HN03_l,$SAMPLE_l]]] 
]]. 
A complete short method description18 is given in 
Figure 2, and is represented graphically in Figures 3 
and 4. These representations (as well as those of the 
other figures) are made by hand: programs for the 
automation of this process are being developed. 
Also, the factual analysis step is represented to 
exemplify the possibilities of the representation: it 
need not be restricted to the sample preparation. 
As can be seen from the examples, some infor­
mation, such as 'sample preparation' and 'factual 
analysis', is added to group and mark out related 
information (actions). General background informa­
tion (detect, compute and "determination of ...." = 
"determination of the concentration of ...") is added 
to complete the method description and graph in 
order to have a complete description from initial 
(sample) input to final (concentration) output. The 
link between 'detect' and 'compute concentration' is 
information instead of material, as is the final out­
put of the procedure. The gradient applied during 
the elution is interpreted as a changing property 
(concentration), and it is linked to both the eluent 
and the elute action. An interpretation in which the 
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Fig. 10. Forth part of the graphical representation of the method description given in Figure 6: (part of) the instrumental 
analysis. 
gradient is interpreted as an gradient forming action 
is given in Figure 5. This interpretation has as 
drawback that the graph is more complex and not 
easy to understand. The actions 'detect' and 'com­
pute concentration' are grouped within 'quantify', 
using the set of separated substances as scope, 
because in $ELUTE_2 the output is a collective set 
of separated substances, but in 'detect' these cannot 
be collectively detected (producing only one signal). 
In Figure 6, an almost complete method de­
scription is given. The description is the method 
description using solid sample introduction for the 
given trace elements, and it is published in ref. 19. 
The different parts, being the sample preparation, 
the preparation of the standard solutions, the instru­
ment preparation, and the factual instrumental anal­
ysis, are graphically represented in Figures 7-12. 
Also, in these representations, general back­
ground knowledge is added such as SDETER-
MINE_1 with its output concentrations. Information 
on the identity of the analytes is retrieved from 
elsewhere in the publication. The representation 
illustrates the possibilities of the formalism using 
the so called method actions as context for scope 
indication. $DETERMINE_1 has as input a set of 
samples, each of which seven concentrations (of the 
seven trace elements respectively) are determined 
from. This set of samples is input of the sample 
preparation, and the resulting set of prepared sam-
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Fig. 11. Fifth part of the graphical representation of the 
instrumental analysis. 
pies is the output. The 'scheme' case of the sample 
preparation lists the actions that are to be executed 
for each sample. The instrumental analysis 
$INSTRUM_ANAL_1 is to be executed for each 
trace element, and its participating action 'factual 
analysis' is to be executed for each element on each 
sample with seven replications. The conversion 
from one sample input to seven (sub)samples, 
which are used for the replications, is given by the 
take action ($TAKE_1, see 'factual analysis' 
$ANALYSE_1), implicitly present in the original 
method description. Another use of a method action 
is illustrated by $PREPARE_0, which groups the 
preparations of the stock standard solutions. Now 
the scheme case lists the individual preparations of 
the stock solutions for each analyte. In this situation 
method description given in Figure 6: second part of the 
the 'means' case is hardly necessary, because the 
actions are not consecutive (or, in such a situation, 
it should be allowed to contain all starting actions). 
The 'factual analysis' represents a mixed situa­
tion of repeated actions on input, that is new each 
time, and on input that is output of its previous 
execution. The latter situation holds e.g., for the 
microboat that is used in $ADD_1 (see 
$ANALYSE_1) as location goal: only the first 
analysis after the instrument preparation can refer to 
the output $BOAT_2 of the instrument preparation 
$INSTRUM_PREP_1, but the later analyses use the 
microboat that is output of their previous analysis. 
The only correct way to represent this would be to 
write out all the actions for all the samples. To 
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Fig. 12. Sixth part of the graphical representation of the method description given in Figure 6: third part of the 
instrumental analysis. 
circumvent this, the location goal of $ADD_1 refers 
to either $B0AT_2 or $BOAT_5. Still, the repre-
sentation does not contain information on which of 
these has to be taken in which situation. Also, the 
output $B0AT_5 of $ANALYSIS_1 is not the 
correct identifier. This situation holds for most 
objects that are used as instrument, and for the 
values of this case a rule could be added that takes 
care of this exception. 
The number of applied portions of nitric acid 
for the daily preparation of the standard solutions in 
$DILUTE_9 depends on the unknown number of 
standard solutions and the number of dilution steps. 
The number of stock standard solution portions is 
unknown as well (some of their identifiers can refer 
to sets). Because of this, the variables N and О are 
introduced. 
The order of the weigh and add action 
($WEIGH_1 and $ADD_l) should possibly be 
interchanged. 
The conditional sentence "If the quality of the 
absorption peak ...." implies some continuous check 
of the absorption peak ($CHECK_1). The condition 
itself is represented using the 'condition' case in 
$REPLACE_1, and in the implicit $SUBJECT_2 
and the 'termination' case in $ANALYSIS_1. In 
fact, something like a negation of this condition 
should be added to $AVERAGE_1. The result is a 
new blank that should be used in the next analysis. 
If the representation formalism is used for more 
than the sample preparation, then the definition of 
the 'applied' case should be extended to indicate 
other things than physical material. This can be 
seen in, e.g., $C0RRECT_1 and $QUANTIFY_1. 
This entails that, for reasoning along the material 
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streams, the class information of the case values 
should also be provided Another less attractive 
possibility is to subdivide the 'applied' case 
The verb 'prepare has different usages and 
should be represented correctly In 'sample prepara­
tion", the sample has the object case and is input of 
the prepare action (see $SAMPLE_PREP_1) In 
"preparation of stock standard solutions ' mentioned 
in the 'Materials part of a method description, the 
stock standard solution should also get the object 
case, but it is now output of the action senes In 
this case, the stock standard solution is labelled as 
output (see also $PREPARE_0 - $PREPARE_2) 
On various locations in Figure 6 (eg 
$DILUTE_2 and $DILUTE_3), the use of the 'type' 
relation can be seen It prevents the description of, 
e g , a solution to be repeated each time it is 
needed In tact, it implies some action like "take a 
portion (of a certain size) trom this solution" 
One drawback of the current representation is 
that choices have to be made with respect to scope 
and interpretations of sets Sometimes these choices 
cannot (completely) be motivated by textual infor­
mation or by background knowledge on analytical 
methods This situation may occur if there is more 
than one way to perform (part of) a method (de­
pending on, e g , local circumstances), but it can 
also be the result of imperfections of the method 
description In the former case, a possible way out 
may be to develop a semantics where such ambigu­
ities remain in a controlled way (e g by using 
socalled pseudopartitions2") Further investigation 
has to show whether this semantics can indeed be 
implemented 
It is possible to differentiate between the vari­
ous types of conditional information that need ex­
plicit information on the type of link by colour or 
line-type This will save space in the graph, but it 
requires extra background information and hinders 
from a direct visual interpretation by the potential 
user 
Most of the requirements of analytical method 
representations defined by Kateman3 are, in our 
opinion, satisfied Although possible, the hardware 
units are not fully described within the representa­
tion, because of the existence of shorter representa­
tions The energy flow is not described either, be­
cause this information is hardly present within nor­
mal method descriptions Textual descriptions of 
specialized instrumental setups including wiring are 
possible using the representation, because there is 
no restriction on the verbs that can be used If nec­
essary, dedicated relations such as 'connect_to' 
instead of the phrase "A is connected to B" can be 
added Besides, graphical representations of the 
instrumental setup are more efficient Calculation 
procedures have a mathematical language of their 
own 
Another possible use of the developed repre­
sentation can be the (automatic) control of analyti­
cal method descriptions, which could then assist in 
improving the quality of published method descrip­
tions That such an improvement is necessary is 
shown in ref 21 
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ABSTRACT 
Postma, G J, Van der Linden, В , Smits, J R M and Kateman G, 1990 TICA A system for the extraction of data 
from analytical chemical text Chemometncs and Intelligent Laboratory Systems, 9 65-74 
A system for the extraction of factual and methodological data from abstract-like texts on analytical chemical 
methods is described The system consists of a parser/ interpreter (which performs a parallel analysis based on 
requests) and a frame-based reasoning system (scnpt-appher) The current domain is inorganic redox titnmetry Some 
results are given and the system is discussed 
INTRODUCTION 
When setting up an analytical method for one 
or more compounds the literature is usually 
checked first This can be done by consultation of 
Chemical Abstracts [1] or Analytical Abstracts [2] 
or their electronic database versions If no method 
exists or if the existing methods are not suited for 
the specific situation, a method has to be devel­
oped and, in that case, expert systems can be used 
(e g for HPLC analysis see ref 3) 
In the secondary literature, such as Chemical 
Abstracts and Analytical Abstracts, much analyti­
cal information is not directly accessible In Ana­
lytical Abstracts (the online database) there are a 
number of search fields by which the functions of 
the contents of the field are determined (indexed) 
For instance the field ANALYTE determines that 
the chemical in that field is used in the corre­
sponding article as analyle (has the role of ana-
lyte) There are also fields like CONCEPT and 
MATRIX but for a number of chemicals, num­
bers, etc, their role is not directly searchable and 
accessible However, this information exists in the 
abstract or can be inferred from the abstract 
Chemical Abstracts lacks even these search fields, 
which are interesting from an analytical chemical 
point of view This information is important for 
databases, e g those related to expert systems or 
those which serve as a source for neural networks 
For systems on titrimetnc analysis, for instance, it 
is important to know which titrant is used, which 
endpoint detection method, which indicator (in 
cases where an indicator is used), what the rele­
vant quantities are, the concentrations, etc Fur­
thermore, it would be interesting for method de-
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velopment systems linked to robots and analytical 
instruments (fully automatic analytical systems) to 
know what the procedures are that are carried out 
in order to analyse the sample. 
The text analysis system outlined in this article 
is aimed at the automation of the extraction of the 
abovementioned information from abstracts. 
Text interpretation is one of the topics in the 
research on natural language processing (NLP). 
An important step towards the interpretation of 
text was taken by Schänk, Riesbeck and Culling-
ford in their development of MARGIE [4] and 
SAM [5,6]. MARGIE was developed for the inter-
pretation of sentences and SAM for the interpre-
tation of newspaper stories. In addition to SAM, 
PAM and other programs were developed, which 
were capable of handling more difficult kinds of 
text. After the processing of the text an abstract 
could be produced and the system could be ques-
tioned about facts and events mentioned in the 
story or which could be inferred from the story. 
More programs have been developed, or are being 
developed, to deal with the processing of NL, for 
example for the natural language consultation of 
databases [7,8] and translation systems [9] or the 
understanding of text [10]. 
Background knowledge is needed for the inter-
pretation of text and the current systems work 
best within a limited domain. For this reason texts 
on analytical chemical methods are an ideal target 
area for textual interpretation. 
morphologic 
knowledge 
sy r tac t с 
know edge semantic 
representation 
ber"oniic 
knowledge 
Fig. 1. Knowledge necessary for natural language sentence 
interpretation. 
The extraction of data from text in a variety of 
domains has, for instance, been done by Zamora 
and Blower [11,12] and Nishida et al. [13-15]. 
Zamora and Blower developed a system for the 
extraction of synthesis information from the ex­
perimental section of a specific journal. The sys­
tem was tailored to text on the synthesis of one 
product. The text followed a specific discourse 
structure and this structure was used to guide the 
extraction of information. Because of this specific 
discourse structure a relatively simple knowledge 
extraction procedure was possible. The product, 
reagents, media and their quantities and the reac­
tion conditions were extracted. Nishida et al. de­
veloped a system on the domain of semiconduc­
tors. They extract information from abstracts 
dealing with the production or composition of 
semiconductors. 
This paper deals with a program for the analy­
sis of short texts, such as abstracts. The current 
domain of the program is inorganic titrimetric 
analysis. The program consists of a parser, which 
analyses sentences into semantic representations, 
and a frame-based reasoning system for the text­
ual analysis. Short introductions are first given on 
the methods chosen for the sentence analysis and 
the text analysis. These introductions are followed 
by an introduction on the semantic representation 
chosen, an overview of the program and some 
results obtained so far. The article ends with some 
discussions and conclusions on the method cho­
sen. For a deeper introduction to natural language 
processing, its history and theory, see, for in­
stance, Waltz [16] and Grishman [17]. Frames and 
frame-based reasoning are described by Fikes and 
Kehler [18], among others. 
For the analysis of NL sentences morphologi­
cal, syntactic and semantic knowledge are needed 
(Fig. 1). Morphological knowledge tells us some­
thing of how words are structured, its inflections 
and how lexemes can be derived. Syntactic knowl­
edge provides information on the relative order of 
word classes within sentence elements and on the 
relative order of the sentence (clause) elements 
themselves. For instance, a noun can be preceeded 
by an adjective. Semantic knowledge gives infor­
mation on the meaning function of the various 
clause elements and their relationships. For exam-
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pie, an adjective modifies the noun. Semantic 
knowledge defines what kind of roles are played 
by the various constructs within a sentence. These 
roles are frequently not explicitly mentioned. For 
instance if the sentence: 
"John titrated with phosphoric acid." 
is interpreted as: 
John titrated, using phosphoric acid as titrant. 
the definition of the verb "titrate" is used, which 
defines the prepositional phrase starting with 
"with" as 'titrant'. Semantic knowledge is context 
dependent. The meaning of a word or phrase can 
differ within various contexts. 
The analysis of a sentence leads to some repre-
sentation in which the meaning of the sentence is 
maintained. This meaning representation can be 
close to the outer appearance of the sentence, 
using the words of the sentence and assigning 
functions (cases) to the various constructions ap-
pearing within the sentence mainly in relation to 
the verb(s) (e.g. ref. 19). The meaning representa-
tion can also itself be a language, independent of 
the language used, in which it is possible that a 
number of different sentences are represented by 
one representation (deep structure; e.g. the CD 
theory of Schänk [4]). 
For the sentence analysis segment within TICA 
the method introduced by Riesbeck and Schänk 
[20] and Gershman [21] is chosen, which uses a 
parallel approach to sentence analysis. In this 
approach the morphological, syntactic and 
semantic analysis are performed concurrently dur-
ing the analysis of the sentence. The meaning 
representation is a mixture of deep and surface 
representation. This method was chosen because 
of its natural approach: a human, too, starts the 
interpretation of a sentence as soon as the first 
word is heard and a lot of syntactic ambiguities 
are avoided by an early use of semantics. 
For the understanding of texts a textual analy-
sis is needed in order to combine and integrate the 
semantic representations of each sentence. This 
type of analysis can consist of anaphoric reference 
resolution and the determination of the discourse 
function of each sentence within the text. Within 
TICA the relative simple 'script' approach is im-
plemented for the understanding and analysis of 
abstracts. This approach was developed by Cul-
lingford [5,6] and Schänk [22,23]. The basic idea is 
that texts describing a story consist of sentences 
and segments of sentences which describe a se-
quence of events and states. These events are 
ordered and this order can be captured in a script. 
Within a script about a certain story there are a 
number of possible routes or tracks describing 
different event sequences which lead from the 
start to the end of the story. A script can further-
more be subdivided into small units of related 
events and states, called scenes or episodes. 
A 'story' about an analytical method can also 
be captured within a script, e.g. titration. A titra-
tion consists of a limited number of analytical 
actions but the existence and order of these ac-
tions can differ along different routes, such as a 
direct titration and a back titration. 
THE SEMANTIC REPRESENTATION 
The semantic representations of the sentences 
which are the output of the parser and which serve 
as input to the second part of TICA (the script 
applier) are represented as frame-based nested 
lists. They are a combination of the conceptual 
dependency (CD) theory of Schänk [4] and a more 
surface representation using the case theory [19]. 
The CD theory was originally used for the repre-
PP: Picture Producers Pnys cai objects hav ng a t r i bu tes 
A C r " AC Γ OPS. Ai the ve r bs representing some action. 
PROP: PROPerties. Objects and actions can be described by 
properties and their values. 
CASE: CASES. Ve r bs (actions) have case relal ions to objects, 
other verbs and property- l ike notions as time 
VAL_FRAME: Valaes of properties and cases represented as 
frames (contrary to S'mple str ing- к е values) 
Fig. 2. The basic concept definitions. 
4ELAT ONS: Objects and actions can be linked to other 
objects and actions by e.g. causal reat ions. 
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Fig. 3. The members of the basic concepts CASE. RELATION 
and VAL_ FRAME. 
sentation of knowledge about physical and mental 
human actions. 
The basic elements/concepts of the current 
semantic representation are given in Fig. 2. The 
current sets of cases and relations are listed in Fig. 
3. The 'product' case can also be called 'result', 
'direction' combines 'source' and 'goal', the 'at­
tribute' case contains verb modifiers like 
" potentiometrically" and the 'circumstance' case 
is for statements on e.g. the temperature at which 
an action is carried out. Beside the cases and 
relations the basic concepts are classified accord­
ing to an "is-a" hierarchy. Within the ACT tree 
some of the basis ACTs of Schänk are maintained. 
Most of the cases are the relations of the original 
CD theory. The notation follows the following 
recursive representation: 
[frame-id,, [slot,,, val,-],.. . , [slot,,, v a l j , . . . , 
[slot,„, val,,,]] 
[string,] 
in which: 
frame-id, = PP, ACT, PROP or one of the class 
VAL-FRAMES 
slot,j = class, properties, cases and relations re-
lated to frame-id, 
val,, = the value of slot,, which can be one of the 
above representations 
string, = a character string. 
The frame-ids are the overall classes and facili-
tate a quick first selection of the partial semantic 
structures within the parser. 
As in case theory the verbs of the sentences and 
embedded clauses are the center of meaning within 
the representation. Parts of the verbs are repre-
sented by their corresponding case frames. Others 
are broken down into more 'basic' actions which 
together form the meaning of the corresponding 
verb. As an example the representation of "John 
adds 12 ml phosphoric acid to the sample" will 
look like (the + is added to improve readability; 
PTRANS stands for 'physical transfer'): 
ACT 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
class PTRANS 
name add 
actor PP 
+ + 
+ + 
+ + 
object PP 
+ + 
+ + 
+ + 
+ + 
+ + 
class 
name 
gender 
class 
has _ part 
+ 
+ 
+ 
human 
John 
male 
solution 
PP 
+ 
+ 
class 
name 
acid 
H3P04 
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+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
direction 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
VAL. 
class 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
volume 
+ 
+ 
+ 
.FRAME 
location. 
from 
+ 
to 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
VAL 
+ 
+ 
.change 
.FRAME 
number 
unit 
FROM _ VALUE 
+ 
TO_ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
location 
VALUE 
location 
+ 
+ 
+ 
+ 
+ 
+ 
12 
ml 
unknown 
PP 
+ 
+ 
+ 
+ 
+ 
class phys_mass. 
object 
name unknown 
function sample 
reference def 
tica _ info explicit 
or in list representation: 
['ACT', [class, ['PTRANS']], 
[actor, ['PP', [class, [human]], 
[name, ['John']], 
[gender, [male]]]], 
[object, ['PP', [class, [solution]], 
[has _ part , . . . ] , 
]]. 
[direction, ]]. 
[instrument, .instrument], 
[attribute, _ attribute], 
[circumstances, _ circumstance], 
[modality, .modality]] 
has a number of expectations about possible fillers 
of the empty slots in the structure (_ actor, _ ob-
ject, etc.). These fillers appear in the sentence and 
in relation to the verb possible requests could be: 
THE PARSER/INTERPRETER OF TICA 
The parsing program is based on the notion of 
expectations [20,21]: words or groups of words 
expect other words, groups of words or concepts 
to appear. These expectations are implemented as 
so-called requests. These requests are basic mod-
ules consisting of tests and actions linked to words 
or syntactic and/or semantic classes of words. 
E.g. the verb "titrate", which can be represented 
by the case frame: 
['ACT], [class, ['analytical-method-with-product']], 
[actor, _ actor], 
[object, _ object], 
[product, _ product], 
[location, .location], 
A. -test: is the verb in the active form and is 
there a concept of class human 
constructed before that of the verb? 
-action: put this concept in the actor slot of 
the verb case frame. 
B: -test: is the verb in the active form and is 
there a concept made after that of 
the verb of class liquid or chem-
ical? 
-action: put this concept in the object slot 
of the verb case frame. 
Hence, empty slots in a structure have expecta-
tions about possible fillers of these slots. This is 
called structure driven analysis [21]. Beside this, 
more syntactically-based requests exist which 
check on syntactic word-class order for e.g. noun 
phrases (the position driven control mechanism), 
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read sentence 
identify units 
PICK word from sentence 
left - > right 
morphological analysis 
collect dictionary data 
activate and execute request(s) 
according to various control 
mechanisms 
detect end of 
sentence 
semantic structure 
Fig. 4. The execution principle of the parser of TICA. 
and requests (so-called experts) exist for sentence 
elements that are not expected by other requests 
for e.g. certain prepositional phrases. This last 
type of requests forms the situation driven control 
mechanism. An overall control mechanism exists 
which switches between the various types of con­
trol mechanisms, mainly depending on the syn­
tactic structures to which the words of the sentence 
belong. Participai clauses are handled by this 
overall control mechanism, which detects its be­
ginning and its end. 
In this way the semantic analysis of sentences is 
performed from the bottom up as well as from the 
top down: partial structures are built and kept 
until they are fitted into overall structures and 
overall structures are built with empty slots in 
which partial structures have to be fitted. The 
execution principle of the program is depicted in 
Fig. 4. The parser, if allowed, performs some 
transformations such as "0.1 N NaCl" to a repre­
sentation reading "0.1 N NaCl solution" or "the 
titration of В is carried o u t . . . " to "B is 
titrated... ". The program is implemented in NU-
Prolog (Thorn and Zobel [24]). 
THE TEXTUAL ANALYSER 
This program consists of a small frame-based 
reasoning system and a script application mecha­
nism. The knowledge is implemented in frames. 
Within the program procedures are implemented 
for the resolution of pronomial, identic and syn­
onymous references, whereas rules are imple­
mented for the addition of implicit knowledge. 
The program works along the lines of the 
scheme presented in Fig. 5. For each sentence the 
semantic representation*— 
i 
break down 
select frame 
fi I da'abase 
extracted facts 
and procedures 
Fig 5. The simplified flow chart of Ihe textual analyser of 
TICA. 
Chapter 4 71 
input structure is broken down into frames having 
a structure of the type: 
'ID-/"([a-kind-of, [value, [frame-id,]]]) 
'ID-/'([slot,,, [value, string,,]]) 
'ID-i"([slot,,, [value, string,,]]) 
'ID-/'([slot,„, [value, string,,,]]) 
where stringy is the actual value of slot(J or the 
identifier of a new frame (ID-i + 1, ID-/ + 
2...Ю-і + т). 
After this all these frames are recursively 
matched with the frames in the knowledge base 
and, if a match succeeds, they are instantiated in 
the knowledge base, adding only the values that 
are unknown to the system. When the first frame 
of a sentence or the one following a relation is 
instantiated the program tries to locate the epi­
sode into which it fits. 
Procedures related to certain slots and slot val­
ues are carried out during the instantiation. For 
instance, upon the existence of pronomial refer­
ences such as " i t " or synonymous references such 
as "this solution" the knowledge base is checked 
for candidates for these references (i.e. entities 
belonging to the same or descendant classes), in­
stantiated during previous sentences and clauses, 
and the references are exchanged for these candi­
dates. Rules related to frames in the knowledge 
base (demons) are also activated which add im­
plicit knowledge, link episodes which are linked 
by an unspecified relation and/or rearrange the 
frame structure of the input frames. 
For instance, if part of a sentence says that 
"chemical A is added to solution B" then in the 
knowledge base, besides the structure representing 
the meaning of this sentence fragment, a structure 
is instantiated which states that solution A now 
contains chemical B. 
After the instantiation of the input of each 
sentence the program tries to find or follow the 
track used by linking the episodes mentioned in 
each sentence according to the various track de­
scriptions of the titration script. In these descrip­
tions all the episodes are linked with each other by 
the various possible relations (such as 'enables'). 
The frames that contain information that is useful 
as output are labeled and, upon instantiation, 
procedures are stored separately and at the end of 
the program these procedures are carried out in 
order to write the information to a database. 
The knowledge base contains knowledge about 
inorganic (redox) titrations. It consists of the de­
scription of the various verbs, their roles, relations 
(i.e. to other verbs and objects that participate), of 
the description of objects, their properties and 
relations to other objects and verbs and of a 
description of the organization of the foregoing 
concepts in episodes and tracks. A number of 
verbs are also described by their comprising ac­
tions/verbs and the relations between them. For 
instance "titrate" is described by a "titrate" frame 
and by frames describing the addition of the 
titrant, the reaction that takes place, the de­
termination of the endpoint and the determination 
of the concentration. 
RESULTS 
The program is capable of analysing short ab­
stract-like texts containing declarative and imper­
ative simple sentences and complex sentences with 
participle clauses. Inorganic substance names are 
translated to their formulas and the program can 
handle various kinds of quantifiers. An example of 
this type of text is (the number of each sentence is 
given between parentheses). 
Example one: The determination of iodine 
(1) Samples containing 62-254 mg iodine are 
reduced with an excess of 0.1 N potassium ferro-
cyanate. (2) The ferrocyanate is oxidized by the 
iodine to the ferricyanate. (3) The unreacted ferro­
cyanate is titrated with ascorbic acid. (4) The 
titration is carried out in a solution buffered with 
bicarbonate. (5) The indicator is 2-hydroxyvaria-
min blue. (6) A solution of it is prepared by 
mixing 1 gram 2-hydroxyvariamin blue with 500 
ml sodium chloride solution. (7) A portion of this 
mixture weighing 0.3-0.9 gram is used for each 
titration. (8) The standard deviation is 0.11%. 
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Some of the questions that are resolved by the 
program are· 
- What is the analyte7 
- What is the function of the second sentence? 
- What is the type of titration? 
- What is the titrant? 
- To what does " it" in sentence 6 refer? 
- To what does "this mixture" in sentence 7 
refer' 
The information extracted is: 
Extracted are: 
F e 2 + 
direct-titration 
KBrOj 
inert 
r 20°C 
Titration-medium-component: 10 M H 3 P 0 4 
Non-interferent: oxalate, tartrate, 
citrate, sucrose, 
glucose 
Accuracy. 0.2% 
Analyte: 
Method. 
Titrant: 
Titration-atmosphere: 
Titration-temperature: 
Analyte: 
Working-range: 
Method: 
Titrant: 
Reagent: 
Reagent concentration: 
Indication method: 
Indicator 
etc. 
І2 
62-254 mg 
back titration 
ascorbic acid 
K 4 Fe(CN) 6 
0.1 N 
indicator 
2-hydroxyvanamin 
blue 
Beside factual information, procedural informa­
tion, such as the preparation of the indicator 
solution, can also be extracted. The procedural 
information can be represented in relational tables 
such as described by Nishida et al. [14,15] or along 
similar lines to the method used by the TOSAR 
system for organic synthesis representation and 
storage (Fugmann et al [25]) extended by specific 
case information of the participants of each action 
(reaction, process, etc ). If the information is to be 
used by an expert system linked to e g. a robot 
and/or analytical instrument the information 
could be transferred directly in the form of frames. 
Example two 
(1) Iron(II) is titrated potentiometncally in 10 
M phosphoric acid with potassium bromate in 
inert atmosphere at room temperature (2) Oxalate, 
tartrate, citrate, sucrose and glucose do not inter­
fere. (3) The accuracy of the method is 0 2%. 
DISCUSSION 
The system has to be extended with knowledge 
for handling the 'human view' of the method, 
which is reproduced by verbs such as 'find out', 
'demonstrate', 'assume', etc. [26]. 
One may wonder whether scripts or even the 
knowledge base are necessary and whether the 
resolution of references would be sufficient for the 
determination of the correct order of actions of 
the method and the functions/roles of the chem­
icals, solutions, etc. mentioned. For the above-
mentioned example texts most of the work could 
be incorporated in the parser/ interpreter which 
would then label the various case contents with 
"titrant", "titration solution", "reagent", etc. 
Some kinds of reference resolution could also be 
solved within the parser by extra procedures, as 
has been done by Munch [27]. 
The determination of the exact titration method 
of the first example can only be done by some 
reasoning system which checks on the various 
typical verbs and relations between the case con­
tents of those verbs. A check on the sentence level 
of typical keywords and keyword order (such as 
"excess" and "reduce" mentioned before "titrate" 
is, in our opinion, a method which is readily 
susceptible to errors. Furthermore, a script-like 
system, knowing that a titration consists of the 
addition of the titrant, can easily handle the infor­
mation of the following sentence within a text on 
a titration ("the solution" refers to the titrant 
solution). 
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"The solution should be added slowly." 
It can infer and add to the output database: 
tilration-speed: slow 
For these reasons we have chosen a script ap-
proach as part of the reasoning system. The 
knowledge base facilitates the identification of the 
purpose of the second sentence of the first exam-
ple as extra information on the actual reaction by 
links between the oxidation to the corresponding 
reduction, the identification of ferrocyanate as 
part of potassium ferrocyanate, and the identifica-
tion of iodine, which is part of the sample, as 
possible oxidizer in the reduction of the first 
sentence. This function of iodine matches its role 
in the second sentence. From the first example 
text, the textual analyser could also infer the com-
position of the final indicator solution; the useful-
ness of these data depends on its application. 
Nishida et al. [15] used a knowledge database for 
resolving complicated dependency relations on 
their domain; this has similarities with scripts. 
Their specification tables bear some similarity to 
our frames, which specify the information that has 
to be extracted. 
The application of the CD theory within the 
knowledge representation used by the parser/ 
interpreter proved to be too abstract and distant 
from the actual meaning and use of the text and, 
as a result, it was sometimes difficult to handle. 
For instance the meaning of the verbs "reduce" 
and "oxidize" were represented as a force applied 
by the oxidant and the reductant, respectively, on 
an electron, resulting in the change of location of 
the electron from the reductant to the oxidant, 
causing the change of both the oxidant and re-
ductant into their products. Such a structure is 
more difficult for the parser to handle than the 
case frames of both verbs. Within the knowledge 
base of the script applier these cases frames can 
then be implemented and linked to the abovemen-
tioned structures, which in fact represent a deeper 
knowledge of the reactions. Furthermore, the fact 
that an electron transfer takes place is only neces-
sary if one wants to infer from the text the exact 
(half) reactions that occur. 
The idea behind the application of the CD 
theory in the semantic representation used by the 
parser was to have one uniform representation of 
knowledge in both the parser and the script ap-
plier, preventing the representation of both the 
case frames of the verbs and all the frames of the 
actions that compose the verbs. The use of the CD 
theory also facilitates a uniform representation 
with a limited number of basic actions for all 
kinds of sentences within the domain: this seemed 
to be an attractive feature of the theory. It is 
turned out that the verbs within the domain of 
analytical chemistry are in fact basic enough and 
that they hardly need to be replaced by the basic 
ACTs of the CD theory. 
The parallel approach used within our parser/ 
interpreter will probably present maintenance 
problems when the system grows because not all 
the syntactic and semantic knowledge could be 
implemented in the requests and, as a result, some 
grammatical knowledge is interwoven with the 
program. This problem has also been observed by 
Nishida et al. [28] and Hirst [29] among others. 
For this reason the parser and the script applier 
are clearly separated so that, in future, other 
parsers can be implemented. An advantage of the 
parser is that it is possible to extend the grammar 
without the need to rewrite it every time any 
extensions are made. 
CONCLUSIONS 
As has been demonstrated for other domains, it 
is possible to extract information from short texts 
on a subdomain of analytical chemistry with the 
methods presented. Further work will be under-
taken to incorporate other fields of analytical 
chemistry and more difficult types of text. 
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Automatic extraction of analytical chemical information. 
System description, inventory of tasks and problems, and 
preliminary results 
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Katholieke Universiteit Nijmegen, Toernooiveld 1, 6525 ED Nijmegen, 
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Abstract. 
A system for semi automatic extraction of information from abstracts describing analytical methods is described 
The system is based on the theory of Government and Binding for the syntactic part and Conceptual Graphs for 
the discourse analysis part The system is modular and largely domain independent The corpus of abstracts for 
which it is being developed contains abstracts from Analytical Abstracts Online The current status of the system 
is that the grammar is finished and that the lexicon and the discourse module are under development Preliminary 
results are that the system is capable of analysing 6 abstracts on various analytical techniques 
Introduction 
Textual information has a still increasing 
importance for the chemical scientist New digital 
information systems like Gopher' and 'World Wide 
Web' 2, that use Internet, make more information 
accessible and these new sources again stress the 
importance to have grip on the contents of the texts 
In order to make textual information accessible for 
computer programs to use, control, classify or reason 
with its contents, text has to be converted to some 
structured meaning representation that links the 
concepts mentioned in the text in a meaningful 
manner Natural language processing techniques can 
be used for this task 
Several authors have published work in the field 
of automatic information extraction within the 
chemistry domain Nishida et a l 3 have developed a 
system for extraction and storage of information 
contained within patent claim sentences in the domain 
of semi conductor production Ai et a l 4 developed a 
system for the extraction of (part of the) procedural 
synthesis information from the experimental section 
of one journal for organic chemistry Chowdhurry and 
Lynch5 work on the extraction, representation and 
storage of textual descriptions of compounds in a 
chemical reaction database Mars and van der Vet67 
work on a system for the information extraction from 
a set of abstracts on mechanical properties of ceramic 
materials The authors have published work 
concerning an experimental system for information 
extraction from short analytical method descriptions 
concerning one analytical technique8 This research 
revealed that the approach that was used was not 
efficient enough and that more robust and better 
theoretically founded principles and techniques should 
be used for this task Implicitly the work of the others 
revealed, that information extraction produces useful 
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results given that the domain is limited; most of the 
techniques used were, more or less, dedicated to a 
specific domain and to a specific text structure. The 
publications revealed too, that the systems, thus far, 
could only cope with a relatively small set of short 
texts . This is published by Ginsberg' as well, among 
others. The requirement of a robust parser is implied 
by the work of Myaeng et al.10 as well. The 
preliminary results of their information retrieval 
system for Wall Street Journal articles reveals that a 
large number of errors in the resulting semantic 
representation originated from the use of a superficial 
parsing technique. 
The texts, from which the system that is being 
developed by the authors, should extract information, 
are abstracts from Analytical Abstracts". These 
abstracts contain relatively free text within the 
analytical chemistry domain. Beside this, part of the 
sentences are written in, more or less, telegram-style 
and the sentences can contain a number of defined 
abbreviations. Given the aforementioned results, these 
text characteristics motivated a choice for more robust 
techniques to perform the task of information 
extraction. This in contrary to, for instance, the work 
of Chowdhurry and Lynch and Ai et al. They used 
more template-like structures to extract the required 
information, because of the limited structure of the 
target texts. 
Parts of the underlying theories of the current system 
(Government and Binding theory and Conceptual 
Graph theory) are used by a number of authors in a 
different manner and within other domains12·13·l'M5•"'. 
The METEXA system is being developed as an EC 
project for the information extraction and structured 
storage of radiological reports. The texts have similar 
characteristics as those for which the current system 
is being developed. Their semantic and pragmatic 
analysis is based on Conceptual Graphs. 
Beside the aforementioned requirement for 
robustness, the starting points for the system 
described in this paper were : 
modularity 
sound theoretical foundation 
domain independency 
semi automatic: the user is consulted if the 
system encounters problems. 
The last starting point is based on the aforementioned 
publications concerning automatic information 
extracting which reveal that information extraction 
based on Natural Language techniques is still very 
difficult with varying percentages of accurate result. 
In such a situation a semi-automatic system is 
expected to perform better than a fully automatic 
system. The other starting points will be motivated in 
the next sections. 
The system should initially be developed for a 
test-set of 124 abstracts. 
analytical method description 
parser 
discourse 
analysis 
ana yt ical information 
Fig. 1. Overview of the different modules of the system. 
Theory and implementation. 
Text analysis normally consists of lexical, 
syntactic, semantic and discourse analysis, as is also 
depicted in Fig. 1. The various tasks can be integrated 
in single modules that execute them concurrently or 
intertwined. An advantage of integration is that the 
semantics can be used as soon as possible in order to 
limit the number of possible solutions generated by 
the syntactic analysis. A disadvantage is that the 
maintainability decreases strongly as the system 
grows as was experienced during the development of 
a previous system8 as well. This, together with the 
aforementioned requirement of a robust syntax and 
semantics, motivated a choice for separated modules. 
Other advantages are: the modules can be developed 
independently (by different people), a module can be 
Chapter 5 79 
exchanged by one based on other principles if this is 
required and a modular structure gives a better insight 
of the specific types of knowledge that are necessary 
for the different modules (and submodules) 
Another requirement of the system was, that it 
should be as independent as possible of the domain, 
resulting in a system that can be used for other 
domains as well This was implemented by locating 
the domain dependent procedures and information in 
separate modules and files (mainly the lexica) 
The lexical module17 consists of two lexica, a 
morphological analyser for words and a lexical 
postprocessor mainly recognizing word groups The 
first lexicon is filled with (domain dependent) single 
words Its structure is domain independent it contains 
entries for (the stem forms of) words and 
abbreviations, together with their syntactic categories 
(nouns, verbs, etc), semantic categories and if 
necessary an enumeration of the roles and the 
expected semantic classes of participants that are 
linked by the given roles to the word (semantic 
selection restriction frames) The second lexicon 
contains concepts that consist of more than one word 
The morphological analyser contains the normal 
domain independent morphological rules that deal 
with declensions of words, the recognition of adverbs 
that are derived from adjectives, and the handling of 
plurals Beside this, it contains separate domain 
dependent rules for the recognition of inorganic 
structural formulas (e g Na2C03) so that these need 
not to be given in the lexicon (beside those that need 
extra semantic subcategonzation) The abstracts 
contain a number of complex strings that need special 
attention These are in fact combinations of words 
which are not separated by spaces, but need to be 
separated Examples are +-0 049 and 002M-HC1 
( +- stands for ± , in general Analytical Abstracts 
encodes all non-ASCII characters as strings between 
dots) These are tackled by separate procedures as 
well The user is automatically asked for all lexical 
information if a word cannot be classified by the 
morphological analyser 
The postprocessor is called after the 
morphological analyser It deals with a number of 
(domain dependent) concepts that consist of more 
than one word complex chemical compound names, 
compound words and idiomatic expressions that 
syntactically can be viewed upon as one word, like 
"with respect to" The postprocessor deals with 
complex chemical compound names by looking in the 
first lexicon for its parts This way complex chemical 
compound names need not to be stored in the lexicon 
The background of this procedure is that the set of 
parts is limited, which is contrary to the size of the 
set of chemical compound names 
Lexically ambiguous words get all the word 
classes that are possible A choice after the proper 
one is made during the parsing process If a word 
cannot be processed during the lexical phase the user 
is automatically asked for all the lexical information 
A dedicated user-friendly lexicon editor is being 
developed 
The parser is based on Chomsky's principles of 
Government and Binding'8 '9 for the syntactic part and 
Montague semantics for the semantic part Chomsky's 
principles of Government and Binding are syntax 
oriented It is based on general linguistic principles 
and this basis should lead to a more robust parser, its 
choice is motivated by research interest in the 
application possibilities of its theory as well One of 
the features is that it works with general language-
wide templates instead of far more language specific 
phrase-structure rules Its appealing features are, for 
instance, described by McHale and Myaeng'3 The 
theory does not postulate a strict formalism, it is 
implemented as a transformational grammar in 
GRAMTSY (a so called "transformational driver", for 
more information, see ref 20) 
The choice of Montague semantics is motivated 
by the solid logical foundation The output of the 
parser is not an intensional logic representation, 
however, but a predicate logic representation A 
discussion on possible critics and a motivation of the 
choices made are give in more detail by van Bakel in 
ref 21 
The parser uses 'underspecification' as a principle 
in order to eliminate combinatorial explosion as a 
result of ambiguities that cannot be resolved in the 
different modules22 A choice between multiple 
possible solutions is postponed, using some general 
notation, to the module that is capable of resolving it 
This prevents the generation and testing of numerous 
solutions in order to locate the correct one An 
example for which it is used is "The determination of 
clemastine fumerate in with by " a number 
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Fig. 2. An example of the different intermediate results of the analysis of "The hexane layer was evaporated." by the 
parser, drawn as decomposition tree. The first tree is the surface structure, the second is the enriched surface structure 
and the third is the semantic representation. The nodes are simplified by removal of a number of the syntactic and 
semantic agreement features. 
of prepositional phrases follow a verb or nounphrase 
and the syntax cannot determine whether the second 
and third prepositional phrase is connected to the verb 
or one of the previous prepositional phrases, resulting 
in a reasonable number of possible combinations. 
The parser consists of a syntactic module, a 
semantic module and a postprocessor. The syntactic 
module consists of a submodule for a context-free 
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analysis producing a surface structure, and a second 
submodule which executes a transformational 
analysis The first submodule is a context-free 
rewritegrammar according to the Extended Affix 
Grammar (EAG) formalism23 The surface structure is 
a decomposition of the sentence into its syntactic 
categories (verb phrase, noun phrase, prepositional 
phrase, verb, etc ) It can be represented as a tree, 
see Fig 2 for an example The transformational 
analysis converts the surface structure to an enriched 
surface structure based on the principles of 
Government and Binding theory This enriched 
surface structure contains added traces and empty 
positions linked to surface structure parts (noun 
phrase, prepositional phrase) which represent, and 
during the semantic phase are filled with, the 
semantic roles (representing the so called deep 
structure of the sentence, the semantic roles are called 
thematic roles as well) The syntactic module is 
largely domain independent, but not completely 
because the grammar is developed for the given type 
of texts One can argue, although, whether the 
possible domain specific constructions are really 
specific for this domain 
The semantic module produces a logical meaning 
representation of the original text from the enriched 
surface structure The meaning representation is based 
on concepts and a limited set of relations By means 
of general transformation rules and using the semantic 
classes and the selection restriction frames from the 
lexicon the semantic structure is produced During 
this process logical principles are taken into account 
and inter-sentential referencing is marked and partly 
solved The semantic module is domain independent 
it takes care of the addition of the roles by application 
of the selection restriction frames related to the 
various concepts The domain dependent selection 
restriction frames are taken from the lexicon 
The semantic postprocessor converts the parse-
tree, furnished with the thematic roles and semantic 
classes of the concepts, into the final meaning 
representation containing only the concepts, their 
semantic classes, the roles with which the concepts 
are related to each other, tense information, internal 
reference links and logical operators It takes care of 
the domain dependent structures like those that 
describe the composition of mixtures and solutions as 
well E g , concentrations, masses and volumes that 
go with chemicals are rewritten as attributive concepts 
with explicit identification of the numbers and units 
of those chemicals An example of this notation is the 
representation of the phrase "0 1 N HCl" as 
['HEAD', ['HCl',[class, acid], 
['SF ['ATTR', [concentration.'N'] 
['SF, ['NUM',0 1]] 
] 
] 
] 
] 
In this notation 'HEAD' identifies a concept and 'SF 
identifies the semantic frame that lists the information 
related to that concept In the case of units 'HEAD' 
and the class (type) of the unit is combined to a string 
identifying the type of attribute (based on the type of 
unit) concentration, volume, mass, or the more 
general 'measure' 
The last module is programmed m SPITBOL2,1 
After the parsing process the pragmatic analysis 
is executed Its task is constructing the 'story' that is 
told by the abstract, using background information on 
analytical chemistry in general and on the various 
analytical techniques that are mentioned in the 
abstracts This module is based on the theory of 
Conceptual Graphs developed by Sowa25 The 
attractive features of this theory are, that it has a 
sound logical foundation and that it seems unlimited 
in the representation of conceptual structures Others 
have implemented this theory for the purpose of 
natural language processing as well, see eg ref 12 
and 13 Their systems use the principles of conceptual 
graphs during the semantic phase of the parsing 
process, as well as during the pragmatic phase This 
seems more attractive than the approach taken by the 
authors, because a unified principle and system is 
used for semantics and pragmatics The current choice 
is motivated by the existing expertise that exists with 
the developers of the different modules the parser 
largely makes use of linguistic principles and is 
developed by linguists, whereas the pragmatics 
module largely is based on knowledge processing and 
analytical chemistry, which is the knowledge area of 
the analytical chemists that develop that module 
Conceptual graphs (CG) are semantic network-
like structures of concepts and relations An example 
is given in Fig 3 This figure, represents parts of the 
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Analyte 
ΐα/fL·'. ίυου- hlaluyrm 
иылпалъ Іхика/г-. оот^ . 
Analytical 
instrument 
Sample 
Prepare 
sample * Analyze 
Fig. 3. The definition of the verb "determine" and added to it the result of the application of the discourse analysis 
module for the title phrase "Determination of phosphorus in milk by clcctrothermal-atomization atomic-absorption 
spectrometry with l/vov platform and Zeeman background correction". The relations are encoded within circles, the 
roles are marked with thick lines. The instantiated information (as a result of the phrase interpretation) is written in 
italics. 
concept 'determine' as it is used within the analytical 
chemistry domain. The concepts can be organized in 
hierarchies or ontologies. By representing all concepts 
(actions, objects and properties), that play a role in 
the description of analytical methods, in this 
formalism, a knowledge-base is generated. This 
knowledge-base functions as background knowledge 
of the system during the interpretation process of the 
abstracts. (Part of the knowledge is used by the 
semantic module of the parser and is represented in 
the lexicon as well.) The software, that is used for the 
development of the discourse module, is developed 
during this project as well. It mainly consists of a so 
called conceptual graph processor, that takes care of 
the conceptual graph handling (inheritance, matching, 
merging, etc). 
The tasks of the module are: 
read in the output of the parser; 
compare the input with the background 
knowledge of the system and generate a memory 
model of the input. During the generation of the 
memory model: 
resolve intra-sentential references using the 
referential links that are already made during 
the parsing process; 
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resolve inter-sentential references, 
make the in the original text suggested 
implicit information explicit and mark 
lacking information, 
try to generate a logic flow of actions and, 
in fact, a model of the described analytical 
procedure, 
mark missing information and draw attention 
of the user to it, 
write the extracted information (completed as 
much as possible) to a file in the aforementioned 
systematic format. 
The processor of the semantic representation, that is 
output of the semantic postprocessor, is programmed 
in NU-Prolog26 The knowledge-base is represented in 
the same language as Prolog facts 
The knowledge-base contains the (analytical) 
concepts organized in a "ïs-a" hierarchy ("is a kind 
of' hierarchy) Associated with most concepts are 
definition graphs that contain the information or 
definition of that concept The various senses of some 
words are represented by as many concepts and their 
definitions The concepts inherit the information 
contained in the definition graphs of its parents so 
that each definition graph only contains the 
information in which it specializes its parents and 
differs from its sisters The hierarchy contains 3 main 
types of concepts· relations, roles and the other 
concepts 
The relations are the earlier mentioned themes or 
roles that concepts relate to other concepts Relations 
can be defined m terms of other relations or in terms 
of other concepts E g the relation CONT standing 
for "containing" (in, for instance, "a solution 
containing a chemical") this relation can be defined 
in terms of the verb "contain" with an actor (or 
dative) and an object being the concept that contains 
and the concept that is contained respectively 
Relations have a direction, ι e it is possible that in 
some input concepts are linked to each other in the 
opposite direction This is labelled by the same 
relation, but with a @ added to the relation name 
Roles are the literal roles that concepts 
(frequently objects) can play in certain circumstances, 
remaining the same concept E g the role 'analyte' it 
is the role of an chemical in an analysis, but that 
same chemical could play other roles in other 
situations (being the titrant or the eluent, etc) Within 
the conceptual graph processor roles have the 
semantics that they can be merged with any concept 
of the correct type, given that a merge is possible on 
the basis of the current environment of the concept 
(ι e the conceptual graph in which it resides) The 
separate definition of roles prevent the definition of a 
role-version and a non-role version ot, for instance, 
each chemical object in the knowledge-base, which 
makes knowledge-base more manageable in size and 
maintenance Roles play an important role in 
analytical chemistry they mark analytical interesting 
concepts that should be extracted and stored in a 
database and they are frequently used in abstracts 
The remaining concepts are those related to the 
verbs, nouns, adjectives, adverbs, etc Linked to these 
concepts are definition graphs that in certain 
instances, more or less, play the role of schemata (or 
scripts) as defined by Sowa (see ref 25, pp 129) 
The taxonomie structure of the ontology is mainly a 
tree This type of structure is advised by Bouaud et 
a l " 
The program acts roughly as follows the first 
concept of a sentence (or title) is read If it is the first 
concept of the first sentence (title) its definition graph 
is copied to the so called focus (acting as a short term 
memory) Most of the times this is the word 
"determination", which sets up a graph expecting an 
analyte, a matrix, a technique, etc If it is the first 
concept of the other sentences, a procedure is started 
which tries to locate the best position in the current 
focus with which it can be merged Then, recursively 
each combination of relation and concept is read from 
the input and compared with the definition of the 
current concept, which is a reflection of the concept 
in the input that "contained" the relation and concept 
Normally, the class of the concept from the input is 
defined for the current concept (in its own definition 
or in one of its parents) in the focus along the same 
relation as well, and the definition graph of the input 
concept is added to (joined with) the CG in the focus 
along the input relation If a definition graph cannot 
be joined with the focus, other definitions of the input 
concept (if available) are tried If this fails, the 
program checks whether there are other definitions of 
previously merged concepts and these are tned out If 
the concept is a reference to a previously mentioned 
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AN AAN5105E00051 8904. 
TI Hexa-amminecobalt(III) tricarbonatocobaltate(III) as a redox titrant 
for the determination of certain thioxanthene derivatives. 
AU Belal-F, Walash-M-I, Aly-F-A. 
SO Microchem-J, ISSN 0026-265X, vol: 38, no: 3, p: 295-299, 1988. 
AB Chlorprothixene (I) and thiothixene (II) sample soin, were prepared 
in 0.1M-HC1, and a portion containing 2 to 15 mg of I or II was mixed 
with 25 ml of 10% H2S04 and two drops of ferroin indicator, and 
titrated with a 5mM soin, of the cited reagent (III) until the colour 
changed from red to pale blue. A portion of aq. soin, containing 2 to 
15 mg of methixene hydrochloride IV was mixed with 25 ml of 40% 
H2S04, and the soin, was titrated with 5mM-III until the orange 
colour disappeared. Recoveries of I, II and IV were quantitative and 
the coeff. of variation were 0.89, 0.67 and 0.99%, respectively. The 
method was applied to determine I, II and IV in dosage forms and 
results agreed with those from the official method. 
Fig. 4. An example of a title and abstract that can be processed by the system. Together with the abstract is listed 
the bibliographic information as it is produced by Analytical Abstracts Online using the DATA-STAR host. 
concept, this reference is resolved. Sometimes the 
relation can be one of a more general nature, just 
linking two concepts with each other without exactly 
specifying what the exact relation is. In such a 
situation a search is performed which concepts and 
relations could link the concept from the input to the 
reflection of the concept, within which it occurs, in 
the focus. An example occurs in the sentence "The 
method is sufficiently precise and accurate for routine 
analysis" which gets the semantic analysis: 
['SE', 
[,bŒAD',['and',[,HEAD,,precise],[,HEAD',accurate]]], 
['SF, ['MOD'.sufficient], 
['DAT, [method, [reference, defj]], 
['PURP',routine_anaIysis] 
] 
]· 
In this semantic analysis "routine analysis" is linked 
to the conjunction of "precise" and "accurate", but in 
the knowledge-base it is a role of an analysis or 
determination, namely an analysis that is used 
routinely. "Precise" and "accurate" are properties of 
analytical methods and the search routine now tries to 
link the analysis mentioned in the "routine analysis" 
definition with the former method which is already 
referred to by "the method" in the sentence and 
which refers to the method (determination) that is 
subject of the abstract and is already replicated in the 
focus. 
If in the focus a role is defined, whereas the 
input gives a normal concept, the definition graph of 
the role as well as the graph of the concept are 
matched with and merged/joined with the focus on 
the given position. Verbs in the input that define 
relations (like "follow by", "contain") are normalized 
to that relation (if possible). 
The concepts and relations that explicitly occur in the 
input are marked in the focus. 
Results and discussion. 
The selected set of abstracts are selected from 
Analytical Abstracts Online using the keystrings 
"determin" and "analy" and four techniques (HPLC, 
AAS, ICP and titrimetry). Of each technique up to 40 
of the most recent abstracts were stored on disk. The 
search took place in 1990. 
The current status of the lexical module is that it 
is finished for the initially chosen test-set of abstracts, 
containing (including the titles) 1806 sentences and 
16939 strings. After removal of all strings occurring 
more than one time 4049 strings remain. The final 
lexicon contains 1896 entries17. Only part of the 
entries are supplied with semantic information. 
The current status of the syntactic modules is that 
it is finished, being capable of analysing all sentences. 
It contains 410 rules for the rewrite grammar and 31 
for the transformational grammar. The results are 
better than the results of a prototype system published 
by Zweigenbaum15. Their system gave for 60% of the 
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sentences of 475 patient discharge summaries a 
syntactic analysis Their problem is the type of 
sentences occurring in these summanes frequently ill-
structured They expect to obtain a maximum of 80% 
fully parsed sentences A check after the correctness 
of the analyses by our grammar is being performed, 
the results will be published in van Bakel29 
The semantic module is almost finished At the 
moment it is capable of analysing a limited set of 
sentences with a limited structure The semantic 
postprocessor is finished 
The pragmatics module is capable of analysing 6 
complete abstracts within the domain of AAS, HPLC 
en titnmetry (for the abstract content and 
bibliographic information, see ref 30-35, the given 
abstract numbers encode volume, issue, section, and 
ordernumber, more on the characteristics of these 
abstracts is given towards the end of this section) 
One of the more difficult abstracts of this set is given 
in Fig 4 (ref 32) 
The selected type of texts implies a number of 
difficulties One of the requirements of abstracts is 
that they should be concise On one hand this 
frequently turns out to result m telegram-style 
sentences and on the other hand this frequently results 
in numerous conjunctions of (verb) phrases 
Sometimes concepts are linked to other concepts that 
have hardly any relation to each other An example of 
the latter situation is "The coeff of variation (n=5) at 
a recovery of simeq 100% was 0 75% " M( simeq is 
the Analytical Abstracts code for =) The former result 
poses problems to the parser because of ill-structured 
sentences for which rules have to be adjusted Still, it 
turned out to be possible to develop grammar rules 
for those sentences The latter situation posed 
problems for the pragmatics module Normally, for 
such a type of prepositional phrase the relation A'l'l'K 
(attribute) would be selected, but for the linked 
concept that would not make sense As a consequence 
of this, a general relation is introduced that should be 
applied in such situations That relation triggers the 
pragmatics module to look for a wider relationship 
between both concepts (up to occurring at the same 
time anywhere in the same focus) 
Another problem connected to the specific type 
of texts is the procedure for recognition of the 
sentence end Analytical abstracts contain dots within 
numbers, chemical formulas (e g CuC12 2H20) and 
around the notations used by Chemical Abstracts 
Online for non-ASCII characters (eg +- , gtoreq 
used in conjunction with numbers) The point for a 
sentence end need not to be followed by a space or 
new-line A special procedure was developed that 
took care of the aforementioned situations 
The terminological aspect of especially 
compound words required special attention 
Frequently compound words in literature abstracts can 
be viewed upon as one term, although this term is not 
formally defined People continuously invent new 
terms (frequently based on previous ones) for, for 
instance, new and/or hyphenated techniques and it 
takes some time before these terms get an official 
status by recording in some compendium of 
nomenclature (e g the Compendium of Analytical 
Chemistry3*) or thesaurus of, for instance, Chemical 
Abstracts37 A search was undertaken after possible 
rules and/or standard procedures for the identification 
of terms, but they were hardly available The best 
(informal) procedure turned out to be a group of 
words is identified as a (new) term if it is one of the 
main subjects of a paper (abstract) and its authors 
identify them as representing a concept that has added 
meaning with respect to the combination of meanings 
of the individual words During the development of 
the lexicon the procedure was to label each word with 
the appropriate syntactic (and semantic) word-classes 
Beside this, all the abstracts were scanned for 
compound words and they were stored in a separate 
lexicon First a file was set up containing all potential 
compound words (each group of words consisting on 
adjacent nouns with possible co-occurring adjectives) 
and then the real compound words were marked by 
an analytical chemist using thesauri, the Compendium 
of Analytical Chemistry™ and the aforementioned 
procedure In the future, a possible automatic term 
recognition procedure can be first marking potential 
compound words on syntactic grounds and then 
automatic searching for these terms in the term 
database of for instance Chemical Abstracts If a 
potential compound word is not recognized this way 
the user can be consulted A possible failure of the 
syntactic analysis of the sentence in which it occurs 
can be a ground for consulting the user in this respect 
as well Ter Stal and van der Vet38 worked out a 
procedure for the processing of a part of two-
component compound nouns occurring in their corpus 
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of material abstracts Still, their procedure does not 
process chemicals and a considerable part of the 
other compound nouns (requiring too much 
background/domain knowledge and inferencing), they 
are lexicalized This seems to necessitate manual 
assistance to the lexical phase, as well Concerning 
the construction and maintenance of the lexica in the 
future online thesauri and computer readable 
dictionaries can be consulted or linked to the system 
The same holds for the classification and possible 
conversion of chemical names and formulas There 
exist programs for these tasks39 and chemical 
Abstracts Online can be consulted for the assignment 
of CAS registry numbers The selection restriction 
frames are translated from the knowledge-base of the 
pragmatic module (using the conceptual graph 
definitions of the corresponding concepts) At the 
moment this translation is done by hand, but in the 
future this translation can largely be performed 
automatically 
The development of the grammar took extra 
effort because of the telegram-style of the abstracts 
Other sources of difficulties were the occurrence of 
long sentences consisting of numerous conjunctions of 
verbs, which sometimes were combined with 
subordinate clauses The difficulty then is to produce 
the proper analysis and only one analysis as well The 
same problem of exponentiality does occur with these 
constructions as with prepositional phrase sequences 
are the phrases located beside each other and/or are 
they embedded in each other 
Errors in the abstracts hinder a successful 
analysis of sentences Observed were ill-spelled words 
(e g aliquat, neubuhzer, the number of errors was 
relatively low 6 were observed in the selected set of 
abstracts), and repetition of words (as in the title 
phrase "Determination of rimifon (isoniazid) by 
alternating-current by oscillopolarographic titration" 
33) In the abstract with reference number 32 the 
parentheses around a roman number that should be 
used as reference to the accompanying chemical 
lacked In the same abstract in the title a space 
missed between a chemical and its internal reference 
number, suggesting that the roman number was its 
charge number These errors were removed 
beforehand or during the grammatical analysis 
(observing analysis failures) In the future, with new 
texts, most of the times these errors will be observed 
during the morphological and grammatical analysis 
and can be repaired online 
The semantic module is partly finished The 
subclauses between parentheses are not processed, but 
passed to the semantic postprocessor Some of these 
subclauses have a typical domain specific structure, 
others are more sentence like It will take more effort 
to develop adequate rules for the latter type of 
subclauses The same holds for range indications 
("100 to 700") Conjunctions and disjunctions of 
words are still partly processed only the first word is 
semantically linked to the other constituents of the 
sentence The processing is finished by the 
postprocessor Empty referents between conjunctions 
of verbal clauses are not resolved (eg in the 
sentence "A solution is mixed with and is 
added " implicitly the words "to the solution' are 
assumed at the end of the sentence, being the goal of 
the addition and referring to the first solution) 
The semantic postprocessor is mainly domain 
specific The conversion of the parse-tree to the above 
given semantic representation is a normal general task 
within a parsing process Beside the conversion of 
the measure indications that go with chemicals 
(concentration, volume, mass), it takes care of a 
number of structures that are given between 
parentheses as well They are given a semantic 
analysis and representation on a partly ad hoc basis 
These structures are for instance "(1 to 225 ppm)", 
"(25 cm times 4 6 mm)", "(70 29 1)", "(n = 5)", 
"(with and without flow of argon)" It also takes care 
of those structures that still cannot be processed 
completely by the semantic module and occur in the 
6 abstracts that can be processed by the pragmatics 
module 
Before the actual discourse analysis another 
domain specific conversion takes place descriptions 
of chemicals, together with concentrations, are 
converted to solutions of those chemicals having the 
given concentration During the discourse analysis 
these solutions are supposed to be aqueous unless the 
contrary is given in the texts 
The discourse analysis module is a partial 
implementation of the Conceptual Graph theory of 
Sowa The system lacks schemata and formal 
deduction based on rules that are written as 
conceptual graphs The former is up to now viewed 
upon as not necessary because the definition graphs 
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of concepts frequently act as schemata as well They 
at the same time define concepts and set up 
expectations for other concepts to exist in their 
neighbourhood along certain relations A second 
motivation is that the selection restriction frames of 
certain concepts in the lexicon can, more or less, be 
viewed upon as the definition graphs of concepts, 
combining the right concept to the right (group of) 
word(s) during the parsing process The selection 
restriction frames give the necessary conditions 
Deduction of conclusions based on the information 
originating from the abstracts is done by means of 
Prolog rules (procedures) that use the graph-matching 
and graph-modification procedures of the conceptual 
graph processor These rules can be fired during the 
working up of the input (1 e output of the parser) or 
after the working up of each sentence Examples of 
the latter are procedures that try to recognize roles in 
the focus-graph and label the appropriate concepts 
with these roles and procedures that try to simplify 
the focus-graph by recognizing definition graphs of 
relations and exchanging the appropriate concepts by 
the relation According to Schroder14 the method 
suggested by Sowa25 proved to be unpracticable His 
system (as well as the system of Fargues et al 12) uses 
Prolog-like inference rules with conceptual graphs as 
terms Such an inference procedure would be useful 
for the current system 
The reason for not using an already existing 
Conceptual Graph processor for the discourse 
processing module is that most of the existing current 
implementations are partial implementations as well'10 
and if one experiences a shortcoming of an 
implementation that turns out to be necessary, then it 
is very time-consuming to modify the program of 
others (if possible) Furthermore most of the text-
analysis programs that use Conceptual Graphs differ 
from our implementation they apply these graphs 
dunng the parsing process as well, partially 
integrating the semantic analysis and the discourse 
analysis A general usable Conceptual Graph 
processor is under development, but not finished yet41 
A very attractive feature of this program will be a 
graphic representation and editing module of the 
knowledge base Such a module would enhance and 
speed up the development of a knowledge base, as 
was experienced dunng the development of the 
current knowledge-base A useful type hierarchy has 
a considerable depth and width and some graph 
definitions contain so many concepts and relations 
that a textual representations does not present the 
desired overview At the moment an alpha-numerical 
tree-drawing program is used for the visual 
representation of the type-hierarchy and a drawing 
program is used for the manual graphical 
representation of the most complex graphs A number 
of potential improvements to the current system will 
be not be implemented if the general usable 
Conceptual Graph processor becomes available in a 
reasonable amount of time 
The development of the knowledge-base is very 
time-consuming and frequently the resulting 
representation (of the background knowledge) of a 
certain concept is the result of a number of 
considerations This is experienced by, for instance, 
Schroder14 as well Bouaud et al27 classifies the work 
as handicraft Zweigenbaum15 states that the 
knowledge development process has proven to be 
error prone and time consuming A starting point for 
the development of the knowledge-base would have 
been the use of knowledge-bases or ontologies 
developed by others Until recently the complete 
structures and contents of knowledge-bases were 
hardly available There exist a variety of ontologies 
for different domains42 As far as known there is no 
one oriented to analytical chemistry Another 
drawback of the various available ontologies is that 
they are represented m various formats and are based 
on various structuring principles Still, parts of 
published ontologies could have been adopted as 
starting point of the current knowledge-base This is 
for instance done with parts of the one given by 
Sowa25 The use of larger parts of ontologies and 
knowledge-bases can have the drawback that one 
invests as much time in modifying it to the current 
domain and structure as one would have invested by 
developing an new version, and because of these 
drawbacks a new knowledge-base is developed A 
potential useful structure of knowledge about 
substances would be the one developed by 
Tepfenhart43 Still, this structure is not adopted 
because of its complexity and because its full 
structure is not published yet The set of relations is 
given in an earlier publication44 Starting points for 
the set of relations were those published by Sowa25 
Recently, initiatives are developed to make ontologies 
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generally available in a limited set of general 
accepted formats Partial use of existing ontologies is 
recommended by Bouaud et al27 In their paper 
discussions on the reuse of ontologies are given, 
together with principles for the development of 
ontologies and requirements of their structure 
As was mentioned before, the ontology mainly 
has a tree structure Deviating from this structure is 
the taxonomy of (chemical) substances, which has 
become a tangled hierarchy on certain positions 
Defining and interpreting substances was not 
straightforward For instance the word "mixture" can 
refer to solutions, a mixture of solutions, a 
homogeneous or inhomogeneous mixture of solvents 
or solids, each being mixtures as well, etc Sometimes 
a definition is recursive E g , solutions can contain 
solutions (after the addition of one solution to 
another) Still, these definitions are sufficient for the 
interpretation of the current abstracts, because in these 
types of text the use and description of substances is 
not too detailed 
The interpretation of chemicals given in the 
abstracts is based on a number of clues those 
chemicals that are given with mass or volume are 
interpreted as liquids or solids (substances in general), 
the chemicals that are given with concentrations are 
interpreted as (aqueous) solutions and otherwise they 
are interpreted as compounds or elements unless other 
clues from the text suggest another interpretation (for 
instance as participant of the verbs "add" or "mix" 
which indicate that substances are meant) 
The relations used are one- or two-ary Up to 
now this has been sufficient 
Some concepts and relations that are part of the 
concept definitions cannot be classified as essential 
properties of that concept They are more peculiar 
properties Still, they are given in the concept 
definition because they can occur and because of that 
(and because of the program structure) need to be 
given in the concept definition 
The system almost lacks temporal aspects The 
order within which actions occur in definitions 
implicitly indicate their order of execution in the 
time-domain and this order is maintained during the 
use of these definitions The same holds for the order 
within which the different actions occur in the 
abstracts, as long as this order is not in contradiction 
with the order indicated in the concept definitions 
The ordering can be stressed by the relation 'SUCC' 
(meaning 'is succeeded by'), which is also the 
interpretation of the phase " , followed by " 
The use of roles proofs to be useful during the 
discourse analysis process In the knowledge-base and 
in the focus they label a number concepts interesting 
for extraction In the focus concepts are becoming 
labelled by the roles in three ways Firstly they can be 
defined m the knowledge-base for those types of 
concepts on the given position in a graph and because 
the graph is joined with the focus (as a result of the 
occurrence of the concept to which the graph belongs 
in an input sentence) they are copied to the focus 
Secondly they can be literally mentioned in the input 
sentence and thirdly they can be automatically 
recognized in the focus by matching the role-
definitions with the focus This matching is triggered 
by the occurrence of concepts m the input sentence 
whose type is compatible (the same or more specific) 
with the type of concept that can have a certain role 
according to the role-definition This matching is 
performed after the processing of each sentence 
The reference resolution is partly facilitated by 
the application of schemata-like concept-definitions 
A number of implicit and explicit references are 
already resolved before they are processed because of 
the joining of the various schemata of the in the input 
sentence occurring concepts This is recognized by 
Willems28 as well 
From the 6 abstracts that can be analysed at the 
moment by the complete system, 4 are selected from 
the initial set of 124 abstracts to be containing a 
representative set of textual difficulties (see ref 30, 
31, 32 and 33 for their Analytical Abstract numbers) 
They contain explicit and implicit references, explicit 
references to chemicals by means of Roman numbers, 
errors, telegram style sentences, sequences of 
conjunctions and disjunctions, improper linking of 
concepts, "respectively" constructions and sequences 
of prepositional phrases They cover 3 of the 4 
analytical domains AAS, HPLC and titrimetry The 
other 2 abstracts (see ref 34 and 35) are of the same 
kind, structure and analytical domain as one of the 4 
abstracts of the set of 6 These 2 were used to have 
an indication of the capabilities of the system They 
were analysed after the system was capable of 
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analysing the first abstract of the same type It turned 
out that they could be analysed without modifying the 
system, but the knowledge-base for the concepts it did 
not contain These results give an indication of the 
current status of the system the core of the system is 
finished and all effort is now given to the expansion 
of the lexica and knowledge-base 
Information on the accuracy of the complete 
system cannot be given at the moment the system is 
developed using a subset of the selected set of 
abstracts 100% coverage with 100 % accuracy cannot 
be obtained given the types of text it is sometimes 
quite a puzzle for a human to fully understand what 
is meant The results of other systems indicate further 
research is still necessary A comparison of the 
performance of a series of natural language 
processing systems in 1991 revealed that for relatively 
free text (news articles on a specific subject) an 
average of 26% recall and 52% precision could be 
obtained45 A more recent investigation46 showed 
figures of 46 and 52% respectively These figures 
were the means of the 3 best performing systems on 
one domain, but cannot directly be compared with the 
older figures, because the information extraction task 
that resulted in the latter figures was evaluated to be 
more difficult and because the metrics used slightly 
changed On the same corpus 4 human analysts 
obtained 77% recall and 79% precision The type of 
texts is roughly similar to our abstracts, but their 
corpus is far more larger and seems more diverse 
Nishida et al3 did not present figures on the results of 
information extraction from abstract on 
semiconductors and patent claim sentences 
Concerning chemical texts Ai et al4 obtained 
extraction results of 60-90% depending on the 
complexity of the texts (without specifying to which 
measures these figures refer) Their type of texts 
(synthesis instruction paragraphs) is more simple than 
abstracts Zweigenbaum" only lists a number of 
intermediate results of a prototype of the METEXA-
system Of a corpus of 475 English patient discharge 
summanes about 60% of the sentences obtained a full 
syntactic parse A smaller French corpus gave 
comparable results The complete information 
extraction system could identify in one test summary 
all the required information He expects to obtain a 
maximum of about 80% of fully parsed sentences 
and because of this the system can semantically 
process partial analyses as well Given these 
intermediate results the intermediate results of our 
system can be classified as satisfactory 
Beside the accuracy that can be obtained with 
this information extraction program the applicability 
of the program rises or falls with the quality of the 
sources of information (e g abstracts and research 
papers) A previous paper on this subject47 does not 
present much hope on this point The selected corpus 
of abstracts contains typical examples on this subject 
as well For instance abstract AAN4910C00023 
89074* is hardly informative A comparison of recent 
manuscript requirements (author instructions) of a 
number analytical research papers4954 with those 
checked in the aforementioned paper reveals that little 
has changed The Analyst is still most complete and 
even improved The Journal of Chromatography now 
gives detailed requirements concerning the "Material 
and Method" section, but still does not mention 
figures on the performance of the method The other 
journals hardly mention any requirements on the 
method description and its performance 
The output can be like the systematic 
representation of the procedural part of method 
descriptions (see earlier in this paper) 
Previous publications4455 have demonstrated the 
application of the acquired information for graphic 
representation and its usefulness for the control of 
analytical procedures The information could be used 
to guide (instruct) analytical workstations, like the 
ones given in ref 56,57 and 58, as well A future 
possibility can be to represent (parts of) the extracted 
information according to the standards that are being 
developed within the ADISS project59 
Given the difficulties that are experienced during 
the development of the parser and the discourse 
module, the question arises whether other techniques 
would give better results The current system is in the 
development phase, but the parser seems to be 
adequate A complete other technique, that is not 
based on the application of grammar rules is the 
application of Neural Networks A recent publication60 
shows that this technique is still not useful for real 
text 
Conclusions. 
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The development of a system for (semi-) 
automatic information extraction from texts is still a 
time consuming task The initial starting points have 
proven to be useful up to now The modularity 
facilitates the development of the different modules 
by people who have knowledge on those modules (1 e 
linguists and chemists) The domain independency is 
facilitated by the modularity as well at the moment 
only the lexicon and the knowledge-base have to be 
extended Concerning the theoretical foundation can 
be mentioned that the parser proves to be capable of 
analysing the complex sentences of abstracts 
Beside abstracts, the system could be used for the 
information extraction from for instance the Material 
and Methods' section of research papers These texts 
are more simple than abstracts, but there is large risk 
that parts of relevant information is located in other 
sections of the papers (see ref 47) Although 
information extraction is possible from graphs and 
tables61 this will require reasonable effort and 
research The suggestions given in ref 47 could ease 
the task in this respect 
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A data base approach on analytical chemical methods applying 
fuzzy logic in the search strategy and flow charts for the 
representation of the retrieved analytical procedures 
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Abstract 
The design of a data base of analytical methods on atomic absorption spectroscopy is presented The data base 
uses fuzzy logic to select the methods that fit the requirements of the user best Beside this the user can give each 
search field a certain priority The retrieved methods can be presented to the user as text or graphically as some kind 
of flow chart 
1. Introduction 
Data bases of analytical method descriptions 
are becoming more and more important They 
can be part of a laboratory information manage-
ment system (LIMS) or an automatic analytical 
workstation [1] or can be used as a stand-alone 
software package The number of analytical 
methods can grow fast because of quality control 
demands for each situation a validated method 
must exist And in such a situation a data base is 
an excellent tool for storage of and access to the 
methods 
One of the problems associated with the selec-
tion of methods from a data base is that the 
values of the numerical search fields such as 
working range, detection limit, accuracy, etc, 
hardly match those stored in the method descrip-
* Corresponding author 
tions in the data base The latter are the mea-
sured figures, resulting from the validations and 
the former are frequently rounded oft values 
One way to solve this problem is to determine 
the match between the search stnng(s) and the 
stnng(s) in the data base by fuzzy logic This way, 
instead of Boolean logic (match or no match) 
some grade of match is determined In this paper 
this principle is worked out for a data base man-
agement system of analytical methods on atomic 
absorption spectroscopy This data base is part of 
a quality control system for graphite furnace 
atomic absorption spectroscopy that aims at the 
development, validation and control of atomic 
absorption analyses Another part of this system 
will be published elsewhere [2] 1 he potential 
users of the system are (environmental) biolo-
gists 
In Ref [3] a representation principle is pre-
sented that should enable the graphical presenta-
tion of the analytical procedure The graphical 
representation enables a quick overview of the 
This chapter was published in the Journal of Chemometrics and Intelligent Laboratory Systems, 25 (1994) 285-295 
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analytical procedure by presenting the actions 
that comprise the method at various levels of 
detail. This principle is implemented and as part 
of the data base the resulting program can be 
used to present the user a graphical flow chart-like 
representation of the selected method additional 
to a textual representation. Details on the imple-
mentation will be presented. 
2. Theory and implementation 
The current data base management system is 
built around the following search and data fields 
and their corresponding definitions: 
Referring to the sample description and the 
required type of analysis: 
- Element: the analyte. Full name and formal 
abbreviation are allowed. 
- Matrix: description of the type of the matrix 
using keywords which are organized in a hier-
archy, e.g. blood, soil and salt water. 
- Available quantity of the sample. In weight or 
volume units, depending on the type of matrix. 
- The application or goal of the analysis. For 
instance, 'total analysis' or 'biological available 
amount'. 
- The expected analyte concentration or re-
quired concentration range. In relative mass or 
molar units. 
Referring to required performance of the anal-
ysis: 
- The required detection limit. 
- The required precision. 
- The required accuracy. 
An exact match between the search string and 
the strings in the data base records is required for 
the 'element' and 'application' field. For the other 
fields a degree of match is determined using 
fuzzy logic. The theory of fuzzy logic is explained, 
for instance, by Otto in Ref. [4]. For each of the 
fields, the degree of membership (match) of the 
search string relative to the strings in the data 
base records is determined using membership 
functions. If more than one requirement (search 
string) has to be taken into account at the same 
time, this is translated as 'and' operation. The 
'and' operation is implemented as taking the low-
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Fig. 1. The membership function for 'sample quantity', 'user 
value' means the value that is required (entered) by the user 
of the data base, 'data base value" means the value that is 
found in the methods in the data base. 
est of the match values for the different search 
fields. 
The shapes of the membership functions (i.e. 
their types and parameter values) are based on 
the required behavior of the match values for 
each search field, which largely depends on the 
experience of the authors and the potential users. 
The membership functions define the match val­
ues depending on the position of the search value 
relative to the data base value. The membership 
functions for the numerical search fields are given 
in Figs. 1-5. They are most of the times pre­
sented as function of the value for a certain field 
that is required by the user of the data base, 
divided by the value for that field that is found in 
a method in the data base ('user value divided by 
data base value'). The shapes of these functions 
and the formulas which model them are the re­
sults of a series of test and modification cycles in 
order to achieve the required behavior of the 
match values. The final shapes are motivated and 
justified in this section as well as in the 'program 
evaluation' section. 
The membership function for 'sample quan­
tity' (Fig. 1) is a step function: is the available 
quantity of the user lower than the value required 
in the data base method, then the match value is 
zero and otherwise one. This is in fact a Boolean 
function, but can be seen as a special type of 
Chapter 6 97 
075-
ОЮ-
025 
nnn 
/ . • • 
| ^ H luncton for taw value ! 
> _ , 
\ Ч , 
\ 
\ 
\ 
\ \ 
!functonкхидо«vatuer^ •. 
» , , 1 1 
concentration range 
Fig. 2 The membership functions for (he lower and upper 
value of the required 'concentration range' relative to the 
indicated lower and upper value stored in the data base 
fuzzy membership function. The dimension of 
'sample quantity' can be a mass unit or a volume 
unit, depending on the type of sample. 
The membership function for 'concentration 
range' consists of three functions: one that takes 
the lower limit into account, one that takes the 
upper limit into account (both given in Fig. 2) and 
one that takes into account the proportion of the 
100 
0 3 0 4 OS 0 6 0 7 
traction ol total workrange 
Fig 3 The function for the correction factor for the fuzzy 
value of the 'concentration range' The correction factor de­
pends on the fraction of the size of the required 'concentra­
tion range' relative to size of the range stored in the data 
base 
0 4 OS o e 1 0 
user value OMded by database value 
Fig 4 The membership function for 'detection limit' Mean­
ing of 'user value' and 'data base value' see Fig 1 
required concentration range to the working range 
in the data base (Fig. 3). The three functions 
together result in a better match value the better 
the required concentration range matches (over­
laps) the working range in the data base. The 
shapes of the functions for the lower limit and 
upper limit are motivated by the requirement 
that the required limit should lie as close as 
possible to the corresponding limit in the data 
base (or vice versa). A second motivation is the 
idea that, although data on precision and accu­
racy should hold for the complete working range, 
most of the times the data are determined some-
02 04 06 
user value divided by d 
Fig 5 The membership function for'accuracy'and'precision' 
Meaning of 'user value' and 'data base value' see Fig 1 
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where in the center of the working range and 
most of the times the precision and accuracy 
decrease at the borders of the range. As a conse­
quence the match values decrease if the (by the 
user) required lower limit approaches the upper 
limit stored in the data base and vice versa; this 
should prevent that only the outer parts of an 
analytical range are used. According to the the­
ory the minimum of both match values is taken 
and that value is multiplied by a factor that 
results from Fig. 3 as function of the fraction of 
the required range relative to the range in the 
data base (given that the former is situated within 
the latter). This multiplication factor is motivated 
by the idea that certainty increases the more the 
ranges match. 
Although every manipulation of the sample 
should be part of a validated method, the poten­
tial users required that possible dilution of the 
sample (solution) should be taken into account 
during the match process in order to locate the 
concentration range (of the sample) of the user 
within that of a data base method. A possible 
dilution has a minor consequence on the final 
match value; in such a situation the match value 
is multiplied with 0.995 in order to present the 
methods that do not require dilution before those 
that do require dilution. The algorithm and exact 
formulas are given in the Appendix. 
An example is given in Table 1. The user 
required a method with an analytical range of 
5-250 ppb. In the table are given various working 
ranges of methods in the data base and their 
corresponding fuzzy values and dilution factors. 
The membership function for the detection 
limit is given in Fig. 4. The curved part follows: 
'-det.lim.d.ub^l 
О Яг
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Table 1 
Ал example of a number of calculated fuzzy match values for 
the analytical ranges of a series of data base methods given a 
concentration range of 5-250 ppb that was required by the 
user 
Cone, range 
1- 50 
5- 500 
1- 100 
5- 90 
5- 600 
2- 400 
10-1000 
(ppb) Fuzzy value 
1.00 
0.95 
1.00 
0.00 
0.93 
0.97 
0.61 
Dilution factor D 
5.0 
1.0 
2.5 
1.0 
1.0 
1.0 
1.0 
The shape of the curve is motivated by the idea 
that it is no problem if the detection limit in the 
data base is lower, but that the usefulness strongly 
decreases if the detection limit is higher. 
The membership functions for precision and 
accuracy are the same and arc given in Fig. 5. 
The curved part (ratio 1 and higher) is given by 
the following function (rel stands for precision or 
accuracy): 
|2 ' 
m
re
, = exp 
IreL e A ^ u s e r - H 
5.59 
The match process for the 'matrix' uses a 
hierarchy of matrices and some kind of fuzzy 
value is calculated, which is based on that hierar­
chy. The current matrix hierarchy is given in Fig. 
6. It is still experimental and prone to changes. 
The calculated fuzzy value depends on the dis­
tance and direction of the path that has to be 
followed from the input matrix to the matrix 
given in the data base method. The calculation is 
started with a value of 1 and for each step down­
wards in the hierarchy (the matrix in the data 
base is more precisely defined) this value is multi­
plied with 0.75: if the data base method is de-
surfaca water ground watar bodHy liquid 
u n k n o w n 
organic 
animal vvgetabl· 
Fig. 6. The current matrix hierarchy. 
Inorganic 
Inoro лоиго 
soB 
imvcatdfareus 
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signed for a more specific matrix, then there is a 
great chance that the method has to be modified 
or even will not function. For each step upwards, 
the value is multiplied with 0.95: if the method is 
developed for a more general matrix, it is suitable 
as well for the input matrix, but some penalty is 
given in order to direct the search to the best 
suitable method. If there is a change of direction 
during the tree traversal, this is also penalized by 
a multiplication factor which depends on the level 
in the hierarchy (seen from the top) where the 
change of direction occurs. The values are given 
in Table 2. 
For example, the user searches for a method 
suitable for salt water. The data base contains a 
method for soil. Then the calculated fuzzy match 
value will be (0.75)" * (0.95)3 * 0.40 = 0.26. 
In order to give the user the possibility to 
differentiate between the importance of the vari-
ous search fields, the user can give one or more 
search fields a certain priority: low, normal (is 
default) and high. The corresponding transforma-
tion of the match value depends on the height of 
the match value and can be retrieved from Fig. 7. 
The 'matrix' field has priority high as default 
value. 
After all the afore-mentioned calculations of 
the fuzzy values for each search field, depending 
on the content of the corresponding record in the 
data base for a certain data base method, the 
minimum is taken as the fuzzy match value of 
that data base method. That process is repeated 
for each method in the data base, given that 
there is a match for the 'analyte' and 'application' 
Table 2 
The multiplication factors for the calculation of the match 
value for 'matrix' belonging to the different hierarchy levels in 
case of change of direction at those levels during traversal of 
the matrix hierarchy from the type entered by the user to the 
matrix type of a data base method The top node has level 
number 1 
Hierarchy level 
1 
2 
3 
4 
2:5 
Extra multiplier 
040 
0.80 
0.90 
0.96 
1.00 
03 04 05 06 07 08 
original fuzzy value 
Fig. 7. The transformation function for the match value of 
each search field depending on the priority that is given to 
that field by the user. 
field. The methods are presented to the user in 
decreasing order of their match value. Normally, 
the numerical fuzzy match values are not pre-
sented to the user; they are presented in terms of 
'perfect match' (1 > match value > 0.99) 'very 
good match' (0.99 > match value > 0.8), 'good 
match' (0.8 > match value > 0.6), 'reasonable 
match' (0.6 > match value > 0.4) and 'bad match' 
(0.4 > match value > 0.1). Data base methods with 
a match value lower than 0.1 are not presented to 
the user. The user has the possibility to search 
using only a limited number of fields; the fields 
that are left blank get a default match value of 1 
and in that way are not taken into account. 
As a consequence of the fact that the system 
uses the minimum match value of all fields as 
final match value for a data base method, two 
methods can have the same match value (because 
the field contents that were responsible for that 
value are the same). Still the methods can differ 
in applicability because of the contents of the 
other fields. In order to circumvent that the worst 
of those methods is presented before a better 
suitable method the before-lowest match values 
are also taken into account during the ordering 
process. This does not fully circumvent the 
afore-mentioned situation, but with this proce-
dure the possibility of occurrence is thought to be 
acceptably low. 
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After displaying to the user the selected meth-
ods and their characteristics (the contents of the 
afore-mentioned search fields), the user is given 
the possibility to view the complete method de-
scription and the graphical representation of the 
method, if available. The last option is based on 
disj 
serum 
plasma 
sample preparation 
'S 
solution 1 factual analysis 
Press any key to Quit 
0.2 ml 
ethanol 
1ml 
hexane texane layer 
0.2 ml 
disj 
serum 
plasma 
> vortex —> centrifuge —5> take 
Press any key to Quit 
Fig. 8. Two graphic screens that present parts of the flow chart of the analytical procedure that is given in Fig. 9. The second screen 
appears after clicking with the mouse on the 'sample preparation' box. The screen scrolls to the left or the right by clicking al the 
< or the > respectively. 
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the availability of a structured representation of 
the procedural part of the method description. 
Up to now this systematic representation is largely 
generated by hand following the syntax described 
in Ref. [3], but should be generated automatically 
in the future by a text analysis and information 
[[$SAMPLE_PREPl,[name, ['sample preparation']], 
[object, [SSAMPLEI]], 
[means, [SMIX1]], 
[schema, [$MIX1,$MIX2,$CENTRIFUGEI, 
STAKE 1 ,$EVAPORATEl, 
ÎD1SSOLVE1]], 
[output, [$SAMPLE_7]]]] 
[[$MIXl,[name, [mix]], 
[class, [anal_act]], 
[object, [SSAMPLEI]], 
[object, [SSOL1]], 
[object, [SSOL2]], 
[output, [SSAMPLE2]]]] 
[[$SAMPLEl,[name, [disj]], 
[or, [$ID_7]], 
[or, [$ID_9]]]] 
[[$ID_7,[name, [serum]], 
[attnb, [$ID_8]]]] 
[[$ID_8,[name, [volume]], 
[number, [0 2]], 
[unit, [ml]]]] 
[[$ID_9,[name, [plasma]], 
[attnb, [SIDJO]]]] 
[[$ID_10,[name, [volume]], 
[number, [0 2]], 
[unit, [ml]]]) 
[[SSOLl,[name, [ethanol]], 
[class, [solution]]]], 
[attnb, [$ID_14]]]] 
[[$IDI4,[name, [volume]], 
[number, [0 2]], 
[unit, [ml]]]] 
[[SSOL2,[name, [hexane]], 
[class, [solution]], 
[attnb, [$ID_16]]]] 
[[$ID_16,[name, [volume]], 
[number, [1]], 
[unit, [ml]]]] 
[[$SAMPLE2,[lmk, [$SAMPLEl,$SOLl,$SOL2]]]] 
[[$MIX2,[name, [vortex]], 
[object, [SSAMPLE2]], 
[output, [SSAMPLE3]]]] 
[[$SAMPLE3,[link, [SSAMPLE2]]]] 
Fig 9 The frame based representation of a part of an analytical 
[[SCENTR1FUGE1 [name, [centrifuge]] 
[object, [SSAMPLE3]], 
[outpul, [SSAMPLE4]]]] 
[[SSAMPLE4 [link, [SSAMPLE3]]]] 
[[$TAKEl,[name, [take]], 
[source, [SSAMPLE4]], 
[leaving_output, [SSAMPLE5]]]] 
[[$SAMPLE5,[name, ['hexane layer ]], 
[link, [SSAMPLE4]]]] 
[[ÎEVAPORATEl,[name, [evaporate]), 
[object, [SSAMPLE5]], 
[output, [$SAMPLE6]]]1 
[[$SAMPLE_7,[name, ['solution 1']], 
[link, [SSAMPLE6SSOL4]]]] 
[[ÍFACTUAL_ANAL1, [name, ['factual analysis']], 
[object,[$SAMPLE_7]], 
[means, [SHPLC1]], 
[schema, [$HPLC1,$QUANTIFY_I]], 
[output, [$RESULT_2]]]] 
procedure from which the flow chart of Fig 8 is drawn 
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extraction program, which is under development. 
An experimental version of that program was 
published earlier [5]. 
The representation is based on actions that are 
related to other parts of the sentence by means of 
a limited set of semantic relations called cases. A 
second principle is that actions can be viewed as 
chemical and/or physical processes which have 
input and output and are performed under a set 
of circumstances. A third principle is that actions 
can consist of other actions which comprise that 
action. This way, a structured representation can 
be generated that forms the basis for the genera­
tion of the graphical representation. In Ref. [3], 
the rules for the generation of the graphs are 
given. These rules are translated to an algorithm 
that has proven to be capable of drawing the 
desired graphs. The program is written in Bor­
land С [6] and can be executed on a PC under 
DOS. An example of a graph that is drawn by the 
developed program is given in Fig. 8. In this 
figure two graphic screens are presented. The 
second screen appears after clicking with the 
mouse pointer on the 'sample preparation' box. 
The corresponding structured representation, 
from which the graphs are drawn, is listed in 
Fig. 9. 
3. Programmatic aspects 
The data base management program is written 
in Borland С [6] under DOS. The current version 
has an alpha-numerical user interface. A Mi­
crosoft Windows version is under development. 
The data base management program applies a 
text file, which contains identifiers of the afore­
mentioned search fields with the corresponding 
values of each method, as data base. This file also 
contains references to the individual files in which 
a full description of each analytical method is 
stored. The data base file can be generated with a 
separate program. The structure of the individual 
files of each method is more complex and is 
based on an object-oriented structuring of the 
different descriptors of an atomic absorption 
spectroscopic method (containing fields and en­
tries for, for instance, the settings of the program 
of the graphite furnace, the settings of the spec­
trophotometer, etc.). This file is used by an ob­
ject-oriented program that forms the underlying 
structure and communication program for the 
various modules of the method development, val­
idation and control system for atomic absorption 
spectroscopy, which is not dealt with here. 
For the 'applications' and 'matrix' fields, sepa­
rate files exist which contain the available op­
tions/types. These available options are pre­
sented to the user if he/she is entering a search 
string for that field. The file for the 'applications' 
field is generated by a separate program that 
scans the data base. The file for the 'matrix' field 
can be modified by the user using a simple editor. 
That file contains a simple ' identification of the 
hierarchical structure of the different matrices 
and a new matrix can be added easily. 
Unit conversion automatically takes place. One 
problem may be that users give a mass unit as 
unit for the 'sample quantity' although a liquid 
matrix is selected, or the other way around. This 
can be circumvented by storing in the matrix 
hierarchy file the phase of the matrix: liquid or 
solid. Depending on this subspecification, the at­
tention of the user can be drawn to the mismatch. 
The graph drawing program uses a set of 
frames as input. Each frame represents a specific 
concept (action, object, property) and has a 
unique identifier with which they are linked to 
each other [3] (see also Fig. 9). The frames form a 
recursively nested structural representation of the 
actions, participating objects and circumstances.lt 
uses roughly the following algorithm: 
1. Read the frames from file. The first frame is 
assumed to be the first action. 
2. For each frame each relation (attribute) is 
stored by means of an abstract data type; the 
frame identifiers are stored in a list. The value 
of a relation can be another frame and in that 
case it becomes a pointer to the data structure 
that will represent that frame. This way, a 
memory model of the analytical procedure is 
generated. 
3. Traverse the memory model along the frames 
and their attributes and generate in memory 
coordinates for the graphical structures that 
will be drawn: a virtual graph is generated. 
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Frames (actions, objects and properties) are 
represented by boxes and attributes mainly by 
arrows whose directions depend on the type of 
relation (see the rules given in Ref. [3]). Ac-
tions, that together form other actions, are 
drawn in separate windows (screens) and are 
not taken into account at this moment. 
4. Calculate the coordinates of the objects in the 
physical graphical screen from the generated 
coordinates so that as much as possible of the 
graph fits in one screen, starting with the first 
action (or sub-action). 
5. Upon request of the user, slide the visual part 
of the graph along the virtual graph. 
6. Upon request of the user, display the actions 
that comprise a certain action, by executing 
this algorithm for their corresponding frames, 
starting from step 3. 
7. Upon request of the user, display the action 
and its participating objects, preceding and 
following actions, that is represented by the 
current set of actions, by executing this algo-
rithm for their corresponding frames starting 
from step 3 or exit the graphical presentation. 
Every object and attribute value (property) can be 
presented in separate boxes, but that hinders a 
quick overview of the method. Also, by the num-
ber of boxes that are necessary, this quickly ex-
ceeds the graphical capabilities of current per-
sonal computer monitors. As a consequence, con-
centrations, volumes; etc., are written as text in 
the boxes of the objects to which they refer. 
4. Program evaluation 
A prototype of the data base management 
program was evaluated by a representative of the 
potential users using a test data base containing 
80 artificially generated method descriptions. 
These method descriptions were generated to 
represent as much as possible a real data base 
and covered a range of possible values for the 
numerical search fields and the 'matrix' field. 
The primary evaluation mainly concerned the 
search strategy of the program. The results of the 
evaluation concerning the shapes of the member-
ship functions are already incorporated in the 
foregoing 'theory and implementation' section. 
The evaluation resulted in a number of adjust-
ments. The functions for the upper and lower 
limit of the analytical range initially bent too 
strong to zero in case the required limits were 
outside the range of the data base method (the 
match values bent to zero within 10% from the 
range limits). From a quality assurance point of 
view, this was thought to be a good approach. 
The potential users evaluated the conditions as 
being far to strict, however. They would like to 
see the methods that less perfectly matched with 
the required range as well. The same criticism 
was given to the initial function for the detection 
limit and this function was adapted as well. 
Another adjustment of the program concerned 
a facility for the situation that a zero is entered as 
lower limit of the concentration range. The po-
tential users frequently require the most sensitive 
method available and in such a situation a zero is 
entered as lower boundary. Normally, see Fig. 2, 
this would result in a zero as match value for the 
lower limit and this is not desirable in the current 
situation. As a consequence, in the current ver-
sion of the program a linear fuzzy membership 
function for the lower boundary is generated that 
is one at a lower boundary of zero and zero at the 
required upper boundary. In this way, the search 
is directed to the most sensitive method available. 
The number of search fields and their presen-
tation to the user were evaluated as satisfactory. 
A possible extension could be a search field for 
non-interferents (co-occurring materials): its value 
should then be checked against the contents of 
the 'interferente' field of the data base methods. 
The next phases in the evaluation and imple-
mentation program of the data base management 
program will be: 
- The setup of a method data base containing 
real methods and test of the system using that 
data base. This will take some time because cur-
rently only a very limited set of basic methods 
that are adjusted to the requirements is used. 
This will go parallel with the introduction of 
quality assurance principles in the laboratory. 
- Evaluation by a wider group of potential 
users. 
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- Parallel with the foregoing the implementa-
tion of a Microsoft Windows based user interface 
and incorporation in the quality control system 
for graphite furnace atomic absorption spec-
troscopy (GF-AAS). 
The speed of the search process (i.e. the com-
parison of all the data base methods with the user 
input, the calculation of the match values and the 
final ordering of the selected methods) using the 
test data base was acceptable on a modern PC: 
the results appeared almost instantaneously. 
5. Discussion 
The developed data base management pro-
gram is a balance between a pragmatic and a 
strict approach. Pragmatic in the sense that possi-
ble dilution is taken into account and that priori-
ties can be given to the various search fields, and 
pragmatic in the sense that there is the possibility 
that less suitable method descriptions are pre-
sented to the user as well. For instance, methods 
for other types of matrices or with higher preci-
sion or accuracy figures are presented, in order to 
give the user a starting point for further develop-
ment and/or to give him the opportunity to 
reevaluate his requirements. In fact, fuzzy logic 
offers the opportunity to incorporate pragmatics 
and is a suitable vehicle for that purpose. It offers 
more than just a routine for circumventing prob-
lems with mismatch between two number that are 
close to each other. On the other hand, it enlight-
ens the subjectiveness of the decisions why cer-
tain methods are better than others, especially 
when the required criteria are not met by the 
methods in the data base. This subjectiveness is 
represented by the choices made with respect to 
the form of the membership functions. This sub-
jectiveness was also revealed during the primary 
evaluation phase of the program. As a conse-
quence it may well be necessary to adapt the 
program if it is to be used under different circum-
stances. The parameters of the various member-
ship functions can be modified relatively easy. 
Another possibility, to make the decisions more 
robust, is to set up an inquiry and let a number of 
people order a number of methods in a sample 
data base (by giving a certain judgement/match 
values) given a number of requirements. 
The matrix type 'unknown' is purely hypotheti-
cal and is just used to have a top node in the 
matrix hierarchy. It can be used, however, as 
matrix type for the actual instrumental analytical 
procedures that normally are executed after a 
sample preparation procedure. These instrumen-
tal analytical procedures can be used as one of 
the starting points for method development. 
In the future, search fields can be added for 
analysis duration and for the application of the 
method in terms of frequency and/or number of 
times it has to be executed. 
The current graph drawing program is not 
optimized. The speed of the drawing process is 
relatively slow and the program is not capable of 
drawing too complex analytical procedures be-
cause of memory limitations. 
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Appendix 
The algorithm and formulas that are used for 
the calculation of the match value for the concen-
tration range (c stands for a concentration/work-
ing range limit). Step 1 checks whether the con-
centration range required (entered) by the user 
falls within the concentration range of a data 
base method: if not, then the possibility of dilu-
tion of the sample(solution) should be taken into 
account in order to locate the concentration range 
(of the sample) of the user within that of the data 
base method. 
!· I s cloweru!ltr > Clower^,, b > œ a n d 1S c U p p c r ^ r e e ' 
Cunoer ?If not, go to 4 and let D = 1. 
uppcjirtj, base 
2. Calculate dilution with: 
_
 Cupper„^r 
C upper d a l J „юс 
3. If 
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Γ) ' ° w « d * a base 
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then D is restored to 1, else the value of D is 
maintained. 
4. Calculate new concentrations: 
clower l lscr , _,
 c
upper
ulct 
D and с'и р р с г_ = D 
5. Calculate Rl/4 (simplifies further calculations): 
Λ
ι / 4 -
4 /  
6. Calculate the fuzzy value of the lower bound­
ary: 
I r ' - г I 2 
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in all other cases 
7. Calculate the fuzzy value of the upper bound­
ary: 
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in all other cases 
8. Determine the fuzzy value based on lower and 
upper boundary: 
'
M
conc =
 m i n ( w l o w e r . W u p p e r ) 
9. Determine the range fraction: 
0 = (min{c'
u p p e r_,cu p p e r j j | 3^} 
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/ ( .cuppcrd J I J hJ^ ~ c l«werd j„ biM.J 
10. Determine the final fuzzy value: 
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The development of a system for (semi-) 
automatic information extraction is a valuable but 
laborious task. In this way analytical information 
becomes accessible for computer based systems. The 
first results are promising. Still, it is not certain at the 
moment whether it can interpret all abstracts and 
extract all available information from them, because 
of the complexity of abstracts. Beside this, such a 
system is hardly applicable for current available 
method descriptions in research papers, short 
communications and their abstracts, because they are 
incomplete and the information to be extracted is 
spread all over the paper, including figures, tables and 
summaries. An option could be to use the system for 
the control of completeness of method descriptions. 
A lot of effort and attention should be directed to 
the quality of the information sources. The given 
recommendations could guide authors and editors and 
are seen as attainable. They aim at the same goal as 
the current attention that is paid to (analytical) quality 
control and laboratory accreditation. In this respect, it 
is surprising that analytical journals still hardly 
incorporate detailed requirements on the description 
of analytical methods in their author instructions. 
The application of abstracts as application and 
test domain of the developed information extraction 
system is motivated by their characteristics: they are 
short, the sentence structure is often complex and the 
information is often incomplete. If these texts can be 
analysed other texts are likely to be achievable as 
well. In this context it can be wondered whether 
abstracts can provide useful information concerning 
the execution of a method. In the opinion of the 
author it should be possible (with some effort) to 
reproduce a method based on a correctly written 
abstract, given that a number of basic requirements 
concerning the skills of the analytical chemistry 
practitioner are fulfilled: at least one should strive to 
such a situation with an abstract. 
Useful parts of the acquired information could 
not only be stored in a database, but in some kind of 
learning knowledge-based system as well. For 
instance, published data on retention characteristics 
of certain substances could be used in the learning 
phase of the retention prediction system of Wehrens 
et al. [1]. The authors of ref. 2 aim at a more general 
learning goal. 
The developed representation formalism for 
analytical methods can be extended by formalisms 
that are developed for the representation of graphs 
and tables and for the representation of chemical 
reactions and structural formulas, as is, for instance, 
worked out in ref. 3 and 4, and the various chemical 
structure representation formats as listed in ref. 5. 
The problem (and solution) related to database 
search described in chapter 6 is one of the problems 
associated with database search which is described in 
the introduction. The possibility to search the 
structured method descriptions (being the output of 
the information extraction programs, described in 
chapter 4 and 5, in, for instance, the format described 
in chapter 3) for information using the conceptual 
relations between the various search strings (terms) is 
not implemented. For the current application, a 
database with method descriptors like 'analytical 
range', 'precision', etc., is satisfactory given the 
limited domain of application. In fact, part of that 
work is already done by extracting and storing the 
information concerning the various search fields in 
the database in the appropriate records. 
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Summary 
Adequate access to and control of analytical method information is important for every 
analytical chemist. In this thesis an account is given of research on the quality of available 
information and on various subjects that facilitate the accessibility of analytical method 
information. 
After an introduction describing the problem domain in more detail, the second chapter 
presents an investigation of the quality of published analytical method descriptions. A set of 
criteria and analytical method descriptors were defined for both research papers and their 
abstracts, as they are produced and published by Analytical Abstracts. The criteria evaluate 
the existence of information describing the application area of the published analytical 
methods, the analytical methods themselves and the performance characteristics of the 
methods. An account is given of the selected set of criteria and method descriptors. The 
results of the application of the criteria on a series of full research papers and short 
communications and their abstracts show that none is described correctly and that the 
abstracts were significantly worse. Recommendations to improve the quality of the 
information are given. They concern both the authors and the editors of the journals and 
abstract services. The dispersal of the information across research papers was investigated as 
well, and this resulted in the recommendation that information on analytical methods should 
be concentrated in one or two closed sections of a paper. 
In chapter 3 a systematic representation formalism for analytical method descriptions is 
presented. This formalism can be used to represent extracted method information from method 
descriptions, to store this information in databases, to reason with the information content of 
method description (control its completeness) and to represent the method graphically. The 
representation of the procedural part is based on actions that are related to other parts of a 
sentence by means of a limited set of semantic relations called cases. Besides this, the 
principle is introduced that analytical actions can be seen as processes. The logical basis is 
presented, as well as a procedure for (automatic) graphical representation and some examples. 
In chapter 4 and 5 two systems are described for the (semi-)automatic information 
extraction from short method descriptions and abstracts of papers describing analytical 
methods. The system described in chapter 4 is a preliminary version and consists of a 
parser/interpreter and a script-applier. The latter is based on the Conceptual Dependency 
theory of Shank. The system is able to cope with short method descriptions on redox 
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titrimetry. It was concluded that the combined syntactic and semantic analysis could present 
maintenance problems in the future and that the Conceptual Dependency theory was too 
abstract and distant from the actual meaning and use of the texts. The next system, described 
in chapter 5, has a different setup and theoretical basis. It is modular, highly domain 
independent and semi-automatic. The parser is based on Chomsky's principle of Government 
and Binding. The discourse module is based on the theory of Conceptual Graphs, as 
developed by Sowa. The current domain of the system is abstracts from Analytical Abstracts 
on atomic absorption spectroscopy, titrimetry and high performance liquid chromatography. 
At the moment the syntactic module of the parser can analyse all abstracts from a series of 
124 abstracts. The semantic module can analyse all sentences without conjunctions from this 
series of abstracts, given that all appropriate information is available in the lexica. Information 
between parentheses is partly analysed by a separate module: further research is necessary. 
The complete system can handle 6 abstracts, some of which are representative of the complete 
set of abstracts. A characterization of the abstracts is given as well as an overview of the 
different tasks of the system related to this type of texts. The system is still in development. 
Chapter 6 deals with one of the problems associated with the selection of analytical 
methods from a database. The values of the numerical search fields such as working range, 
detection limit, accuracy, etc., hardly match those stored in the database. The latter are the 
measured figures, resulting from the validations and the former are frequently rounded off 
values. One way to solve this problem is to determine the match between the search string(s) 
and the string(s) in the database by fuzzy logic. In this chapter this principle is elaborated and 
the developed database is described. The principle can be applied to a number of non-
numerical search fields as well. Besides this, a system for the automatic graphical 
representation of analytical methods, based on the principles given in chapter 3, is presented. 
In chapter 7 some general conclusions and remarks are given. 
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Samenvatting 
Adequate beschikbaarheid van informatie van analytisch chemische methoden is voor 
iedere analytisch chemicus van belang. In dit proefschrift wordt een verantwoording gegeven 
van onderzoek dat is uitgevoerd naar de kwaliteit van beschikbare informatie van analyse 
methoden en van onderzoek naar methoden om de toegankelijkheid van analytisch chemische 
methode informatie te verbeteren. 
In hoofdstuk 1 wordt de probleemstelling meer in detail beschreven. 
In hoofdstuk 2 wordt het onderzoek beschreven naar de kwaliteit van gepubliceerde 
analysemethode beschrijvingen. Voor dit doel zijn een serie criteria en analysemethode 
descriptoren opgesteld voor zowel onderzoeksartikelen als hun samenvattingen welke door 
Analytical Abtracts worden opgesteld en gepubliceerd. De criteria evalueren de aanwezigheid 
en kwaliteit van informatie omtrent het toepassingsgebieden van de methoden, de methoden 
zelf en de prestatiekenmerken van de methoden. De gekozen criteria en descriptoren worden 
verantwoord. De resultaten van de toepassing van de criteria op een serie onderzoeksartikelen 
en zogeheten 'short communications' en hun samenvattingen laten zien dat geen enkele 
methode juist is beschreven en dat hun samenvattingen weer significant slechter zijn. 
Aanbevelingen om de kwaliteit van de beschreven informatie te verbeteren worden gegeven. 
Deze aanbevelingen zijn bedoeld voor de auteurs en voor de redacteuren van tijdschriften 
welke analysemethoden publiceren en de diensten welke de samenvattingen produceren en 
verspreiden. De verspreiding van informatie omtrent analysemethoden binnen 
onderzoeksartikelen is eveneens onderzocht. Dit heeft mede geleid tot de aanbeveling om 
voornoemde informatie te concentreren in één tot twee afgebakende onderdelen van een 
onderzoeksartikel. 
In hoofdstuk 3 wordt een formalisme voor de representatie van analysemethoden 
gepresenteerd. Dit formalisme kan gebruikt worden om de uit analysemethodebeschrijvingen 
geëxtraheerde informatie weer te geven, om de informatie op te slaan in databanken, om met 
de informatie te kunnen redeneren (b.v. op volledigheid te controleren) en om een 
analysemethode grafisch weer te geven. De representatie van het procedurele gedeelte van een 
methode is gebaseerd op handelingen welke via een beperkte serie van relaties verbonden zijn 
met de andere onderdelen van een zin. Daarnaast wordt het principe geïntroduceerd om 
analytische handelingen te beschouwen als processen. De logische ondergrond wordt gegeven, 
als mede een procedure om de representatie grafisch weer te geven (met enkele voorbeelden). 
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In hoofdstuk 4 en 5 worden twee systemen beschreven voor de (semi)automatische 
extractie van informatie uit korte analysemethodebeschrijvingen en samenvattingen van 
artikelen welke analysemethoden beschrijven. Het systeem beschreven in hoofdstuk 4 is een 
eerste versie en bestaat uit een zogeheten parser/interpreter (een systeem voor taalkundige 
ontleding en interpretatie) en een zogeheten script-applier (een systeem welke de betekenis 
tracht te achterhalen m.b.v. reeds bekende scenario's/scripts omtrent de uitvoering van 
analyses). Laatst genoemde onderdeel is gebaseerd op de Conceptuele Afhankelijkheids 
theorie van Shank. Het systeem kan korte methode beschrijvingen aan op het gebied van de 
redox titrimetrie. Geconcludeerd wordt dat geïntegreerde zinsbouw- en betekenisanalyse 
onderhoudsproblemen kan geven en dat de Conceptuele Afhankelijkheids theorie te abstract 
is en te ver weg ligt van de feitelijke betekenis en het gebruik van de teksten. 
Het in hoofdstuk 5 beschreven tweede systeem heeft een andere opzet en theoretische 
basis. Het is modulair van opzet, grotendeels domeinonafhankelijk en semi-automatisch. De 
parseerder is gebaseerd op Chomsky's principes van 'Government and Binding'. De module 
voor het bepalen van de samenhang van de zinnen binnen de teksten ('discourse' analyse) is 
gebaseerd op de Sowa's theorie van conceptuele grafen. Het toepassingsgebied van het huidige 
systeem omvat samenvattingen van Analytical Abstracts van analysemethoden gebaseerd op 
atomaire absorptie spectroscopie, titrimetrie en HPLC. Op dit moment kan de automatische 
ontleder (parser) syntactisch al de samenvattingen uit een serie van 124 verwerken. 
Semantisch kan de parser al de zinnen zonder verenigingen uit deze serie verwerken, gegeven 
dat alle noodzakelijke informatie in de lexica aanwezig is. Informatie welke zich tussen 
haakjes bevindt wordt gedeeltelijk door aparte procedures verwerkt: voor volledige verwerking 
is verder onderzoek noodzakelijk. 6 Samenvattingen, waarvan een aantal representatief zijn 
voor de gehele serie van 124, kunnen volledig door de parser en de module voor 'discourse' 
analyse verwerkt worden. Een karakterisering van de samenvattingen wordt gegeven en een 
overzicht van de taken van het systeem in relatie tot het type teksten. Het systeem is in 
ontwikkeling. 
In hoofdstuk 6 wordt een oplossing geboden voor één van de problemen welke 
samenhangt met de keuze van analytische methoden uit een databank. De waarden van 
numerieke zoekvelden, zoals werkbereik, detectie limiet, juistheid, etc, komen meestal niet 
overeen met die welke opgeslagen zijn in de databank. Laatstgenoemde zijn gemeten waarden, 
afkomstig van validatie procedures, en eerstgenoemde zijn veelal afgeronde waarden. Een 
manier om dit probleem op te lossen is, om de overeenkomst tussen de karakterreeks uit de 
vraagstelling en die uit de databank te bepalen met behulp van 'Fuzzy Logic' (vage logica). 
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In dit hoofdstuk wordt dit principe uitgewerkt en het ontwikkelde databankzoekprogramma 
wordt beschreven. Het principe kan ook toegepast worden op niet-numerieke zoekvelden. 
Daarnaast wordt een systeem dat ontwikkeld is voor de grafische representatie van 
analysemethoden beschreven. Dit systeem is gebaseerd op de principes beschreven in 
hoofdstuk 3. 
Hoofdstuk 7 omvat conclusies en afsluitende opmerkingen. 
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Stellingen 
Behorende bij het proefschrift "The information contained within analytical chemical 
method descriptions: its quality, structure, automatic extraction and storage" (G.J. 
Postma). 
1. Quality Assurance en Quality Control dienen niet alleen in laboratoria toegepast 
te worden, maar ook gedurende het gehele proces van publicatie van 
analysemethoden in de (wetenschappelijke) literatuur. 
Dit proefschrift 
2. Gezien de veelgehoorde ervaringen bij het nawerken van gepubliceerde 
proefvoorschriften zou in feite volstaan kunnen worden met de publicatie van 
de principes: dat voorkomt te hoge verwachtingen en bespaart papier. 
3. De automatische extractie van alle informatie uitonderzoeksartikelen (in 
computer verwerkbare vorm) ligt nog ver weg. 
Dit proefschrift 
4. De in het verleden afgeschafte (lokale) schandpaal wordt gestaag via de media 
op nationaal niveau weer ingevoerd. 
5. De resultaten van onderzoek op het gebied van de taaitechnologie zullen 
onstuitbare gevolgen hebben op de toegankelijkheid van informatie en op de 
werkgelegenheid. 
6. De beperkende eis dat de organische verbindingen uit een homologe reeks 
afkomstig dienen te zijn maakt de ontwikkelde methode voor optimalisatie van 
gaschromatografische scheidingen van gering nut. 
Y. Guillaume, M. Thomassin and С Guinchará, J. Chromatogr., 704 
(1995) 437-447 
7. Presentatie van informatie omtrent het terugzoeken van gegevens uit een 
literatuur databank is weinig zinvol als niet daarbij gegevens vermeld worden 
omtrent de mate van volledigheid van de literatuur databank, de relevantie van 
de opgeslagen data en de betrouwbaarheid van de gevonden gegevens in relatie 
tot de zoekvraag. 
J.L. Davis and E. Livny, J. Chem. Inf. Comput. Sci., 34 (1994) 485-490 

De voorgestelde invoering van een 3-jarige universitaire opleiding zou 
neerkomen op een verkapte, maar zinloze uitbreiding van het aantal opleidingen 
op HBO niveau. 
Volkskrant, 20 sept. 1995 
Veel onderzoeksartikelen, met name binnen de kennistechnologie, lijken meer 
op publiciteit gericht dan op verspreiding van wetenschappelijke kennis. 
Het door de recent geïntroduceerde belastingmaatregelen aantrekkelijk 
gemaakte schenken van fietsen en accessoires door werkgevers aan werknemers 
zal niet het gewenste milieu-effect sorteren als daar geen beperkende 
maatregelen van het autogebruik door de werkgever tegenover staan. 
Staatcourant, 21 aug. 1995, 1 
Het gebruik van validatieprogramma's van software geleverd door diens 
producent dient afgeraden te worden tenzij deze programma's weer door 
officieel daartoe aangestelde controlerende instanties gevalideerd zijn. 



