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Abstract
Principal component analysis (PCA) is a well-established tool in machine learning and
data processing. The principal axes in PCA were shown to be equivalent to the maximum
marginal likelihood estimator of the factor loading matrix in a latent factor model for the
observed data, assuming that the latent factors are independently distributed as standard
normal distributions. However, the independence assumption may be unrealistic for many
scenarios such as modeling multiple time series, spatial processes, and functional data,
where the outcomes are correlated. In this paper, we introduce the generalized probabilis-
tic principal component analysis (GPPCA) to study the latent factor model for multiple
correlated outcomes, where each factor is modeled by a Gaussian process. Our method
generalizes the previous probabilistic formulation of PCA (PPCA) by providing the closed-
form maximum marginal likelihood estimator of the factor loadings and other parameters.
Based on the explicit expression of the precision matrix in the marginal likelihood that we
derived, the number of the computational operations is linear to the number of output vari-
ables. Furthermore, we also provide the closed-form expression of the marginal likelihood
when other covariates are included in the mean structure. We highlight the advantage of
GPPCA in terms of the practical relevance, estimation accuracy and computational con-
venience. Numerical studies of simulated and real data confirm the excellent finite-sample
performance of the proposed approach.
Keywords: Gaussian process, maximum marginal likelihood estimator, kernel method,
principal component analysis, Stiefel manifold
1. Introduction
Principal component analysis (PCA) is one of the oldest and most widely known approaches
for dimension reduction. It has been used in many applications, including exploratory data
analysis, regression, time series analysis, image processing, and functional data analysis.
The most common solution of the PCA is to find a linear projection that transforms the
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set of original correlated variables onto a projected space of new uncorrelated variables by
maximizing the variation of the projected space (Jolliffe, 2011). This solution, despite its
wide use in practice, lacks a probabilistic description of the data.
A probabilistic formulation of the PCA was first introduced by Tipping and Bishop
(1999), where the authors considered a Gaussian latent factor model, and then obtained
the PCA (principal axes) as the solution of a maximum marginal likelihood problem, where
the latent factors were marginalized out. This approach, known as the probabilistic principal
component analysis (PPCA), assumes that the latent factors are independently distributed
following a standard normal distribution. However, the independence assumption of the
factors is usually too restrictive for many applications, where the variables of interest are
correlated between different inputs, e.g. times series, image studies, and spatial statistics. A
few efforts have been made to extend the latent factor model to incorporate the dependent
structure of the factors in the literature. For example, the linear model of coregionalization
(LMC) is studied in modeling multivariate outputs of spatially correlated data (Gelfand
et al., 2004, 2010), where each factor is modeled by a Gaussian process (GP) to account
for the spatial correlation in the data. When the factor loading matrix is shared, the LMC
becomes a semiparameteric latent factor model, introduced in machine learning literature
(Seeger et al., 2005; Alvarez et al., 2012) and is widely applied in emulating computationally
expensive computer models with multivariate outputs (Higdon et al., 2008; Fricker et al.,
2013), where each factor is modeled by a GP over a set of inputs such as the physical
parameters and initial condition of the partial differential equations. However, the PCA
solution is no longer the maximum marginal likelihood estimator of the factor loading matrix
when the factors at two inputs are correlated.
In this work, we propose a new approach called generalized probabilistic principal com-
ponent analysis (GPPCA), as an extension of the PPCA for the correlated output data.
We assume each column of the factor loading matrix is orthonormal for the identifiability
purpose. Based on this assumption, we obtain a closed-form solution for the maximum
marginal likelihood estimation of the factor loading matrix when the covariance function of
the factor processes is shared. This result is an extension of the PPCA for the correlated
factors, and the connection between these two approaches is studied. When the covariance
functions of the factor processes are different, the maximum marginal likelihood estimation
of the factor loading matrix is equivalent to an optimization problem with orthogonal con-
straints, sometimes referred as the Stiefel manifold. A fast numerical search algorithm for
the optimization problem on the Stiefel manifold is introduced by (Wen and Yin, 2013) to
find the numerical solution.
There are several approaches for estimating the factor loading matrix for the latent factor
model and semiparameteric latent factor model in the Frequentist and Bayesian literature.
One of the most popular approaches for estimating the factor loading matrix is PCA (see
e.g., Bai and Ng (2002); Bai (2003); Higdon et al. (2008)). Under the orthonormality
assumption for the factor loading vectors, the PCA can be obtained from the maximum
likelihood estimator of the factor loading matrix. However, the correlation structure of each
factor is not incorporated for the estimation. In Lam et al. (2011) and Lam and Yao (2012),
the authors considered estimating the factor loading matrix based on the sample covariance
of the output data at the first several time lags when modeling high-dimensional time series.
We will numerically compare our approach to the aforementioned Frequentist approaches.
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Bayesian approaches have also been widely studied for factor loading matrix estimation.
West (2003) points out the connection between PCA and a class of generalized singular
g-priors, and introduces a spike-and-slab prior that induces the sparse factors in the la-
tent factor model assuming the factors are independently distributed. Another prior that
induces the sparsity is introduced by Bhattacharya and Dunson (2011) under the indepen-
dent assumptions of the factors, and its asymptotic behaviors are also discussed. Nakajima
and West (2013); Zhou et al. (2014) introduce a method to directly threshold the time-
varying factor loading matrix in Bayesian dynamic linear models. When modeling spatially
correlated data, priors are also discussed for the spatially varying factor loading matrices
(Gelfand et al., 2004) in LMC. The closed-form marginal likelihood obtained in this work
is more computationally feasible than the previous results, as the inverse of the covariance
matrix is shown to have an explicit form.
Our proposed method is also connected to the popular kernel approach, which has been
used for nonlinear component analysis (Scho¨lkopf et al., 1998) by mapping the output data
to a high-dimensional feature space through a kernel function. This method, known as the
kernel PCA, is widely applied in various problems, such as the image analysis (Mika et al.,
1999) and novelty detection (Hoffmann, 2007). However, the main focus of our method is
to apply the kernel function for capturing the correlation of the outputs at different inputs
(e.g. the time point, the location of image pixels or the physical parameters in the PDEs).
We highlight a few contributions of this paper. First of all, we derive the closed-form
maximum marginal likelihood estimator (MMLE) of the factor loading matrix, when the
factors are modeled by GPs. Note our expression of the marginal likelihood (after inte-
grating out the factor processes) is more computationally feasible than the previous result,
because the inverse of the covariance matrix is shown to have an explicit form, which makes
the computational complexity linear to the number of output variables. Based on this
closed-form marginal likelihood, we are able to obtain the MMLE of the other parameters,
such as the variance of the noise and kernel parameters, and the predictive distribution
of the outcomes. Our second contribution is that we provide a full probabilistic analysis
when some covariates are included in the mean structure of the factor model. The previous
work on PPCA and LMC (Tipping and Bishop, 1999; Higdon et al., 2008) typically sub-
tracts the empirical mean of data before estimating the factor loading matrix, which does
not fully addresses the uncertainty quantification when the output is linearly dependent
on some covariates. Here we model the mean structure and manage to marginalize out
the parameters in the mean structure to obtain a closed-form expression of the marginal
likelihood for estimating the factor loading matrix without increasing the computational
complexity. Our real data application examples demonstrate the improvements in terms of
better prediction accuracy when the mean structure is incorporated in the data analysis.
Lastly, the proposed GPPCA estimators of the factor loading matrix are closely connected
to the PCA and PPCA, and we will discuss how the correlation in the factors affects the
estimators of the factor loading matrix and predictive distributions. Both the simulated
and real examples show the improved accuracy in estimation and prediction, if the output
data are correlated.
The rest of the paper is organized as follows. The main results of the closed-form
marginal likelihood and the maximum marginal likelihood estimator of the factor loading
matrix are introduced in Section 2.1. In Section 2.2, we provide the maximum marginal
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likelihood estimator for the noise parameter and kernel parameters, after marginalizing out
the factor processes. Section 2.3 discusses the estimators of the factor loading matrix and
other parameters when some covariates are included in the model. The comparison between
our approach and other approaches in estimating the factor loading matrix is studied in
Section 3, with a focus on the connection between GPPCA and PPCA. Simulation results
are provided in Section 4, for both the correctly specified and mis-specified models with
unknown noise and covariance parameters. Two real data examples are shown in Section 5
and we conclude this work with discussion on several potential extensions in Section 6.
2. Main results
We state our main results in this section. In section 2.1, we derive a computationally feasible
expression of the marginal distribution for the latent factor model after marginalizing out
the factor processes, based on which we show the maximum marginal likelihood estimator
of the factor loading matrix. In Section 2.2, we discuss the parameter estimation and
predictive distribution. We extend our method to study the factor model by allowing the
intercept and additional covariates in the mean structure in Section 2.3.
2.1 Generalized probabilistic principal component analysis
To begin with, let y(x) = (y1(x), ..., yk(x))
T be a k-dimensional real-valued output vector
at a p-dimensional input vector x. Let Y = [y(x1), ...,y(xn)] be a k × n matrix of the
observations at inputs {x1, ...,xn}. In this subsection and the next subsection, we assume
that each row of the Y is centered at zero.
Consider the following latent factor model
y(x) = Az(x) + , (1)
where  ∼ N(0, σ20Ik) is a vector of the independent normally distributed noises, with Ik
being the k× k identity matrix. The k× d factor loading matrix A = [a1, ...,ad] relates the
k-dimensional outputs to a d-dimensional factor processes z(x) = (z1(x), ..., zd(x))
T , where
d ≤ k.
In many applications, each output is correlated. For example, model (1) is widely used
in analyzing multiple time series, where yl(x)’s are correlated across different time points for
every l = 1, ..., k. Model (1) is also used for analyzing multivariate outputs from spatially
correlated data, often referred as the linear model of coregionalization (LMC) (Gelfand
et al., 2010). In these studies, each factor is modeled by a zero-mean Gaussian process
(GP), meaning that for any set of inputs {x1, ...,xn}, Zl = (zl(x1), ..., zl(xn)) follows a
multivariate normal distribution
ZTl ∼ MN(0,Σl), (2)
where the (i, j) entry of Σl is parameterized by a covariance function σ
2
lKl(xi,xj) for
l = 1, ..., d and 1 ≤ i, j ≤ n. We defer the discussion of the kernel in the Section 2.2.
Denote the vectorization of the output Yv = vec(Y) and the d × n latent factor ma-
trix Z = (z(x1), ..., z(xn)) at inputs {x1, ...,xn}. After marginalizing out Z, Y follows a
4
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multivariate normal distribution as follows,
Yv | A, σ20,Σ1, ...,Σd ∼ MN
(
0,
d∑
l=1
Σl ⊗ (alaTl ) + σ20Ink
)
. (3)
The form in (3) appeared in the previous literature (e.g. Gelfand et al. (2004)) and its
derivation is given in Appendix B. However, directly computing the marginal likelihood by
expression (3) may be expensive, as the covariance matrix is nk × nk. A computationally
more feasible form of the marginal likelihood will be introduced in Lemma 1.
Note that the model (1) is unchanged if one replaces the pair (A, z(x)) by (AE,E−1z(x))
for any invertible matrix E. As pointed out in Lam et al. (2011), only the d-dimensional
linear subspace of A, denoted asM(A), can be uniquely identified, sinceM(A) =M(AE)
for any invertible matrix E. Due to this reason, we assume the columns of A in model (1)
are orthonormal for identifiablity purpose (Lam et al., 2011; Lam and Yao, 2012).
Assumption 1
ATA = Id. (4)
Note the Assumption 1 can be relaxed by assuming ATA = cId where c is a positive constant
which can potentially depend on k, e.g. c = k. As each factor process has the variance σ2l ,
typically estimated from the data, we thus derive the results based on Assumption 1 herein.
We first give the marginal distribution of Yv with the explicit form for the inverse of the
covariance matrix in Lemma 1 .
Lemma 1 Under Assumption 1, the marginal distribution of Yv in model (1) is the mul-
tivariate normal distribution as follows
Yv | A, σ20,Σ1, ...,Σd ∼ MN
0, σ20
(
Ink −
d∑
l=1
(σ20Σ
−1
l + In)
−1 ⊗ (alaTl )
)−1 , (5)
for l = 1, ..., d.
Our new expression (5) of the marginal likelihood is computationally more feasible than
the expression (3), as the inverse of the covariance matrix of Yv is derived explicitly in (5).
Based on the marginal likelihood in (5), we derive the maximum marginal estimation of A
where the covariance matrix for each latent factor is assumed to be the same as in Theorem
2 below.
Theorem 2 For model (1), assume Σ1 = ... = Σd = Σ. Under Assumption 1, after
marginalizing out Z, the likelihood function is maximized when
Aˆ = UR, (6)
where U is a k × d matrix of the first d principal eigenvectors of
G = Y(σ20Σ
−1 + In)−1YT , (7)
and R is an arbitrary d× d orthogonal rotation matrix.
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By Theorem 2, the solution Aˆ is not unique because of the arbitrary rotation matrix.
However, the linear subspace of the column space of the estimated factor loading matrix,
denoted by M(Aˆ), is uniquely determined by (6).
In general, the covariance function of each factor can be different. We are able to express
the maximum marginal likelihood estimator as the solution to an optimization problem with
the orthogonal constraints, stated in Theorem 3.
Theorem 3 Under Assumption 1, after marginalizing out Z, the maximum marginal like-
lihood estimator of A in model (1) is
Aˆ = argmax
A
d∑
l=1
aTl Glal, s.t. A
TA = Id, (8)
where
Gl = Y(σ
2
0Σ
−1
l + In)
−1YT . (9)
The subset of matrices A that satisfies the orthogonal constraint ATA = Id is often re-
ferred as the Stiefel manifold. Unlike the case where the covariance of each factor processes
is shared, no closed-form solution of the optimization problem in (3) has been found. A
numerical optimization algorithm that preserves the orthogonal constraints in (8) is intro-
duced in Wen and Yin (2013). The main idea of their algorithm is to find the gradient
of the objective function in the tangent space at the current step, and iterates by a curve
along the projected negative descent on the manifold. The curvilinear search is applied
to find the appropriate step size that guarantees the convergence to a stationary point.
We implement this approach to numerically optimize the marginal likelihood to obtain the
estimated factor loading matrix in Theorem 3.
We call the method of estimating A in Theorem 2 and Theorem 3 the generalized
probabilistic principal component analysis (GPPCA) of correlated data, which is a direct
extension of the PPCA in Tipping and Bishop (1999). Although both approaches obtain
the maximum marginal likelihood estimator of the factor loading matrix, after integrating
out the latent factors, the key difference is that in GPPCA, the latent factors at different
inputs are allowed to be correlated, whereas the latent factors in PPCA are assumed to be
independent. A detailed numerical comparison between our method and other approaches
including the PPCA will be given in Section 3.
Another nice feature of the proposed GPPCA method is that the estimation of the fac-
tor loading matrix can be applied to any covariance structure of the factor processes. In
this paper, we use kernels to parameterize the covariance matrix as an illustrative example.
There are many other ways to specify the covariance matrix or the inverse of the covari-
ance matrix, such as the Markov random field and the dynamic linear model, and these
approaches are readily applicable in our latent factor model (1).
2.2 Parameter estimation and predictive distribution
The probabilistic estimation of the factor loading matrix depends on the variance of the noise
and the covariances of the factor processes. We discuss the estimation of these parameters
6
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by assuming that the covariances of the factors are parameterized by a product of the kernel
functions for demonstration purposes. We also obtain the predictive distribution of the data
in this subsection. The probabilistic estimation of the factor loading matrix in the GPPCA
can be also applied when the covariances of the factors are specified or estimated in other
ways.
For a function with a p-dimensional input, a product kernel is often used to model the
covariance function (Sacks et al., 1989), meaning that for the lth factor,
σ2lKl(xa,xb) = σ
2
l
p∏
m=1
Klm(xam, xbm), (10)
for any input xa = (xa1, ..., xap) and xa = (xb1, ..., xbp), where Klm(·, ·) is a one-dimensional
kernel function of the lth factor that models the correlation of the mth coordinate of any
two inputs.
Some widely used one-dimensional kernel functions include the power exponential kernel
and the Mate´rn kernel. For any two inputs xa,xb ∈ X , the Mate´rn kernel is
Klm(xam, xbm) =
1
2νlm−1Γ(νlm)
( |xam − xbm|
γlm
)νlm
Kνlm
( |xam − xbm|
γlm
)
, (11)
where Γ(·) is the gamma function and Kνlm(·) is the modified Bessel function of the second
kind with a positive roughness parameter νlm and a nonnegative range parameter γlm for
l = 1, ..., d and m = 1, ..., p. The Mate´rn kernel contains a wide range of different kernel
functions. In particular, when νlm = 1/2, the Mate´rn kernel becomes the exponential
kernel, Kl(xam, xbm) = exp(−|xam − xbm|/γlm), and the corresponding factor process is
the Ornstein-Uhlenbeck process, which is a continuous autoregressive process with order
1. When νlm → ∞, the Mate´rn kernel becomes the Gaussian kernel, i.e., Kl(xam, xbm) =
exp(−|xam − xbm|2/γ2lm), where the factor process is infinitely differentiable. The Mate´rn
kernel has a closed-form expression when (2νlm+1)/2 ∈ N. For example, the Mate´rn kernel
with νlm = 5/2 has the following form
Klm(xam, xbm) =
(
1 +
√
5|xam − xbm|
γlm
+
5|xam − xbm|2
3γ2lm
)
exp
(
−
√
5|xam − xbm|
γlm
)
, (12)
for any inputs xa and xb with l = 1, ..., d and m = 1, ..., p. In this work, we use the
Mate´rn kernel in (12) for the simulation and real data analysis for demonstration purposes.
Specifying a sensible kernel function depends on real applications and our results in this work
apply to all commonly used kernel functions. We will also numerically compare different
approaches when the kernel function is misspecified in Section 4.2.
We denote τl :=
σ2l
σ20
as the signal’s variance to noise ratio (SNR) for the lth factor
process, as a transformation of σ2l in (10). Furthermore, let the correlation matrix of the kth
factor process be Kl with the (i, j)th term being Kl(xi,xj). After this transformation, the
estimator of A in Theorems 2 and 3 becomes a function of the parameters τ = (τ1, ..., τd) and
γ = (γ1, ...,γd). Under Assumption 1, after marginalizing out Z, the maximum likelihood
estimator of σ20 becomes a function of A, τ and γ as
σˆ20 =
Sˆ2
nk
, (13)
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where Sˆ2 = tr(YTY) − ∑dl=1 aTl Y(τ−1l K−1l + In)−1YTal. Ignoring the constants, the
likelihood of τ and γ by plugging Aˆ and σˆ20 satisfies
L(τ ,γ | Y, Aˆ, σˆ20) ∝
{
d∏
l=1
|τlKl + In|−1/2
}
|Sˆ2|−nk/2. (14)
A derivation of Equation (14) is given in the Appendix. Since there is no closed-form
expression for the parameter estimates in the kernels, one often numerically maximizes the
Equation (14) to estimate these parameters
(τˆ , γˆ) := argmax
(τ ,γ)
L(τ ,γ | Y, Aˆ, σˆ20). (15)
After obtaining σˆ20 and τˆ from (13) and (15), respectively, we transform the expressions
back to get the estimator of σ2l as
σˆ2l = τˆlσˆ
2
0,
for l = 1, ..., d. Since both the estimator of σˆ20 and Aˆ in Theorem 2 and 3 can be expressed
as a function of (τ ,γ), in each iteration, one can use the Newton’s method (Nocedal, 1980)
to find (τ ,γ) based on the likelihood in (14), after plugging the estimator of σˆ20 and Aˆ.
We have a few remarks regarding the expressions in (13) and (15). First, under As-
sumption 1, the likelihood of (τ ,γ) in (14) can also be obtained by marginalizing out σ20
using the objective prior pi(σ20) ∝ 1/σ20, instead of maximizing over σ20.
Second, consider the first term at the right hand side of (13). As each row of Y has a
zero mean, let S0 := YY
T /n =
∑n
i=1 y(xi)y(xi)
T /n, be the sample covariance matrix for
y(xi). One has tr(YY
T ) = n
∑k
i=1 λ0i, where λ0i is the ith eigenvalue of S0. The second
term at the right hand side of (13) is the variance explained by the projection. In particular,
when the conditions in Theorem 2 hold, i.e. Σ1 = ... = Σd, one has
∑d
l=1 aˆ
T
l Y(τ
−1
l K
−1
l +
In)
−1YT aˆl = n
∑d
l=1 λˆl, where λˆl is the lth largest eigenvalues of Y(σ
2
0Σ
−1 + In)−1YT /n.
The estimation of the noise is then the average variance being lost in the projection. Note
that the projection in the GPPCA takes into account the correlation of the factor processes,
whereas the projection in the PPCA assumes the independent factors. This difference makes
the GPPCA more accurate in estimating the subspace of the factor loading matrix when
the factors are correlated, as shown in various numerical examples in Section 4.
Thirdly, although the model in (1) is regarded as a nonseparable model (Fricker et al.,
2013), the computational complexity of our algorithm is the same with that for the separable
model (Gu and Berger, 2016; Conti and O’Hagan, 2010). Instead of inverting an nk × nk
covariance matrix, the expression of the likelihood in (14) allows us to proceed in the
same way when the covariance matrix for each factor has a size of n × n. The number of
computational operations of the likelihood is at most max(O(dn3), O(kn2)), which is much
smaller than the O(n3k3) for inverting an nk × nk covariance matrix, because one often
has d  k. When the input is one-dimensional and the Mate´rn kernel in (11) is used, the
computational operations are only O(dkn) for computing the likelihood in (14) without any
approximation (see e.g. Hartikainen and Sarkka (2010)). There is an R package in CRAN
that implements the fast algorithm (Gu, 2019).
Note that the estimator in (14) is known as the Type II maximum likelihood estima-
tor, which is widely used in estimating the kernel parameters. When the number of the
8
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observations is small, the estimator in (14) is not robust, in the sense that the estimated
range parameters can be very small or very large, which makes the covariance matrix either
a diagonal matrix or a singular matrix. This might be unsatisfactory in certain applica-
tions, such as emulating computationally expensive computer models (Oakley, 1999). An
alternative way is to use the maximum marginal posterior estimation that prevents the two
unsatisfying scenarios of the estimated covariance matrix. We refer to Gu et al. (2018b)
and Gu (2018) for the theoretical properties of the maximum marginal posterior estimation
and an R package is available on CRAN (Gu et al. (2018a)).
Given the parameter estimates, we can also obtain the predictive distribution for the
outputs. Let Kˆl(·, ·) be the lth kernel function after plugging the estimates γˆl and let Σˆl
be the estimator of the covariance matrix for the lth factor, where the (i, j) element of
Σˆl is σˆ
2
l Kˆl(xi,xj), with 1 ≤ i, j ≤ n and l = 1, ..., d. We have the following predictive
distribution for the output at any given input.
Theorem 4 Under the Assumption 1, for any x∗, one has
Y(x∗) | Y, Aˆ, γˆ, σˆ2, σˆ20 ∼ MN
(
µˆ∗(x∗), Σˆ∗(x∗)
)
,
where
µˆ∗(x∗) = Aˆzˆ(x∗), (16)
with zˆ(x∗) = (zˆ1(x∗), ..., zˆd(x∗))T , with zˆl(x∗) = ΣˆTl (x
∗)(Σˆl + σˆ20In)−1YT aˆl, Σˆl(x∗) =
σˆ2l (Kˆl(x1,x
∗), ..., Kˆl(x1,x∗))T for l = 1, ..., d, and
Σˆ∗(x∗) = AˆDˆ(x∗)AˆT + σˆ20(Ik − AˆAˆT ) (17)
with Dˆ(x∗) being a diagonal matrix, and its lth diagonal term, denoted as Dˆl(x∗), has the
following expression
Dˆl(x
∗) =
(
σˆ2l Kˆl(x
∗, x∗) + σˆ20 − ΣˆTl (x∗)
(
Σˆl + σˆ
2
0In
)−1
Σˆl(x
∗)
)
,
for l = 1, ..., d.
Next we give the posterior distribution of AZ in Corollary 5.
Corollary 5 (Posterior distribution of AZ) Under the Assumption (1), the posterior
distribution of AZ is
(AZ | Y, Aˆ, γˆ, σˆ2, σˆ20) ∼ MN
(
AˆZˆ, σˆ20
d∑
l=1
Dˆl ⊗ aˆlaˆTl
)
,
where Zˆ = (ZˆT1 , ..., Zˆ
T
d )
T , ZˆTl = Σˆl(Σˆl + σˆ
2
0In)
−1YT aˆl, and Dˆl =
(
σ20Σˆ
−1
l + In
)−1
, for
l = 1, ..., d.
9
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The Corollary 5 is a direct consequence of Theorem 4, so the proof is omitted. Note
that the uncertainty of the parameters and the factor loading matrix are not taken into con-
sideration for predictive distribution of Y(x∗) in Theorem 4 and the posterior distribution
of AZ in Corollary 5, because of the use of the plug-in estimator for (A, σ20,σ
2,γ). The
resulting posterior credible interval may be narrower than it should be when the sample size
is small to moderate. The uncertainty in A and other model parameters can be obtained by
a full Bayesian analysis with a prior placed on these parameters. This is a possible future
working direction based on the computationally feasible marginal likelihood approach we
proposed in this paper.
2.3 Mean structure
In many applications, the outputs are not centered at zero. For instance, Bayarri et al.
(2009) and Gu and Berger (2016) studied emulating the height of the pyroclastic flow gen-
erated from TITAN2D computer model, where the flow volume in the chamber is positively
correlated to height of the flow at each spatial coordinate. Thus, modeling the flow volume
as a covariate in the mean function typically improves the accuracy of the emulator. When
Y is not centered around zero, one typically normalizes each row of Y when modeling
each factor process by a GP in computer emulation and calibration (Higdon et al., 2008;
Paulo et al., 2012). The full Bayesian inference of the regression parameters are discussed
in coregionalization models of multivariate spatially correlated data (see e.g. Gelfand et al.
(2004)) using the Markov Chain Monte Carlo (MCMC) algorithm, but the computation
may be too complex to implement in many studies.
Here we derive the closed-form expression of the marginal likelihood and predictive dis-
tribution of the GPPCA, by marginalizing out the regression parameters using the objective
prior. Consider the latent factor model with a mean structure for a k-dimensional output
vector at the input x,
y(x) = (h(x)B)T + Az(x) + , (18)
where h(x) is 1 × q known mean basis function related to input x and possibly other
covariates, B = (β1, ...,βk) is a q× k matrix of the mean (or trend) parameters. The mean
parameters could be different for each row of the outcomes, and  ∼ N(0, σ20Ik) is a vector
of the independent normally distributed noises, with Ik being the k × k identity matrix.
For any set of inputs {x1, ...,xn}, we assume Zl = (zl(x1), ..., zl(xn)) follows a multi-
variate normal distribution
ZTl ∼ MN(0,Σl), (19)
where the (i, j) entry of Σl is parameterized by a kernel function Kl(xi,xj) for l = 1, ..., d
and 1 ≤ i, j ≤ n.
Denote M = I−H(HTH)−1HT . We have the following lemma for the marginal likeli-
hood estimator of the variance.
Lemma 6 Consider an objective prior pi(B) ∝ 1. Under Assumption 1, after marginalizing
out B and Z, the maximum likelihood estimator for σ20 is
σˆ20 =
S2M
k(n− q) ,
10
Generalized probabilistic principal component analysis
where S2M = tr(YMY
T )−∑dl=1 aTl YM(M + τ−1l K−1l )−1MYTal. Moreover, the marginal
density of the data satisfies
p(Y | A, τ ,γ, σˆ20) ∝
{
d∏
l=1
|τlKl + In|−1/2
∣∣HT (τlKl + In)−1H∣∣− 12
}∣∣S2M ∣∣−( k(n−q)2 ) . (20)
Remark 7 Under Assumption 1, the likelihood for (τ ,γ) in (20) can also be obtained by
marginalizing out both B and σ20 using the objective prior pi(B, σ
2
0) ∝ 1/σ20, instead of
maximizing over σ20.
Since there is no closed-form expression for the parameters (τ ,γ) in the kernels, one
can numerically maximize the Equation (20) to estimate A and other parameters.
Aˆ = argmax
A
d∑
l=1
aTl Gl,Mal, s.t. A
TA = Id, (21)
(τˆ , γˆ) = argmax
(τ ,γ)
p(Y | Aˆ, τ ,γ). (22)
When Σ1 = ... = Σd, the closed-form expression of Aˆ can be obtained similarly in
Theorem 2. In general, we can use the approach in Wen and Yin (2013) for solving the
optimization problem in (22). After obtaining τˆ and σˆ20, we transform them to get σˆ
2
l = τˆlσˆ
2
0
for l = 1, ..., d.
Let Σˆl be a matrix with the (i, j)-term as σˆ
2
l Kˆl(xi,xj), where Kˆl(xi,xj) is the kernel
function after plugging the estimator γˆl for 1 ≤ l ≤ d. We have the following predictive
distribution for the outputs at any given input.
Theorem 8 Under the Assumption 1, after marginalizing out Z and B by the objective
prior pi(B) ∝ 1, the predictive distribution of model (18) for any x∗ is
Y(x∗) | Y, Aˆ, γˆ, σˆ2, σˆ20 ∼ MN
(
µˆ∗M (x
∗), Σˆ∗M (x
∗)
)
.
Here
µˆ∗M (x
∗) =
(
h(x∗)Bˆ
)T
+ AˆzˆM (x
∗), (23)
where Bˆ = (HTH)−1H(Y− AˆZˆM )T , ZˆM = (ZˆT1,M , ..., ZˆTd,M )T , with Zˆl,M = aTl YM(ΣˆlM+
σˆ20In)
−1Σˆl, and zˆM (x∗) = (zˆ1,M (x∗), ..., zˆd,M (x∗))T with zˆl,M (x∗) = ΣˆTl (x
∗)(ΣˆlM+σˆ20In)−1MYal,
for l = 1, ..., d. Moreover,
Σˆ∗M (x
∗) = AˆDˆM (x∗)AˆT + σˆ20(1 + h(x
∗)(HTH)−1hT (x∗))(Ik − AˆAˆT ), (24)
where DˆM (x
∗) is a diagonal matrix with the lth diagonal term, denoted by Dˆl,M (x∗), having
the following expression
Dˆl,M (x
∗) = σˆ2l Kˆl(x
∗, x∗) + σˆ20 − ΣˆTl (x∗)Σ˜−1l Σˆl(x∗)
+ (hT (x∗)−HT Σ˜−1l Σˆl(x∗))T (HT Σ˜−1l H)−1(hT (x∗)−HT Σ˜−1l Σˆl(x∗)),
with Σ˜l = Σˆl + σˆ
2
0In for l = 1, ..., d.
11
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In Theorem 8, the estimated mean parameters are Bˆ = E[B | Y, Aˆ, γˆ, σˆ2, σˆ20], which
could be used for inferring the trend of some given covariates (e.g. the gridded temperature
example in Section 5.2).
Denote Y(x∗) = (YT1 (x∗), YT2 (x∗))T where Y1(x∗) and Y2(x∗) are two vectors of di-
mensions k1 and k2 (k1 + k2 = k), respectively. Assuming the same conditions in Theorem
8 hold, if one observes both Y1(x
∗) and Y, the predictive distribution of Y2(x∗) follows
Y2(x
∗) | Y1(x∗),Y, Aˆ, γˆ, σˆ2, σˆ20 ∼ MN
(
µˆ∗M,2|1(x
∗), Σˆ∗M,2|1(x
∗)
)
. (25)
where µˆ∗M,2|1(x
∗) = µˆ∗M,2(x
∗)+ Σˆ∗M,12(x
∗)T Σˆ∗M,11(x
∗)−1(Y1(x∗)− µˆ∗M,1(x∗)) with µˆ∗M,1(x∗)
and µˆ∗M,2(x
∗) being the first k1 and last k2 entries of µˆ∗M (x
∗); Σˆ∗M,2|1(x
∗) = Σˆ∗M,22(x
∗) −
Σˆ∗M,12(x
∗)T Σˆ∗M,11(x
∗)−1Σˆ∗M,12 with ΣˆM,11, ΣˆM,22 and ΣˆM,12 being the first k1 × k1, last
k2× k2 entries in the diagonals and k1× k2 entries in the off-diagonals of Σˆ∗M , respectively.
3. Comparison to other approaches
In this section, we compare our method to various other frequently used approaches and
discuss their connections and differences using examples. First of all, note that the MLE
of the factor loading matrix A under the Assumption 1 is U0R (without marginalizing out
Z), where U0 is the first d ordered eigenvectors of YY
T and R is an arbitrary orthogonal
rotation matrix. This corresponds to the solution of principal component analysis, which
is widely used in the literature for the inference of the latent factor model. For example,
Bai and Ng (2002) and Bai (2003) assume that ATA = kId and estimate A by
√
kU0 in
modeling high-dimensional time series. The estimation of factor loading matrix by the PCA
is also applied in emulating multivariate outputs from a computer model (Higdon et al.,
2008), where the factor loading matrix is estimated by the singular value decomposition of
the standardized output matrix.
The principal axes of the PCA are the same with those obtained from the PPCA, in
which the factor loading matrix is estimated by the maximum marginal likelihood, after
marginalizing out the independent and normally distributed factors (Tipping and Bishop,
1999). The estimator of the factor loadings is found to be the first d columns of U˜0(D˜0 −
σ20Id)R, where D˜0 is a diagonal matrix whose lth diagonal term is the lth largest eigenvalues
of YYT /n and R is an arbitrary d× d orthogonal rotation matrix.
The PPCA gives a full probabilistic model of the PCA by modeling Z via independent
normal distributions. However, when outputs are correlated across different inputs, mod-
eling the factor processes as independent normal distributions along with the latent factor
model in (1) may not be a good sampling model in some applications. In comparison, in
GPPCA the factors are allowed to be correlated; and we marginalize the factors out to
estimate A to take account for the uncertainty. This is why our approach can be viewed as
a generalized approach of the PPCA for the correlated data.
The second observation is that the estimation of the factor loading matrix in the PCA or
PPCA typically assumes the data are standardized. However, the standardization process
could cause a loss of information and the uncertainty in the standardization is typically
not considered. This problem is also resolved by GPPCA, where the intercept and other
12
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Figure 1: Estimation of the factor loading matrix by the PCA and GPPCA for Example 1
with the variance noise being σ20 = 0.01 and σ
2
0 = 1, graphed in the upper panels
and lower panels, respectively. The circles and dots are the first and second rows
of Y in the left panel, and of the transformed output Y˜ = YL in the middle
panels, where L = UD1/2 with U being the eigenvectors and the diagonals of
D being the eigenvalues of the eigendecomposition of (σˆ20Σˆ
−1 + In)−1, where the
(i, j)-term of Σˆ is σˆ2Kˆ(xi,xj) by plugging the estimated range parameter γˆ. The
circles and dots in the middle panels almost overlap. In the right panels, the
black solid lines, red dotted lines and blue dash lines are the subspace of A, the
first eigenvector of U0 and the first eigenvector of G in Theorem 2, respectively,
with the black triangles being the outputs. The black, blue and red lines almost
overlap in the upper right panel.
covariates can be included in the model and the mean parameters can be marginalized out
in estimating the factor loading matrix, as discussed in Section 2.3.
Next we illustrate the difference between the GPPCA and PCA using Example 1.
Example 1 The data is sampled from the model (1) with the shared covariance matrix
Σ1 = Σ2 = Σ, where x is equally spaced from 1 to n and the kernel function is assumed to
follow (12) with γ = 100 and σ2 = 1. We choose k = 2, d = 1 and n = 100. Two scenarios
are implemented with σ20 = 0.01 and σ
2
0 = 1, respectively. The parameters (σ
2
0, σ
2, γ) are
assumed to be unknown and estimated from the data.
Note the linear subspace spanned from the column space of estimated loading matrix by
the PCA or PPCA is the same, which isM(U0), even though the form of these estimators
13
Gu and Shen
are slightly different. Thus we only compare the GPPCA to the PCA in Figure 1 where A
is a two-dimensional vector generated from a uniform distribution on the Stiefel manifold
(Hoff, 2018). The signal to noise ratio (SNR) is τ = 102 and τ = 1 for the upper and lower
panels in Figure 1, respectively.
From Figure 1, we observe that when the SNR is large, two rows of the outputs are
strongly correlated, as shown in the upper left panel, with the empirical correlation being
around −0.83 between two rows of the output Y. The estimated subspaces by the PCA and
GPPCA both match the true A equally well in this scenario, shown in the upper right panel.
When the variance of the noise gets large, the outputs are no longer very correlated. For
example, the empirical correlation between two simulated output variables is only around
−0.18. As a result, the angle between the estimated subspace and the column space of A
by the PCA is large, as shown in the right lower panel.
The GPPCA by Theorem 2 essentially transforms the output by Y˜ = YL, graphed
in the middle panels, where L = UD1/2 with U and D being a matrix of eigenvectors
and a diagonal matrix of the eigenvalues from the eigendecomposition of (σˆ20Σˆ
−1 + In)−1,
respectively, where variance parameter and kernel parameter are estimated by the MMLE
discussed in Section 2.2. The two rows of the transformed outputs are strongly correlated,
shown in the middle panels. The empirical correlation between two rows of the transformed
outputs graphed in the lower panel is about −0.99, even though the variance of the noise
is as large as the variance of the signal. By Theorem 2, the subspace by the GPPCA is
equivalent to the first eigenvector of the transformed output for this example, and it is
graphed as the blue dashed curves in the right panels. The estimated subspace by the
GPPCA is very close to the truth in both scenarios, even when the variance of the noise is
large in the second scenario.
For PCA, the mean of the outputs is typically estimated by the maximum likelihood
estimator AˆpcaAˆ
T
pcaY, where Aˆpca = U0 (Bai and Ng, 2002). In Figure 2, the PCA estima-
tion of the mean for Example 1 is graphed as the red curves and the posterior mean of the
output in the GPPCA in Corollary 5 is graphed as the blue curves. The PCA underesti-
mates the variance of the noise and hence has a large estimation error. In comparison, the
estimated mean of the output by the GPPCA is more accurate, as the correlation in each
output variable is properly modeled through the GPs of the latent factors.
Note that we restrict A to satisfy ATA = Id when simulating data examples in Figure
1. In practice, we find this constraint only affects the estimation of the variance parameter
σ2l in the kernel, l = 1, ..., d, because the meaning of this parameter changes.
There are some other estimators of the factor loading matrix in modeling high-dimensional
time series. For example, Lam et al. (2011); Lam and Yao (2012) estimate the factor loading
matrix of model (1) by AˆLY :=
∑q0
q=1 Σˆy(q)Σˆ
T
y (q), where Σˆy(q) is the k× k sample covari-
ance at lag q of the output and q0 is fixed to be a small positive integer. This approach is
sensible, becauseM(A) is shown to be spanned from∑q0q=1 Σy(q)ΣTy (q) under some reason-
able assumptions, where Σy(q) is the underlying lag-q covariance of the outputs. It is also
suggested in Lam and Yao (2012) to estimate the latent factor by ZˆLY = Aˆ
T
LY Y, meaning
that the mean of the output is estimated by AˆLY ZˆLY = AˆLY Aˆ
T
LY Y. This estimator and
the PCA are both included for comparison in Section 4..
14
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Figure 2: Estimation of the mean of the output Y for Example 1 with the variance of the
noise being σ20 = 0.01 and σ
2
0 = 1, graphed in the upper panels and lower panels,
respectively. The first row and second row of Y are graphed as the black curves
in the left panels and right panels, respectively. The red dotted curves and the
blue dashed curves are the prediction by the PCA and GPPCA, respectively. The
grey region is the 95% posterior credible interval from GPPCA. The black curves,
blue curves and grey regions almost overlap in the upper panels.
4. Simulated examples
In this section, we numerically compare different approaches studied before. We use several
criteria to examine the estimation. The first criterion is the largest principal angle between
the estimated subspace M(Aˆ) and the true subspace M(A). Let 0 ≤ φ1 ≤ ... ≤ φd ≤ pi/2
be the principal angles between M(A) and M(Aˆ), recursively defined by
φi = arccos
(
max
a∈M(A),aˆ∈M(Aˆ)
|aT aˆ|
)
= arccos(|aTi aˆi|),
subject to
||a|| = ||aˆ|| = 1, aTai = 0, aˆT aˆi = 0, i = 1, ..., d− 1,
where || · || denotes the L2 norm. The largest principal angle is φd, which quantifies how
close two linear subspaces are. When two subspaces are identical, all principal angles are
zero. When the columns of the A and Aˆ form orthogonal bases of the M(A) and M(Aˆ),
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the cosine of the largest principal angle is equal to the smallest singular value of AT Aˆ
(Bjo¨rck and Golub, 1973; Absil et al., 2006; Reynkens, 2018). Thus the largest principal
angle can be calculated efficiently through the singular value decomposition of AT Aˆ.
We numerically compare four approaches for estimating A. The first approach is the
PCA, which estimates A by U0, where U0 is the first d eigenvectors of YY
T /n. Note
the other version of the PCA and the PPCA both have the same largest principal angle
between the estimated subspace of A and the true subspace of A, so the results are omitted.
The GPPCA is the second approach. When the covariance of the factor processes is the
same, the closed-form expression of the estimator of the factor loading matrix is given in
Theorem 2. When the covariance of the factor processes is different, we implement the
optimization algorithm in Wen and Yin (2013) that preserves the orthogonal constraints
to obtain the maximum marginal likelihood estimation of the factor loading matrix in
Theorem 3. In both cases, the estimator Aˆ can be written as a function of (γ, τ , σ20) which
are estimated by maximizing the marginal likelihood after integrating out Z and plugging
Aˆ. The third approach, denoted as LY1, estimates A by Σˆy(1)Σˆ
T
y (1), where Σˆy(1) is the
sample covariance of the output at lag 1 and the fourth approach, denoted as LY5, estimates
A by
∑q0
q=1 Σˆy(q)Σˆ
T
y (q) with q0 = 5, used in Lam and Yao (2012) and Lam et al. (2011),
respectively.
We also compare the performance of different approaches by the average mean squared
errors (AvgMSE) in predicting the mean of the output over N experiments as follows
AvgMSE =
N∑
l=1
k∑
j=1
n∑
i=1
(Yˆ
(l)
j,i − E[Y (l)j,i ])2
knN
, (26)
where E[Y (l)j,i ] is the (j, i) element of the mean of the output matrix at the lth experiment,
and Yˆ
(l)
j,i is the estimation. As discussed in (4), the estimation of the mean of the output
matrix by the PCA, LY1 and LY5 is AˆAˆTY, where Aˆ is the estimated factor loading
matrix in each approach (Bai and Ng (2002); Lam et al. (2011); Lam and Yao (2012)). In
GPPCA, we use the posterior mean of AZ given in Corollary 5 to estimate mean of the
output matrix.
Both the correctly specified model and misspecified model are used to sample data in
the numerical comparison. In Section 4.1, we assume that A is sampled from the uniform
distribution on the Stiefel manifold (Hoff, 2018), and the kernels are correctly specified with
unknown parameters. In Section 4.2, we compare the performance of different approaches
when the factor loading matrix, kernel functions or the factors do not satisfy our model
assumptions.
4.1 Correctly specified model
We first compare the performance using a simple example where the covariance of the factor
process is shared.
Example 2 (Factors with the same covariance matrix) The data are sampled from
model (1) with Σ1 = ... = Σd = Σ, where xi = i for 1 ≤ i ≤ n, and the kernel function
in (12) is used with γ = 100 and σ2 = 1. In each scenario, we simulate the data from 16
16
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Figure 3: The largest principal angle between the true subspace of the factor loading matrix
and the estimation from the four approaches for Example 2 (ranging from [0, pi/2],
the smaller the better). In the first row, the number of the observations of each
output variable is assumed to be n = 200 and n = 400 for the left four boxplots
and right four boxplots in each panel, respectively. In the second row, the number
of observations is assumed to be n = 500 and n = 1000 for the left four boxplots
and right four boxplots in each panel, respectively.
different combinations of σ20, k, d and n. We repeat N = 100 times for each scenario. The
parameters (σ20, σ
2, γ) are treated as unknown and estimated from the data.
In Figure 3, we present the largest principal angle between the true subspaceM(A) and
estimated subspace M(Aˆ) at different settings of Example 1. The red, blue, yellow and
green boxplots are the results from the PCA, GPPCA, LY1 and LY5. In each panel, the
sample size gets doubled from the left four boxplots to the right four. The SNR τ = σ2/σ20
is assumed to be 100 and 4 in the upper panels and lower panels, respectively.
Since the covariance of the factor processes is the same in Example 2, the estimated A
by the GPPCA has a closed-form solution given in Theorem 2. For all 16 different scenarios,
the GPPCA outperforms the other three methods in terms of having the smallest largest
17
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d = 4 and τ = 100 k=8 k=40
n = 200 n = 400 n = 200 n = 400
PCA 5.3× 10−3 5.1× 10−3 1.4× 10−3 1.1× 10−3
GPPCA 3.3× 10−4 2.6× 10−4 2.2× 10−4 1.3× 10−4
LY1 4.6× 10−2 5.8× 10−3 1.5× 10−2 2.1× 10−3
LY5 3.2× 10−2 5.5× 10−3 1.1× 10−2 1.8× 10−3
d = 8 and τ = 100 k=16 k=80
n = 500 n = 1000 n = 500 n = 1000
PCA 5.2× 10−3 5.0× 10−3 1.3× 10−3 1.1× 10−3
GPPCA 2.9× 10−4 2.4× 10−4 1.9× 10−4 1.1× 10−4
LY1 1.4× 10−2 5.1× 10−3 5.4× 10−3 1.2× 10−3
LY5 8.8× 10−3 5.1× 10−3 3.9× 10−3 1.2× 10−3
d = 4 and τ = 4 k=8 k=40
n = 200 n = 400 n = 200 n = 400
PCA 1.4× 10−1 1.3× 10−1 4.2× 10−2 3.4× 10−2
GPPCA 5.8× 10−3 4.4× 10−3 5.3× 10−3 3.0× 10−3
LY1 2.2× 10−1 1.7× 10−1 7.2× 10−2 6.4× 10−2
LY5 2.2× 10−1 1.5× 10−1 4.8× 10−2 4.1× 10−2
d = 8 and τ = 4 k=16 k=80
n = 500 n = 1000 n = 500 n = 1000
PCA 1.4× 10−1 1.3× 10−1 3.9× 10−2 3.2× 10−2
GPPCA 5.1× 10−3 3.9× 10−3 4.3× 10−3 2.4× 10−3
LY1 1.8× 10−1 1.4× 10−1 5.1× 10−2 3.4× 10−2
LY5 1.7× 10−1 1.3× 10−1 4.6× 10−2 3.1× 10−2
Table 1: AvgMSE for Example 2.
principal angle between M(A) and M(Aˆ). Both PCA and GPPCA can be viewed as
maximum likelihood type of approaches under the orthonormality assumption of the factor
loading matrix. The difference is that the estimator of A by the GPPCA maximizes the
marginal likelihood after integrating out the factor processes, whereas the PCA maximizes
the likelihood without modeling the factor processes. The principal axes by the PCA are the
same as the PPCA which assumes the factors are independently distributed. As discussed
before, the model with independent factors, however, is not a sensible sampling model for
the correlated data, such as the multiple time series or multivariate spatial processes.
The performance of all methods improves when the sample size increases or when the
SNR increases, shown in Figure 3. The LY5 estimator (Lam et al., 2011) seems to perform
slightly better than the PCA when the SNR is smaller. This method is sensible because
the factor loading space M(A) is spanned by the eigenvectors of M := ∑q0i=1 Σy(q)ΣTy (q)
under some conditions. However, this may not be the unique way to represent the subspace
of the factor loading matrix. Thus the estimator based on this argument may not be as
efficient as the maximum marginal likelihood approach by the GPPCA, shown in Figure 3.
The AvgMSE of the different approaches for Example 2 is shown in Table 1. The mean
squared error of the estimation by the GPPCA is typically a digit or two smaller than the
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Figure 4: Prediction of the mean of the first two output variables in one experiment with
k = 8, d = 4, n = 400 and τ = 4. The observations are plotted as black circles
and the truth is graphed as the black curves. The estimation by the PCA and
GPPCA is graphed as the red dotted curves and blue dashed curves, respectively.
The shaded area is the 95% posterior credible interval by the GPPCA.
ones by the other approaches. This is because the correlation of the factor processes in
the GPPCA is properly modeled, and the kernel parameters are estimated based on the
maximum marginal likelihood estimation.
We plot the first two rows of the estimated mean of the output in one experiment from
the Example 2 in Figure 4. The estimation of the GPPCA approach is graphed as the
blue dashed curves, which is very close to the truth, graphed as the black curves, wheares
the estimation by the PCA is graphed as the red dotted curves, which are less smooth
and less accurate in predicting the mean of the outputs, because of the noise in the data.
The estimators by LY1 and LY5 are similar to those of PCA so we omit them in Figure
4. The problem of the PCA (and PPCA) is that the estimation assumes that the factors
are independently distributed. This independence assumption makes the likelihood too
concentrated. Hence the variance of the noise is underestimated as indicated by the red
curves in Figure 4.
In comparison, the variance of the noise estimated by the GPPCA is closer to the truth,
which makes posterior mean of the output closer to the truth. The 95% posterior credible
interval by the GPPCA is also close to the 95% nominal level when the sample size is large.
When the sample size is small, since the uncertainty of estimating A and other parameters
are not taken into account in the prediction, the 95% interval tends to be narrower than it
should be.
In Example 2, we assume the covariance matrices of the factors are the same. Next
we investigate the numerical performance when the covariance matrices of the factors are
different.
Example 3 (Factors with different covariance matrices) The data are sampled from
model (1) where xi = i for 1 ≤ i ≤ n. The variance of the noise is σ20 = 0.25 and the kernel
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Figure 5: The largest principal angle between the true subspace and the estimated subspace
of the four approaches for Example 3. The number of observations of each output
variable is n = 200 and n = 400 for left 4 boxplots and right 4 boxplots in 2 left
panels, respectively. The number of observations is n = 500 and n = 1000 for left
4 boxplots and right 4 boxplots in 2 right panels, respectively.
function is assumed to follow from (12) with σ2 = 1. The range parameter γ of each factor is
uniformly sampled from [10, 103] in each experiment. In each scenario, we simulate the data
from 8 different combinations of k, d and n. We repeat N = 100 times for each scenario.
The parameters in the kernels and the variance of the noise are treated as unknown and
estimated from the data.
The largest principal angle between M(A) and M(Aˆ) and the AvgMSE in estimating
the mean of the output matrix by different approaches for Example 3 is given in Figure 5
and Table 2, respectively. The estimation by the GPPCA outperforms the other methods
based on both criteria.
Since the covariance matrices are different in Example 3, we implement the numerical
optimization algrithm on the Stiefel manifold (Wen and Yin, 2013) to estimate A in Theo-
rem 3. Based on this algorithm, GPPCA is the best method in estimating the factor loading
matrix among all the approaches we consider. However, the numerical optimization algo-
rithm costs more time than the closed-form solution of the factor loading matrix, when the
covariance is shared. Moreover, this solution of the optimization algorithm in Wen and Yin
(2013) may also converge to a local optimum. It remains an open question on developing a
more efficient and accurate algorithm for the optimization problem in Theorem 3.
4.2 Misspecified model
In this subsection, we discuss two numerical examples where the latent factor model is
misspecified. First, we let the Assumption 1 be violated. In both examples, we assume
that each entry of the factor loading matrix is sampled independently from a uniform dis-
tribution, hence not constrained in the Stiefel manifold. The second misspecification comes
from the misuse of the kernel function in the factor processes. In reality, the smoothness of
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d = 4 and τ = 4 k=8 k=40
n = 200 n = 400 n = 200 n = 400
PCA 1.3× 10−1 1.3× 10−1 3.8× 10−2 3.0× 10−2
GPPCA 1.4× 10−2 4.0× 10−2 7.1× 10−3 1.1× 10−2
LY1 1.6× 10−1 1.4× 10−1 4.9× 10−2 3.4× 10−2
LY5 1.5× 10−1 1.3× 10−1 4.4× 10−2 3.2× 10−2
d = 8 and τ = 4 k=16 k=80
n = 500 n = 1000 n = 500 n = 1000
PCA 1.3× 10−1 1.3× 10−1 3.5× 10−2 2.9× 10−2
GPPCA 1.3× 10−2 3.3× 10−2 6.0× 10−3 8.0× 10−3
LY1 1.4× 10−1 1.3× 10−1 3.7× 10−2 2.9× 10−2
LY5 1.4× 10−1 1.3× 10−1 3.4× 10−2 2.8× 10−2
Table 2: AvgMSE for Example 3.
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Figure 6: The largest principal angle between the estimated subspace of four approaches
and the true subspace for Example 4. The number of observations are assumed
to be n = 100, n = 200 and n = 400 for left 4 boxplots, middle 4 boxplots and
right 4 boxplots in both panels, respectively. The kernel in simulating the data
is assumed to be the exponential kernel in the left panel, whereas the kernel is
assumed to be the Gaussian kernel in the right panel.
the true process may be unknown, therefore the use of any particular type of kernels may
lead to an under-smoothing or over-smoothing scenario. Moreover, the factor may be an
unknown deterministric function, rather than a sample from a Gaussian process. All these
possible misspecifications will be discussed using the following Examples 4 and 5.
Example 4 (Unconstrained factor loadings and misspecified kernel functions) The
data are sampled from model (1) with Σ1 = ... = Σd = Σ and xi = i for 1 ≤ i ≤ n. Each
entry of the factor loading matrix is assumed to be uniformly sampled from [0, 1] indepen-
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exponential kernel and τ = 4 Gaussian kernel and τ = 1/4
n = 100 n = 200 n = 400 n = 100 n = 200 n = 400
PCA 7.4× 10−2 6.1× 10−2 5.4× 10−2 1.1× 100 8.9× 10−1 8.4× 10−1
GPPCA 3.1× 10−2 2.6× 10−2 2.4× 10−2 7.2× 10−1 6.6× 10−1 6.2× 10−1
LY1 1.5× 10−1 8.2× 10−1 5.7× 10−2 1.3× 100 1.0× 100 8.6× 10−1
LY5 1.3× 10−1 7.3× 10−1 5.6× 10−2 1.3× 100 1.0× 100 8.6× 10−1
Table 3: AvgMSE for Example 4.
dently (without the orthogonal constraints in (4)). The exponential kernel and the Guassian
kernel are assumed in generating the data with different combinations of σ20 and n, while in
the GPPCA, we still use the Mate´rn kernel function in (12) for the estimation. We assume
k = 20, d = 4, γ = 100 and σ2 = 1 in sampling the data. We repeat N = 100 times for
each scenario. All the kernel parameters and the noise variance are treated as unknown and
estimated from the data.
The largest principal angles between M(A) and M(Aˆ) of the four approaches for Ex-
ample 4 are plotted in Figure 6. Even though the factor loading matrix is not constrained
on the Stiefel manifold and the kernels are misspecified in GPPCA, GPPCA still has a
better performance than other approaches in all scenarios. The PCA is an extreme case of
the GPPCA where the range parameter of the kernel is estimated to be zero, meaning that
the covariance of the factor process is an identity matrix.
Another interesting finding is that all methods seem to perform better when the Gaus-
sian kernel is used in simulating the data, even if the SNR of the simulation using a Gaussian
kernel is smaller. This is because the variation of the factors is much larger when the Gaus-
sian kernel is used, which makes the effect of the noise relatively small. In both cases, the
GPPCA seems to be efficient in estimating the subspace of the factor loading matrix.
Furthermore, since only the linear subspace of the factor loading matrix is identifiable,
rather than the factor loading matrix, the estimation of the factor loadings without the
orthogonal constraints is also accurate by the GPPCA. Note the interpretation of the es-
timated variance parameter in the kernel by the GPPCA changes, because each column of
A is not orthonomal in generating the data.
The AvgMSE of the four approaches for Example 4 is shown in Table 3. The estimation
of the GPPCA is more accurate than the other approaches. Because of the larger variation
in the factor processes with the Gaussian kernel, the corresponding variation in the mean
of the output is also larger than the one when the exponential kernel is used. Consequently,
all approaches have larger estimated errors for the case with the Gaussian kernel.
We discuss the last example where the factor is assumed to come from a deterministic
function as follows.
Example 5 (Unconstrained factor loadings and deterministic factors) The data are
sampled from model (1) with each latent factor being a deterministic function
Zl(xi) = cos(0.05piθlxi)
22
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Figure 7: The largest principal angle between the estimated subspace of the loading matrix
and the true subspace for Example 5. From the left to the right, the number of
observations is assumed to be n = 100, n = 200, n = 400 and n = 800 for each 4
boxplots, respectively.
n = 100 n = 200 n = 400 n = 800
PCA 7.0× 10−2 6.0× 10−2 5.4× 10−2 5.2× 10−2
GPPCA 1.4× 10−2 9.2× 10−3 6.7× 10−3 5.5× 10−3
LY1 9.8× 10−1 7.6× 10−1 6.3× 10−2 5.7× 10−2
LY5 9.3× 10−2 7.3× 10−2 6.2× 10−2 5.6× 10−2
Ind GP 2.0× 10−2 1.9× 10−2 1.7× 10−2 1.7× 10−2
PP GP 2.0× 10−2 1.9× 10−2 1.8× 10−2 1.8× 10−2
Table 4: AvgMSE for Example 5.
where θl
i.i.d.∼ unif(0, 1) for l = 1, ..., d, with xi = i for 1 ≤ i ≤ n, σ20 = 0.25, k = 20 and
d = 4. Four scenarios are considered with the sample size n = 100, n = 200, n = 400 and
n = 800.
For the GPPCA, we assume the covariance is shared for each factor and the Mate´rn
kernel in (12) is used for Example 5. The largest principal angle betweenM(A) andM(Aˆ)
of the four approaches is given in Figure 7. When the number of observations increases,
all four methods estimate M(A) more accurately, even though the factors are no longer
sampled from Gaussian processes. Note the reproducing kernel Hilbert space attached to
the Gaussian process with the Mate´rn kernel contains those functions in the Sobolev space
that are squared integrable up to the order 2 (Gu et al., 2018c), while the deterministic
function to generate the factors in Example 5 is infinitely integrable. The estimation by the
GPPCA is still the best approach in estimating M(A) among the four approaches in this
scenario.
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The AvgMSE of the different approaches in estimating the mean of the output of the
Example 5 is given in Table 4. We also include two more approaches, namely the indepen-
dent Gaussian processes (Ind GP) and the parallel partial Gaussian processes (PP GP). The
Ind GP approach treats each output variable independently and the mean of the output
is estimated by the predictive mean in the Gaussian process regression (Rasmussen, 2006).
The PP GP approach also models each output variable independently by a Gaussian pro-
cess, whereas the covariance fucntion is shared for k independent Gaussian processes and
estimated based on all data (Gu and Berger, 2016).
As shown in Table 4, the estimation by the GPPCA is the most accurate among six
approaches. The estimation by the Ind GP and PP GP perform similarly and they seem
to perform better than the estimation by the PCA, LY1 and LY5. One interesting finding
in Table 4 is that the AvgMSE by the GPPCA seems to decrease faster than those of the
Ind GP and PP GP, when the sample size increases. This numerical result may shed some
lights on the convergence rate of the GPPCA in the nonparametric regression problem.
5. Real Data Examples
We apply the proposed GPPCA approach and compared its performance with other ap-
proaches on two real data applications in this section.
5.1 Emulating multivariate output of the computer models
We first apply GPPCA for emulating computer models with multivariate output. Com-
puter models or simulators have been developed and used in various scientific, engineering
and social applications. Some simulators are computationally expensive (as the numerical
solution of a system of the partial different equations (PDEs) is often required and is slow),
and some contain multivariate outputs at a set of the input parameters (see e.g. Higdon
et al. (2008); Paulo et al. (2012); Fricker et al. (2013); Gu and Berger (2016)). Thus, a
statistical emulator is often required to approximate the behavior of the simulator.
We consider the testbed called the ‘diplomatic and military operations in a non-warfighting
domain’ (DIAMOND) simulator (Taylor and Lane, 2004). The DIAMOND simulator mod-
els the number of casualties during the second day to sixth day after the earthquake and
volcanic eruption in Giarre and Catania. The input variables are 13 dimensional, such as
the helicopter cruise speed, engineer ground speed, hospital, shelter and food supply capac-
ity in these two places (see Table 1 in Overstall and Woods (2016) for a complete list of the
input variables).
We use the same n = 120 training and n∗ = 120 testing outputs in Overstall and Woods
(2016) to compare different approaches. We focus on the out-of-sample prediction using the
24
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Method Mean function Kernel RMSE PCI(95%) LCI(95%)
GPPCA Intercept Gaussian kernel 3.33× 102 0.948 1.52× 103
GPPCA Selected covariates Gaussian kernel 3.18× 102 0.957 1.31× 103
GPPCA Intercept Mate´rn kernel 2.82× 102 0.962 1.22× 103
GPPCA Selected covariates Mate´rn kernel 2.74× 102 0.957 1.18× 103
Ind GP Intercept Gaussian kernel 3.64× 102 0.918 1.18× 103
Ind GP Selected covariates Gaussian kernel 4.04× 102 0.918 1.17× 103
Ind GP Intercept Mate´rn kernel 3.40× 102 0.930 0.984× 103
Ind GP Selected covariates Mate´rn kernel 3.31× 102 0.927 0.967× 103
Multi GP Intercept Gaussian kernel 3.63× 102 0.975 1.67× 103
Multi GP Selected covariates Gaussian kernel 3.34× 102 0.963 1.54× 103
Multi GP Intercept Mate´rn kernel 3.01× 102 0.962 1.34× 103
Multi GP Selected covariates Mate´rn kernel 3.05× 102 0.970 1.50× 103
Table 5: Emulation of the DIAMOND simulator by different models. The first four rows
show the predictive performance by the GPPCA with different mean structure and
kernels. The middle four rows give the predictive performance by Ind GP with
the same mean structure and kernels, as used in the GPPCA. The 9th and 10th
rows show the emulation result of two best models in Overstall and Woods (2016)
using Gaussian kernel for the same held-out testing output, whereas the last two
rows give the result of the same model with the Mate´rn kernel in (12). The RMSE
is 1.08× 105 using the mean of the training output to predict.
following criteria,
RMSE =
√∑k
j=1
∑n∗
i=1(Yˆ
∗
j (x
∗
i )− Y ∗j (x∗i ))2
kn∗
, (27)
PCI(95%) =
1
kn∗
k∑
j=1
n∗∑
i=1
1{Y ∗j (x∗i ) ∈ CIij(95%)} , (28)
LCI(95%) =
1
kn∗
k∑
j=1
n∗∑
i=1
length{CIij(95%)} , (29)
where Y ∗j (x
∗
i ) is the jth coordinate of the held-out testing output vector at the ith testing
input x∗i for 1 ≤ i ≤ n∗ and 1 ≤ j ≤ k∗. CIij(95%) is the 95% predictive credible
interval and length{CIij(95%)} is the length of the 95% predictive credible interval of
the Y ∗j (x
∗
i ). Then a method with a small out-of-sample RMSE, PCI(95%) being close to
nominal 95% level, and a small LCI(95%) is considered precise in prediction and uncertainty
quantification.
We compare the prediction performance of the GPPCA, the independent Gaussian pro-
cesses (Ind GP) and multivariate Gaussian process (Multi GP) on the held-out testing
output. The Ind GP builds a GP to emulate each coordinate of the output vector sepa-
rately. The Multi GP in Overstall and Woods (2016) proposes a separable model, where
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Figure 8: The estimated covariance of the casualties by the GPPCA at the different days
after the catastrophe is graphed in the left panel. The held out testing output,
the prediction by the GPPCA and Independent GPs with the mean basis h(x) =
(1, x11) and Mate´rn kernel for the fifth day and sixth day are graphed in the right
panel.
the covariance of the output is a Kronecker product of the covariance matrix of the output
vector at the same input, and the correlation matrix of the any output variable at different
inputs. The parameters of Multi GP are estimated by the MLE using the code provided in
Overstall and Woods (2016) and the parameters in Ind GP are estimated by the posterior
mode using RobustGaSP R package (Gu et al., 2018a).
We use a product kernel for all models where each kernel is assumed the same for each
input dimension. The Gaussian kernel is assumed in Overstall and Woods (2016) and we
also include results using the Mate´rn kernel in (12) in all approaches for comparison. In
Overstall and Woods (2016), the model with the least RMSE is the one using the Gaussian
kernel and a set of selected covariates. We find the 11th input (food capacity in Catania)
is positively correlated with the outputs. Thus for the GPPCA and Ind GP, we explore the
predictive performance of the models with the mean basis function being h(x) = (1, x11).
We estimate the nugget parameters for the Ind GP and multi GP. For GPPCA, we assume
the range parameters in the kernels are shared for the latent factor processes, while the
variance parameters are allowed to be different.
The predictive RMSE of different models are shown in Table 5. Overall, all three
approaches are precise in prediction, as the predictive RMSE is less than 1% of the RMSE
using the mean to predict. Compared to the other two approaches, the GPPCA has the
smallest out-of-sample RMSE on each combination of the kernel function and mean function
among three approaches. The nominal 95% predictive interval covers around 95% of held-
out testing output with relatively short average length of the predictive interval. The
predictive interval from Multi GP covers more than 95% of the held-out testing output,
but the average length of the interval is the highest. The Ind GP has the shortest length
of the predictive interval, but it covers less than 95% of the held-out testing output using
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any kernel or mean function. The held out testing output on the fifth and sixth day and
the prediction by Ind PG and GPPCA are graphed in the right panel in Figure 8, both of
which seem to be accurate.
The estimated covariance matrix by the GPPCA between the casualties at the different
days is shown in the left panel in Figure 8. We find the estimated covariance between any
two days is positive. This is sensible as the short food capacity, for example, is associated
with the high casualties for all following days after the catastrophe. Note the estimated
correlation of the output decreases along with the increase in days, though we do not enforce
a time-dependent structure (such as the autoregressive model in Liu et al. (2009); Farah
et al. (2014)). The GPPCA is a more general model as the output does not have to be
time-dependent, and the estimated covariance between the output variables captures the
time dependence structure in the example.
5.2 Gridded temperature
In this subsection, we consider global gridded temperature anomalies from U.S. National
Oceanic and Atmospheric Administration (NOAA), available at:
ftp://ftp.ncdc.noaa.gov/pub/data/noaaglobaltemp/operational
This dataset records the global gridded monthly anomalies of the combined air and marine
temperature from Jan 1880 to near present with 5◦×5◦ latitude-longitude spatial resolution
(Shen, 2017).
A proportion of the temperature measurements is missing in the data set, which is also
a common scenario in other climate data set. As many scientific studies may rely on the
full data set, we first compare different approaches on interpolation, using the monthly
temperature anomalies at 1, 639 spatial grid boxes in the past 20 years. We hold out the
24, 000 randomly sampled measurements on 1, 200 spatial grid boxes in 20 months as the
test data set. The rest 15, 336 measurements are used as the training data. We evaluate
the interpolation performance of different methods based on the out of sample RMSE,
PCI(95%), and LCI(95%) defined in (27).
The predictive performance by the GPPCA using the predictive distribution in (25)
is shown in the first four rows of Table 6. Here the number of grid boxes is k = 1639,
and the temporal correlation of the temperature measurements at different months are
parameterized by the Mate´rn kernel in (12). We model the intercept and monthly change
rate at each location by assuming the mean basis function h(x) = (1, x), where x is an
integer from 1 to 240 to denote the month of an observation. We explore the cases with
d = 50 and d = 100 latent factor processes where the covariance in each latent process is
assumed to be the same. In this dataset, the average recorded variance of the measurement
error is around 0.1. We implement the scenarios with an estimated variance or a fixed
variance of the measurements. In the fifth to the eighth rows, we show the predictive
performance of the PPCA with the same number of latent factors. We also implement the
GP regression based on the same Mate´rn kernel, separately for the observations in each
spatial grid box and in each month. The RobustGaSP R package (Gu et al., 2018a) is
used to fit the GP regression with the estimated nuggets, and the mean basis function is
assumed to be h(x) = (1, x) when fitting GP regression for the monthly measurements. In
the last two rows in Table 6, we consider two regression schemes based on the random forest
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Method measurement error RMSE PCI(95%) LCI(95%)
GPPCA, d = 50 estimated 0.392 0.877 1.03
GPPCA, d = 100 estimated 0.330 0.774 0.564
GPPCA, d = 50 fixed 0.392 0.938 1.34
GPPCA, d = 100 fixed 0.335 0.976 1.44
PPCA, d = 50 estimated 0.644 0.674 1.09
PPCA, d = 100 estimated 0.644 0.520 1.40
PPCA, d = 50 fixed 0.641 0.760 1.33
PPCA, d = 100 fixed 0.622 0.801 1.400
Temporal smoothing by GP estimated 1.02 0.940 2.36
Spatial smoothing by GP estimated 0.623 0.917 1.95
Temporal regression by RF estimated 0.497 / /
Spatial regression by RF estimated 0.444 / /
Table 6: Out of sample prediction of the temperature anomalies by different approaches.
The first four rows give the predictive performance by the GPPCA with different
latent factors, estimated and fixed variance of the measurement error, whereas the
latter four rows record the results by the PPCA. The predictive performance by
the temporal smoothing method and spatial smoothing methods are given in the
9th and 10th rows. The last two rows give the predictive RMSE by regression
using the random forest (RF) algorithm.
algorithm (Liaw et al. (2002)). The first scheme treats the observations in each spatial grid
box as independent measurements, wheares the second scheme treats the observations in
each month as independent measurements. The regression is then implemented based on
the observations at the observed time points and in the spatial grid boxes, respectively.
First, we find that GPPCA has the lowest out-of-sample RMSE among all the methods
we considered. One reason is that the kernel function and the estimated factor loadings
in GPPCA approach account for the spatial correlation and temporal correlation in a non-
stationary way. Here the spatial correlation seems to be larger than the temporal correlation
because the methods such as the spatial smoothing approach by GP and spatial regression
by RF have smaller predictive errors than its temporal counterparts. However, the globe
temperature measurements may be non-stationary (see the observed temperature in April
2013 in the middle panel in Figure 9). We find that the RMSE based on the spatial
smoothing method by the stationary GP is nearly twice as large as the RMSE by GPPCA
with d = 100 factors.
When the number of factors increase, both the PPCA and GPPCA seem to perform
better in terms of RMSEs. However, the estimation by the GPPCA is more precise. This is
because the temporal correlation and linear trend are modeled and estimated in the GPPCA,
whereas the PPCA is a special case of GPPCA with the independent monthly measurements
and constant mean at each grid. Although the RMSE by directly smoothing the temporal
field is the largest among the approaches, modeling the trend and temporal correlation in
the GPPCA seems to improve the predictive performance over the PPCA. This result is
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Figure 9: The interpolated and observed temperature anomalies in April 2013. The ob-
served temperature anomalies in April 2013 is graphed in the middle panel.
The interpolated temperature anomalies by the GPPCA and spatial smoothing
method are graphed in the left and right panels, respectively. The number of
training observations and test observations are 439 and 1200, respectively. The
out-of-sample RMSE of the GPPCA and spatial smoothing method is 0.335 and
0.779, respectively.
achieved with the simplest setting in GPPCA, that is when the covariance of the factor
processes is assumed to be the same. In this case, the estimation of the factor loadings has
a closed form expression. Assuming different parameters in the factor processes and use
other kernel functions may further improve the precision in prediction. Furthermore, when
the variance of the measurement error is estimated, the predictive credible interval by either
the PPCA or the GPPCA is too short, resulting the under-coverage of the 95% predictive
interval. When the variance is fixed, the predictive interval by the GPPCA covers around
the nominal 95% of the held out test data, wheares the coverage by that of the PPCA is
around 80%.
The interpolated temperature anomalies in April 2013 by the GPPCA and spatial
smoothing approach is shown in the left and right panels in Figure 9, respectively. Com-
pared with the observed temperature anomalies shown in the middle panel, the GPPCA
interpolation is more precise than the spatial smoothing method at the locations where the
temperature anomalies changes rapidly, e.g. the regions between the U.S. and Canada, and
the west regions in Russia. This implies that the k × d estimated factor loading matrix in
the GPPCA serves as a set of good basis for this spatial process, which makes the predictive
error much smaller than that of the spatial smoothing approach. It will be interesting to
compare the GPPCA with an approach modeling both the spatial and temporal covariance
by the kernels. However modeling the spatio-temporal covariance can be computationally
challenging, as the number of spatial locations is large.
Note that the missing values are typically scattered in different rows and columns of
the observation matrix in practice. One of the future directions is to extend the GPPCA
to include the columns of the data matrix with missing values to improve the estimation
of the factor loading matrix and the predictive distribution of the missing values, based
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Figure 10: Estimated intercept and monthly change rate of the temperature anomalies by
the GPPCA using the monthly temperature anomalies between January 1999
and December 2018.
on expectation-maximization algorithm, or the Markov chain Monte Carlo algorithm if one
can specify the full posterior distributions of the factor loading matrix and the parameters.
Besides, We should also emphasize that we do not utilize the spatial distance in the GPPCA.
This makes the GPPCA suitable for other interpolation and matrix completion tasks when
there is no distance information between the output variables.
The estimated trend parameters Θˆ are shown in Figure 10. Based on the last twenty
years’ data, the average annual increase of the temperature is at the rate of around 0.02 oC.
The areas close to the north pole seems to have the most rapid increase rate. Among the rest
of the areas, the south west part and the north east part of the U.S. also seem to increase
slightly faster than the other areas. Note we only use the observations from the past 20
years for demonstration purpose. A study based on a longer history of measurements may
give a clearer picture of the change in global temperature.
6. Concluding remarks
In this paper, we have introduced the GPPCA, as an extension of the PPCA for the latent
factor model with the correlated factors. By allowing data to infer the covariance structure
of the factors, the estimation of the factor loading matrix and the predictive distribution
of the output variables both become more accurate by the GPPCA, compared to the ones
obtained from PCA and other approaches. This work also highlights the scalable computa-
tion achieved by a closed-form expression of the inverse covariance matrix in the marginal
likelihood. In addition, we extend our approach to the model with additional covariates in
the mean and we manage to marginalize out the parameters in the mean structure to ob-
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tain a closed-form expression of the marginal likelihood when estimating the factor loading
matrix.
There are several future directions related to this work. First of all, the factor loading
matrix, as well as other parameters in the kernel functions and the variance of the noise,
is estimated by the maximum marginal likelihood estimator, where the uncertainty in the
parameter estimation is not expressed in the predictive distribution of the output variables.
A full Bayesian approach may provide a better way to quantify the uncertainty in the
predictive distribution though it requires a reasonble prior of the factor loading matrix on
the Stiefel manifold and the other parameters in the model. Secondly, we assume the number
of the latent factors is known in this work; and a consistent way to identify the number of
latent factors is often needed in practice. Furthermore, the convergence rate of the predictive
distribution and the estimation of the subspace of the factor loading matrix of the GPPCA
both need to be explored. The numerical results shown in this work seem to be encouraging
towards this direction. Lastly, when the covariances of the factor processes are not the
same, the numerical optimization algorithm that preserves the orthogonal constraints (Wen
and Yin, 2013) is implemented for the marginal maximum likelihood estimator of the factor
loading matrix. The convergence of this algorithm is an interesting direction to explore.
A fast algorithm for the optimization problem in Theorem 3 will also be crucial for some
computationally intensive applications.
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Appendix A: Auxiliary facts
1. Let A and B be matrices,
(A⊗B)T = (AT ⊗BT );
further assuming A and B are invertible,
(A⊗B)−1 = A−1 ⊗B−1.
2. Let A, B, C and D be the matrices such that the products AC and BD are matrices,
(A⊗B)(C⊗D) = (AC)⊗ (BD).
3. For matrices A, B and C,
(CT ⊗A)vec(B) = vec(ABC);
further assuming ATB is a matrix,
tr(ATB) = vec(A)Tvec(B).
4. For any invertible n× n matrix C,
|C + AB| = |C||In + BC−1A|.
Appendix B: Proofs
We first give some notations for the vectorization used in the proofs. Let Av = [In ⊗
a1, ..., In ⊗ ad] and Zvt = vec(ZT ). Let Σv be a nd × nd block diagonal matrix where the
lth diagonal block is Σl, for l = 1, ..., d.
Proof [Proof of Equation (3)] Vectorize the observations in model (1), one has
Yv = AvZvt + v
where Zvt ∼ N(0, Σv) and v ∼ N(0, σ2Ink). Using the fact 1 and fact 2, AvZvt ∼
MN(0, ΣAvZvt), where
ΣAvZvt = AvΣvA
T
v
= [Σ1 ⊗ a1, ...,Σd ⊗ ad]ATv
=
d∑
l=1
Σl ⊗ (alaTl ), (30)
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for l = 1, ..., d. Marginalizing out Zvt, one has Equation (3).
Proof [Proof of Lemma 1] By (3) and (30), one has
Yv | A, σ20,Σ1, ...,Σd ∼ MN
(
0, AvΣvA
T
v + σ
2
0Ink
)
.
The precision matrix is
(AvΣvA
T
v + σ
2
0Ink)
−1
=σ−20 Ink −Av
(σ20Σ
−1
v + A
T
v Av)
−1
σ20
ATv
=σ−20 Ink −Av
(σ20Σ
−1
v + Ind)
−1
σ20
ATv
=σ−20
{
Ink − [(σ20Σ−11 + In)−1 ⊗ a1, ..., (σ20Σ−1d + In)−1 ⊗ ad]ATv
}
=σ−20
(
Ink −
d∑
l=1
(σ20Σ
−1
l + In)
−1 ⊗ alaTl
)
where the first equality follows from the Woodbury identity; the second equality is by As-
sumption 1; the third equality is by fact 2; and the four equality is by fact 1 and fact 2,
from which the results follow immediately.
Proof [Proof of Theorem 2]
When Σ1 = ... = Σd = Σ, by the fact 3, the likelihood of A is
L(A | Y, σ20,Σ) ∝ exp
−YTv
(
Ink − (σ20Σ−1 + In)−1 ⊗
∑d
l=1 ala
T
l
)
Yv
2σ20

∝ exp
(
−Y
T
v Yv −YTv vec(AATY(σ20Σ−1 + In)−1)
2σ20
)
∝ etr
(
−Y
TY −YTAATY(σ20Σ−1 + In)−1
2σ20
)
∝ etr
(
−Y
TY −ATY(σ20Σ−1 + In)−1YTA
2σ20
)
,
where etr(·) := exp(tr(·)).
Maximizing the likelihood as a function of A is equivalent to the following optimization
problem
Aˆ = argmax
A
tr(ATGA) s.t. ATA = Id, (31)
where G = Y
(
In + σ
2
0Σ
−1)−1 YT . This optimization in (31) is a trace optimization prob-
lem (Kokiopoulou et al. (2011)). By the Courant-Fischer-Weyl min-max principal (Saad
(1992)), tr(ATGA) is maximized when Aˆ = UR, with U being the orthonormal basis of
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the eigenspace associated with the d largest eigenvalue of G and R is any arbitrary rotation
matrix. In this case
tr(AˆTGAˆ) = tr(UΛUT ) =
d∑
l=1
λl.
where Λ is a diagonal matrix of the d largest eigenvalue λl of G, for l = 1, ..., d.
Proof [Proof of Theorem 3] Under Assumption 1, by fact 3, the likelihood for A is
L(A | Y, σ20,Σ1, ...,Σd) ∝ exp
− YTv
(
Ink −
∑d
l=1(σ
2
0Σ
−1
l + In)
−1 ⊗ alaTl
)
Yv
2σ−20

∝ etr
(
− Y
T Y − YT ∑dl=1 alaTl Y(σ20Σ−1l + In)−1
2σ20
)
∝ etr
(
− Y
T Y −∑dl=1 aTl Y(σ20Σ−1l + In)−1 YTal
2σ20
)
,
from which the result follows.
Proof [Proof of Equation (14)]
From the proof of Theorem 3, one has
L(σ20, | Y,Σ1, ...,Σd,A) ∝ (σ20)−nk/2etr
(
− Y
T Y −∑dl=1 aTl Y(σ20Σ−1l + In)−1 YTal
2σ20
)
.
(32)
Equation (13) follows immediately by maximizing (32).
We now turn to show the profile likelihood in (14). Under Assumption 1
p(Y | τ ,γ,A, σ20)
=
∫
p(Y | A, σ20,Z)p(Z | τ ,γ)dZ
=
∫
(2piσ20)
−nk
2 etr
(
−(Y −AZ)
T (Y −AZ)
σ20
)
(2pi)−
nd
2
d∏
l=1
|Σl|−
1
2 exp
(
−1
2
d∑
l=1
ZTl Σ
−1
l Zl
)
dZ
=(2piσ20)
−nk
2
d∏
l=1
∣∣Σl/σ20 + Ik∣∣−1/2 exp(− S22σ20
)
(33)
where S2 = tr(YTY)−∑dl=1 aTl Y(τ−1l R−1l +In)−1YTal. Equation (14) follows by plugging
Aˆ and σˆ20 into (33).
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Proof [Proof of Theorem 4] Denote the parameters θˆ = (γˆ, Aˆ, σˆ2, σˆ20). Denote Σˆ as
the estimated Σv by plugging the estimated parameters. We first compute the posterior
distribution of (Zvt | Yv, θˆ). From Equation (3),
p(Zvt | Yv, θˆ) ∝ exp
(
(Yv − AˆvZvt)T (Yv − AˆvZvt)
2σˆ20
)
exp
(
−1
2
ZTvtΣˆ
−1
v Zvt
)
∝ exp
{
−1
2
(Zvt − Zˆvt)T
(
AˆTv Aˆv
σˆ20
+ Σˆ−1v
)
(Zvt − Zˆvt)
}
,
where Zˆvt = (Aˆ
T
v Aˆv + σˆ
2
0Σˆ
−1
v )
−1AˆTv Yv from which we have
Zvt | Yv, θˆ ∼ MN
Zˆvt, (AˆTv Aˆv
σˆ20
+ Σˆ−1v
)−1 . (34)
Note AˆTv Aˆv = Ind. Using fact 2 and fact 3, one has
Zˆvt =

(
σˆ20Σˆ
−1
1 + In
)−1 ⊗ aˆT1
...(
σˆ20Σˆ
−1
d + In
)−1 ⊗ aˆTd
 vec(Y) =

vec
(
aˆT1 Y
(
σˆ20Σˆ
−1
1 + In
)−1)
...
vec
(
aˆTdY
(
σˆ20Σˆ
−1
d + In
)−1)

= vec

aˆT1 Y
(
σˆ20Σˆ
−1
1 + In
)−1
...
aˆTdY
(
σˆ20Σˆ
−1
d + In
)−1

T
:= vec(ZˆT ). (35)
Now we are ready to derive the predictive mean and predictive variance. First
E[Y(x∗) | Y, θˆ] = E[E[Y(x∗) | Y,Z(x∗), θˆ]] = E[AˆZ(x∗) | Y, θˆ]
= AˆE[E[Z(x∗) | Y,Z, θˆ]] = AˆZˆ(x∗)
with the lth term of Zˆ(x∗)
Zˆl(x
∗) = Σˆl(x∗)Σ−1l E[Z
T
l | Y, θˆ]
= ΣˆTl (x
∗)Σˆ−1l (Σˆ
−1
l + σˆ
2
0In)
−1YT aˆl
= ΣˆTl (x
∗)(σˆ20In + Σˆl)
−1YT aˆl.
where the first equality is from the property of multivariate normal distribution and the
second equality is from (35).
Secondly, we have
V[Y∗ | Y, θˆ]
=E[V[Y∗ | Y, θˆ,Z(x∗)]] + V[E[Y∗ | Y, θˆ,Z(x∗)]]
=σˆ20Ik + V[AˆZ(x∗) | Y, θˆ]
=σˆ20Ik + Aˆ[E[V[Z(x∗) | Y, θˆ,Z]] + V[E[Z(x∗) | Y, θˆ,Z]]]AˆT = σˆ20Ik + σˆ20AˆDˆ(x∗)AˆT
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with
Dˆ(x∗) =
1
σˆ20
(E[V[Z(x∗) | Y, θˆ,Z]] + V[E[Z(x∗) | Y, θˆ,Z]])
Note that E[V[Z(x∗) | Y, θˆ,Z]] is k × k diagonal matrix where the lth diagonal term is
σ2l Kˆl(x
∗,x∗)−ΣˆTl (x∗)Σˆ−1l Σˆl(x∗), and V[E[Z(x∗) | Y, θˆ,Z]] is another k×k diagonal matrix
where the ith diagonal term is σ2l Kˆl(x
∗,x∗) − ΣˆTl (x∗)(σˆ20In + Σˆl)−1Σˆl(x∗). Thus, by the
Woodbury matrix identity, Dˆ(x∗) is a diagonal matrix where the ith term is σˆ2lKl(x
∗,x∗)−
ΣˆTl (x
∗)(σˆ20In + Σˆl)−1Σˆl(x∗) for l = 1, ..., d.
Proof [Proof of Lemma 6] Denote M˜ = M/σ20. Using the prior pi(B) ∝ 1, we first marginal-
izing out B and the marginal density becomes
p(Y | Z,A, σ20,Σ1, ...,Σd) ∝ (σ20)−k(n−q)/2etr
(
−(Y −AZ)M˜(Y −AZ)
T
2
)
.
Denote Yvt = vec(Y
T ). By Fact 3, we have
p(Y,Z | A, σ20,Σ1:d)
∝(σ20)−
k(n−q)
2
d∏
l=1
|Σl|−
1
2 etr
(
−(Y −AZ)M˜(Y −AZ)
T +
∑d
l=1 Z
T
l Σ
−1
l Zl
2
)
.
∝(σ20)−
k(n−q)
2
d∏
l=1
|Σl|−
1
2 etr
(
−YM˜Y
T
2
)
× exp
{
−Z
T
vt(Id ⊗ M˜)Zvt − 2ZTvt(AT ⊗ M˜)Yvt + ZTvtΣ−1v Zvt
2
}
(36)
where Zvt = vec(Z
T ) and Σv is an nd × nd block diagonal matrix, where the lth diagonal
block is Σl, l = 1, ..., d. Marginalizing out Z, one has
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p(Y | A, σ20,Σ1:d)
∝(σ20)−
k(n−q)
2
d∏
l=1
|M˜Σl + In|−
1
2 etr
(
−YM˜Y
T
2
)
× exp
{
−1
2
YTvt(A
T ⊗ M˜)T (Id ⊗ M˜ + Σ−1v )−1(AT ⊗ M˜)Yvt
}
∝(σ20)−
k(n−q)
2
d∏
l=1
|M˜Σl + In|−
1
2 etr
(
−YM˜Y
T
2
)
× exp
{
−1
2
YTvt
(
d∑
l=1
(al ⊗ M˜)(M˜ + Σ−1l )−1(aTl ⊗ M˜)
)
Yvt
}
∝(σ20)−
k(n−q)
2
d∏
l=1
|M˜Σl + In|−
1
2 etr
(
−YM˜Y
T
2
)
× exp
{
−1
2
YTvt
(
d∑
l=1
(ala
T
l )⊗ M˜(M˜ + Σ−1l )−1M˜
)
Yvt
}
∝(σ20)−(
k(n−q)
2
)
d∏
l=1
|MτlKl + In|−
1
2 exp
{
−tr(YMY
T )−∑dl=1 aTl YM(M + τ−1l K−1l )−1MYTal
2σ20
}
Note for any l = 1, ..., d
|τlMKl + In| =|τlKl + In||In − (τlKl + In)−1τlKlH(HTH)−1HT |
=|τlKl + In||HTH|−1|HTH−HT ((τlKl)−1 + In)−1H|
=|τlKl + In||HTH|−1|HT (τlKl + In)−1H|,
where the first equation is by the definition of M; the second equation is based on Fact 4;
the third equation is by the Woodbury matrix identity. Further maximizing over σ20 and
we have the result.
The following lemma is needed to prove Theorem 8.
Lemma 9 Let M˜ = 1
σ20
(In −H(HTH)−1HT ), where H is a n× q matrix with n > q, and
HTH is a q × q matrix with rank q. Further let Σ˜ = Σ + σ20In, where both Σ and Σ˜ have
full rank. One has
(HTH)−1HT (In −Σ(M˜Σ + In)−1M˜) = (HT Σ˜−1H)−1HT Σ˜−1 (37)
37
Gu and Shen
Proof Denote Σ0 =
1
σ20
Σ. We start from the right hand side:
(HT Σ˜−1H)−1HT Σ˜−1
=
(
HTH−HT (Σ−10 + In)−1H
)−1
HT (Σ0 + In)
−1
=
{
(HTH)−1 − (HTH)−1HT (H(HTH)−1HT −Σ−10 − In)−1H(HTH)−1
}
HT (Σ0 + In)
−1
=(HTH)−1HT (Σ0 + In)−1 + (HTH)−1HT (M + Σ−10 )
−1H(HTH)−1HT (Σ0 + In)−1
=(HTH)−1HT
{
In − (Σ−10 + In)−1 + (M + Σ−10 )−1H(HTH)−1HT (Σ0 + In)−1
}
=(HTH)−1HT
{
In − (M + Σ−10 )−1((M + Σ−10 )(Σ−10 + In)−1 −H(HTH)−1HT (Σ0 + In)−1)
}
=(HTH)−1HT
{
In − (M + Σ−10 )−1(In −H(HTH)−1HT )
}
=(HTH)−1HT (In −Σ(M˜Σ + In)−1M˜),
where we repeatedly use the Woodbury matrix identity.
Proof [Proof of Theorem 8] Denote Θˆ = (Aˆ, γˆ, σˆ2, σˆ20). From Equation (36) in the proof
of Lemma 6, one has
Zvt | Y, Θˆ ∼ MN(Zˆvt, ΣˆZvt), (38)
where Zˆvt = vec(Σˆ1(MΣˆ1 + σˆ
2
0In)
−1MYT aˆ1, ..., Σˆd(MΣˆd + σˆ20In)−1MYT aˆd) and ΣˆZvt is
a dn×dn block diagonal matrix where the lth n×n diagonal block is σˆ20Σˆl(MΣˆl+ σˆ20In)−1.
It is also easy to obtain
B | Y,Z, σ20 ∼ N((HTH)−1HT (YT − ZTAT ), σ20Ik ⊗ (HTH)−1). (39)
Denote z(x∗) = (z1(x∗), ..., zd(x∗))T the factors at input x∗. First the mean
µˆ∗M (x
∗) = E[Y(x∗) | Y, Θˆ]
= E[E[Y(x∗) | Y,B, z(x∗), Θˆ]]
= E[(h(x∗)B)T + Aˆz(x∗) | Y, Θˆ]
= E[E[(h(x∗)B)T + Aˆz(x∗) | Y, Θˆ,Z]]
= E[(Y − AˆZ)H(HTH)−1hT (x∗) + Aˆz˜(x∗) | Y, Θˆ]
where z˜(x∗) is a d-dimensional vector where the each term is ΣˆTl (x
∗)Σˆ−1l Z
T
l for l = 1, ..., d.
From (38), noting Zvt = vec(Z
T ), one has E[Z | Y, Θˆ] = (ZˆT1,M , ..., ZˆTd,M )T , with Zˆl,M =
aTl YM(ΣˆlM + σˆ
2
0In)
−1Σˆl is a 1× n vector, from which we have proved that equation (23)
holds.
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Σˆ∗M (x
∗) =V[Y(x∗) | Y, Θˆ]
=V[E[Y(x∗) | Y,B, z(x∗), Θˆ]] + E[V[Y(x∗) | Y,B, z(x∗), Θˆ]]
=V[(h(x∗)B)T + Aˆz(x∗) | Y] + σ20Ik
=V[E[(h(x∗)B)T + Aˆz(x∗) | Y,Z]] + E[V[(h(x∗)B)T + Aˆz(x∗) | Y,Z]] + σ20Ik
=V[(Y − AˆZ)H(HTH)−1hT (x∗) + Aˆz˜(x∗) | Y] + AˆV[z(x∗) | Y,Z]AˆT
+ σ20Ik ⊗ (1 + hT (x∗)(HTH)−1h(x∗))
=AˆDM (x
∗)Aˆ + σ20Ik ⊗ (1 + hT (x∗)(HTH)−1h(x∗))
where DM (x
∗) is a diagonal matrix where the lth diagonal term is
Dl,M = (Σˆ
T
l (x
∗)Σˆ−1l − h(x∗)(HTH)−1HT )(M˜ + Σˆ−1l )−1(ΣˆTl (x∗)Σˆ−1l − h(x∗)(HTH)−1HT )T
+ (σ2l Kˆl(x
∗,x∗)− ΣˆTl (x∗)Σˆ−1l Σˆl(x∗)) (40)
We write Dl,M + σ
2
0h(x
∗)(HTH)−1hT (x∗) as the following three terms. First, one has
h(x∗)(HTH)−1HT (M˜ + Σˆ−1l )
−1H(HTH)−1hT (x∗) + σ20h(x
∗)(HTH)−1hT (x∗)
=σ20h(x
∗)
{
(HTH)−1 − (HTH)−1HT
(
H(HTH)−1HT − In − σˆ20Σˆ−1l
)−1
H(HTH)−1
}
hT (x∗)
=σ20h(x
∗)
{
HTH−HT
(
In + σˆ
2
0Σˆ
−1
l
)−1
H
}−1
hT (x∗)
=h(x∗)
{
HT
(
Σˆl + σˆ
2
0In
)−1
H
}−1
hT (x∗), (41)
where the third and fourth equality is based on the Woodbury matrix identity.
Note
(M˜ + Σˆ−1l )
−1 =
(
In
σˆ20
+ Σˆ−1l −
H(HTH)−1HT
σˆ20
)−1
=
(
In
σˆ20
+ Σˆ−1l
)−1
−
(
In
σˆ20
+ Σˆ−1l
)−1
H
{
σˆ20H
TH−HT
(
In
σˆ20
+ Σˆ−1l
)−1
H
}−1
HT
(
In
σˆ20
+ Σˆ−1l
)−1
=
(
In
σˆ20
+ Σˆ−1l
)−1
−
(
In + σˆ
2
0Σˆ
−1
l
)−1
H
{
HT
(
Σˆl + σˆ
2
0In
)−1
H
}−1
HT
(
In + σˆ
2
0Σˆ
−1
l
)−1
,
by Woodbury matrix identity, one has
(ΣˆTl (x
∗)Σˆ−1l )(M˜ + Σˆ
−1
l )
−1(ΣˆTl (x
∗)Σˆ−1l )
T − ΣˆTl (x∗)Σˆ−1l Σˆl(x∗)
=− ΣˆTl (x∗)Σ˜−1l Σˆl(x∗)− ΣˆTl (x∗)Σ˜−1l H(HT Σ˜−1l H)−1HT Σ˜−1l Σˆl(x∗). (42)
Third, one has
h(x∗)(HTH)−1HT (M˜ + Σˆ−1l )
−1Σˆ−1l Σˆl(x
∗)
=h(x∗)(HTH)−1HT
{
In − Σˆl(M˜Σˆl + In)−1M˜
}
Σˆl(x
∗)
=h(x∗)(HT Σ˜−1l H)
−1HT Σ˜−1l Σˆl(x
∗). (43)
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where the first equation is from the Woodbury matrix identity and the second equation is
from Lemma 9.
From equation (41), (42) and (43), we have shown that equation (24) holds.
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