Abstract-This study investigates generalized Fano-type inequalities in the following senses: (i) the alphabet X of a random variable X is countably infinite; (ii) instead of a fixed finite cardinality of X, a fixed X-marginal distribution is given; (iii) information measures are generalized from the conditional Shannon entropy H(X | Y ) to a general type of conditional information measures h φ (X | Y ) without explicit form; and (iv) the average probability of error is defined on list-decoding rules. As a result, we give tight upper bounds on such generalized conditional information measures for a fixed X-marginal, a fixed list size, and a fixed tolerated probability of error. Then, we also clarify a sufficient condition, which the Fano-type inequalities are sharp, on the cardinality of the alphabet Y of a side information Y . Resulting Fano-type inequalities can apply to not only the conditional Shannon entropy but also the Arimoto's and Hayashi's conditional Rényi entropies. All of the proofs in this study can be found in arXiv:1801.02876 [19] .
I. INTRODUCTION
In information theory, channel and source coding theorems are established by inequalities on information measures and error probabilities. Fano's inequality [5] is one of venerable inequalities and basic tools; it clarifies relations between the conditional Shannon entropy H(X | Y ) [22] and the probability of error, and is the simplest way to show weak converse theorems in several communication systems (cf. [4] ). The original Fano's inequality is a sharp 1 upper bound on H(X | Y ) with (i) a fixed cardinality of the finite alphabet X of a random variable X and (ii) a fixed error probability ε, as follows:
where a random variable Y plays a role of a side information of X; h 2 denotes the binary entropy function; log denotes the natural logarithm; and | · | denotes the cardinality of a set. The reverse of Fano's inequality, which is a sharp lower bound on H(X | Y ) with fixed error probability ε, was also derived independently by Kovalevsky [14] and Tebbe and Dwyer [24] . Mathematically, finite alphabets are special cases of countable systems involving countably infinite alphabets. Fano's inequality does not, however, work well on countably infinite alphabet X, because the right-hand side of (1) tends to infinity as |X| → ∞. To establish information theory for countably infinite systems, generalizations of information theoretic tools from finite to countably infinite systems are important (cf. [11] , [12] ). Ho and Verdú [9] generalized Fano's inequality from This work was supported by JSPS KAKENHI Grant Number 17J11247. 1 In this study, a bound or an inequality on information measures is said to be sharp if its equality can be achieved by some distributions (cf. [4, p. 40] ).
finite to countably infinite alphabets X with fixed X-marginal. A brief introduction of Ho and Verdú's study [9] can be found in [19, Section III] .
Recently, refinements of information theory with Rényi's information measures [18] are well-studied [8] , [25] . Generalizations of Fano's inequality to Arimoto's conditional Rényi entropies
were recently and independently given by Sakai and Iwata [20] and Sason and Verdú [21] . Sakai and Iwata [20] gave sharp upper and lower bounds on
with two distinct orders α β; and these can be reduced to sharp upper and lower bounds on H A α (X | Y ) with fixed error probability (cf. [20, Section V in the arXiv papar]). Sason and Verdú [21] also gave sharp bounds on H A α (X | Y ) for fixed error probability together with applications to M-ary Bayesian hypothesis testing. Moreover, they [21] generalized the decoding rules of X to list-decoding.
In this study, we further generalize Fano's inequality in the following ways: First, the alphabet X of X is countably infinite. Second, a fixed X-marginal P X is given instead of a fixed cardinality of X. Third, conditional information measures of X given Y are generalized without explicit forms. And fourth, the average probability of error is defined on listdecoding settings. The first and second ones are the same generalizations as Ho and Verdú's study [9] . The third one is further generalizations of Sakai and Iwata's [20] and Sason and Verdú's studies from Arimoto's conditional Rényi entropy to more general conditional information measures containing not only it but also Hayashi's conditional Rényi entropy [7] . The fourth one was also investigated by Sason and Verdú [21] with finite X. Our main results of Fano-type inequality is tight upper bounds on general conditional information measures with fixed X-marginal, fixed list size, and tolerated probability of error. The proof techniques used to derive Fano-type inequalities are based on majorization theory [15] , and these are almost different techniques to the previous works [9] , [20] , [21] . This study is part of the paper [19, Sections I-II and IV], the motivation of this study is summarized in [19, Section III] in more detail, and the proofs of this study can be found therein.
II. PRELIMINARIES A. Majorization for Discrete Probability Distributions
We first introduce the notion of majorization relations for discrete probability distributions. A discrete probability distribution P is a nonnegative-valued function on a countable set X satisfying x ∈X P(x) = 1. Throughout this paper, assume without loss of generality that the alphabet X {1, 2, . . . } ISITA2018, Singapore, October 28-31, 2018
Copyright (C) 2018 by IEICE is the set of positive integers. Given a discrete probability distribution P, the decreasing rearrangement of P is denoted by P ↓ satisfying P ↓ (1) ≥ P ↓ (2) ≥ P ↓ (3) ≥ · · · . We first give the notion of majorization for discrete probability distributions.
Definition 1 (majorization [15] ). A discrete probability distribution P is said to be majorized by another discrete probability distribution Q, or it is called that Q majorizes P, if
for every k ≥ 1. This relation is denoted by P ≺ Q or Q P.
Let P(X) be the set of probability distributions on X. Consider a function φ : P(X) → [0, ∞]. We summarize briefly useful notions for φ : P(X) → [0, ∞] as follows:
• it is said to be symmetric if it is invariant for any permutation of probability masses, i.e., φ(P) = φ(P ↓ ); • it is said to be lower semicontinuous if lim inf n φ(P n ) ≥ φ(P) for each pointwise convergent 2 sequence P n → P;
• it is said to be quasiconvex if the sublevel set {P ∈ P(X) | φ(P) ≤ c} is convex for each c ∈ [0, ∞); and • it is said to be Schur-convex if P ≺ Q =⇒ φ(P) ≤ φ(Q). In the above notions, each term or its suffix convex is replaced by concave if −φ fulfills the condition. The following lemma shows a relation between quasiconvex and Schur-convex functions together with the symmetry.
Proposition 1. Every symmetric and quasiconvex function
Proposition 1 is a useful tool to prove the Schurconvexity/concavity of information theoretic measures for discrete probability distributions as follows: The Shannon entropy of a discrete distribution P is defined by
and its concavity can be found in [26] , where the symmetry is obvious. In addition, the Rényi entropy [18] can be defined by
is the α -norm of P and assume that log ∞ = ∞. The concavity and convexity of · : P(X) → [0, ∞] can be proved by the forward and reverse Minkowski inequalities; and these imply the quasiconcavity of H α : P(X) → [0, ∞] for every α ∈ (0, 1) ∪ (1, ∞). In the same way, the Schur-concavity of the Tsallis entropy [27] can be proved. Schur-concavities of the Shannon, Rényi, and Tsallis entropy in countably infinite settings were first proved by Ho and Verdú [9] , [10] , as more powerful inequalities than the Schur-concavities.
B. Minimum Average Probability of List-Decoding Error
Let X be a discrete random variable taking values in the alphabet X {1, 2, . . . }, and let Y be an arbitrary random variable taking values in a nonempty alphabet Y. Denote by P X,Y = P X |Y P Y = P X P Y |X a joint distribution on X × Y with a Y -marginal P Y ; a conditional distribution P X |Y of X given Y ; an X-marginal P X ; and a conditional distribution P Y |X of Y given X. For a discrete random variable X with a side information Y , the minimum average probability of list-decoding error with list size 1 ≤ L < ∞ is defined by
where the minimization is taken over all set-valued functions
Note that when L = 1, this coincides with the average probability of maximum a posteriori (MAP) decoding error. For short, we denote by
] the expectation operator of nonnegative and infinite-valued g(y) with respect to a probability measure P Y . The following proposition shows that the quantity P 
In view of (6), we also write P (L)
Note that Proposition 2 also holds even if list-decoders allow stochastic decision rules instead of deterministic decision rules, because every stochastic decoder forms a random variable taking values from the decoding range X L . Therefore, it follows from Proposition 2 that the minimum average probability of list-decoding error P (L) e (X) for X ∼ P X with stochastic decision rulesX of size 1 ≤ L < ∞ without any side information Y can be calculated by
as well, where the minimization is taken over all random variablesX taking values from X L in which X andX are statistically independent. Similar to the notation P (L)
e (X) whenever X ∼ P. By convention, in this study, we write 3 |Y| = ∞ if Y is either countably or uncountably infinite. The following proposition gives fundamental bounds on P (L) e (X | Y ). Proposition 3. For any X-marginal P X , any list size 1 ≤ L < ∞, and any nonempty alphabet Y, it holds that
Moreover, both inequalities are sharp in the sense of the existences of P Y |X achieving the equalities.
The upper bound of Proposition 3 is quite natural in the sense of conditioning reduces error probability (cf. (7)), and the lower bound is newer, where note that the lower bound is an obvious one P
The lower bound of Proposition 3 tells us that if L · |Y| < |supp(P X )|, then the average probability of list-decoding error is always positive for every decision rule that is not necessarily optimal, where supp(P) {x ∈ X | P(x) > 0} stands for the support of a discrete probability distribution P.
C. Generalized Conditional Information Measures
In this subsection, we introduce a general type of conditional information measures of X given Y . Let φ : P(X) → [0, ∞] be a symmetric, concave, and lower semicontinuous 4 function. Since every concave function is quasiconcave, it follows from Proposition 1 that φ is Schur-concave. For a given pair (X,Y ) ∼ P X,Y , we define the conditional information measure
Similar to the notation P (L) 
The lower semicontinuity of the unconditional 
for each order α ∈ (0, 1) ∪ (1, ∞), which forms a monotone function of A · α (X | Y ). The lower semicontinuity of · α : P(X) → [0, ∞] can be proved as in [13, Theorem 5] .
Example 3. Hayashi's conditional Rényi entropy [7] is
for each order α ∈ (0, 1) ∪ (1, ∞), which forms a monotone function of A · α α (X | Y ). The lower semicontinuity of · α α : P(X) → [0, ∞] can be also shown as in Example 2.
As shown in Examples 1-3, the quantity h φ (X | Y ) is a generalized type of conditional information measures 4 The lower semicontinuity is an agreement to apply Jensen's inequality to the function φ :
containing them. The main aim of this study is to establish Fano-type inequalities on monotone functions of h φ (X | Y ). By the duality between the convexity/concavity, it suffices to only consider the upper bounds on h φ (X | Y ) with concave φ, i.e., the lower bounds on h φ (X | Y ) with convex φ are immediate.
III. MAIN RESULTS

A. Fano-Type Inequality
Let (P X , L, ε, Y) be a quadruple consisting of an X-marginal P X , a list size 1 ≤ L < ∞, a tolerated probability of error ε ≥ 0, and a nonempty alphabet Y of Y . This study examines the following Fano-type inequality: tight upper bounds on
Due to Proposition 3, for a given triple (P X , L, Y), it suffices to restrict the range of the tolerated probability of error ε as
Since P
e (X | Y ) ≤ ε. Thus, Fano-type inequalities for any list-decoder f can be established by the constraint P 
for g 1 :
it suffices further to restrict our attention to X-marginals P X satisfying φ(P X ) < ∞.
The following proposition ensures this restriction.
Proposition 4.
Suppose that φ is of the form (14) . For every quadruple (P X , L, ε, Y) satisfying (13) with ε > 0, it holds that
An importance of Proposition 4 is that if φ(P X ) = ∞ and ε > 0, then we can never establish effective Fano-type inequalities on h φ (X | Y ) for any given quadruple (P X , L, ε, Y) in our settings, provided that φ : P(X) → [0, ∞] is given as (14) . Clearly, Proposition 4 can apply to
We now give a Fano-type inequality characterized by an explicit discrete probability distribution P * together with a sufficient condition that our Fano-type inequality is sharp. This sufficient condition is characterized by the cardinality of the alphabet Y of Y . This main result of the study is as follows: Theorem 1. Let (P X , L, ε, Y) be a quadruple satisfying (13) . For every symmetric, concave, and lower semicontinuous function φ : P(X) → [0, ∞], it holds that
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the weight W 1 ( j) is defined by
for each integer j ≥ 1; the weight W 2 (k) is defined by
for each k ≥ L; the integer J is chosen so that
and K is chosen so that 5
In particular, the equality in (16) holds if the following holds:
e (P X ), then Y is an arbitrary nonempty set;
e (P X ) and K < ∞, then (16) of Theorem 1 is characterized by the extremal distribution P * defined in (17) . Figure 1 illustrates a concrete example of the Fano-type inequality (16) on the conditional Shannon entropy H(X | Y ) (cf. Example 1). As this distribution P * majorizes P X , it follows from Proposition 1 that φ(P * ) ≤ φ(P X ), which implies that the Fano-type inequality of Theorem 1 is tighter than the obvious one h φ (X | Y ) ≤ φ(P X ). In view of (18)- (21), the distribution P * determined by (J, K, W 1 (J), W 2 (K)) depends only on (P X , L, ε). Namely, the distribution P * depends neither on Y nor on the explicit form of φ : P(X) → [0, ∞]. Therefore, if we have no restriction on Y, it follows that the Fano-type inequality of Theorem 1 can always be sharp.
In the conventional Fano inequality [5] , the alphabet X of X is limited to be finite, and the maximization of H(X | Y ) defined in (10) [nats] 
The following corollary is a direct consequence of Theorem 1, and it contains their Fano-type inequality [21, Theorem 8] . 
where the distribution P *
[M]
on {1, 2, . . . , M } is given by
B. Refinement of Fano-Type Inequality with Finite Y In Theorem 1, the sufficient condition on Y that (16) holds with equality is characterized by its cardinality |Y|. Since the number K used in Theorem 1 is finite if ε > 0, the equality in (16) can be achieved by finite Y satisfying (22) if ε > 0. In addition, when Y is restricted to be finite, the Fano-type inequality of Theorem 1 can be refined as follows:
Theorem 2. Let (P X , L, ε, Y) be a quadruple satisfying (13) with finite Y. For every symmetric, concave, and lower semicontinuous function φ : P(X) → [0, ∞], it holds that
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the both weights W 1 ( j) and W 2 (k), and the integer J are defined in Theorem 1; and the integerK is chosen so that
In particular, the equality in (25) holds if the following holds:
e (P X ), then |Y| ≥ 1; and
e (P X ), then
The difference between Theorems 1 and 2 is the deference between K andK. By their definitions, it is clear that K ≤ K. We can verify thatP * majorizes P * ; and therefore, it follows from the Schur-concavity of φ : P(X) → [0, ∞] that φ(P * ) ≤ φ(P * ), which implies that the Fano-type inequality of Theorem 2 is tighter than or equal to that of Theorem 1.
When the list size is L = 1, the Fano-type inequality of Theorem 2 is sharp for every finite Y, and so is Theorem 1 for every infinite Y. We conclude them in the following corollary. 
where the discrete probability distributionP * is given bŷ
(30) the weight W(k) is defined by
for each k ≥ 2; andK is chosen so that
Whereas the Fano-type inequalities of Theorems 1 and 2 are not sharp if Y has only a few elements in general, the Fano-type inequality of Corollary 2 is always sharp even if Y has only a few elements. Corollary 2 is a generalization of Ho and Verdú's results [9, Theorems 1 and 4] from the bounds on H(X | Y ) with ε > 0 to bounds on h φ (X | Y ) with ε ≥ 0.
