Gesture analysis systems have been attracting a good deal of attention because of the improvements they have made to the interaction between humans, humans and machines, and humans and their environment. In this interaction, natural gesticulation can be regarded as a part of the linguistic system underlying the communication, and the whole information system that seeks to make use of this kind of interaction for making decisions, should be able to "interpret" it. This can be carried out through strategies for gesture phase segmentation. The establishment of an efficient data representation for gestures is a critical issue when undertaking this task. The chosen representation, as well as the way it is combined with analytical techniques, may or may not support the solution that is found. In this study, different forms of representation for gestures are applied to a Multilayer Perceptron to create a suitable environment for detecting the more discriminative representations. The results obtained in this study showed that spatial and temporal characteristics must be combined to build discriminatory gesture representation, for the context of gesture phase segmentation.
INTRODUCTION
The analysis of gestures is a task that is often carried out in contexts in which one intends to understand the meaning of a gesture and, on the basis of this understanding, make use of this meaning for some kind of decision making. In communication or interaction between people, the relationship between gestures and language is established in a natural way, either through a natural gesture or by composing a sign language. In contexts where the interaction between humans must be mediated by an information system or the interaction is established between humans and machines or environments, gestures should be considered as elements that convey information. If viewed as a system with a finite vocabulary, it is possible to define algorithms that can be exploited for the recognition of sign language, as in Ong and Ranganath, 2005 . However, in the case of natural gesticulation, there is no finite or well defined vocabulary that can be analyzed. Gestures are uncertain and depend on the local and cultural diversity of the context in which they are made (Kim et al., 2007) . In this scenario, the works in the literature study the movements of different parts of the body to analyze human behavior.
The context of gesture analysis studied in this work is constrained by the natural gesturing that is embedded in the communication. Within this context, the Theory of Gestures allows different types of analysis to be conducted. One of these analyses is the one conducted by Kendon, 1980 , McNeill, 1992 and McNeill, 2015 , who propose that a gesture is structured in phases. This means it allows an analysis to be undertaken of how the gestures are structured within the situation in which they are manifested. The search for solutions for automated gesture phase segmentation requires the choice of a computational representation for the data under analysisthe gestures. This is a crucial choice and it must consider the data analysis technique that will be employed. Moreover, the domain in which the gestures are interpreted includes special features that must be well represented so that the computational algorithms are able to handle them properly. Within a linguistic system, executing and interpreting a gesture can entail different aspects, the most common of which are as follows: (1) spatial aspects that incorporate information about form, amplitude or direction; (2) temporal aspects that include information about both speed and acceleration, as well as frequency and periodicity; (3) structural aspects that hold the structural information and establish a link between the gestures and their constituent parts (Smith, 2011) (Dietterich, 2002) , or between the gestures and the other elements of the system. The scope of this work is delimited by the study of computational representations that are capable of describing these aspects. Besides, since the objective is only to analyze the representations, the classical technique Multilayer Perceptrons were chosen to perform the pattern recognition.
This paper is structured as follows: Section 2 presents the basic concepts related to the solution proposed in this paper; Section 3 investigates the exploratory study under discussion when showing how gestures can be represented from spatial and temporal information; Section 4 describes the different features of the gestures that can be exploited to create multidimensional representations; Section 5 describes how the experiments were designed and carried out, and then analyzes the results obtained; finally, the Section 6 summarizes the conclusions and makes recommendations for further studies in the field.
THEORETICAL BACKGROUND
This section defines the concepts underlying the two theories used in this study. The problem of gesture phase segmentation arises from the area of Gesture Studies, and is examined in Section 2.1. The potential value and drawbacks of the different forms of representation for the gesture phases are explored by solving the gesture phase segmentation problem through the use of classifiers. In this study, such classifiers are established by Multilayer Perceptrons, and their theoretical framework is described in Section 2.2.
Gesture Phase Segmentation
The study of gestures examines the movements of body parts in communication. The analysis conducted in this study is based on studies carried out by Kendon, 1980 , McNeill, 1992 and McNeill, 2015 The data employed by these researchers, as well as that of others in this area, are based on videos of people speaking and gesticulating, which are converted into representations that facilitate an analysis of gestures. According to these authors, the following phases should be followed: preparation, this is the phase when the limbs of the body, for example the hands, move from a resting position (a period with no gesticulation) to a stroking movement; pre-stroke hold, the phase which represents a pause in the movement of the hands between the preparation and the stroking; stroke, is the gesture itself, or the period of gesticulation that conveys some information that has significant meaning during the execution; poststroke hold: the phase that represents a pause in the movement of the hands between the stroke and the retraction; retraction, the phase during which the hand adopts a return to the rest position; hold, a phase added to this proposal to represent a period in which there is no movement, although there is the presence of information or meaning. It usually occurs between the preparation and retraction phases.
The period between the moment the hand leaves the resting position and returns to the resting position is called a gesture unit (Kita et al., 1998) . The stroke is the only mandatory phase within the gesture unit. Figure 1 illustrates such phases by arranging them in a pattern along a gesture unit that is expressed in a persons natural gesture. Some frames from a video were extracted to compose this illustration in which someone makes a gesture related to an action (a "twist"). Each frame was taken from the period in the video where there was a reference to a gesture phase. There is still difficulty in identifying phases with a similar configuration of limb features. There is a difficulty in differentiating between a hold and a rest, since both involve a reduced movement intensity. It is also hard to determine the transitions between the phases, or define the exact moment and frame in which the gesture can be found. For example, it might be from when the preparation phase enters the stroke phase, or when the movement has left the post-stroke hold phase and is about to enter the retraction phase.
Gesture analysis usually involves the following activities: (1) identifying the movements made by the users; (2) representing and recognizing movements based on a specific analytical model; and (3) making an evaluation of the results. After being extracted from the data sources, the gestures are captured on video and divided into frames. With regard to activities 2 and 3, a human specialist has to conduct an analysis of each frame extracted from the database to arrive at a verdict about which phase each frame belongs to, if the segmentation is carried out manually. This manual activity must be undertaken by a specialists. The person carrying out this activity has to know the setting where the gestures were captured and their execution sequence to determine which phase of the gesture a given frame belongs to. It is difficult for specialists in this area to reach a consensus, since two experts can reach different conclusions about which phase of the gesture a frame belongs to, even though they have the same information (Kita et al., 1998) . For these reasons, the manual segmentation of the gesture phases can take a long time to complete and have a low degree of efficiency.
The segmentation of gesture phases can also be carried out automatically by means of different techniques, and this is a means of overcoming or reducing the inherent problems of manual segmentation. Automatic segmentation usually relies on the same data sources as manual segmentation, but the decision about which phase of the gesture each frame should belong to is handled by heuristics, machine learning algorithms, grammars etc. The application of these techniques may require the collected gesture data to be preprocessed and transformed into a specific data representation so that they can be suitably analyzed.
Examples of techniques applied to automated gesture segmentation include the HMM (Hidden Markov Model), which is employed by Yin and Davis, 2014 for identifying the gesture phases. In Popa et al., 2008 also used HMMs to identify strokes from a representation of gestures based on information about the trajectory of the hand. HMMs have often been used to solve the problem of gesture phase segmentation, as for example, the videos used in a lecture by Martell and Kroll, 2007 to identify the phases of preparation, stroke, hold, and retraction within a gesture unit. Ramakrishnan and Neff, 2013 made use of heuristics and SVM (Support Vector Machines). Initially the heuristics were used to identify the resting position and points of interest in the video database. The SVMs were then used to classify these points of interest in the preparation, stroke, and retraction phases. Heuristics were also used by Bryll et al., 2001 in their analysis of the organization of speech movements from the gestures of the hands, with a view to identifying the "holds". It is also worth noting the work of Gebre et al., 2012, who used logistic regression to detect strokes of the hand from frames which contained information about the gestures collected.
Gesture phase segmentation is an approach used for the analysis of gestures which can benefit professionals in a wide range of tasks. It can be stated that linguistic specialists have been the main beneficiaries of analyses based on the gesture phase segmentation. However, several other applications can be delineated.
With regard to applications involving a finite vocabulary, one can cite the work of Spano et al., 2012 , which uses sub-gestures to recognize more complex gestures. Mention should also be made of Lee et al., 2016 and Madeo et al., 2010 , in which the configurations and movements of the hands are explored. Another recent work involving the application of gesture analysis is that of Freitas et al., 2014 , in which grammatical facial expressions are identified.
Many of the challenges with regard to the analysis of gestures concern natural gestures because of the innumerable signs and nuances that characterize them. This is so much so that works like that of Jacob and Wachs, 2014 investigate whether gesture phases are used to determine if a gesture was intentional or not. An interesting example that concerns natural gesticulation is the study carried out by Salem et al., 2012. In his work, the phases of the gestures are used to analyze human gestures and design a natural gesture for robots, as well as to investigate the use of this kind of gesture in the interaction between robots and humans.
Multilayer Perceptrons
Artificial Neural Networks (ANN) are based on a number of concepts (Fausett, 1994) : a) neurons are the elements that process information, which are organized in an input layer (input neurons), representing the data that have to be processed, in one or more hidden layers (optional), representing linear or nonlinear mappings of the data space, and an output layer (output neurons), representing the ANN's response; b) the information is transmitted between the neurons through connections; c) each connection is associated with a weight that influences the transmitted information; d) the output of each neuron is determined by an activation function applied to its input.
The Multilayer Perceptron (MLP) is an ANN that is used for non-linearly separable classification problems and is characterized by its supervised learning. It consists of an input layer, one or more hidden layers and an output layer, the latter two formed by the neurons that will process the information in the ANN and determine the resulting value (Haykin et al., 2009 ). While using this network, the signal is propagated from the input layer to one or more hidden layers and then forwarded to the output layer, thus characterizing a feedforward network. In this type of network, it is embedded a unitary and positive input, called bias, for each neuron to increase the degree of freedom and adaptation of the neural network during the learning process (Haykin et al., 2009 ). The learning process uses the supervised backpropagation technique, based on error-correction rules. This technique consists of two phases: propagation and backpropagation. In the former, an input data vector is shown to the input layer and its effect propagates through the network, layer by layer, and produces a set of outputs. Following this, the backpropagation phase adjusts the values of the synaptic weights on the basis of an error calculated as the difference between the obtained response and the desired response. This adjustment is made from the output layer to the input layer. This learning technique causes the network response to move toward the expected response (Haykin et al., 2009) .
The MLP network usually uses a nonlinear activation function in its neurons. This nonlinearity is smooth and differentiable at any point; it is usually conferred by a sigmoid represented by the logistic function y j = 1 1+exp(−v j ) , in which v j is the weighted sum of the inputs plus the bias of the neuron j and y j is the output of the neuron. The network contains one or more hidden layers of neurons that are involved in learning complex tasks, and extracting the most significant characteristics of the input data. It also has a high degree of connectivity between its neurons. Any alteration of this connectivity should involve making a revision of the number of neurons or their weights. The error is calculated from the difference between the obtained response and the desired response, according to e j (n) = d j (n) − y j (n), in which e j (n) is the error in the neuron j at instant n. Thus, during the backpropagation of the error, the new values of the network weights can be defined by rules that take account of this error, in the procedure defined by the Delta Rule. In the Delta Rule, the value of weight w at instant t + 1 is defined by w i j (t + 1) = w i j (t) + ∆w i j (t), wherein
, a is the learning rate and EQM represents the mean square error.
GESTURE REPRESENTATION
In automatic gesture segmentation, preprocessing of the gestural data is usually necessary to form a representation that is appropriate for the automated segmentation technique that will be used.
In spatial information-based representations, features are used such as the coordinates (x, y, z) of the spatial position of the members that are monitored, the angulation between the members, the hand contours, among other aspects. The most used data representations combine these features, as in Kyan et al., 2015 where angulation in relation to the body is used for the representation of the positioning of the hands, wrists, elbows, shoulders, shoulder blades, hips, pelvis, knees, feet, ankles, spine and head.
The colored images comprises other information that has been used to construct representations. Liu et al., 2014 used this characteristic to accomplish the task of identifying the positioning of body parts. Dardas et al., 2014 and Xu and Lee, 2011 used the colored images to carry out gesture recognition tasks and find the contour of the hands. In Zhu et al., 2011 the information about contours is used to select points around the body under analysis. The outline of the limbs can also be represented by information extracted from the pixel matching, as investigated by Liang et al., 2014 and by Liu et al., 2015 . Pixel matching is a term used by Liu et al., 2015 to define a technique where images are analyzed through of searching for pixels with similar characteristics (spatial coordinates and pixel tone).
In temporal information-based representations, the aspects are: a) the speed with which the monitored members move, b) acceleration, c) the trajectory and other information for which the order of the frames are significant. Information about the acceleration and speed of the gesture is frequently used (Bailador and Triviño, 2010) , (Khan et al., 2012) and (Madeo et al., 2013) .
MULTIDIMENSIONAL REPRESENTATIONS
A number of studies rely on combinations of information about gestures by making use of more than one type of spatial information and combining it with temporal information. Hachaj and Ogiela, 2014 use the spatial coordinates and angles to represent the hands, elbows, shoulders, thorax, hips, knees, feet, spine and head for gesture recognition and temporal information. The temporal information is derived from a timestamp attribute associated to each frame. The timestamp is used to check the delay among datapoints acquisition. The choice of characteristics that belong to different categories is strategic in the task of gesture phase segmentation. When the gesture is analyzed as a video, the characteristics are extracted from the set of frames that make up the video. The initial data are obtained from the static images that record each moment of the gesture. As initial data, the coordinates and angulations might represent a point of interest of the gesture, as in Caramiaux et al., 2012 where the task of identifying the gestures involves the position of the hands and arms combined with the angulation and trajectory of the lower and upper limbs of the body. The task of obtaining information about the trajectory of the hands and the position of parts of the body was also explored by Abid et al., 2015 , for the recognition and classification of gestures in real time. Information about the trajectory, along with the positioning of objects that people are interacting with in the captured scenes, made up the representation of data used by Lücking et al., 2013 and Rosani et al., 2014 , that also investigated the task of recognizing and classifying gestures in real time.
When frames are analyzed in sequence, temporal information can be extracted. For example, the sequence of different values of a given coordinate along the frames can be analyzed as a time series, where each scalar is a datapoint in the series. In a time series analysis, studies can be carried out by means of the phase space concept, which also provides an analysis that assumes that sequences of scalar measurements depend on previous states in the signal (Kantz and Schreiber, 2004) . The excursion of a spatial coordinate along the frames can also be understood as a continuous time-varying signal. Thus, it is possible to consider filters being applied to smooth the signal.
EXPLORATORY STUDY
The aim of our study was to adopt an experimental strategy for studing multidimensional representations for gestures. These took account of the results of the gesture phase segmentation obtained from the use of these representations together with the MLP algorithm. This section outlines the dataset used in the experiments, describes the preprocessing procedures and the extraction of the characteristics, and conducts an analysis of the results generated by the MLP.
Dataset and Preprocessing
The experiments were carried out in a controlled environment to provide a more wide-ranging analysis of the results obtained and get a greater dominance over the preprocessing processes. Following these guidelines, one of the videos of the Gesture Phase Segmentation Data Set 1 were used. Such a dataset consists of seven videos showing the gesticulations of people during a storytelling activity. It is a dataset with frames labeled according to the phases of gesture: rest position, preparation, stroke, hold and retraction. The video chosen for analysis by this work lasts for 60 seconds and generated a total of 1747 frames distributed as follows: 698 in rest position; 163 in preparation; 656 in stroke; 39 in hold and 191 in retraction.
The video was recorded with the aid of MS Kinect sensor, and relied on its ability to track the human body in the captured images and provide coordinates (x, y, z) of points of interest in the body. Six points of interest were traced: the left hand, right hand, left wrist, right wrist, head and spine. The temporal characteristics represented by vector and scalar velocities, together with vector and scalar acceleration were extracted from these data. Besides, the angulation between theses points and the axis x were extracted. Thus, there is a representation of both spatial and temporal features in the database. The spatial aspects were extracted from each frame. The coordinate x refers to the position of the point of interest in the frame in a vertical direction; the coordinate y refers to the position in the horizontal direction; the coordinate z is expressed in millimeters in the form of the distance between the sensor and the monitored point of interest. The temporal aspects are the speed and acceleration. Such aspects are expressed in terms of scalar and vector measurements of the right and left hands and right and left wrists. The velocity is obtained from the displacement of the points of interest in the time of three frames. The acceleration is obtained from the velocity measurements.
The data were normalized nullifying body displacements and the variations in the distance from the gesture to the sensor. This also prevented the risk of the algorithm being influenced by the movement of a member when this movement did not in fact exist. For example, when a person raises his right hand and waves their whole body briefly forward or backward, the right hand does not move in the light of this de facto gesture. However, there is some variation in the hands coordinates that may influence whether or not the algorithm treats this variation as a gesture. The Wavelet filter was also employed for the data in an attempt to make an improvement in discriminating the phases of the gestures (Semmlow and Griffel, 2014) . The effect of the filter on the data is illustrated in Figure 2 . The information about angulation was also added; this is calculated from the spatial coordinates of the hands and the spine and the spatial coordinates of the hands and their respective wrists.
Design of the Experiments
The experiments were implemented by using MATLAB R environment. A number of MLP were trained and tested.
Tests on spatial data both without a filter and with a Wavelet filter. There are 4,950 test cases for this scenario. These include tests with different combinations of gesture features: tests covering all the data, tests without the information of the z coordinate, tests with only x and y of the right hand, and tests with all the coordinates of the right hand. Each previous case also included tests with variations in the MLP optimization algorithm (Levenberg-Marquardt algorithm, gradient descent -GD, GD with adaptive learning rate, GD with momentum and GD with both adaptive learning rate and momentum) and in the MLP meta-parameters. Such meta-parameters were used as follows: initial learning rate varying in 0.1, 0.01 and 0.001; number of neurons of the hidden layer varying in 10, 2 × √ x, in which x is the number of network inputs, and n 2 = (x × y)/2, in which y is the number of network outputs. Finally, variations in the division of the dataset between training, validation and testing were added to each previous case: k-fold with k=10 and k=3, and holdout with divisions in the proportions of 70-15-15, 15-70-15, 15-15-70, 60-20-20, 20-60-20, 20-20-60, 40-30-30, 30-40-30 and 30-30-40 for the training, validation and testing phases.
Tests with spatial coordinates and angulation, also with and without a filter. These scenarios include a) cases with the coordinates of all points of interest and angles, b) tests with only the angles, and c) tests with all angles except those that are formed between the wrist and the hand. Here, the same MLP variations were applied to each variation referred to, making a total of 2,970 test cases.
Tests on temporal data. These tests are conducted as follows: a) scalar velocity, scalar acceleration, vector velocity and vector acceleration of a gesture; b) only vector velocity and vector acceleration; c) and only scalar velocity and scalar acceleration. The same MLP test combinations were applied to each of these variations, making a total of 4,950 test cases.
The gesture phase segmentation was modeled as a multi-class classifying problem, with five possible responses. The highest value among the five possible outputs was regarded as the "final class". As a result, it was possible to determine which models yielded the results that were closer to those expected in the gesture phase segmentation. Confusion matrices were created and precision, recall, accuracy and the F1-Score measurements were obtained from such a matrix. As it was designed as a multi-class problem, the evaluating measurements were calculated for each class. All evaluations were made considering the test division of the dataset. Table 1 lists the best results obtained from all the experiments. These four best results were obtained from models created with spatial aspects. The angles was always added to the model, it was obtained with Levenberg-Marquardt algorithm, under the 10-fold cross validation strategy. Table 2 shows the F1-Scores of these four best scenarios. These high scores show the significant potential value of MLP for application to gesture phase segmentation. Table 3 shows the degree of accuracy of these four best results. The same high values were observed, what shows a good MLP response rate both for the identification of frames per class and for the entire classification of the model. The use of the Wavelet filter proved useful for fine-tuning the results. However, although it was employed in the best results obtained, when it was not used, the results obtained were not very different from when it was implemented. The extent of the difference can be observed in the ranking of these four best results. Besides, it is worth noting that the best results were obtained when the information about angulation was added to the data representation. This information added an important discriminative feature which improved the results of the classification.
Results and Discussion
Classifiers built on data representations without the use of angulation were also successful. A good result obtained in this case is shown in Table 4 . Achieving a F1-score of 0.65 in the identification of the preparation phase is not a bad score, considering that this is a transitional phase between the absence of movement and movement, which usually makes it difficult to classify and differentiate it from a rest or stroke phases. The configuration of such scenario was: no filter, all the spatial coordinates, initial learning rate in 0.01, 355 neurons in the hidden layer, Levenberg-Marquardt algorithm and training, validation and test with the 70-15-15 dataset division. With regard to the second best results, these included those obtained by the models created from the use of temporal features (velocity and acceleration). These results were positive and were in the middle range between the models that used angulation and those that only had spatial coordinates. Table 5 lists four of these satisfactory results. They were all obtained from the use of the speed and acceleration data, by means of a MLP optimized with the LevenbergMarquardt algorithm, initial learning rating in 0.01 or 0.001, and 472 neurons on hidden layer. In the first three results were obtained using 10-fold crossvalidation, and in the fourth case the data was divided in proportions of 70-15-15 in the holdout strategy. 
CONCLUSION
Gesture phase segmentation as a support for gesture analysis and a means of recognizing gesture patterns that are carried out automatically, requires the creation of a suitable representation for the data in question. This representation must be discriminant enough to allow machine learning algorithms to achieve the segmentation and, hence discover knowledge about gesture patterns. This study covered the construction of representations that take account of spatial and temporal features. The results described in this paper confirm that the most significant results were achieved through the complete representation of the gesture (including all the descriptive characteristics). However, the representation that includes spatial aspects may impose a user-dependent or discourse context-dependent bias to the classifiers. It means that the classifiers performance could deteriorate if diferent contexts were considered. Experiments considering more than one video are being carried out in order to verify such hypothesis. It is also planned to assemble models using the concept of rectangular data windows formed by data from a sequence of n frames. By employing such a concept, it should be possible to create the conditions for the MLP algorithm to include information both before and after the frame has been analyzed, and thus increase the temporal character of the representation of the gesture.
