Among deep learning methods, convolutional neural networks (CNNs) are able to extract features automatically and have increasingly been used in intelligent fault diagnosis studies. However, studies seldomly concentrate on the weakness associated with a highly imbalanced distribution of fault types due to different failure rates and when multiple faults are easily confused with single faults. To solve these problems, this paper developed a stochastic discrete-time series deep convolutional neural network (SDCNN) method based on random oversampling along with a progressive method with multiple SDCNNs to improve the diagnosis performance. To assess the developed method, datasets from three avionics 24-pulse autotransformer rectifier units (ATRUs), which are secondary electric power supplies in aircraft, were analyzed and compared with other CNN methods.
I. INTRODUCTION
The reliability of avionics is the foundation of aircraft safety operation, and the failure of airborne equipment can incur significant human and economic losses [1] - [3] . Therefore, fault recognition and condition monitoring of equipment is critical not only for guaranteeing the reliability and safety of a system [4] , [5] , but also for reducing maintenance costs by forecasting maintenance actions.
Traditional data-based fault diagnosis methods often involve two processes: feature extraction and fault classification [6] . The feature extraction step often directly affects the classification performance, which is extremely timeconsuming and labor-intensive. In order to change this situation, advanced artificial intelligence techniques are desired to accomplish the feature learning and fault classification automatically. Therefore, with the development of computer technology, a deep learning algorithm is considered in this paper. Among deep learning methods, convolutional neural networks (CNNs) are suitable to learn features from equipment signals as they could handle the periodic signals. Therefore, we will use CNNs as the basic method in this fault diagnosis study.
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Studies of fault diagnosis based on deep learning methods mainly concentrate on mechanical systems, whereas research on fault diagnosis of electronic equipment is infrequent [7] . However, with the development of more-electric aircraft (MEA), electrical power may replace hydraulic, pneumatic, and mechanical power to become the only secondary power for most airborne equipment and control systems [8] . Transformer rectifier units (TRUs) are an important AC/DC converter for aircraft secondary DC power supplies [9] . Faulty TRUs may cause the failure of many avionics and incur huge economic losses. Therefore, fault recognition and condition monitoring of TRUs is one of the most significant ways to guarantee the safe operation of most avionics. Therefore, by combining the characteristics of avionics and research on present fault diagnosis, several aspects need to be considered, as summarized below.
(1) The strongly imbalanced distribution of avionic fault types needs to be considered. Faults seldom occur while the avionics are operating normally, and some fault samples are difficult to acquire, therefore the imbalance level may be very high after a long collection time. The classification results are often biased towards the majority fault types due to the imbalanced distribution of samples [10] . Jia et al. [11] used the weighted loss function to decrease the impact of imbalanced data in bearing fault diagnosis. Martin-Diaz et al. [12] used an adaptive boosting algorithm to generate new samples before classification. However, the weighted loss function may not be able to handle strongly/moderately imbalanced datasets, and traditionally successful countermeasures such as synthetic minority over-sampling technique (SMOTE) [13] , [14] have had limited success with complex, structured data handled by deep learning models [15] . For a method that deals with strongly imbalanced datasets, the periodicity of avionic faults is considered essential.
(2) In an aircraft's operation environment, noise is inevitable due to the temperature, pressure, and vibration. As a result, a model trained with samples that have no noise and that has achieved high accuracy while testing with noisy samples of different degrees is essential. Therefore, the CNN structure for fault diagnosis should consider the ability of non-obvious feature learning as well as noisy sample processing.
(3) Some fault types in electronic equipment are difficult to diagnose and are easily confused, especially multiple faults, whereas the characteristics of one fault type are much stronger than others. Further improvement of diagnosis accuracy requires that these confusing fault types in electronic equipment are dealt with.
To overcome these challenges, firstly, this paper developed a framework called stochastic discrete-time series deep convolutional neural network (SDCNN) for fault classification. In SDCNNs, data preprocessing with stochastic discrete-time series oversampling and the weighted softmax loss function are used to deal with the strongly imbalanced distribution of fault types. Secondly, a progressive method based on SDCNN was developed to improve the diagnosis results of confusable faults.
The rest of this paper is organized as follows. Section 2 presents the developed SDCNN. Section 3 briefly introduces the structure of the auto-transformer rectifier unit (ATRU) and develops the progressive SDCNN. In Section 4, the effectiveness of the developed methods is validated under three datasets of three different ATRU structures. Section 5 presents conclusions.
II. LITERATURE REVIEW
With the development of computer technology, various deep learning algorithms have been applied to equipment fault diagnosis and health monitoring [16] , as these techniques have made great progress in computer visualization [17] and speech recognition [18] . Among these algorithms, deep belief networks (DBNs), sparse auto-encoders (SAEs), and recurrent neural networks (RNNs) have been applied to early fault diagnosis [19] - [27] . Convolutional neural networks (CNNs) proposed by LeCun et al. [28] have been used in fault diagnosis since 2015 [29] .
Fault diagnosis studies based on DBNs, SAEs, and RNNs often involve feature extraction and fault classification. Most of these studies combined two of these methods or combined them with multiple perceptron models to realize feature extraction and fault classification. Hao et al. [21] developed an approach based on deep belief networks and multiple models (DBNs-MMs) to describe the nonlinearity and complexity of interacting dynamic systems. They also designed an adaptive threshold method to detect the faults with the residuals obtained from the outputs of DBNs-MMs. Oh et al. [22] developed a scalable and unsupervised feature engineering method that used the vibration image generation and unsupervised feature extraction by DBN. Sohaib et al. [23] used a combination of hybrid feature pool and sparse stacked autoencoder (SSAE)-based DNNs to diagnose bearing faults. Jia et al. [24] developed a local connection network constructed by a normalized sparse autoencoder (NSAE), which is used to learn features. Bruin et al. [26] used the long short-term memory (LSTM) network, which is one network of RNNs for fault diagnosis in railway track circuits, and the t-distributed stochastic neighbor embedding (t-SNE) was used to examine results. Nguyen et al. [27] used an LSTM-RNN to extract low-level features and classify faults in gasinsulated switchgear (GIS). Sparse auto-encoders (SAEs) are widely used in dimensional reduction and feature extraction. RNNs could handle the connection data and have advantages in fault prediction. DBNs have good adaptability and can process high-dimensional, nonlinear data. However, the architectures of these models are relatively complicated. The training stage may be affected by the number of trials, data noise, and other factors. These factors will lead to a large training scope and are seriously time-consuming.
CNNs have become popular in large-scale image recognition tasks since 2012 [30] , which can learn features automatically and are able to handle the periodic signals. With the development of CNN structures, the accuracies of image recognition have been gradually improved. Several practical frameworks were proposed, such as network in network [31] , VGG-net proposed by visual geometry groups [32] , Resnet [33] , and Inception-v4 [34] , and some tricks [35] - [38] such as dropout [36] , batch normalization [37] , and weight initialization [38] . All of these models used successive convolutional layers with small convolutional kernels, and their structures became deeper and deeper to improve the performance of image recognition. As a result, the deeper structures with small convolutional kernels may be good at obtaining non-obvious and weak features.
Janssens et al. [29] used CNNs to first realize condition monitoring and fault diagnosis. They proposed a shallow structure with one convolutional layer and one fully connected layer and indicated CNNs can learn features better than many other traditional methods. As CNNs achieve success in image recognition, many researchers have changed 1D signals into a 2D format, such as time-frequency spectrum. Hoang and Kang [39] transformed 1D vibration samples into 2D gray images during data preprocessing, and built a CNN framework to diagnose bearing faults. Wen et al. [40] also transformed the 1D data into gray images, and used transform learning of LeNet-5 to diagnose bearing faults. However, transforming 1D data into a 2D format also increases the complexity of the methods. Some researchers have tried to use 1D signals as the inputs. Liu et al. [41] proposed an architecture with a dislocated time series layer in the CNN to deal with nonstationary conditions of electric machines. Zhang et al. [42] , [43] proposed two methodsdeep convolutional neural networks with wide first-layer kernels (WDCNNs) [42] and convolution neural networks with training interference (TICNNs) [43] -to diagnose bearing faults under different working loads and noisy environments. Dropout and batch normalization were used in these methods. The wide kernel used in the first layer can decrease the width of the input signal faster and is more suitable for dealing with signals with large noise. However, the wide kernel may lose many non-obvious features in signals. All these studies show that CNNs are suitable for handling multi-level and nonlinear complex feature extraction and capturing nonobvious and weak features; the CNN-based methods can perform well without relying on extensive domain knowledge, have good applicability, and are easier to train than DBNs and RNNs.
Based on the previous analysis, CNNs are a suitable algorithm for our study. During the establishment of our CNN model, the characteristics of the successful CNNs for image recognition and the tricks used in some fault diagnosis methods to deal with the noisy data need to be considered.
III. STOCHASTIC DISCRETE-TIME SERIES OVERSAMPLING DEEP CONVOLUTIONAL NEURAL NETWORK
Methods to address class imbalance can be categorized into two main groups. The first group is data-level methods that rebalance the class distribution by resampling the data space. Another group is algorithm-level methods, such as costsensitive learning and one-class classification. Oversampling has been proved to be the most effective method in almost all analyzed scenarios [44] , [45] and the most commonly used method in deep learning [46] . Weighted loss function, which is usually considered equivalent to a resampling method, is one of the simplest methods in cost-sensitive learning. One-class classification is usually applied to novelty detection. Figure 1 shows the overall primary framework of the developed SDCNN.
As Figure 1 shows, the primary steps for SDCNN are data processing, model training, and fault diagnosis. The dataset is obtained through data preprocessing and can be divided into the training dataset, the validation dataset, and the testing dataset. The dividing percentages are 70%, 15%, and 15%, respectively. The training and validation datasets are used to train the CNN model. The testing dataset is used for verification. We used two tricks to deal with strongly imbalanced datasets. First, stochastic oversampling process of discrete-time segments was used in the data preprocessing. Second, a weighted softmax loss was used in the final output layer for classification. Last, global average pooling was used instead of the traditional fully connected layers as a structural regularizer to prevent overfitting. The details of each part are illustrated in the following subsections. 
A. DATA PREPROCESSING FOR STRONGLY IMBALANCED DATASETS
Random oversampling, which does not cause overfitting in CNNs [45] , was chosen to augment the datasets. For avionics, the majority signals have obvious periodicity, and only the waveform of one cycle of different faults is used in most fault diagnosis studies of electronic equipment [12] , which may decrease the applicability of the model. Therefore, to deal with the imbalanced classification and increase the applicability of the model, a stochastic oversampling process of discrete-time segments was used to balance the dataset, as shown in Figure 2 . Given a training set {x, y} p , where p ∈ {1, 2, 3, · · · , P} is the fault categories; x is the training sample of the p th fault type; and y is the target. The number m p of the p th fault type, the total number sum of all the types, and the weight n p for each fault type can be calculated as:
where n p shows the proportion of each category in total samples. Buda et al. [45] defined two types of imbalance: step imbalance and linear imbalance. Most class imbalances of fault diagnosis datasets are the second type, so the first type of imbalance was not considered in our study. The linear imbalance can be defined by a parameter ρ, which is an imbalance ratio between the number of examples in the majority class and the number of examples in the minority class as follows.
Based on Eq. (2), the oversampling degree of each fault type can be calculated as:
where [·] means round each ν p to the nearest whole number. After oversampling, the number of each category in new dataset is as follows:
where C p is the total number of fault type p. And the imbalance ratio for the new dataset can be calculated as
To get a new dataset with a little imbalance, the resampling weight ν p can be improved as
However, using a completely balanced resampled dataset (ρ C = 1) to train the model or using a resampled dataset with a little imbalance which is good for the fault diagnosis problem with an extremely high imbalance original dataset will be discussed later. The new sample can be represented as
where t i = rand(1, len(x) − l), len(x) is the length of x; l is the data length of the new sample; and t j = t i + l.
B. SDCNN CONSTRUCTION
In many CNN architectures for image recognition, two or three successive convolutional layers with 3×3 kernel are used instead of a 5 × 5 convolutional kernel or a 7 × 7 convolutional kernel [32] . Incorporating three nonlinear rectification layers instead of a single one can make the decision function more discriminative. For 1D signals, we compared two 3 × 1 convolutional layers with a 5 × 1 convolution layer, and three 3 × 1 convolutional layers with a 7 × 1 convolution layer. The stacks are much better at achieving weak features in signals. Therefore, the stack of 3 × 1 convolutional layers is used in this CNN architecture. Figure 3 illustrates the detailed architecture of the developed SDCNN. The SDCNN is composed of one filter stage and one classification stage. The first layer of the SDCNN is the input layer with the input size of 500 × 1. In the filter stage, the first convolutional part consist of a stack of two convolutional layers (Conv_1-1, Conv_1-2); a maxpooling layer (Pooling_layer_1) with a 2 × 1 filter; and the second convolutional part consist of a stack of three convolutional layers (Conv_2-1, Conv_2-2, Conv_2-3) and a maxpooling layer (Pooling_layer_2). The remainder consists of normal convolutional layers (Conv_3-Conv_7) and maxpooling layers (Pool_3-Pool_7). The 2×1 filter is used in all maxpooling layers in the SDCNN. Multilayer small convolutional kernels make the networks deeper, which helps to acquire good representations of input signals and improve the performance of the network.
The classification stage consists of a global average pooling layer (GAP) and a final output layer. The weighted softmax loss function is used in the output layer. In Figure 3 , the kernel size is noted as D × W × H , where D indicates the channel size of kernels; W indicates the width of the kernel; and H indicates the height of the kernel. Referring to the parameters used in many successful CNNs for image recognition [32] , [33] and 1D signals [41] , [42] , the details of the parameters of the SDCNN used in the experiments are summarized in Table 1 .
C. GLOBAL AVERAGE POOLING LAYER
The feature maps of the last convolutional layer are vectorized and fed into fully connected layers followed by a softmax logistic regression layer in previous studies of fault diagnosis [39] - [42] . However, as the fully connected layers are prone to overfitting, dropout is proposed as a regularizer, which randomly deactivates the nodes of the fully connected layer to prevent overfitting [30] .
In the last few years, experts have turned to global average pooling (GAP) layers to minimize overfitting by reducing the total number of parameters in the model. GAP is an operation that calculates the average output of each feature map in the previous layer. In the SDCNN structure, GAP is used as a regularizer that takes the average of each feature map in the SDCNN, and then is followed by the softmax loss layer to realize the fault diagnosis. In this architecture, there are 128 averaging calculations corresponding to the 2 × 128 outputs of the previous layer, as shown in Figure 4 (a).
Compared with the fully connected layers, GAP has the following advantages:
(1) The removal of a large number of trainable parameters.
If using fully connected layers, the 2 × 128 output of the convolutional layer would be flattened and fed into a 100node dense layer, which yields 25600 weights that need to be trained, as shown in Figure 4 (b). Removing these layers decreases the computational capacity. (2) The removal of all these trainable parameters also reduces the probability of overfitting and makes the model more robust. 
D. WEIGHTED SOFTMAX LOSS
In Section 2.1, the strongly imbalanced distribution of fault types has been improved basically. The Eq. (4) used to obtain the resampling weight may lead to a very low imbalance level of new datasets. Therefore, the weighted loss function (WLF) is applied to deal with the remaining imbalance of the resampling segments. For the training set x , y p , the weights of each fault type in loss function can be calculated as
where m p is the number of the p th fault; sum is the total number of the training samples; and P is the total fault categories. The weighted softmax loss function is calculated as
where y i is the target of the sample i. For the softmax function,
where α i is the prediction probability as the p th category of sample i.
IV. PROGRESSIVE ALGORITHM OF MULTIPLE SDCNNS
Some fault types of electronic equipment are easily confused in diagnosis, as the representation of some faults are similar, especially multiple faults that include a single fault with a strong fault feature, such as short circuit with other faults. The voltage and the current would rise and peak when short circuit occurs, and the characteristics of other faults can be obscured and difficult to acquire. Moreover, the resampling of discretetime segments in the data preprocessing also makes diagnosis more difficult.
In order to diagnose the confusable fault types, more valuable information for different fault types is needed. Therefore, a progressive method with multiple SDCNNs of different input features is developed to improve the accuracy of the easily confused fault types.
The learning process of progressive SDCNN can be divided into two parts. In the first part, SDCNN-1, which is used to diagnose the whole fault types, is trained by the training set of the first signal. The confusable fault types can then be confirmed based on the confusion matrix and the sensitivity of each fault type [47] . In the second part, SDCNN-2 is trained by the dataset of the second signal of the confusable fault types, which is confirmed in the first part. The prediction results in SDCNN-2 can then be synthesized with the results in SDCNN-1 to make the final prediction of confusable faults. Table 2 gives the confusion matrix in multiple fault categories, which records the results of correct and incorrect diagnosis results of each category. where σ ij is the ratio between the number of the ith fault diagnosed as the jth fault type and the total number of corresponding faults.
The sensitivity of the fault type i can be used to measure the performance of a single fault type [42] , which can be described as follows:
The sensitivity can be considered as the error of single fault types. In this paper, we define that if s i ≥ 0.2, the fault type i and the fault types j, of which σ ij > 0, are the confusable fault types. 
V. VALIDATION OF THE DEVELOPED METHOD
The transformer rectifier unit is an important secondary power supply on aircraft. Based on the description of ATRUs, this section first compares the performance of the oversampling with different resampling weights and the weighted loss function for dealing with extremely high imbalance. On this basis, the developed progressive SDCNN is then evaluated and compared with other CNNs under samples with noise. The CNN models are written in Python 3.5 with Keras and TensorFlow.
A. DESCRIPTION OF AIRBORNE ATRU
Compared with 12-pulse and 18-pulse transformer rectifiers, the harmonic suppression of the 24-pulse transformer rectifier unit is much better. The 24-pulse ATRU also has a significant advantage in volume and weight. The 24-pulse ATRU is composed of a transformer, one main rectifier bridge module, and three rectifier bridge modules; its basic topology is shown in Figure 6 .
Fault diagnosis based on three different structures of 24-pulse ATRUs (ATRU A, ATRU B, ATRU C), which was developed by our laboratory, was conducted to verify the effectiveness of the developed method. Fifteen fault types concentrating on the input of the transformer, winding, and rectifier bridge modules were considered, as shown in Table 3 . Experiments were performed on an experimental ATRU fault simulator. A photo of the experimental 24-pulse ATRU is shown in Figure 7 . The experimental 24-pulse ATRU, which was designed with 3-phase input of 115V/400Hz, is composed of a transformer, one main rectifier bridge module, three assist rectifier bridge modules, a radiator, the input/output ends, and inner leads. The experimental 24-pulse ATRU contains 12 external terminals. Three of the terminals are the input end of the ATRU and are also the input end of the main rectifier bridge module; the other terminals are the input ends of the three assist rectifier bridge modules. A Chrome AC Source 61704, which provides sine wave output with low distortion, and accurate measurement of power, provides current for the ATRU, as shown in Figure 8 . We can program voltage and frequency and measure the critical characteristics of the output on its LCD display. A Tektronix 5 series mixed-signal oscilloscope, which uses FlexChannel-based input and contains 4, 6 and 8 channel modes is used to collect the voltage and current data, as shown in Figure 9 . The features of electronic equipment in recent research were mainly extracted from the signals of voltage and current [43] , [48] - [52] , and the voltage signal was frequently used [50] . The output voltage of ATRUs was chosen as the basic input of the SDCNN for the fault diagnosis of ATRUs. We have done experiments of the normal condition and some fault categories. Subject to the experiment conditions, most of the original signals were collected from simulation. The signals collected from experiments were a supplement of the signals collected from simulations. We have made comparisons of the output voltage signals in 10ms collected from experiments and simulations under five typical conditions in Table 2 , as shown in Figure 10 . The first signals of Figure 10 (a)-(e) were collected from experiments of ATRU A; the second signals of Figure 10 (a)-(e) were collected from simulations of ATRU A; the third signals of Figure 10 (a)-(e) were collected from simulations of ATRU B. The waveforms of signals collected from experiments and simulations are the same, whereas the signals from experiments contain much of the noise. For different 24-pulse ATRUs, the virtual value maybe different, whereas the waveforms of signals of one condition are similar. The signals are generally normalized before they are used in the fault diagnosis model.
B. DATASETS
The 24-pulse ATRU datasets were used to evaluate the effectiveness of the developed data preprocessing and the weighted loss function. Three datasets (Dataset A-1, Dataset B-1, Dataset C-1) were obtained from three 24-pulse ATRU structures. 3264 original signals were collected from these structures, and each signal contained 25,000 points. The data distribution of each fault type of the sum of three original datasets (Datasets-1) is shown in Figure 11 .
As shown in Figure 11 , the imbalance type of this dataset is an obviously linear imbalance. The ρ of the original dataset is 306. A balanced dataset (Datasets-2-0) which achieved after the proposed data preprocessing is taken as the baseline dataset in our study. The imbalance ratio of Datasets-2-0 (ρ C−0 ) which calculated based on Equation (6) is approximately equal to 1. Datasets-2-0 contained 13,899 samples with length 500. The normalization of the voltage signal was as follows:
where u is the voltage value of each sample and u o is the virtual value of the output voltage under the normal condition. Datasets A-2-0, B-2-0, and C-2-0 contained training samples, validation samples, and testing samples of three ATRUs, respectively. The details of Datasets-2-0 are described in Table 4 .
C. EVALUATION OF BN, STACK CONVOLUTION KERNELS
We initialized the weights in each layer from a zeromean Gaussian distribution with standard deviation of 0.005. We initialized the neuron biases in Conv_1-1, Conv_1-2, and Conv_3 layers with the constant 1. This initialization accelerated the early stage of learning by providing the rectified linear units (ReLUs) with positive inputs. The learning rate was initialized at 0.1, and it was divided by 10 when the validation error rate stopped improving. Batch normalization [37] was used to improve the performance of the SDCNN, and the test accuracy with different batch sizes is compared. Figure 12 are higher when the batch size is 40, and the accuracy based on Datasets-2-0 of all TRU structures is 94.86%. Therefore, 40 was chosen as the batch size for the SDCNN. For stack small convolution kernels, the receptive field of two 3 × 1 convolutional kernels is equal to one 5 × 1 convolution kernel; and three 3 × 1 convolutional kernels is equal to one 7 × 1 convolution kernel, as shown in Figure 13 , while the convolution stride is 1 × 1 and without padding.
To validate the effectiveness of the stack of small convolution kernels for 1D situation, a CNN-1 with a similar construction of SDCNN which used a 5 × 1 and a 7 × 1 convolution layers in the first convolution part and the second convolution part respectively is used. The performance of two CNNs which trained on Datasets-2-0 were compared in Table 5 . Table 5 shows the comparison of the accuracy, the number of parameters (Num.) and the training time of 100 epochs of SDCNN and CNN-1. Although the total number of parameters of SDCNN is larger and the training time is longer, the classification accuracy of SDCNN is higher than CNN-1.
The results show that the stack of small convolution kernels can effectively improve the decision function discriminative.
D. EVALUATION OF DIFFERENT RESAMPLING DEGREE AND WEIGHTED LOSS FUNCTION
The effectiveness of the developed data preprocess with different resampling degree and the weighted loss function will be discussed in this section. A series of new datasets (Dataset-2-1, Dataset-2-2,. . . , Dataset-2-16) with different resampling degree were obtained from Datasets-1. The resampling degree for each new dataset can be represented by the imbalance ratio of each new dataset (ρ C ), as shown in Table 6 . The performance of models with the weighted loss function and models without the weighted loss function based on resampling datasets (Datasets-2-0, Datasets-2-1,. . . , Datasets-2-16) were compared with the model trained on Datasets-1. The experiment was repeated 20 times for each combination of parameters. Each dataset required training a model, and considering the weighted loss function, the total number of trained networks, including Datasets-1 and Datasets-2, was 720. The testing accuracies for each resampling dataset were achieved towards the testing dataset with equal samples of each fault type. Figure 14 shows the accuracies of models with and without the weighted loss function trained on different resampling datasets (Datasets-2) and the original dataset (Datasets-1) of three ATRUs.
The results showing the impact of class imbalance on classification performance and the comparison of using the weighted loss function vs. not using it are shown in Figure 14 . Figure 14 shows an obvious deterioration of performance due to class imbalance; and the performance of the resampling datasets with ρ C ≈ 1 is much better than other datasets. The increase of the imbalance ratio of datasets between majority and minority fault types had a negative effect on the diagnosis accuracies. The accuracies dropped substantially when the imbalance ratio of the dataset was beyond 200, and the effect of the weighted loss function was minimal when the imbalance degree was high. The error for models trained on the resampling datasets while ρ C ≤ 10 in 20 times were about 1.5%; the error for models trained on the datasets while 10 < ρ C ≤ 50 were about 3%; the error for models trained on the datasets was much larger while the imbalance ratio is beyond 100. The results show that the accuracy of model trained on a balanced dataset is much stable and the classification result is more credible.
For most imbalance datasets, the improvement of the weighted loss function was not obvious. The use of the weighted loss function only improved performance minimally compared with the model without the weighted loss function trained toward the same dataset. Therefore, oversampling should be used to entirely eliminate the imbalance of different fault types as much as possible and the weighted loss function should be used to offset the small class imbalance after oversampling.
E. EVALUATION OF THE PROGRESSIVE SDCNN
This section focuses on the performance of the developed SDCNN and the improvement of the progressive SDCNN based on discussion results in Section 4. For comparisons, the CNN with training interference (TICNN) [42] and deep normalized convolutional neural network (DNCNN) [26] are used for classification. We use the same learning rate and epochs as the SDCNN.
For the fault diagnosis of ATRUs, the output voltage was chosen as the first input for SDCNN-1, and the input current of rectifier bridges was used as the second input for SDCNN-2. To verify the effectiveness of the data preprocessing and weighted loss function, confusion probabilities of each fault type for datasets of three ATRUs of four situations were compared: (1) the model without weighted loss function and trained based on the original dataset (Datasets-1) with ρ = 306; (2) the model with weighted loss function and trained based on Datasets-1; (3) the model without weighted loss function and trained based on Datasets-2-0 with ρ C−0 ≈ 1; and (4) the model with weighted loss function and trained based on Datasets-2-0. Figure 15 (a) shows that fault types with few samples are more easily misclassified, such as types 1, 4, and 5. Comparison of Figures 15(b) and (c) shows that the weighted loss function is deficient in dealing with the strongly imbalanced datasets, but the stochastic sampling based on the resampling weights we proposed has apparently increased the accuracies of fault types 1, 2, 4, and 5. Comparison of Figures 15(c) and (d) shows that the weighted loss function can improve the performance of the fault types of lower imbalance degree, such as types 9, 10, and 11. Therefore, the proposed data preprocessing is highly effective for the strongly imbalanced dataset, and the weighted loss function can improve the accuracy of a lower imbalanced dataset.
Most fault types are easily recognized, and high accuracy can be achieved with the SDCNN. However, the sensitivity of the 4 th fault type (s 4 ) is 0.364, and the sensitivity of the 5 th fault type (s 5 ) is 0.294 in Figure 15(d) . Confusion often occurs between the 5 th and 10 th , and the 4 th , 9 th , and 11 th faults. Therefore, the input current of the rectifier bridge is used as the second input feature in progressive SDCNN to reclassify these five types. Figure 16 compares the diagnosis accuracy of the SDCNN, progressive SDCNN, TICNN, and DNCNN. TICNN and DNCNN were trained under Datasets-1 and Datasets-2-0, respectively. The performance of TICNN and DNCNN trained on Datasets-2-0 was much better than the results based on Datasets-1. SDCNN had a higher accuracy than TICNN and DNCNN, especially in the diagnosis of all ATRUs. The progressive SDCNN achieved the highest accuracy and effectively improved the diagnosis accuracy of confusable faults with the input of current signals, which can be seen from the comparison of confusion matrices (a) and (b) in Figure 17 .
F. FAULT DIAGNOSIS UNDER DIFFERENT NOISE CONDITIONS
This section compares the performance of the SDCNN, progressive SDCNN, and other CNNs under different noisy environments. Figure 10 shows that signals collected from experiments often contain a certain amount of noise due to the experimental devices and external factors.
The noise contained in signals is often different under different working environments. The noise is often measured by signal-to-noise ratio (SNR = 10 log 10 P signal P noise ), where P signal and P noise are the magnitude of signal and noise, respectively. The Gaussian noise ranging from −2 dB to 14 dB was added to the testing data. These methods were trained on Datasets-2-0 and tested on the noisy samples. The diagnosis results of SDCNN, progressive SDCNN, TICNN, and DNCNN under noise data with different SNRs are shown in Figure 18 . Figure 18 shows that the accuracy of the SDCNN and progressive SDCNN is much higher and becomes stable when SNR ≥ 4 dB; the accuracy of the SDCNN is around 95%, and the accuracy of the progressive SDCNN is about 97.5%. However, the accuracies of the TICNN and DNCNN for all SNR values are about 91%, which are much lower than the SDCNN. The accuracies trend with different SNRs show that the TICNN and DNCNN are more stable, however, the SDCNN is more sensitive when the noise is large. The frameworks of these methods were compared. In the TICNN and DNCNN, a relatively large convolution kernel was used in the first convolution layer, which was 64 × 1 and 49 × 1, respectively. This means that the large convolution kernel was not as sensitive as the small kernel to features, so the models with large convolution kernels would be more stable, but not more accurate. Although the SDCNN may not be as able to prevent jamming, the use of small convolution kernels can improve the acquisition of small features to increase the diagnosis accuracy, and a stack of small convolution kernels can also improve the robustness of the model, as the accuracy is stable while SNR ≥ 4 dB in Figure 18 . Therefore, the SDCNN and the progressive SDCNN are suitable for most conditions and could distinguish complex faults well, whereas denoising preprocessing may be needed to improve performance when the noise is very large and beyond a normal level.
VI. CONCLUSION
Due to different failure rates, the numbers of samples for different fault types are always highly imbalanced and multiple faults are easily confused with single faults for electronic equipment. Therefore, this paper developed a stochastic discrete-time series deep convolutional neural network (SDCNN) method based on random oversampling and weighted loss. Based on the SDCNN, a progressive method with different input signals was developed to further improve the diagnosis performance.
To validate the method, datasets of auto-transformer rectifier units (ATRUs) that contain 15 fault types were used. The effectiveness of oversampling and weighted loss function was analyzed by comparing different resampling datasets. The misclassification percentage of the 4 th fault type was decreased from 100% to 36%. Based on the progressive SDCNN, the accuracy of the 4 th fault type further increased from 68% to 81%. The accuracies of the 1 th , 5 th , 9 th , and 10 th fault types also improved from 66%, 28%, 44%, 96% to 100%, 84%, 95%, 99%, respectively. Furthermore, the performance of the methods was verified under testing sets with noisy environments. The accuracies of both the SDCNN and the progressive SDCNN were greater than 95%, whereas the average accuracies of the TICNN and the DNCNN were both around 91%. These results show the effectiveness and the robustness of the developed method. Compared with the other convolutional neural networks, the main advantages of the SDCNN are the data preprocessing method, which deals with the extremely imbalanced datasets, and the progressive method, which improves the accuracy when there are ''confusable faults''. JING LI was born in Hebei, China, in 1994. She received the B.S. degree in aircraft airworthiness technology from the Nanjing University of Aeronautics and Astronautics (NUAA), Nanjing, China, in 2017, where she is currently pursuing the M.S. degree in airworthiness technology and management. Her current research interest includes multipower aircraft distribution system fault diagnosis method and technology.
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