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EXPANSIONS OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS
FROM THE TAYLOR–STRATONOVICH EXPANSION, BASED ON MULTIPLE
TRIGONOMETRIC FOURIER SERIES. COMPARISON WITH THE MILSTEIN
EXPANSION
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to comparison of the Milstein expansion of iterated
Stratonovich stochastic integrals with the method of expansion of iterated stochastic in-
tegrals, based on generalized multiple Fourier series. We consider some practical material
connected with the expansions of iterated Stratonovich stochastic integrals from the Taylor–
Stratonovich expansion, based on multiple trigonometric Fourier series. The comparison of
effectiveness of the Fourier–Legendre series as well as the trigonomertic Fourier series for
expansion of iterated Stratonovich stochastic integrals is considered.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent. Consider an Ito stochastic differential equation (SDE) in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying the equation (1). The nonrandom func-
tions a : ℜn × [0, T ]→ ℜn, B : ℜn × [0, T ]→ ℜn×m guarantee the existence and uniqueness up to
stochastic equivalence of a solution of the equation (1) [1]. The second integral on the right-hand side
of (1) is interpreted as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which
is F0-measurable and M{|x0|2} < ∞ (M denotes a mathematical expectation). We assume that x0
and ft − f0 are independent when t > 0.
It is well known that one of the effective approaches to the numerical integration of Ito SDEs is an
approach based on the Taylor–Ito and Taylor–Stratonovich expansions [2]-[6]. The most important
feature of such expansions is a presence in them the so-called iterated Ito and Stratonovich stochastic
integrals, which play the key role for solving the problem of numerical integration of Ito SDEs and
has the following form
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(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
where every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w
(i)
τ = f
(i)
τ for
i = 1, . . . ,m and w
(0)
τ = τ ; i1, . . . , ik = 0, 1, . . . ,m;
∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively.
Note that ψl(τ) ≡ 1 (l = 1, . . . , k) and i1, . . . , ik = 0, 1, . . . ,m in [2]-[6] and ψl(τ) ≡ (t − τ)ql
(l = 1, . . . , k; q1, . . . , qk = 0, 1, 2, . . .) and i1, . . . , ik = 1, . . . ,m in [7]-[20].
2. Milstein Expansion and Method of Generatized Multiple Fourier Series
Milstein G.N. proposed [2] (1988) the approach to expansion of iterated stochastic integrals, based
on expansion of the Brownian bridge process into trigonometric Fourier series with random coefficients
(the so-called Karhunen–Loeve expansion [1] for the Brownian bridge process).
Let us consider the Brownian bridge process [2]
(4) ft − t
∆
f∆, t ∈ [0,∆], ∆ > 0,
where ft is a standardm-dimensional Wiener process with independent components f
(i)
t (i = 1, . . . ,m).
Consider the componentwise Karhunen–Loeve expansion of the process (4) into the trigonometric
Fourier series converging in the mean-square sense [2]
(5) f
(i)
t −
t
∆
f
(i)
∆ =
1
2
ai,0 +
∞∑
r=1
(
ai,rcos
2pirt
∆
+ bi,rsin
2pirt
∆
)
,
where
ai,r =
2
∆
∆∫
0
(
f (i)s −
s
∆
f
(i)
∆
)
cos
2pirs
∆
ds,
bi,r =
2
∆
∆∫
0
(
f (i)s −
s
∆
f
(i)
∆
)
sin
2pirs
∆
ds,
where r = 0, 1, . . . ; i = 1, . . . ,m.
It is easy to demonstrate [2] that the random variables ai,r, bi,r are Gaussian ones and they satisfy
the following relations
M {ai,rbi,r} = M {ai,rbi,k} = 0, M {ai,rai,k} = M {bi,rbi,k} = 0,
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M {ai1,rai2,r} = M {bi1,rbi2,r} = 0, M
{
a2i,r
}
= M
{
b2i,r
}
=
∆
2pi2r2
,
where i, i1, i2 = 1, . . . ,m; r 6= k; i1 6= i2.
According to (5) we have
(6) f
(i)
t = f
(i)
∆
t
∆
+
1
2
ai,0 +
∞∑
r=1
(
ai,rcos
2pirt
∆
+ bi,rsin
2pirt
∆
)
,
where the series converges in the mean-square sense.
Note that the trigonometric functions are the eigenfunctions of the covariance of the Brownian
bridge process. That is why the basis functions are the trigonometric functions in the considered
approach.
In [2] (see also [3]-[6]) Milstein G.N. proposed to expand (3) into repeated series of products of
standard Gaussian random variables by representing the Wiener process as the series (6). To obtain
the Milstein expansion of (3), the truncated expansions (6) of components of the Wiener process fs
must be iteratively substituted in the single integrals, and the integrals must be calculated, starting
from the innermost integral. This is a complicated procedure that obviously does not lead to a general
expansion of (3) valid for an arbitrary multiplicity k. For this reason, only expansions of simplest
single, double, and triple integrals (3) were obtained (see [2]-[6]).
At that, in [2], [6] the case of ψ1(s), ψ2(s) ≡ 1 and i1, i2 = 0, 1, . . . ,m is considered. In [3]-[5] the
attempt to consider the case of ψ1(s), ψ2(s), ψ3(s) ≡ 1 and i1, i2, i3 = 0, 1, . . . ,m is realized.
Note that generally speaking the approximations of triple stochastic integrals from [3]-[5] may not
converge in the mean-square sence to appropriate triple stochastic integrals due to iterated limit tran-
sitions in the Milstein approach [2] (we mean here a triple integration with respect to the components
of the Wiener process). This feature of the Milstein expansion will be considered in details further.
Let us consider the another approach to expansion of iterated stochastic integrals [9]-[32], which
we will call as the method of generalized multiple Fourier series.
Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous function on [t, T ].
Define the following function on a hypercube [t, T ]k
(7) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, otherwise
=
k∏
l=1
ψl(tl)
k−1∏
l=1
1{tl<tl+1},
where t1, . . . , tk ∈ [t, T ] (k ≥ 2), and K(t1) ≡ ψ1(t1) for t1 ∈ [t, T ]. Here 1A denotes the indicator of
the set A.
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) is sectionally continuous in the hypercube [t, T ]
k. At this situation it is
well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is converging to
K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
(8) lim
p1,...,pk→∞
∥∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥∥ = 0,
where
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(9) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
is the Fourier coefficient, and
‖f‖ =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the partition {τj}Nj=0 of [t, T ] such that
(10) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 [9]-[32]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous non-random function
on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous functions in the space
L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(11) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(12) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (9), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of [t, T ], which
satisfies the condition (10).
In order to evaluate the significance of the theorem 1 for practice we will demonstrate its trans-
formed particular cases for k = 1, . . . , 4 [9]-[32]
J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(13) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
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J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(14) −1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(15) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
where 1A is the indicator of the set A.
The following theorem adapt the theorem 1 for the integrals (3) of multiplicities 2 to 4.
Theorem 2 [14]-[32]. Suppose that {φj(x)}∞j=0 is a complete orthonormal system of Legendre
polynomials or trigonometric functions in L2([t, T ]). At the same time ψ2(s) is a continuously dif-
ferentiable function on [t, T ] and ψ1(s), ψ3(s) are two times continuously differentiable functions on
[t, T ]. Then
(16) J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
(i1, i2 = 1, . . . ,m),
(17) J∗[ψ(3)]T,t = l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, . . . , i3 = 0, 1, . . . ,m),
(18) J∗[ψ(3)]T,t = l.i.m.
p→∞
p∑
j1,...,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, . . . , i3 = 1, . . . ,m),
(19) J∗[ψ(4)]T,t = l.i.m.
p→∞
p∑
j1,...,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
(i1, . . . , i4 = 0, 1, . . . ,m),
where ψl(s) ≡ 1 (l = 1, . . . , 4) in (17), (19); another notations see in the theorem 1.
Assume that J [ψ(k)]p1...pkT,t is an approximation of (2), which is the prelimit expression in (11).
Let us denote
M
{(
J [ψ(k)]T,t − J [ψ(k)]p1,...,pkT,t
)2} def
= Ep1,...,pkk ,
Ep1,...,pkk
def
= Epk if p1 = . . . = pk = p,
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‖K‖2 def= Ik, K(t1, . . . , tk) def= K.
In [18]-[20], [25], [30] it was shown that
(20) Ep1,...,pkk ≤ k!

Ik − p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1


if i1, . . . , ik = 1, . . . ,m (0 < T − t <∞) or i1, . . . , ik = 0, 1, . . . ,m (0 < T − t < 1).
The value Epk can be calculated exactly.
Theorem 3 [19]-[21], [30]. Suppose that the conditions of the theorem 1 are satisfied. Then
(21) Epk = Ik −
p∑
j1,...,jk=0
Cjk...j1M

J [ψ(k)]T,t
∑
(j1,...,jk)
T∫
t
φjk (tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk

 ,
where J [ψ(k)]pT,t is the prelimit expression in (11) if p1 = . . . = pk = p (i1, . . . , ik = 1, . . . ,m),
expression ∑
(j1,...,jk)
means the sum according to all possible permutations (j1, . . . , jk), at the same time if jr swapped with
jq in the permutation (j1, . . . , jk), then ir swapped with iq in the permutation (i1, . . . , ik); another
notations see in the theorem 1.
Note that
M

J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk

 = Cjk...j1 .
Then from the theorem 3 for pairwise different i1, . . . , ik and for i1 = . . . = ik we obtain
Epk = Ik −
p∑
j1,...,jk=0
C2jk...j1 ,
Epk = Ik −
p∑
j1,...,jk=0
Cjk...j1
( ∑
(j1,...,jk)
Cjk...j1
)
,
where ∑
(j1,...,jk)
is a sum according to all possible permutations (j1, . . . , jk).
Consider some examples of application of the theorem 3 (i1, . . . , ik = 1, . . . ,m)
Ep2 = I2 −
p∑
j1,j2=0
C2j2j1 −
p∑
j1,j2=0
Cj2j1Cj1j2 (i1 = i2),
EXPANSIONS OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS 7
(22) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
(23) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
(24) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j4)
( ∑
(j2,j3)
Cj4...j1
))
(i1 = i4 6= i2 = i3).
3. Some Features and Problems of the Milstein Expansion
Let us denote
(25) I
∗(i1...ik)
(l1...lk)T,t
=
∗T∫
t
(t− tk)lk . . .
∗t2∫
t
(t− t1)l1df (i1)t1 . . . df
(ik)
tk ,
where i1, . . . , ik = 1, . . . ,m; l1, . . . , lk = 0, 1, . . . .
Let us consider the Milstein expansions for the simplest iterated Stratonovich stochastic integrals
(25)
(26) I
∗(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(27) I
∗(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
∞∑
r=1
1
r
ζ
(i1)
2r−1
)
,
I
∗(i1i2)
(00)T,t =
1
2
(T − t)
(
ζ
(i1)
0 ζ
(i2)
0 +
1
pi
∞∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
(28) +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
)))
,
(29) I
∗(i1)
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
∞∑
r=1
1
r2
ζ
(i1)
2r −
1√
2pi
∞∑
r=1
1
r
ζ
(i1)
2r−1
)
,
where i1, i2 = 1, . . . ,m; every
ζ
(i)
j =
T∫
t
φj(s)df
(i)
s
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is a standard Gaussian random variable for various i or j, and
(30) φj(s) =
1√
T − t


1 when j = 0
√
2sin(2pir(s − t)/(T − t)) when j = 2r − 1
√
2cos(2pir(s− t)/(T − t)) when j = 2r
,
where r = 1, 2, . . .
Obviously, that I
∗(i1)
(1)T,t, I
∗(i1)
(2)T,t has Gaussian distribution and expansions (27), (29) are too complex
for such simple stochastic integrals as I
∗(i1)
(1)T,t, I
∗(i1)
(2)T,t.
Milstein G.N. proposed [2] the following mean-square approximations on the base of the expansions
(27), (28)
(31) I
∗(i1)q
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
( q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
I
∗(i1i2)q
(00)T,t =
1
2
(T − t)
(
ζ
(i1)
0 ζ
(i2)
0 +
1
pi
q∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
(32) +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
))
+
√
2
pi
√
αq
(
ξ(i1)q ζ
(i2)
0 − ζ(i1)0 ξ(i2)q
))
,
where
(33) ξ(i)q =
1√
αq
∞∑
r=q+1
1
r
ζ
(i)
2r−1, αq =
pi2
6
−
q∑
r=1
1
r2
,
where ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q ; r = 1, . . . , q; i = 1, . . . ,m are independent standard Gaussian random
variables.
The approximation I
∗(i1)q
(2)T,t , which corresponds to (31), (32) has the form [3]-[5]
I
∗(i1)q
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
(
q∑
r=1
1
r2
ζ
(i1)
2r +
√
βqµ
(i1)
q
)
−
(34) − 1√
2pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
where ξ
(i)
q , αq has the form (33) and
µ(i)q =
1√
βq
∞∑
r=q+1
1
r2
ζ
(i)
2r , βq =
pi4
90
−
q∑
r=1
1
r4
,
φj(s) has the form (30); ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q , µ
(i)
q ; r = 1, . . . , q; i = 1, . . . ,m are independent standard
Gaussian random variables; i = 1, . . . ,m.
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Nevetheless the expansions (31), (34) are too complex for approximation of two Gaussian random
variables I
∗(i1)
(1)T,t, I
∗(i1)
(2)T,t.
Using the theorems 1, 2 and complete orthonormal system of Legendre polynomials in the space
L2([t, T ]) it is shown [9]-[32] that for i1, i2 = 1, . . . ,m
(35) I
∗(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(36) I
∗(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(37) I
∗(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(38) I
∗(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
every
ζ
(i)
j =
T∫
t
φj(s)df
(i)
s
is a standard Gaussian random variable for various i or j, where
(39) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
; j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial.
Not difficult to see that at least the expansions (36), (37) essentially more simpler than the expan-
sions (31), (34).
As we mentioned before, the technical peculiarities of the Milstein expansion may result in repeated
series (iterated limit transitions) in contradiction to multiple series (one operation of limit transition)
taken from the theorems 1 and 2.
In the case of simplest stochastic integral of 2nd multiplicity I
∗(i1i2)
(00)T,t, this problem was avoided
as we saw earlier. However, the situation is not the same for simplest stochastic integrals of 3rd
multiplicity I
∗(i1i2i3)
(000)T,t .
Let us denote
J
∗(i1...ik)
(λ1...λk)T,t
=
∗T∫
t
. . .
∗t2∫
t
dw
(i1)
t1 . . . dw
(ik)
tk ,
where λl = 1 if il = 1, . . . ,m and λl = 0 if il = 0; l = 1, . . . , k (w
(i)
τ = f
(i)
τ for i = 1, . . . ,m and
w
(0)
τ = τ).
Let us consider the expansion of iterated Stratonovich stochastic integral of 3rd multiplicity ob-
tained in [3]-[5] by the Milstein approach
J
∗(i1i2i3)
(111)∆,0 =
1
∆
J
∗(i1)
(1)∆,0J
∗(0i2i3)
(011)∆,0 +
1
2
ai1,0J
∗(i2i3)
(11)∆,0 +
1
2pi
bi1J
(i2)
(1)∆,0J
∗(i3)
(1)∆,0−
10 D.F. KUZNETSOV
(40) −∆J∗(i2)(1)∆,0Bi1i3 +∆J
∗(i3)
(1)∆,0
(
1
2
Ai1i2 − Ci2i1
)
+∆3/2Di1i2i3 ,
where
J
∗(0i2i3)
(011)∆,0 =
1
6
J
∗(i2)
(1)∆,0J
∗(i3)
(1)∆,0 −
1
pi
∆J
∗(i3)
(1)∆,0bi2+
+∆2Bi2i3 −
1
4
∆ai3,0J
∗(i2)
(1)∆,0 +
1
2pi
∆bi3J
∗(i2)
(1)∆,0 +∆
2Ci2i3 +
1
2
∆2Ai2i3 ,
Ai2i3 =
pi
∆
∞∑
r=1
r (ai2,rbi3,r − bi2,rai3,r) ,
Ci2i3 = −
1
∆
∞∑
l=1
∞∑
r=1(r 6=l)
r
r2 − l2 (rai2,rai3,l + lbi2,rbi3,l) ,
Bi2i3 =
1
2∆
∞∑
r=1
(ai2,rai3,r + bi2,rbi3,r) , bi =
∞∑
r=1
1
r
bi,r,
Di1i2i3 = −
pi
2∆3/2
∞∑
l=1
∞∑
r=1
l
(
ai2,l (ai3,l+rbi1,r − ai1,rbi3,l+r) +
+bi2,l (ai1,rai3,r+l + bi1,rbi3,l+r)
)
+
+
pi
2∆3/2
∞∑
l=1
l−1∑
r=1
l
(
ai2,l (ai1,rbi3,l−r + ai3,l−rbi1,r)−
−bi2,l (ai1,rai3,l−r − bi1,rbi3,l−r)
)
+
+
pi
2∆3/2
∞∑
l=1
∞∑
r=l+1
l
(
ai2,l (ai3,r−lbi1,r − ai1,rbi3,r−l)+
+bi2,l (ai1,rai3,r−l + bi1,rbi3,r−l)
)
.
From the form of expansion (40) and expansion of the integral J
∗(0i2i3)
(011)∆,0 we may conclude that
they include repeated (double) series.
Hereinafter in the course of approximation of examined stochastic integral in [3]-[5] it is proposed to
put upper limits of summation by equal q, that is according to arguments given before is incorrectly.
For example, the value Di1i2i3 is approximated in [3]-[5] by the double sums of the form
D
(q)
i1i2i3
= − pi
2∆3/2
q∑
l=1
q∑
r=1
l
(
ai2,l (ai3,l+rbi1,r − ai1,rbi3,l+r) +
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+bi2,l (ai1,rai3,r+l + bi1,rbi3,l+r)
)
+
+
pi
2∆3/2
q∑
l=1
l−1∑
r=1
l
(
ai2,l (ai1,rbi3,l−r + ai3,l−rbi1,r)−
−bi2,l (ai1,rai3,l−r − bi1,rbi3,l−r)
)
+
+
pi
2∆3/2
q∑
l=1
q∑
r=l+1
l
(
ai2,l (ai3,r−lbi1,r − ai1,rbi3,r−l)+
+bi2,l (ai1,rai3,r−l + bi1,rbi3,r−l)
)
.
We may avoid this problem (iterated limit transitions) using the method, based on the theorems
1 and 2.
If we prove that the members of expansion (40) coincide with the members of its analogue, obtained
using the theorem 2 (the same fact is proven in [9]-[20] for the simplest stochastic integrals I
∗(i1)
(1)T,t,
I
∗(i1i2)
(00)T,t of first and second multiplicity), then we may replace the repeated (double) series in (40) by
the multiple ones, as in the theorems 1 and 2 (as was made formally in [3]-[5]). However, it requires
the separate argumentation.
4. Approximation of Specific Iterated Stochastic Integrals of Multiplicities 1 to 3,
Using the Theorems 1, 2 and Trigonometric System of Functions
In [9]-[20] the author independently from the papers [2]-[6] (excepting the method of introducing
of additional random variables ξ
(i)
q and µ
(i)
q ) obtained, using the theorems 1 and 2, the following
expansions for the iterated Stratonovich stochastic integrals (25) from the so-called unified Taylor-
Stratonovich expansion [8]-[20]
(41) I
∗(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(42) I
∗(i1)q
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
I
∗(i1i2)q
(00)T,t =
1
2
(T − t)
(
ζ
(i1)
0 ζ
(i2)
0 +
1
pi
q∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
(43) +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
))
+
√
2
pi
√
αq
(
ξ(i1)q ζ
(i2)
0 − ζ(i1)0 ξ(i2)q
))
,
I
∗(i1i2i3)q
(000)T,t = (T − t)3/2
(
1
6
ζ
(i1)
0 ζ
(i2)
0 ζ
(i3)
0 +
√
αq
2
√
2pi
(
ξ(i1)q ζ
(i2)
0 ζ
(i3)
0 − ξ(i3)q ζ(i2)0 ζ(i1)0
)
+
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+
1
2
√
2pi2
√
βq
(
µ(i1)q ζ
(i2)
0 ζ
(i3)
0 − 2µ(i2)q ζ(i1)0 ζ(i3)0 + µ(i3)q ζ(i1)0 ζ(i2)0
)
+
+
1
2
√
2
q∑
r=1
(
1
pir
(
ζ
(i1)
2r−1ζ
(i2)
0 ζ
(i3)
0 − ζ(i3)2r−1ζ(i2)0 ζ(i1)0
)
+
+
1
pi2r2
(
ζ
(i1)
2r ζ
(i2)
0 ζ
(i3)
0 − 2ζ(i2)2r ζ(i3)0 ζ(i1)0 + ζ(i3)2r ζ(i2)0 ζ(i1)0
))
+
+
q∑
r=1
(
1
4pir
(
ζ
(i1)
2r ζ
(i2)
2r−1ζ
(i3)
0 − ζ(i1)2r−1ζ(i2)2r ζ(i3)0 − ζ(i2)2r−1ζ(i3)2r ζ(i1)0 + ζ(i3)2r−1ζ(i2)2r ζ(i1)0
)
+
+
1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1ζ
(i3)
0 + ζ
(i1)
2r ζ
(i2)
2r ζ
(i3)
0 − 6ζ(i1)2r−1ζ(i3)2r−1ζ(i2)0 +
(44) +3ζ
(i2)
2r−1ζ
(i3)
2r−1ζ
(i1)
0 − 2ζ(i1)2r ζ(i3)2r ζ(i2)0 + ζ(i3)2r ζ(i2)2r ζ(i1)0
))
+D
(i1i2i3)q
T,t
)
,
where
D
(i1i2i3)q
T,t =
1
2pi2
q∑
r,l=1
r 6=l
(
1
r2 − l2
(
ζ
(i1)
2r ζ
(i2)
2l ζ
(i3)
0 − ζ(i2)2r ζ(i1)0 ζ(i3)2l +
+
r
l
ζ
(i1)
2r−1ζ
(i2)
2l−1ζ
(i3)
0 −
l
r
ζ
(i1)
0 ζ
(i2)
2r−1ζ
(i3)
2l−1
)
− 1
rl
ζ
(i1)
2r−1ζ
(i2)
0 ζ
(i3)
2l−1
)
+
+
1
4
√
2pi2
(
q∑
r,m=1
(
2
rm
(
−ζ(i1)2r−1ζ(i2)2m−1ζ(i3)2m + ζ(i1)2r−1ζ(i2)2r ζ(i3)2m−1+
+ζ
(i1)
2r−1ζ
(i2)
2m ζ
(i3)
2m−1 − ζ(i1)2r ζ(i2)2r−1ζ(i3)2m−1
)
+
+
1
m(r +m)
(
−ζ(i1)2(m+r)ζ
(i2)
2r ζ
(i3)
2m − ζ(i1)2(m+r)−1ζ
(i2)
2r−1ζ
(i3)
2m −
−ζ(i1)2(m+r)−1ζ
(i2)
2r ζ
(i3)
2m−1 + ζ
(i1)
2(m+r)ζ
(i2)
2r−1ζ
(i3)
2m−1
))
+
+
q∑
m=1
q∑
l=m+1
(
1
m(l −m)
(
ζ
(i1)
2(l−m)ζ
(i2)
2l ζ
(i3)
2m + ζ
(i1)
2(l−m)−1ζ
(i2)
2l−1ζ
(i3)
2m −
−ζ(i1)2(l−m)−1ζ
(i2)
2l ζ
(i3)
2m−1 + ζ
(i1)
2(l−m)ζ
(i2)
2l−1ζ
(i3)
2m−1
)
+
+
1
l(l−m)
(
−ζ(i1)2(l−m)ζ
(i2)
2m ζ
(i3)
2l + ζ
(i1)
2(l−m)−1ζ
(i2)
2m−1ζ
(i3)
2l −
−ζ(i1)2(l−m)−1ζ
(i2)
2m ζ
(i3)
2l−1 − ζ(i1)2(l−m)ζ
(i2)
2m−1ζ
(i3)
2l−1
)))
,
I
∗(i1i2)q
(10)T,t = −(T − t)2
(
1
6
ζ
(i1)
0 ζ
(i2)
0 −
1
2
√
2pi
√
αqξ
(i2)
q ζ
(i1)
0 +
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+
1
2
√
2pi2
√
βq
(
µ(i2)q ζ
(i1)
0 − 2µ(i1)q ζ(i2)0
)
+
+
1
2
√
2
q∑
r=1
(
− 1
pir
ζ
(i2)
2r−1ζ
(i1)
0 +
1
pi2r2
(
ζ
(i2)
2r ζ
(i1)
0 − 2ζ(i1)2r ζ(i2)0
))
−
− 1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i1)
2r ζ
(i2)
2l +
l
r
ζ
(i1)
2r−1ζ
(i2)
2l−1
)
+
(45) +
q∑
r=1
(
1
4pir
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r
)
+
1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1 + ζ
(i2)
2r ζ
(i1)
2r
)))
,
I
∗(i1i2)q
(01)T,t = (T − t)2
(
−1
3
ζ
(i1)
0 ζ
(i2)
0 −
1
2
√
2pi
√
αq
(
ξ(i1)q ζ
(i2)
0 − 2ξ(i2)q ζ(i1)0
)
+
+
1
2
√
2pi2
√
βq
(
µ(i1)q ζ
(i2)
0 − 2µ(i2)q ζ(i1)0
)
−
− 1
2
√
2
q∑
r=1
(
1
pir
(
ζ
(i1)
2r−1ζ
(i2)
0 − 2ζ(i2)2r−1ζ(i1)0
)
− 1
pi2r2
(
ζ
(i1)
2r ζ
(i2)
0 − 2ζ(i2)2r ζ(i1)0
))
+
+
1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
r
l
ζ
(i1)
2r−1ζ
(i2)
2l−1 + ζ
(i1)
2r ζ
(i2)
2l
)
−
(46) −
q∑
r=1
(
1
4pir
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r
)
− 1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1 + ζ
(i1)
2r ζ
(i2)
2r
)))
,
I
∗(i1)q
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
(
q∑
r=1
1
r2
ζ
(i1)
2r +
√
βqµ
(i1)
q
)
−
(47) − 1√
2pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
where
ξ(i)q =
1√
αq
∞∑
r=q+1
1
r
ζ
(i)
2r−1, αq =
pi2
6
−
q∑
r=1
1
r2
, µ(i)q =
1√
βq
∞∑
r=q+1
1
r2
ζ
(i)
2r ,
βq =
pi4
90
−
q∑
r=1
1
r4
, ζ
(i)
j =
T∫
t
φj(s)df
(i)
s ,
where φj(s) has the form (30); ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q , µ
(i)
q ; r = 1, . . . , q; i = 1, . . . ,m are independent
standard Gaussian random variables; i1, i2, i3 = 1, . . . ,m.
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Note that from (45), (46) it follows that
(48)
∞∑
j=0
C10jj =
∞∑
j=0
C01jj = −
(T − t)2
4
,
where
C10jj =
T∫
t
φj(x)
x∫
t
φj(y)(t− y)dydx,
C01jj =
T∫
t
φj(x)(t − x)
x∫
t
φj(y)dydx.
The formulas (48) are the particular cases of the more general relation, which we applied for proof
of the theorem 2 for the case k = 2 (see [14]-[20]).
Let us consider the mean-square errors of approximations (43)–(46). From the relations (43)–(46)
when i1 6= i2, i2 6= i3, i1 6= i3 by direct calculation we obtain
(49) M
{(
I
∗(i1i2)
(00)T,t − I
∗(i1i2)q
(00)T,t
)2}
=
(T − t)2
2pi2
(
pi2
6
−
q∑
r=1
1
r2
)
,
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
= (T − t)3
(
1
4pi2
(
pi2
6
−
q∑
r=1
1
r2
)
+
(50) +
55
32pi4
(
pi4
90
−
q∑
r=1
1
r4
)
+
1
4pi4
(
∞∑
r,l=1
r 6=l
−
q∑
r,l=1
r 6=l
)
5l4 + 4r4 − 3l2r2
r2l2(r2 − l2)2
)
,
M
{(
I
∗(i1i2)
(01)T,t − I
∗(i1i2)q
(01)T,t
)2}
= (T − t)4
(
1
8pi2
(
pi2
6
−
q∑
r=1
1
r2
)
+
(51) +
5
32pi4
(
pi4
90
−
q∑
r=1
1
r4
)
+
1
4pi4
(
∞∑
k,l=1
k 6=l
−
q∑
k,l=1
k 6=l
)
l2 + k2
k2(l2 − k2)2
)
,
M
{(
I
∗(i1i2)
(10)T,t − I
∗(i1i2)q
(10)T,t
)2}
= (T − t)4
(
1
8pi2
(
pi2
6
−
q∑
r=1
1
r2
)
+
(52) +
5
32pi4
(
pi4
90
−
q∑
r=1
1
r4
)
+
1
4pi4
(
∞∑
k,l=1
k 6=l
−
q∑
k,l=1
k 6=l
)
l2 + k2
l2(l2 − k2)2
)
.
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It is easy to demonstrate that the relations (50), (51), and (52) may be represented using the
theorem 3 in the following form
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
= (T − t)3
(
4
45
− 1
4pi2
q∑
r=1
1
r2
−
(53) − 55
32pi4
q∑
r=1
1
r4
− 1
4pi4
q∑
r,l=1
r 6=l
5l4 + 4r4 − 3r2l2
r2l2 (r2 − l2)2
)
,
M
{(
I
∗(i1i2)
(10)T,t − I
∗(i1i2)q
(10)T,t
)2}
=
(T − t)4
4
(
1
9
− 1
2pi2
q∑
r=1
1
r2
−
(54) − 5
8pi4
q∑
r=1
1
r4
− 1
pi4
q∑
k,l=1
k 6=l
k2 + l2
l2 (l2 − k2)2
)
,
M
{(
I
∗(i1i2)
(01)T,t − I
∗(i1i2)q
(01)T,t
)2}
=
(T − t)4
4
(
1
9
− 1
2pi2
q∑
r=1
1
r2
−
(55) − 5
8pi4
q∑
r=1
1
r4
− 1
pi4
q∑
k,l=1
k 6=l
l2 + k2
k2 (l2 − k2)2
)
.
Comparing (53)–(55) and (50)–(52), note that
(56)
∞∑
k,l=1
k 6=l
l2 + k2
k2 (l2 − k2)2 =
∞∑
k,l=1
k 6=l
l2 + k2
l2 (l2 − k2)2 =
pi4
48
,
(57)
∞∑
r,l=1
r 6=l
5l4 + 4r4 − 3r2l2
r2l2 (r2 − l2)2 =
9pi4
80
.
Let us consider approximations of the stochastic integrals I
∗(i1i1)
(10)T,t, I
∗(i1i1)
(01)T,t and the conditions of
selecting the number q using the trigonometric system of functions
I
∗(i1i1)q
(10)T,t = −(T − t)2
(
1
6
(
ζ
(i1)
0
)2
− 1
2
√
2pi
√
αqξ
(i1)
q ζ
(i1)
0 −
− 1
2
√
2pi2
√
βqµ
(i1)
q ζ
(i1)
0 −
1
2
√
2
q∑
r=1
(
1
pir
ζ
(i1)
2r−1ζ
(i1)
0 +
1
pi2r2
ζ
(i1)
2r ζ
(i1)
0
)
−
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− 1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i1)
2r ζ
(i1)
2l +
l
r
ζ
(i1)
2r−1ζ
(i1)
2l−1
)
+
+
1
8pi2
q∑
r=1
1
r2
(
3
(
ζ
(i1)
2r−1
)2
+
(
ζ
(i1)
2r
)2))
,
I
∗(i1i1)q
(01)T,t = (T − t)2
(
−1
3
(
ζ
(i1)
0
)2
+
1
2
√
2pi
√
αqξ
(i1)
q ζ
(i1)
0 −
− 1
2
√
2pi2
√
βqµ
(i1)
q ζ
(i1)
0 +
1
2
√
2
q∑
r=1
(
1
pir
ζ
(i1)
2r−1ζ
(i1)
0 −
1
pi2r2
ζ
(i1)
2r ζ
(i1)
0
)
+
+
1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i1)
2r ζ
(i1)
2l +
r
l
ζ
(i1)
2r−1ζ
(i1)
2l−1
)
+
+
1
8pi2
q∑
r=1
1
r2
(
3
(
ζ
(i1)
2r−1
)2
+
(
ζ
(i1)
2r
)2))
.
Then we obtain
M
{(
I
∗(i1i1)
(01)T,t − I
∗(i1i1)q
(01)T,t
)2}
= M
{(
I
∗(i1i1)
(10)T,t − I
∗(i1i1)q
(10)T,t
)2}
=
=
(T − t)4
4
(
2
pi4
(
pi4
90
−
q∑
r=1
1
r4
)
+
1
pi4
(
pi2
6
−
q∑
r=1
1
r2
)2
+
(58) +
1
pi4
(
∞∑
k,l=1
k 6=l
−
q∑
k,l=1
k 6=l
)
l2 + k2
k2(l2 − k2)2
)
.
Considering (56) we rewrite the relation (58) in the following form
M
{(
I
∗(i1i1)
(01)T,t − I
∗(i1i1)q
(01)T,t
)2}
= M
{(
I
∗(i1i1)
(10)T,t − I
∗(i1i1)q
(10)T,t
)2}
=
=
(T − t)4
4
(
17
240
− 1
3pi2
q∑
r=1
1
r2
− 2
pi4
q∑
r=1
1
r4
+
(59) +
1
pi4
(
q∑
r=1
1
r2
)2
− 1
pi4
q∑
k,l=1
k 6=l
l2 + k2
k2(l2 − k2)2
)
.
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Table 1. Confirmation of the formula (53)
ε/(T − t)3 0.0459 0.0072 7.5722 · 10−4 7.5973 · 10−5 7.5990 · 10−6
q 1 10 100 1000 10000
Table 2. Confirmation of the formulas (54), (55)
4ε/(T − t)4 0.0540 0.0082 8.4261 · 10−4 8.4429 · 10−5 8.4435 · 10−6
q 1 10 100 1000 10000
Table 3. Confirmation of the formula (59)
4ε/(T − t)4 0.0268 0.0034 3.3955 · 10−4 3.3804 · 10−5 3.3778 · 10−6
q 1 10 100 1000 10000
Table 4. Confirmation of the formula (56)
εq 2.0294 0.3241 0.0330 0.0033 3.2902 · 10−4
q 1 10 100 1000 10000
In the tables 1–3 we confirm numerically the formulas (53)–(55), (59) for various values q. In the
tables 1–3 the number ε means the right-hand sides of the mentioned formulas.
The formulas (56), (57) appear to be interesting. Let us confirm numerically their rightness in
the tables 4 and 5 (the number εq is an absolute deviation of multiple partial sums with the upper
limit of summation q for the series (56), (57) from the right-hand sides of the formulas (56), (57);
convergence of multiple series is regarded here when p1 = p2 = q →∞, which is acceptable according
to the theorem 1).
Using the trigonometric system of functions, let us consider the approximations of iterated sto-
chastic integrals of the following form
J
∗(i1...ik)
(λ1...λk)T,t
=
∗T∫
t
. . .
∗t2∫
t
dw
(i1)
t1 . . . dw
(ik)
tk
,
where λl = 1 if il = 1, . . . ,m and λl = 0 if il = 0; l = 1, . . . , k (w
(i)
τ = f
(i)
τ for i = 1, . . . ,m and
w
(0)
τ = τ).
It is easy to see that the approximations
J
∗(i1i2)q
(λ1λ2)T,t
, J
∗(i1i2i3)q
(λ1λ2λ3)T,t
of stochastic integrals
J
∗(i1i2)
(λ1λ2)T,t
, J
∗(i1i2i3)
(λ1λ2λ3)T,t
are defined by the right-hand sides of the formulas (43), (44), where it is necessary to take
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Table 5. Confirmation of the formula (57)
εq 10.9585 1.8836 0.1968 0.0197 0.0020
q 1 10 100 1000 10000
(60) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
and i1, i2, i3 = 0, 1, . . . ,m.
Since
T∫
t
φj(s)dw
(0)
s =


√
T − t if j = 0
0 if j 6= 0
,
then it is easy to get from (43) and (44), considering that in these equalities ζ
(i)
j has the form (60)
and i1, i2, i3 = 0, 1, . . . ,m, the following family of formulas
J
(i10)q
(10)T,t =
1
2
(T − t)3/2
(
ζ
(i1)
0 +
√
2
pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
J
(0i2)q
(01)T,t =
1
2
(T − t)3/2
(
ζ
(i2)
0 −
√
2
pi
(
q∑
r=1
1
r
ζ
(i2)
2r−1 +
√
αqξ
(i2)
q
))
,
J
(00i3)q
(001)T,t = (T − t)5/2
(
1
6
ζ
(i3)
0 +
1
2
√
2pi2
(
q∑
r=1
1
r2
ζ
(i3)
2r +
√
βqµ
(i3)
q
)
−
− 1
2
√
2pi
(
q∑
r=1
1
r
ζ
(i3)
2r−1 +
√
αqξ
(i3)
q
))
,
J
(0i20)q
(010)T,t = (T − t)5/2
(
1
6
ζ
(i2)
0 −
1√
2pi2
(
q∑
r=1
1
r2
ζ
(i2)
2r +
√
βqµ
(i2)
q
))
,
J
(i100)q
(100)T,t = (T − t)5/2
(
1
6
ζ
(i1)
0 +
1
2
√
2pi2
(
q∑
r=1
1
r2
ζ
(i1)
2r +
√
βqµ
(i1)
q
)
+
+
1
2
√
2pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
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J
∗(0i2i3)q
(011)T,t = (T − t)2
(
1
6
ζ
(i2)
0 ζ
(i3)
0 −
1
2
√
2pi
√
αqξ
(i3)
q ζ
(i2)
0 +
+
1
2
√
2pi2
√
βq
(
µ(i3)q ζ
(i2)
0 − 2µ(i2)q ζ(i3)0
)
+
+
1
2
√
2
q∑
r=1
(
− 1
pir
ζ
(i3)
2r−1ζ
(i2)
0 +
1
pi2r2
(
ζ
(i3)
2r ζ
(i2)
0 − 2ζ(i2)2r ζ(i3)0
))
−
− 1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i2)
2r ζ
(i3)
2l +
l
r
ζ
(i2)
2r−1ζ
(i3)
2l−1
)
+
+
q∑
r=1
(
1
4pir
(
ζ
(i2)
2r ζ
(i3)
2r−1 − ζ(i2)2r−1ζ(i3)2r
)
+
(61) +
1
8pi2r2
(
3ζ
(i2)
2r−1ζ
(i3)
2r−1 + ζ
(i3)
2r ζ
(i2)
2r
)))
,
J
∗(i1i20)q
(110)T,t = (T − t)2
(
1
6
ζ
(i1)
0 ζ
(i2)
0 +
1
2
√
2pi
√
αqξ
(i1)
q ζ
(i2)
0 +
+
1
2
√
2pi2
√
βq
(
µ(i1)q ζ
(i2)
0 − 2µ(i2)q ζ(i1)0
)
+
+
1
2
√
2
q∑
r=1
(
1
pir
ζ
(i1)
2r−1ζ
(i2)
0 +
1
pi2r2
(
ζ
(i1)
2r ζ
(i2)
0 − 2ζ(i2)2r ζ(i1)0
))
+
+
1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
r
l
ζ
(i1)
2r−1ζ
(i2)
2l−1 + ζ
(i1)
2r ζ
(i2)
2l
)
+
+
q∑
r=1
(
1
4pir
(
ζ
(i2)
2r−1ζ
(i1)
2r − ζ(i1)2r−1ζ(i2)2r
)
+
+
1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1 + ζ
(i1)
2r ζ
(i2)
2r
)))
,
J
∗(i10i3)q
(101)T,t = (T − t)2
(
1
6
ζ
(i1)
0 ζ
(i3)
0 +
1
2
√
2pi
√
αq
(
ξ(i1)q ζ
(i3)
0 − ξ(i3)q ζ(i1)0
)
+
+
1
2
√
2pi2
√
βq
(
µ(i1)q ζ
(i3)
0 + µ
(i3)
q ζ
(i1)
0
)
+
+
1
2
√
2
q∑
r=1
(
1
pir
(
ζ
(i1)
2r−1ζ
(i3)
0 − ζ(i3)2r−1ζ(i1)0
)
+
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+
1
pi2r2
(
ζ
(i1)
2r ζ
(i3)
0 + ζ
(i3)
2r ζ
(i1)
0
))
− 1
2pi2
q∑
r,l=1
r 6=l
1
rl
ζ
(i1)
2r−1ζ
(i3)
2l−1−
−
q∑
r=1
1
4pi2r2
(
3ζ
(i1)
2r−1ζ
(i3)
2r−1 + ζ
(i1)
2r ζ
(i3)
2r
))
.
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