Let S be the multiplicative semigroup generated by a finite set {s 1 , . . . , s k } of n by n matrices over a field. For every positive integer m, let l(m) denote the number of sequences i 1 , . . . , i m such that the corresponding product s i 1 · · · s i m is nonzero. We say that the entropy of S is zero if 0 is the limit of the sequence log l(m)/m. The structure of semigroups of entropy zero is described. © 2001 Published by Elsevier Science Inc. All rights reserved.
keeping in mind the fixed generating set. For the basic background on semigroups and linear semigroups we refer to [1, 9] . which contradicts the fact that S has zero entropy. So xy, yx is not free noncommutative. Since xy, yx have the same length in the generators of X, we must have xy = yx. From [6, Corollary 5.3] , it follows that x, y ∈ w for some w ∈ X.
Recall that Green relations
each U i (viewed as a subset of the Rees factor M j /M j −1 ) intersects all nonzero H-classes of a completely 0-simple subsemigroup
The sets U i , coming from all possible ranks j of matrices in S, are called the uniform components of S, see [9] .
We will further keep the notation of Lemma 1. Let I = φ −1 (0). By we denote the set of primitive words in X (that is, not proper powers of other elements of X) that are nonnilpotent elements of the Rees factor X/I. Clearly, φ factorizes through a homomorphism η : X/I −→ S.
If w ∈ , then put X w = {x ∈ X | x is not a subword of a power of w}. Notice that X w = X v for two primitive words w, v ∈ X if and only if w, v are conjugate, that is, w = xy, v = yx for some x, y ∈ X, see [6, Section 11.5] . Let 
The same argument shows that every L-class of M n (K) contains at most one maximal subgroup of M n (K) intersecting S. Hence, the completely 0-simple closure of U is a Brandt semigroup (that is, an inverse completely 0-simple semigroup).
Let s ∈ U ∩ G and let x ∈ X be such that φ(x) = s. Since U intersects all nonzero H-classes of its completely 0-simple closure U, it follows that for any
Then Lemma 1 implies that x, z 1 yz 2 ∈ w for some primitive word w ∈ X. In particular t = φ(y) ∈ S w and so U ⊆ S w . Moreover, if t ∈ G, then similarly x, y ∈ v for some primitive v ∈ X. So x = w i = v j for some i, j 1, whence v = w by [6, Proposition 11.5.6]. Therefore,
Now φ(w) is not nilpotent, as φ(w) i = φ(x) = s ∈ G for some i 1. Hence w ∈ . Since also s m ∈ G for all m i, we get that φ(z) ∈ U for every z ∈ X\X w such that x has w i as a subword (see Theorem 3.5 in [9] ). It follows that S w \U is finite and S w is nilpotent modulo U. This completes the proof of property (1) .
Suppose v ∈ . Then φ(v) is not nilpotent, hence φ(v) n ∈ V ∩ H for a uniform component V of S and a maximal subgroup H of M n (K). As above we see that V ⊆ S v . Suppose that U is another uniform component of S contained in S v . Since U ∩ V = ∅, it follows that U ⊆ S v \V is finite. Therefore, the image of U ∪ {0} in the corresponding M j /M j −1 is completely 0-simple [9, Corollary 3.2], and so it contains a nonzero idempotent. Since S v is nilpotent modulo V, this leads to a contradiction. Hence property (2) follows.
In order to prove property (3), suppose that uv ∈ N for some u ∈ U , v ∈ V . Conjugating in M n (K), where K is the algebraic closure of K, we may assume that S ⊆ M n (K) is in a block upper triangular form with the (projections onto) diagonal blocks either irreducible or zero. Then N consists of matrices in S whose diagonal blocks are all zero, see [9, Section 4.1]. As K is algebraically closed, the irreducible diagonal blocks of S are absolutely irreducible. Therefore, every diagonal block in M n (K) (corresponding to the block triangular form of S) is spanned by the pro-jection of a uniform component of S on this block [9, Lemma 4.7] . So uv has a nonzero diagonal block. There exists a maximal subgroup G of M n (K) nontrivially intersecting U such that GRu in M n (K). So for every g ∈ G ∩ U we have gu ∈ U and guHu. Then hg = e = e 2 ∈ G for some h ∈ G which also is in the block upper triangular form. Now uv = hguv, whence one of the diagonal blocks of guv is nonzero. So guv ∈ N. Then there exists s ∈ S such that guvs is not nilpotent. Therefore, t = (guvs) n ∈ U ∩ H for a uniform component U of S and a maximal subgroup H of M n (K). Choose inverse images x, y, z of g, u, vs in X, respectively. By property (1) there exists w ∈ such that U ⊆ S w and t = φ(w ) p for some p 1. Lemma 1 implies that (xyz) n , (w ) q ∈ w for some w ∈ and q 1. Since the words w, w are primitive, w = w and (xyz) n = (w ) k for some k 1. It follows that g, u ∈ S w . From property (1) we know that g r ∈ (S w ) r ⊆ U for some r 1. But g j ∈ G for every j 1 implies that g j ∈ U . Therefore, U ∩ U / = ∅, whence U = U . Similarly, one shows that U = V . Therefore U = V , as desired. 
an ideal of S such that S is nilpotent modulo J (with S\J finite). Also η −1 (N) = N(X/I ) and N is a finitely generated ideal of S.
Proof. We use the block upper triangular form of S exploited in the proof of Lemma 2. So N consists of matrices in S whose diagonal blocks are all zero and every diagonal block is spanned by a projection of one of the uniform components on this block. Therefore, the number of such components does not exceed n in view of property (3) in Lemma 2. If an element s ∈ S is not in N, then there exists t ∈ S such that st ∈ U i for some uniform component U i of S. Since U i ⊆ S w i for some w i ∈ , as in the proof of Lemma 2 it follows that s ∈ S w i . Hence, we get S = S w 1 ∪ · · · ∪ S w t ∪ N. Since elements in S w i of sufficiently large length are in U i , the claim on J also follows. Now, N(X/I ) is the largest nil ideal of X/I, so η(N(X/I )) is nilpotent, whence η(N(X/I )) ⊆ N. Therefore, η −1 (N) = N(X/I ) follows by the definition of I. Since is a finite set by Lemma 2, from [8, Lemma 24.9] we know that N(X/I ) is a finitely generated ideal of X/I . So N is a finitely generated ideal of S.
The description of cocyclic subshifts of zero entropy obtained in [5, Corollary 9 .2] follows easily from Theorem 1. Namely, the 'primitive components' of X correspond to S w 1 , . . . , S w t , and they are single points with respect to the natural shift operator on X .
We conclude with a connection with some other important combinatorial properties of finitely generated semigroups. Let S be a semigroup, and let z = z 1 , . . . , z m be a sequence of elements of S. A k-factorization of z is a sequence t = t 1 , . . . , t k , where the t j 's are the values of k consecutive segments of z, that is, t j = z i j z i j +1 · · · z i j+1 −1 for j = 1, . . . , k and some 1 i 1 < i 2 < · · · < i k+1 m + 1. We say that t is a power k-factorization if t 1 = · · · = t k . A semigroup S is said to be repetitive if and only if, for each finite subset X of S and every integer k > 0, there exists a positive integer L = L(S, X, k) such that every sequence z 1 , . . . , z L of elements of X has a power k-factorization.
Repetitive semigroups were introduced by Justin (see [2] ). The fact that the infinite cyclic group is repetitive is a generalization of the van der Waerden theorem on arithmetic progressions [2] . For another example, a well-known corollary to Ramsey theorem implies that every finite semigroup is repetitive (see [7, Section 4.1] ). Recall that the growth function d(m) of a finitely generated semigroup S = s 1 , . . . , s k is defined as the number of elements s ∈ S that can be presented in the form s = t 1 · · · t j with t 1 , . . . , t j ∈ {s 1 , . . . , s k } and j m, see [4] . We say that S has polynomial growth if d(m) is bounded by a polynomial in m. 
