Introduction
One of the most beautiful results in operator theory are the so-called Cwikel estimates concerning the singular values of the operator M f g(−i∇) on L 2 (R d ), where M f denotes the multiplication operator on L 2 (R d ) by the function f and ∇ denotes the gradient [39] . It was conjectured by Simon [38] and proved by Cwikel [12] (see also [6] ) that conditions f ∈ L p (R d ) and g ∈ L p,∞ (R d ), p > 2, ensure that the operator M f g(−i∇) belongs to the weak Schatten ideal L p,∞ (L 2 (R d )) and the norm of
is dominated by the product of f p and g p,∞ . Estimates given in Simon's book [39] and deeper results in this direction can be found in [5] , [6] , [16] , [22] , [45] .
The operators M f g(−i∇) and f (i∇)M g are unitarily equivalent, and therefore, their singular numbers coincide. However, the results given in [12, 39] do not reflect the fact that the functions f and g are interchangeable. Noting this deficiency, T.Weidl in [45] and [46] suggested a new, symmetric, approach to Cwikel estimates, proving that
with some absolute constant. Here, µ(x) denotes the singular value function of an operator x (see Section 2 for definition) and C is the Cesaro operator. In this paper we prove a much stronger version of this result, namely that
The trivial estimate µ 2 (M f g(−i∇)) ≤ Cµ 2 (M f g(−i∇)), immediately implies Weidl's result above.
In fact, we prove a radically more general version of this estimate for noncommutative variables f and g. Namely, let A 1 and A 2 be semifinite von Neumann algebras represented on the same (separable) Hilbert space H and let τ 1 and τ 2 be faithful normal semifinite traces on A 1 and A 2 , respectively. We denote by π 1 (respectively, π 2 ) the representation of A 1 (respectively, A 2 ) on H. We assume that the representation of the algebras A 1 and A 2 are intertwined in such a way that the estimate holds in the Hilbert-Schmidt ideal, that is, if x ∈ L 2 (A 1 , τ 1 ), y ∈ L 2 (A 2 , τ 2 ), then π 1 (x)π 2 (y) ∈ L 2 (H) and π 1 (x)π 2 (y) 2 ≤ const x 2 y 2 .
Under this assumption we prove our first main result, which implies (1) in the special case when A 1 and A 2 coincide with L ∞ (R d ).
It should be pointed out that our approach of the proof of Theorem 1.4 is totally different and substantially simpler than those used in [6] , [5] , [39] . It is based on the classical (strong) majorisation introduced yet by Hardy and Littlewood, and allows us to substantially strengthen all earlier results. Now, we discuss applications of our results to classical problems in mathematical physics. Recall that Cwikel estimates were firstly applied in [12] to prove the now famous Cwikel-Lieb-Rozenblum bounds on the number of negative eigenvalues of the Schroedinger operator −∆ + V . Prompted by development of noncommutative geometry, in [17, 18, 19 ] the notions of noncommutative plane (or rather noncommutative Euclidean space) and of the corresponding Dirac operator were introduced. In Section 6 we suggest a new approach to this notion, which is based on twisted convolution product approach. Our noncommutative Euclidean space L ∞ (R d θ ), where θ is d × d antisymmetric and real matrix, d is even, is unitary equivalent to the Moyal plane [37] , [19] , however, our approach appears to be substantially simpler than the treatment based on the Moyal product. The abstract Cwikel estimate established in Theorem 1.1 can be immediately applied to obtain the noncommutative analogue of Cwikel-Lieb-Rozenblum bound (see Corollary 7. 3) for the noncommutative Schroedinger operator −∆ θ + x, where ∆ θ is the Laplacian associated with L ∞ (R [19] (see also [10] ). Using this new definition of Sobolev spaces we can significantly improve Cwikel estimates for weak Schatten ideals when 1 ≤ p ≤ 2 compared to those given in [19] . For p = 1 these Cwikel estimate are crucial for summability condition for nonunital spectral triples (see [10] ).
Finally, in Section 8 we discuss connection between the noncommutative Euclidean space and the magnetic Laplacian and demonstrate the applicability of noncommutative Cwikel estimates to the latter object.
Throughout the paper we use the convention that constants C d , c d,θ , const etc are strictly positive constants whose value depends only on their subscripts and can change from line to line.
Preliminaries
In what follows, H is a Hilbert space and B(H) is the * -algebra of all bounded linear operators on H, M is a von Neumann algebra on H, equipped with a faithful normal semifinite trace τ . For details on von Neumann algebra theory, the reader is referred to e.g. [14] , [23, 24] or [43] .
A linear operator x : D (x) → H, where the domain D (x) of x is a linear subspace of H, is said to be affiliated with M if yx ⊆ xy for all y ∈ M ′ , where M ′ is the commutant of M.
Let x be a self-adjoint operator affiliated with M. We denote its spectral measure by {E x }. It is well known that if x is a closed operator affiliated with M with the polar decomposition x = u|x|, then u ∈ M and E ∈ M for all projections E ∈ {E |x| }. An operator x ∈ S (M) is called τ -measurable if there exists λ > 0 such that τ (E |x| (λ, ∞)) < ∞.
Consider the algebra M = L ∞ (0, ∞) of all Lebesgue measurable essentially bounded functions on (0, ∞). Algebra M can be seen as an abelian von Neumann algebra acting via multiplication on the Hilbert space H = L 2 (0, ∞), with the trace given by integration with respect to Lebesgue measure m. It is easy to see that the algebra of all τ -measurable operators affiliated with M can be identified with the subalgebra S(0, ∞) of the algebra of Lebesgue measurable functions L 0 (0, ∞) which consists of all functions x on (0, ∞) such that m({|x| > s}) is finite for some s > 0.
If M = B(H) (respectively, l ∞ ) and τ is the standard trace tr (respectively, the counting measure on Z + ), then it is not difficult to see that S(M) = S(M, τ ) = M. Definition 2.1. Let a semifinite von Neumann algebra M be equipped with a faithful normal semi-finite trace τ and let x ∈ S(M, τ ). The generalized singular value function µ M (x) : t → µ M (t; x) of the operator x is defined by setting
When the algebra (M, τ ) is clear from the context, we will use the notation µ(·) instead of µ M (·).
An equivalent definition in terms of the distribution function of the operator x is the following. For every self-adjoint operator x ∈ S(M, τ ), setting
we have (see e.g. [15] )
It is clear that µ(x) = µ(|x|) for x ∈ S(M, τ ). Moreover,
It is well-known (see e.g. [32, Corollary 2.3.16] ) that
For positive operators x, y ∈ S(M, τ ) we have that
We also have that
, then the generalized singular value function µ(x) is precisely the decreasing rearrangement µ(x) of the function x (see e.g. [30] ) defined by
If M = B(H) and τ is the standard trace tr, then µ(n; x) = µ(t; x), t ∈ [n, n + 1), n ≥ 0.
The sequence {µ(n; x)} n≥0 is just the sequence of singular values of the operator x [20] . Definition 2.2. A linear subspace E(M) of S(M, τ ) equipped with a complete (quasi-)norm · E , is called symmetric space (of τ -measurable operators) if x ∈ S(M, τ ), y ∈ E(M) and µ(x) ≤ µ(y) imply that x ∈ E(M) and x E ≤ y E . In the case when (M, τ ) is (B(H), tr) we denote E(M) by E(H).
It is well-known that any symmetric space E(M) is a normed M-bimodule, that is axb ∈ E(M) for any x ∈ E(M), a, b ∈ M and
The so-called Calkin correspondence provides a construction of symmetric operator spaces associated with the von Neumman algebra M from concrete symmetric function spaces studied extensively in e.g. [30] . Namely, let (E(0, ∞), · E(0,∞) ) be a symmetric function space on the semi-axis (0, ∞). Then the pair
is a symmetric space on M [27] (see also [32] ). For convenience, we denote · E(M) by · E . In particular, the noncommutative Schatten space L p (M), p > 0, is the symmetric space corresponding to the classical
This space can be also described as the space of all τ -measurable operator x, such that τ (|x| (7) xy q ≤ x p1 y p2 .
Moreover, if x, y ∈ S(M, τ ) are such that xy, yx ∈ L 1 (M), then we also have that ([9, Theorem 17])
The symmetric space S 0 (M) of τ -compact operators on M is defined as
Another important example of symmetric spaces are weak Schatten spaces, p > 0, defined by
equipped with the quasi-norm
Next, we recall the definition of tensor product of unbounded operators (see e.g. [29] , [24] ). Let x 1 , x 2 be closed densely defined operators on Hilbert spaces H 1 and H 2 with domains dom(x 1 ) and dom(x 2 ) respectively. The algebraic tensor product x 1 ⊗ alg x 2 of the operators x 1 and x 2 is a linear operator defined on the algebraic tensor product dom(x 1 ) ⊗ dom(x 2 ) by setting
The operator (x 1 ⊗ alg x 2 ) is densely defined and closable, but not necessarily closed. The closure of the operator (x 1 ⊗ alg x 2 ) is denoted by x 1 ⊗x 2 and is called the tensor product of x 1 and x 2 . If x 1 and x 2 are self-adjoint (respectively, positive), then the operator x 1 ⊗ x 2 is also self-adjoint (respectively, positive).
Let A i , i = 1, 2 be a semifinite von Neumann algebra on B(H i ) and let τ i be a faithful normal semifinite trace on A i . We denote by (A 1⊗ A 2 , τ 1 ⊗ τ 2 ) the spatial tensor product of (A 1 , τ 1 ) and (A 2 , τ 2 ) (see e.g. [43, Section 4.5] ). If x i is affiliated with A i , i = 1, 2, then x 1 ⊗ x 2 is affiliated with A 1⊗ A 2 . However, if x i ∈ S(A i , τ i ), i = 1, 2, then the inclusion x 1 ⊗ x 2 ∈ S(A 1⊗ A 2 , τ 1 ⊗ τ 2 ) does not hold in general.
Let E(0, ∞) be a symmetric function space. In what follows, the notation
Note, that under the assumption
For the special case of weak Schatten spaces we have the following lemma (see e.g. [2, Theorem 4.5]).
Therefore, 2.1. Majorisation. Let x, y ∈ S(M, τ ). We say that y is submajorized by x in the sense of Hardy-Littlewood-Polya if
In this case, we write y ≺≺ x. It is well-known (see e.g. [32, Theorem 3.3.3] ) that
The Hardy-Littlewood-Polya submajorization plays crucial role in our approach to abstract Cwikel estimates as it gives a necessary and sufficient condition for a symmetric function space to be interpolation space for (
) and x ≺≺ y implies that x ∈ E(0, ∞) and x E ≤ y E . The Lorentz-Shimogaki theorem [33] (see also [40] ) gives a similar description for interpolation spaces for (L 2 (0, ∞), L ∞ (0, ∞)). 
and f E ≤ C E g E for some constant C independent of f and g.
For convenience we recall the following elementary lemma (see e.g. [33, (2.8) 
The Lorentz-Shimogaki Theorem 2.4 allows us to prove (in particular) Cwikel estimates in ideals L p (H) and L p,∞ (H) for p > 2 only. To obtain Cwikel estimate for p < 2 we recall the notion of majorization of operators (see e.g. [34] ). Definition 2.6. We say that y is majorised by x (notation y ≺ x), if y ≺≺ x and
assuming that both integrals are finite.
The following proposition shows that in contrast to the case, when p > 2, in the case when 0 < p < 2, the spaces L p (M) and L p,∞ (M) respect the majorization in the reverse order. This fact appears to have escaped the attention of experts in this area. We refer to [3] where the germ of the idea used below can be discerned.
Proof. Due to Calkin correspondence it is sufficient to prove the assertion for the special case, when
We set
We claim that f 2 n ≺ g 2 n . Let 0 < t ≤ a n . Since a n ≤ n we have
If t > a n , then
In addition, the choice of a n ensures that
Thus, f 2 n ≺ g 2 n as required. By [3, Lemma 25] (scaling the Lebesgue measure on (0, n)) we have that
Passing to the limit as n → ∞ we infer the inequality
Without loss of generality, we may assume that f = µ(f ), g = µ(g).
Fix t > 0. Since
Since g 2 is decreasing we have
Hence, dividing both sides by t and taking the square roots we obtain that
Thus, g ∈ L p,∞ (0, ∞) and
Next, we recall the definition of direct sum of operators (see [32] ).
The particular choice of operators y k , k ≥ 0 is inessential, we are only interested in the fact that µ
The following lemma allows us to compare the direct sum of operators with series of these operators in term of the majorisation defined in Definition 2.6.
If {T k } are disjoint from the right or from the left, then
(ii) Let x k , y k ∈ S(M, τ ) be such that k,l x k y l 2 2 < ∞. If {y k } are disjoint from the right and {x k } is disjoint from the left, then
Proof. (i). It is sufficient to prove the assertion under the assumption that T k are disjoint from the right, since the assertion for operators disjoint from the left can be proved similarly by taking adjoins. We firstly note, that since T k are disjoint from the right, it follows that
whenever m > n, n, m ∈ N. Since the series k T k 2 2 converges, we obtain that the series k T k converges in L 2 (M), and moreover,
By [32, Lemma 3.3.7 ] (see also [11] ) we have that
which concludes the proof.
(ii). By the assumption we have that the operators {x k y l } k,l are disjoint from the left and from the right. Hence, repeating the same argument as in part (i), we have that the series k,l x k y l converges in L 2 (M). Since for any fixed k the operators x k y l are disjoint from the right, part (i) implies that
Therefore, by Lemma 13 we have that
Using part (i) again for operator l x k y l , k ∈ N, which are disjoint from the left, we obtain that
Abstract Cwikel estimates
In this section we prove abstract Cwikel estimates for interpolation spaces in the Banach couple (L 2 , L ∞ ). In particular, we obtain the estimate for the ideal L p,∞ (H) for any p > 2.
Let A 1 and A 2 be semifinite von Neumann algebras represented on the same (separable) Hilbert space H and let τ 1 and τ 2 be faithful normal semifinite traces on A 1 and A 2 , respectively. We denote by π 1 (respectively, π 2 ) the representation of A 1 (respectively, A 2 ) on H. By the same argument as in [13, Lemma 2.4] (and the paragraph after the lemma) we have that the representation π i , i = 1, 2 can be extended uniquely to a representation of S(A i , τ i ) on H. In what follows we use the same notation π i for these extensions.
Throughout this section we assume that Cwikel type estimates hold for the Hilbert-Schmidt ideal L 2 (H), that is we have the following
Without loss of generality we may assume that const = 1.
Proof. Fix k ∈ Z and set
Taking into account that (
By the definition of x k and y l , for k + l ≥ n we have
Therefore,
as required.
Proof. Fix t > 0 and choose n ∈ Z such that
By the definition of singular value function (see (2) ) the first inequality implies that
In order to estimate
we decompose x and y in dyadic parts in the following way (17) x
By the assumptions there exists N ∈ N such that x k , y k = 0 for k ≥ N . We have (with respect to the weak-operator topology)
By the assumptions, the operator B n has finitely many summands. We claim that the series A n converges in the uniform norm. We also estimate the uniform norm of A n and Hilbert-Schmidt norm of B n .
Note, that since x, y are τ i compact, respectively, it follows that
For the operator A n we write
We have
By definition of {x k }, {y l } we have
Hence, the fact that the operators
is bounded and
Thus, the series A n = m<n k+l=m π 1 (x k )π 2 (y l ) converges in the uniform norm and
Next, since the sum in B n has finitely many non-zero summands, we have
The fact that
we have
Lemma 3.2 combined with (16) implies that (τ 1 ⊗ τ 2 )(e n ) ≤ t, and therefore,
Thus,
. Having obtained the estimates on the norms of A n and B n we can now estimate the required singular value function. By (18) and (10) we have
Hence, by Lemma 2.5 we infer that
Therefore, by (19) and (20) we have
By (6) and (16) we have that
Hence, combining the above inequalities with the second inequality in (15) we obtain that
To prove estimate (14), we note that since µ
) is a step function, we obtain
In the following theorem we extend Lemma 3.3 to general x, y,
Proof. By equality (3) we have that
On the other hand,
Thus, without loss of generality we can assume that x, y ≥ 0.
At the first step we suppose that
A1⊗A2 (x ⊗ y). Furthermore, by (14) we have
For arbitrary ξ, η ∈ H and n ≥ m ∈ N we have
Thus, the bilinear form (ξ, η) → lim n→∞ C n ξ, η is bounded on H × H. Therefore, there exists C such that C n → C in the weak operator topology. It is clear that
in the weak operator topology, which together with (21) implies that
Repeating now the same argument, we can remove the assumption that y ∈ A 2 . Hence, we assume now that x, y ≥ 0 are arbitrary with
Let b = 0 and assume that x is not a bounded operator. Let q = E y (
which contradicts to τ 1 ⊗ τ 2 -measurability of x ⊗ q, and therefore, E x (n, ∞) = 0 for some n ∈ N. Thus, if b = 0, then x is a bounded operator. In this case, since τ 2 (1) = ∞, it follows that
Similarly, if a = 0, then y is bounded and µ
We can have three different cases: a = 0, b = 0; a = 0, b = 0 and both a, b = 0. We consider only the case, when a, b = 0, as the other two cases can be proved similarly. By (22) we have
Combining this result with Theorem 2.4 (with f = µ B(H) (π 1 (x)π 2 (y)) and g = µ A1⊗A2 (x ⊗ y)) we arrive at the following Corollary 3.5. Let (E(0, ∞), · E ) be an interpolation space for (L 2 , L ∞ ) and let x ∈ S(A 1 , τ 1 ), y ∈ S(A 2 , τ 2 ) be such that x ⊗ y ∈ E(A 1 ⊗ A 2 ). Then π 1 (x)π 2 (y) ∈ E(H) and
It is well-known that the spaces L p (0, ∞) and L p,∞ (0, ∞) for p > 2 are interpolation spaces in the pair (L 2 (0, ∞), L ∞ (0, ∞)). Therefore, we obtain the following result.
Corollary 3.6. Let p > 2 and let x ∈ S(A 1 , τ 1 ), y ∈ S(A 2 , τ 2 ).
(
Consider the particular case, when
It is well known that Hypothesis 3.1 is satisfied. Therefore, the result of [12] is a particular case of our abstract Cwikel estimate.
The Cwikel estimates for the classical setting
The main result of this section is Theorem 4.5. Its immediate consequence, Corollary 4.6, complements the classical result by Cwikel [12] for the case p < 2. The similar result is stated in [5, Sections 5.7, 5.8] which relies on [6, Theorem 11.1]. However, the authors of the present paper could not confirm the validity of the proof of the latter result from [6] . We note that our approach provides an elementary proof of the above mentioned result.
We start with an auxiliary lemma.
where {ψ(k)} k∈Z d denotes the sequence on Fourier coefficients of ψ on the cube
is compactly supported, it follows (see e.g. [41] ) that 
and m is even, it follows that |k| mψ (k) is the k−th Fourier coefficient of (−∆)
By definition of ψ and Leibniz rule, we have
To estimate the norm
We have,
where the last inequality follows from the fact that h is supported on [0, 1]. Thus,
The following lemma is an auxiliary version of Cwikel estimates for compactly supported functions.
where the constant depends on d and p only.
Proof. It is well-known that (see e.g. [36, Theorem IX.29 
Let φ be a Schwartz function which is 1 on [−1, 1] d and which is 0 outside of
We set f k (t) = f (t)e i k,t , and define the rank-one operator on L 2 (R d ) by setting
By (23) we obtain that
By (24) and the dominated convergence theorem we infer that
The quasi-norm · p/2 is p 2 -subadditive (see e.g. [26] ), and therefore, we have that
By Lemma 4.1 (with h = g 2 ) we obtain that
, which concludes the proof. Lemma 4.3. Let E be a symmetric quasi-Banach sequence space with modulus of concavity M . Then for every p > 0 such that 2
Proof. By the Aoki-Rolewicz theorem, for q > 0 satisfying 2 1 q −1 = K (passing to an equivalent quasi-norm, if necessary) we have
Hence, for p < q we have
The following theorem is the main result of this section. It is stated is somewhat abstract manner. For the case of Schatten and weak Schatten ideals the statement is given explicitly in Corollary 4.6 below. To formulate the result we introduce firstly the definition of space E(L 2 )(R d ). For the special case, when E = ℓ p or E = ℓ p,∞ this definition coincides with that given in [6] (see also [39, Chapter 4 
]).
Definition 4.4. Let K be the unit cube in R d and let E ⊂ ℓ 2 be a symmetric quasiBanach sequence space. Let E(L 2 )(R d ) be the space of all (measurable) functions such that the sequence
The spaces E(L q )(R d ) for 0 < q ≤ ∞ are defined similarly.
Theorem 4.5. Let E ⊂ ℓ 2 be a symmetric quasi-Banach sequence space such that µ 2 (x) ≺ µ 2 (y), x ∈ E implies that y ∈ E and
Proof. Let K be the unit cube in R d . We denote
Since E ⊂ ℓ 2 we have that
Hence, the assumptions of Lemma 2.9 are satisfied, and therefore
We claim that
. Therefore Lemma 4.2 implies that for p > 0 with 2
Recalling that · p,∞ ≤ · p , we obtain
By Lemma 4.3 we infer that
, and therefore (26) and the assumption on the space E (with x = m1,m2 M fm 1 g m2 (−i∇) and
Proposition 2.7 implies that the sequence spaces ℓ p , ℓ p,∞ satisfy the assumption of Theorem 4.6. Hence, as an immediate consequence of Theorem 4.6 and Proposition 2.7 we obtain Cwikel estimates for the classical setting for p < 2 (see [5, 6, 39] ). We note, that our approach provides an elementary and direct proof of the estimates without drawing fine estimates from the interpolation theory.
Cwikel estimates for the classical setting for weak Schatten ideal
In this section we show that Cwikel estimate does not hold for L 2,∞ .
Since the integral kernel of the operator (1 − ∆) − 1 2 can be written in terms of the Macdonald function (t, s) → K 0 (|t − s|), t, s ∈ R (see e.g. [1, (9.25)]), it follows that the integral kernel of the operator M f (1 − ∆)
If t, s ∈ (0, 1 2 ), then |t − s| < 1, and therefore K 0 (|t − s|) ≈ log(|t − s|) (see [1, 9.6 
.21]).
Since the latter integral diverges, we infer that the integral kernel of the operator
In the rest of this section we establish a positive result for Cwikel estimates in
The crucially important property here is the logarithmic convexity of L 1,∞ (M). It was established by Stein and Weiss [42] and by Kalton [25] in the commutative situation. We prove this property for the noncommutative counterpart L 1,∞ (M), where M is a semifinite von Neuman algebra equipped with a faithful normal semifinite trace τ . We present the proof of Lemma 5.2 below for convenience of the reader. Its proof is taken from [25] . Lemma 5.3 below is inspired by [25, Theorem 3.4] , but the latter is essentially commutative and so, our proof is quite different.
Proof. Consider the function
on the simplex {(a 1 , . . . , a n ) :
. Since f is continuous, it attains its supremum on the simplex.
Suppose first, that supremum belongs to the interior of the simplex. We can find it by Lagrange method. Set F = n k=1 a k . We have ∇(f −λF ) = 0 at the maximum point, where λ is the Lagrange multiplier. Computing the partial derivatives, we obtain that log( 1 a k ) − 2 log(k) = λ, and therefore, the stationary point of f is given bỹ
Since n k=1 a k = 1, it follows that e λ = n k=1 1 k 2 ≤ e and, therefore, λ ≤ 1. Hence, computing the value of the function f at the stationary point (ã 1 , . . . ,ã n ) we have
This shows that inequality (28) holds in this case.
Suppose now that supremum is attained on the boundary of the simplex, that is,
By induction on n, we have
Since µ(t, xp) = 0, equality (4), combined with the fact that singular value function is decreasing, implies that
It follows from (10) that
Due to the choice of p k , for every fixed s > 0 we have that
Substituting to (30), we infer
x k 1,∞ log e x k 1,∞ .
Using Lemma 5.2, we infer that
To conclude the proof one can remove assumption (29) by homogeneity.
The following proposition gives logarithmic convexity of L 1,∞ (M) , which is crucial for Theorem 5.6 below.
Here, the series in the left hand side converges in L 1,∞ (M) provided that the series in the right hand side converges. We now introduce an auxiliary class of functions on R d , for which we establish our positive result for L 2,∞ (L 2 (R d )). The definition below is modelled after the definition of spaces ℓ p,∞ (L 2 )(R d ) in [6] (see also [39, Chapter 4] ).
be the space of all (measurable) functions on R d , such that the sequence { f χ K+m ∞ } m∈Z d is square-summable with the weight (1 + log |m|), where |m| is the Euclidean norm of
The following theorem is the second main result of the present section. It proves a version of Cwikel estimates for the ideal L 2,∞ (L 2 (R d )), the only case in the scale of weak ideals which is covered by neither [12] , [39] , nor [5] , [6] .
Proof. We denote by K the unit cube, and set
, and therefore, Corollary 4.6 (ii) implies that
By (5) we obtain that g(
Combining preceding estimate with Proposition 5.4, we have that
Noncommutative Euclidean space
The noncommutative Euclidean space, also known as Moyal plane admits several equivalent definitions. For example, (i) Define a symmetric bilinear product ⋆ θ on S(R d ). The algebra of smooth functions is then defined to be the algebra (S(R d ), ⋆ θ ) (see e.g. [19] ). (ii) Define R In this paper, we stick with the third option. Our approach is unitarily equivalent, via the Fourier transform, to the standard Moyal product approach in (1), and therefore, the content of this section is well known to the experts. For convenience, we give a self contained exposition with references to the equivalent results based on Moyal product, when possible. For simplicity of exposition we totally avoid terminology from twisted group algebras. 6.1. Definition and elementary properties of noncommutative Euclidean space. We shall define noncommutative Euclidean space as the von Neumann algebra generated by a strongly continuous family of unitary operators {U (t)} t∈R d , d ∈ N, satisfying the commutation relation
where θ is a fixed antisymmetric real d × d matrix. Namely, we set
It is clear that the family {U (s)} s∈R d of unitaries is strongly continuous. Moreover, for every s, t ∈ R d we have
In other words, the operators defined in (32) satisfy the commutation relation (31).
, is said to be noncommutative Euclidean space and denoted by L ∞ (R (ii) Note that relation (31) makes no sense without the assumption that θ is antisymmetric and real. Indeed, we have
Since the right hand side of the above is unitary, we require that t, θs is always real, and so θ must be real. Next, combining the fact that,
with the equality U (t) −1 = U (−t), it follows from multiplying the above two equations that t, θs + s, θt = 0.
Therefore, θ has to be antisymmetric.
Our first step in studying the noncommutative Euclidean space L ∞ (R d ) is to show a simple and well-known fact (see e.g. [37, Proposition 5.2]) that we can replace our original family {U (t)} t∈R d and the matrix θ, so that the commutation relation (31) becomes simpler. Proposition 6.3. Let k = dim ker θ and letθ be the block-diagonal matrix of the form
) are spatially isomorphic.
Proof. Since the matrix θ is antisymmetric and real, it follows from the spectral theory that there exists an orthogonal matrix Q such that θ = Qθ 0 Q −1 , where
with θ k > 0. Define also the matrix
. . .
Let {U θ (t)} t∈R d be the family corresponding to θ and let {Uθ(t)} t∈R d be the family corresponding toθ. Introducing the unitary operator W on L 2 (R d ) by setting
one can obtain that
which implies the claim.
As an immediate corollary of the preceding proposition we obtain the following classical result (see e.g. . We have that
Proof. Letθ and {Uθ(t)} t∈R d be the same as in Proposition 6.3. For i = 1, . . . , k, j = 1, . . . , ℓ and t ∈ R we set u j (t) := Uθ(te 2j ), v j (t) = Uθ(te 2j−1 ), w i (t) = Uθ(te 2l+i ).
Then every pair {u j (t)v j (t)} t∈R , j = 1, . . . , ℓ, generates a copy of L ∞ (R 2 S ) and
Corollary 6.4 shows that we can always split
, where k is the dimension of the kernel of θ. Thus truly noncommutative case appears only when θ is non-degenerate, that is det θ = 0. Therefore, everywhere below in this section we assume in addition that θ is nondegenerate and block-diagonal d × d matrix, with every block being equal to the matrix S = 0 −1 1 0 . In particular, this implies that d is even.
Next, we show that in fact the algebra Theorem 6.5. There exists a spatial * -isomorphisms r of the algebras
Proof. Recall that we assume that the matrix θ is block-diagonal (see Proposition 6.3) of the form (33) .
Standard computations show that
.
By Theorem 6.5 we have that any
Having established the * -isomorphism
with a faithful normal semifinite trace τ θ . Let tr be the standard trace on B(L 2 (R d/2 )). We set
In particular, we can define symmetric function spaces on L ∞ (R d θ ), which are nothing but symmetric ideals of compact operators on L 2 (R d/2 ) (see [20] ).
Definition 6.7. Let E be a symmetric sequence space. The symmetric ideal in
In particular, the Schatten ideals associated with
Here the integral is the Bochner integral.
We can also define the algebra of continuous functions in
x is τ θ − compact}, is said to be the algebra of continuous function (vanishing at infinity). This algebra is * -isomorphic to the algebra of compact operators on
In this section we define algebras of smooth functions on noncommutative Euclidean space in
Thus, for every k = 1, . . . , d and
In the next lemma we extend equation (39) to commutators of U (s) with the unitary group of D k .
Lemma 6.11. For any s ∈ R d and k = 1, . . . , d we have that
As a corollary of equation (39) we obtain the following
with respect to the strong operator topology. Therefore, it is sufficient to show that
d } be such that x i → x in the weak operator topology. By Lemma (6.11) we have that e
, and therefore
with respect to the weak operator topology.
The preceding proposition allows us to introduce mixed partial derivative
As usual, ∂ 0 x := x. By Proposition 6.12, 
. This space is equipped with the norm,
where the sum is taken over the set of multi-indices α.
The following proposition summarises some properties of Sobolev spaces. 
Definition 6.17. Let N = 2 ⌊d/2⌋ and let
The associated spectral triple is
Remark 6.18. It is clear the operators ∆ θ , ∇ θ do not depend on the matrix θ. However, we prefer to use notation with θ to distinguish ∆ θ , ∇ θ from the classical Laplacian ∆ and gradient ∇.
Cwikel estimates for the noncommutative Euclidean space
In this section we focus our attention on operators of the form xg(−i∇ θ ). Everywhere below we assume that θ is non-degenerate, real antisymmetric matrix. We start with Cwikel estimates in Hilbert-Schmidt class (see [19, Lemma 4.3] ).
Proof. By Lemma 6.9 there exists f ∈ L 2 (R d ) such that
It follows from the definition of ∇ θ , that the operator
where the last equality follows from Lemma 6.9.
As an immediate corollary of Lemma 7.1 and Theorem 3.5 we have the following result, which yields, in particular, Cwikel estimates for noncommutative Euclidean space in Schatten and weak Schatten ideals for p > 2.
. Proof. To employ Theorem 3.5 we consider the algebras
. By Lemma 7.1 the Hypothesis 3.1 is satisfied in this case. Therefore, the result follows from Theorem 3.5.
As a corollary of Theorem 7.2 we can obtain an analogue of Cwikel-Lieb-Rosenblum inequality for noncommutative Euclidean space for d ≥ 4. We denote by N (−∆ θ + x) the number of negative eigenvalues of the operator −∆ θ + x, where
. Repeating the arguments from Cwikel's proof of Cwikel-Lieb-Rosenblum inequality [12] , we obtain the following
and let x − be the negative part of
with the constant C d being equal to the constant in [12] . For t = (t 1 , . . . , t d ) we set
Clearly V (t) is a unitary operator for any t ∈ R d . Equality (44) = e it k s e isD k = e is(D k +t k ) .
We are now ready to prove the main result of the present section. The estimates we obtain significantly extend the estimates obtained in [19] and [10] . Hence, since, {B n } are disjoint from the right, Lemma 2.9 implies that (45)
For every n ∈ Z d , we set A n := xχ n+K (−i∇ θ ).
We have µ(B n ) = µ A n · g(−i∇ θ )χ n+K (−i∇ θ ) ≤ g(−i∇ θ )χ n+K (−i∇ θ ) ∞ µ(A n )
≤ gχ K+n ∞ µ(A n ).
Let V (n) be the unitary operator constructed in Lemma 7.5. We have
Hence, by Lemma 2.3 we obtain
We have To conclude this section, we prove Cwikel estimates for the Schatten ideals L p (L 2 (R d )), for 1 ≤ p < 2.
Theorem 7.7. Let 1 ≤ p < 2. For every x ∈ W d,p (R Thus, the operator of the form M f g(−∆ b ) is of the type which we studied in Section 7, and therefore, one can apply Theorem 7.2 to find estimates on the eigenvalues of the operators of the form M f g(−∆ b ). In Theorem 8.3 below we show a straightforward proof of this result for the special case, when d = 2.
Let n ∈ Z + and let P n be the eigenprojection which corresponds to the eigenvalue (2n + 1)b. It is well-known (see e.g. [35] ) that the integral kernel of P n is given by the formula
Here, L n is the n−th Laguerre polynomial defined by the formula
Firstly, we need an auxiliary lemma.
Lemma 8.1. For every n ∈ Z + and for every f ∈ L 2 (R 2 ), we have M f P n ∈ L 2 (L 2 (R 2 )) and
Proof. By the definition of a Hilbert-Schmidt norm, we have
Here, the last equality is guaranteed by [1, 22.2.13] .
We define the measure ν on the set b + 2bZ + by assigning the weight 2b to every atom. We immediately derive the following result, which ensures that the Hypothesis 3.1 is satisfied. One should also compare this lemma with Lemma 7.1. Proof. Since the spectrum of the operator −∆ b is {b + 2bn} n∈Z+ we have that
