Letĝn be a non-exceptional affine Kac-Moody algebra and let B l be the crystal of the U ′ q (ĝn)-module corresponding to the l-fold symmetric fusion of the vector representation. For any crystal of the form B = B l 1 ⊗· · ·⊗B l N , we prove that the combinatorial R matrix BM ⊗B ∼ − → B ⊗ BM is factorized into a product of Weyl group operators in a certain domain if M is sufficiently large. Consequent factorization of the time evolution in the associated cellular automaton generalizes the ball-moving algorithm in the box-ball systems.
Introduction
The soliton cellular automata known as box-ball systems [21] [22] [23] [24] are connected with the classical integrable system (soliton equations) through the ultradiscretization. 25 In the recent works, 3, 4, 6 it was revealed that they may also be viewed as quantum integrable systems at q = 0. Consider a planar square lattice and a solvable vertex model on it associated with the quantum affine algebra U ′ q (ĝ n ). In this paper we treat the non-exceptional caseĝ n = A (1) n , A (2) 2n−1 , A (2) 2n , B (1) n , C (1) n , D
(1) n and D (2) n+1 . The Boltzmann weights are trigonometric functions satisfying the Yang-Baxter equation.
1 Consider the row transfer matrix with the auxiliary space V M and the quantum space · · · ⊗ V lj ⊗ V lj+1 ⊗ · · · . Here V M denotes the M -fold symmetric fusion of the vector representation. We suppose a ferromagnetic boundary condition, namely, the spins in the distance |j| ≫ 1 are all equal to some prescribed element in V lj . At q = 0 only some selected vertex configurations have non-zero Boltzmann weights and the transfer matrix yields a deterministic evolution of the spins on one row to another.
To analyze such a situation we invoke the crystal base theory. 12 Let B l be the crystal of V l . It is a finite set listed in Appendix A endowed with the action of Kashiwara operatorsẽ i ,f i : B l → B l ∪ {0} for 0 ≤ i ≤ n. Let δ l [a] ∈ B l be the special element as in (8) . The states in the automaton are the elements · · · ⊗ b j ⊗ b j+1 ⊗ · · · ∈ · · · ⊗ B lj ⊗ B lj+1 ⊗ · · · obeying the boundary condition b j = δ lj [a k ], |j| ≫ 1. Here a k is specified in Table II with (11) , and k ∈ Z is a label of the boundary condition at our disposal. Let T M denote the q = 0 transfer matrix, or M -th time evolution in the automaton; 
When M gets large, T M stabilizes to a certain map, which we denote by T . In the boxball system terminology (ĝ n = A (1) n case), this corresponds to the boxes with inhomogeneous capacities {l j } and the carrier with infinite capacity.
The main result of this note is Theorem 2, which states that the isomorphism
Here S i is the Weyl group operator 14 (4) acting on B M ⊗ B. P (u ⊗ v) = v ⊗ u is the transposition, σ and σ B are the operators corresponding to the Dynkin diagram automorphism described around Proposition 1. The above result on R reveals the factorization of the time evolution in the automaton: (Corollary 13)
which is by no means obvious from the defining relation (32). Note that T is a translation in the sense that the product σr i k+d · · · r i k+1 (r i is a simple reflection) is so in the extended affine Weyl group, if σ is interpreted as the Diagram automorphism acting on the weight lattice. According to the factorization, one can consider a finer time evolution T m (33) that includes the original one as
n , the change from T m (p) to T m+1 (p) agrees with the original ball-moving algorithm in the box-ball systems, where one touches only the balls with a fixed color. In particular when ∀l j = 1, our Definition 11 provides a representation theoretical interpretation of the earlier observation.
5 Forĝ n = A
n , the automaton corresponding to ∀l j = 1 with a k = 1 has been introduced previously. 6 The formula (33) in principle provides a simple algorithm to compute the refined time evolution for general l j and a k in an analogous way to the ball-moving procedure for the A (1) n case. The data d ∈ Z ≥1 and i k ∈ I are specified in Table II . Curiously they have stemmed [17] [18] [19] from the study of Demazure crystals. 13 It will be interesting to investigate the present result in the light of the works. 2, 15, 16, 19, 20 2 Crystals
n (n ≥ 4) and D (2) n+1 (n ≥ 2). For eachĝ n and l ∈ Z ≥1 , the U ′ q (ĝ n ) crystal B l has been constructed 9, 11 except for C
n with l odd. As for C
n , B l here is B 1,l in the paper. 7 The finite set B l and the actions ofẽ i ,f i : B l → B l ∪ {0} for i ∈ I = {0, 1, . . . , n} (crystal structure) have been defined. We employ the same notation as 7, 9 and quote the set B l in Appendix A. In particular forĝ n = A
n , we will always assume the convention x a = x i if a = i with 1 ≤ i ≤ n. Let us recall some other notations and the tensor product rule.
For two crystals B and B ′ , the tensor product B ⊗ B ′ is defined as the set
′ } with the actions ofẽ i andf i specified bỹ
Here 0 ⊗ b and b ⊗ 0 are understood to be 0. Consequently one has
where the symbol (x) + is defined by (x) + = max(x, 0). The Weyl group operator S i (i ∈ I) is defined by
S i satisfies the Coxeter relations. 14 For two crystals B and B ′ , we let P :
It is easy to check
For two crystals of the form B = B l1 ⊗ · · · ⊗ B lN and
, the tensor products B ⊗ B ′ and B ′ ⊗ B are isomorphic, i.e., they have the same crystal structure. The isomorphism R :
10 (In this paper we do not consider the energy associated with R.) It is obtained by a successive application of the elementary ones
Let σ : P cl → P cl be the map 10 corresponding to the Dynkin diagram automorphism. Here P cl denotes the classical weight lattice which we identify with i∈I ZΛ i , where Λ i is a fundamental weight. (See Section 3.1 of the paper 
id id for a precise treatment.) It is listed on the rightmost column in Table I . We also let σ act on the index set I by the rule
n , the letters a, a − 1 should be interpreted mod n + 1.
We also introduce the data d ∈ Z >0 , and the sequences i d , . . . , i 1 ∈ I and a d , . . . , a 0 for each algebra as in Table II . 
Here a k 's are taken from the letters appearing in the description of the crystals B l in Appendix A. In the third and the fourth columns of Table II, 
is a bijection having the properties:
Moreover, the action of σ ′ is explicitly given by the second column of Table I .
The second column of Table I specifies the transformation of those letters labeling the elements of B l . See Appendix A. For example in A (1) n case,
We identify σ with σ ′ , thereby extend the definition of its domain. Namely, we also let σ act on B l for any
The result is independent of 0 ≤ k ≤ d and enjoys the properties σf i =f σ(i) σ and σẽ i =ẽ σ(i) σ. Proposition 1 was known 8 for some k. For the tensor product crystal B = B l1 ⊗ · · · ⊗ B lN , we write σ B = σ ⊗ · · · ⊗ σ : B → B, where σ on the right side acts on each component B lj of the tensor product according to the above rule
The combinatorial R matrix R :
When acting on crystals, σ without an index shall always act on a single crystal B l with some l.
with the notation in Appendix A. Using the crystal structure explicitly one easily finds
for anyĝ n , whereẽ
Thus it is natural to extend the definition of i k ∈ I and a k to all k ∈ Z by
This way of extending the index k of a k is independent of l, and (9) also persists for all k ∈ Z. We have
n and {1, . . . , n, n, . . . , 1} forĝ n = A (1) n . In this paper we will concern some asymptotic domain of the crystal B M when M gets large. For a ∈ {a k | k ∈ Z} and M ≫ 1 we introduce the "subset"
In the rest of the paper we will have assertions under the conditions like c
. The mathematically invalid "definition" (12) should be understood that the associated assertions are valid for any M and x a such that M ≫ 1, x a ≫ M − x a . Thus for example it amounts to assuming the following:
In the above (13) can be checked by using the explicit formula 7, 9 for ϕ i and ε i . (14) and (15) follow directly from (13) and (3). By the weight reason (16) is obvious. Moreover we may effectively treat as
for any k ∈ Z.
Combinatorial R matrices
Let B be any crystal of the form B = B l1 ⊗ · · · ⊗ B lN . Our goal in this section is to prove Theorem 2. When M is sufficiently large, the combinatorial R matrix giving the isomorphism R :
Definition 3. Let B be any crystal of the form
It should be noted that u |k for example is not defined solely from u but only with the other element x.
It suffices to show Theorem 2 for k = 0. To see this, let
with M sufficiently large. Multiplying S i k · · · S i1 on the both sides and using (6), one gets
In view of (11) and (17) (18) for an integer m and use (6) and (7).
Henceforth we shall concentrate on the k = 0 case of Theorem 2 in the rest of this section.
We shall prove these relations separately. In our approach, (19) can be verified directly for any choice B = B l1 ⊗ · · · ⊗ B lN . On the other hand, as for (20), we first deal with N = 1 case and derive N general case based on it. Let us first treat (19) .
Definition 4.
For any crystal B we introduce
Here i k 's are those in Table II . It is easy to calculate t explicitly for B = B l . For the element b = (x 1 , . . . , x n+1 ) for A 
2n ,
n+1 .
See Appendix A for the notation x 0 in A
2n , C
(1) n and x ∅ in D
n+1 . The upper and lower choices correspond to those in Table II . We remark that t is well defined on B M [a 0 ] even in the limit M → ∞. From Lemma 5 we derive a useful fact. 
Lemma 7. Under Definition 3 one has
Proof. Definition 3 tells
Although u k depends on c j 's, the right side of (23) is independent of them. The lemma can be verified with a direct calculation by using the crystal structure of B M . Under Definition 3, Lemma 8 immediately leads to ( 
The right sides of (26) and (27) are independent of x and y in Definition 3, respectively.
Proof of (19) .
with M sufficiently large. We employ the notation in Definition 3. Applying S i k−1 · · · S i1 to the both sides of u⊗x
= t k (σu |d ),
are valid for 1 ≤ k ≤ d, telling that t(v) = t(σu |d ). Thus (19) follows from Proposition 6. Now we proceed to the proof of (20) with the simple choice B = B l . (19) we already know thatũ = σu |d . Thus we have
Note from the explicit forms in Lemma 5 that
= t k (u) = 0, it also follows that z |k =ẽ
.
Applying (25) we obtain t(σv (d) ) = t(y).
Proof of (20) 
with M sufficiently large. We employ the notation in Definition 3. Applying (σ ⊗ σ)ẽ
to the both sides and using (10) , one finds
). But we know t(ũ) = t(σx |d ) from Lemma 9 and t(σv 
Here l can be any positive integer but we do not exhibit it in the diagram. The diagram should not be confused with the one representing the combinatorial R matrix.
is uniquely fixed from (b, s). Thus for example the diagram
is uniquely determined from s 0 and
Having established Theorem 2 for B = B l , we already know that
Proposition 12. Under the above stated setting, the following diagram holds.
. . .
Proof. By Definition 11 we are to check
To show the former, set x = b and apply (26) in q ′ appearing in (22) . The left side of the latter reads
which is equal to the right side owing to (26).
be the ones uniquely determined from the diagram: . . .
By a repeated use of Proposition 12, one has (s N,1 , . . . , s N,d ) by Proposition 6, and we already know that the result coincides with v = σu |d from (19) .) We are to show
where
). On the other hand, x |k is determined from the recursion relation:
because of
= t k (u) = s 0,k . Thus the two recursion relations (30) and (31) lead to
We have finished the proof of (20) for any B = B l1 ⊗ · · · ⊗ B lN , and thereby the proof of Theorem 2.
Cellular Automata
The factorization of the combinatorial R matrix shown in Theorem 2 leads to the factorization of the time evolution of the associated cellular automaton. Consider the isomorphism
induced by the successive application of combinatorial R matrix B M ⊗ B lj ≃ B jj ⊗ B M . We impose the boundary condition on b j ∈ B lj as b j = δ lj [a k ] for |j| ≫ 1, where the choice of k ∈ Z is arbitrary. Assume the following properties:
for any u ∈ B M if N is sufficiently large, whereb lj ⊗· · ·⊗b lj+N is some element in B lj ⊗· · ·⊗B lj+N . ((i) is indeed valid by the weight reason.) Then under the isomorphism
is valid for some b 
Actually all the Weyl group operators S im for t ≥ 0 (resp. t ≤ 0) in the above act as S im =ẽ max im (resp. S im =f max im ) on B since they always hit on such states p ∈ B that ε im (p) ≫ 1 (resp. ϕ im (p) ≫ 1). Corollary 13 exhibits a factorization of the time evolution of the automaton having the background (vacuum)
in T is applied, the background, hence the boundary condition, changes into · · · ⊗ δ lj [a m ] ⊗ δ lj+1 [a m ] ⊗ · · · according to (9) . A generalization of T that does not change the background in every intermediate step is constructed as follows:
where σ k,m acts on each component B lj of the tensor product. We understand T k = id. For any m ≥ k, the operator T m retains the background in the original (9) . Moreover from Corollary 13 we find that the original evolution under t-time step
n the evolution of the state p according to (d = 5). To save the space the element (x 1 , x 2 , x 3 , x 3 , x 2 , x 1 ) = (2, 1, 2, 1, 0, 1) ∈ B 7 is denoted by 1123331 for example. Let us take k = 0, hence the initial background is · · ·⊗δ lj [ 3 ] ⊗δ lj+1 [ 3 ] ⊗· · · . We employ i 5 , . . . , i 1 = 2, 0, 1, 2, 3 and a 5 , . . . , a 0 = 3, 2, 1, 2, 3, 3 correspondingly. Take
where · stands for ⊗ and · · · parts on the both ends represent the configuration identical with the background. Then the time evolution (32) is given by
According to Corollary 13, the evolution is decomposed into the following steps.
where in the last step we used the fact that σ B interchanges the letters 1 and 1 in each component as specified in Table I . Here the background configuration is changing except the last step.
Alternatively the evolution may also be decomposed according to (33) into the following steps, in which original the background · · · ⊗ δ lj [ 3 ] Regarding 3 as empty space in a box, one can interpret the above patterns as a motion of particles and anti-particles which can form neutral (weight 0) bound states. We hope to report on the explicit algorithm for generalĝ n elsewhere.
A Parameterization of B l
We list the parameterization of the crystal B l . In A (1) n case, it may be identified with the set of semistandard Young tableaux of length l one row shape on letters {1, . . . , n + 1}. For the otherĝ n , B l may be viewed as a similar set with some additional constraints. The relevant letters are {1, . . . , n, n, . . . , 1} as well as 0 and/or ∅ depending onĝ n . The crystal structure (actions ofẽ i ,f i ) can be found in the article 7 for C (1) n and the ones 9, 11 for the otherĝ n .
A (1)
n : B l = {(x 1 , . . . , x n+1 ) ∈ Z n+1 |x i ≥ 0,
2n−1 : B l = {(x 1 , . . . , x n , x n , . . . , x 1 ) ∈ Z 2n |x i , x i ≥ 0,
2n : B l = {(x 1 , . . . , x n , x n , . . . , x 1 ) ∈ Z 2n | x i , x i ≥ 0,
We set x 0 = l − n i=1 (x i + x i ).
B (1)
n : B l = (x 1 , . . . , x n , x 0 , x n , . . . , x 1 ) ∈ Z 2n × {0, 1} x 0 = 0 or 1, x i , x i ≥ 0,
n : B l = (x 1 , . . . , x n , x n , . . . ,
We set
n : B l = (x 1 , . . . , x n , x n , . . . , x 1 ) ∈ Z 2n x n = 0 or x n = 0, x i , x i ≥ 0,
n+1 : B l = (x 1 , . . . , x n , x 0 , x n , . . . , x 1 ) ∈ Z 2n × {0, 1} x 0 = 0 or 1, x i , x i ≥ 0,
