Abstract. We show that the Z/2-equivariant Morava K-theories with reality (as defined by Hu) are self-dual with respect to equivariant Anderson duality. In particular, there is a universal coefficients exact sequence in Morava K theory with reality. As a particular example, we recover the self-duality of the spectrum KO. The study of Z/2-equivariant Anderson duality made in this paper gives a nice interpretation of some symmetries of RO(Z/2)-graded (i.e. bigraded) equivariant cohomology groups in terms of Mackey functor duality.
1. Elements of Z/2-equivariant stable homotopy theory 1.1. Conventions. Notation 1.1. Denote
• Z/2T the category of Z/2-spaces and Z/2H its homotopy category with respect to the usual fine model structure, • Z/2Sp the category of Z/2-equivariant orthogonal spectra indexed over a complete universe, and Z/2SH its homotopy category (that is the Z/2-equivariant stable homotopy category with respect to a complete universe).
We refer to [LMSM86, GM95] for the constructions and definitions. Recall that the real representation ring of Z/2, RO(Z/2) is isomorphic to Z[1, α], where 1 stands for the one dimensional trivial representation, and α for the one dimensional sign representation. We will adopt the following convention: a ⋆ superscript will always denote a RO(Z/2)-graded object, whereas a * denotes a Z-graded one. Definition 1.2. A representation sphere is a Z/2-space of the form S V (the one point compactification of V ), for V an orthogonal real representation of Z/2.
The model category of Z/2-equivariant spectra Z/2Sp is obtained from the model category of spaces by forcing the functors Σ V := S V ∧ (−) : Z/2T → Z/2T to be invertible in the homotopy category. In particular, there is an object S V for all V ∈ RO(Z/2) unique up to weak equivalence, such that there is a weak equivalence S V ∧ S −V ∼ = S 0 . As a consequence, the Z/2-equivariant stable morphisms [−, −] is a functor with target the category of RO(Z/2)-graded valued Mackey functor:
The interested reader can consult [FL04] for Mackey functors over the group Z/p for p a prime number and the relationship between Mackey functors and equivariant stable homotopy theory. We end this section with some properties of the category of Mackey functors.
The following definition of the monoidal structure on Mackey functors for the group Z/2 is taken from [FL04, p.11]. Definition 1.4. Let M, N ∈ M. Define M ⊠N to be the diagram of abelian groups:
where the map tr is the trace map for the Z/2-action, and i 2 is induced by the inclusion. The equivalence relation ≃ is m e ⊗ τ N n Z/2 ≃ ρ M m e ⊗ n Z/2 and τ M m Z/2 ⊗ n e ≃ m Z/2 ⊗ ρ N n e with evident notations. This is part of a closed symmetric monoidal structure on the category of Mackey functors, and we denote Hom M (−, −) the internal hom functor.
Proposition 1.5 ([FL04]
). The product ⊠ gives M the structure of a closed symmetric monoidal category. Denote by A the unit for this structure. The Mackey functor A is called the Burnside ring Mackey functor, and is determined by the diagram
We also recall that Z/2-equivariant cohomology theories are functors Z/2SH
op → M RO(Z/2) satisfying equivariant analogues of the Eilenberg-Steenrod axioms, and are exactly the functors of the form [−, E] ⋆ , for E ∈ Z/2Sp. To make the notation more readable, we will denote E ⋆ e (X) and E ⋆ Z/2 (X) for E ⋆ (X) e and E ⋆ (X) Z/2 respectively.
We conclude this subsection with the isotropy separation cofibration sequence. Proposition 1.6. Let EZ/2 = hocolim(S kα ). Then the homotopy fiber of the map S 0 → EZ/2 is EZ/2 + , the universal Z/2-space with a disjoint base point added.
Definition 1.7. The natural cofibration sequence
is called the isotropy separation cofibration sequence.
1.2. Postnikov towers and ordinary cohomology theories. Equivariant Postnikov towers provide the appropriate notion of ordinary cohomology theory.
Proposition 1.8. The Z/2-equivariant Postnikov tower defines a t-structure on the Z/2-equivariant stable homotopy category whose heart is isomorphic to the category M of Mackey functors for the group Z/2. In particular, one has an Eilenberg-MacLane functor
which sends a short exact sequences of Mackey functors to a distinguished triangle of Z/2-equivariant spectra.
Proof. This proposition summarize the results of [LMSM86, proposition I.7.14] and [Lew95, Theorem 1.13] in the particular case of the group with two elements. Definition 1.9. We use the following notation for some Mackey functors of particular importance to us. Let C be an abelian group and N be a Z[Z/2]-module. Denote 
Notation Mackey functor Notation Mackey functor
Remark 1.10.
• The notation (−) op is supposed to indicate that the Mackey functor M op is obtained from M by exchanging the restriction and transfer morphisms. This is part of a more general construction which we will not make explicit here.
• One must be careful with these diagrams, the fact that the composite ρτ = trace implies that the action of Z/2 on [C] Z/2 = C is by multiplying by −1. This construction only makes sense when the ambient group is Z/2. • The Mackey functors whose restrictions are monomorphisms, and F, Z in particular, play a special role in this context. One reason is that equivariant Eilenberg-MacLane spectra with coefficients in these Mackey functors are exactly the 0th-slices of Hill-Hopkins-Ravenel's slice filtration (see [HHR09,  Definition 1.11.
• We denote by a, and call Euler class the map of [S 0 , S α ] Z/2 which is given by the inclusion of fixed points. We have 2a = 0 as an element of [S 0 , S α ] Z/2 .
• For any Z/2-spectra X and Y , we consider the natural
given by composition with the Euler class.
For a Z/2-spectrum E, we denote E ⋆ = π ⋆ (E) as a RO(Z/2)-graded Mackey functor. Lemma 1.12. Let E be a Z/2-spectrum.
the restriction and the transfer of the Mackey functor E ⋆ respectively.
(
⋆ . Suppose that x is divisible by a, and that x is not in Ker(a). Then x induces a split monomorphism of Mackey functors < F >֒→ E ⋆ . (4) Suppose that E e ⋆ has no 2-torsion. Then an element x ∈ E Z/2 ⋆ is divisible by a if and only if 2x = 0.
Proof. The two first points are shown using similar methods. Recall that there is a cofiber sequence
(1) Apply the exact functor [−, Σ −⋆ E] Z/2 to the previous cofiber sequence. Then, we have isomorphisms: Then, we have isomorphisms:
⋆ (E) where the rows are exact. (3) We use the two first points for the element x. By the second point,
x ∈ Im(τ ), and by the second one, x ∈ Ker(ρ). Now, x divisible by a implies that 2x = 0 because 2a = 0. Thus, the Mackey functor monomorphism
induced by x is split. (4) The last point is a consequence of the fact that 2a = 0 and the first point.
Equivariant Anderson duality and Mackey functor duality
2.1. Mackey functor duality. We now turn to the appropriate notion of duality in the Mackey functor category. It is the duality studied in [TW95, chapter 4] (when working over a field).
Recall from [LMSM86] that the category of orbits O used in subsection 1.1 to define Mackey functors is self-dual, precisely there is an isomorphism of additive categories φ :
Proof. The composite is obviously an additive functor O op → B.
This lemma is used to define various endofunctors of the category of Mackey functors. Definition 2.2.
(1) Let
be the functor sending a Mackey functor
where (−) ∨ = Hom Z (−, Z), and similarly on morphisms. (2) Let
Notation 2.3. Let F r Z M (resp. T orsM) be the full subcategory of the category of Mackey functors with objects M such that M e and M Z/2 are free Z-modules (resp. are torsion Z-modules).
Lemma 2.4. There is a unique functorial short exact sequence Proof. Unicity comes from the unicity of such an exact sequence at the level of abelian groups, existence comes from the construction.
Equivariant Anderson duality.
We now discuss a Z/2-equivariant version of Anderson duality, and its relation with Mackey functors. Anderson duality was introduced by Anderson in [And] , and used in [Kai71] and more recently in [Sto11, HS14] . the goal of this section is to understand equivariant Anderson duality in terms of Mackey functors. We start by a definition of Anderson duality, following [Kai71, HS14] . The first step is to define Brown-Comenetz duality, as in [BC76] Proposition 2.5. Let I be an injective abelian group. Then the assignment
Proof. This is like the classical case. The appropriate Eilenberg-Steenrod axioms are provided by [May96, XIII.1 and XIII.2], where exactness is satisfied because I is injective. For the last point, any cohomology theory is represented by a Z/2-spectrum (by [May96, XIII.1 and XIII.2]). Now, by Brown's representability theorem, a map between injective abelian groups I → J induces a morphism of Z/2-spectra d I → d J . We apply it to the injective resolution
Definition 2.6. Define the Z/2-equivariant spectrum d Z to be the homotopy fiber of the map d Q → d Q/Z . Now, the functor
is called the Anderson duality functor, and is denoted by ∇.
Remark 2.7. The functor ∇ sends cofibre sequence of spectra to cofibre sequences of spectra, because of the analogous property for the function spectrum F (−, −) in both variables.
Since it was discovered, the aim of Anderson duality is to produce universal coefficients theorems. More precisely, for a non-equivariant spectrum E, the homology theory associated to E and the cohomology theory associated to the Anderson dual of E enters a universal coefficient short exact sequence. We now state the corresponding result in the equivariant setting, which follows directly from the definition.
Proposition 2.8. Let E and X be Z/2-spectra. Then there is a short exact sequence of Mackey functors, called the equivariant universal coefficients exact sequence, natural in X and E:
Proof. The proof divides into two steps. First, show that there is such a short exact sequence after applying the evaluation functors (−) e and (−) Z/2 , and then check the compatibility with the Mackey functor structure. For the first point, denote by Y = E ∧ X, so that ∇Y = F (X, ∇E), so E Z/2
The result is now a reformulation of the long exact sequence associated to the cofiber sequence
obtained by applying the functor π Z/2 (−).
For the second point, recall that, for all X ′ , E ∈ Z/2SH, one has an isomorphism
thus for X = Z/2 + ∧ X ′ , we also have a universal coefficients exact sequence
Now, as restriction and transfer of the Mackey functors E ⋆ (X) and E ⋆ (X) are induced by the projection p : Z/2 + → S 0 (see subsection 1.1), in particular, the following diagrams commute
thus, naturality in X and E in the universal coefficients exact sequence provides a compatibility with the Mackey functor structure.
The following observation has powerful consequences.
Proposition 2.9. The following diagram commutes up to a natural isomorphism
and
where Proof. It is essentially a consequence of proposition 2.8. Consider the case when M ∈ F r Z M, then the restriction to integer gradings of the exact sequence provided by proposition 2.8 for X = S 0 and E = HM reduces to an isomorphism of Z-graded Mackey functors π * (∇HM ) ∼ = ∇π − * (HM ) = ∇M concentrated in degree 0. Thus, ∇HM is an Eilenberg-MacLane spectrum for the Mackey functor ∇M . The proof for Z-torsion Mackey functors is analogous.
Corollary 2.10.
• One has an isomorphism HZ ∼ = Σ −2+2α ∇HZ and HF ∼ = Σ −1+2α ∇HF.
• There is a short exact sequence of Mackey functors
and an isomorphism of Mackey functors
Proof. We start by showing the results for the spectrum HZ. The key point to prove the corollary is the computation HZ * (S α ). First, recall that HZ * Z/2 (X) = HZ * ( X Z/2 ) (see, for example [HHR09, p.33]) and HZ * e (X) = HZ * (X). Now observe that the underlying space of S α is S 1 , and the quotient For the second point, the short exact sequence of Mackey functors of proposition 2.8 gives an exact sequence
The results concerning HF are analogous. The cofibre sequence HZ 2 → HZ → HF provided by proposition 1.8 gives HF * (S α ) = [F], which is a self-dual Z-torsion Mackey functor. The result follows as before.
Remark 2.11.
• This is an explanation of the symmetry of the computations of coefficients rings made by Ferland and Lewis in [FL04, figure 9 .1, 9.2, 9.3, 9.4].
• We could also have computed the cohomology of S α with the cofibre sequence Z/2 + → S 0 → S α as in [FL04] .
Example 2.12. As an application, we compute HZ ⋆ . Let P os ⋆ denotes the sub-Mackey functor of HZ ⋆ consisting in elements of degree of the form Z + Nα. To understand HZ ⋆ , it is sufficient to compute P os ⋆ by duality. First, we know how to compute integral HZ-cohomology of Z/2-spaces, because HZ * Z/2 (X) = HZ * ( X Z/2 ) (see, for example [HHR09, p.33]) and HZ * e (X) = HZ * (X).
In particular, as an abelian group, P os e ⋆ ∼ = Z[σ], with σ ∈ P os −1+α , and we know the action of Z/2 on this abelian group: it acts by −1 on odd powers of σ. We now compute P os Z/2 ⋆ . Let k ≥ 0, and consider the cofiber sequence of Z/2-spaces
As an abelian group,
and the map induced by S(kα) + → S 0 is the unique injective map in cohomology. We have determined HZ * (S kα ) ∼ = HZ * +1 (RP k−1 ). Now, P os ⋆ satisfies lemma 1.12, which allows us to recover both the Z[a]/(2a)-module structure on P os Z/2 ⋆ and the Mackey functor structure of P os ⋆ (see the "positive part" of figure 1 for a graphical representation of the result).
One concludes the computation of the Mackey functor HZ ⋆ by proposition 2.8. A graphical representation of this Mackey functor is represented in figure  1 , with the conventions: Notation 2.13. For simplicity, we will use the following shorthand for some Mackey functors appearing in definition 1.9. The symbol • stands for the Mackey functor < F >, L stands for L(F), and L − the Mackey functor [F] . A vertical line represents the product with the Euler class a, which is the class of the map S 0 ֒→ S α . This product induces one of the following Mackey functor maps:
• the identity of •,
• the unique non-trivial morphism L → •, • the unique non-trivial morphism • ֒→ F. 
Notation 2.14. We call σ −1 the non trivial element in degree (1 − α), so that (HF) Z/2 contains F[a, σ −1 ] as a subalgebra.
Remark 2.15. The class σ is related to the orientation of the tautological fiber bundle on BZ/2 with respect to the modulo 2 cohomology, that is why powers of σ can be seen as orientation classes. This appears in Hu and Kriz computation of HF ⋆ in [HK01] .
2.3. Relationship with non-equivariant Anderson duality. In this section, we study the relationship between non-equivariant Anderson duality and our Z/2-equivariant version via the forgetful functor (−) e and fixed points (−) Z/2 . As observed in [HS14] , fixed points commutes with anderson duality only for strongly complete and cocomplete Z/2-spectra. We will make this statement precise in proposition 2.18. We first recall briefly the construction of non-equivariant Anderson duality, since this is classical, and quite simpler than its equivariant counterpart.
Construction 2.16.
• For an injective abelian group, let ∂ I be the spectrum representing the cohomology theory X → Hom Z (π − * (X), I).
• Define ∂ Z = hof iber(∂ Q → ∂ Q/Z ), and the non-equivariant Anderson duality functor ∇ e = F (−, ∂ Z ).
In the following, we will use some properties of Lewis' change of universe functors, which is an adjoint pair (i * , i * ) relating naive and genuine Z/2-spectra. We refer to [Lew95, Introduction, section 1] for the properties of these functors.
Proposition 2.17. There is a canonical map i * (∂ Z ) → d Z , which is a nonequivariant equivalence. Consequently, the functors ∇ e and ∇((−) e ) are canonically isomorphic.
Proof. Let I be an injective abelian group. For all X ∈ Z/2T , there is a map
By Yoneda, this gives a map i * ∂ I → d I . In particular, using the injective resolution Z → Q → Q/Z of Z, this provides a map i * ∂ Z → d Z . Now, for all Y ∈ T , consider the previous map for X = Z/2 + ∧Y . This gives a morphism
The fact that the map π
) is an isomorphism in this case gives the weak equivalence (d I ) e ∼ = ∂ I , by Yoneda, and we get the weak equivalence
The last result follows.
Proposition 2.18. Let E be a Z/2-spectrum such that EZ/2 ∧ E ∼ = 0 ∼ = F ( EZ/2, E). Then, there is a canonical weak equivalence of non-equivariant spectra
Proof. We build a chain of weak equivalences from ∇ e (E Z/2 ) to (∇E) Z/2 . By hypothesis, E Z/2 ∼ = (EZ/2 ∧ E) Z/2 . Now, Adams isomorphism yields a weak equivalence
Applying ∇ e , this gives
where the last weak equivalence comes from the weak equivalence E ∼ = EZ/2 + ∧ E.
2.4.
Operations and duality. We now study the relationship between duality and module structures over ring Z/2-spectra.
Remark 2.19. Results in this direction are also used, in the non equivariant setting, in the proof of the principal result of [HS14] .
Proposition 2.20. Let R be a ring Z/2-spectrum and X be an R-module.
(1) The Z/2-spectrum ∇X is naturally an R-module.
(2) Suppose that X e ⋆ is a free Z-module, then the natural R e ⋆ -module structure on (∇X) e ⋆ is dual to the one on X e ⋆ . (3) Suppose that R ⋆ ∈ T ors Z M, then then the natural R ⋆ -module structure on (∇X) ⋆ is dual to the one on X ⋆ .
Proof.
(1) Define the R-module structure on ∇X to be the adjoint of the map λ : ∇X → ∇(R ∧ X) ∼ = F (R, ∇X). The verification that this map defines a R-module structure is routine. (2) Under the hypothesis of freeness on X e ⋆ , the action of an element r ∈ R e d on (∇X) e ⋆ and (X e ⋆ ) ∨ fits into a diagram whose rows are isomorphisms
this diagram is commutative because both actions are adjoint to theDefinition 3.3. Denote by Q n : HF → Σ (2 n −1)(1+α)+1 HF the HF-cohomologyLemma 3.5. The slice tower of KR(n) is a tower of the form
whose fibers are weakly equivalent to Σ k(2 n −1)(1+α) HZ. The composites
are integral lift of the Milnor operation Q n : HF → Σ (2 n −1)(1+α)+1 HF, which satisfies (Q n ) ⋆ (σ −2 n ) = a 2 n+1 −1 .
Proof. We already know that
• the homotopy π e * (KR(n)) is free abelian, as it is the homotopy groups of the non-equivariant n th integral Morava K-theory, which is obtained by killing a regular sequence in M U * , • the classes v k n ∈ π k(1+α)(2 n −1) (KR(n)) are equivariant refinements of generators of π e * (KR(n)).
Thus, by [HHR09, proposition 6 .41], the canonical maps Σ k(2 n −1)(1+α) HZ → P 2k(2 n −1) 2k(2 n −1) (KR(n)) are weak equivalences. Finally, [HK01] identifies the first k-invariant of the connective cover of KR(n) with a lift of the operation Q n .
Remark 3.6. This implies π 0 (KR(n)) ∼ = Z, and in particular [S 0 , KR(n)] Z/2 ∼ = Z, for degree reasons.
The result of lemma 3.5 is expressed in the following diagram, where the dotted arrows represent degree +1 maps.
But this element is hit by the first non-trivial differential since d 2 n+1 −1 (σ −2 n ) = Q n (σ −2 n )v n = a 2 n+1 −1 v n . Thus v n is a-torsion, and thus π ⋆ (KR(n)) Z/2 is also all a-torsion. This has two consequences:
• one has colim n a n π ⋆ (KR(n)) = 0, so that EZ/2 ∧ KR(n) = 0, the isotropy separation cofibre sequence gives the second weak equivalence.
• and the a-divisible part div a (π
⋆ (KR(n)))[a ±1 ] = 0, so that the spectrum F ( EZ/2, KR(n)) is contractible. Now, the cofibre sequence
provides the first desired weak equivalence.
4. The spectra KR(n) and their fixed points are self-dual
In this section, consider the Z/2-spectrum ∇KR(n). Apply the exact functor ∇ to the slice tower of KR(n) to obtain a tower
∇KR(n)
y y in which triangles
are cofibre sequences, by exactness of ∇ (remark 2.7).
Proposition 4.1. Let F (n) be the fiber of the map Σ −2+2α ∇KR(n) → Σ −2+2α ∇kR(n). Then, there is a tower over ∇KR(n)
. . .
∇KR(n).
Moreover, the E 2 -page of the associated spectral sequence converging to KR(n)
The existence of such a diagram is a consequence of the isomorphism HZ ∼ = Σ −2+2α ∇HZ, provided by corollary 2.10, and the octahedral axiom.
Remark 4.2.
(1) This implies [S 2−2α , ∇KR(n)] Z/2 ∼ = Z, for degree reasons.
(2) By the unicity property of the slice filtration provided by [HHR09, lemma 4 .15], this tower is the slice tower for ∇KR(n).
Recall from proposition 2.20 that ∇KR(n) is naturally a M R-module spectrum.
Theorem 4.3. The map M R → Σ −2+2α ∇KR(n) induced by a generator 1 ∈ π 0 (Σ −2+2α KR(n)) factorizes through KR(n), and yields a weak equivalence
Proof. The choice of a map
n ] k(1+α) , for k = (2 n − 1)(1 + α) is trivial. By the universal coefficient exact sequence computing (∇KR(n)) ⋆ and proposition 2.20, the endomorphism of ∇KR(n) induced by r k ∈ M R k(1+α) , for k = (2 n − 1)(1 + α) is also trivial. This proves that the map of M R-modules M R → Σ −2+2α KR(n) factorizes through KR(n), and gives a M R-module map
Now, by construction, Σ −2+2α ∇KR(n) is v n -periodic. This provides the map φ : KR(n) → Σ −2+2α ∇KR(n).
It remains to show that φ induces an isomorphism of RO(Z/2)-graded abelian groups.
We know that KR(n)
Z/2 * (1+α)
by the spectral sequence of proposition 4.1, which is the slice spectral sequence for Σ −2+2α ∇KR(n) by remark 4.2, and the slice spectral sequence for KR(n). Z/2 * (1+α) . We conclude that φ induces an isomorphism of HZ ⋆ -modules between the slice spectral sequences for KR(n) and Σ −2+2α ∇KR(n). The spectral sequence morphism induces by φ is an isomorphism, so φ is a weak equivalence.
We now turn to the consequences this result has on the non-equivariant spectra KO(n) := (KR(n)) Z/2 . We start by a preliminary result.
Lemma 4.4. The Z/2-spectrum KR(n) is (2 n+1 − 2 n+1 α)-periodic.
Proof. Consider the element σ −2 n ∈ HZ 2 n+1 −2 n+1 α ⊂ E 2 (M R) where E 2 (M R) is the E 2 page of the slice spectral sequence for M R. Recall that we know all the differentials of the slice spectral sequence, by [HHR09, Theorem 9.9]. In particular, the element σ −2 n ∈ E 2 (M R[v ±1 n ]) is a permanent cycle. Denote F (EZ/2 + , E 2 (KR(n))) the spectral sequence converging to F (EZ/2 + , KR(n)) ⋆ induced by the tower obtained by the slice tower applying the functor F (EZ/2 + , −) Now, the map Σ −2 n+1 (1−α) F (EZ/2 + , E 2 (KR(n))) → F (EZ/2 + , E 2 (KR(n)))
induced by the product with σ −2 n via the M R-module structure coincides with the multiplication with σ −2 n on the copies of (F (EZ/2 + , HZ)
which is an isomorphism of Z-modules. Thus, the product by σ −2 n induces an endomorphism of the spectral sequence F (EZ/2 + , E 2 (KR(n))). We conclude that the product by σ −2 n on KR(n) gives the desired periodicity isomorphism.
Corollary 4.5. Let KO(n) = (KR(n)) Z/2 . There is a weak equivalence KO(n) ∼ = Σ −2 n+2 +4 ∇ e KO(n).
Proof. Passage to fixed points in the chain of weak equivalences ∇KR(n) ∼ = Σ 2−2α KR(n) ∼ = Σ −2 n+1 +2+(2 n+1 −2)α KR(n) v 2 n ∼ = Σ 4−2 n+2 KR(n), so (∇KR(n)) Z/2 ∼ = (Σ4 − 2 n+2 KR(n)) Z/2 ∼ = Σ4 − 2 n+2 (KR(n)) Z/2 . Now, lemma 3.8 and proposition 2.18 gives a weak equivalence (∇KR(n)) Z/2 ∼ = ∇ e ((KR(n)) Z/2 ) = ∇ e (KO(n)).
