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1. Introduction
A real squarematrixA is calledmonotone ifAx  0 implies x  0 for all x ∈ Rn, where x = (xi)  0
means that xi  0 for all i. Collatz [7, p. 376] has shown that a matrix is monotone if and only if
A−1 exists and A−1  0, where B  0 means that all the entries of B are nonnegative. Thereafter
several generalizations of monotonicity have been done. Among them, Berman and Plemmons [4]
characterized the nonnegativity of the group inverse, and Pye [17] nonnegativity of the Drazin inverse.
More recently,Mishra andSivakumar [14] showed that least elementsofpolyhedral sets canbe found in
terms of nonnegative group and Drazin inverses. The Drazin inverse has many applications in several
areas such as singular differential and difference equations, Markov chain, cryptography, iterative
methods, multi-body dynamics and optimal control, to name a few. (For more details, see [20] and the
references cited there in.)
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Many characterizations of monotone matrices involve splittings of a matrix (where a splitting for a
realn×nnonsingularmatrixAmeans adecompositionA = U−V andU is invertible). The convergence
of the iterative methods for solving a system of linear equation Ax = b using splitting A = U − V is of
the form xi+1 = U−1Vxi + U−1b, i = 0, 1, 2, . . . . Then the iterative scheme converges to a solution
of Ax = b if and only if spectral radius of U−1V is strictly less than 1 for any initial vector x0. A splitting
A = U − V is called nonnegative if U  0 and V  0. Peris [16] introduced a subclass of nonnegative
splittings for nonsingular square matrices called B-splittings. A splitting A = U − V is said to be a
B-splitting if VU−1  0, and Ux  0, Ax  0 imply x  0. He then showed that if A has a B-splitting,
then A is monotone if and only if VU−1 have spectral radius strictly less than one. This characterization
has been generalized by many authors. Weber [19] first extended it for bounded linear operators over
certain ordered Banach spaces. Recently,Mishra and Sivakumar [13,15] introducedmany extensions of
B-splittings to rectangular matrices and obtained some characterizations of nonnegative, generalized
inverses.
Analogous to the nonsingular case, index-proper splittings (see Section 3 for the definition) lead to
the iteration schemes:
xi+1 = UDVxi + UDb, i = 0, 1, 2, . . .
and
yi+1 = UDVyi + UD, i = 0, 1, 2, . . . .
Chen and Chen [6] have shown that for an index-proper splitting, the spectral radius of UDV is strictly
less than 1 if and only if the above schemes converge to ADb and AD, respectively to the system Ax = b.
The aim of the present paper is to extend the notion of B-splitting for real singular square matrices
using Drazin inverse, and to obtain several convergence and comparison theorems for this decom-
position. The organization of this paper is as follows. In Section 2, we fix our notation, and discuss
preliminary notions and results that will be used throughout the article. The notion of index-proper
splittings and their properties are discussed in Section 3. Section 4 first introduces BD-splittings, and
then proves several characterizations of Drazin monotonicity using BD-splitting and an extended no-
tion of regular splitting for square singularmatrices. Thereafter different convergence and comparison
theorems for BD-splittings are also obtained.
2. Preliminaries
Throughout this article, we will deal with Rn equipped with its standard cone Rn+, and all our
matrices are real square matrices of order n unless stated otherwise. We denote the transpose, the
null space and the range space of A by AT , N(A) and R(A), respectively. A is said to be nonnegative
(i.e., A  0) if A(Rn+) ⊆ Rn+. Let L,M be complementary subspaces of Rn. Then PL,M stands for the
projection of Rn onto L along M. So, PL,MB = B if and only if R(B) ⊆ L, and BPL,M = B if and only if
N(B) ⊆ M. The spectral radius of a matrix A is denoted by ρ(A), and is equal to the maximum of the
moduli of the eigenvalues of A. For any two matrices A and B, we have ρ(AB) = ρ(BA).
The index of A is the least nonnegative integer k such that rank(Ak+1)= rank(Ak), and we denote
it by ind A. Then ind A = k if and only if R(Ak) ⊕ N(Ak) = Rn. Also, for l  k, R(Al) = R(Ak) and
N(Al) = N(Ak). The Drazin inverse of a matrix A ∈ Rn×n is the unique solution X ∈ Rn×n satisfying
the equations: Ak = AkXA, X = XAX and AX = XA, where k is the index of A. It is denoted by AD.
Equivalently, AD is the unique matrix X which satisfies XAx = x for all x ∈ R(Ak) and Xy = 0 for all
y ∈ N(Ak). When k = 1, then Drazin inverse is said to be group inverse and is denoted by A#. While
Drazin inverse exists for all matrices, the group inverse does not. It exists if and only if ind A = 1. If A is
nonsingular, then of course, we have A−1 = AD = A#. A is said to be Drazin monotone if AD  0. Sim-
ilarly, A is group monotone if A# exists and A#  0. Some well-known properties of AD [1] are follows:
R(Ak) = R(AD); N(Ak) = N(AD); AAD = PR(Ak),N(Ak) = ADA. In particular, if x ∈ R(Ak) then x = ADAx.
We list certain results to be used in the sequel. The next two theorems deal with nonnegativity and
spectral radius, and the first one is known as Perron–Frobenius theorem which states that:
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Theorem2.1 [18, Theorem2.20]. Let A  0. Then A has a nonnegative real eigenvalue equal to its spectral
radius.
Lemma 2.2 [18, Theorem 2.21]. Let A  B  0. Then ρ(A)  ρ(B).
The next two results are finite dimensional versions of the corresponding results which also hold
in Banach spaces.
Theorem 2.3 [18, Theorem 3.16]. Let X  0. Then ρ(X) < 1 if and only if (I − X)−1 exists and
(I − X)−1 = ∑∞k=0 Xk  0.
Theorem 2.4 [11, Theorem 25.4]. Suppose that C  B, B−1 exists, and B−1  0. Then C−1 exists and
C−1  0 if and only if CRn+ ∩ int(Rn+) = ∅.
We conclude this section with the following lemmas.
Lemma 2.5 [20, Lemma 2.4]. Let A be of index k. Then the general solution of Ax = b is x = ADb +
Ak−1(I − ADA)y, y arbitrary.
For the definitions of closed convex cone and polar, we refer the reader to [2].
Lemma 2.6 [2, Theorem 2.4]. Let A ∈ Rm×n, b ∈ Rm and S be a closed convex cone in Rn such that
N(A) + S is closed. Then the following are equivalent:
(a) The system Ax = b is consistent.
(b) ATy ∈ S∗ implies 〈b, y〉  0, where S∗ is the polar of S.
3. Index-proper splittings and some of their properties
A decomposition A = U − V is called an index-proper splitting [6] of A if R(Ak) = R(Uk) and
N(Ak) = N(Uk). It reduces to index splitting [20] if ind U=1. When k = 1, then an index-proper
splitting becomes a proper splitting [3]. We first discuss some results on index-proper splittings. The
first theorem was also proved in [6, Theorem 1.1]. However, the proof is not correct. They used the
claim A = U(I − UDV) which is not true without the assumption R(V) ⊆ R(Ak). The next example
shows that A = U(I − UDV), i.e., UUDV = V for an index-proper splitting A = U − V .
Example 3.1. Let A =
⎛
⎜⎜⎜⎜⎜⎝
0 0 2 2
0 10 0 0
0 0 10 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
and U =
⎛
⎜⎜⎜⎜⎜⎝
0 0 1 1
0 5 0 0
0 0 5 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
. The index of A and U are 2. Also
R(A2) = R(U2) and N(A2) = N(U2). Hence A = U − V is an index-proper splitting, where V =
U − A = U − 2U = −U. We have UD =
⎛
⎜⎜⎜⎜⎜⎝
0 0 1/25 0
0 1/5 0 0
0 0 1/5 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
. But UUDV = V . In this case R(V) =
span of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎝
1
0
0
0
⎞
⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎝
0
1
0
0
⎞
⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎝
0
0
1
0
⎞
⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
 R(A2) = span of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎝
0
1
0
0
⎞
⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎝
1/5
0
1
0
⎞
⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.
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Hence, our theorem given below is better than the corresponding one in [6]. Here is the new simple
proof to the same.
Theorem 3.2. Let A = U − V be an index-proper splitting. Then
(a) AAD = UUD = ADA.
(b) I − UDV is invertible.
(c) AD = (I − UDV)−1UD.
Proof.
(a) AAD = PR(Ak),N(Ak) = PR(Uk),N(Uk) = UUD.
(b) Let (I − UDV)x = 0. Then x = UDVx ∈ R(UD) = R(Uk) = R(Ak). Pre-multiplying UDU to
(I − UDV)x = 0, we have 0 = UD(U − V)x = UDAx. So Ax ∈ N(UD) = N(AD). We then have
x = ADAx = 0 which in turn implies the fact that I − UDV is invertible.
(c) Now ADA = (I − UDV)−1UD(U − V) = (I − UDV)−1(UDU − UDV). Let x ∈ R(Ak); x = Akz.
Then ADAx = (I − UDV)−1(UDUAk − UDVAk)z = (I − UDV)−1(PR(Uk),N(Uk)Ak − UDVAk)z =
(I −UDV)−1(Ak −UDVAk)z = (I −UDV)−1(I −UDV)Akz = Akz = x. (Since R(Ak) = R(Uk), so
PR(Uk),N(Uk)A
k = Ak .) If y ∈ N(Ak) = N(Uk) = N(UD), then ADy = (I − UDV)−1UDy = 0. 
Here we state another result for an index-proper splitting.
Theorem 3.3. Let A = U − V be an index-proper splitting such that R(V) ⊆ R(Ak). Then
(a) I − VUD is invertible.
(b) AD = UD(I − VUD)−1.
Proof.
(a) Let (I − VUD)x = 0. Then x = VUDx ∈ R(V) ⊆ R(Ak) = R(Uk). So x = UUDx. But x = VUDx =
(U − A)UDx = UUDx− AUDx = x− AUDx. Therefore AUDx = 0. Thus, UDx ∈ N(A) ⊆ N(Ak) =
N(Uk) and so x = UUDx = 0. Hence I − VUD is invertible.
(b) AD(I−VUD) = AD−ADVUD = AD−AD(U−A)UD = AD−ADUUD+ADAUD = AD−AD+UD = UD.
Hence AD = UD(I − VUD)−1. 
Since A = U −V is an index-proper splitting, so is U = A+V . Hence, we have the following result.
Theorem 3.4. Let A = U − V be an index-proper splitting such that R(V) ⊆ R(Ak). Then
(a) I + ADV and I + VAD are invertible.
(b) AD = (I + ADV)UD = UD(I + VAD).
(c) UD = (I + ADV)−1AD = AD(I + VAD)−1.
(d) UDVAD = ADVUD.
(e) UDVADV = ADVUDV.
(f) VUDVAD = VADVUD.
Proof.
(a) Suppose that (I + ADV)x = 0. Then −x = ADVx ∈ R(AD) = R(Ak) = R(Uk). Hence x =
UDUx = ADAx. Also −x = ADVx = AD(U − A)x = ADUx − ADAx = ADUx − x, i.e., ADUx = 0.
Thus Ux ∈ N(AD) = N(Ak) = N(Uk). Therefore x = UDUx = 0. Hence I + ADV is invertible.
Similarly, it follows that I + VAD is invertible.
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(b) (I + ADV)UD = UD + ADVUD = UD + ADUUD − ADAUD = AD. Therefore AD = (I + ADV)UD.
Similarly, we have AD = UD(I + VAD).
(c) Hence UD = (I + ADV)−1AD and also UD = AD(I + VAD)−1.
(d) So AD = (I + ADV)UD = UD + ADVUD and AD = UD(I + VAD) = UD + UDVAD. Hence
UDVAD = ADVUD.
(e) Post-multiplying (d) by V , we have UDVADV = ADVUDV .
(f) Again pre-multiplying (d) by V , we obtain VUDVAD = VADVUD. 
Note that the condition R(V) ⊆ R(Ak) is necessary to prove invertibility of I + VAD. The fact
UD = (I + ADV)−1AD can also be proved using the definition of Drazin inverse. The proof is described
below.
Proof. Set X = (I + ADV)−1AD. Then XUx = (I + ADV)−1AD(V + A)x = (I + ADV)−1(ADVx +
ADAx) = (I + ADV)−1(I + ADV)x = x for all x ∈ R(Ak). Also, Xy = (I + ADV)−1ADy = 0 for all
y ∈ N(Ak) = N(AD). Hence UD = (I + ADV)−1AD. 
We obtain [22, Lemma 1.1] as a corollary to the above theorem when A is nonsingular
(or of index 0).
Corollary 3.5 [22, Lemma 1.1]. Let A = U − V be a splitting of A. Then
(a) U−1VA−1 = A−1VU−1.
(b) VU−1VA−1 = VA−1VU−1.
Next result shows that UDV and ADV have the same eigenvectors.
Remark 3.6. Let A = U − V be an index-proper splitting such that R(V) ⊆ R(Ak). Then the matrices
UDV and ADV (or VUD and VAD) have the same eigenvectors.
Corollary 3.7 [22, Corollary 1.1]. Let A = U − V be a splitting of A. Then the matrices U−1V and A−1V
(or VU−1 and VA−1) have the same eigenvectors.
Since I − UDV and I + ADV are invertible, 1 and −1 are not eigenvalues of I − UDV and I + ADV .
Hence 1 and −1 do not lie in the spectra of UDV and ADV . A relation between the eigenvalues of UDV
and ADV is shown next.
Lemma 3.8. Let A = U − V be an index-proper splitting such that R(V) ⊆ R(Ak). Letμi, 1  i  s and
λj, 1  j  s be the eigenvalues of the matrices UDV (VUD) and ADV (VAD) respectively. Then for every i,
there exists j such that μi = λj1+λj and for every j, there exists i such that λj = μi1−μi .
Proof. Let x be an eigenvector corresponding to an eigenvalue of the matrix UDV . Then from Remark
3.6, we have μix = UDVx = (I + ADV)−1ADVx = λj1+λj x for some λj of ADV . The second part follows
similarly. 
4. BD-splittings
Let us begin with the following lemma which will be useful to prove our main result.
Lemma 4.1. The system Ax = b has a solution if AADb = b. In that case, the general solution is given by
x = ADb + z for some z ∈ N(A).
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Proof. Given that AADb = b, so b ∈ R(Ak). Then by Lemma 2.5, we have x = ADb + Ak−1(I − ADA)y,
y arbitrary. Set z = Ak−1(I − ADA)y. Then Az = 0. Therefore x = ADb + z for some z ∈ N(A). Hence
Ax = AADb + Az = AADb = b. 
Remark 4.2. The above solution is important as it lies in the Krylov subspace of (A, b), i.e., Ks(A, b) =
span{b, Ab, A2b, . . . , As−1b}. The connection between Drazin inverse and Krylov subspace is now re-
called. ADb is a solution of Ax = b, b ∈ R(Ak) if and only if Ax = b has a solution in Kn(A, b), where n
is the order of the matrix A.
Pye [17] have shown the following equivalence for Drazin monotone matrices.
Theorem 4.3 [17, Theorem 3]. AD  0 if and only if Ax ∈ Rn+ + N(Ak) and x ∈ R(Ak) imply x  0.
Next two results are motivated by Theorem 2 [5], and the proofs are similar to them with some
modifications.
Theorem 4.4. If AD  0, then AADx ∈ Rn+ and x ∈ R(Ak) imply x  0.
Proof. Let Ax = AADz, z  0 and x ∈ R(Ak). Then x = AADx = ADAADz = ADz  0. 
Theorem 4.5. AD  0 if and only if AD = B − C, where B  0, N(Ak) ⊆ N(B) and R(A) ⊆ N(C).
Proof. Let z = x + y, where x ∈ R(Ak) and x ∈ N(A) ⊆ N(Ak). Then Az = Ax. Pre-multiplying AD,
we have ADAz = ADAx = x. Let Pi be the i′th row of P = ADA. By Theorem 4.3, AD  0 is equivalent
to Ax = Az ∈ Rn+ + N(Ak) and x ∈ R(Ak) imply x  0. Since Rn+ + N(Ak) is a closed convex
cone and its polar cone is Rn+ ∩ R((Ak)T ), then 〈PTi , z〉  0 (by Lemma 2.6). This is equivalent to
ATyi = PTi , yi ∈ R((Ak)T ) and yi  0. i.e.,
YA = ADA, Y = XAk and Y  0. (4.1)
Now, set B = Y and C = B − AD. Then B  0 and the fact B = XAk implies N(Ak) ⊆ N(B). Hence
CA = (B − AD)A = BA − ADA = YA − ADA = 0, so that R(A) ⊆ N(C). The fact YA = ADA implies
AkYA = Ak, YAY = Y and AY = YA. Hence Y = AD  0. 
As a corollary, we have the following.
Corollary 4.6 [13, Theorem 4.2 (iii)]. A is group monotone if and only if A# = B − C, where B  0,
N(A) ⊆ N(B) and R(A) ⊆ N(C).
Themotivation for defining BD-splitting comes from B-splitting (Definition 1, [16]) and B#-splitting
[15, Definition 4.3], and is proposed next.
Definition 4.7. A nonnegative index-proper splitting A = U − V is called a BD-splitting if it satisfies
the following conditions:
(i) VUD  0, and
(ii) Ax,Ux ∈ Rn+ + N(Ak) and x ∈ R(Ak) ⇒ x  0.
When index of A and U are equal to 1, then BD-splitting coincides with B#-splitting which is given
below.
Definition 4.8 [15, Definition 4.3]. A nonnegative proper splitting of A = U−V is called a B#-splitting
if it satisfies the following conditions:
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(i) U# exists and VU#  0, and
(ii) Ax,Ux ∈ Rn+ + N(A) and x ∈ R(A) ⇒ x  0.
Note that there are matrices having no B-splitting but have BD-splitting.
Example 4.9. The matrix A =
⎛
⎝ 1 1
1 1
⎞
⎠ does not allow a B-splitting. However, by taking U = 2A and
V = A, we obtain a BD-splitting.
The class of matrices having all entries 1 always have a BD-splitting. Clearly, any B-splitting is a BD-
splitting.
Next, we are going to provide another class of matrices which always have BD-splitting. Before that
we recall the following definitions. A square matrix whose off-diagonal elements are nonpositive is
called a Z-matrix. A Z-matrix A is called a nonsingular M-matrix if A−1 exists and A−1  0.
Example 4.10. Let A be of the form
⎛
⎝ B O1
O2 O3
⎞
⎠ , where B is a nonsingular M-matrix of order r, O1 ∈
Rr×(n−r), O2 ∈ R(n−r)×r and O3 ∈ R(n−r)×(n−r) are zero matrices. Then A is a singular Z-matrix.
Take U = diag(b11, b22, . . . , brr, 0, 0, . . . 0), where B = (bij) and V = U − A. Then A = U − V is a
BD-splitting.
Next result provides a new characterization of Drazin monotonicity together with the notion of
BD-splitting.
Theorem 4.11. Consider the following statements.
(a) AD  0.
(b) Ax ∈ Rn+ + N(Ak) and x ∈ R(Ak) ⇒ x  0.
(c) Rn+ ⊆ ARn+ + N(Ak).
(d) There exists x0 ∈ Rn+ and z0 ∈ N(Ak) such that Ax0 + z0 ∈ int(Rn+). Then we have (a) ⇔ (b) ⇒
(c) ⇒ (d).
Suppose that A has a BD-splitting such that N(A
k) ⊆ N(V). Then each of the above is equivalent to
the following:
(e) ρ(VUD) < 1.
Proof. (a) ⇔ (b) By Theorem 4.3.
(b) ⇒ (c): Let p ∈ Rn+ and q = ADp. Then q ∈ R(Ak) and p = Aq + r, r ∈ N(A) ⊆ N(Ak) so that
Aq = p − r ∈ Rn+ + N(Ak). Therefore q ∈ Rn+ by (b) . Hence p ∈ ARn+ + N(Ak).
(c) ⇒ (d): Let u0 ∈ int(Rn+). Then there exist x0 ∈ Rn+ and z0 ∈ N(Ak) such that u0 = Ax0 + z0.
Thus Ax0 + z0 ∈ int(Rn+).
(d) ⇒ (e) The fact N(Ak) ⊆ N(V) implies A = U − V = U − VUDU = (I − VUD)U. Since
A = U − V is a BD-splitting, we have U  0, V  0, VUD  0, R(Ak) = R(Uk) and N(Ak) = N(Uk).
So I − VUD  I. Set C = I − VUD and B = I. Then C  B, B−1 exists and B−1  0. If there exists
a vector w0 ∈ Rn+ such that Cw0 ∈ int(Rn+) then Theorem 2.4 yields that C−1 exists and C−1  0.
By (d), there exists x0 ∈ Rn+ and z0 ∈ N(Ak) such that Ax0 + z0 ∈ int(Rn+). Set w0 = Ux0 + z0.
Then w0 = (A + V)x0 + z0 = Ax0 + z0 + Vx0. Since V  0 and x0 ∈ Rn+, we have Vx0 ∈ Rn+.
Also Ax0 + z0 ∈ Rn+. Thus w0 ∈ Rn+. Further, Cw0 = (I − VUD)w0 = (I − VUD)(Ux0 + z0) =
(I − VUD)Ux0 + (I − VUD)z0 = Ax0 + z0 ∈ int(Rn+) (Since z0 ∈ N(Ak) = N(Uk) = N(UD)). Hence
(I − VUD)−1 = C−1  0. We now have ρ(VUD) < 1 by using Theorem 2.3.
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(e) ⇒ (b): Let Ax ∈ Rn+ + N(Ak). Then we show that Ux ∈ Rn+ + N(Ak). Thereafter condition
(ii) of BD-splitting implies that x  0. Let Ax = p + q, where p ∈ Rn+ and q ∈ N(Ak). Then Ux =
(I − VUD)−1Ax = (I − VUD)−1(p + q) = r + s, where r = (I − VUD)−1p and s = (I − VUD)−1q.
Since ρ(VUD) < 1 and VUD  0, so I − VUD is invertible and (I − VUD)−1  0 (by Theorem 2.3).
Hence r ∈ Rn+. Also, q ∈ N(Ak) = N(AD) yields 0 = ADq = UD(I − VUD)−1q = UDs, showing that
s ∈ N(Uk) = N(Ak). Thus Ux ∈ Rn+ + N(Ak). 
Corollary 4.12 [15, Theorem 4.4]. Consider the following statements.
(a) A is group monotone.
(b) Ax ∈ Rn+ + N(A) and x ∈ R(A) ⇒ x  0.
(c) Rn+ ⊆ ARn+ + N(A).
(d) There exists x ∈ Rn+ and z ∈ N(A) such that Ax + z ∈ int(Rn+). Then we have (a)⇔ (b)⇒ (c)⇒
(d).
Suppose that A has a B#-splitting. Then each of the above is equivalent to the following:
(e) ρ(VU#) < 1.
Wenowprovea similar characterizationofDrazinmonotonicity togetherwithanewdecomposition
called D-regular splitting which is an extension of regular splitting. However, we are only presenting
new proofs to implications (d ⇒ e) and (e ⇒ a). Before defining D-regular splitting, we first recall the
definition of a regular splitting. A splitting A = U − V is called regular if U−1  0 and V  0. It has
many applications. In fact Gauss-Jacobi and Gauss-Seidel methods converge if A = U − V is a regular
splitting of a monotone matrix A (see the book [18] for more details on this and it’s applications to
iterative methods). We now propose the generalization of regular splitting to singular matrices which
is called D-regular splitting.
Definition 4.13. An index-proper splitting is called D-regular if UD  0 and V  0.
Theorem 4.14. Consider the following statements.
(a) AD  0.
(b) Ax ∈ Rn+ + N(Ak) and x ∈ R(Ak) ⇒ x  0.
(c) Rn+ ⊆ ARn+ + N(Ak).
(d) There exists x0 ∈ Rn+ and z0 ∈ N(Ak) such that Ax0 + z0 ∈ int(Rn+). Then we have (a) ⇔ (b) ⇒
(c) ⇒ (d).
Suppose that A has aD-regular splitting such that R(V) ⊆ R(Ak). Then each of the above is equivalent
to the following:
(e) ρ(UDV) = ρ(VUD) < 1.
Proof. The proof of (a) ⇔ (b) ⇒ (c) ⇒ (d) is exactly same as the proof of Theorem 4.11.
(d) ⇒ (e): The fact R(V) ⊆ R(Ak) implies A = U − V = U − UDUV = U(I − UDV). Since A
has a D-regular splitting, so UD  0, V  0, R(Ak) = R(Uk) and N(Ak) = N(Uk). Hence UDV  0.
Then VTUD
T  0. Therefore I − VTUDT  I. Set C = I − VTUDT and B = I. Then C  B, B−1
exists and B−1  0. We show that there exists a vector w0 ∈ Rn+ such that Cw0 ∈ int(Rn+). It
would then follow from Theorem 2.4 that C−1 exists and C−1  0. AD  0 implies ATD  0. The
implications (a) ⇔ (b) ⇒ (c) ⇒ (d) are also true for ATD  0. So the corresponding (dt) 1 implies
that there exists x0 ∈ Rn+ and z0 ∈ N(Ak) such that ATx0 + z0 ∈ int(Rn+). Set w0 = UTx0 + z0. Then
w0 = (AT + VT )x0 + z0 = ATx0 + z0 + VTx0. Since VT  0 and x0 ∈ Rn+, we have VTx0 ∈ Rn+. Thus
w0 ∈ Rn+. Further, Cw0 = (I − VTUDT )w0 = (I − VTUDT )(UTx0 + z0) = (I − VTUDT )UTx0 + (I −
1 dt means the corresponding result Theorem 4.14(d) when A is replaced by AT .
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VTUD
T
)z0 = ATx0 + z0 ∈ int(Rn+), where we have used the fact that z0 ∈ N(Ak) = N(Uk) = N(UD).
Hence (I − VTUDT )−1 = C−1  0. By Theorem 2.3, it now follows that ρ(UDV) = ρ(VTUDT ) < 1.
(e) ⇒ (a): Let UD  0, UDV  0 and ρ(UDV) < 1. Then by Theorem 2.3, (I − UDV)−1 exists and
(I − UDV)−1 = ∑∞j=0(UDV)j . As UDV  0, it follows that (I − UDV)−1  0. The proof is complete by
recalling that AD = (I − UDV)−1UD  0. 
The above theorem admits the following characterization for group monotone matrices.
Corollary 4.15. Consider the following statements:
(a) A is group monotone.
(b) Ax ∈ Rn+ + N(A) and x ∈ R(A) ⇒ x  0.
(c) Rn+ ⊆ ARn+ + N(A).
(d) There exists x0 ∈ Rn+ and z0 ∈ N(A) such that Ax0 + z0 ∈ int(Rn+). Then we have (a) ⇔ (b) ⇒
(c) ⇒ (d).
Suppose that A has a proper splitting with U#  0 and V  0. Then each of the above is equivalent
to the following:
(e) ρ(U#V) = ρ(VU#) < 1.
We then obtain a new characterization of monotone matrices using regular splitting as a corollary
to the above two results.
Corollary 4.16. Consider the following statements.
(a) A is monotone.
(b) Ax ∈ Rn+ ⇒ x  0.
(c) Rn+ ⊆ ARn+.
(d) There exists x0 ∈ Rn+ such that Ax0 ∈ int(Rn+). Then we have (a) ⇔ (b) ⇒ (c) ⇒ (d).
Suppose that A has a regular splitting. Then each of the above is equivalent to the following:
(e) ρ(U−1V) < 1.
Another convergence theorem for a BD-splitting is presented next.
Theorem 4.17. Let A = U − V be a BD-splitting such that R(V) ⊆ R(Ak). If AD  0, then
(a) AD  UD.
(b) ρ(VAD)  ρ(VUD).
(c) ρ(VUD) = ρ(VAD)
1+ρ(VAD) < 1.
Proof. (a) Since A = U − V is a BD-splitting, it is also an index-proper splitting. Therefore, we have
(I+ADV)UD = AD. Using AD  0 and VUD  0, we get AD −UD = (I+ADV)UD −UD = ADVUD  0,
i.e., AD  UD.
(b) Also, we have V  0. Now, pre-multiplying the inequality AD  UD by V , we have VAD 
VUD  0. Then by Lemma 2.2, we obtain ρ(VAD)  ρ(VUD).
(c) We have ρ(VUD) = ρ(UDV). Also, we have ADV  0. Now, by Theorem 2.1, we have a non-
negative eigenvalue which is equal to the spectral radius of ADV . Let λ and μ be the nonnegative
eigenvalues of ADV and UDV , respectively. Then by Lemma 3.8, we have μ = λ
1+λ . Since
λ
1+λ is
a strictly increasing function of λ for λ  0, then for λ1  λ2  0, we have μ1  μ2 with
μi = λi1+λi for i = 1, 2. Thus μ attains its maximum value when λ is maximum. But λ is maximum
when λ = ρ(ADV) = ρ(VAD). As a result, the maximum value of μ is ρ(VUD) = ρ(UDV). Hence,
ρ(UDV) = ρ(ADV)
1+ρ(ADV) = ρ(VA
D)
1+ρ(VAD) < 1. 
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Corollary 4.18. Let A = U − V be a B#-splitting. If A#  0, then
(a) A#  U#.
(b) ρ(VA#)  ρ(VU#).
(c) ρ(VU#) = ρ(U#V) = ρ(A#V)
1+ρ(A#V) < 1.
Here,wemention that theexistenceofA# implies theexistenceofU# andviceversa (asR(A) = R(U)
and N(A) = N(U)). When A is nonsingular, we obtain the following result as a corollary to the above
theorem for B-splitting.
Corollary 4.19 [12, Corollary 3.11]. Let A = U − V be a B-splitting. If A−1  0, then
(a) A−1  U−1.
(b) ρ(VA−1)  ρ(VU−1).
(c) ρ(VU−1) = ρ(U−1V) = ρ(A−1V)
1+ρ(A−1V) < 1.
Comparison theorems between the spectral radii of matrices are useful tools in the analysis of rate
of convergence of iterative methods or for judging the efficiency of pre-conditioners. An accepted rule
for preferring one iteration scheme to another is to choose the scheme having the smaller spectral
radius of UDV . Many authors such as Csordas and Varga, [8], Elsner [9] and Woz´nicki [22], etc. have
introduced various comparison results for different splittings of monotone matrices. Wei and Wu,
[21] have also shown convergence and comparison results for index splittings. Recently, the authors
of [10,12] studied comparison theorems for several extended B-splittings. In this regard, we now
demonstrate two comparison theorems for BD-splittings.
Theorem 4.20. Let A = U1 − V1 = U2 − V2 be two BD-splittings such that R(V) ⊆ R(Ak). If AD  0
and V1  V2, then
ρ(V1U
D
1 )  ρ(V2UD2 ) < 1.
Proof. We have ρ(UDi Vi) = ρ(ViUDi ) < 1 for i = 1, 2 by Theorem 4.17. Since AD  0 and V1  V2,
so 0  ADV1  ADV2. Let λi be the eigenvalues of ADVi for i = 1, 2. Since λ1+λ is a strictly increasing
function for λ  0, Lemma 2.2 yields ρ(ADV1)  ρ(ADV2). Hence
ρ(ADV1)
1 + ρ(ADV1) 
ρ(ADV2)
1 + ρ(ADV2) . 
Corollary 4.21. Let A = U1 − V1 = U2 − V2 be two B#-splittings of a group monotone matrix A. If
V1  V2, then
ρ(V1U
#
1 )  ρ(V2U#2 ) < 1.
Corollary 4.22 [12, Corollary 3.13]. Let A = U1 − V1 = U2 − V2 be two B-splittings of a monotone
matrix A. If V1  V2, then
ρ(V1U
−1
1 )  ρ(V2U−12 ) < 1.
Theorem 4.23. Let A = U1 − V1 = U2 − V2 be two BD-splittings such that R(V) ⊆ R(Ak). If AD  0
and UD1  UD2 , then
ρ(V1U
D
1 )  ρ(V2UD2 ) < 1.
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Proof. By Theorem 4.17, we have ρ(UDi Vi) = ρ(ViUDi ) < 1 for i = 1, 2. Also ADVi  0 for i = 1, 2
follows from the hypothesis. Let λi be the eigenvalues of A
DVi for i = 1, 2. Then λ1+λ is a strictly
increasing function for λ  0, so it suffices to show that
ρ(ADV1)  ρ(ADV2).
We have (I + ADV1)−1AD = UD1  UD2 = AD(I + V2AD)−1. Then ADV2AD  ADV1AD, i.e., ADV1AD 
ADV2A
D. Post-multiplying by V2, we have A
DV1A
DV2  (ADV2)2. Again, post-multiplying by V1, we
get (ADV1)
2  ADV2ADV1. Hence, by Lemma 2.2 and using the fact AB and BA have the same spectral
radius, we have
ρ2((ADV1))  ρ(ADV2ADV1) = ρ(ADV1ADV2)  ρ2((ADV2)).
Thus, we obtain ρ(ADV1)  ρ(ADV2). 
Corollary 4.24. Let A = U1 − V1 = U2 − V2 be two B#-splittings of a group monotone matrix A. If
U#1  U#2 , then
ρ(V1U
#
1 )  ρ(V2U#2 ) < 1.
Corollary 4.25 [12, Corollary 3.17]. Let A = U1 − V1 = U2 − V2 be two B-splittings of a monotone
matrix A. If U
−1
1  U−12 , then
ρ(V1U
D
1 )  ρ(V2UD2 ) < 1.
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