ABSTRACT Recently, advances in noninvasive detection techniques have shown that it is possible to decode visual information from measurable brain activities. However, these studies typically focused on the mapping between neural activities and visual information, such as the image or video stimulus, on the individual level. Here, the common decoding models across individuals that classifying behavior tasks from brain signals were investigated. We proposed a cross-subject decoding approach using deep transfer learning (DTL) to decipher the behavior tasks from functional magnetic resonance imaging (fMRI) recording during subjects performing different tasks. We connected parts of the state-of-the-art networks pre-trained on the ImageNet dataset to our defined adaption layers to classify the behavior tasks from fMRI data. Our experiments on the Human Connectome Project (HCP) dataset showed that the proposed method achieved a higher decoding accuracy across subjects than the previous studies. We also conducted an experiment on five subsets of HCP data, which further demonstrated that our DTL approach is more effective on small dataset than the traditional methods.
I. INTRODUCTION
A challenging goal in neuroscience is to detect, identify and predict an individual's behavior using neural signals. Neural decoding, as a technology to read out the detailed contents of a person's mental state, especially the visual and auditory content from neural activation, has received much attention in recent years. Using noninvasive neural imaging techniques, such as fMRI [1] , brain activity patterns extracted from bloodoxygen-level dependent (BOLD) signals could be used to predict discriminative human cognitive states responding to varied specific stimuli.
Previous studies in the field of neural decoding make it possible to decode the natural image and video stimulus from fMRI in individual level. However, few studies have concerned about the mapping between non-visual stimuli or cognitive tasks and the underlying brain response. Moreover, it's difficult to build a robust neural decoder in cross-subject level. The individual difference is well reported in the neural science community [2] . It is unknown
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whether the same mapping across individuals existed or could be constructed with the advanced machine learning technology.
Recently, researchers have shown that deep neural network can be trained to model complex non-linear relationships in a wide range of application. As far as fMRI data, deep learning approach also demonstrated its power in the areas of target detection [3] , [4] , image segmentation [5] , [6] , image registration [7] and image classification [8] , [9] . It has also improved the performance of cross-subject decoding on fMRI data by using convolutional neural networks (CNNs) and recurrent neural networks (RNNs) [10] - [15] . Aside from that, DTL is an effective approach to applying the knowledge from related but different domain to target domain. However, the limited size of fMRI dataset seriously affects the effectiveness of deep learning architectures.
In this study, we are seeking a reliable cross-subject decoder using deep neural network trained from the fMRI datasets among tremendous subjects. Also, we make full use of the knowledge which already exists in the other fields, such as computer vision, to help the classification task in the fMRI classifying problem.
To investigate the effect of DTL methods in the application of decoding cognitive tasks across subjects, we compared the full-training (FT) strategy and DTL strategy. We designed a 2-way pipeline for behavior task decoding. One used three state-of-the-art CNNs and three long short-term memory unit (LSTM) networks with randomly initialized parameters directly for decoding tasks. The other one employed parts of the networks pre-trained on ImageNet dataset and then connected to our defined adaptive layers to complete the target decoding tasks.
Our results in public HCP dataset illustrated that the 2-way pipeline outperforms the other methods. Another finding is that the decoding accuracy increased when we transferred the feature from the source domain (ImageNet) to the target domain (tfMRI). We further demonstrate the effectiveness of the DTL based method on small datasets.
The rest of the paper is organized as follows. Related work is introduced in Section 2. Dataset description is presented in Section 3. The proposed method is explained in Section 4. Computational results are analyzed in Section 5. The conclusions are given in Section 6.
II. RELATED WORK
Our method builds upon two active areas of research: brain decoding and DTL. The previous works of brain decoding are discussed, and then the DTL method is reviewed.
A. BRAIN DECODING
In the area of neural decoding, brain activities under stimuli or cognitive tasks were recorded and then used to interpret the stimuli information or cognitive tasks. The most impressive works of this fields are to decode visual stimuli from brain images, including visual perception feature decoding [16] , [17] , visual information decoding [18] - [20] and visual scene reconstruction [21] . Some researchers also used the fMRI signal to decipher the mental state of nonvisual tasks, such as hearing [22] , language [23] , working memory [24] and so on. Pilgramm et al. [25] have shown the content of motor imagery can be decoded from spatial patterns of fMRI signals. Baucom et al. [26] applied MultiVoxels Pattern Analysis (MVPA) method to identify affective states, valence, and arousal reliably above chance.
Previous studies have shown great improvements in neural decoding in the application of cognitive or behavior tasks in specific areas. However, few studies could decode various cognition or behavior tasks in a wide area. The other limitation of neural decoding is that the decoder trained for each subject to interpret the mental states inversely from his/her own brain activity. Whether different subjects shared a common decoder was seldom reported.
With regard to methods employed to build the decoder, MVPA is a primary data-driven approach to recognize distinct brain pattern of activity by applying machine learning methods on fMRI datasets. Haxby et al. [18] are the first to elucidate how multi-voxel patterns of activity can be used to distinguish different task-based cognitive states.
Then, a number of works have sprouted by using MVPA method. The MVPA approaches can be divided into two categories: linear method and non-linear method. For the linear method, most MVPA studies have used linear discriminant analysis [27] , [28] , general linear model [29] linear support vector machine [30] , [31] and Gaussian Naive Bayes [32] , [33] . For the non-linear method, nonlinear support vector machines [34] , CNN [12] - [14] and LSTM [15] , [36] have shown good performance in brain decoding.
However, MVPA mainly learns shallow features from fMRI data, because the appropriate voxels are required to select as inputs manually. In addition, conventional methods always suffered from the individual difference of features distribution, and this restricts its application in common decoder across subjects.
Therefore, we want to employ deep neural networks to learn the deeper abstract features for brain decoding. We explored the DTL method with CNNs or RNNs to promote the performance of behavior task decoding.
B. DEEP TRANSFER LEARNING
In the past few years, the prevalence of big data has paved the way for applications of deep learning techniques [37] , [38] . With the development of computational intelligence [39] , deep learning has been successful in healthcare engineering and neuroscience, providing intelligent solutions with data volumes for significant neural image data processing and analytics. To overcome the limitation of traditional MVPA approaches and improve the performance of crosssubject decoding, Koyamada et al. [13] introduced a feedforward deep neural network to classify different brain features representing of various tasks from fMRI data. However, Koyamada's work constructed a shallow-layer network without comparing with other deeper CNN networks, thus their work left more room for further improvement both for the decoding model and performance.
Gao et al. [14] trained a deeper convolutional network to make cross-subject decoding of tfMRI data, achieving 57.65% accuracy of decoding the brain states. Nonetheless, the cross-subject decoding accuracy is also not ideal in this study due to the lack of the ability of generality.
To build a robust decoder across subjects, some studies explore DTL approaches, which means that knowledge learned from one task can transfer to a novel task in deep learning [40] . Velioglu et al. [41] designed a three-layer stacked denoising autoencoder to recognize the cognitive states by transfer learning (TL) methods. But Veliouglu used a shallow neural network and the performance of multiclass classification went no further than traditional methods. Similarly, Roth et al. [42] created a model transferred from pre-trained ImageNet via fine-tuning to diagnose interstitial lung disease on a public interstitial lung disease dataset. This approach reaches the state-of-the-art performance of the mediastinal lymph nodes detection. Chen et al. [43] used InceptionV3 and Vgg-16 model pre-trained on ImageNet and Therefore, one of the motivations of the paper is to answer whether the learned hierarchical representation has a much better representation power than the hand-crafted features from fMRI dataset, and the decoder will benefit from the deep network.
III. DATASET DESCRIPTION A. TFMRI DATASET
HCP is a large-scale collection of brain research data shared by the National Institutes of Health. HCP targets to build a complete neural connection map of individuals to help researchers explore neuroscience problem, or diagnosis and treatment of mental illness, etc.
The HCP public database contains data from a population of adult (ages between 22-35 years) twins and their non-twin siblings, using a protocol that includes different acquisition methods, various behavioral tasks and genetic testing [44] . The HCP collected behavioral measures and task-fMRI(tfMRI) of a range of motor, sensory, cognitive and emotional processes that will delineate a core set of functions relevant to understanding the relationship between brain connectivity and human behavior.
In this study, we adopted a subset of HCP S1200 database (http://www.humanconnectome.org) as the target domain data. The tfMRI data are collected by a Siemens 3T Skyra scanner using a gradient-echo EPI sequence (time reception = 720 ms, time echo = 33.1 ms, field of view = 208 × 180 mm, flip angle = 52 deg, matrix = 104 × 90, thickness = 2.0 × 2.0 mm 72 slices, and echo spacing = 0.58 ms). Totally, 14 tfMRI runs in 7 tasks were recorded in 2 sessions. For each task, one run was acquired with rightto-left phase encoding and the second run with left-to-right phase encoding rotation. Three tasks collected in one session and the remaining four tasks collected in another session [44] .
To classify the cognitive states related to different behavioral tasks, we selected 965 subjects' tfMRI data with all 7 tasks in a wide range of conditions, including emotion, working memory, motor, as well as language, relation analysis, gambling and social cognition [45] . The detailed information of experiment is introduced in Table. 1.
B. IMAGENET DATASET
The ImageNet [53] dataset is the most famous large-scale image dataset and widely applied in the deep learning field, such as image classification [54] , [55] , registration [56] , [57] and segmentation [58] , [59] . The ImageNet large-scale visual recognition challenge (ILSVRC) is based on a subset of the 1,000 categories of ImageNet datasets. Due to a large amount of training data and a large number of categories, the ImageNet dataset is more suitable for verifying the generality performance of models and algorithms. In our study, the ImageNet dataset was used as source domain data applied in our transfer-learning based decoding method.
IV. METHOD A. PROBLEM DESCRIPTION
In the Transfer Learning(TL) method, a set of entities in nature is represented as domain, which can be denoted as D. The domain can be defined by D = {X , P(x)}, where X = {x 1 , x 2 , . . . , x n } is the feature space and P(x) is the marginal distribution of X s . Given a specific domain, the task can be denoted by T = {Y , f (x)}, in which Y = {y 1 , y 2 , · · · , y n } is category space and f (x) is a model to predict the category information from x. Sometimes only the label information is available, while the domain knowledge of D t is difficult to get. In this case, we can use TL to overcome the problem. The aim of TL is reducing the generality error of the prediction model f t (x), where D s = D t or T s = T t . here, we mainly focus on model-based TL method. For our behavior decoding task, source task T s and target task T t are the same (classification), but source domain D s and target domain D t are not the same. More specifically, T s has already learned with a large dataset, i.e. ImageNet, while T t only has a relative small taskspecific one, i.e. HCP. Our goal is to discover an effective f t (x) with the help of T s .
B. DECODING PIPELINE
In this study, we propose a 2-way pipeline for cross-subject decoding of behavior tasks. As displayed in Fig.1 , a set of time series of 4D fMRI images is preprocessed and converted to 2D slices. Then, two learning strategies (full training strategy or TL strategy with a pre-trained network) were employed for each way of the pipeline. Full training (FT) would be evaluated by the classic deep convolutional networks (AlexNet, InceptionV3, and ResNet) directly fully trained on HCP data. While TL employs parts of the structure pre-trained on ImageNet dataset, then connect to our defined adaption layers to complete the target decoding tasks.
1) DATA PREPROCESSING
The tfMRI data in HCP has four dimensions (the first three dimensions are reserved to define the three spatial dimensions (x, y, and z), and the fourth dimension is reserved to describe the time points (t)). The data has been preprocessed through the HCP MR data preprocessing pipelines [60] , including spatial artifact/distortion removal, surface generation, crossmodal registration, and alignment to standard space. For tfMRI data, the prior preprocessing by HCP includes motion correction, slice timing correction, global drift removal, spatial smoothing, non-linear registration into MNI152 space and temporal pre-whitening.
To accommodate cross-subject analysis, the grand-mean intensity normalization was applied by using relaxed Gaussian parameters (including intensities 4 sigmas above and below the gray matter mean intensity, versus the standard setting of 3 sigmas). Besides, non-brain tissues of the whole head were removed from the image corresponding to each fMRI time course using the Brain Extraction Tool (BET) [61] . Then, with a Gaussian kernel of 4mm Full Width at Half Maximum (FWHM), the data was smoothed spatially by data processing assistant for resting state fMRI (DPARSF) programs [62] to increase the signal-to-noise ratio, as it is assumed that signal mainly contained in low frequencies while the noise distributed in high spatial frequencies [63] .
To maximize comparison to CNN architectures, we also applied the fMRI processed by volume-based fMRI processing pipeline [60] for LSTM models. Before fed into the LSTM models, spatial smoothing was applied using an unconstrained 3D Gaussian kernel of FWHM = 4 mm. Then, we used the AAL atlas by Statistical Parametric Mapping 8 (SPM8) toolbox to extract 90 cerebral regions of interest as input to the LSTMs. Each time-series data was standardized (subtracted mean, divided by standard deviation) to reduce the variation across individual brains.
In the experimental paradigm of HCP, subjects completed two experiment runs in the fMRI, and each run consisted of several task and fixation blocks. In order to extract the true signals of the seven tasks, the fixation blocks were removed in the processing stage. We performed a voxelwise z-score transformation (i.e., minus the global mean value and then divided by the standard deviation) on the tfMRI data. In detail, the intensity of each anatomical region of interest (aROI) was averaged by neuroimaging package Nibabel (http://nipy.org/nibabel/). The first and the last ten slices of the volume for each subject were removed and only 32 sequential slices were selected as input in the following experiments. The final preprocessing step is to obtain the 2D samples of each volume by converting it to PNG format using Python OpenCV (http://opencv.org).
2) LEARNING STRATEGY
In the FT strategy, three neural networks are directly applied to make an end-to-end decoding task. All the parameters of the three models were learned from scratch. That is, the initial weights of parameters were randomly sampled from a Gaussian distribution and updated with the mini-batch based stochastic gradient descent method, which can accelerate the runtime of parallel computing for large-scale training. We modified the original architectures or neural network to accommodate the decoding tasks.
For AlexNet-FT, in the first convolution layer, the number of filters and stride was set to 128 and 4 respectively. Then, we enlarged the learning rate to 0.02 in case of data fluctuate. The initial momentum for the stochastic gradient descent is 0.9, and the L2 weight penalty term is 0.05. We also adopted the dropout technique with a probability of 0.5 in the FC layers.
For Inception-FT, all the layers of InceptionV3 were fully trained with the batch size of 64, the kernel size of 3, stride of 2 in the first layer as well as learning rate of 0.001 and momentum of 0.9. To adapt to the smaller tfMRI dataset and prevent overfitting, we decreased the number of convolutional filters and removed the first pooling layer [64] . The RMSProp [65] gradient optimization was utilized with the decay of 0.9, epsilon of 0.1 and maximum gradient threshold of 2.
For ResNet-FT, we changed the batch size of 128 and maintained the kernel size of 7, pad size of 2 and stride of 2 in the first convolution layer. Each convolution layer had three residual modules with convolutional filters of 3 × 3, the pad of 1 and a stride of 1.
The LSTM network was trained with the Adadelta optimizer with the parameters: learning rate set to 1 × 10 −3 , momentum set to 0.9 and decay rate set to 0.95 respectively. We adopted the binary cross-entropy loss function and the dropout with the rate of 0.5. We also tested different LSTM models initialized by default Keras settings with a various number of hidden nodes (8, 16, or 32) . A ten-fold CV was applied to evaluate the performance of LSTMs.
For all the above models, Softmax and SVM (RBF kernel) classifiers were used to classify task categories throughout the experiments, and Xevier initialization method was utilized to speed up the training of the networks. Besides, we also apply batch normalization in these models to reduce the overfitting in deep neural networks.
Previous studies often assumed that the popular deep networks model in computer vision can generalize to medical image recognition tasks despite the differences in data distribution between natural images and medical images [66] , [67] . In this study, we explore the DTL strategy to provide a new way to behavior task decoding. Therefore, the hypothesis for our approach is that some parameters of models can be shared between the source domain (natural images) and the target domain (medical images).
To implement the DTL learning strategy, we don't use the random initialization approach. Instead, as shown in Fig.2 , the initial weights of parameters are frozen with the transferable layers of the original models pre-trained on ImageNet (a classification task of 1000 categories). It is worth pointing out that, the source model and the target model shares the same feature extraction layers (convolutional layers and pooling layers) before FC layers, which guarantees the feature transferring in higher layers improve its generality. Upon that, we added multiple adaption layers (several FC layers and a specific classifier) to the former structures called DTL layers.
For AlexNet-DTL, we built three FC layers and two classifiers (Softmax and SVM) to adapt to the behavior decoding tasks. The learning rate of AlexNet-DTL was modified from 0.02 to 0.01, and the number of nodes in the three FC layers were 1000, 500 and 7 (corresponding to 7 categories) with dropout technique of 0.5 probability to reduce the overfitting. For Inception-FT and ResNet-FT, two FC layers with 1000 nodes and seven nodes respectively were connected to TABLE 2. Comparison between proposed methods and previous methods. We used 10-fold CV to evaluate the performance of cross-subject brain decoding. We selected multiple indicator in the experiment, including the number of subjects, training strategy, architecture and validation method. The mean accuracy with a standard deviation (SD) of each method was computed. the former structure of Inception-FT and ResNet-FT. The classifiers were configured as same as AlexNet-DTL and updated with 0.01 as the initial learning rate.
V. COMPUTATIONAL RESULTS

A. EXPERIMENT SETUP
We conducted several tests to verify the performance of our proposed method in different aspects. First, compared with existing approaches, we chose all the behavior tfMRI data with the same scale reported in previous studies. Secondly, we also evaluated the performance of our method with cross-validation.
The experiments were conducted on a desktop personal computer with an Intel Core i5-4460 CPU, 32GB RAM, and 12GB NVIDIA GeForce TITAN X. The operating system is Ubuntu 16.04 LTS. The software is mainly configured as follows: Python 3.5.3, Tensorflow 1.3.0, CUDA Toolkit 9.0, and cuDNN v7.0. 
B. PERFORMANCE EVALUATION
The three models with FT strategy are denoted as AlexNet-FT, Inception-FT, and ResNet-FT. Similarly, the three models with DTL strategy are denoted as AlexNet-DTL, Inception-DTL, and ResNet-DTL. The performance of the models was measured by sensitivity (SEN), specificity (SPE), positive predictive value (PPV), negative predictive value (NPV) and accuracy (ACC):
where TP, FP, TN, and FN represent the rate of true positive, false positive, true negative, and false negative of classifiers, respectively.
First, in the comparison of our behavior task decoding method with other existing methods were shown in Table 2 . It's nothing that our methods with DTL strategy outperforms above methods. Among the DTL based methods, ResNet-DTL with the best decoding accuracy of 75.2% outperformed the other studies from 21.3% to 56.0%. Under the FT strategy, Inception-FT (accuracy = 69.7%) performed better than AlexNet-FT, ResNet-FT and LSTMs. Among the RNN models, LSTM-32 with 16 hidden nodes obtained the best accuracy (67.5%), which was higher than AlexNet-FT. The results showed that RNN architectures didn't behave as good as CNN architectures. Table. 3 shows the performance of our Top-2 methods (Inception-FT and ResNet-DTL) on seven behavior tasks. Obviously, ResNet-DTL performed better than Inception-FT especially in Language task (SEN = 85.6%, PPV = 83.3%, NPV= 82.1%), Motor task (SPE = 82.5%) and Working Memory task (SEN = 80.9%). It can be inferred that susceptibility artifacts are prominent in regions like inferior temporal and inferior medial frontal regions (major contributor in Language task) [68] . We also visualize the decoding performance from a selected CV fold of ResNet-DTL using confusion matric depicted in Fig.3 . The Emotion task and Motor task obviously outperformed the other tasks. Normal motor function depends on sensory feedback, which can increase activation in the motor task regions. The activation regions are highly sensitive to their influence.
Second, we visualized the learned features of our method by deconvolution [69] with the largest weight magnitudes from the dense layer of the neural network. Fig.4 displays activation maps of ResNet-DTL (right column) comparing with GLM (left column) [45] for all the seven behavior tasks. The group maps were both displayed with a lower threshold and an upper threshold, and red color represents positive activation value and blue color represents negative activation value. We can see that the activated regions of ResNet-DTL are in line with that of the GLM method. For instance, Fig.4(b) shows cross-subject level brain activity in ventral medial prefrontal and orbitofrontal typically associated with Gambling task. In Language task, the activity in anterior and inferior temporal regions and ventral prefrontal regions are both found in Fig.4(c) . We also see the activation of Working Memory task in the regions of dorsal frontal-parietal and cingulate systems showed in Fig.4(g) .
Furthermore, we investigated the effect of learning strategies and different classifiers (Softmax and SVM). The decoding accuracy results of different classifiers are shown in Fig.5 . We observe that the arrangements with the DTL strategy almost outperformed the same methods with FT strategy. For FT strategy, Inception-FT with Softmax classifier shows higher decoding ability than AlexNet-FT and ResNet-FT. Nonetheless, by using DTL strategy, AlexNet-DTL, Inception-DTL and ResNet-DTL achieved 7.0%-11.7%, 6.1%-12.1% and 6.9%-12.9% performance improvements respectively. Our results also showed that the performance of the two classifiers varied from 0.55% to 5.13%.
The influence of data scales may seriously affect the performance of decoding methods. Therefore, we investigated the effectiveness of our methods on the small dataset. In detail, we split the tfMRI dataset into subsets with different scales (50, 100, 200, 400, 600, 800 and 965). The 10-fold cross-validation results of two models (AlexNet-FT and ResNet-DTL) were both executed: 60% of the data was used for training, 20% for validation and 20% for testing.
It was shown in Fig.6 that despite only 50 subjects' data applied, the decoding accuracy of ResNet-DTL is 15.8% higher than Inception-FT. Compared with the other methods [14] - [16] , [29] on 100 subjects' data in Table. 2, our DTL based approach improved the results from 9.8% to 41.7%. This result might imply that DTL is more effective on the small dataset. As the number of subjects increased, the performance of Inception-FT was enhanced respectively. However, it was interesting to see the decoding accuracy of ResNet-DTL even dropped when the number of subjects increased from 600 to 800. Then, it resumed a growth when the number of subjects enlarged to nearly 1000.
VI. CONCLUSIONS
In this study, we designed and extensively evaluated a neural decoder using DTL technology for behavior task classifying. The decoder model use parts of the state-of-the-art networks pre-trained on ImageNet dataset and connect it to our defined adaptive layers to complete the target decoding tasks. With DTL strategies, the 2-way pipeline outperformed the other studies from 13.9% to 56.0% on the HCP public tfMRI dataset. Results also show that both FT strategy and DTL strategy in the proposed approaches outperformed existing methods.
We also illustrated that the classification results increased from 6.1% to 12.9% when we transferred the feature from the source domain (ImageNet) to the target domain (tfMRI). Therefore, we attributed this improvement to the knowledge transfer from natural images to fMRI data. Our results proved that knowledge in natural images is available to fMRI data, even though there exists a significant difference between the source and target databases. Therefore, the performance would likely be enhanced if we used a larger ImageNet dataset with more advanced deep-learning techniques and architecture. VOLUME 7, 2019 Our findings also demonstrate the effectiveness of DTL technology on the small fMRI dataset. In the future, the rapid progression and development of the field of deep neural networks applied outside of medical imaging would also improve the performance of our approach. Besides, more DTL approaches will be applied to medical images with insufficient data. However, lots of problems exist in DTL need to be solved, e.g., domain adaption and heterogeneous DTL. Her research interest includes intelligent signal processing, especially machine learning for neuroimaging data processing. He is currently a Professor with the College of Information Science and Technology, Beijing Normal University. He works on brain-computer interfaces and employs it to monitor and decode mental state continuously. His research enhances BCI systems with the ability to detect, process, respond to, and even regulate users' brain activities, especially related to the affective state using physiological signals.
