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Motivation
Given an algebraic structure U one can ask if the first-order theory of U is decidable, or what are the structures (perhaps under some restrictions) which have the same first-order theory as U. A. Tarski posed several problems of this nature in the 1950's. These type of problems are referred to as Tarski-type problems or simply Tarski problems.
Tarski-type problems on groups, rings, and other algebraic structures have been very inspirational and have led to some important developments in modern algebra and model theory. Usually solutions to these problems for a structure U clarify the most fundamental algebraic properties of U. Indeed, it suffices to mention here results on first-order theories of algebraically closed fields, real closed fields [26] , the fields of p-adic numbers [1, 7] , abelian groups and modules [23, 2] , boolean algebras [27, 9] , and free and hyperbolic groups [13, 14, 24, 25] . We refer the reader to [18, 15] for a brief survey of the history of Tarski-type problems in groups.
Problems 2 and 3 are also wide open, even though there are some relevant results. C. Lasserre and F. Oger [16] give a criterion for elementary equivalence of two polycyclic groups. Problem 3 is still open even in the case where G is finitely generated nilpotent. In [3] O. Belegradek described groups elementarily equivalent to a given nilpotent group U T n (Z), and the authors of the present paper described all groups elementarily equivalent to a free nilpotent group of finite rank [17, 18] . In [19] we developed techniques which seem to be useful in tackling Problem 3 in the nilpotent case. O. Frécon [11] considers the problem of elementary equivalence and description of abstract isomorphisms of algebraic groups, but the ground fields are always assumed to be algebraically closed, which allows one to use the technique of finite Morley rank and alike. This paper contributes to the study of the above problems in the following ways. Firstly, we present a framework to approach these and similar problems via nilpotent radicals in solvable groups. Secondly, we solve these problems for the group of all invertible n × n upper triangular matrices T n (R) over a ring R (under some restrictions on R), which is interesting in its own right, but also demonstrating that the approach works. Even though these results may look particular, we believe otherwise, since the groups T n (R) are typical, "model" representatives of the groups in the problems. Besides, the groups T n (R), as they are, play an important part in the study of model theory of groups G m (K) from Problem 1, in fact, this study to some extent directly depends on the understanding of model theory of groups T n (R).
In Section 2 we shall give a quick review of the basic notation and concepts needed to understand the main results of this paper. In Section 2.2 we describe these main results and the structure of the rest of the paper.
2 Preliminaries and statements of the main results 2.1 Preliminaries
Basic group-theoretic and ring-theoretic notation
For a group G by Z(G) = x ∈ G : xy = yx, ∀y ∈ G we mean the center of G. the derived subgroup G ′ of G is the subgroup of G generated by all commutators [x, y] = x −1 y −1 xy of elements x and y of G. We also occasionally use x y for y −1 xy, for x and y in G.
All rings in this paper are commutative associative with unit. We denote the ring of integers by Z and the field of rationals by Q. By a number field we mean a finite extension of Q. By the ring of integers O of a number field F we mean the subring of F consisting of all roots of monic polynomials with integer coefficients. For a ring R, by R × we mean the multiplicative group of invertible (unit) elements of R. By R + we mean the additive group of R.
Extensions and 2-cocycles
Assume that A is an abelian group and B is a group. A function f : B × B → A satisfying
• f (xy, z)f (x, y) = f (x, yz)f (y, z), ∀x, y, z ∈ B,
• f (1, x) = f (x, 1) = 1, ∀x ∈ B, is called a 2-cocycle. If B is abelian a 2-cocycle f : B × B → A is symmetric if it also satisfies the identity:
f (x, y) = f (y, x) ∀x, y ∈ B.
By an extension of A by B we mean a short exact sequence of groups
where µ is the inclusion map. The extension is called abelian if E is abelian and it is called central if A ≤ Z(E). A 2-coboundary g : B × B → A is a 2-cocycle satisfying : ψ(xy) = g(x, y)ψ(x)ψ(y), ∀x, y ∈ B,
for some function ψ : B → A. One can make the set Z 2 (B, A) of all 2-cocycles and the set B 2 (B, A) of all 2-coboundaries into abelian groups in an obvious way. Clearly B 2 (B, A) is a subgroup of Z 2 (B, A). Let us set
Assume f is a 2-cocycle. Define a group E(f ) by E(f ) = B × A as sets with the multiplication (b 1 , a 1 )(b 2 , a 2 ) = (b 1 b 2 , a 1 a 2 f (b 1 , b 2 )) ∀a 1 , a 2 ∈ A, ∀b 1 , b 2 ∈ B.
The above operation is a group operation and the resulting extension is central. It is a well known fact that there is a bijection between the equivalence classes of central extensions of A by B and elements of the group H 2 (B, A) given by assigning f · B 2 (B, A) the equivalence class of E(f ).
If B is abelian f ∈ Z 2 (B, A) is symmetric if and only if it arises from an abelian extension of A by B. As it can be easily imagined there is a one to one correspondence between the equivalent classes of abelian extensions and the quotient group
where S 2 (B, A) denotes the group of symmetric 2-cocycles. For further details we refer the reader to ( [20] , Chapter 11).
Model-theoretic notation and terminology
Our reference for basic model theory is [12] .
A group G is considered to be the structure |G|, ·, −1 , 1 where ·, −1 and 1, name multiplication, inverse operation and the trivial element of the group respectively. We call the corresponding first-order language L.
Let U be a structure and φ(x 1 , . . . , x n ) be a first-order formula of the signature of U with x 1 ,. . . ,x n free variables. Let (a 1 , . . . , a n ) ∈ |U| n . We denote such a tuple byā. The notation U |= φ(ā) is intended to mean that the tupleā satisfies φ(x) whenx is an abbreviation for the tuple (x 1 , . . . , x n ) of variables.
Given a structure U and a first-order formula φ(x 1 , . . . , x n ) of the signature of U, φ(U n ) refers to {ā ∈ |U| n : U |= φ(ā)}. Such a relation or set is called first-order definable without parameters or absolutely definable. If ψ(x 1 , . . . , x n , y 1 , . . . , y m ) is a first-order formula of the signature of U andb an m-tuple of elements of U then ψ(U n ,b) means {ā ∈ |U| n : U |= ψ(ā,b)}. A set or relation like this is said to be first-order definable with parameters. Now let T be a theory of signature ∆. Suppose that S : M od(T ) → K is a functor defined on the class M od(T ) of all models of the theory T (a category with isomorphisms) into a certain category K of structures of signature Σ. If there exists a system of first-order formulas Ψ of signature ∆, which absolutely interprets the system S(B) in any model B of the theory T we say that S(B) is absolutely interpretable in B uniformly with respect to T . For a definition of interpretability see [12] .
Let U be a structure of signature Σ. The elementary theory T h(U) of the structure U is the set:
{φ : U |= φ, φ a first-order sentence of signature Σ}.
We say two structures U and B of signature Σ are elementarily equivalent and write U ≡ B if T h(U) = T h(B).
Statements of the main results
The group G = T n (R) is a semi-direct product
where D n (R) is the subgroup of all diagonal matrices in T n (R), U T n (R) denotes the subgroup of all upper unitriangular matrices (i.e. upper triangular with 1's on the diagonal), and the homomorphism φ n,R : D n (R) → Aut(U T n (R)) describes the action of D n (R) on U T n (R) by conjugation. The subgroup U T n (R) is the so-called unipotent radical of G, i.e. the subgroup consisting of all unipotent matrices in G, so sometimes we denote it as G u . The subgroup D n (R) is a direct product (R × ) n of n copies of the multiplicative group of units R × of R. The center Z(G) of G consists of diagonal scalar matrices Z(G) = {αI n : α ∈ R × } ∼ = R × , where I n is the identity matrix. Again it is standard knowledge that Z(G) is a direct factor of D n (R), i.e. there is a subgroup B ≤ D n such that D n = B × Z(G). Now we define a new group just by deforming the multiplication on D n . Let E n = E n (R) be an arbitrary abelian extension of
As it is customary in extension theory we can assume E n = D n = B × Z(G) as sets, while the product on E n is defined as follows:
The definition actually makes sense since ker(φ n,R ) = Z(G) and it is easy to verify that it is indeed a homomorphism. Now define a new group structure H on the base set of G by
We call such a group H an abelian deformation of T n (R).
Indeed any abelian extension
, is uniquely determined by some symmetric 2-cocycles f i ∈ S 2 (R × , R × ), i = 1, . . . , n − 1 up to equivalence of extensions. So if the f i are the defining 2-cocycles for E n above we also denote the group H obtained above by T n (R, f 1 , . . . , f n−1 ) or T n (R,f ). Indeed a more telling notation is to use D n (R,f ) for E n (R) and therefore
We will study these groups in more detail in Section 4.
We are now ready to state the main results of this paper.
Theorem 2.1. Let G = T n (R) be the group of invertible n × n upper triangular matrices over a characteristic zero integral domain R. If H is an arbitrary group elementarily equivalent to G then H ∼ = T n (S, f 1 , . . . , f n−1 ) for some ring S ≡ R and symmetric 2-cocycles f i ∈ S 2 (S × , S × ).
The above theorem gives a necessary condition for a group H to be elementarily equivalent to T n (R). As for sufficient condition(s) we need to first define a specific type of 2-cocycles. Given a ring R as in the statement of the theorem above a symmetric 2-cocycle f :
Theorem 2.2. Assume R is an integral domain of characteristic zero where the maximal torsion subgroup
for some ring S ≡ R and some CoT 2-cocycles
Since any number field or any ring of integers of a number field satisfies the hypotheses of Theorem 2.2, the following result is immediate.
Corollary 2.3. Assume R is a number field or the ring of integers of a number field. Then H ≡ T n (R) if and only if H ∼ = T n (S,f ) for some ring S ≡ R, where each f i is CoT.
In case that R is a characteristic zero algebraically closed field or a real closed field the introduction of abelian deformations is not necessary.
Theorem 2.4. Assume F is a characteristic zero algebraically closed field or a real closed field. Then
for some field K ≡ F .
As for the necessity of introducing abelian deformations we prove the following theorems.
Theorem 2.5. There is a countable field K, K ≡ Q and there are some
Theorem 2.6. Assume O is the ring of integers of an algebraic number field.
1. If O × is finite, then a group H is elementarily equivalent to T n (O) if and only if H ∼ = T n (R) for some ring R ≡ O.
If O
× is infinite, then there exists a countable ring R ≡ O and some
The rest of the paper is structured as follows. In Section 3 we briefly discuss the structure of T n (R). More specifically we describe such a group by generators and relations. Section 4 discusses abelian deformations T n (R,f ) of T n (R) in some detail. In Section 5 we discuss first-order definability of nilpotent subgroups and the Fitting subgroup of a group where the Fitting subgroup is itself nilpotent. Section 6, clearly titled as so, provides a proof of Theorem 2.1. Section 7 provides a proof of Theorem 2.2. In Section 8 we present a proof Theorem 2.4. In Section 9 we discuss the conditions under which a group T n (R) and some abelian deformation T n (S,f ) are isomorphic as groups. Sections 10 and 11 provide proofs of Theorem 2.5 and Theorem 2.6, respectively.
Generators and relations for T n (R)
Again we recall that the group G = T n (R) is isomorphic to a semi-direct product D n (R)⋉ U T n (R), where U T n (R) denotes the group of all n× n upper triangular unipotent matrices and D n (R) is the group of n × n diagonal matrices over R.
n where R × denotes the group multiplicative units of R. In order to describe generators and relations for T n (R) we need those of U T n (R), D n and a description of the action of D n on U T n (R). To begin, let e ij , i < j, be the matrix with ij'th entry 1 and every other entry 0, and let t ij = I n + e ij , where I n is the n × n identity matrix. Let also t ij (α) = I n + αe ij , for α ∈ R.
The t ij (α)'s, 1 ≤ i < j ≤ n, α ∈ R, called transvections, generate U T n (R) and satisfy the well-known (Steinberg) relations:
Indeed these generators and relations define U T n (R) up to isomorphism.
Let diag[α 1 , . . . , α n ] be the n × n diagonal matrix with ii'th entry α i ∈ R × . The group D n (R) consists precisely of these elements as the α i range over R × . Now consider the following diagonal matrices
, . . . , 1], and let us set
Clearly the d i (α) generate D n (F ) as α ranges over R × . The only relations they satisfy are:
To have a presentation for T n (R) all we need now is to describe the action of the d i (α) on the t kl (β) by conjugation.
Some simple matrix calculations show that:
So indeed we hinted towards a proof of the following lemma:
Lemma 3.1. The group T n (R) is generated by
with relations:
2.
Even though abelian deformations of T n (R) are not necessarily matrix groups, they are close enough to justify the use of the same notation. For example we denote the identity element of such a group by I n . In this section we first define abelian deformations T n (R,f ) (already defined in Section 2.2) of T n (R) via generators and relations.
. Define an abelian deformation T n (R, f 1 , . . . , f n−1 ) of T n (R) as any group isomorphic to the group defined as follows.
T n (R,f ) is the group generated by
with the defining relations:
Proof. This is really sketch of a proof. The t ij (β) generate a group G u ∼ = U T n (R) by relations (1.) and (2.). The d i (α) generate an abelian group E n by (3.) and (4.). Note that both of the above are closed under group operations and G u ∩ E n = I n . By (5.) G u is stable under the action of E n by conjugation which is described by (5.) itself, i.e. (5.) describes a homomorphism ψ n,R :
For the future reference, if R is a characteristic zero integral domain by −I n we denote the unique element of order 2 of Z(T n (R,f )). By ±I n we mean I n or −I n .
A few remarks are in order here.
The apparent bias in the definition of T n (R,f ) to j = 1, . . . , n − 1 is no bias at all. Indeed from the definition it is clear that G is a semi-direct product of the normal subgroup G u generated by {t ij (α) : 1 ≤ i < j ≤ n, α ∈ R} and the abelian subgroup E n generated by {d i (α) :
and assume
So we can easily conclude that
Now it is clear that given any
is defined now by the symmetric 2-cocycle f n = g.
Finally we note (omitting the proof) that if
f i ∈ B 2 (R × , R × ), for all i = 1, . . . , n − 1, then T n (R) ∼ = T n (R,f ).
Nilpotent and Fitting subgroups
We start the section by some general remarks on Fitting subgroups and their first-order definability in groups where the Fitting subgroup is nilpotent. Then we focus on the derived subgroup and Fitting subgroup of an abelian deformation of T n (R) where R is a characteristic zero integral domain.
Definability of the Fitting subgroup of a group where the Fitting subgroup is nilpotent
The authors are indebted to V. A. Romankov for suggesting the proof of Lemma 5.5.
By the Fitting subgroup of a group G, denoted by F itt(G) we mean the subgroup generated by all normal nilpotent subgroups of G. Denote by P the class of groups G where the Fitting subgroup is itself nilpotent. For example every polycyclic-by-finite group is in P. Also T n (R) for any commutative associative ring R unit is in P. Note that for every group G in P, F itt(G) is the unique maximal normal nilpotent subgroup of G.
In this section we frequently use the following known result.
Proposition 5.1. Let G be a group generated by a set A. Then for any c ∈ N the term γ c G of the lower central series of G is generated as a normal subgroup by all left-normed commutators of length c in the generators from A.
Lemma 5.2. For any c, n ∈ N there is a formula Φ c (x 1 , . . . , x n ) such that for any group G and any tuple of elements g 1 , . . . , g n ∈ G the following holds:
Proof. Denote by Com c (x 1 , . . . , x n ) the set of all left-normed commutators of length c in variables x 1 , . . . , x n , viewed as words in the alphabet
n . Then by Proposition 5.1 the formula
satisfies the condition (2). This proves the lemma.
There is a formula Φ =c (x 1 , . . . , x n ) such that for any group G and any tuple of elements g 1 , . . . , g n ∈ G the formula Φ =c (g 1 , . . . , g n ) holds in G if and only if the subgroup generated by g 1 , . . . , g n is nilpotent of class c.
Corollary 5.4. Assume that g 1 , g 2 , . . . , g n are elements of a group G, which generate a maximal nilpotent subgroup H of some nilpotency class, say c. Then
Proof. The ⇒ direction is clear. To prove the other direction just note that if g satisfies Φ =c (g, g 1 , . . . , g n ) then the subgroup K = g, g 1 , . . . , g n is nilpotent and contains H . So by maximality of H, K = H, which implies the result.
Lemma 5.5. There is a formula Φ ncl,c (x) such that for any group G and any element g ∈ G the formula Φ ncl,c (g) holds in G if and only if the normal subgroup generated by g is nilpotent of class at most c.
Proof. The normal subgroup g G generated by g in G is generated by a set A = {y −1 gy | y ∈ G}. We mentioned in the proof of Lemma 5.2 that γ c g G = 1 if and only if all the left-normed commutators of length c in generators from A are equal to 1 in G. Therefore the following formula does the job:
A straightforward modification of the argument in Lemma 5.5 proves the following lemma.
Lemma 5.6. There is a formula Φ ncl,c (x 1 , . . . , x n ) such that for any group G and any elements g 1 , . . . , g n ∈ G the formula Φ ncl,c (g 1 , . . . , g n ) holds in G if and only if the normal subgroup generated by g 1 , . . . , g n is nilpotent of class at most c.
Lemma 5.5 immediately implies
Corollary 5.7. Let G be a group where Fitting subgroup F itt(G) is nilpotent of class c. Then the formula Φ ncl,c (x) (from Lemma 5.5) defines the subgroup
Now we show that nilpotency of Fitting subgroup of a group is an elementary property.
For c, k ∈ N define a sentence
and put
It follows that if a group G satisfies all the sentences from F itt c then every nilpotent normal subgroup of the type g G is nilpotent of class at most c − 1. Now define a sentence
generates a nilpotent group of class at most c − 1.
The argument above proves Proposition 5.8. For any group G the following holds
Corollary 5.9. The class P is closed under elementary equivalence.
5.2
The derived subgroup and the Fitting subgroup of T n (R,f )
Lemma 5.10. Assume R is a commutative associative ring with unit. Then the derived subgroup G ′ of G = T n (R,f ) is the subgroup of G generated by
Proof. Let N denote the subgroup generated by X. Each t kl (β), with l − k ≥ 2 is already a commutator by definition, and
for any α ∈ R × and β ∈ R, hence N ≤ G ′ . To prove the reverse inclusion firstly note that since G/U T n (R) is abelian, G ′ ≤ U T n (R) = G u . Now Pick x, y ∈ G then x = x 1 x 2 and y = y 1 y 2 where x 1 , y 1 ∈ D n (R,f ) and x 2 , y 2 ∈ U T n (R). Now 
i α i+1 β) ∈ N and N is normalized by y anyway. This completes the proof.
Lemma 5.11. If G = T n (R) where R is a commutative associative ring with unit, then the derived subgroup G ′ of G is uniformly definable in G.
Proof. Recall the description of G ′ from Lemma 5.10. Note that every element of G ′ can be written in a unique was as a product of transvections. This means that G ′ is a verbal subgroup of finite width, exactly M = n(n − 1)/2. Therefore G ′ is definable in G uniformly with respect to T h(G) by the L-formula,
The same L-formula clearly defines H ′ in an elementary equivalent copy H of G.
Assume N is a normal nilpotent subgroup of G. Then the product M of N and U T n (R) · Z(G) is also normal in G and nilpotent. If M has an element not already contained in U T n (R) · Z(G) then M has to contain some d 1 (α 1 ) · · · d n (α n ) where for a pair 1 ≤ i = j ≤ n, α i = α j . Pick such an element, say x. Then 
6 Proof of Theorem 2.1.
We begin the proof of Theorem 2.1 by proving a few auxiliary lemmas and reviewing some crucial results on the model theory of U T n (R).
Lemma 6.1 ([3], Proposition 1.7.1). Consider the group N = U T n (R), where R is a commutative associative ring with unit. Then for each 1 ≤ i < j ≤ n one-parameter subgroups T ij = {t ij (α) : α ∈ R} are definable in N , unless j = i + 1, Indeed the ring R and its action on each such t ij is interpretable in N (with respect to the constantst). If
In general the fact that
is not a first-order property. As O.V. Belegradek shows in [3] a group elementarily equivalent to a U T n (R) is almost isomorphic to a U T n (S) for some S ≡ R except that in H, C i,i+1 might be isomorphic to a non-split extension of S + by S + . Such a group is called a quasiunitriangular group and is denoted by U T n (S, g 1 , . . . , g n−1 ) for symmetric 2-cocyles g i ∈ S 2 (S + , S + ). . Let R be a commutative associative ring with unit. Then, there is a formula Φ UTn (x) of L which holds on the tuple of transvections t ij , with some specific ordering, in N = U T n (R) and if H ≡ N is a group, then H |= ∃xΦ UTn (x) implies that H ∼ = U T n (S,ḡ) for some ring S ≡ R and some symmetric 2-cocycles g i ∈ S 2 (S + , S + ).
We recall that −I n denotes the unique element of order 2 of Z(T n (R,f )) when R is a characteristic zero integral domain.
In any case the definitions are uniform with respect to T h(G). Hence the subgroups T ij , j − i ≥ 2 are definable in G relative a constant t ij . IF G ′ = G u the subgroups C i,i+1 are definable in G, otherwise, the subgroups ±C i,i+1 = {±I n } · C i,i+1 are definable in G, in both cases relative to the constants t i,i+1 .
Proof. To prove (a) recall that G ′ and F itt(G) are both uniformly definable in G. Also recall the descriptions of those subgroups from Lemma 5.10 and 5.12. Either G ′ = G u and we let Φ G u ± = Φ G ′ . Or G ′ < G u and we let
The rest of the statement follows from Lemma 6.1.
Lemma 6.4. Assume R is a characteristic zero integral domain and G = T n (R). There exists an L-formula Φ d (x,ȳ) which holds on (d,t) in G and Φ d (d,t) expresses that:
, wheret{±I n } denotes the ordered tuple of the cosets t ij {±I n }.
, where −I n is the unique element of order 2 in Z(G)
The subgroup defined by
8. for all 2 ≤ i ≤ n − 1, the subgroup defined by
Proof. The formulas in (1) are taken from Theorem 6.2 and Lemma 6.3. The fact that the d i satisfy (2)- (6) is clear. All the subgroups Z(G), Z(G ′ ), T ij , j − i ≥ 2 and ±C i,i+1 are definable in G as observed above, So indeed (2)-(6) are fist order properties which hold on the d i . Statements (7) and (8) [d 2 , y] ). Secondly, an element of ±C 12 is of the form y = ±I n t 12 (α)t 1n (γ), therefore
, then x ∈ ±T 12 , for ±T 12 defined as above. The two facts ±C i,i+1 = ±T i,i+1 · Z(G ′ ) , and ±T i,i+1 ∩ Z(G ′ ) = I n , which clearly hold in G are first-order properties since all subgroups involved are definable in G.
Proposition 6.5. Assume G and R are as in Lemma 6.4 and H ≡ G as groups, where (to consider the most general case) G ′ is a proper subgroup of G u . If (ē,s) are elements of H where H |= Φ d (ē,s) then there exists a ring S ≡ R and formulas Φ ij (x,ē,s) such that:
is a one-parameter subgroup of H generated by s ij in H over S.
If j
in H, which is an abelian extension of {±I n } by the one-parameter subgroup generated by the coset s i,i+1 {±I n } over S. Indeed ±S i,i+1 ∼ = S i,i+1 × {±I n }.
The formula
Proof. Statement (1) already follows from Belegradek's work, say Theorem 6.2 and uniform definability of G ′ .
For (2), the first-oder definability ±T i,i+1 = {±I n t i,i+1 (β) : β ∈ R} was proved in Lemma 6.4. Moreover, by Theorem 6.2 the formulas that define the
This, together with part (7) of Lemma 6.4, and definability of {±I n } imply the existence of the formula above defining ±S i,i+1 as claimed. The fact that ±S i,i+1 = {±I n } × S i,i+1 is implied by the fact that Ext(S + , Z 2 ) = 0, since S is a characteristic zero integral domain (See Lemma 6.6 stated and proven below).
Now (1), (2) and Theorem 6.2 clearly imply (3).
Lemma 6.6. Assume B is a torsion-free abelian group and T is a finite abelian group, both written additively. Then Ext(B, T ) = 0. 
The following lemma follows from standard linear algebra arguments.
Lemma 6.7. Let R be a characteristic zero integral domain. Then the subgroup D n (R) of all diagonal matrices of T n (R) is definable in it by the first formula
where E n is an abelian subgroup of H, defined by the same formula, relative to some constants e 1 , . . . , e n , that defines D n in G, and S ≡ R.
Proof. We observed that G ′ and G u ± = U T n (R) · {±I n } are definable in G uniformly with respect to T h(G) and constants (t,d) satisfying Φ d (t,d). By Proposition 6.5 the same formula that defines G u ± defines in H, H u ± = H u · {±I n }, where H u ∼ = U T n (S). The subgroup H u may not be a definable subgroup, so we can not immediately conclude that H u is a normal subgroup of H even though H u ± is so. Consider the following sentence for each i:
All subgroups involved are definable and so the statement is an L-sentence. Let us show that it is true in G. Without loss of generality we can assume x = t i,i+1 (β) and y = d i (α)d i+1 (γ). Then x y = t i,i+1 (α −1 γβ). So either α = γ = 1 and x y = x or α −1 γ = 1 and
. Therefore the fact that T i,i+1 is normalized modulo G ′ is a first-order property. By uniformity of definitions and the fact that H |= Φ iN for each i we may conclude that for each i, S i,i+1 is normalized in H modulo H ′ . Therefore H u ≥ H ′ is normal in H modulo H ′ . But this obviously implies that H u ∼ = U T n (S) is normal in H.
Now by Proposition 6.5 and Lemma 6.7 we can express the facts that G = D n · G u ± , D n ∩ G u ± = {±I n } and G u ± G using L-formulas uniformly with respect to T h(G) and constantsd andt satisfying Φ d (d,t). Considering that H u ± = H u × {±I n }, H u ∼ = U T n (S), H u H, and the fact that D n is abelian, there exists an abelian subgroup E n of H such that H ∼ = E n ⋉ U T n (S) as claimed.
In the next statement we clarify the structure of the subgroup E n introduced above.
Lemma 6.9. Let G = T n (R), where R is characteristic zero integral domain and let H ≡ G as groups. Assume
and E n is an abelian subgroup of H defined by Φ D (x,ē). Then:
Moreover there exists a ring S ≡ R and for each i = 1, . . . , n a subgroup Λ i < E n of H such that
Proof. Pick a 1 ≤ k ≤ n, say k = 1. Then
if i = 1 (5) By Proposition 6.5 and Lemma 6.7 the right-hand side of the above equivalence is expressible using L-formulas. Just an explanation is in order here for the cases when j = i + 1. Recall form proof of Corollary 6.8 that x −1 (±I n t i,i+1 (β))x = ±I n t ij (αβ) indeed implies that x −1 (t i,i+1 (β))x = t ij (αβ). Note that if x, y ∈ D n both satisfy the right hand side of (5) for the same α ∈ R × then the actions of x and y on all elements of G by conjugation are the same and therefore xy −1 ∈ Z(G). This proves that ∆ i /Z(G) and R × are definably isomorphic and also that each ∆ i is definable in D n and therefore in G. By Corollary 6.8 and since E n is defined in H by the same formula that defines D n and the uniformity of the action of the ring R on the t ij the statement regarding the Λ i follows immediately. Parts (b) follows easily from (a). For (c) similar to (a) we can write an L-formula expressing that
and some basic properties of T n (R). Part (d) follows from (a)-(c).
Proof of Theorem 2.1. We use the notation of Lemma 6.9. Note that Λ i = e i (α) : α ∈ S × · Z(H) where e i (α) is the element whose action on the s ij (β) is precisely the same as those of d i (α) on the T ij for T n (S). Assume that each
Then it is clear that the s ij (β) and the e i (α) generate H and satisfy the exact relations (1)- (5) in the definition of T n (S,f ) given at the beginning of Section 4.
7 Which abelian deformations of T n (R) are elementarily equivalent to it?
Theorem 2.1 gives a necessary condition for a group H to be elementarily equivalent to T n (R) for a characteristic zero integral domain R. In some cases the sufficient condition is actually a bit stronger than the one found in the referred theorem. In this section we prove a sufficient condition for certain classes of integral domains.
Let us recall that for ring R a 2-cocycle f : R × × R × → R × is said to be coboundarious on torsion or CoT if the restriction g : T × T → R × of f to T × T is a 2-coboundary, where T = T (R × ). Assume A is an abelian extension of A 1 = R × by A 2 = R × , and T 2 is the copy of T in A 2 . Then f is CoT if and only if the subgroup H of A generated by A 1 and any preimage of T 2 in A splits over A 1 , i.e. H ∼ = A 1 × T 2 . We will note later what is the rationale behind this definition.
Remark 7.1. Assume for an abelian group A we have A ∼ = T × B where T and B are some subgroups of A. Consider a symmetric 2-cocycle f : A → A. By abuse of notation we consider f as f : T · B → T × B. Then f is cohomologous to (g 1 g 2 , h 1 h 2 ) where g 1 ∈ S 2 (T, T )), g 2 ∈ S 2 (T, B), h 1 ∈ S 2 (B, T ) and finally h 2 ∈ S 2 (B, B). We will use this notation in the following.
We will need to state a few well-known definitions and results.
Let B be an abelian group and A a subgroup of B. Then A is called a pure subgroup of B if ∀n ∈ N, nA = nB ∩ A.
Lemma 7.2. Let A ≤ B be abelian groups such that the quotient group B/A is torsion-free. Then A is a pure subgroup of B.
Proof. One direction is trivial. For the other direction assume that g ∈ nB ∩ A.
Then there is h ∈ B such that g = nh. to get a contradiction assume that h / ∈ A. Then g = nh / ∈ A since B/A is torsion free. A contradiction! So h ∈ A, therefore g = nh ∈ nA.
An abelian group A is called pure-injective if A is a direct summand in any abelian group B that contains A as a pure subgroup.
The following theorem expresses a connection between pure-injective groups and uncountably saturated abelian groups. Lemma 7.5. Assume R is a characteristic zero integral domain so that the maximal torsion subgroup of R × is finite. Assume f ∈ S 2 (R × , R × ) is CoT and (I, D) is an ultra-filter so that ultraproduct (R × )
Since T * is finite abelian and (R × ) * /T * is torsion-free by Lemma 6.6 there is a subgroup, say B * of (R × ) * such that (R × ) * = T * × B * as an internal direct product. The assumption that f is CoT implies that the induced cocycle f
is CoT. Then, using the notation of Remark 7.1 we have that g * 1 ∈ S 2 (T * , T * ) and g * 2 ∈ S 2 (T * , B * ) are both coboundaries. The 2-cocycle h * 1 ∈ S 2 (B * , T * ) is a coboundary since Ext(B * , T * ) = 1 by Lemma 6.6. The 2-cocycle h * 2 ∈ S 2 (B * , B * ) is also a coboundary since B * is pure-injective by Theorem 7.3 and also B * is a pure subgroup in an extension represented by h * 2 because of Lemma 7.2. Consequently f * is a coboundary.
Proof of Theorem 2.2. The proof of ⇒ direction is mostly included in the proof of Theorem 2.1. We just need to verify that each f i is in addition CoT. Again recall that f i corresponds to the extension
By assumption D i (R)/Z(G) has a finite maximal torsion subgroup, say T of cardinality c. Since
has the same (up to isomorphism) finite subgroup T as the maximal torsion subgroup. So indeed there exists an L-formula Φ T (x 1 , . . . x c ) describing the multiplication table of T . Now consider the sentences
In plain language what they say is that the subgroup D ′ i of D i generated by Z(G) and any representatives of elements of T splits over Z(G) which is true in G. Since Θ i hold in H too we make the same conclusion in H. That is, to say the f i ∈ S 2 (S × , S × ) need to be CoT.
To prove ⇐ direction we notice that T n (R) is interpretable in R uniformly with respect to T h(R). Indeed every matrix in T n (R) can be perceived as an element of (R * ) n × R n(n−1)/2 which is a definable in R and vice versa. The product and inversion on these tuples are computed by the polynomials that define matrix multiplication. So T n (R) ≡ T n (S) for any S ≡ R.
To conclude the proof we need to prove that T n (S) ≡ T n (S,f ) where each f i is CoT. Let (I, D) be an ℵ 1 -incomplete ultrafilter. As usual, by C * we mean the ultrapower
denotes the 2-cocycle induced by f i then for each i = 1, . . . , n − 1, f * i is a 2-coboundary by Lemma 7.5. The fact that T * n (S,f ) ∼ = T n (S * ,f * ) requires only some routine checking. Therefore
This concludes the proof utilizing Keisler-Shelah's theorem.
8 The case of T n (F ) where F is an algebraically closed of characteristic zero or a real closed field
Proof of Theorem 2.4. By Theorem 2.1, there exist K ∼ = F and 2-cocycles
If F is algebraically closed so is K. Hence Z(H) ∼ = K × is divisible and it's a direct factor in every abelian group it is a subgroup of. So Ext(K × , K × ) = 1 and therefore T n (K) ∼ = T n (K,f ) for any choice of the 2-cocycles f i . Now assume F is a real closed field. Therefore K is a real closed field. For any real closed field K, K × = A× B(K) where A = {±1} and B(K) is a torsion-free divisible group. Consider Λ i (K), from Lemma 6.9, which is an abelian extension of
Recall that the Λ i are the subgroups of H defined in it by the same formulas that define the ∆ i in G. Let A 1 be the copy of A sitting in Z(H) and A 2 the one sitting in Λ i /Z(H). Now
The last isomorphism holds since B(K) is a divisible group. So to prove that Λ i is a split extension of Z(H) by Λ i /Z(H) we need to prove that A 1 splits from the group Λ i .
Let us work inside G and come up with an L-sentence which is obviously true in G and states that ∆ i (G) splits over A 1 . To that end let
Thus ∆ 2 i is a definable subgroup of ∆ i . The formula φ(x) : x 2 = 1 defines A 1 × A 2 in ∆ i and already implies the direct decomposition. So
is a definable direct decomposition of ∆ i . The formulas are uniform with respect to T h(G), so the above implies that A 1 as a subgroup of Λ i splits from it.
9 Isomorphisms between T n and abelian deformations of T n
In this section we prove that if Ext(R × , R × ) = 1 then T n (R,f ) is a genuinely new object for some of the f i ∈ Ext(R × , R × ).
Lemma 9.1. Assume E is a split abelian extension of A by B, both written additively, defined by the 2-cocycle f and E ′ is an extension of A ′ by B ′ defined by the 2-cocycle g. Moreover assume there are isomorphisms ψ, φ, and η making the following diagram commutative. Then the 2-cocycle g is a 2-coboundary.
Proof. We can easily modify the diagram in the statement to an equivalence of extensions as follows:
This shows that the cocycle g is cohomologous to the 2-cocycle g ′ defined by
By hypothesis f is a 2-coboundary, i.e. there exists a function h :
. since η and ψ −1 are both group isomorphisms
proving that g ′ is a 2-coboundary. But g and g ′ are cohomologous, which proves that g is 2-coboundary.
Lemma 9.2. Assume R and S are characteristic zero integral domains with unit. Let φ : G = T n (R,f ) → T n (S) = H be an isomorphism of abstract groups. Then R ∼ = S as rings and all the symmetric 2-cocycles f i are 2-coboundaries.
Proof. Since G ′ and H ′ are characteristic subgroups of the corresponding groups φ restricts to an isomorphism of G ′ onto H ′ . Recall from Lemma 5.10 that
In particular all the generators of U T n (R) (resp. U T n (S)) are in
is torsion-free. This implies that elements of U T n (R) have unique roots in U T n (R) if they have any. Moreover the only element of order 2 in F itt(G) is −I n ∈ Z(G) ∼ = R × again since R is an integral domain. So either g ∈ U T n (R) or −I n g ∈ U T n (R). This immediately implies that either h = t i,i+1 (β) or h = −I n t i,i+1 (β). Indeed what we discovered is that φ restricts to an isomorphism of U T n (R) × {±I n } onto U T n (S) × {±I n }, where φ(−I n ) = −I n and therefore φ(U T n (R)) is a complement of {±I n } in U T n (S) × {±I n }. That is to say there is a derivation δ : U T n (S) → {±I n } where φ(g) = φ 1 (g)δ((φ 1 (g)) for some uniquely determined φ 1 (g) ∈ U T n (S). Note that δ is actually a homomorphism since its range is included in the center Z(H) of H. Therefore φ 1 : U T n (R) → U T n (S) is also a homomorphism. It is easy to verify that φ 1 is an isomorphism of U T n (R) onto U T n (S). Then by ([3] , Theorem 1.14.1) R ∼ = S. This proves the first part of the claim.
Indeed what we showed above is that there are homomorphisms φ 1 : U T n (R) → U T n (S) and
for every g ∈ U T n (R), and δ ′ (t) = 1 for every t ∈ G ′ . The later statement implies that
Next we use the homomorphism δ above in an obvious way to twist φ into an isomorphism ψ : G → H such that ψ(U T n (R)) = U T n (S). To that end for x ∈ D n (R) and g ∈ U T n (R) define
Then one can use (6) to prove that ψ is a homomorphism which is clearly bijective. Moreover for any g ∈ U T n (R)
Now it is clear that
On the other hand since ψ(Z(G)) = Z(H) the isomorphism above takes Z(G) ∼ = R × to Z(H) ∼ = S × . So applying Lemma 9.1 and considering that
we conclude that all the f i are 2-coboundaries or equivalently D n (S,f ) splits over Z(H).
10 Abelian deformations of T n (Q) which are not isomorphic to any T n (K) for any field K Lemma 10.1. There exists a countable field K, such that Q ≡ K and also Proof of the claim. It is well-known that Q × = {±1} × C where C ∼ = i∈ω C ∞ , and C ∞ is the infinite cyclic group. Firstly we show that C is definable in Q × uniformly with respect to T h(Q). By a theorem of [21] the ring Z in definable in Q. The arithmetic N = |N|, +, ×, 0, 1 is definable in Z. In particular the natural order on Z is definable in Z. Since Z is definable in Q it is easy to see that natural order on Q is definable in Q. Now Q × is definable in Q as the set of invertible elements. The subgroup C is definable in Q × as the set of all positive elements of Q. The subgroup {±1} is obviously definable in Q × .
We note that Q is interpretable in Z and the same formulas that interpret Q in
The formulas that define Z in Q define a subring R of K in K which is elementarily equivalent to Z. Again the formulas that define C in Q define a subgroup E of the multiplicative group
Next we will show that E has a direct factor which is isomorphic as an abelian group to R + . By a well-known result of Gödel all primitive recursive functions on N are arithmetically definable, in particular the predicate z = 2
x is arithmetically definable. That is, there is a first-order formula exp(z, y, x) of the language of arithmetic so that
In particular it can be seen that the set 2 N = {2 n : n ∈ N} has a definable arithmetic structure also denoted by 2 N . Since N is definable in Z so is 2 N . This implies that 2 Z is definable in Q and also it carries a ring structure interpretable in Q and isomorphic to the ring of integers Z. on the other hand 2 Z ⊂ Q × . The formulas that define an arithmetic structure on 2 Z define in K a subgroup 2 R ≤ E < K × of K with a definable ring structure isomorphic to R. Now As a corollary of the claim and the fact Ext(D, A) = 0 we can conclude that
Proof of Theorem 2.5. Pick the field K found in Lemma 10.1. We can clearly find a CoT 2-cocycle f ∈ S 2 (K × , K × ) which is not a 2-coboundary. Set, say, f 1 = f and the let the rest of the f i be trivial and form H = T n (K,f ). By Theorem 2.2, G ≡ H. But by the construction of K and Lemma 9.2, G ≇ H, otherwise f would be a 2-coboundary.
11
The case of T n (O), O ring of integers of a number field
In subsection 11.1 we will prove part (1) of Theorem 2.6 which is actually easy given what we have developed so far. In subsection 11.2 we will address the second part of the theorem.
The case of finite
O × Proof of Theorem 2.6, Part 1. By Theorem 2.2, H ∼ = (T n (S,f )) ∼ = E n ⋉ U T n (S), where E n ≡ D n . But here D n is finite, so E n ∼ = D n meaning all f i are coboundaries. So T n (S,f ) ∼ = T n (S).
The case of infinite
The proof is actually a simple modification of the interpretation of the arithmetic in a metabelian polycyclic group satisfying specific conditions in [22] . We need to quote a few lemmas from [22] before we get to the proof. Let K be the field of fractions of O and let deg(K/Q) = s.
Lemma 11.2 (Lemma 2, [22] ). Let λ 1 , . . . , λ s be distinct elements of O, δ ∈ O where δ = 0. Then there are only finitely many α ∈ O for which the elements
Lemma 11.3 (Lemma 3, [22] ). Let X be a finite set of elements of O other than 0 or 1. Let λ be a nonzero element of O that is not a root of unity. Then there is a natural number n such that λ n − α / ∈ O × for all α ∈ X.
We say that two elements α and β of O are associated with each other if there is a unit γ ∈ O such that α = γβ.
Lemma 11.4 (Lemma 4, [22] ). There is a natural number r such that if ǫ is a nonzero element of O and not a root of unity and if λ is sufficiently large power of it, then for any natural number m and n the fact that λ m − 1 and λ n − 1, λ 2m − 1 and λ 2n − 1, . . . , λ rm − 1 and λ rn − 1 are pairwise associated in O implies m = n.
Lemma 11.5. There is a non-trivial torsion-free definable subgroup B of O × such that every non-trivial definable subgroup of B is of finite index in B.
Proof. By Dirichlet's units theorem O × is a finitely generated abelian group. So there is natural number k for which B 1 = (O × ) k is torsion-free. Either B 1 satisfies the asked condition or there is a non-trivial definable subgroup B 2 of infinite index in B 1 . Since the rank of B 2 as a free abelian group has to be strictly less than that of B 1 the process has stop at some stage. Then we obtain the desired subgroup B.
Proof of Lemma 11.1. Note that since O × is definable in O, the metabelian polycyclic group G 1 = O ⋊ O × is interpretable in O where the action is just the right multiplication. We work with a definable subgroup G 2 = O ⋊ B where B ≤ O × is the subgroup obtained in Lemma 11.5. By α|β we mean β is divisible by α in O. Here we have the benefit of having the whole expressive power of the first-order theory of rings at our disposal, which makes this proof simpler than the corresponding one in [22] . So for a λ as in Lemma 11.4 define the predicate Ψ by Ψ(α, β, δ, a) ⇔ α, β, δ ∈ B ∧ a ∈ O ∧ α, δ = 1 ∧ αλ − 1, . . . , αλ s − 1|δ − 1 ∧ 1 + (β − 1)α|a.
Clearly this can be transformed to a first-order formula of the language of rings. Let us set M = {λ n : n ∈ N}.
Now we claim that the equivalence γ ∈ M ⇔ ∃β, δ, a{Ψ(λ, β, δ, a) ∧ ∀α[Ψ(α, β, δ, a) → α = γ ∨ Ψ(αλ, β, δ, a)]}, holds. In particular M is a definable subset of G. So suppose, to get a contradiction, that for certain β, δ and a the right hand side of the equivalence is valid but γ / ∈ M . Therefore the inductive form of the formula on the right hand side of the equivalence implies that for every α ∈ M the formula Ψ(α, β, δ, a) holds. Hence for infinitely many distinct α, αλ − 1, . . . αλ s − 1|δ − 1, contradicting Lemma 11.2. So indeed γ ∈ M .
Conversely, let γ = λ m , where m is a natural number. We show that the righthand side of the equivalence holds. We set δ = λ (m+s)! . Let X be the collection of all elements α = 1 in B such that αλ − 1, . . . , αλ s − 1 divide δ − 1. The set X contains λ, . . . , λ m . By Lemma 11.2 X is a finite set. Let α, ξ ∈ X, α = ξ. Now B α,ξ = {µ ∈ B : α − ξ|µ − 1} is a non-trivial definable subgroup of B. Definability is clear. Obviously if µ ∈ B α,ξ then α − ξ|µ −1 (µ − 1), which implies that µ −1 ∈ B α,ξ . To prove that B α,ξ is closed under product one may use the identity (µ 1 − 1)(µ 2 − 1) = µ 1 µ 2 − 1 − (µ 1 − 1) − (µ 2 − 1). By Lemma 11.5 B α,ξ is a subgroup of finite index in B. Since X is finite the intersection of all B α,ξ ,α, ξ ∈ X, α = ξ is a subgroup of finite index in B. Let β 1 be a nontrivial element of this intersection. By Lemma 11.3 there is a natural number n such that the elements β 1 + α −1 − 1 (α ∈ X) are not invertible in O. Note that 1 + (β This concludes the definability of M . Now one copies the rest of the paragraph 2.3 on Page 131 from [22] to define an arithmetic structure on M = λ N . Next we can define M × = λ Z in O × and show that it has a definable structure isomorphic to the ring of integers Z. This finishes the proof of the lemma. Recall that there exists a formula Φ(λ, x) of L that defines M (λ) = λ Z and a ring structure on it in O × . We note that λ has to satisfy conditions of Lemma 11.4. Indeed we only need just pick a sufficiently large power, say a fixed n, of any non-trivial element of B(O × ). As mentioned above B(O × ) is interpretable in O and the same formulas interpret B(R × ) in R. So the formula ∃λ(λ ∈ B(O × ) ∧ Φ(λ, x)) will interpret a subgroup M * of R × in R which also has a ring structure. As such M * is a countable non-standard model of Z. The rest of the argument is similar to the final part of the proof of Lemma 10.1.
Proof of Theorem 2.6, Part 2. The Proof is similar to the proof of Theorem 2.5 but now combining and Lemma 9.2 and Proposition 11.6.
