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Abstract
Let F be a field of characteristic p, and let UTn(F) be the algebra of
n×n upper triangular matrices over F with an involution of the first kind.
In this paper we describe: the set of all ∗-central polynomials for UTn(F)
when n ≥ 3 and p ≠ 2 ; the set of all ∗-polynomial identities for UT3(F)
when F is infinite and p > 2.
1 Introduction
Let F be a field of characteristic p ≠ 2. In this paper, every algebra is unitary
associative over F and every involution is of the first kind.
We will talk a little about the involutions of the matrix algebra Mn(F) and
its subalgebra UTn(F). There are two important involutions on Mn(F): the
transpose and symplectic. When F is algebraically closed, these are the only
involutions up to isomorphism. With respect to algebra UTn(F), there exist two
classes of inequivalent involutions when n is even and a single class otherwise
(see [12, Proposition 2.5]) for all F (finite or infinite).
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Given two disjoint infinite sets Y = {y1, y2, . . .} and Z = {z1, z2, . . .}, denote
by F⟨Y ∪Z⟩ the free unitary associative algebra, freely generated by Y ∪Z, with
the involution ∗ where
y∗i = yi and z
∗
i = −zi,
for all i ≥ 1. Given an algebra with involution (A,⊛), denote by Id(A,⊛) the
set of its ∗-polynomial identities, that is, the set of all f(y1, . . . , ym, z1, . . . , zn) ∈
F⟨Y ∪Z⟩ such that
f(a1, . . . , am, b1, . . . , bn) = 0
for all a1, . . . , am ∈ A
+ and b1, . . . , bn ∈ A
−. Here, A+ ( A− ) is the set of all
symmetric (skew-symmetric) elements of A.
When we study Id(Mn(F),⊛) and F is infinite, it is sufficient to consider the
transpose and symplectic involutions (see [6, Theorem 3.6.8]). The case n = 2
was described as follows: Levchenko [7, 8] for p = 0 or F finite; Colombo and
Koshlukov [4] for F infinite with p > 2.
With respect to Id(UTn(F),⊛), the case n = 2 was described as follows: Di
Vincenzo, Koshlukov and La Scala [12] when F is infinite; Urure and Gonc¸alves
[10] when F is finite. The case n = 3 also was described in [12] when p = 0.
The main result of this paper is the description of Id(UT3(F),⊛) for all
involutions of the first kind ⊛ when F is infinite and p > 2 (see Theorem 3.43).
Recently, Aljadeff, Giambruno, Karasik ([1]) and Sviridova ([9]) proved that
if A is an algebra with involution ⊛ and p = 0, then Id(A,⊛) is finitely generated
as a T(∗)-ideal. We find a finite generating set of Id(UT3(F),⊛) as a T(∗)-ideal
when F is infinite and p > 2. It is the same of the case p = 0 (see Theorem 3.43
and [12, Theorem 6.6]).
Given an algebra with involution (A,⊛), denote by C(A,⊛) the set of its∗-central polynomials, that is, the set of all f(y1, . . . , ym, z1, . . . , zn) ∈ F⟨Y ∪Z⟩
such that
f(a1, . . . , am, b1, . . . , bn) ∈ Z(A)
for all a1, . . . , am ∈ A
+ and b1, . . . , bn ∈ A
−. Here, Z(A) is the center of A.
If F is infinite, then Branda˜o and Koshlukov [3] described C(M2(F),⊛). For
every F (finite and infinite), Urure and Gonc¸alves [11] described C(UT2(F),⊛).
Differently of central polynomials, there exists non trivial ∗-central polynomial
for UT2(F). But this is not true in general. In this paper, we prove that if n ≥ 3
then
C(UTn(F),⊛) = Id(UTn(F),⊛) + F
for all F and ⊛.
2 Involution
We suggest to the reader to see Section 2, page 546 and Section 5 of [12].
We will use several results from there.
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Given n ≥ 1, let J ∈ Mn(F) and D ∈ M2m(F) (if n = 2m) be the following
matrices:
J =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣
0 . . . 0 1
0 . . . 1 0⋮ ⋰ ⋮ ⋮
1 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and D = [ Im 0
0 −Im ] ,
where Im is the identity matrix. Define the maps ∗ ∶ UTn(F) → UTn(F) and
s ∶ UTn(F) → UTn(F) (if n is even) by
A∗ = JAtJ and As =DA∗D,
where At is the transpose matrix of A. We known that ∗ and s are involutions
on UTn(F). Moreover:
a) The involution ∗ is not equivalent to s.
b) Every involution on UTn(F) is equivalent either to ∗ or to s.
See [12, Propositions 2.5 and 2.6] for details. In particular, we have the following
corollary:
Corollary 2.1. If ⊛ is an involution on UT3(F) then ⊛ is equivalent to ∗, where
⎡⎢⎢⎢⎢⎢⎣
a11 a12 a13
0 a22 a23
0 0 a33
⎤⎥⎥⎥⎥⎥⎦
∗
=
⎡⎢⎢⎢⎢⎢⎣
a33 a23 a13
0 a22 a12
0 0 a11
⎤⎥⎥⎥⎥⎥⎦
. (1)
Moreover, Id(UT3(F),⊛) = Id(UT3(F),∗).
3 ∗-Polynomial Identities for UT3(F)
Let ∗ be the involution on UT3(F) defined in (1). From now on F is an
infinite field of characteristic p > 2. We denote
UT3(F) = UT3 and Id(UT3(F),∗) = Id.
In this section we will describe Id.
The vector spaces of symmetric and skew-symmetric elements of UT3 are
respectively
UT +
3
= span {e11+e33, e22, e12+e23, e13} and UT −3 = span {e11−e33, e12−e23}.
Thus, we have the following lemma.
Lemma 3.1. If f(y1, . . . , yn, z1, . . . , zm) ∈ F⟨Y ∪Z⟩ and
f(a1, . . . , an, b1, . . . , bm) ∈ span{e13}
for all a1, . . . , an ∈ UT
+
3
, b1, . . . , bm ∈ UT
−
3
, then
(f − f∗) ∈ Id.
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Proof. Since f−f∗ is skew-symmetric we have that (f−f∗)(a1, . . . , an, b1, . . . , bm)
is skew-symmetric. But (f − f∗)(a1, . . . , an, b1, . . . , bm) = αe13 is symmetric,
where α ∈ F. Thus α = 0 and (f − f∗) ∈ Id.
If f ∈ F⟨Y ∪ Z⟩+ and g ∈ F⟨Y ∪ Z⟩−, we denote ∣f ∣ = 1 and ∣g∣ = 0. Thus, if
h ∈ F⟨Y ∪Z⟩+ ∪ F⟨Y ∪Z⟩− then
h∗ = −(−1)∣h∣h. (2)
From now on, we denote by xi any element of {yi, zi} and write ∣[xi, xj]∣ = ∣xixj ∣.
Here,
[xi, xj] = xixj − xjxi and [x1, . . . , xn] = [[x1, . . . , xn−1], xn]
are the commutators.
Proposition 3.2. The following polynomials belong to Id:
(i) s3(z1, z2, z3) = z1[z2, z3] − z2[z1, z3] + z3[z1, z2],
(ii) (−1)∣x1x2∣[x1, x2][x3, x4] − (−1)∣x3x4∣[x3, x4][x1, x2],
(iii) (−1)∣x1x2∣[x1, x2][x3, x4]−(−1)∣x1x3∣[x1, x3][x2, x4]+(−1)∣x1x4∣[x1, x4][x2, x3],
(iv) z1[x3, x4]z2 + (−1)∣x3x4∣z2[x3, x4]z1,
(v) [x1, x2]z5[x3, x4],
(vi) z1[x4, x5]z2x3 + (−1)∣x3∣x3z1[x4, x5]z2.
Proof. Since s3 is the standard polynomial and dimUT
−
3 = 2 it follows that
s3 ∈ Id.
By (2), the polynomial (ii) has the form f−f∗ where f = (−1)∣x1x2∣[x1, x2][x3, x4].
Thus, by Lemma 3.1, it is a ∗-identity for UT3.
Defining f = z1[x3, x4]z2, we can use the same argument as in (ii) to prove
that (iv) belongs to Id.
Defining f = z1[x4, x5]z2x3, we can use (2), Lemma 3.1 and (iv) to prove
that (vi) belongs to Id.
The proof that (iii) and (v) are ∗-identities for UT3 consists of a straightfor-
ward verification.
Notation 3.3. From now on, we denote by I the T (∗)-ideal generated by the
polynomials of Proposition 3.2. We will deduce some consequences of these
identities.
Lemma 3.4. The following polynomials belong to I:
i) [x1, x2][x3, x4][x5, x6],
ii) [x1, x2][x3, x4]x5 + (−1)∣x5∣x5[x1, x2][x3, x4],
iii) [x1, x2, x5][x3, x4] − (−1)∣x5∣[x1, x2][x3, x4, x5].
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Proof. The proof of this lemma is similar to the proof of Lemma 5.2, Lemma
5.3 and Lemma 5.5 in [12].
Lemma 3.5. Consider the quotient algebra F⟨Y,Z⟩/I. If σ ∈ Sym(n) and
ρ ∈ Sym(m) then:
a) [za, zb, zσ(1), . . . , zσ(n)] + I = [za, zb, z1, . . . , zn] + I,
b) zρ(1) . . . zρ(m)[xa, xb, xσ(1), . . . , xσ(n)][xc, xd] + I =
z1 . . . zm[xa, xb, x1, . . . , xn][xc, xd] + I,
c) [xa, xb, xσ(1), . . . , xσ(n), yi] + I = [xa, xb, x1, . . . , xn, yi] + I,
d) xσ(1) . . . xσ(n)zj[xa, xb] + I = x1 . . . xnzj[xa, xb] + I,
e) [xa, xb]zjxσ(1) . . . xσ(n) + I = [xa, xb]zjx1 . . . xn + I.
Proof. Here, Sym(n) is the symmetric group of {1, . . . , n}. The proof of this
lemma is similar to the proof of Remark 5.4 and Remark 5.19 in [12].
The next result is the Lemma 5.6 of [12]. In the page 554 line 6 there is a
little error and we correct it bellow.
Lemma 3.6. For all n ≥ 0, the following polynomial belongs to I:
(−1)∣x4x3∣[x4, x3, xi1 , . . . , xin][x2, x1]
−(−1)∣x4x2∣[x4, x2, xi1 , . . . , xin][x3, x1]
+(−1)∣x3x2∣[x3, x2, xi1 , . . . , xin][x4, x1].
Proof. The proof is by induction on n. Note that it suffice to prove that the
following polynomial is in I:
g = (−1)∣x4x3∣[x4, x3]x5[x2, x1]
− (−1)∣x4x2∣[x4, x2]x5[x3, x1]
+ (−1)∣x3x2∣[x3, x2]x5[x4, x1].
If x5 is skew-symmetric then g ∈ I by Proposition 3.2 - (v).
Suppose that x5 is symmetric and denote x5 = y5. Write
f(x1, x2, x3, x4) = (−1)∣x4x3∣[x4, x3][x2, x1]
− (−1)∣x4x2∣[x4, x2][x3, x1]
+ (−1)∣x3x2∣[x3, x2][x4, x1].
By the identities (ii) and (iii) of Proposition 3.2, we have that f ∈ I and
therefore f(y5x1, x2, x3, x4) ∈ I. Now we use the equality
[xi, y5x1] = y5[xi, x1] + [xi, y5]x1
to finish the proof.
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Lemma 3.7. The following polynomials belong to I:
i) [z1, z2][x3, x4] − z1[x3, x4]z2, when ∣x3 ∣ = ∣x4∣.
ii) [z1, z2][z3, y4] + z1[z2, y4]z3 − z2[z1, y4]z3.
Proof. The proof of this lemma is similar to the proof of Lemma 5.10 in [12].
Lemma 3.8. For all n ≥ 3, the following polynomial belongs to I:
fn = z1[z3, z2, x4, . . . , xn] − z2[z3, z1, x4, . . . , xn] + z3[z2, z1, x4, . . . , xn].
Proof. The proof of this lemma is similar to the proof of Lemma 5.11 in [12].
Lemma 3.9. For all m ≥ 2, the following polynomials are elements of I:
a) z1z2[y1, y2, . . . , ym] − z2[y2, z1, y1, y3, . . . , ym] + z2[y1, z1, y2, . . . , ym].
b) z1z2[y1, z3, y2, . . . , ym] + z2[y1, z3, z1, y2, . . . , ym].
c) z1z2[z3, z4, y1, . . . , ym] + z2[z3, z4, z1, y1, . . . , ym].
Proof. The proof of this lemma is similar to the proof of Lemma 5.13, Lemma
5.14 and Lemma 5.15 in [12].
Let B be the subspace of F⟨Y,Z⟩ formed by all Y -proper polynomials. Since
F is an infinite field, it is known that Id and I are generated, as a T(∗)-ideals,
by its multihomogeneous elements in B. See [5, Lemma 2.1] and [12, Page 546]
for details.
If M = (m1, . . . ,mk) and N = (n1, . . . , ns), denote by BMN the following
multihomogeneous subspace of B:
BMN = {f(y1, . . . , yk, z1, . . . , zs) ∈ B ∶ degyi f =mi, degzj f = nj , 1 ≤ i ≤ k, 1 ≤ j ≤ s}.
We shall prove that I = Id, that is, I ∩BMN = Id ∩BMN for all M,N .
Observation 3.10. Let σ ∈ Sym(k) and ρ ∈ Sym(s). Since the T(∗)-ideals
generated by
f(y1, . . . , yk, z1, . . . , zs) and f(yσ(1), . . . , yσ(k), zρ(1), . . . , zρ(s))
are equal it is sufficient to prove I ∩BMN = Id ∩BMN for
1 ≤m1 ≤ . . . ≤mk and 1 ≤ n1 ≤ . . . ≤ ns. (3)
From now on we assume (3).
Denote
BMN(I) = BMN /I ∩BMN and BMN(Id) = BMN /Id ∩BMN .
When m1 = ⋅ ⋅ ⋅ =mk = n1 = ⋅ ⋅ ⋅ = ns = 1, we write BMN = Γks.
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Suppose m1, . . . ,mk ≥ 1 and n1, . . . , ns ≥ 1. Write m1 + ⋅ ⋅ ⋅ +mk = m and
n1 + ⋅ ⋅ ⋅ + ns = n. Let ϕMN ∶ Γmn(I)→ BMN(I) be the linear map defined by
ϕMN (f(y1, . . . , ym, z1, . . . , zn) + I ∩ Γmn) =
f(y1, . . . , y1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m1
, . . . , yk, . . . , yk´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
mk
, z1, . . . , z1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n1
, . . . , zs, . . . , zs´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ns
) + I ∩BMN .
Since ϕMN is onto, we have the following proposition:
Proposition 3.11. Consider the above notations. If the vector space Γmn(I)
is spanned by a subset S, then BMN (I) is spanned by ϕMN (S).
Fix the following order on Y ∪Z :
z1 < z2 < . . . < y1 < y2 < . . .
Definition 3.12. Let S1 be the set of all polynomials
f = zi1 . . . zit[xj1 , . . . , xjl ][xk1 , . . . , xkq ]
where t, l, q ≥ 0, l ≠ 1, q ≠ 1, zi1 ≤ . . . ≤ zit , xj1 > xj2 ≤ . . . ≤ xjl and
xk1 > xk2 ≤ . . . ≤ xkq . We say that f is an S1-standard polynomial.
Definition 3.13. Let S2 ⊂ S1 be the set of all polynomials
f = zi1 . . . zit[xj1 , . . . , xjl][xk1 , . . . , xkq ] ∈ S1
such that: if l ≥ 2 then q = 0 or q = 2, and when q = 2 we have that xj1 ≥ xk1
and xj2 ≥ xk2 . If f ∈ S2 we say that f is an S2-standard polynomial.
Proposition 3.14. The vector space BMN(I) is spanned by the set of all
elements f + I ∩BMN where f ∈ BMN is S2-standard.
Proof. This proposition is true for Γmn(I). In fact, we can use the same proof
as in [12, Proposition 5.8]. Now, if xi < xj then ϕMN (xi) ≤ ϕMN (xj). Thus, by
Proposition 3.11, the general case is proved.
Observation 3.15. Let F [ykij , zkij] = F [ykij , zkij ∶ i, j, k ≥ 1] be the free commu-
tative algebra freely generated by the set of variables L = {ykij, zkij ∶ i, j, k ≥ 1}.
Given an order > on L, consider the order on the monomials of F [ykij , zkij]
induced by > as follows: if w1 ≥ w2 ≥ . . . ≥ wn, w
′
1
≥ w′
2
≥ . . . ≥ w′m are in L then
w1w2 . . . wn > w
′
1w
′
2 . . . w
′
m
if and only if
• either w1 = w
′
1
, . . . ,wl = w
′
l, wl+1 > w
′
l+1 for some l,
• or w1 = w
′
1, . . . ,wm = w
′
m and n >m.
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Given f ∈ F [ykij , zkij], we denote by m(f) its leading monomial.
In UT3(F [ykij , zkij]) consider the qgeneric matrices
Zk =
⎡⎢⎢⎢⎢⎢⎣
zk11 z
k
12 0
0 0 −zk12
0 0 −zk11
⎤⎥⎥⎥⎥⎥⎦
and Yk =
⎡⎢⎢⎢⎢⎢⎣
yk11 y
k
12 y
k
13
0 0 yk12
0 0 yk11
⎤⎥⎥⎥⎥⎥⎦
.
Note, the (2,2)-entry of Yk is 0.
By using an analogous argument to the [12, Lemma 6.1] we obtain the next
lemma.
Lemma 3.16. If f(y1, . . . , yk, z1, . . . , zs) ∈ Id, then f(Y1, . . . , Yk, Z1, . . . , Zs) = 0.
3.1 Subspaces BMN where N = (0)
If M = (m1, . . . ,mk) and N = (0), then denote BMN = BM0, that is
BM0 = {f(y1, . . . , yk) ∈ B ∶ degyi f =mi, 1 ≤ i ≤ k}.
A polynomial in S2 ∩BM0 has the form
f (i1) = [yi1 , yi2 , . . . , yim] or f (i1,j1) = [yi1 , yi2 , . . . , yim−2][[yj1 , yj2] (4)
where i1 > i2 ≤ i3 ≤ . . . ≤ im for f
(i1); i1 > i2 ≤ i3 ≤ . . . ≤ im−2, i1 ≥ j1 > j2 and
i2 ≥ j2 for f
(i1,j1).
Proposition 3.17. The set {f + Id ∩BM0 ∶ f ∈ S2 ∩BM0} is a basis for the
vector space BM0(Id). In particular, Id ∩BM0 = I ∩BM0.
Proof. Since I ⊆ Id we have, by Proposition 3.14,
BM0(Id) = span{f + Id ∩BM0 ∶ f ∈ S2 ∩BM0}.
We will use the notations of Observation 3.15. Consider some order > on L
such that
yi+112 > y
i
12 > y
i+1
11 > y
i
11
for all i ≥ 1. By using the qgeneric matrices we have the following equalities:
(a) [Y1, Y2, . . . , Y2l] = (y111y212 − y211y112)(
2l
∏
s=3
ys
11
)(e12 − e23),
(b) [Y1, Y2, . . . , Y2l+1] = −(y111y212−y211y112)(
2l
∏
s=3
ys11)(y2l+111 (e12+e23)−2y2l+112 e13),
(c) [Y1, Y2, . . . , Y2l−2][Y2l−1, Y2l] = (y111y212−y211y112)(
2l−2
∏
s=3
ys
11
)(y2l−1
11
y2l
12
−y2l
11
y2l−1
12
)e13,
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(d) [Y1, Y2, . . . , Y2l−1][Y2l, Y2l+1] = −(y111y212−y211y112)(
2l−1
∏
s=3
ys
11
)(y2l
11
y2l+1
12
−y2l+1
11
y2l
12
)e13.
Let f (i1), f (i1,j1) as in (4). Write
f (i1)(Y1, . . . , Yk) =∑f (i1)ij eij and f (i1,j1)(Y1, . . . , Yk) =∑ f (i1,j1)ij eij .
We shall prove that {f + Id∩BM0 ∶ f ∈ S2 ∩BM0} is a linearly independent
set of BM0(Id). Suppose
∑αi1f
(i1) +∑αi1,j1f
(i1,j1) ∈ Id,
where αi1 , αi1,j1 ∈ F. By Lemma 3.16 we have
∑αi1f
(i1)(Y1, . . . , Yk) +∑αi1,j1f (i1,j1)(Y1, . . . , Yk) = 0.
The leading monomials of f
(i1)
12
and f
(i1,j1)
13
are
m(f (i1)
12
) = yi1
12
( m∏
s=2
yis
11
) and m(f (i1,j1)
13
) = yi1
12
y
j1
12
(m−2∏
s=2
yis
11
) yj2
11
.
Moreover, the coefficients of m(f (i1)
12
) and m(f (i1,j1)
13
) in f (i1)
12
and f
(i1,j1)
13
are
αi1 and αi1,j1 respectively.
Since f
(i1,j1)
12
= 0, we have∑αi1f
(i1)
12
= 0. Thus, the coefficient of the maximal
monomial of the set {m(f (i1)
12
) ∶ i1 ≥ 1} is 0. By induction, every coefficient αi1
is 0. This implies ∑αi1,j1f
(i1j1)
13
= 0 and we can use similar argument to prove
that every αi1,j1 is 0.
3.2 Subspaces BMN where M = (0)
If M = (0) and N = (n1, . . . , ns), then denote BMN = B0N , that is
B0N = {f(z1, . . . , zs) ∈ B ∶ degzi f = ni, 1 ≤ i ≤ s}.
Definition 3.18. Let S3 ⊂ S2 be the set of all polynomials f, f (j1), f (i1,j1) ∈ B0N
such that:
● f = zn1
1
. . . znss ∈ S2,
● f (j1) = [zj1 , zj2 , . . . , zjn] ∈ S2, (5)
● f (i1,j1) = zi1[zj1 , . . . , zjn−1] ∈ S2 where i1 ≤ j1.
If f ∈ S3 we say that f is an S3-standard polynomial.
Proposition 3.19. The vector space B0N(I) is spanned by the set of all ele-
ments f + I ∩B0N where f ∈ B0N is S3-standard.
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Proof. This proposition is true for Γ0n(I). In fact, we can use the same proof
as in [12, Proposition 5.12]. Now, if zi < zj then ϕ0N(zi) ≤ ϕ0N(zj). Thus, by
Proposition 3.11, the general case is proved.
Proposition 3.20. The set {f + Id ∩B0N ∶ f ∈ S3} is a basis for the vector
space B0N(Id). In particular, Id ∩B0N = I ∩B0N .
Proof. Since I ⊆ Id we have, by Proposition 3.19,
B0N(Id) = span{f + Id ∩B0N ∶ f ∈ S3}.
We will use the notations of Observation 3.15. Consider some order > on L
such that
zi+112 > z
i
12 > z
i+1
11 > z
i
11
for all i ≥ 1. By using the qgeneric matrices we have the following equalities:
(a) [Z1, Z2, . . . , Zn] = (−1)n(z111z212 − z112z211)(
n
∏
s=3
zs11)(e12 − e23),
(b) Z1[Z2, Z3, . . . , Zn] = (−1)n−1(z211z312 − z212z311)(
n
∏
s=4
zs11)(z111e12 − z112e13).
Let f, f (j1) and f (i1,j1) as in (5). Write f(Z1, . . . , Zs) =∑ fijeij ,
f (j1)(Z1, . . . , Zs) =∑f (j1)ij eij and f (i1,j1)(Z1, . . . , Zs) =∑f (i1,j1)ij eij .
Suppose
αf +∑αj1f
(j1) +∑αi1,j1f
(i1,j1) ∈ Id,
where α,αj1 , αi1,j1 ∈ F. By Lemma 3.16 we have
αf(Z1, . . . , Zs) +∑αj1f (j1)(Z1, . . . , Zs) +∑αi1,j1f (i1,j1)(Z1, . . . , Zs) = 0.
Since f
(j1)
11
= f
(i1,j1)
11
= 0, we obtain αf11 = 0 and so α = 0. Note that
m(f (j1)
23
) = zj1
12
( n∏
l=2
z
jl
11
) and m(f (i1,j1)
13
) = zj1
12
zi1
12
(n−1∏
l=2
z
jl
11
) .
Moreover, the coefficients of m(f (j1)
23
) and m(f (i1,j1)
13
) in f (j1)
23
and f
(i1,j1)
13
are
±αj1 and ±αi1,j1 respectively.
Since f
(i1,j1)
23
= 0, we have ∑αj1f
(j1)
23
= 0. Thus, the coefficient of the maxi-
mal monomial of the set {m(f (j1)
23
) ∶ j1 ≥ 1} is 0. By induction, every coefficient
αj1 is 0. We can use similar argument to prove that every αi1,j1 is 0.
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3.3 Subspaces BMN where M ≠ (0), (1) and N = (1)
If M = (m1, . . . ,mk) ≠ (0), (1) and N = (1), then denote BMN = BM1, that
is,
BM1 = {f(y1, . . . , yk, z1) ∈ B ∶ degyif =mi and degz1f = 1, 1 ≤ i ≤ k}
and m =m1 + ⋅ ⋅ ⋅ +mk > 1.
Definition 3.21. Let S3 ⊂ S2 be the set of all polynomials f (i1), g(i1), f (i1,j1) ∈
BM1 such that:
● f (i1) = [yi1 , z1, yi2 , . . . , yim] ∈ S2,
● g(i1) = z1[yi1 , yi2 , . . . , yim] ∈ S2, (6)
● f (i1,j1) = [yi1 , yi2 , . . . , yim−1][yj1 , z1] ∈ S2.
If f ∈ S3, we say that f is an S3-standard polynomial.
Proposition 3.22. The vector space BM1(I) is spanned by the set of all ele-
ments f + I ∩BM1 where f ∈ BM1 is S3-standard.
Proof. This proposition is true for Γm1(I). In fact, we can use the same proof
as in [12, Proposition 5.17]. Now, if yi < yj then ϕM1(yi) ≤ ϕM1(yj). Thus, by
Proposition 3.11, the general case is proved.
Proposition 3.23. The set {f + Id ∩ BM1 ∶ f ∈ S3} is a basis for the vector
space BM1(Id). In particular, Id ∩BM1 = I ∩BM1.
Proof. Since I ⊂ Id, we have, by Proposition 3.22,
BM1(Id) = span{f + Id ∩BM1 ∶ f ∈ S3}.
We will use the notations of Observation 3.15. Consider some order > on L
such that
yi+112 > y
i
12 > y
i+1
11 > y
i
11 > z
i+1
12 > z
i
12 > z
i+1
11 > z
i
11
for all i ≥ 1. By using the qgeneric matrices we have the following equalities:
[Y1, Z1, Y2, . . . , Y2l] = −(y111z112 − y112z111)(
2l
∏
s=2
ys11)(e12 − e23) ,
[Y1, Z1, Y2, . . . , Y2l+1] = (y111z112 − y112z111)(
2l
∏
s=2
ys11)(y2l+111 (e12 + e23) − 2y2l+112 e13) ,
Z1[Y1, Y2, . . . , Y2l] = (y111y212 − y112y211)(
2l
∏
s=3
ys
11
)(z1
11
e12 − z112e13),
Z1[Y1, Y2, . . . , Y2l+1] = −(y111y212 − y112y211)(
2l
∏
s=3
ys
11
)(z1
11
y2l+1
11
e12 + (−2z111y2l+112 + z112y2l+111 )e13),
11
[Y1, . . . , Y2l−1][Y2l, Z1] = −(y111y212 − y112y211)(
2l−1
∏
s=3
ys
11
)(y2l
11
z1
12
− y2l
12
z1
11
) e13,
[Y1, . . . , Y2l][Y2l+1, Z1] = (y111y212 − y112y211)(
2l
∏
s=3
ys
11
)(y2l+1
11
z1
12
− y2l+1
12
z1
11
) e13.
Let f (i1), g(i1), f (i1,j1) as in (6). Write f (i1)(Y1, . . . , Yk, Z1) = ∑f (i1)ij eij ,
g(i1)(Y1, . . . , Yk, Z1) = ∑g(i1)ij eij and f (i1,j1)(Y1, . . . , Yk, Z1) =∑ f (i1,j1)ij eij .
Suppose
∑αi1f
(i1) +∑βi1g
(i1) +∑αi1,j1f
(i1,j1) ∈ Id,
where αi1 , βi1 , αi1,j1 ∈ F.
Note that
m(f (i1)
23
) = yi1
12
( m∏
s=2
yis
11
)z111,
and its coefficient in f
(i1)
23
is −αi1 . Since g
(i1)
23
= f
(i1,j1)
23
= 0, we have ∑αi1f
(i1)
23
=
0. Thus, the coefficient of the maximal monomial of the set {m(f (i1)
23
) ∶ i1 ≥ 1}
is 0. By induction, every coefficient αi1 is 0. Now,
m(g(i1)
12
) = yi1
12
( m∏
s=2
yis
11
) z1
11
,
and its coefficient in g
(i1)
12
is ±βi1 . Since f
(i1,j1)
12
= 0, we have ∑βi1g
(i1)
12
= 0.
Thus, the coefficient of the maximal monomial of the set {m(g(i1)
12
) ∶ i1 > 1} is 0.
By induction, every coefficient βi1 is 0. This implies ∑αi1,j1f
(i1,j1)
13
= 0. Since
m(f (i1,j1)
13
) = yi1
12
y
j1
12
(m−1∏
s=2
yis
11
) z1
11
,
and its coefficient in f
(i1,j1)
13
is ±αi1,j1 , we can use similar argument to prove
that every αi1,j1 is 0.
3.4 Subspaces BMN where M = (1) and N ≠ (0)
If M = (1) and N = (n1, . . . , ns) ≠ (0), then denote BMN = B1N , that is
B1N = {f(y1, z1, . . . , zs) ∈ B ∶ degy1f = 1 and degzif = ni, 1 ≤ i ≤ s}.
Definition 3.24. Let S3 be the set of all polynomials f
(j), g(j), h(j), f (i,j) ∈
B1N such that
(a) f (j) = zn1
1
. . . z
nj−1
j . . . z
ns
s [y1, zj], where 1 ≤ j ≤ s.
(b) g(j) = [y1, zj]zn11 . . . znj−1j . . . znss , where 1 ≤ j ≤ s.
(c) h(j) = zn1
1
. . . z
nj−1
j . . . z
ns−1
s [y1, zj]zs, where 1 ≤ j ≤ s.
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(d) f (i,j) = zn1
1
. . . zni−1i . . . z
nj−1
j . . . z
ns
s zi[y1, zj], where:
(d1) 1 ≤ i ≤ j ≤ s and i < s if ns > 1,
(d2) 1 ≤ i ≤ j ≤ s − 1 if ns = 1.
If f ∈ S3, we say that f is an S3-standard polynomial.
Proposition 3.25. The vector space B1N(I) is spanned by the set of all ele-
ments f + I ∩B1N where f is S3-standard.
Proof. This proposition is true for Γ1n(I). In fact, we can use the same proof
as in [12, Proposition 5.20]. Now, if zi < zj then ϕ1N(zi) ≤ ϕ1N(zj). Thus, by
Proposition 3.11, the general case is proved.
3.4.1 Subspace B1N where ns > 1
We start this subsection with the next proposition. By using similar argu-
ments as the ones used in [2, Theorem 6 in Chapter 4] we obtain:
Proposition 3.26. Let F be an infinite field of char(F) = p > 2. If H is a T (∗)-
ideal then H is generated, as a T (∗)-ideal, by its multihomogeneous elements
f(y1, . . . , yk, z1, . . . , zs) ∈ H with multidegree (pa1 , . . . , pak , pb1 , . . . , pbs) where
a1, . . . , ak, b1, . . . , bs ≥ 0.
We want to show that I = Id by proving Id ∩ BMN = I ∩ BMN . By the
last proposition, in this subsection is sufficient to consider the case 1 < ns = pbs .
Since char(F) = p ≥ 3 we have ns ≥ 3. Thus, from now on, we assume ns ≥ 3 in
B1N .
Definition 3.27. Let S4 be the set of all polynomials f
(j), g(j), h(s), p(i,j) ∈
B1N such that:
● f (j), g(j), h(s) ∈ S3 as in Definition 3.24, (7)
● p(i,j) = zn1
1
. . . zni−1i . . . z
nj−1
j . . . z
ns−1
s [zs, zi][y1, zj], 1 ≤ i ≤ j ≤ s and i < s.
If f ∈ S4, we say that f is an S4-standard polynomial.
Proposition 3.28. If ns ≥ 3, then the vector space B1N(I) is spanned by the
set of all elements f + I ∩B1N where f is S4-standard.
Proof. Let Λ = span{f + I ∩B1N ∶ f ∈ S4}. By Proposition 3.25, it is enough to
prove that
h(j) + I ∩B1N ∈ Λ, j < s;
f (i,j) + I ∩B1N ∈ Λ, 1 ≤ i ≤ j ≤ s and i < s.
By Lemma 3.5-d) it follows that f (i,j) + I = p(i,j) + f (j) + I. Thus f (i,j) + I ∩
B1N ∈ Λ.
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Write h(j) = wzszs[y1, zj]zs where w = zn11 . . . znj−1j . . . zns−3s . By Lemma 3.7-
ii), Lemma 3.5-d) and Lemma 3.4-ii) we obtain:
h(j) + I = wzszj[y1, zs]zs +wzs[zj , zs][y1, zs] + I
= wzjzs[y1, zs]zs +w[zs, zj][y1, zs]zs −wzs[zs, zj][y1, zs] + I
= h(s) −wzs[zs, zj][y1, zs] −wzs[zs, zj][y1, zs] + I
= h(s) − 2p(j,s) + I.
Therefore, h(j) + I ∩B1N ∈ Λ.
Proposition 3.29. If ns ≥ 3, then {f + Id ∩ B1N ∶ f ∈ S4} is a basis for the
vector space B1N(Id). In particular, Id ∩B1N = I ∩B1N .
Proof. Since I ⊂ Id, we have, by Proposition 3.28
B1N(Id) = span{f + Id ∩B1N ∶ f ∈ S4}.
We will use the notations of Observation 3.15. Consider some order > on L
such that
zl+112 > z
l
12 > z
s
12 > z
i+1
11 > z
i
11 > y
i+1
12 > y
i
12 > y
i+1
11 > y
i
11
for all 1 ≤ l ≤ s − 2 and i ≥ 1 . By using the qgeneric matrices we have the
following equalities:
●Z1 . . . Zˆj . . . Zm[Y1, Zj] =
⎡⎢⎢⎢⎢⎣
m
∏
l=1, (l≠j)
zl11
⎤⎥⎥⎥⎥⎦
(y111zj12 − y112zj11)e12 + ue13,
●[Y1, Zj]Z1 . . . Zˆj . . . Zm = (−1)m−1(y111zj12 − y112zj11)
⎡⎢⎢⎢⎢⎣
m
∏
l=1, (l≠j)
zl
11
⎤⎥⎥⎥⎥⎦
e23 + ve13,
●Z1 . . . Zs−1Zs[Y1, Zs]Zs = − [ s∏
l=1
zl
11
](y1
11
zs
12
− y1
12
zs
11
)zs
12
e13
+ (2 [ s∏
l=1
zl11](y112zs12 + y113zs11)zs11 − [
s−1
∏
l=1
zl11]zs12(y111zs12 − y112zs11)zs11)e13,
●Z1 . . . Zˆi . . . Zˆj . . . Zs[Zs, Zi][Y1, Zj] =⎡⎢⎢⎢⎢⎣
s
∏
l=1, (l≠i,j)
zl11
⎤⎥⎥⎥⎥⎦
(zs11zi12 − zs12zi11)(y111zj12 − y112zj11)e13.
for some polynomials u, v ∈ F[L].
Let f (j), g(j), h(s), p(i,j) as in (7). Write
f (j)(Y1, Z1, . . . , Zs) =∑f (j)ab eab , g(j)(Y1, Z1, . . . , Zs) =∑ g(j)ab eab ,
h(s)(Y1, Z1, . . . , Zs) =∑h(s)ab eab , p(i,j)(Y1, Z1, . . . , Zs) =∑p(i,j)ab eab ,
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and suppose
∑αjf (j) +∑βjg(j) + γh(s) +∑βi,jp(i,j) ∈ Id,
where αj , βj , γ, βi,j ∈ F. Now we use the same arguments as Propositions 3.17,
3.20 and 3.23. In short, by the following table
Entry Information Monomial Its coefficient
(1,2) g(j)
12
= h
(s)
12
= p
(i,j)
12
= 0 m(f (j)
12
) αj
(2,3) h(s)
23
= p
(i,j)
23
= 0 m(g(j)
23
) ±βj(1,3) w 2γ
(1,3) m(p(i,j)
13
) βi,j
where
m(f (j)
12
) = (z1
11
)n1 . . . (zj
11
)nj−1 . . . (zs
11
)nsy1
11
z
j
12
, (8)
m(g(j)
23
) = y111zj12(z111)n1 . . . (zj11)nj−1 . . . (zs11)ns , (9)
w = y1
13
(z1
11
)n1 . . . (zs
11
)ns , (10)
m(p(i,j)
13
) = (z111)n1 . . . (zi11)ni−1 . . . (zj11)nj−1 . . . (zs11)nsy111zi12zj12, (11)
we have αj = 0, βj = 0, γ = 0, βi,j = 0 respectively.
3.4.2 Subspace B1N where ns = 1
By Observation 3.10, if ns = 1 then n1 = . . . = ns = 1. In this case, B1N = Γ1s.
Proposition 3.30. If ns = 1, then {f + Id ∩ Γ1s ∶ f ∈ S3} is a basis for the
vector space Γ1s(Id). In particular, Id ∩ Γ1s = I ∩ Γ1s.
Proof. If f is S3-standard then f is T2-standard in [12, Definition 5.18]. Now
we can use the same proof of [12, Lemma 6.5].
3.5 Subspaces BMN where M ≠ (0), (1) and N ≠ (0), (1)
Let M = (m1, . . . ,mk) and N = (n1, . . . , ns). In this section,
m =m1 + . . . +mk ≥ 2 and n = n1 + . . . + ns ≥ 2.
Definition 3.31. Let S3 ⊂ S2 be the set of all polynomials
f (i1), g(i1), f (i,i1), g(i,i1), h(j1,p1) ∈ BMN
such that:
● f (i1) = [zi1 , z1, xi2 , . . . , xit−1 ] ∈ S2,
● g(i1) = [yi1 , z1, xi2 , . . . , xit−1 ] ∈ S2,
● f (i,i1) = zi[zi1 , xi2 , . . . , xit−1] ∈ S2 and zi ≤ zi1 , (12)
● g(i,i1) = zi[yi1 , xi2 , . . . , xit−1 ] ∈ S2,
● h(j1,p1) = [yj1 , xj2 , . . . , xjt−2 ][yp1 , z1] ∈ S2,
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where t =m + n. If f ∈ S3, we say that f is an S3-standard polynomial.
Proposition 3.32. The vector space BMN(I) is spanned by the set of all
elements f + I ∩BMN where f is S3-standard.
Proof. This proposition is true for Γmn(I). In fact, we can use the same proof
as in [12, Proposition 5.17]. Now, if xi < xj , then ϕMN (xi) ≤ ϕMN (xj). Thus,
by Proposition 3.11, the general case is proved.
In UT3(F [ykij , zkij]) consider the sgeneric matrices
Z1 =
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 0 0
0 0 −1
⎤⎥⎥⎥⎥⎥⎦
, Zl =
⎡⎢⎢⎢⎢⎢⎣
1 zl
12
0
0 0 −zl
12
0 0 −1
⎤⎥⎥⎥⎥⎥⎦
and Yj =
⎡⎢⎢⎢⎢⎢⎣
1 yj
12
y
j
13
0 0 yj
12
0 0 1
⎤⎥⎥⎥⎥⎥⎦
for all l ≥ 2 and j ≥ 1. If w(y1, . . . , yk, z1, . . . , zs) is S3-standard then we write
w(Y1, . . . , Yk, Z1, . . . , Zs) = 3∑
a,b=1
wabeab.
Since F is an infinite field we have the following lemma:
Lemma 3.33. Let Y1, . . . , Yk, Z1, . . . , Zs be sgeneric matrices. If f(y1, . . . , yk, z1, . . . , zs) ∈
Id, then f(Y1, . . . , Yk, Z1, . . . , Zs) = 0.
Lemma 3.34. Let Zl and Yl be the sgeneric matrices, where l ≥ 1.
a) If m ≥ 2 is even then:
[Zi1 , Zi2 , . . . , Zin , Yj1 , . . . , Yjm ] = (−1)n(zi212 − zi112)(e12 − e23), where n ≥ 2;
[Yj1 , Zi1 , . . . , Zin , Yj2 , . . . , Yjm] = (−1)n(zi112 − yj112)(e12 − e23), where n ≥ 2;
Zi[Zi1 , Zi2 , . . . , Zin−1 , Yj1 , . . . , Yjm ] = (−1)n−1(zi212 − zi112)e12 +(−1)nzi12(zi212 − zi112)e13, where n ≥ 3;
Zi[Yj1 , Zi1 , . . . , Zin−1 , Yj2 , . . . , Yjm] = (−1)n−1(zi112 − yj112)e12 +
(−1)nzi12(zi112 − yj112)e13, where n ≥ 2;
[Yj1 , Zi1 , . . . , Zin−1 , Yj2 , . . . , Yjm−1][Yp1 , Zp2] = (−1)n(zi112 − yj112)(zp212 − yp112)e13,
where n ≥ 2.
b) If m ≥ 2 is odd then:
[Zi1 , Zi2 , . . . , Zin , Yj1 , . . . , Yjm] = (−1)n−1(zi212 − zi112)(e12 + e23) +
2(−1)n(zi2
12
− zi1
12
)yjm
12
e13, where n ≥ 2;
[Yj1 , Zi1 , . . . , Zin , Yj2 , . . . , Yjm] = (−1)n−1(zi112 − yj112)(e12 + e23) +
2(−1)n(zi1
12
− yj1
12
)yjm
12
e13, where n ≥ 2;
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Zi[Zi1 , Zi2 , . . . , Zin−1 , Yj1 , . . . , Yjm] = (−1)n(zi212 − zi112)e12 +
(−1)n(zi2
12
− zi1
12
)(−2yjm
12
+ zi
12
)e13, where n ≥ 3;
Zi[Yj1 , Zi1 , . . . , Zin−1 , Yj2 , . . . , Yjm ] = (−1)n(zi112 − yj112)e12 +
(−1)n(zi1
12
− yj1
12
)(−2yjm
12
+ zi12)e13, where n ≥ 2;
[Yj1 , Zi1 , . . . , Zin−1 , Yj2 , . . . , Yjm−1][Yp1 , Zp2] = (−1)n−1(zi112 − yj112)(zp212 − yp112)e13,
where n ≥ 2.
Proof. We leave the proof to the reader.
3.5.1 Case m even and n1 > 1
Let M = (m1, . . . ,mk), N = (n1, . . . , ns), m = m1 + . . . +mk ≥ 2 and n =
n1 + . . . + ns ≥ 2. In this subsection, we consider the case where m is even and
n1 > 1.
Proposition 3.35. If m is even and n1 > 1, then {f + Id ∩BMN ∶ f ∈ S3} is a
basis for the vector space BMN(Id). In particular, Id ∩BMN = I ∩BMN .
Proof. Since I ⊂ Id, we have, by Proposition 3.32,
BMN (Id) = span{f + Id ∩BMN ∶ f ∈ S3}.
Consider some order > on L such that
zi+1
12
> zi
12
> yi+1
12
> yi
12
for all i ≥ 1. Let Zl and Yl be the sgeneric matrices, where l ≥ 1. By Lemma
3.34 we have
[Zi1 , Z1, . . . , Yjm] = (−1)n+1zi112(e12 − e23),
[Yj1 , Z1, . . . , Yjm] = (−1)n+1yj112(e12 − e23),
Zi[Zi1 , Z1, . . . , Yjm] = (−1)nzi112e12 − (−1)nzi12zi112e13,
Zi[Yj1 , Z1, . . . , Yjm ] = (−1)nyj112e12 − (−1)nzi12yj112e13,
[Yj1 , Z1, . . . , Yjm−1][Yp1 , Z1] = (−1)nyj112yp112e13.
Let f (i1), g(j1), f (i,i1), g(i,j1), h(j1,p1) as in (12) and suppose
∑αi1f
(i1) +∑βj1g
(j1) +∑αi,i1f
(i,i1) +∑βi,j1g
(i,j1) +∑γj1,p1h
(j1,p1) ∈ Id,
where αi1 , βj1 , αi,i1 , βi,j1 , γj1,p1 ∈ F. Now we use the same arguments as in the
previous propositions. In short, by the following table
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Entry Information Monomial Its coefficient
(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(f (i1)
23
) ±αi1(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(g(j1)
23
) ±βj1(1,3) i > 1 m(f (i,i1)
13
) ±αi,i1(1,3) i > 1 m(g(i,j1)
13
) ±βi,j1(1,2) i = 1 m(f (1,i1)
12
) ±α1,i1(1,2) i = 1 m(g(1,j1)
12
) ±β1,j1(1,3) m(h(j1,p1)
13
) ±γj1,p1
where
m(f (i1)
23
) = zi1
12
, m(g(j1)
23
) = yj1
12
,
m(f (i,i1)
13
) = zi
12
zi1
12
, m(g(i,j1)
13
) = zi
12
y
j1
12
,
m(f (1,i1)
12
) = zi1
12
, m(g(1,j1)
12
) = yj1
12
,
m(h(j1,p1)
13
) = yj1
12
y
p1
12
,
we have αi1 = 0, βj1 = 0, αi,i1 = 0, βi,j1 = 0, α1,i1 = 0, β1,j1 = 0, γj1,p1 = 0,
respectively.
3.5.2 Case m even and n1 = 1
Let M = (m1, . . . ,mk), N = (n1, . . . , ns), m = m1 + . . . +mk ≥ 2 and n =
n1 + . . . + ns ≥ 2. In this subsection, we consider the case where m is even and
n1 = 1.
Proposition 3.36. If m is even and n1 = 1, then {f + Id ∩BMN ∶ f ∈ S3} is a
basis for the vector space BMN(Id). In particular, Id ∩BMN = I ∩BMN .
Proof. Since I ⊂ Id, we have, by Proposition 3.32,
BMN (Id) = span{f + Id ∩BMN ∶ f ∈ S3}.
Consider some order > on L such that
yi+1
12
> yi
12
> zi+1
12
> zi
12
for all i ≥ 1. Let Zl and Yl be the sgeneric matrices, where l ≥ 1. By Lemma
18
3.34 we have
[Zi1 , Z1, . . . , Yjm ] = (−1)n+1zi112(e12 − e23),
[Yj1 , Z1, . . . , Yjm] = (−1)n+1yj112(e12 − e23),
Zi[Zi1 , Z1, . . . , Yjm] = (−1)nzi112e12 − (−1)nzi12zi112e13,
Z1[Zi1 , Z2, . . . , Yjm ] = (−1)n−1(z212 − zi112)e12,
Zi[Yj1 , Z1, . . . , Yjm ] = (−1)nyj112e12 − (−1)nzi12yj112e13,
Z1[Yj1 , Z2, . . . , Yjm] = (−1)n−1(z212 − yj112)e12,
[Yj1 , Z2, . . . , Yjm−1][Yp1 , Z1] = (−1)n−1(z212 − yj112)yp112e13.
Let f (i1), g(j1), f (i,i1), g(i,j1), h(j1,p1) as in (12) and suppose
∑αi1f
(i1) +∑βj1g
(j1) +∑αi,i1f
(i,i1) +∑βi,j1g
(i,j1) +∑γj1,p1h
(j1,p1) ∈ Id,
where αi1 , βj1 , αi,i1 , βi,j1 , γj1,p1 ∈ F. Now we use the same arguments as in the
previous propositions. In short, by the following table
Entry Information Monomial Its coefficient
(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(g(j1)
23
) ±βj1(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(f (i1)
23
) ±αi1(1,3) m(h(j1,p1)
13
) ±γj1,p1(1,3) i > 1 m(g(i,j1)
13
) ±βi,j1(1,3) i > 1 m(f (i,i1)
13
) ±αi,i1(1,2) i = 1 m(g(1,j1)
12
) ±β1,j1(1,2) i = 1 m(f (1,i1)
12
) ±α1,i1
where
m(g(j1)
23
) = yj1
12
, m(f (i1)
23
) = zi1
12
,
m(h(j1,p1)
13
) = yj1
12
y
p1
12
, m(g(i,j1)
13
) = zi12yj112,
m(f (i,i1)
13
) = zi
12
zi1
12
, m(g(1,j1)
12
) = yj1
12
,
m(f (1,i1)
12
) = zi1
12
,
we have βj1 = 0, αi1 = 0, γj1,p1 = 0 , βi,j1 = 0, αi,i1 = 0, β1,j1 = 0, α1,i1 = 0,
respectively.
3.5.3 Case m odd and n1 > 1
Let M = (m1, . . . ,mk), N = (n1, . . . , ns), m = m1 + . . . +mk ≥ 2 and n =
n1 + . . . + ns ≥ 2. In this subsection, we consider the case where m is odd and
n1 > 1.
Proposition 3.37. If m is odd and n1 > 1, then {f + Id ∩BMN ∶ f ∈ S3} is a
basis for the vector space BMN(Id). In particular, Id ∩BMN = I ∩BMN .
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Proof. Let Zl and Yl be the sgeneric matrices, where l ≥ 1. By Lemma 3.34 we
have
[Zi1 , Z1, . . . , Yjm] = (−1)nzi112(e12 + e23) − 2(−1)nzi112yjm12 e13,
[Yj1 , Z1, . . . , Yjm] = (−1)nyj112(e12 + e23) − 2(−1)nyj112yjm12 e13,
Zi[Zi1 , Z1, . . . , Yjm ] = (−1)n+1zi112e12 + (−1)n+1zi112(−2yjm12 + zi12)e13,
Zi[Yj1 , Z1, . . . , Yjm] = (−1)n+1yj112e12 + (−1)n+1yj112(−2yjm12 + zi12)e13,
[Yj1 , Z1, . . . , Yjm−1][Yp1 , Z1] = (−1)n+1yj112yp112e13.
Now we use the same order >, table and leading monomials in Proposition
3.35.
3.5.4 Case m odd where n1 = 1 and mk > 1
Let M = (m1, . . . ,mk), N = (n1, . . . , ns), m = m1 + . . . +mk ≥ 2 and n =
n1 + . . . + ns ≥ 2. In this subsection, we consider the case m odd where n1 = 1
and mk > 1
Proposition 3.38. If m is odd, n1 = 1 and mk > 1, then {f +Id∩BMN ∶ f ∈ S3}
is a basis for the vector space BMN (Id). In particular, Id ∩BMN = I ∩BMN .
Proof. Since I ⊂ Id, we have, by Proposition 3.32,
BMN (Id) = span{f + Id ∩BMN ∶ f ∈ S3}.
Consider some order > on L such that
zi+112 > z
i
12 > y
i+1
12 > y
i
12
for all i ≥ 1. Let Zl and Yl be the sgeneric matrices, where l ≥ 1. By Lemma
3.34 we have
[Zi1 , Z1, . . . , Yk] = (−1)nzi112(e12 + e23) − 2(−1)nzi112yk12e13,
[Yj1 , Z1, . . . , Yk] = (−1)nyj112(e12 + e23) − 2(−1)nyj112yk12e13,
Zi[Zi1 , Z1, . . . , Yk] = (−1)n+1zi112e12 + (−1)n+1zi112(−2yk12 + zi12)e13,
Z1[Zi1 , Z2, . . . , Yk] = (−1)n(z212 − zi112)e12 − 2(−1)n(z212 − zi112)yk12e13,
Zi[Yj1 , Z1, . . . , Yk] = (−1)n+1yj112e12 + (−1)n+1yj112(−2yk12 + zi12)e13,
Z1[Yj1 , Z2, . . . , Yk] = (−1)n(z212 − yj112)e12 − 2(−1)n(z212 − yj112)yk12e13,
[Yj1 , Z2, . . . , Yjm−1][Yp1 , Z1] = (−1)n(z212 − yj112)yp112e13.
Let f (i1), g(j1), f (i,i1), g(i,j1), h(j1,p1) as in (12), and suppose
∑αi1f
(i1) +∑βj1g
(j1) +∑αi,i1f
(i,i1) +∑βi,j1g
(i,j1) +∑γj1,p1h
(j1,p1) ∈ Id,
where αi1 , βj1 , αi,i1 , βi,j1 , γj1,p1 ∈ F. By the following table
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Entry Information Monomial Its coefficient
(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(f (i1)
23
) ±αi1(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(g(j1)
23
) ±βj1(1,3) i > 1 m(f (i,i1)
13
) ±αi,i1(1,2) i = 1 m(f (1,i1)
12
) ±α1,i1(1,3) i > 2 m(g(i,j1)
13
) ±βi,j1(1,3) j1 < k w ±γj1,p1
where
m(f (i1)
23
) = zi1
12
, m(g(j1)
23
) = yj1
12
,
m(f (i,i1)
13
) = zi1
12
zi
12
, m(f (1,i1)
12
) = zi1
12
,
m(g(i,j1)
13
) = yj1
12
zi
12
, w = yj1
12
y
p1
12
,
we have αi1 = 0, βj1 = 0, αi,i1 = 0 for i > 1, α1,i1 = 0, βi,j1 = 0 for i > 2 and
γj1,p1 = 0 for j1 < k, respectively. Thus, now we have
v =∑β2,j1g
(2,j1) +∑β1,j1g
(1,j1) +∑γk,p1h
(k,p1) ∈ Id.
The coefficient of yj1
12
in v12 is
β1,j1 + β2,j1 = 0
for all j1 = 1, . . . , k; and the coefficient of y
l
12y
k
12 in v13 is
−2β1,l − 2β2,l + γk,l = 0
for all l = 1, . . . , k. Therefore, γk,l = 0 for all l = 1, . . . , k.
For the remaining coefficients, by the following table
Entry Information Monomial Its coefficient
(1,3) j1 < k m(g(2,j1)13 ) ±β2,j1(1,3) j1 < k u ±2β1,j1(1,2) j1 = k m(g(1,k)12 ) ±β1,k(1,2) j1 = k m(g(2,k)12 ) ±β2,k
where
m(g(2,j1)
13
) = yj1
12
z212, u = y
j1
12
yk12,
m(g(1,k)
12
) = z2
12
, m(g(2,k)
12
) = yk
12
,
we have β2,j1 = 0, β1,j1 = 0, β1,k = 0 and β2,k = 0, respectively.
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3.5.5 Case m odd where n1 =mk = 1 and char(F)> 3
Let M = (m1, . . . ,mk), N = (n1, . . . , ns), m = m1 + . . . +mk ≥ 2 and n =
n1+. . .+ns ≥ 2. In this subsection, we consider the casem odd where n1 =mk = 1
and char(F)> 3.
Proposition 3.39. If m is odd, n1 =mk = 1 and char(F) > 3, then Id∩BMN =
I ∩BMN .
Proof. By Observation 3.10 we have m1 = . . . =mk−1 =mk = 1.
If ns = 1 then n1 = n2 = . . . = ns = 1 and we can use the same proof of [12,
Lemma 6.4].
Suppose ns > 1. By a change of variables z1 ←→ zs we can suppose n1 > 1.
Note that
ns ≤ n2 ≤ n3 ≤ . . . ns−1 ≤ n1.
But the Proposition 3.37 is also true in this case, the proof is the same.
3.5.6 Case m odd where n1 =mk = 1 and char(F)= 3
Let M = (m1, . . . ,mk), N = (n1, . . . , ns), m = m1 + . . . +mk ≥ 2 and n =
n1+. . .+ns ≥ 2. In this subsection, we consider the casem odd where n1 =mk = 1
and char(F)= 3.
We remember that S3 is the set of all polynomials defined in (12).
Definition 3.40. Denote by S4 the set
S4 = S3 − {g(1,k)}.
We say that the polynomials in S4 are S4-standard.
Proposition 3.41. The vector space BMN(I) is spanned by the set of all
elements f + I ∩BMN where f ∈ BMN is S4-standard.
Proof. We work modulo I. By Proposition 3.32, it is sufficient to prove that
g(1,k) is a linear combination of S4-standard polynomials. In fact, we will prove
that
g(1,k) = g(1,k−1) − g(2,k−1) + g(2,k). (13)
By Lemma 3.9 - (b,c), we have
zln . . . zl3z1[yk, zl2 , y1, . . . , yk−1] = (−1)nz1[yk, zl2 , zl3 , . . . , zln , y1, . . . , yk−1].
Thus it is sufficient to prove (13) when n = 2 that is
z1[yk, z2, y1, . . . , yk−1] =z1[yk−1, z2, y1, . . . , yk] − z2[yk−1, z1, y1, . . . , yk]
+ z2[yk, z1, y1, . . . , yk−1].
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Claim: If i ≠ j and a ≠ b, then:
zi[y1, zj , ya, . . . , yb] =zi[yb, zj , y1, . . . , ya] − zi[yb, y1, zj , . . . , ya]
+ 2zi[y1, zj , . . . ][ya, yb].
In fact, by Lemma 3.5-c), equality [[a, b], c, d] − [[a, b], d, c] = [[a, b], [c, d]],
Jacobi identity and Proposition 3.2-b), we obtain
zi[y1, zj , ya, . . . , yb] = zi[y1, zj , . . . , ya, yb]
= zi[y1, zj , . . . , yb, ya] + zi[[y1, zj , . . . ], [ya, yb]]
= zi[y1, zj , yb, . . . , ya] + 2zi[y1, zj , . . . ][ya, yb]
= zi[yb, zj , y1, . . . , ya] − zi[yb, y1, zj , . . . , ya]
+ 2zi[y1, zj , . . . ][ya, yb],
and the claim is proved.
Now, by the Jacobi identity, we have
g(1,k) = z1[y1, z2, yk, . . . , yk−1] − z1[y1, yk, z2, . . . , yk−1]
and applying Lemma 3.8 and Jacobi identity in the second summand,
g(1,k) = z1[y1, z2, yk, . . . , yk−1] − z2[y1, yk, z1, . . . , yk−1]
+ [y1, yk][z2, z1, . . . , yk−1]
= z1[y1, z2, yk, . . . , yk−1] + g(2,k)
− z2[y1, z1, yk, . . . , yk−1] + [y1, yk][z2, z1, . . . , yk−1].
By applying the Claim in the summands z1[y1, z2, yk, . . . , yk−1] and z2[y1, z1, yk, . . . , yk−1],
we have
g(1,k) = g(1,k−1) − g(2,k−1) + g(2,k) + f
where
f = − z1[yk−1, y1, z2, . . . , yk] + z2[yk−1, y1, z1, . . . , yk]
− 2z2[y1, z1, . . . ][yk, yk−1] + 2z1[y1, z2, . . . ][yk, yk−1]
+ [y1, yk][z2, z1, . . . , yk−1].
We shall prove that f = 0. By Lemma 3.8 and Lemma 3.4-iii),
−z1[yk−1, y1, z2, . . . , yk] + z2[yk−1, y1, z1, . . . , yk] = [yk−1, y1][z2, z1, . . . , yk]
= −[yk−1, y1, yk][z2, z1, . . . ].
By Lemma 3.4-iii),
[y1, yk][z2, z1, . . . , yk−1] = −[y1, yk, yk−1][z2, z1, . . . ],
23
and then, applying the Jacobi identity, Lemma 3.4-iii), Lemma 3.5-b) and
Proposition 3.2-ii) we have:
− [yk−1, y1, yk][z2, z1, . . . ] − [y1, yk, yk−1][z2, z1, . . . ]
= [yk, yk−1, y1][z2, z1, . . . ]
= −[yk, yk−1][z2, z1, y1, . . . ]
= [z2, z1, y1, . . . ][yk, yk−1]
= [y1, z1, z2, . . . ][yk, yk−1] − [y1, z2, z1, . . . ][yk, yk−1].
By Proposition 3.2-v) and Lemma 3.5-b),
− 2z2[y1, z1, . . . ][yk, yk−1] + 2z1[y1, z2, . . . ][yk, yk−1] =
2[y1, z1, z2, . . . ][yk, yk−1] − 2[y1, z2, z1 . . . ][yk, yk−1].
Therefore, since char(F) = 3, we have
f = [y1, z1, z2, . . . ][yk, yk−1] − [y1, z2, z1, . . . ][yk, yk−1]
+ 2[y1, z1, z2, . . . ][yk, yk−1] − 2[y1, z2, z1 . . . ][yk, yk−1]
= 3[y1, z1, z2, . . . ][yk, yk−1] − 3[y1, z2, z1 . . . ][yk, yk−1]
= 0.
We finished the proof.
Proposition 3.42. If m is odd, n1 = mk = 1 and char(F) = 3, then {f +
Id ∩ BMN ∶ f ∈ S4} is a basis for the vector space BMN (Id). In particular,
Id ∩BMN = I ∩BMN .
Proof. Since I ⊂ Id, we have, by Proposition 3.41,
BMN (Id) = span{f + Id ∩BMN ∶ f ∈ S4}.
Consider some order > on L such that
zi+112 > z
i
12 > y
i+1
12 > y
i
12
for all i ≥ 1. Let Zl and Yl be the sgeneric matrices, where l ≥ 1. By Lemma
3.34 we have
[Zi1 , Z1, . . . , Yk] = (−1)nzi112(e12 + e23) − 2(−1)nzi112yk12e13,
[Yj1 , Z1, . . . , Yjm] = (−1)nyj112(e12 + e23) − 2(−1)nyj112yjm12 e13,
Zi[Zi1 , Z1, . . . , Yk] = (−1)n+1zi112e12 + (−1)n+1zi112(−2yk12 + zi12)e13,
Z1[Zi1 , Z2, . . . , Yk] = (−1)n(z212 − zi112)e12 − 2(−1)n(z212 − zi112)yk12e13,
Zi[Yj1 , Z1, . . . , Yk] = (−1)n+1yj112e12 + (−1)n+1yj112(−2yk12 + zi12)e13,
Zi[Yk, Z1, . . . , Yk−1] = (−1)n+1yk12e12 + (−1)n+1yk12(−2yk−112 + zi12)e13,
Z1[Yj1 , Z2, . . . , Yk] = (−1)n(z212 − yj112)e12 − 2(−1)n(z212 − yj112)yk12e13,
[Yj1 , Z2, . . . , Yjm−1][Yp1 , Z1] = (−1)n(z212 − yj112)yp112e13.
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Let f (i1), g(j1), f (i,i1), g(i,j1), h(j1,p1) be S4-standard polynomials, and sup-
pose
∑αi1f
(i1) +∑βj1g
(j1) +∑αi,i1f
(i,i1) +∑βi,j1g
(i,j1) +∑γj1,p1h
(j1,p1) ∈ Id,
where αi1 , βj1 , αi,i1 , βi,j1 , γj1,p1 ∈ F. Now we use the same arguments as in the
previous propositions. In short, by the following table
Entry Information Monomial Its coefficient
(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(f (i1)
23
) ±αi1(2,3) f (i,i1)
23
= g
(i,j1)
23
= h
(j1,p1)
23
= 0 m(g(j1)
23
) ±βj1(1,3) i > 1 m(f (i,i1)
13
) ±αi,i1(1,2) i = 1 m(f (1,i1)
12
) ±α1,i1(1,3) i > 2 m(g(i,j1)
13
) ±βi,j1(1,3) j1 < k w ±γj1,p1(1,2) i = 2 m(g(2,k)
12
) ±β2,k
where
m(f (i1)
23
) = zi1
12
, m(g(j1)
23
) = yj1
12
,
m(f (i,i1)
13
) = zi1
12
zi12, m(f (1,i1)12 ) = zi112,
m(g(i,j1)
13
) = yj1
12
zi
12
, w = yj1
12
y
p1
12
,
m(g(2,k)
12
) = yk
12
,
we have αi1 = 0, βj1 = 0, αi,i1 = 0 for i > 1, α1,i1 = 0, βi,j1 = 0 for i > 2 , γj1,p1 = 0
for j1 < k and β2,k = 0, respectively.
Thus, now we have
k−1
∑
j1=1
β2,j1g
(2,j1) +
k−1
∑
j1=1
β1,j1g
(1,j1) +
k−1
∑
p1=1
γk,p1h
(k,p1) ∈ Id.
By the monomial yj1
12
in the (1,2)-entry, we have
β1,j1 + β2,j1 = 0
for all j1 = 1, . . . , k − 1, and by the monomial yl12y
k
12
in the (1,3)-entry we have
−2β1,l − 2β2,l + γk,l = 0
for all l = 1, . . . , k − 1. Therefore, γk,l = 0 for all l = 1, . . . , k − 1.
For the remaining coefficients, by the following table
Entry Information Monomial Its coefficient
(1,3) m(g(2,j1)
13
) ±β2,j1(1,3) u ±2β1,j1
25
where
m(g(2,j1)
13
) = yj1
12
z2
12
u = yj1
12
yk
12
,
we have β2,j1 = 0 and β1,j1 = 0, respectively.
3.6 Conclusion
Since F is an infinite field and BMN ∩ Id = BMN ∩ I for all M,N , we have
the first main result of this paper.
Theorem 3.43. Let F be an infinite field with char(F) > 2. If ∗ is an involution
of the first kind on UT3(F) then Id(UT3(F),∗) is the T(∗)-ideal generated by
the polynomials of Proposition 3.2.
Note that this theorem is also true when char(F) = 0. See [12, Theorem 6.6].
4 ∗-Central Polynomials for UTn(F)
Let F be a field (finite or infinite) of characteristic ≠ 2. In this section we
study the ∗-central polynomials for UTn(F), where n ≥ 3 .
Consider the involutions ∗ and s in Section 2. If ○ is an involution on UTn(F)
then ○ is equivalent either to ∗ or to s, see Section 2. Thus
C(UTn(F), ○) = C(UTn(F),∗) or C(UTn(F), ○) = C(UTn(F), s). (14)
Theorem 4.1. If ○ is an involution on UTn(F) and n ≥ 3 then
C(UTn(F), ○) = Id(UTn(F), ○) + F.
Proof. By (14) we can suppose ○ = ∗ or ○ = s. In this case we have that e○
11
= enn.
In particular, A = e11+enn and B = e11−enn are symmetric and skew-symmetric
elements respectively.
Since
C(UTn(F), ○) ⊇ Id(UTn(F), ○) + F
we shall prove the inclusion ⊆. Let g(y1, . . . , yk, z1, . . . , zs) ∈ C(UTn(F), ○).
Write
g(y1, . . . , yk, z1, . . . , zs) = f(y1, . . . , yk, z1, . . . , zs) + λ
where f(0, . . . ,0,0, . . . ,0) = 0 (f without constant term) and λ ∈ F.
Claim 1: f(y1, . . . , yk, z1, . . . , zs) is a polynomial identity for F.
In fact, let a1, . . . , ak, b1, . . . , bs ∈ F. Write
f(a1A, . . . , akA, b1B, . . . , bsB) =∑αijeij .
Since α11 = f(a1, . . . , ak, b1, . . . , bs), α22 = 0 and f(y1, . . . , yk, z1, . . . , zs) ∈
C(UTn(F), ○) it follows that α11 = α22 = 0 as desired.
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Claim 2: f(y1, . . . , yk, z1, . . . , zs) ∈ Id(UTn(F), ○).
Let A1, . . . ,Ak ∈ UTn(F)+ and B1, . . . ,Bs ∈ UTn(F)− where
Al =∑alijeij and Bl =∑ b
l
ijeij .
Write
f(A1, . . . ,Ak,B1, . . . ,Bs) =∑αijeij .
Since f(y1, . . . , yk, z1, . . . , zs) ∈ C(UTn(F), ○) it follows that
f(A1, . . . ,Ak,B1, . . . ,Bs) = n∑
i=1
αeii,
where α = α11 = . . . = αnn. Since α11 = f(a111, . . . , ak11, b111, . . . , bs11), by Claim 1
we have α = 0 as desired.
By Claim 2 we have g(y1, . . . , yk, z1, . . . , zs) ∈ Id(UTn(F), ○) + F.
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