Complexity results related to monophonic convexity  by Dourado, Mitre C. et al.
Discrete Applied Mathematics 158 (2010) 1268–1274
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Complexity results related to monophonic convexity
Mitre C. Dourado a, Fábio Protti b,∗, Jayme L. Szwarcfiter c
a IM and NCE, Universidade Federal do Rio de Janeiro, Brazil
b IC, Universidade Federal Fluminense, Brazil
c IM, NCE, and COPPE, Universidade Federal do Rio de Janeiro, Brazil
a r t i c l e i n f o
Article history:
Received 30 April 2008
Received in revised form 4 July 2009
Accepted 24 November 2009
Available online 17 December 2009
Keywords:
m-convex set
m-convexity number
m-hull number
Monophonic convexity
Monophonic number
a b s t r a c t
The study of monophonic convexity is based on the family of induced paths of a graph. The
closure of a subset X of vertices, in this case, contains every vertex v such that v belongs to
some induced path linking two vertices of X . Such a closure is called monophonic closure.
Likewise, the convex hull of a subset is called monophonic convex hull. In this work we
deal with the computational complexity of determining important convexity parameters,
considered in the context of monophonic convexity. Given a graph G, we focus on three
parameters: the size of a maximum proper convex subset of G (m-convexity number); the
size of a minimum subset whose closure is equal to V (G) (monophonic number); and the
size of a minimum subset whose convex hull is equal to V (G) (m-hull number). We prove
that the decision problems corresponding to the m-convexity and monophonic numbers
are NP-complete, and we describe a polynomial time algorithm for computing the m-hull
number of an arbitrary graph.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V (G), E(G)) be a graph,n = |V (G)|, m = |E(G)|, and u, v ∈ V (G). A path from u to v is induced when there is
no edge joining non-consecutive vertices in the path. Denote by N(v) the set of neighbors of v ∈ V (G) and the degree of v
by d(v) = |N(v)|. For S ⊆ V (G), write N(S) = ∪v∈S N(v). A set of vertices S ⊆ V (G) is a complete set (or clique) if S induces
a complete subgraph of G. A vertex v is simplicial if N(v) is a complete set. Given a subset of vertices X  V (G), denote by
G − X the graph obtained by removing the vertices of X from G, and by G[X] the subgraph of G induced by X . A connected
component of a graph is a maximal connected subgraph thereof. For other basic definitions, see [2].
In this paper, we study the convexity defined by the induced paths of a graph, that is, the monophonic convexity. Such
a concept was introduced in [18]. The monophonic interval J[u, v] between two vertices u and v is the set of vertices of all
induced paths linking u and v. For a set X , themonophonic closure J[X] of X is the union of the intervals J[u, v] over all pairs
of vertices u and v of S. In addition, if X = J[X] then X is said to be monophonically convex or simply m-convex. Clearly, if
X = {v} or X = V (G) then X is m-convex. Them-convexity number of G, denoted by cm(G), is the cardinality of a maximum
proper m-convex subset of V (G).
The smallest m-convex set containing X is denoted by Jh[X] and called monophonic convex hull or simply m-convex hull
of X . Note that X ⊆ J[X] ⊆ Jh[X] ⊆ V (G). A subset X ⊆ V (G) is called a monophonic set if J[X] = V (G), and an m-
hull set if Jh[X] = V (G). The monophonic number of G, denoted by m(G), is the cardinality of a minimum monophonic
set of G, and the m-hull number of G, denoted by hm(G), is the cardinality of a minimum m-hull set of G. It is clear that
hm(G) ≤ min{m(G), cm(G) + 1}, for any graph G. Observe also that every monophonic set or m-hull set of a graph G must
contain all of its simplicial vertices. This implies that every graph containing a simplicial vertex satisfies cm(G) = n− 1.
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Besides themonophonic convexity, other types of path convexities have been studied, such as the geodetic convexity [13]
and the triangle-path convexity [4]. We refer the readers to [5,11,19,21].
Although there are many interesting theoretical results on monophonic convexity [3,10,12,17], few results on its
algorithmic aspects are known. For a chordal graph, it is known thatm(G) and hm(G) can be computed in polynomial time,
since they are equal to the number of simplicial vertices of the graph [12].
On the other hand, some previousworks have investigated algorithmic aspects of the geodesic convexity. The parameters
cg(G), g(G), and hg(G) are defined by simply replacing ‘‘induced paths’’ by ‘‘shortest paths’’ in the definitions of the
corresponding concepts cm(G), m(G), and hm(G). The decision problems of the parameters cg(G), g(G) and hg(G) are NP-
complete for general graphs [1,6,15], while a polynomial-time algorithm is known for computing hg(G) for unit interval
graphs [6], and for finding the three parameters for cographs [6,9]. We note that cm(G), m(G) and hm(G) can also be
computed in polynomial time for cographs, because for distance-hereditary graphs geodesic and monophonic convexities
are equivalent, and cographs form a subclass of distance-hereditary graphs.
We also remark that, for a graph G and a set X ⊆ V (G), computing the geodesic interval and the geodesic convex hull
of X (the corresponding concepts to monophonic interval and m-convex hull in geodetic convexity) can be done in O(mn)
time [6].
Thiswork is organized as follows. In Section 2,we present a characterization form-convex sets that leads to a polynomial-
time algorithm, for the corresponding recognition problem. In addition, we prove that deciding cm(G) ≥ k is NP-complete.
In Section 3, we show that, for a graph G, deciding whether X ⊆ V (G) is a monophonic set or whether m(G) ≤ k are both
NP-complete problems. The latter problem remains NP-complete even for fixed k. In Section 4, we show a polynomial-time
algorithm for computing the m-convex hull of a subset; as a corollary, testing whether a subset of vertices is an m-hull set
can be done in polynomial time. In Section 5, we present an algorithm for computing hm(G) and finding a corresponding
m-hull set of an arbitrary graph. In fact, we give a simple formula for it. The complexity of the algorithm is O(n3m).
2. m-convex sets
It is clear that a complete set is m-convex. We start this section by presenting a characterization for m-convex sets.
Theorem 2.1. Let G be a graph. A subset X ⊆ V (G) is m-convex if and only if for every pair of non-adjacent vertices u, v ∈ X
and every connected component C of G− X it holds either V (C) ∩ N(u) = ∅ or V (C) ∩ N(v) = ∅.
Proof. Assume that X is m-convex. The existence of a pair of non-adjacent vertices u, v ∈ X and a connected component C
of G − X containing a pair u′, v′ such that u′ ∈ V (C) ∩ N(u) and v′ ∈ V (C) ∩ N(v) implies the existence of a sequence of
verticesw0 = u, w1 = u′, w2, . . . , wk−1, wk = v′, wk+1 = v, with k ≥ 1, such that: (i)wi 6∈ X , 1 ≤ i ≤ k; (ii) either u′ = v′
or (wi, wi+1) ∈ E(G− X), 1 ≤ i ≤ k. Hence, there exists an induced path linking u and v and containing at least one vertex
outside X , a contradiction.
Assume now that X is not m-convex. Let w0 = u, w1, . . . , wk, wk+1 = v be an induced path linking a pair of vertices
u, v ∈ X such that k ≥ 1 and wi 6∈ X for some i ∈ {1, . . . , k}. Let j be an index such that wj−1 ∈ X and wj, wj+1, . . . , wi ∈
V (G) \ X . (Such an index j exists, since u ∈ X). Analogously, let ` be an index such that wi, wi+1, . . . , w` ∈ V (G) \ X and
w`+1 ∈ X . This implies thatwj−1, w`+1 is a pair of non-adjacent vertices in X and there is a connected component C of G−X
such that V (C) ∩ N(wj−1) 6= ∅ and V (C) ∩ N(w`+1) 6= ∅. 
The previous theorem implies the following result:
Corollary 2.2. Let G be a graph. Deciding whether a subset X ⊆ V (G) is m-convex can be done in O(nm) time.
Proof. We describe an algorithm for deciding whether X ⊆ V (G) is m-convex, whose complexity is O(mn). Computing
the connected components of G − X can be done in O(n + m) time. In the worst case we have O(n) such components, say
C1, . . . , Ck. Define the sets C ′1, . . . , C
′
k initially empty. Next, for every edge (u, w) ∈ E(G) such that u ∈ X andw 6∈ X , include
u in the set C ′i if w ∈ Ci. That is, C ′i is the subset of X formed by the vertices which contain at least one neighbor in Ci. If C ′i
contains two non-adjacent vertices, stop, as X is not an m-convex set. If this process finishes and every C ′j , 1 ≤ j ≤ k, is a
complete set then report that X is m-convex. 
To conclude this section, we prove that deciding whether cm(G) ≥ k is NP-complete for a given k. The problem for a fixed
k is treated in Lemma 4.3.
Theorem 2.3. Let G be a graph and k a positive integer such that k < |V (G)|. Deciding whether cm(G) ≥ k is NP-complete.
Proof. The problem is in NP because testing whether a subset X ⊆ V (G)with |V (G)| > |X | ≥ k is m-convex can be done in
polynomial time (see Corollary 2.2).
The hardness proof is a reduction from the clique problem [20]: given a graphH and a positive integer `, decide whether
H contains a clique (complete subset) of size at least `. We may assume that ` < |V (H)| − 1. From the graph H , construct
G as follows. Define V (G) = V (H) ∪ {u, v}, where u and v are new vertices, and E(G) = E(H) ∪ {(u, x), (v, x) | x ∈ V (H)}.
Also, set k = `+ 1.
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If X ⊆ V (H) is a clique with size at least `, then Y = X ∪ {u} is a complete set of G, and therefore an m-convex subset
with size at least ` + 1. Conversely, let Y be a proper m-convex subset of G with size at least ` + 1. Observe that Y cannot
contain both u and v, for otherwise Y = V (G). This implies that Y cannot contain two non-adjacent verticesw1 andw2, for
otherwise u and v would necessarily belong to Y . Hence, Y \ {u, v} is a clique of size at least ` in H . 
3. Monophonic sets
The theorem below is important for our purposes:
Theorem 3.1 ([16], Theorem 10). Let u, v, w be three distinct vertices in a graph G. Deciding whether there is an induced path
from u to v passing throughw is NP-complete.
The next result is a consequence of Theorem 3.1:
Corollary 3.2. Let u, v, w be three distinct vertices in a graph G. Deciding whether w ∈ J[u, v] is NP-complete.
From the above corollary, the existence of a polynomial-time algorithm for computing the monophonic closure of a set
X would imply that P = NP, even if the size of X is bounded by a constant.
Theorem 3.3. Let G be a graph and k a fixed integer. Deciding whether a subset X ⊆ V (G), |X | ≤ k, is a monophonic set of G is
NP-complete.
Proof. A certificate that this problem belongs to NP is a set of at most |V (G)| − |X | induced paths, each one beginning and
finishing in distinct vertices of X , such that every vertex of V (G) \ X appears in at least one of these paths.
We describe a reduction from the decision problemgiven in Corollary 3.2. LetH be a graph and let u, v, w be three distinct
vertices of H . Define G by adding to H two new vertices a, b which are adjacent to all the vertices in V (H) \ {w}, and set
X = {u, v, a, b}.
We have to show that w ∈ J[u, v] in H if and only if X is a monophonic set of G. Note that J[a, b] = V (G) \ {w},
J[v1, v2] = {v1, v2}, for v1 ∈ {u, v} and v2 ∈ {a, b}. Therefore, the simple observation that every induced path of H is also
an induced path of G, and every induced path of G[V (H)] is also an induced path of H , because H is an induced subgraph of
G, concludes the proof. 
The last result of this section is the NP-hardness of decidingm(G) ≤ k.
Theorem 3.4. Let G be a graph and k a positive integer. Deciding whether m(G) ≤ k is NP-complete.
Proof. A set X with at most k vertices together with a set of at most |V (G)| − |X | induced paths, each one beginning and
ending at distinct vertices of X , such that every vertex of V (G) \ X appears in at least one of these paths, is a certificate that
this problem belongs to NP.
We now show a reduction from the problem of deciding whether a given subset X is a monophonic set of a graph H (see
Theorem 3.3). Let X = {v1, . . . , vt}, t ≥ 2, be a subset of vertices of a graph H . Construct the graph G as follows. Define
V (G) = V (H)∪ X ′, where X ′ = {v′1, . . . , v′t} is a set of t new vertices, and E(G) = E(H)∪ {(vi, v′i) | vi ∈ X, v′i ∈ X ′}. Define
k = t . We prove that X is a monophonic set of H if and only ifm(G) ≤ k.
First, suppose that X is a monophonic set of H . We show that X ′ is a monophonic set of G. Let v ∈ V (G) \ X ′. We need to
prove that v is in an induced path in G between two distinct vertices of X ′. There are two cases to be considered:
Case 1. v 6∈ X . In this case, since X is a monophonic set of H , there is an induced path vi . . . v . . . vj in H , where vi and vj
are distinct vertices of X . Therefore v is in the induced path v′ivi . . . v . . . vjv
′
j in G.
Case 2. v ∈ X . In this case, v = vi for some i, and, since G is connected, there is an induced path in G between vi and
vj ∈ X , vi 6= vj. This implies the existence of an induced path v′ivi . . . vjv′j in G, where v′i and v′j are distinct vertices of X ′.
Conversely, since X ′ contains only simplicial vertices, if G has a monophonic set S with at most k vertices, then S = X ′.
Then, suppose that X ′ is a monophonic set of G, and let v ∈ V (H)\X . We need to prove that v is in an induced path between
two distinct vertices of X . Such a path can be obtained by considering any induced path v′ivi . . . v . . . vjv
′
j in G, where v
′
i and
v′j are distinct vertices of X ′. But then v is in the induced path vi . . . v . . . vj inH , where vi and vj are distinct vertices in X . 
4. m-hull sets
Although computing the monophonic closure is hard, as we have seen in the previous section, computing the m-convex
hull of a given subset is polynomial-time solvable, as described below.
Theorem 4.1. Let G be a graph and X ⊆ V (G). Computing the m-convex hull of X can be done in (n2m).
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Proof. We describe a polynomial-time algorithm for computing Jh[X], given X ⊆ V (G). Using the algorithm of Corollary 2.2,
we verify if X is m-convex in O(nm) time. In the affirmative case, Jh[X] = X . Otherwise, the test returns a component Ci and
two vertices u, v ∈ X such that V (Ci)∩N(u) 6= ∅ and V (Ci)∩N(v) 6= ∅. Since a shortest path is an induced path, a shortest
path in the induced subgraph G[Ci ∪ {u, v}] is an induced path from u to v in G. Such induced subgraph and path P can be
found in O(n+m) time. Redefine X as X ∪V (P) and repeat the above procedure. At most O(n)m-convexity tests are needed
to complete the computation of Jh[X]. Hence the overall complexity of this algorithm is O(n2m). 
Corollary 4.2. Let X be a subset of vertices of a graph G. Deciding whether X is an m-hull set can be done in O(n2m) time.
We can relate the computation of the m-convex hull to the parameter cm(G).
Lemma 4.3. Let G be a graph and k ≥ 1 an integer. Then cm(G) ≥ k if and only if the m-convex hull of some S ⊆ V (G), with k
vertices, is not V (G).
The above lemma has been proved in [8,9], for geodesic convexity. The proof for themonophonic case is similar. It implies
that, for a fixed k, deciding whether cm(G) ≥ k can be done in polynomial time.
5. Computing the m-hull number
The main result of this section is a characterization of minimum m-hull sets of a general graph which leads to a
polynomial-time algorithm.
Let G be a graph. A set C ⊆ V (G) is a clique separator of G if C is a complete set and G− C is disconnected; in addition, if
there is no clique separator C ′ of G properly contained in C then C is a minimal clique separator of G. If G contains no clique
separator then G is an atom. The next result shows that if a non-complete graph G is an atom then hm(G) = 2.
Theorem 5.1. If G is an atom that is not a complete graph, then every pair of non-adjacent vertices is an m-hull set of G.
Proof. Let x, x′ ∈ V (G) be two non-adjacent vertices and S = Jh[{x, x′}]. Suppose that S ′ = V (G)\ S is not empty. Consider a
maximal subset C ⊆ S satisfying the following properties: (i) C is a complete set; (ii) there exists a connected subgraph
G′ of G[S ′] such that every y ∈ C has a neighbor z ∈ V (G′). It is clear that C 6= ∅. Since G does not contain clique
separators, the graph H = G− C is connected. Then H contains an induced path z1z2 . . . zk−1zk, k ≥ 2, such that z1 ∈ V (G′),
{z2, . . . , zk−1} ⊆ S ′ and zk ∈ S. The vertex zk exists because S is not a complete set. Since C is maximal, there exists y ∈ C
which is not adjacent to zk (otherwise, C ∪ {zk} and G[V (G′)∪ {z2, . . . , zk−1}] satisfy conditions (i) and (ii), respectively). Let
z ∈ V (G′) be a neighbor of y. Since there exists a path in G′ linking z and z1, we conclude that there exists some induced
path linking y and zk whose internal vertices lie outside S, a contradiction. 
The characterization proposed below decomposes the graph into atoms using a special kind of clique separator. A clique
decomposition tree T of a connected graph G, or simply clique decomposition T of G, is recursively defined as a rooted tree
such that:
(i) if G is an atom then T consists of a single node G;
(ii) if G has a clique separator C then C is the root of T , and the vertex set of each connected component of G− C , together
with C , induces a connected subgraph Gi of G such that the clique decomposition tree Ti of Gi is a child subtree of C .
We use the following notation. The family of all subtrees of T is {Ti}i∈I . If the root of Ti is an internal node of T , then Ci
denotes its root and Gi the subgraph of G associated with Ti (Ci is a clique separator of the non-atom Gi). Otherwise, if Ti
corresponds to a leaf of T , then Fi denotes the atom subgraph of G associated with Ti (no clique separator Ci exists in this
case). Observe that internal nodes of T are subsets of vertices of G (cliques), and leaves are induced subgraphs of G (atoms).
Denote by T the family of cliques Ci such that Ci is an internal node of T ; and by V (T ) the union of the cliques of T .
Note that the family of cliques associated with any subtree Ti of T is a subfamily of T ; however, not every subfamily of T is
associated with a subtree of T .
Let T be a clique decomposition tree of a graph G. Every leaf Fi of T is classified as one of the following four types:
• type 0, if V (Fi) ∩ V (T ) is not a complete set;• type 1, if V (Fi) ∩ V (T ) is a complete set and there is a vertex u ∈ V (Fi) not adjacent to some vertex of V (Fi) ∩ V (T );• type 2, if V (Fi) ∩ V (T ) is a complete set, Fi is not a complete graph, and every vertex of V (Fi) ∩ V (T ) is universal in Fi;• type 3, if Fi is a complete graph.
Example 5.2. Consider the graph G in Fig. 1. Let T be the tree with root C1 = {y} such that C2 = {x} and F3 = G[{h, y}] are
the children of C1, and F4 = G[{d, e, f , g, x}], F5 = G[{a, b, c, x}] and F6 = G[{u, v, x, y}] are the children of C2. Then T is a
clique decomposition tree of G, where T = {C1, C2} and V (T ) = {x, y}. The leaves of T are F3, F4, F5, F6, whose types are,
respectively, 3, 2, 1, 0.
Lemma 5.3. Every non-trivial clique decomposition tree T contains at least two leaves Fi and Fj of types 1, 2, or 3. Furthermore,
V (Fi) \ V (T ) 6= ∅ and V (Fj) \ V (T ) 6= ∅.
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Fig. 1. Graph for Example 5.2.
Proof. Let n, f be the number of vertices and leaves of T , respectively. First, note that in any treewhere every internal vertex
has at least two children, the number of leaves is greater than the number of internal vertices. Then n < 2f .
Now, suppose that at least f − 1 leaves of T are of type 0. If di is the maximum number of non-comparable cliques of T
contained in Fi, it follows that t = ∑Fi∈T di ≥ 2f − 1, because every leaf of type 0 contains at least two non-comparable
cliques of T . Since each internal vertex of T contributes to t with at most the number of its children, and in a rooted tree
there are n− 1 children overall, it follows that n− 1 ≥ t ≥ 2f − 1. This is a contradiction.
To complete the proof, consider two leaves Fi, Fj such that each one contains exactly one clique of T . The clique Ck
contained in Fi is the parent of Fi in T . Since Ck is a clique separator of Gk, V (Fi) \ V (T ) 6= ∅. The same holds for Fj. 
Lemma 5.4. Let G be a graph, C a clique separator of G and V ′ the union of the vertex sets of some connected components of
G− C. Then V ′ ∪ C is an m-convex set of G.
Proof. Suppose the contrary. Then V ′ ∪ C contains two vertices u, v in different components of G − C such that P = uv1
. . . vkv, for k ≥ 1, is an induced path containing a vertex vj, 1 ≤ j ≤ k, lying outside V ′∪C . Let p (resp., let r) be theminimum
(resp. maximum) index such that vp ∈ C (resp. vr ∈ C). Then 1 ≤ p < j < r ≤ k and, since C is a clique separator of G,
(vp, vr) ∈ E(G). This is a contradiction. 
Lemma 5.5. Let T be a clique decomposition tree of a graph G and Fi a leaf of T . If Fi is of type t, t ∈ {1, 2}, then every m-hull
set of G contains at least t vertices of V (Fi) \ V (T ).
Proof. Let C = V (Fi)\V (T ), S = V (Fi)\C , and S = V (G)\S. By Lemma 5.3, C is a clique separator of G. Then, by Lemma 5.4,
S is an m-convex set. This implies that every m-convex hull of G contains at least one vertex of S. If t = 2, observe that, for
every u ∈ S, S ∪ {u} is also an m-convex set of G. This completes the proof. 
A clique decomposition tree T of a graph G is a minimal (clique) decomposition tree of G if every clique separator Ci of T
is a minimal clique separator of Gi. The clique decomposition tree in Example 5.2 is minimal.
Lemma 5.6. A vertex v is simplicial in G if and only if it belongs to a leaf of type 3 in any minimal clique decomposition T of G
and v 6∈ V (T ).
Proof. Let v be a simplicial vertex of G, and T aminimal clique decomposition of G. Since a simplicial vertex does not belong
to any minimal clique separator of any induced subgraph of G, v 6∈ V (T ). This implies that v belongs to exactly one leaf Fi
of T . Suppose by contradiction that Fi is not of type 3, that is, Fi is not a complete graph. Then there exists a vertex u not
adjacent to v. Then N(v) is a clique separator of Fi, contradicting the assumption that Fi is an atom.
Conversely, let v be a vertex of a leaf Fi of type 3, of someminimal clique decomposition T , such that v 6∈ V (T ). It is clear
that N(v) ⊆ V (Fi); since Fi is a complete graph, v is a simplicial vertex of G. 
Theorem 5.7. A set S is a minimum m-hull set of a graph G if and only if for every leaf Fi of a minimal decomposition tree T of
G, S satisfies the following conditions:
(i) if Fi is of type 0 then S ∩ V (Fi) = ∅;
(ii) if Fi is of type 1 then S ∩ (V (Fi) \ V (T )) = {u} for a vertex u not adjacent to some vertex of V (Fi) ∩ V (T );
(iii) if Fi is of type 2 then S ∩ (V (Fi) \ V (T )) = {u, v} for some pair u, v of non-adjacent vertices;
(iv) if Fi is of type 3 then V (Fi) \ V (T ) ⊆ S.
Proof. We first prove the following claim:
Claim: If S is a subset of vertices of G such that, for every leaf Fi of a decomposition tree T of G, S satisfies conditions (i)–(iv),
then S is an m-hull set of G.
Proof: By induction on the height h of T . If h = 1 then G is an atom of type 2 or 3, because V (T ) = ∅. In the former case,
since S satisfies condition (iii), it is an m-hull set of G by Theorem 5.1; in the latter case, since S satisfies condition (iv), it is
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an m-hull set of G by the fact that V (T ) = ∅ implies V (G) = S. Suppose now that h > 1 and the claim holds for any clique
decomposition tree with height less than h. Let C1 be the root of T and let {Ti}i∈I ′ , I ′ ⊆ I , the family of children subtrees of
C1. Each Ti, i ∈ I ′, is a clique decomposition tree of Gi. Denote by Ti, i ∈ I ′, the family of cliques that are internal nodes of Ti.
For every i ∈ I ′, let us define Si ⊆ V (Gi) such that, for any leaf Fj of Ti, Si satisfies conditions (i)–(iv) (replacing S by Si), as
follows.
If C1 is contained in a clique separator of Ti, set Si = S ∩ V (Gi). Otherwise, initialize Si = ∅, and for every leaf Fj of Ti do
as follows. First, consider that Fj is of the same type t both in T and Ti. If t = 3, add to Si all vertices of V (Fj) \ V (Ti); we
observe that, in this case, since V (T ) \ V (Ti) ⊆ C1, every vertex of Fj belonging to Si \ S is contained in C1. If t = 2, add to Si
the vertices of S ∩ V (Gi). If t = 1, there are two possibilities: if u ∈ S ∩ V (Gi) is not adjacent to some vertex of V (Ti), add u
to Si; otherwise, add to Si a vertexw ∈ V (Fj) \ V (Ti)which is not adjacent to some vertex of V (Ti). We remark thatw 6∈ C1.
Now, consider the case where the type of Fj in T is different from its type in Ti. A case analysis shows that the possibilities
are: the type of Fj is 2 in Ti, and 1 in T ; and the type of Fj is 1 in Ti, and 0 in T . In the former case, {u} = V (Fj)∩ S. This implies
that some vertex w, non-adjacent to u, belongs to V (T ) and does not belong to V (Ti); therefore, add u and w to Si. In the
latter case, add some vertexw of V (Fj) \ V (Ti) such thatw is not adjacent to some vertex of V (Fj)∩ V (Ti). Note that, in both
cases,w ∈ C1.
By the induction hypothesis, Si is an m-hull set of Gi. Hence S ′ = ⋃i∈I ′ Si is an m-hull set of G. We now prove that
S ′ ⊆ Jh[S].
Let v ∈ S ′ \ S. If v ∈ C1, consider a subtree Ti of T , for some i ∈ I ′. If the height of Ti is one or C1 is contained in a clique
separator of Ti, it is clear that Si ∩ S is not empty. Otherwise, by Lemma 5.3, Ti has two leaves Fj and Fk of types 1, 2, or 3,
such that V (Fj) ∩ Si 6= ∅ and V (Fk) ∩ Si 6= ∅. Since C1 is contained in only one leaf of Ti, for at least one leaf F` of Ti we have
V (F`)∩ V (Ti) 6= V (F`)∩ V (T ). Then either V (Fj)∩ V (Ti) = V (Fj)∩ V (T ) or V (Fk)∩ V (Ti) = V (Fk)∩ V (T ). Hence Si ∩ S is
not empty in this case either.
Let w1i ∈ Si ∩ S. Since Gi − C1 is connected, there exists a path w1i . . . wti in Gi − C1, t ≥ 1, where wti ∈ N(v). Vertex wti
exists because C1 is a minimal clique separator of G. Without loss of generality, we can assume thatw1i . . . w
t
i v is a shortest
path from w1i to v. Analogously, in Gj − C1, j ∈ I ′ \ {i}, there exists a shortest path w1j . . . wrj v, r ≥ 1, where w1j ∈ Sj ∩ S.
Since the pathw1i . . . w
t
i v w
r
j . . . w
1
j is a chordless path in G, it holds that v ∈ Jh[S].
Now suppose that v 6∈ C1. This means, by the definition of the subsets Si, i ∈ I ′, that v belongs to some leaf Fj of a subtree
Ti, i ∈ I ′, such that Fj has Type 1 in T and Ti. Furthermore, C1 ⊆ V (Fj). Thus, there exists a vertex w ∈ V (Fj) ∩ S such that
v 6= w. It is clear that w is not adjacent to some vertex u ∈ C1. By Theorem 5.1, v ∈ Jh[{u, w}], and since C1 ⊆ Jh[S], it
follows that v ∈ Jh[S]. This completes the proof of the claim.
We now prove the theorem. Let S be a minimum m-hull set of a graph G, and let T be a minimal decomposition tree
T of G. For every leaf Fi of T , let Si = S ∩ (V (Fi) \ V (T )). By Lemma 5.5, |Si| ≥ t if Fi is a leaf of type t ∈ {1, 2}; and, by
Lemma 5.6, |Si| = |V (Fi) \ V (T )| if Fi is a leaf of type 3. By the claim, any subset S ′ of G satisfying (i)–(iv) is an m-hull set of
G. In addition, such an S ′ clearly exists. Since S is minimum, we conclude that |Si| = t for every leaf Fi of type t ∈ {0, 1, 2}.
For a leaf Fi of type 1, write Si = {ui}. It is easy to see that if ui is adjacent to all vertices in V (Fi) ∩ V (T ) then Jh[S] cannot
contain V (Fi) \ V (T ). Now, for a leaf Fi of type 2, write Si = {vi, wi}. By the same reason, we can easily see that vi, wi are
not adjacent. This implies that S satisfies conditions (i)–(iv).
Conversely, let S be a subset of vertices of G such that, for any leaf Fi of a decomposition tree T of G, S satisfies conditions
(i)–(iv). By the claim, S is an m-hull set of G. Moreover, by Lemma 5.5, S must contain at least t vertices of every leaf Fi of T
of type t ∈ {1, 2}; and, by Lemma 5.6, S must contain all the vertices in V (Fi) \ V (T ), for every leaf Fi of T of type 3. Hence,
S is minimum, and this completes the proof. 
A consequence of this theorem is a direct formula for hm(G):
Corollary 5.8. Let T a minimal decomposition tree of a graph G. Denote by s the number of simplicial vertices of G, and by ft the
number of leaves of T of type t, t ∈ {1, 2}. Then hm(G) = s+ f1 + 2f2.
In Example 5.2, hm(G) = 4, and a minimumm-hull set of G is S = {b, d, g, h}.
Now we describe a polynomial-time algorithm for finding a minimumm-hull set of a general graph G. One can obtain a
general decomposition tree in the following way: if G is not an atom, find a clique separator C of G and repeat this process
to every induced subgraph of the form G[V (H) ∪ C], where H is a connected component of G − C . Since a clique separator
can be obtained in O(nm) steps [23] and the number of atoms is O(n2) [14], this algorithm terminates in O(n3m) steps [22].
We can transform a clique separator into a minimal one in O(m) steps. Consequently, a minimal decomposition tree can
be obtained in O(n3m) steps. To determine the type of each atom, we need no more than O(m) steps. Thus, one can find a
minimumm-hull set of a general graph in O(n3m) steps.
Another consequence of Theorem 5.7 is that all minimum m-hull sets of a general graph can be generated and counted
efficiently, as follows. Given a graph G, find a minimal decomposition tree T of G. Denote by F1, . . . , Fp, F ′1, . . . , F ′q the leaves
of T of types 1 and 2, respectively; denote by Ai the set of vertices of Fi which can be chosen from Fi to form a minimum
m-hull set; and denote by A′j the set of pairs of vertices which can be chosen from F
′
j to form a minimum m-hull set. Then
the number of minimumm-hull sets of G is |A1| × · · · × |Ap| × |A′1| × · · · × |A′q|, where |Ai| is O(n), |A′j| is O(n2), and p+ q
is O(n2).
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Table 1
Summary of complexity results.
Problem Geodetic convexity Monophonic convexity
Deciding if a set is convex O(nm), [6] O(nm), Section 2
Interval of two vertices O(m), [6] NP-Complete, Section 3
Convex hull O(nm), [6] O(n2m), Section 4
Convexity number NP-Complete, [8,9,15] NP-Complete, Section 2
Geodetic number NP-Complete, [1,7,9]
Monophonic number NP-Complete, Section 3
Hull number NP-Complete, [6] O(n3m), Section 5
Since any minimumm-hull set of G is formed by exactly one element of each of these sets plus the simplicial vertices, an
algorithm to generate all minimumm-hull sets of G is straightforward.
6. Conclusions
In this work we have considered the determination of the computational complexity of some parameters related to the
monophonic convexity of graphs. The Table 1 summarizes some of the results obtained in this paper, comparing them to
the complexities for finding the corresponding parameters in the geodesic convexity. Some important differences can be
observed when comparing these convexities.
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