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Abstract— This paper poses and solves a new problem of 
consensus control where the task is to make the fixed-topology 
multi-agent network, with each agent described by an uncertain 
nonlinear system in chained form, to reach consensus in a fast 
finite time. Our development starts with a set of new sliding mode 
surfaces. It is proven that, on these sliding mode surfaces, 
consensus can be achieved if the communication graph has the 
proposed directed spanning tree. Next, we introduce the multi-
surface sliding mode control to drive the sliding variables to the 
sliding mode surfaces in a fast finite time. The control Lyapunov 
function for fast finite time stability, motivated by the fast 
terminal sliding mode control, is used to prove the reachability of 
the sliding mode surface. A recursive design procedure is 
provided, which guarantees the boundedness of the control input.   
Keywords-Sliding mode control; cooperative control; multi-
agent networks, multi-surface sliding mode control. 
I.  INTRODUCTION  
In recent years, there has been significant research effort 
devoted to the problem of cooperative control design for multi-
agent networks, due to its wide applications in various areas 
such as consensus, rendezvous, formation, and flocking. 
Various control strategies have been proposed, such as virtual 
leader based, graph theory based, and decentralized control 
based [1-4]. 
Variable structure systems are well known for their 
robustness to system uncertainties and external disturbances [5, 
6]. An interesting aspect of variable structure systems is the 
sliding mode control, where a switching surface is defined first, 
and a sliding mode controller is then designed to drive the 
system state variables to the sliding mode surface so that the 
desired convergence property can be obtained, which is not 
affected by any modeling uncertainties and/or disturbances [7, 
8].   
In this paper, we consider a multi-surface sliding mode 
control (MSSC) of multi-agent networks formed by a family of 
high-order uncertain nonlinear systems in chained form: 
        1 2x x= ,    
         2 3x x= , 
                   
#
 
         
( , ) ( , )nx f t u d t= + +x x ,    (1) 
where [ ]1, , T nnx x= ∈ℜx …  is the system state, u ∈ ℜ is the 
control input, ( , )d t ∈ℜx , is the uncertain function with 
( , )d t D≤ < ∞x , (0, )d t  is not always equal to 0 , and 
( , )x ∈ℜf t  , ( , ) 00 =f t  a known bounded nonlinear function. 
To solve the cooperative leader-follower control problem for 
multi-agent networks, we first propose n  sliding variables, 
where it is shown that consensus can be achieved on the sliding 
mode surfaces, which is not affected by the system 
uncertainties and input disturbances. Then, we propose two 
distributed switching control schemes to drive the sliding 
variables to the sliding mode surfaces either as time goes to 
infinity or in a finite time. It is shown that the proposed 
cooperative control strategy is suitable for multi-agent 
networks with both directed and undirected network 
topologies.   
This paper addresses the asymptotic and finite-time leader-
follower consensus control problem of multi-agent network, 
where each individual agent in the network is described by a 
high-order uncertain nonlinear system in chained form. The 
main contributions of this paper are listed as follows: 
i. A cooperative control scheme for multiple uncertain 
nonlinear systems in chained form is first proposed;   
ii. New multiple sliding variables are proposed such that, 
on these multiple sliding surfaces, consensus can be 
guaranteed, as long as the directed or undirected fixed 
communication graph has a directed spanning tree; 
iii. Two types of multiple-surface sliding control laws are 
systematically developed to guarantee both asymptotic 
and finite time consensus of multi-agent network, it is 
shown that the proposed control laws are robust to 
system uncertainties and input disturbances. 
II. BACKGROUND AND PRELIMINARIES 
A. Concept in Graph Theory and Multi-agent Network 
Let { }, ,=G  V E A  denotes a directed graph, where 
{0,1,=V }2, , m…  is the node set, E  represents the edge set, 
and hja⎡ ⎤= ⎣ ⎦A   is the adjacency matrix. Similar to the work in 
                                      
 
[3], if the edge ( , )hj h j= ∈E E , then there exists information 
flow from node j  to node i , and 0hja > , otherwise 0hja = . 
A directed path is a sequence of edges in a directed graph of 
the form 1 2( , )i i , 2 3( , )i i ,… , 1( , )m mi i− . The directed graph, G  is 
said to has a directed spanning tree if and only if G  has at least 
one node with a directed path to all other nodes. 
Let { }0 1, , , mdiag d d d= …D  ( 1) ( 1)m m+ × +∈ ℜ  be a diagonal matrix, 
where 
0
m
h hjj
d a
=
=∑  for  0,1, ,h m= … . Then, the Laplacian 
of graph G  can be defined as: 
                           
( 1) ( 1)m m+ × +
= − ∈ℜL D A .                             (2) 
The connection weight between agent i  and the leader, agent 
0 , is denoted by  
                 
1 2{ , , , }mdiag b b b= …B  (3) 
if agent i is connected to the leader, otherwise, 0ib = . 
Denote { }, ,=G V E A  as the subgraph of G , which is 
formed by m  followers, where  
    
11 12 1
( ) ( )
1 2
n
m m
m m mm
a a a
a a a
×
⎡ ⎤⎢ ⎥
= ∈ℜ⎢ ⎥⎢ ⎥⎣ ⎦
"
# # % #
"
A  . (4) 
Also, let { }1, , mdiag d d= …D  ( ) ( )m m×∈ ℜ  be a diagonal matrix 
with 
1
m
h hjj
d a
=
= ∑  for 1, 2, ,h m= … . Then, it is clear that the 
Laplacian of the graph G  can be defined as: 
                 
( ) ( )m m×
= − ∈ℜL D A .  (5) 
Theorem 1: If graph { }, ,=G  V E A  has a directed spanning 
tree, then ⎡ ⎤+⎣ ⎦L B  is invertible. 
Proof: See  [3].  
In this paper, we consider a network with 1m +  active 
agents, in the sense that their states keep updating based on the 
information exchange. The topology of the information 
exchange among agents is described by a graph { }, ,=G  V E A . 
Each agent in the network is a high order uncertain nonlinear 
system in the form of (1) given by 
 1 2 ,
h hx x=
    
 2 3 ,
h hx x=
 
      
#  
 
( , ) ( , )h h h h h hnx f t u d t= + +x x , (6) 
where 1 , ,
Th h h n
nx x⎡ ⎤= ∈ℜ⎣ ⎦x …  is the system state of agent h , 
and the uncertain function, ( , )h hd tx  is bounded 
by ( , )h hd t D≤ < ∞x , (0, ) 0hd t ≠ , t∀ . 
B. Lyapunov Theory for Fast Finite-time Stability 
For a nonlinear system  
             ( )=x f x ,    with    (0) 0f = ,             (7) 
finite-time stability requires that every solution trajectory of (7) 
reaches the origin in a finite-time [9]. Motivated by the concept 
of fast terminal sliding mode control in [7], we have the 
following theorem presenting sufficient condition for fast 
finite-time stability. 
Theorem 2 [7]: Consider the non-Lipschits continuous 
nonlinear system (7). Suppose there is a Lyapunov function 
( )V x , and real numbers 0α > , 0β > , and 0 1γ< < , such that  
i. ( )V x  is positive for any nonzero x , 
ii. ( ) ( ) ( ) 0V x V x V xγα β+ + ≤ .            (8) 
Then, the origin of system (7) is globally fast finite-time stable, 
and the settling time, depending on the initial state 0(0)x x= , 
is given by 
 
1
0
0
( )1( ) ln .
(1 )
V xT x
γα β
α γ β
−⎛ ⎞+
≤ ⎜ ⎟
− ⎝ ⎠
           (9) 
III. MAIN RESULT 
A. Asymptotic Multi-surface Sliding Control 
Consider a group of uncertain nonlinear systems in (6) and 
suppose n  MSSC variables are defined as: 
       ( ) ( )01 1 1 1 11,mh h j hhj hj j hs a x x b x x= ≠= − + −∑ ,  
       ( ) ( )02 2 2 2 2 21,mh h j h hhj h dj j hs a x x b x x x= ≠= − + − −∑ , 
#
 
       ( ) ( )01,mh h j h hn hj n n h n n ndj j hs a x x b x x x= ≠= − + − −∑ ,  (10) 
for 1, 2, ,i n= … , where hidx  represents the virtual control law 
of agent h . Consider the first sliding variable, 1
hs , if the virtual 
control law 2
h
dx  is designed as 
                            
2 1 1
h h h
dx k s= − ,  (11) 
where 1 2
hk >  is a design parameter. Then, we have 
            
( ) ( )01 2 2 2 21,mh h j hhj hj j hs a x x b x x= ≠= − + −∑     
    2 1 1
h h hs k s= − .   (12) 
If 2 0
hs = , then  
                   
1 1 1
h h hs k s= − , (13) 
which implies 1
hs  converges asymptotically to zero. For 
1, 2, ,i n= … , we have the following theorems: 
Theorem 3: Consider a class of uncertain nonlinear systems 
in form (1). For 1, 2, , 1i n= −… , if the MSSC variables are 
Identify applicable sponsor/s here. (sponsors) 
                                      
 
defined as in (10), and the virtual controller, ( 1)
h
i dx +  are 
designed as   
       
( 1) ( ) ( )
h h h h h
i d i i i ix i i k sϕ σ+ = + − , (14) 
where  
2,hik >    (15) 
( )
( )
1 2 1,
0
1
0 if = 1,
( )( )
( 1) if 2,
mh h h jh
l l hj k kj j hl
h h
h k k l
l
k k a x xk
b x x k l
ϕϕ
ϕ
− − = ≠
−
⎧⎪⎪ ⎡
− −
= ⎨ ⎣⎪ ⎤+ − − − ≥⎪ ⎦⎩
∑
 (16) 
( ) ( )01 1,( ) mh h h j hl l hj k k h k kj j hk k a x x b x xσ − = ≠⎡= − − + −⎣∑  
               1 1( 1) ( 1)
h h
k kk kϕ σ− − ⎤− − − − ⎦ . (17) 
Then,  
                     1 .
h h h h
i i i is s k s+= −                        (18) 
Furthermore,  
                  ( ) ( ).
h h h
nd n nx n nϕ σ= +                    (19) 
Proof: See [10].  
Theorem 4: For the thn sliding variable, hns , if virtual 
controllers are designed in (14) and the final MSSC law, hu  is 
designed as: 
( ) ( )11, 1,m mh h j jhj h hjj j h j j hu f a b a f u−= ≠ = ≠⎡= − + + +⎣∑ ∑  
        ( )0 0 ( ) 2 ( ),h h h hh nd n n nb f u x k sign s Dsign s⎤+ + + − −⎦    (20) 
where 2hnk > .   
i. hns  will reach 0
h
ns =  in a finite time.  
ii. On the thn  MSSC surface, 0
h
ns = , 
h
is  will reach 
0his =  , for 1, 2, , 1i n= −…  asymptotically.    
Proof: Let us first prove part (i). Defining a Lyapunov 
function  
( )21
2
h h
n nV s=            (21) 
and differentiating hnV  with respect to time, we have  
    ( ) ( )( )1, 2mh h h h h hn hj h n n n nj j hV a b D s d s k s= ≠≤ + − + −∑  
         0
1,
m j h h
hj n h nj j h
a d s b d s
= ≠
+ +∑  
    ( )1 21 22 .h hn nk V≤ −                     (22) 
By the terminal sliding mode concept [5, 11], expression (22) is 
sufficient condition for the thn  MSSC variable ns  to converge 
to zero in finite time.  
To prove part (ii), on the thn  MSSC surface, 0
h
ns = . By 
Theorem 3, 1 1 1
h h h
n n ns k s− − −= − , 1h h h hi i i is s k s+= − , for 
1,2, , 2i n= −… . Defining a Lyapunov function 
( )211 1 12
nh h
n ii
V s−
−
=
= ∑             (23) 
and differentiating 1
h
nV −  with respect to time, we get 
( ) ( )2 221 1 1 11nh h h h h h hn i i i i n niV s s k s k s−− + − −== − −∑  
       1
6 .
4
h
nV −< −             (24) 
Expression (24) is the sufficient condition for the MSSC 
variable his , 1, 2, , 1= −…i n  to converge to zero 
asymptotically, according to the Lyapunov stability theory 
[12]. This implies that 1 2lim ( ) ( ) ( ) 0
h h h
nt
s t s t s t
→∞
= = = =" .  
Theorem 5: Consider multi-agent network formed by high-
order uncertain nonlinear systems in (6) with multiple sliding 
variables defined in (10), if the MSSC law is designed as in 
(20) for agent h . Then, MSSC variables 1 21 1 1( ), ( ), , ( )
ms t s t s t"  
will converge to the MSSC surfaces 1 21 1( ) ( )s t s t= ="  
1 ( ) 0
ms t= = , asymptotically. Furthermore, if directed graph G  
has a directed spanning tree, then consensus tracking of multi-
agent network can be guaranteed on these MSSC surfaces. 
Proof: For the first statement, from Theorem 4, it follows 
that if MSSC law is designed as in (20), then the first sliding 
variable, 1
hs  converges to zero as t → ∞ , where 
1, 2, ,h m= … , which implies that 1 21 1lim ( ) ( )t s t s t→∞ = ="  
1 ( ) 0
ms t= = . For the second statement, defining 
             
1 2
1 1 1 1
Tms s s⎡ ⎤= ⎣ ⎦S " ,          (25) 
             
1 2
1 1 1 1
Tmx x x⎡ ⎤= ⎣ ⎦X " ,          (26) 
then it is clear that  
             
0
1 1 1m x⎡ ⎤= + −⎣ ⎦S X 1L B B .          (27) 
From Theorem 1, when the directed graph, G  has a directed 
spanning tree, ⎡ ⎤+⎣ ⎦L B  is nonsingular. Therefore, it follows 
that 
           
0
1 1 1S X 1⎡ ⎤ ⎡ ⎤= + − +⎣ ⎦ ⎣ ⎦ m xL B L B , or          (28) 
           
1 0
1 1 1m x
−⎡ ⎤= + +⎣ ⎦X S 1L B .           (29) 
Since 1lim 0t→∞ =S , this implies 
                      
0
1 1lim mt x→∞ =X 1 .            (30) 
                                      
 
B. Fast Finite-time Multi-surface Sliding Control  
For further analysis, we introduce the following lemmas 
that will be used in the sequel. 
Lemma 1 [13]: For any real numbers iy , 1, 2, ,i n= … , and 
0 1b< ≤ , we have the following Minkowski’s inequality: 
        
( )1 2 1 2b b b bn ny y y y y y+ + + ≤ + + +… … .  (31) 
Lemma 2 [14]: Let c , d  be positive real numbers and 
( )yφ , ( )yϕ , and ( )yν  be real valued continuous functions. 
For any continuous function ( ) 0yτ > , there is a continuous 
function ( ) 0yρ ≥  such that: 
    
( ) ( ) ( ) ( ) ( ) ( ) ( )φ ϕ ν τ ϕ ρ ν+ +≤ +c d c d c dy y y y y y y .   (32) 
Using Theorem 2, together with Lemmas 1 and 2, and the 
adding a power integrator approach in [14-16], we are able to 
design a fast finite-time multi-surface sliding cooperative 
control law, which is able to guarantee the leader-follower 
multi-agent network, with fixed topology, to reach consensus in 
a fast finite time in n  steps. For convenience, let us define 
           
( ) ( )01,mh h j hi hj i i h i ij j ie a x x b x x= ≠= − + −∑ .  (33) 
Step 1: Let /i i iQ p q= , with iq  and ip  being odd positive 
integers satisfying i iq p> , 1 10 / /n np q p q< < <… 1< . 
Define n  sliding variables ( ) ( )1 1i ih h hQ Qi i ids e x= − , 1 0hdx = . We 
consider the first MSSC variable 
          
( ) ( )( ) 11/01 1 1 1 11, Qmh h j hhj hj j hs a x x b x x= ≠= − + −∑ . (34) 
Lemma 3: For the first MSSC variable (34), if 2 0
hs = , and 
the virtual control law 2
h
dx  is designed as 
 
( ) ( )( )1 1(1 ) 1 (1 )(1 )2 1 12 2Q Qh h h h hdx s n sγ γα β+ − + −= − + + ,         (35) 
then for any finite initial conditions 1 21 1(0), (0),x x … 1, (0)mx  the 
first MSSC variable, 1
hs  will converge to the first MSSC 
surface, 1 0
hs =  in finite time 1
hT , where 
             
( )
( )11
1
ˆ (0)1 ln
1
h h h
h
h h
V
T
γ
α β
α γ β
−⎛ ⎞+⎜ ⎟≤ ⎜ ⎟
− ⎜ ⎟⎝ ⎠
,  (36) 
with  1ˆ (0)
hV  representing the initial value of the Lyapunov 
function candidate in  (37). 
Proof: To show that 1
hs  converges to zero in finite time 1
hT , 
based on Theorem 3, we first find a Lyapunov function 
candidate 1ˆ 0
hV ≥ , and then prove that 
( )1 1 1ˆ ˆ ˆ 0h h h h hV V V γα β+ + ≤ . Let us consider the following 
Lyapunov function candidate:  
                          
( ) 111 1
1
1
ˆ
1
Qh
h
Q s
V
Q
+
=
+
. (37) 
Differentiating (37) with respect to time,  
    ( )1 1 2 2 1 2ˆ h h h h h hd dV s e x s x= − +  
   ( ) ( )( )1 12 (1 ) (1 )1 2 1 12 2 2Q QQh h h h h hs s s n s γα β+ +≤ − − + .     (38) 
For 2 0
hs = , we arrive at  
                 ( )1 1 1ˆ ˆ ˆh h h h hV V V
γ
α β≤ − − .          (39) 
By Theorem 2, 1
hs  converges to zero in finite time (36). 
Step k  (2 1)k n≤ ≤ − : Similar procedures are taken for 
each step when 2, , 1k n= −…  as in Step 1. Let us consider 
MSSC variables  
  
( ) ( )( ) ( )1/ 1/01, k kQ Qmh h j h hk hj k k h k k kdj j hs a x x b x x x= ≠= − + − −∑ .  (40) 
Sufficient conditions of the existence of virtual control laws to 
guarantee (40) to reach the MSSC surface 0hks =  in fast finite 
time are detailed in Lemma 4. Following the design steps in 
Step 1 and using Lemma 1 , we are able to prove this lemma.  
Lemma 4: Consider the thk  MSSC variable (40). If 
1 0
h
ks + = , and the ( )1 thk +  virtual controller ( 1)hk dx +  is designed 
as 
( ) ( ) ( )((1 ) 1 (1 )(1 )( 1) 1 2k kQ Qh h h hk d k kx s n k sγ γα+ − + −+ = − − + +  
              )2 h hkβ κ+ + ,             (41) 
with 0hkκ >  be a design parameter, then the thk  MSSC 
variable (40) will reach the thk  MSSC surface 0hks =  in finite 
time, hkT , where 
         
( )
( )1ˆ (0)1 ln
1
h h h
kh
k h h
V
T
γ
α β
α γ β
−⎛ ⎞+⎜ ⎟≤ ⎜ ⎟
− ⎜ ⎟⎝ ⎠
,          (42) 
with ˆ (0)hkV  representing the initial value of the Lyapunov 
function candidate  
   
1/ 1/
1
ˆ ˆ ( ( ) )
h
k
k k
h
kd
e Q Qh h h
k k kdx
V V x dυ υ
−
= + −∫ .         (43) 
Proof: We prove this lemma by induction. Suppose at step 
1k − , the thk  virtual controller is designed as: 
               
( ) ( )(1(1 ) 1( ) 1 ( 1) 1kQh hk d kx s n kγ−+ −−= − − − +   
                          ( ) )1(1 )(1 )1 12 2kQh h h hk ks γα β κ−+ −− −+ + + ,           (44) 
such that  
                                      
 
        
1
1 1
( 1)
1/ 1/
1 2 ( 1)
ˆ ˆ ( ( ) )
h
k
k k
h
k d
e Q Qh h h
k k k dx
V V x dυ υ− − −
−
− − −
= + −∫ ,          (45) 
with 
       
( )( )(1 )11 1 1ˆ 2 ( ( 1) 1) lk QQ kh h h hk k k llV s s n k s γ+−− − =≤ − − − + ∑  
          ( )( ) ( )( )(1 ) (1 )1 11 12 2l lQ Qk kh h h hl ll ls s γα β+ +− −= =− −∑ ∑ .   (46) 
We claim that (46) also holds at step k . To prove this claim, 
consider   
                
1/ 1/
1
ˆ ˆ ( ( ) )
h
k
k k
h
kd
e Q Qh h h
k k kdx
V V x dυ υ
−
= + −∫ .          (47) 
For convenience, let us define 
                    
1/ 1/( ( ) )
h
k
k k
h
kd
e Q Qh h
k kdx
w x dυ υ= −∫ .         (48) 
It is easy to see that, the function, hkw  has several useful 
properties collected in the following proposition. 
Proposition 1:   
h
hk
kh
k
dw s
de
= ,              (49) 
( ) ( )( )
1/ kQh
h kd
h hk
k kdh h
l l
d xdw
e x
de de
−
= − ,                                        (50) 
 ( )10 2 ,kQh hk kw s +≤ ≤     1, , 1.∀ = −…l k                        (51) 
Proof: See [17].  
Using Proposition 1, a simple computation gives 
( )( )(1 )11 1ˆ 2 ( 2) lk QQ kh h h hk k k llV s s n k s γ+−− =≤ − − + ∑  
         ( )( ) ( )( )(1 ) (1 )1 11 12 2l lQ Qk kh h h hl ll ls s γα β+ +− −= =− −∑ ∑  
         ( ) ( )( ) 11 ( 1) ( 1) 1
h
kh h h h hk
k k k d k d lhl
l
dws e x x e
de
−
+ + +
=
+ − + +∑  .       (52) 
Here, we estimate each term on the right side of (52). By 
Lemma 2, we have 
( ) ( )1 1
1 1
1
12 k k k
Q Q Qh h h h h
k k k k kh
k
s s s s s
s
+ +
− −
−
≤ +   
                    
( ) ( )11 1
1 1 ˆ
k kQ Qh h h h
k k k ks s s s
γ γ
−
+ +
− −
≤ + .              (53) 
where 10 1
h
ks −< <  and ˆ 0
h
ks ≥  are suitable positive constants.  
To continue the proof, we introduce the following 
proposition.  
Proposition 2: There is a positive function, hkρ  such that 
(1 ) (1 )1 1
1 1
(1 ) l k
h
Q Qk kh h h h hk
l l l k khl l
l
dw e s s s
de
γ γ ρ+ +− −
= =
≤ − +∑ ∑ .    (54) 
Proof: See [17]. 
Substituting (53) and (54) into (52), yields 
     
( )( )1 (1 )11 1ˆ 2 ( 1) lk QQ kh h h hk k k llV s s n k s γ+ +−+ =≤ − − + ∑  
        ( )( ) ( )( )(1 ) (1 )1 11 12 2l lQ Qk kh h h hl ll ls s γα β+ +− −= =− −∑ ∑  
        ( ) ( )(1 )( 1) ˆkQh h h h hk k d k k ks x s sγ ρ+++ + + .                       (55) 
Obviously, the ( )1 thk +  virtual controller  
( ) ( ) ( )((1 ) 1 (1 )(1 )( 1) 1 2k kQ Qh h h hk d k kx s n k sγ γα+ − + −+ = − − + +         
              )2 h hkβ κ+ + ,            (56) 
with ˆ 0h h hk k ksκ ρ= + ≥  results in 
     
( )( )1 (1 )1 1ˆ 2 ( 1) lk QQ kh h h hk k k llV s s n k s γ+ ++ =≤ − − + ∑  
        ( )( ) ( )( )(1 ) (1 )1 12 2l lQ Qk kh h h hl ll ls s γα β+ += =− −∑ ∑ .      (57) 
Since  
                       
( )( )11ˆ 2 lQkh hk llV s +=≤ ∑ .             (58) 
If 1 0
h
ks + = , using Lemma 1, we have the following inequality 
                     ( )ˆ ˆ ˆh h h h hk k kV V V
γ
α β≤ − − .          (59) 
The above inequality is of the same form as (8). Hence, we 
conclude that the MSSC variable will reach the MSSC surface 
1 2 0
h h h
ks s s= = = =…  in finite time (42). This completes the 
proof of the inductive step.   
Step n : This is the final step and using the inductive 
argument above, we can prove the following theorem. 
Theorem 6: For the thn  MSSC variable, hns , if the virtual 
controllers are designed as in (44) and the final controller is 
designed as  
( ) )(11, 1,m mh h j jhj h hjj j h j j hu f a b a f u−= ≠ = ≠⎡= − + + +⎣∑ ∑  
        ( ) ( ) ( )((1 ) 1 (1 )(1 )0 0 2n nQ Qh h hh n nb f u s sγ γα+ − + −+ + −  
        )2 2 ( )h h hn nDsign sβ κ ⎤+ + −⎦ ,              (60) 
for agent h . Then, MSSC variables will converge to the MSSC 
surfaces 1 2 0= = = =…h h hns s s  in fast finite time 
h
nT , where 
      
( )
( )1ˆ (0)1 ln
1
γ
α β
α γ β
−⎛ ⎞+⎜ ⎟≤ ⎜ ⎟
− ⎜ ⎟⎝ ⎠
h h h
nh
n h h
V
T ,          (61) 
with ˆ (0)hnV  representing the initial value of Lyapunov 
candidate function in (62). 
Proof: Let us consider the Lyapunov function   
                                      
 
           
1/ 1/
1
ˆ ˆ ( ( ) )
h
n
n n
h
nd
e Q Qh h h
n n ndx
V V x dυ υ
−
= + −∫ .                   (62) 
Differentiating (62) with respect to time and based on Lemmas 
3 and 4, we get 
   
( )( ) ( )( )(1 ) (1 )1 11 1 1ˆ 2 2l ln Q QQ n nh h h h h hn n n l ll lV s s s sγ α+ +− −− = =≤ − −∑ ∑  
           ( )( ) ( )(1 )1 11 12 l hQn nh h h h hnl n n lhl l
l
dws s e e
de
γβ +− −
= =
− + +∑ ∑  . 
Using Proposition 2, it follows that  
( ) ( )( )(1 )(1 ) 11ˆ ˆ 2γ ρ α ++ −=≤ + − ∑ ln QQ nh h h h h hn n n n llV s s s          
        ( )( ) ( ) ( )((1 )11 1,2 lQn mh h hl n hj hl j j hs s a bγβ +−= = ≠− + +∑ ∑  
         ( ) ( ) ( )1,mh h h j j jhjj j hf u d a f u d= ≠× + + − + +∑  
         ( ))0 0 0− + +hb f u d .           (63) 
Following the design procedure in Lemma 4, one can prove 
that the final controller (60) with ˆκ ρ= +h h hk n ns , results in  
                  ( )ˆ ˆ ˆ
γ
α β≤ − − h h h h hn n nV V V .                       (64) 
From (64), we conclude that all MSSC variables will reach the 
MSSC surfaces 1 2 0= = = =…h h hns s s  in fast finite time hnT . 
Theorem 7: If the directed graph G  has a directed spanning 
tree, then finite time consensus tracking of multi-agent network 
is achieved on the MSSC surfaces. 
Proof: From the proof of Theorem 5, when 1 21 1s s= =…  
1 0
ms= =  in finite time, 
1=
≤ ∑ m hnhT T , and if directed graph G  
has a directed spanning tree, it is implied that    
                             
0
1 1mx=X 1            (65) 
in finite time T . Therefore, consensus is reached in finite time 
and this completes the proof of Theorem 7. 
IV. CONCLUSIONS 
This paper has presented the design of MSSC scheme for 
multi-agent networks with fixed topology. The agent is 
described by a class of high-order uncertain nonlinear systems 
in chained form. New multiple sliding variables have been 
proposed. Systematic control design method has been 
presented to drive the sliding variables to the sliding mode 
surfaces. We have successfully developed a sliding cooperative 
control scheme for the multi-agent network.   
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