For a point-to-point multi-input multi-output (MIMO) wireless channel, we propose a feedback scheme, which consists of transmit-antenna selection algorithm and beamforming quantization. A feedback, which is relayed from a receiver to a transmitter via a feedback channel, specifies a set of active transmit antennas and associated beamforming vector, which contains transmit antenna coefficients. Assuming perfect channel knowledge, the receiver selects the set of transmit antennas that maximizes the largest eigenvalue of a channel covariance matrix and then, chooses the beamforming vector that maximizes the capacity, from a random vector quantization (RVQ) codebook. Entries in the RVQ codebook are independent isotropically distributed and was previously shown to perform close to the optimum. We derive capacity bounds for the proposed scheme, which are functions of feedback bits, and number of active transmit antennas. The bounds are shown to approximate the actual performance well. Also complexity of the scheme can be reduced with fewer activated transmit antennas.
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Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Channel information at a transmitter and a receiver increases capacity of a multi-input multi-output (MIMO) fading channel [18] by allowing the transmitter to adapt its transmission to a dynamically fading channel and by helping the receiver detect transmitted symbols. A receiver can estimate channel information from a pilot signal known a priori during a training period. A transmitter usually obtains channel information from a receiver via a feedback channel. Since feedback rate is normally limited, channel information has to be quantized before being sent back to the transmitter. Recent work [7, 9, 10, 12, 17] have proposed quantization schemes for a transmit beamforming vector, which consists of transmit antenna weights. Assuming perfect channel knowledge, the receiver selects the beamforming vector from a quantization codebook, which is known a priori at both the transmitter and receiver, and sends the associated codebook index to the transmitter via a feedback channel. A corresponding system performance depends on a number of available feedback bits and the quantization codebook, which can be designed to maximize the capacity or minimize a symbol error rate [6, 7, 9, 10, 12, 17] . The codebooks in all of the work mentioned require exhaustive search to locate the optimal entry. Since a number of codebook entries grows exponentially with a number of feedback bits, search complexity can be substantial and may pose a problem.
In [4, 14, 20] , another feedback scheme, which specifies a set of transmit and/or receive antennas to activate was proposed. Selected transmit antennas are allocated power to transmit signal while diversity combining on selected receive antennas is performed at the receiver [20] . With relatively few feedback bits, capacity gain with this antenna selection can be significant in some cases [14] . Also fast and efficient algorithms have been proposed for selecting antenna subsets [3, 5] .
Here we combine a transmit beamforming quantization with a selection of transmit antennas. (This work is an extension of [17] where only quantization for the beamforming vector was considered.) The receiver, which is assumed to have perfect channel information, selects D out of Nt transmit antennas such that the corresponding channel covariance matrix gives the largest maximum eigenvalue. Then, the receiver selects the D × 1 beamforming vector that maximizes the instantaneous channel capacity, from a random vector quantization (RVQ) codebook. The RVQ codebook, which contains independent isotropically distributed vectors, is simple to construct and performs close to the optimum codebook [8] . (RVQ is the optimal quantization code-book in a large system limit to be defined [17] .) Antenna selection and the codebook index for beamforming vector are then relayed to the transmitter via an error-free feedback channel. Then, the transmitter adjusts the transmission accordingly.
Analyzing the performance of the scheme for a finite-size system is not tractable. To gain some insights, we derive bounds for a large system performance, where Nt, Nr receive antennas, D, Bq feedback bits tend to infinity with fixed ratios. We show that the large system results can predict results for a finite-size system relatively well. Numerical examples show that a gap between the derived bounds is narrow when D is close to Nt. In examples shown, activating D transmit antennas (D < Nt) requires almost an order of magnitude less in search complexity than activating all transmit antennas. Other feedback schemes aimed to reduce search complexity includes [13, 15] . The search in [13] is based on a noncoherent sequence detection algorithm while [15] uses a tree-structured codebook.
CHANNEL MODEL
We consider a discrete-time point-to-point wireless channel with Nt transmit antennas and Nr receive antennas. The Nr × 1 received vector is given by
where H = [hij ] is an Nr × Nt channel matrix whose entry is channel coefficient hij between jth transmit and ith receive antennas, F is an Nt × D matrix of basis vectors, α is the D × 1 beamforming vector, b is a transmitted symbol with zero mean and unit variance, n is an Nr × 1 additive white Gaussian noise vector with zero mean and variance σ 2 n I, and I is an identity matrix. With power constraint, F α = 1. Assuming ideal rich scattering environment, hij is a complex Gaussian random variable with zero mean and unit variance. Here we consider a rank-one transmit precoding α or beamforming. An arbitrary-rank α with multiple independent data streams was considered in [17] .
The associated channel capacity is the maximum mutual information between b and y given by
where ρ = 1/σ 2 n is the background signal-to-noise ratio (SNR). Maximizing the capacity is equivalent to maximizing the received signal power since log is a monotonically increasing function. The optimal F α that maximizes capacity is the eigenvector of H † H corresponding to the maximum eigenvalue. With B feedback bits, α and F need to be quantized.
BEAMFORMING QUANTIZATION WITH TRANSMIT ANTENNA SELECTION
Here we describe the proposed feedback scheme, which combines antenna section algorithm and quantization of beamforming vector. The receiver first selects set of transmit antennas to activate by the algorithm to be described and then, quantizes the optimal beamforming vector, assuming perfect channel information at the receiver.
Transmit Antenna Selection
Let ei be the ith column of the Nt × Nt identity ma-
T .) Activating subset of transmit antennas is equivalent to selecting F whose columns are the corresponding unit column matrices. For example, activating transmit antennas 1 and 3 from Nt = 5 corresponds to selecting F = [e1 e3]. Our scheme is to pick F that maximizes the largest eigenvalue of F † H † HF . This criterion is motivated by the fact that the received signal power α † F † H † HF α is upper bounded by the largest eigenvalue. For a few quantization bits per transmit antenna, it was shown in [17] that the quantized beamforming vector performs close to the upper bound. Other objective functions for antenna selection include maximizing a determinant or a trace of channel covariance matrix [14] .
Given D, we let For a given H , the receiver computes the largest eigenvalue of F † j H † HFj for each Fj in FD. We remark that determining the largest eigenvalue is equivalent to solving a quadratic optimization problem for which there are many efficient solutions. Thus, the receiver selectŝ
We note that the number of feedback bits required to identifyF is Bs = log 2 (M ).
Quantization of Beamforming Vector
With the chosenF , the receiver selects the beamforming vectorα = arg max
from an RVQ codebook [16] ,
where αi is chosen to be an independent isotropically distributed D × 1 vector with unit norm and Bq is a number of feedback bits to quantize α. It is simple to verify that F αi = 1 for all i. Although an RVQ codebook is simple to construct, it is shown to perform close to the optimum codebook [8] .
Since αi's in an RVQ codebook are i.i.d., the corresponding received power γ(αi)'s are also i.i.d. Thus, γ(α) is the maximum of 2 Bq i.i.d. random variables. We can compute the average received power as followŝ
where fγ (·) and Fγ (·) are probability density function (pdf) and cumulative distribution function (cdf) for γ(αi), respectively. The expression in (7) is not tractable since fγ (·) and Fγ (·) for arbitrary D are not tractable. However, we can determine (7) for two extreme cases, i.e., D = 1 and D = Nt. When D = 1, (4) is simplified to selecting the single transmit antenna
andα = 1. Thus, the feedback is used only to indicate which transmit antenna is to be activated. Therefore, Bs = log(Nt) and Bq = 0. Since hij is Gaussian,
Chi-square distributed. Thus, fγ (·) is a pdf for the maximum of Nr Chi-squared random variables and is given by [1] fγ
Substituting (9) and Bq = 0 in (7) give an exact performance for D = 1. When D = Nt, all transmit antennas are utilized (Bs = 0) and all feedback bits are used to quantize the transmit beamforming vector. Evaluatingγ in (7) for finite Nt, Nr, and Bq is difficult. However, we can analyze the limit ofγ as Nt, Nr, and Bq tend to infinity with fixed ratios [17] . The asymptotic performance was derived in [17] and was shown to approximate the performance of a finite-size system well.
PERFORMANCE BOUNDS
Deriving (7) 
where F −1 γ (·) is the inverse cdf for γ(αi). Rearranging (11), we have lim (Nt,Nr ,D)→∞ z→γ
The limit on the left-hand side of (12) can be evaluated as follows [17] lim (Nt,Nr ,D)→∞ z→γ
where
is an asymptotic eigenvalue density for 1 
Nt

F
† H † HF and a and b are the associated smallest and largest eigenvalues, respectively. Reference [19] shows that the asymptotic eigenvalue distribution of
and
Similar to [17] , we can evaluate the expression on the right-hand side of (13) . Thus, we have the following results. 
WhenD = 1, the lower bound equals the large system received signal power with all transmit antennas activated. Thus, the lower bound is tight forD = 1.
To obtain the upper bound, we consider general precoding matrix F . The optimal F that maximizes the received signal power is the Nt × D matrix whose columns are eigenvectors for 
H † H (λ) dλ (20) and g 1
N t
H † H (λ) is given in (14) withD = 1. Substituting (19) into (13), we can solve for the asymptotic upper bound γ ∞ u for givenD andBq. WhenD = 1, the eigenvalue distributions for 
NUMERICAL RESULTS
In Fig. 1 , we compare the capacity lower bound obtained from large system results (16)- (18) with simulation results for three different sets of parameters. The large system results are shown with lines while the simulation results are marked with +. As expected, the performance increases as normalized feedback bitBq increases. The asymptotic results seem to estimate the simulation results well even with a 4 × 4 system. We expect the gap to narrow as system size increases. Fig. 2 shows the upper bound for the capacity with the same set of parameters as in Fig. 1 . Similarly, the performance bound increases withBq. For a 4 × 4 system, the performance shown increases by 15% with only one feedback bit per transmit antenna. Again the large system limit approximates the numerical simulation well here. Also we note that the difference between the two bounds increases as D decreases. Thus, the large system bounds are more accurate in predicting the performance of the proposed scheme for a moderate to largeD. We show in Fig. 3 achievable rates for the proposed scheme and both the asymptotic upper and lower bounds derived in Section 4 for two sets of parameters. ForD = 0.25 and D = 0.75, the gap between the bounds are about 0.5 nat and 0.2 nat, respectively. The difference between the two bounds will be smaller for largerD and will be vanished asD → 1. Here we observe that the finite-size performance shown is not bounded by the asymptotic lower bound. As Nt increases, the performance of the proposed scheme approaches its limit and will be bounded by the derived upper and lower bounds. Nevertheless, the two bounds are still useful in giving good approximation of the performance of the proposed feedback scheme. We note that the performance difference between no feedback and some feedback can be significant in some case, e.g.,D = 0.75 andBq = 2.
In Fig. 4 , we plot the received powerγ with total num- Besides performance, we are also concerned with complexity of the proposed scheme, which depends largely on the search algorithm to locate the quantized beamformer and set of active antennas. The search for the antenna set requires solving`N t D´q uadratic programs while the search for the quantized beamformer requires 2B
q Nt matrix computations. Since there exists a very efficient algorithm to solve quadratic program [11] , we will assume that complexity of solving quadratic program needed in antenna selection and matrix computation needed in beamforming quantization is approximately the same. Thus, a total number of computation required is approximately`N t D´+
2B
q Nt . Fig. 5 shows a number of total computations versusγ obtained from numerical simulation. For given received power, we see that selectingD = 1 may not give the least search complexity. Forγ ≈ 1.4,D = 0.5 or activating half of transmit antennas requires the least number of computations, which is almost an order of magnitude fewer than that required forD = 1. For smallγ, we see that the scheme is the least complex whenD = 1. 
CONCLUSIONS
We proposed the feedback scheme, which combines beamforming quantization and transmit antenna selection. With full channel knowledge, the receiver selects the set of active transmit antennas and quantizes the associated transmit beamforming vector. We derived the upper and lower bounds for the large system performance, which are functions of available feedback bits and number of activated transmit antennas. A gap between the two bounds is small whenD is large. The capacity with the proposed scheme increases with feedback bits and can be much larger than that with no feedback. Numerical example showed that selecting the right D reduces number of computations needed to locate the optimal beamforming and set of selected transmit antennas.
