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Abstract
Internet of Things (IoT) has posed new requirements to the underlying processing architecture, specially for real-time
applications, such as event-detection services. Complex Event Processing (CEP) engines provide a powerful tool to
implement these services. Fog computing has raised as a solution to support IoT real-time applications, in contrast to
the Cloud-based approach. This work is aimed at analysing a CEP-based Fog architecture for real-time IoT applications
that uses a publish-subscribe protocol. A testbed has been developed with low-cost and local resources to verify the
suitability of CEP-engines to low-cost computing resources. To assess performance we have analysed the
effectiveness and cost of the proposal in terms of latency and resource usage, respectively. Results show that the fog
computing architecture reduces event-detection latencies up to 35%, while the available computing resources are
being used more efficiently, when compared to a Cloud deployment. Performance evaluation also identifies the
communication between the CEP-engine and the final users as the most time consuming component of latency.
Moreover, the latency analysis concludes that the time required by CEP-engine is related to the compute resources,
but is nonlinear dependent of the number of things connected.
Keywords: Fog Computing, Cloud Computing, Edge Computing, Complex Event Processing, Real-Time IoT
Applications, Benchmark Analysis
Introduction
Currently, Internet of Things (IoT) applications are part
of people’s daily lives and their growth, in recent years,
is increasing (according to Gartner [1], the total num-
ber of connected things will reach 25 billion by 2021,
producing immense volume of data). Thus, the model
known as cloud computing, executor of interconnectiv-
ity and execution in IoT, faces new challenges and limits
in its expansion process. These limits have been given
in recent years due to the development of wireless net-
works, mobile devices and computer paradigms that have
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resulted in the introduction of a large amount of informa-
tion and communication-assisted services [2]. For exam-
ple, in Smart Cities the use of IoT systems involves the
deployment of a large number of interconnected wire-
less devices, which generate a large flow of information
between them and require scalable access to the Cloud
for processing [3]. In addition, many applications for
Smart City environments (i.e., traffic management or pub-
lic safety), carry real-time requirements in the sense of
non-batch processing [4].
Under this context, the data processing architecture
for IoT systems has moved from a centralized paradigm
such as cloud computing to a distributed paradigm
known as fog computing, as critical problems must be
addressed such as obtaining a scalable, robust, secure and
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experience-centric data processing architecture andQual-
ity of Service (QoS) from end users [5]. Therefore, fog
computing emerges as a complementary model of cloud
computing. It can be said that it is a natural extension,
which seeks to decentralize work on the Cloud server
by creating a hierarchy of layers between the hardware
components of the architecture [6, 7].
Therefore, the fog computing architecture derives from
the cloud computing architecture as an extension in which
certain applications and data processing are performed at
the edge of the network (edge level) before being sent to
the Cloud server (core level) [8, 9]. The devices that imple-
ment this functionality can consist of the end devices
themselves (i.e., smartphones), local micro datacenters
[10], low-cost hardware platforms that act as gateways
between the sensors and the Cloud [11], or even the same
devices that make up the infrastructure of the intercon-
nection network [12], among others.
Thanks to this, it is sought that the analysis, computa-
tion and data processing services are closer to their data
sources and end users, thus reducing both the use of
the access network to the Cloud server and the latency
of sending and replying with the edge devices (sensors
and actuators) and the final users [13, 14]. However, fog
devices are usually constrained resources and this may be
one of the main drawbacks of the system.
The objective of this work is to evaluate the perfor-
mance of a fog computing architecture capable of detect-
ing in real time a pattern of system behaviour based on
the information collected by the final devices. More pre-
cisely, the architecture is endowed with the intelligence
necessary for data processing by means of a Complex
Event Processing (CEP) engine [15]. It is important to note
that, in this paper, the concept “real time” does not refer
to the traditional definition of real time computing (i.e.,
hard real time), related mostly to control systems which
need response times in the order of milliseconds (or even
lower). Here, the term “real time” has the meaning of
expecting a short time response from the system in human
terms, with higher orders of magnitude, even up to a few
seconds (i.e., soft real time).
Moreover, one key goal of this research study is to make
a comparative study among the features of traditional
cloud computing versus fog computing architectures. To
assess performance, the study is based on an analysismod-
elling and a testbed evaluation in which both the perfor-
mance of the end user and resource usage are considered
[16]. A graphical overview of the approach towards the
comparative evaluation of cloud and fog architectures is
presented in Fig. 1.
Thus, the structure of this paper is as follows. First of
all, some preliminary information and concepts are intro-
duced in “Background” section, in order to ease the under-
standing of this work. Next, the related work is presented
in “Related work” section. Then, the description of the
architecture and ecosystem considered in this work are
described in “Architecture and ecosystem” section. Later,
“Fog & cloud computing: analysis modelling” section
details the analysis modeling considered for cloud and
fog computing. Subsequently, in “Fog & cloud computing:
performance evaluation” section an objective study is car-
ried out on the optimisation of computational resources
and improvement of the latency of fog computing with
respect to cloud computing for IoT applications. Finally,
“Conclusions and future plans” section analyses the con-
clusions and future work to be carried out in subsequent
investigations.
Background
In this section, the key technologies that support the pro-
posal of this paper are briefly introduced, in order to ease
its understanding. More specifically, these are fog com-
puting (and related terms), the telemetry protocols and
CEP.
Fog computing architecture
The fog computing paradigm can be simply defined as a
natural extension of the cloud computing paradigm. In the
literature, there exist related terms, such as edge comput-
ing or mist computing. There is not a standard criteria
about the layered architecture of fog computing and there
are different approaches [17]. While mist computing is
more commonly agreed to refer to the processing capabil-
ity that lies within the extreme edge of the network (i.e.,
the IoT devices themselves) [18], the terms edge and fog
computing are not strictly separated layers. Some authors
consider them as different tiers but others use both terms
in a different way. For example, Bonomi et al. [13] literally
state that “fog computing extends the cloud computing
paradigm to the edge of the network”, thus including edge
computing as part of the fog computing paradigm. Recip-
rocally, in Dolui et al. [19] fog computing is considered a
particular implementation of edge computing. Also, the
reference architecture outlined by Buyya et al. [20] depicts
a continuum of resources available from the cloud to the
sensors (the things).
In any case, the fog computing architecture can be
deemed as conceptually integrated by two main levels: the
core level, which encompasses the cloud-based datacen-
ters, and the edge level, which includes different devices
and their interconnections, such as sensors, smart mobiles
or single-board computers deployed at several places
between the final IoT devices and the cloud.
The edge level usually includes a Wireless Sensor Net-
work (WSN), because it is the most flexible interconnec-
tion approach for many use cases [21]. This leads to the
fact that different network technologies operate in fog
computing architectures, namely:
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Fig. 1 Overall Schema of the Proposal
• Personal Area Networks (PANs), that interconnect all
the information extraction devices (i.e., the sensors).
• Local Area Networks (LANs), which implement the
interconnection of the WSN gateway with its nearest
fog node.
• Wide Area Networks (WAN), which connect the fog
nodes to the cloud.
Fog computing architectures accelerate data process-
ing and response to events by eliminating a round trip
to the cloud for analysis. In addition, they avoid the
need for costly bandwidth extensions caused by upload-
ing/downloading large amounts of traffic to/from the core
network. It also protects sensitive data by analysing them
within the local network. Ultimately, organisations that
adopt fog computing get deeper and faster information,
which increases business agility, increases service levels
and improves security [22]. Nevertheless, the design of
a profitable fog architecture has to consider Quality of
Service (QoS) factors such as throughput, response time,
energy consumption, scalability or resource utilization
[23].
Telemetry protocols
Telemetry is an aspect of great importance when it comes
to developing an efficient IoT network with QoS for a
fog computing architecture. Several messaging protocols
exist that can play this role: Message Queue Teleme-
try Transport (MQTT), Constrained Application Protocol
(CoAP), Advanced Message Queuing Protocol (AMQP)
or Hypertext Transfer Protocol (HTTP). In [24] a detailed
comparison among them is carried out and conclude that
there is not a clear optimal election to fit all use cases.
Nevertheless, according to [24], the most used teleme-
try protocols is the MQTT [25], a Machine-to-Machine
(M2M) communication protocol between different com-
ponents of the fog computing, because it consumes
very little bandwidth, easily adapts to different lev-
els of latency and can be used in most embedded
devices with few resources [20]. The MQTT architec-
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ture follows a star topology based on the publication-
subscription messaging paradigm, in which a central
node acts as a server or broker, which is responsi-
ble for managing the network, receiving messages from
the publishers and transmitting the messages to the
subscribers.
Complex event processing (CEP)
CEP [26] is a technology that allows to ingest, analyze and
correlate a large amount of heterogeneous data (simple
events) with the aim of detecting relevant situations in a
particular domain (complex events). In the context of this
paper, CEP performs tasks related to the fusion of data
processing collected by the sensor nodes to generate com-
plex events or alarms1. The main result of the process is
to notify interested parties of patterns derived from the
analysis of lower level events [15].
One drawback of CEP is that it can potentially exhibit
heavy storage requirements related to the amount of
simple events that need to be stored for analysis. How-
ever, it should be noted that in the context of IoT,
even though devices generate data streams continuously,
these data need to be analyzed within a short period
of time to be meaningful and harness the potential
of fog computing. Thus, storage requirements are con-
siderably reduced. Data analysis over large periods of
time (for example, in order to identify trends over data)
should be deployed at resources placed in the cloud
level.
CEP offers a wide variety of data analysis patterns for
event generation [15]. In general, the procedure of analysis
and generation of events in CEP can be summarised with
the three main steps shown below (in that order):
1. Input : data flows from sources (i.e., sensors) arrive at
the CEP engine.
2. Analysis: all the incoming data flows are processed
by dividing and realising the logic to the events.
3. Action: once the specified pattern has been fulfilled,
an alarm is notified.
Moreover, there are several alternate open-source
frameworks for distributed stream processing, which
exhibit different performance and are best suited to dif-
ferent use cases. A comparative evaluation can be found
in Nasiri et al. [27], focusing on the most popular ones
(namely, Apache Storm, Apache Spark Streaming, and
Apache Flink). According to this study, Apache Flink
(an implementation of a CEP engine) is able to provide
capability to run real time data processing pipelines in
a fault-tolerant way at a scale of millions of tuples per
second.
1The identification and generation of a complex event will be also referred to
as an alarm throughout this paper.
Related work
In this section, some implementations based on distri-
buted fog computing architectures are reviewed, as well
as work related to the performance evaluation of these
architectures.
Fog computing
Many architectures that are developed initially as a cen-
tralised architecture type (i.e., cloud computing) are cur-
rently adapting to a decentralised type (i.e., fog com-
puting), as is the case of FIWARE for Smart Cities [2].
This work exposes the use cases in which it is of great
importance, and necessity, to decentralize resources with
a fog computing architecture. In addition, it shows that
the reasons for implementing this type of architecture
focus primarily on operational requirements rather than
performance issues related to the Cloud.
Following this trend of implementing distributed archi-
tectures, different adaptations arise today such as mobile
computing that is still a fog computing architecture, being
the Edge Node a smartphone. In Dhillon et al. [28], the
authors show an interesting development with the adapta-
tion of a CEP engine for remote patient monitoring. That
is, the system performs the analysis and detection of com-
plex events on the smartphone by sending the results to
a hospital back-end server for further processing. By tak-
ing advantage of the large computing capacity of today’s
smartphones, the authors demonstrate the viability of
their entire system and mobile application by reducing
the workload on hospital servers, in addition to reduc-
ing latency for a test pattern. Moreover, CEP has been
used to analyze events generated at both edge and core
level to facilitate decision-making before storing data in
a database, which removes repetition of queries and web
services as expose Alfonso Garcia-de-Prado et al. [15].
On the other hand, the emerging Industry 4.0 takes
advantage of technology to offer improvements in the pro-
duction areas thanks to real-time indicators that serve to
create better administrative and logistic plans. An exam-
ple is the work done by Fernández-Caramés et al. [29],
which uses a two-layer fog computing architecture. The
first layer (Node Layer) is where certain sensors and actua-
tors with radio frequency emitters are located. The second
layer (Fog Layer) is the intermediate layer, withmicrocom-
puters, in which sub modules are distinguished according
to their functionality; for example, event detection and
sending notifications regarding Business Intelligence. The
implementation of fog computing offers faster answers on
average due to the reduction of latency with the detected
events offering, in addition, the ability to analyse more
data, which in this case would increase its production.
However, they mention that their work is under the con-
ditions of the place where the tests were carried out;
therefore, the results cannot be generalised.
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Finally, an interesting aspect in this type of architectures
is also taking place in the field of online games with an
improvement in the user experience thanks to the reduc-
tion in response time. This is the example of the Pokemon
Go game and its iPokeMon version, which works on fog
computing [30]. Specifically, the Data Center is an Ama-
zon virtual machine located in Dublin and the edge node
is an Odroid XU+E microcomputer. The partition of tasks
mentioned is given so that the server in the cloud main-
tains a global view of the Pokemons, while the edge node
has a local view of the users that were connected to it.
The edge node periodically updates the global view of the
cloud server. As a result, a 20% decrease in the average
response time and a 90% reduction in the size of data sent
to the server is obtained. In this research, we can observe
that when implementing a decentralised architecture like
fog computing, both functionality and resource usage are
optimized.
Evaluation of fog computing
As it has been observed, one of the main fundamentals
to deploy a fog computing architecture is to reduce the
latency in the final applications. Likewise, we can observe
that the enhancement of this metric entails improvements
in different ones, such as, for example, the reduction of
energy consumption [31], improving the QoS [32], max-
imising the Quality of Experience (QoE) [33], among
others. In this sense, for the analysis of the distribution
of computational resources it is necessary to be able to
evaluate this type of architectures.
Thus, Jalali et al. [34] carry out a comparative study
between Data Centers with cloud computing architec-
ture and Nano Data Center with fog computing, the latter
being implemented with Raspberry Pis. The performance
of the two architectures is evaluated considering differ-
ent aspects but always focused on energy consumption.
For this, several tests are carried out such as static web
page loads, applications with dynamic content and video
surveillance, and static multimedia loading for videos on
demand. Some of the conditions that were worked on
were variants in the type of the access network, the idle-
active time of the nodes, number of downloads per user,
etc. Moreover, the authors determine that under most
conditions the fog computing platform shows favourable
indicators in energy reduction. However, in a few cases
the opposite is seen. Hence, the authors conclude that in
order to take advantage of the benefits of fog computing,
the applications whose execution on this platform have
an efficient consumption of energy throughout the system
must be identified.
Regarding Raspberry Pi microcomputers, the tests of
different authors, such as Morabito et al. [35], show that
they are efficient when handling low volumes of network
traffic. Their results support how useful they are in the
execution of lightweight IoT-oriented applications, based
on specific protocols such as CoAP and MQTT.
On the other hand, Shi et al. [36] propose a mechanism
for redistribution and retransmission of tasks to reduce
the average latency of the Cloud-Fog integrated network
architecture service in Industrial Internet of Things (IIoT).
This mechanism consists in optimizing the flow of infor-
mation from when the data is collected in the end devices
until it reaches the Cloud. The results show a reduction in
latency from 10s when cloud computing is used up to 1.5s
with fog computing. Although, as can be seen, in addition
to the fact that latency is a serious problem, the system
suffers from architecture components for data analysis,
such as CEP, which add an additional bonus, both to
latency and the consumption of computational resources.
Finally, a spine-leaf fog computing network to reduce
network latency and congestion problems in a multilayer
and distributed virtualized IoT data center environment
is presented in Okafor et al. [32]. This approach is cost
effective as it maximizes bandwidth while maintaining
redundancy and resistance to failures in mission critical
applications. These results, in latency and QoS metrics,
are obtained for datacenters by comparing these two
methods for a typical fog computing architecture with
respect to cloud computing.
As it can be seen, in most evaluations the benefits of
using fog computing together with conventional data cen-
ters are shown. Taking into account this evaluation set
out in the literature, the actual load of this architecture
has been evaluated in our work, but specifically in real-
time IoT applications. For these types of applications in
IoT, two important and critical architecture components
emerge, to be integrated into both the edge nodes and
the cloud, these are, the CEP technology and the MQTT
protocol.
Finally, note that identifying the main bottlenecks of
CEP-based fog architectures is an open area for future
improvements. This work evaluates the performance of
the key elements that take part in the communication pro-
cess for applications with real-time requirements. To the
authors’ knowledge, no previous research work focused
on analysing the cost of communication of CEP-based fog
and cloud architectures.
Architecture and ecosystem
In this section we will describe in detail the layers that
compose the fog computing architecture where our exper-
iments focus, their components and the key functional
aspects of the proposal.
Fog computing architecture
The fog computing architecture considered in this work
integrates the core level and the edge level (see Fig. 2).
It should be noted at this point that the main idea of
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Fig. 2 Ecosystem of the Developed Architecture
the described architecture is that fog applications are
not involved in performing batch processing, but have to
interact with the devices (sensors, smart watches, etc) to
provide real-time streaming. Hence, the edge level has the
capacity to perform a first information processing step.
In the edge level, the critical and main component of the
considered fog computing architecture is the Fog Node,
that is located within the LAN layer (see Fig. 2). The Fog
Node is the point of link between the edge level and core
level of the platform, besides being able to analyse and
make decisions [31]. Therefore, the Fog Node in an IoT
network has the main role of acquiring data sensed by the
end-points and collected by the gateways, analysing them
and taking actions, that is, sending them to the Cloud or
notifying the end users. More specifically, each Fog Node
analyses the WSN information collected within its LAN
zone.
The Fog Node is formed by a CEP engine for data pro-
cessing tasks and a Broker for communication tasks, from
now on called as Local CEP and Local Broker, respectively.
More precisely, the Local Broker receives the information
collected by the WSN endpoints (i.e., the gateways) and
makes it available to the Local CEP engine for processing.
Also, the Local Broker communicates with the core level,
so that persistent system data is stored.
The core level has two main areas of work: (i) stor-
age of information from the edge level to provide data
persistence in the system; and, (ii) global information pro-
cessing on data from the different WSNs. The Global CEP
and the Global Broker are in charge of this processing.
Therefore, the CEP events generated in this layer will be
those created by analysing the data from different WSNs,
since the events generated from a particular WSN will be
tasks associated with the Fog Node deployed in thatWSN.
Likewise, the notifications generated when analysing the
information in the core level will be sent to the subscribed
users through the Internet.
Fog computing ecosystem
The design of a centralized or distributed computational
architecture for IoT applications entails the use and inte-
gration of different services such as identification, com-
munication, data analysis or actuation, to mention some.
Nevertheless, making a thorough enumeration of all the
technologies that can be used at each one of the lay-
ers of the considered architecture is out of the scope of
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this paper. Rather than that, focus will be put on those
elements that are key in our proposed architecture.
Figure 2 outlines a set of architecture components
located in the core level and the edge level to build
and deploy distributed IoT applications. The feasibility
of using devices with limited storage and computational
resources as Fog Nodes is hugely related to the cost of
the data analysis and the communication service. So, the
most important components of a Fog Node in our archi-
tecture are the CEP engine and the MQTT Broker. More
specifically, the CEP engine performs data analysis and
processes complex events, while the MQTT Broker is
used to feed data into the CEP Engine and to distribute
complex events (alarms, from now on) to the actuators,
final devices or subscribed users (more details in “Data
flow analysis” section).
Telemetry: MQTT protocol
The MQTT Broker is used to feed data into the CEP
Engine and to distribute complex events (also named as
alarms in this context) to the subscribed end devices
(more details in “Data flow analysis” section).
The location of MQTT Brokers is one key design deci-
sion regarding telemetry. So, in our architecture there are
two types of brokers belonging to the application level, as
shown in Fig. 3. On the one hand, at the edge level there
will be a Local Broker for eachWSN, which will subscribe
to the events generated by the WSN in particular, known
as Local Events. On the other hand, a Global Broker in
the core level will subscribe the events generated by the
different WSN, known as Global Events.
It is important to note that the implementation of the
Local Broker in Fog Nodes does not involve removing the
Global Broker. So, each Fog Node will work with the flow
of information from the sensor network assigned to its
coverage area (Local Events). On the contrary, the Global
Broker will work with the flow of information from the
different Fog Nodes, (Global Events).
Complex event processing
The CEP engine is also implemented at both levels of the
proposed architecture. Likewise to the MQTT brokers,
Local Events (generated in the WSN at the edge level)
will be processed in the corresponding Fog Node through
the Local CEP, while Global Events (the ones that takes
data from different WSNs) must be analysed in the CEP
located in the core level, i.e., the Global CEP.
In any case, events are fed into the CEP engine by means
of MQTT clients. Whenever a complex event is detected,
a new publication to its corresponding topic is made into
the MQTT broker, notifying the alarm.
Figure 4 depicts the data analysis procedure with CEP,
from the data that arrive from the sensors at a given time
to finally detect and obtain the complex event.
This work uses the Closer-context events methodol-
ogy. This case attempts to determine if an event could
Fig. 3 Telemetry: Local and Global events
Mondragón-Ruiz et al. Journal of Cloud Computing           (2021) 10:32 Page 8 of 17
Fig. 4 Flow Process in the CEP Engine that Analyses Data from Different Sensors at Different Fractions of Time.
be generated by analysing the current data with a close
past, i.e., data from a sensor at a time t, Vy(t), is anal-
ysed together with the data obtained from another sensor
at time t − n, Vz(t − n), where n ∈ N ≥ 1. The CEP
pattern used in this work is described in detail in “CEP
pattern” section.
Fog & cloud computing: analysis modelling
In this section, the data flow for both cloud and fog
architectures will be described and the process of the
latency analysed, after briefly introducing the application
considered as a case study.
Case study application
With the purpose of evaluating the proposed architec-
ture, a case study application must be deployed. In order
to assess the latencies experienced in the different ele-
ments of the overall system, a simple application has been
considered which adds little overhead to the basic and
minimum components of the ecosystem.
More precisely, the end-points are configured to send a
sequence of numerical values, while the CEP and Broker
have been configured to generate a closer-context event.
The pattern detected by CEP generates an alarm if the
consecutive values received from two different end-points
are bigger than a preconfigured threshold.
Real applications can deploy more sophisticated event
detection procedures, thus adding more overhead to the
CEP engine. But with this simple application we can
measure a performance baseline for the system.
Data flow analysis
In order to carry out an exhaustive study of the use of
computational resources in the fog computing architec-
ture, we will analyse the communication and functionality
of its components. In addition, we will compare to amodel
of centralised computational architecture type cloud com-
puting to add a comparative analysis. Thus, Fig. 5 details
the data flow of the fog computing and cloud computing
architecture. As can be seen, in both architectures two lev-
els to be analysed are distinguished: edge level and core
level.
On the one hand, in the case of fog computing (see
Fig. 5a), we can see that the edge level will perform all
the data processing while the core level will only work for
the storage of the information. More deeply, in every Fog
Node of the edge level a CEP and Broker are deployed for
the Local Events generation.
On the other hand, in the case of cloud computing (see
Fig. 5b), the edge level will be a passive element, that is,
it will only send the information to the core level, which
will be the entity that deploys the Broker and CEP to
the generation of Global Events. Keep in mind that the
study focuses on seeing the impact of deriving computing
resources to the Fog Nodes. Keep in mind that the Broker
and CEP located in Fog Nodes (edge level) are named as
Local CEP and Broker; and those in the Cloud (core level)
as Global CEP and Broker.
Therefore, a difference in both flows lies first in the loca-
tion of the CEPmodule for event detection and the Broker
for subscription. In the fog computing model these mod-
ules are found both at the edge level and at the core level.
However, for the load tests that will be carried out, when
simulating only the data from a WSN, Global CEP and
Broker will be active, although no load to analyse since this
task will be carried out entirely in the Fog Nodes. Regard-
ing the cloud computing model, the Fog Nodes will not
have activated the Local CEP and Broker since these will
be deployed in the Cloud globally.
The second difference that affects the functionality of
the Local Broker is the type of publications made. In the
case of fog computing, the Fog Node makes a double
publication: one for the analysis by CEP of the data and
another publication to the Cloud for storage. While, in
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Fig. 5 Data Flow Diagram at the Two Different Levels (Edge Level and Core Level) for the Two Architecture Models: Fog Computing vs. Cloud
Computing
the case of cloud computing, Fog Node makes a single
publication to the cloud.
In summary, the flow of information is as follows: in
fog computing, the event is generated and distributed
through the Local CEP and Broker, respectively, which is
located in the Fog Node. Optionally, in the case of mul-
tiple WSNs and depending on the application, the Global
CEP and Broker could also be used. However, in cloud
computing, the event is generated and distributed exclu-
sively in the same cloud, that is, in the Global CEP and
Broker. It should be noted that, for the evaluation tests
performed, all the underlying architecture is exactly the
same.
Latency analysis
In this section we are going to focus our attention on the
latency of both the fog and cloud architectures. The flow
data previously depicted for the fog and cloud architec-
tures helps us to provide a simple and high-level model to
analysis the latency.
Figure 6 shows the main characteristics of the abstrac-
tion model considered, where we can observe three main
entities:
• Source: it will be the entity that sends the data
simulating the operation of the end-points associated
with a WSN. For the tests, and with the idea of
having controlled the number of events that are
generated, Source is a script written in Python that
will indicate in our case the flow of information to be
sent to the Fog Node over the Internet.
• CEP-Broker: it will be the entity that will analyse the
information and generate the events turned into
alarms. This entity will be the Local CEP and Broker
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Fig. 6 Overall schema of the stress test from a Source to Final User
located in the Fog Node (for the analysis of the fog
computing architecture); or the Global CEP and
Broker if you are in the Cloud (for cloud computing
analysis).
• Final User: will be the entity that will receive the
alarms. For our study we have used a smartphone
that will receive messages through the Internet,
specifically through a 4G Connection.
Hence, tx refers to the topic to which the end-point is
subscribed. mx is the message sent between the different
entities, such that x = 0 corresponds to the flow from
Source to CEP-Broker, whereas x = 1 corresponds to the
flow from CEP-Broker to Final User. This message also
includes its departure time. Note that we instrument the
CEP-Broker to send back a message to the Source (and
respectively, from the Final User to the CEP-Broker) to
calculate an estimation of the one-way latency of the mes-
sages. We assume here that the upwards and backwards
latency are the same.
Therefore, in this context the total time or latency
(in seconds), Ltotal, from Source to Final User will be
defined as the sum of times of several sectors, as shown in
Equation 1.
Latency = Ltotal = L1 + LCEP + L2 (1)
Figure 6 details the procedure to calculate the times in
each sector:
• L1 will be the time since sending a message from
Source to CEP-Broker, whose latency is denoted as l1,
(Fog Node or Cloud). It should be noted that, for the
calculation of this value, and due to the fact that the
Broker has its own messaging manager making
unfeasible to know exactly the time in which the
alarm is distributed, a confirmation message, whose
latency is represented as l′1, will be sent. Notice that
the shipment from Source will be made by
subscription to the Broker. Therefore, the time spent
sending the message t0m0 is defined according to
Equation 2.





• LCEP will be the time in CEP, that is, the time in
which the data reaches the CEP engine T ′′1 , is
analysed and the complex event in the form of an
alarm, T ′′2 is obtained as output. Therefore, the
analysis and generation time of the event is defined
according to Equation 3.
LCEP = T ′′2 − T
′′
1 (3)
• L2 will be the time since leaves the CEP engine, the
alarm is published through the Broker and reaches the
Final User, with a latency l2. Additionally, Final User
will send a confirmation message, whose latency is l′2.
Thus, the latency in this last sector, when sending the
t1m1 message, will be defined as shown in Equation 4.





To conclude this section, it should be noted that in
the tests carried out on this model, whose results are
shown in “Cloud vs. fog: latency evaluation with stress
workload” section, the three entities (Source, CEP-Broker
(Local and Global) and Final User) are located at differ-
ent geographical points from the same city, and they have
associated different public IP addresses. In addition, as
mentioned, both for the data flowmodel in cloud comput-
ing and in fog computing represented in Fig. 5, the latency
has been calculated with the same equations and following
the same procedure.
Therefore, once the case study is defined, the data flow
analysis and the latency study have been carried out, we
will perform the performance evaluation for both archi-
tectures.
Fog & cloud computing: performance evaluation
This section begins with the description of the testbed
where the evaluation tests have been carried out. Next, the
CEP pattern that has been used in the tests, as well as the
details of load generation will be specified. Already enter-
ing to the evaluation itself, a first analysis is presented on
the impact of using various network technologies in the
latency experienced by the end users of the system when
receiving the generated events, depending on whether a
fog or cloud computing architecture is used. Subsequently,
a stress test is performed on both architectures taking
into account the latency according to the number of alerts
Mondragón-Ruiz et al. Journal of Cloud Computing           (2021) 10:32 Page 11 of 17
generated, to end with an analysis of the consumption of
resources between both architectures.
Testbed description
Now the main hardware and software components of the
testbed developed for carrying out the experiments will
be described. The edge level of the testbed is deployed as
a Python script that emulates 20 end-points and 2 gate-
ways (10 end-points for each), namely, the Source entity
in “Latency analysis” section. For the Fog Node, a Rasp-
berry Pi 3 model B+ type microcomputer has been used,
which has a 4-core 64-bit 1.4GHz processor, a 1GB RAM
LPDDR2 SDRAM and Raspbian (without Graphical User
Interface) operative system.
In order to keep control of the environment (i.e., net-
work latencies), the core level has been implemented
on-premise by using local resources. More precisely, the
core level was implemented on an Intel Core i7 computer
at 2.90GHzx8 with 8GB of RAM and 1TB of Hard Disk.
Final User is a Huawei P20 Lite smartphone with Android
version 8. A basic Android application has been developed
in order to receive the alarms from CEP-Broker. As noted
above, all the components have been deployed at different
locations in Lima (Peru) and are interconnected through
the public Internet.
The CEP engine used in this work is Apache Flink (ver-
sion 1.8.0). Apache Flink is an open-source framework
for state calculations on unlimited and limited data flows.
Two types of processes are created during the runtime
environment in Apache Flink. On the one hand, the Job-
manager implements 50 and 175 threads in Local and
Global CEP, respectively, and is responsible for coordinat-
ing distributed execution, assignment of tasks, fault man-
agement, etc. On the other hand, the Taskmanager, con-
figured with 512MB, is responsible for executing the tasks
assigned by the Jobmanager on the data flow. The configu-
ration of these two types of processes was optimised to
minimize latency in the generation of alarms for our case
study.
CEP pattern
The following is the implemented CEP pattern that will
be used to analyse the incoming data, generate the events
and notify with an alarm, in addition to the simulation of
events that will be used to study the latency and perfor-
mance set out in the next section.
In the tests performed, a CEP engine has been deployed
for processing Closer-context events with a simple pat-
tern. Thus, an alarm will be generated provided that,
in moments of time t1 and t2, the values Vx(t1) and
Vy(t2), received from different end-points, x and y, exceed
a set threshold, Th. That is, it is true that Vx(t1) >
Th & Vy(t2) > Th with t1 < t2.
Thus, Fig. 7 shows an example of simulation until the
second 120 to clarify the process of generating alarms. For
our simulation a threshold Th = 40 has been established.
For the generation of events, it must be fulfilled that in
consecutive moments a data arrives V1(t1) y V2(t2) such
that V1(t1) > 40 & V2(t2) > 40 with t1 < t2.
The process is as follows (in that strict order):
1. At the beginning, when it reaches CEP, the data
V1(0) = 40 is discarded for not fulfilling the
condition.
2. Upon arrival of the second data V2(40) = 41 this is
stored by fulfilling the first case of the employer.
3. In the next 80 seconds another data arrives
V3(80) = 42 so the complete pattern has been
fulfilled and, therefore, generates the event and we
close this first case of alarm generation. Likewise, the
first pattern is met again with this data, so we open a
second case of event generation.
Fig. 7 Simulation for the Generation of Events, Type Closer-Context Events, with CEP Pattern on a Time Line
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4. In the second 120, we see that V4(120) = 40 arrives
so the pattern does not meet and the second case is
discarded for not complying with the established rule.
It is important to note that the number of alarms
can be increased by sending more topics in less time-
frames, so we can set the maximum number of alarms
per minute. Therefore, for all the tests, 10-minute simula-
tions were made simulating a controlled number of alerts
every minute in an equidistant manner, that is, 10 tests
were carried out generating the same number of alerts
every minute. For example, in a first round a consumption
test was performed with the generation of 200 alarms per
minute for 10 minutes; once the services are restarted, a
load of 400 alarms is performed per minute for 10minutes
and the services are restarted.
For this work a maximum limit of 800 alarms/min has
been established since when generating more alarms, a
bottleneck was created in the Fog Node and events were
beginning to be lost. To do this, 20 end-points are emu-
lated and a total of 1600 data per minute is sent, that is,
80 data per end-point. Note that the load applied to the
system is the same for all tests, varying only the number
of alarms; therefore, the use of network bandwidth from
Source is always the same.
Finally, it should be noted that for the following results,
30 tests were performed to ensure its accuracy. Mean
values have been represented.
Influence of network technology on the latency
A key aspect of the proposed architecture is the network
technology used by the Final Users (see Fig. 6). These ele-
ments can be connected to the Fog Node thanks to WAN
networks or LAN networks depending on the location
of the Final User. Performance depends on the techno-
logy used. Thus, in this section we are going to evaluate
the impact of some of the most widely used technologies.
More precisely, in these experiments we are going to eval-
uate the influence of 3 different technologies: 3G, 4G and
WiFi on latency.
So, the testbed described in “Testbed description”
section has been deployed considering 3 different Final
Users, all of them subscribed to the Local Broker: (i) one
is subscribed by WiFi (it is in its wireless LAN coverage
area); and (ii) the other two are subscribed through 3G and
4G telephone networks respectively (WAN connection).
Hence, Fig. 8 shows the results of making this compar-
ison between the different connections to the Broker for
a load with the pattern described in the previous subsec-
tion and a total of 800 alarms/min. As expected, a user
who is on the same LAN of the Fog Node (WiFi connec-
tion) will receive the alert in less time than one connected
by 3G and 4G, although 4G is very close to WiFi. One of
the strengths of 4G is the speed and stability of the sig-
Fig. 8 Specification of the Latency Obtained in the Final User Entity
for 3G, 4G and WiFi Connections
nal with respect to 3G which, as can be seen, has a more
pronounced variance than 4G [36].
Thus, it can be seen from this study that the fog com-
puting approach allows recipients in the area of coverage
of the Fog Node to receive the alarm with a significantly
lower latency than those recipients connected by tele-
phony network. It should be noted that with a cloud
computing approach, recipients can only receive the alert
from the core level. The additional latencies incurred may
be harmful for a wide range of applications.
Cloud vs. fog: latency evaluation with stress workload
Since the 4G telephony network has stable results and
good latency performance, this will be the network used
to send alarms to Final User in the remaining experi-
ments. In addition, and as we will see in this section, this
latency study should be extended so that we can com-
pare if latency is reduced with the generation of Local
Events (fog computing), rather than Global Events (cloud
computing). Thus, in this particular case, and by which
the subsequent performance study will be carried out, we
will compare the latency in both architectures for a con-
trolled number of alarms generated, specifically 200, 400,
600 and 800 alarms/min. Equation 1 has been used to cal-
culate total latency (see “Latency analysis” section). In all
the cases, averaged values for latencies are shown.
In this context, we can see in Fig. 9 how using a fog com-
puting architecture reduces latency considerably, that is,
the notification of an event arrives earlier to Final Users
than in a cloud computing architecture.
Now, in this case we can see how the latency exceeds
the second in the case of cloud computing. Moreover, it
has a growing linear trend with a steep slope. On the other
hand, fog computing also presents a linear trend, although
it has much smoother slope, that is, it almost maintains
a constant value. Therefore, we can consider that the
latency in fog computing, in addition to being lower than
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Fig. 9 Average Latency for the Different Loads Established, Comparing Fog Computing (FC) and Cloud Computing (CC)
in the cloud computing architecture, has a more stable
value, independently of the assigned load.
In this context, the following test tries to determine
which element of the architecture has the greatest impact
on latency. For these results, the description of the latency
and how to obtain it in each sector must be taken into
account (see “Latency analysis” section). In particular,
latencies in the three sectors are shown: (i) L1 time
between the Source entity and before analysing in CEP
(see Equation 2); (ii) TCEP time since a data is analysed and
the event is generated (see Equation 3); and (iii) L2 time
since the event becomes an alarm and reaches Final User
(see Equation 4).
Therefore, Fig. 10 shows the average latency data, bro-
ken down by each sector indicated above. In it, it can
be seen that in both architectures, the element that con-
tributes most to latency is the MQTT Broker in the two
phases of communication.
Taking into account the times obtained in the study of
latency in Fig. 10 we can draw the following conclusions
by sector:
• L1 (see Fig. 10a): In this sector, the cloud computing
architecture records a growing trend: the more
alarms per minute there are, the higher latency L1. In
the case of fog computing we can observe that the
latency is constant and independent, as soon as we
analyze a considerable set of events. Note that this
parameter includes both the transmission time of the
network and the work done by the MQTT Broker. In
both architectures the communication latency has a
low variance (see Fig. 8, 4G connection) so the
variation observed in the latency values of the figure
is due to the initialisation behaviour of the MQTT
Broker as the first data arrives from Source.
• TCEP (see Fig. 10b): The first behaviour to observe
between both architectures is that the time observed
in fog computing is slightly longer than the time in
cloud computing because the resources in the Fog
Node are more scarce than in the cloud. In any case,
the time in both architectures is very similar and
practically constant in this sector and, therefore, not
very significant.
• L2 (see Fig. 10c): For this sector we can see how,
unlike L1, in both architectures there is a constant and
independent trend to the number of alarms, because
the Broker service is already initialised and it only
distributes the alarms to the Final User. On the other
hand, it is observed that in this case the latency for
the cloud computing architecture is more than twice
the one obtained by the fog computing architecture.
In summary, we can see that the growing trend in cloud
computing (see Fig. 9) is due to the time spent in the
L1 sector. In addition, an important factor that we can
observe at this point has been that the MQTT Broker is a
critical point of latency, while CEP performs the analysis
of the data at a minimum latency.
Finally, not only latency is important to evaluate in
both architectures. The distribution of computational
resources in the different architectures must also be
assessed.
Cost analysis: use of resources
In this section we will continue with the stress test devel-
oped for latency, but analysing the computational con-
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Fig. 10 Average Latency Breakdown - Fog Computing (FC) vs. Cloud Computing (CC) Architectures
sumption for a fog computing architecture with respect to
a cloud computing one. See Fig. 5 to remember the work-
flow in both architectures, analysing the distribution of
resources at the core and edge level.
Case 1: core level
In the following results the measurements have been
made in the core level, that is, in the central server
(Cloud). The idea of this test is to know the computa-
tional consumption in the core level when using any of
the architectures to evaluate. To this end, the Perf tool
[37, 38] has been used to measure the energy consumed,
Joules/millisecond (J/msec), and the Linux top tool to
obtain the percentage of CPU and RAM consumed (see
Fig. 11).
At first sight, we can see that cloud computing has a
higher computational consumption in the measured val-
ues, so, by using a fog computing architecture we have
reduced considerably the consumption of resources in the
Cloud. The metrics evaluated are detailed below:
• As for average CPU consumption (in %), see Fig. 11a,
we can see that it has not been excessive in both
architectures since the events sent do not perform
complex mathematical operations that stress the
CPU, but are simple comparison events. It can be
seen that when cloud computing is used, CPU
consumption is at most 1% higher than in fog
computing, which is a very insignificant increase.
• Regarding the consumption of RAM (in %), see
Fig. 11b, we see more interesting results. It is possible
to appreciate that the single activation of the CEP
engine and the Broker represents a 35% increase in
memory consumption. This aspect is due to the fact
that CEP performs the analysis of events by storing
data in the buffer and the Broker distributes the
alarms from RAM. In contrast, in the case of fog
computing, we see a very low value since the Broker
and CEP services are not activated.
• In matters of energy, see Fig. 11c, we see an average
reduction of 69% in benefit of using fog computing
with respect to cloud computing, without becoming
high values. It is a consequence of the lower use of
CPU and RAM.
It has been possible to verify how the use of fog comput-
ing download of work at the core level. This would be an
additional benefit of the fog computing architectures (dis-
tribute resources across the different distributed devices)
that will be more noticeable the more sophisticated the
processing to be performed on the data.
Case 2: edge level
To obtain computational consumption at the edge level,
when using a Raspberry Pi as Fog Node, only the con-
sumption (in %) of CPU and RAM could be obtained
because the Perf tool is not available for ARM processors.
Therefore, the measurements made are now observed in
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Fig. 11 Performance Breakdown at the core level - Fog Computing (FC) vs. Cloud Computing (CC)
Fig. 12. Note that the scales used in the graphs are differ-
ent than in Case 1 (see Fig. 11). However, it is reported
that the maximum energy consumption of a Raspberry Pi
board at maximum load (i.e., the worst case) is 5.1W [39],
leading to 0.0051J/msec, which is negligible compared to
the energy consumed in the core level.
At first glance we can see how to use fog computing
we have a greater consumption of resources in the Fog
Node. This point is interesting and corroborates that the
decrease in the consumption of computational resources
in the core level implies a redistribution of resource usage
towards the edge level. The metrics evaluated are detailed
below:
• Regarding the CPU consumption (in %), see Fig. 12a,
we can observe for both architectures a linear
behavior with the number of alarms processed per
minute, although the slope obtained in the fog
computing architecture is much steeper, reaching a
consumption of 20% compared to 6% of cloud
computing for 800 alarms/min. This is due to two
facts: i) The limited performance of low-cost devices,
such as the Raspberry Pi of our testbed; and ii) The
workload since it is not only assigned by the CEP
engine, but also that of the Broker who must make a
double publication. However, the result obtained at
this point is key: low-cost devices (less than US$40
per device) can be used to analyze data from IoT
applications with real-time requirements using a CEP
engine without overloading the system.
Fig. 12 Performance Breakdown at the Edge Level - Fog Computing (FC) Vs. Cloud Computing (CC)
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• Regarding the consumption of RAM (in %), see
Fig. 12b, it can be seen that the CEP and Broker
engine consume up to 80% of the RAM in the Fog
Node, that is, almost 70% more than in the cloud
computing model, since in the latter case the Fog
Node is a passive element. Like the core level analysis,
CEP performs the event analysis and the Broker
distributes the alarms from RAM. A key aspect that
certifies the feasibility of using low-cost devices is
that the % of memory in use is constant and
independent of the number of alarms generated.
As a summary, we can observe that the assignment of
tasks and work to the edge level with CEP and Broker
brings with them a distribution of work assigned to the
Fog Nodes while the core level has a much lower load.
This is an interesting fact since in addition to harnessing
the computing power at the edge level, it also highlights
that the response times to the end user are much shorter,
which in turn enables the deployment of a large number
of applications with real-time requirements in IoT.
Conclusions and future plans
This paper shows the development of a distributed fog
computing architecture for the deployment of IoT appli-
cations. Our study shows how these architectures opti-
mise the distribution of resources throughout the entire
deployed platform, in addition to considerably reducing
latency.
On the one hand, regarding resource distribution, we
have observed that by deploying critical data analysis and
decision-making applications (CEP and the MQTT Bro-
ker, in our case), the values of the evaluated metrics are
reduced considerably (CPU consumption, RAM memory
and power consumption) on the cloud server, with the
consequent savings for the cloud provider. Specifically, the
fog computing approach enables a reduction of RAM con-
sumption up to 35% and energy up to 69% at the core
level, since it fully exploits the computational resources of
fog nodes. In addition, it has been verified that low-cost
devices, such as Raspberry Pi with a cost less than US$40,
have enough computing resources to offer the quality of
service required by IoT applications with real-time needs.
On the other hand, regarding latency, the work high-
lights how a fog computing architecture considerably
reduces latency with respect to cloud computing, up to
35% better. Breaking down the latency results, we can also
see how the Broker is the critical element of the increase
in latency.
Regarding future work, the authors of this work consider
it appropriate to evaluate Software Defined Networks
(SDN) techniques in the Fog Nodes. As observed in the
document, the limit of 800 alarms/min can be mitigated
by developing a spine-leaf layer between the core and edge
level, which allows the analysis to be redirected in case of
Fog Node overload.
Likewise, a study on the creation of micro services in
the Fog Node for the Broker and CEP through containers
would be very interesting to provide a certain degree of
isolation between different applications deployed on the
edge level. To do this, using microclouds techniques in
the Fog Node can be an interesting aspect for reducing
consumption and latency.
Finally, it is proposed to use more sophisticated micro-
computers that have built-in accelerators (graphics cards,
Tensor Processing Units (TPUs), . . . ) to analyse the impact
of deriving machine and deep learning techniques from
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