In previous work an attempt was made to represent the second virial coefficient by parameters of Regge poles. A consistent treatment of this problem is given here again. The main improvements are as follows: First, we start with a modified form of the Beth-Uhlenbeck formula, where the effect of the zero energy resonances is correctly treated. Second, the cut in the complex !-plane for the function ln S(l, k) is chosen so as to be consistent with requirement of analyticity and the Levinson theorem. Third, a formula for low-temperature gases is given in a simpler and more convenient form than the previous one. Thus we can attain to a satisfactory theory in which bound states and resonances including the zero energy ones are equally treated. Further, a method leading to the corrected Beth-Uhlenbeck formula is given in the Appendix and it shows also a general method, from which a cluster integral can be represented in terms of the J ost function, and so, which is useful in application to other problems.
§I. Introduction
We gave previously the Regge representation of the second virial coefficient for a dilute gas.
)
We want, however, to give here its reformulation, which is improved at the following three points:
First, as an expression for the second virial coefficient, we use here the modified form of the Beth-Uhlenbeck formula.
The second virial coefficient and its representation by the two-body scattering phase shift has been given as the Beth-Uhlenbeck formula. 2 ) However, as a result of careful calculation for B (T), which is given in the Appendix of this paper, we have obtained an expression somewhat different from that in the treatment of the zero energy resonances, as is seen at the end of Appendix A. If any zero energy resonances exist, their behavior is rather particular; this is serious in the Regge pole theory, so that we want to consider again the same problem.
B(T) is, as is well known, defined by the Kamerlingh-Onnes virial expansion P V=NKT(1+ B(T)
Second, in the process of taking into account the resonance effects is, in that process an attention has to be paid in the choice of the correct sheet of the phase shift for two-body scattering, and this means that, in the complex l-plane, the cuts connecting the moving Regge poles have to be set correctly by procedure of the analytic continuation. This was also rather ambiguous in the previous paper. So we want to give a correct treatment of the resonance effects in the repesentation of B (T) by the Regge poles. Finally, in obtaining the low temperature approximation of B (T), we give here more precise investigations than those of the previous one. For example, we use here the works by Cheng and Abbe in order to estimate the contribution of the background integral in the l-plane.
As a result of the above improvements we can attain the representation of B (T) in a consistent and useful form.
A method given in the Appendix for obtaining the corrected Beth-Uhlenbeck formula explains a careless point in the customary method. Furthermore, our method includes a general method, by which a cluster integral is represented in terms of the J ost function. As the analytic nature of the J ost function is well examined in both of energy and angular momentum variables, our method is useful in applications to many other problems including such cluster integrals. § 2.
Derivation of Regge representation for B(T)
In this section we give an outline of derivation of Regge representation for the second virial coefficient B (T), in which some modifications are carried out on the previous work.
We start from the following expression for B (T) in the Boltzmann system of N particles :
which is somewhat different from the Beth-Uhlenbeck formula m the treatment of the zero energy resonance, and whose derivation is given in the Appendix. 
and the logarithmic branch of ln S (l, k) is chosen so as to fit to Eq. (2 · 3).
Here we continue S(l, k) analytically into the complex l-plane,
is a meromorphic function having the Regge poles av (k) in the region Re Z>-t,
Im z>o. Then ln S (l, k) has the branch cuts c v with the branch points) av (k) and
We carry out the Sommerfeld-Watson transformation for the series (2 · 4). By a contour c surroundIng l = 0, 1, 2, · · · but. avoiding the cuts cv, Eq. (2 · 4) can be rewritten as -11
As is usually performed, the contour c is extended untill it approaches the straight lines b 1 (1) -~--:.:-:..":(2)--
e..;;----·----· ---(3~--6,): where it is assumed that S(l, k) damps so rapidly as Ill ~oo that the integral along infinite semicircle has no contribution.
For a while we take up only a term I" (k), which can be rewritten, by taking the discontinuity of InS (l, k) on both sides of c"' as
2z Jev (2 ·10) Here an attention must be paid to the path of c". It has to be chosen so as to avoid poles l = 0, 1, 2, · · · of cot nl, and also so as to be analytic in the variable k. That is, according as the Regge pole a" (k) moves with k, the path c" must be changed in an analytic way. As an example, let us consider the case in which a., (k) moves as in Fig. 2 (a) with change of k as in Fig. 2 
In Eq. (2 ·11), the a-term in the first term is due to the fact that if Re a" (k) 1s equal to n (n = 0, 1, 2, · · ·), the integral path connecting a" (k) to a"* (k) by a straight line is obliged to avoid the pole l = n by a small semicircle, and then the integral in the second term is made to take a principal value as denoted by a symbol P. If we write I, (k) as
is an analytic function of k (k>O) starting from zero value at k = 0.
For the a-term in the first term, the following remark has to be given again:
It is known that, if a, (0) = 0, the Regge pole trajectory leaves the real axis at right angle, so that the contribution from the pole l = 0 remains as factor n/2 corresponding to half a round for small k (>O). 
Finally, from Eqs. (2 ·1), (2 · 4) and (2 ·13) we can obtain the Regge representation of B (T) as
It should be noticed that, in the brace of the :first term, the bound state term nz appearing in Eq. (2 ·1) is cancelled in Eq. (2 ·16) and the zero energy resonance term comes here. This reasonable result is due to the fact that, firstly, the modified form (2 ·1) for B (T) is adopted in this paper (see the Appendix, too), and secondly, the integral path Cv is correctly chosen in I, (k). A useful form of B (T) for practical application will be given in the pext section. For the second virial coefficients BB-E (T) for the Bose-Einstein system and BF-D (T) for the Fermi-Dirac system, the Regge representations can be obtained in the same way, and we give here only the result (2 ·17) 
Low temperature approximation
In this section, we analyze practically each term of Eq. (2 ·13), and give an approximate Regge representation of B(T) for a case of low temperature. In the low temperature case, contributions from large k become negligible owing to the strong damping by the Boltzmann factor exp (-J.
Thus it is sufficient to take into account only the low energy behavior of av (k).
In the first place, we classify the Regge poles into two groups; namely, the dynamical poles consisting of several poles which appear in the region Rel ~ 0 and give rise to physical bound states and resonances; and the other, the kinematical poles consisting of infinitely many poles which lie in the neighbour-
where symbols (D) and (K) distinguish the parts including the dynamical poles and the kinematical poles, respectively. For these two parts, let us give different procedures for obtaining a useful form for the
Regge representation of B (T).
First, let us consider the contribution of the dynamical Regge poles to the integral in Eq. (2 ·16) , that is, (3 ·1) with Eqs. (2 ·14) and (2 ·15). The dynamical Regge pole a. <D) (k) behaves for small k as B), 9 )
Here we may consider a region in which Regge trajectories are rising monotonically with k. 
where Tan-
means the principal value of the inverse tangent. Thus in Eq. (3 ·1) this term can be replaced by
Similarly, the second term in Eq. (3 · 3) has also an appreciable value -2n Im a" (kvn) at Re av (kvn) = n having half width of the order of (2/n) Ima" (k.n) for the abscissa Re av (k), and out of this region it is of the order of (Im 
This is also negligible in our approximation where terms remain at least up to the order of Im av (k).
As a result, we may confirm that the contributions of the dynamical Regge poles are nothing else than of low energy resonances and are sufficiently approximated by the step function (3 · 6) corresponding to an increase of n in the phase shift. c<D) in Eq. (3 ·1) is now obtained as
where ~R means the summation to be taken over the low energy resonances with energy kR 2 and the angular momentum l = nR>1.
Next, we consider contributions of the kinematical Regge poles 11 ) ..... la) a}K) (k) to Eq. (2 ·16), that is,
It Is shown by Abbe
11
) that a}K) (k) for small k is given by e, then av (K) (k) has no contribution to R)l (K) (k). Though the second function J<K) (k) can also be estimated by using representation (3 · 7) with (3 ·10), it is much easier to use the representation
for Eq. (2 ·15). The result is of course independent of cp, and IS given by 
BB-E (T) ,--__,-.J2N).
3 {-l + 2 I::
where nRe and nR 0 are the angular momenta of the resonance and take even or odd number corresponding to statistics, respectively.
Appendix A

Derivation of the modified Beth-Uhlenbeck formula
In this section we want to give a method of obtaining the, Beth-Uhlenbeck formula for the second virial coefficient B (T). Although a similar method for obtaining this formula has already been given by Goldberger/ 4 > our method is more strict and gives a correct treatment of zero energy resonances. 15 ) Our method is also applicable to calculating the state density in the solid state physics, particularly to deriving the Friedel theorem. 16 ) Owing to these facts, we want to give here a remark for our method.
The second virial coefficient B (T) is given, by the second cluster integral b2, as 17 ) B(T) = -N). 6 b2,
where H =Ho+ v is the total Hamiltonian of the two-particle state and Vis the volume of the system. We rewrite b 2 by an integral along the path c surrounding all the eigenvalues of H and H 0 18 )
where G (z) and G 0 (z) are Green functions defined as
and the path c is, for example, chosen in such a way that it starts from + 6o, goes above the real axis beyond the least eigenvalue and returns to + oo below the real axis. Now we take up I=Tr[G(z) -G 0 (z)], and write it by using the T-matrix as is the solution of the equation
where PL (k) = .JV /2. As is well known, the classical Fredholm theory 19 ) is ap-plicable to the equation for the partial wave amplitude containing a non-singular potential, and therefore the solution of Eq. (A 7) is given by
where
. .
Vz(kn k') Vt;(kn k1)· · · Vt;(kn kn)
Here we remark an important relation
which can be proved directly from Eqs. (A9) and (AlO). If we use Eqs. (A6) and (AS) for Eq. (AS), and further apply relation (A12) to the resultant expression, we can obtain
where o (0) arising from the a-function in (A6) is replaced by VI (2n-Y.
Let us return to Eq. (A2) in which expression (A13) is now carried out. After changing the integration variable z to zx, b 2 can be evaluated as 15 )' 20 )
where the path c', as shown in Fig. 3 , is chosen so as to enclose all the bound- 
where Eal is the binding energy, and the second term having an integral sign is an integral surrounding zK= 0 by a small circle and has non-zero contribution.
In obtaining this contribution we use the known behavior of DL (zK) near zK~O :
where ml ( = 0 or 1, m general) is the number of zero energy resonance. Then we have
For the last integral we notice the relation
which is clear from the general relation between the amplitude TL (zK) and the S-matrix. Thus as the final result we can obtain the expression
Otherwise, if we carry out partial integration for the last term and use the Levinson theorem (2 · 3), we obtain Eq. (2 ·1) for B (T). In the original BethUhlenbeck formula, the term mz (1-t DL,o) in Eq. (A19), arising from the integration (A17), is absent.
Appendix B
In obtaining the Beth-Uhlenbeck formula, another familiar method 1s sometimes used, which start with the expression using the wave functions :
In Eq. (Bl), ~~~ is taken over a discrete state containing the eigen-value kv and the normalized wave function Nz-1 (k 11 )cpz(k 11 , r) , and the wave function </h(k, r) 1s the one for a continuous state involving an asymptotic behavior as r~oo,
and </h 0 (k, r) is the function without interaction. As is well known,
21
) for the zero energy bound state for l>1, the normalized wave function can be defined and the state can be treated as a discrete state. Thus, in Eq. (B1), such states have to be included in ~-· However, for the S-wave resonance, a normalized wave function cannot be defined and the state cannot be treated as a discrete state. Here, let us show that a careful treatment of such a state in Eq. (Bl) leads properly to the correct result (A18).
For continuous state k>O, we can derive, as usual, the relation 
is not zero only for the S-wave resonance l = 0, m 0 = 1. This integral can be carried out, for example, by using the Dirichlet integral as 
In addition, we give a remark on a relation between the above derivation and the procedure given in Appendix A. Now let us try to replace the sum ~ and the k-integral in Eq. (B1) by a similar contour integral on the k-plane to that in Eq. (A14). We define the wave function (/Jz (k, r), as its behavior at the origin is,
Then we know that the wave function ¢~ (k, r) for k>O defined as (B2) Is given by
Furthermore for the bound state defined by a zero of fl (-k), the normalized wave function is given by N~- 
and the contour c is taken as shown in Fig. 4 , though an examination for the S-wave resonance is still remained. Now, we remark that __i_ sdke-f3k2 i~C -k) = {i for l=O, fo(O) =0,
where .£ 0 is a part of the contour £ surrounding k = 0 by a small semi-circle. This result follows from the fact that if ft (0) = 0 for l = 0, then k = 0 is the first order zero, while for z> 1 , it is the second order. Next, we take up the second integral in Eq. (B12), that is,
Owing to the factor exp (2ikR)R__,oo the function Fl (k) is zero in the upper half k-plane, excluding the real axis. The residues at the bound state poles are also zero except 0 for those at the pole k = 0. Furthermore, 
which Is just equivalent to Eq. (A14).
