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Abstract. In the given paper we first introduce N¯
q
∆−
summable dif-
ference sequence spaces and prove some properties of these spaces. We
then obtain the necessary and sufficient conditions for infinite matrices
A to map these sequence spaces on the spaces c0, c and ℓ∞, the Haus-
dorff measure of noncompactness is then used to obtain the necessary
and sufficient conditions for the compactness of the linear operators
defined on these spaces.
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1 Introduction and Preliminaries
We write w for the set of all complex sequences x = (xk)
∞
k=0 and
φ, c0, c and ℓ∞ for the sets of all finite, convergent sequences and se-
quences convergent to zero, and bounded respectively. The sequence
e is given by e = (1, 1, 1, . . .) and e(n) is the sequence with 1 as only
nonzero term at the nth place for each n ∈ N, where N = {0, 1, 2, . . .}.
Further by cs and ℓ1 we denote the spaces of all sequences whose series
is convergent and absolutely convergent respectively.
The β−dual of a subset X of w is defined by
Xβ = {a ∈ w : ax = (akxk) ∈ cs for all x = (xk) ∈ X}
If A is an infinite matrix with complex entries ank n, k ∈ N, we write
An for the sequence in the nth row of A, An = (ank)
∞
k=0 n ∈ N . The
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A−transform of any x = (xk) ∈ w is given by Ax = (An(x))
∞
k=0, where
An(x) =
∞∑
k=0
ankxk n ∈ N
the series on right must converge for each n ∈ N.
If X and Y are subsets of w, we denote by (X,Y ), the class of all
infinite matrices that map X into Y . So A ∈ (X,Y ) if and only if
An ∈ X
β , n = 0, 1, 2, . . . and Ax ∈ Y for all x ∈ X. The matrix
domain of an infinite matrix A in X is defined by
XA = {x ∈ w : Ax ∈ X}
If X and Y are Banach Spaces, then by B(X,Y ) we denote the set of
all bounded (continuous) linear operators L : X → Y , which is itself a
Banach space with operator norm ‖L‖ = supx {‖L(x)‖Y : ‖x‖ = 1} for
all L ∈ B(X,Y ). The linear operator L : X → Y is said to be compact
if the domain of L is all of X and every bounded sequence (xn) ∈ X ,
the sequence (L(xn)) has a sub-sequence which converges in Y . The op-
erator L ∈ B(X,Y ) is said to be of finite rank if dimR(L) < ∞, where
R(L) denotes the range space of L. A finite rank operator is clearly
compact.
The concept of difference sequence spaces was first introduced by Kiz-
maz [1] and later several authors studeid new sequence spaces defined
by using difference operators like Mursaleen and Nouman [2] and many
more.
In the past, several authors studied matrix transformations on sequence
spaces that are the matrix domains of the difference operator, or of the
matrices of the classical methods of summability in spaces such as ℓp,
c0, c,ℓ∞ or others. For instance, some matrix domains of the difference
operator were studied in ([1],[3] ), of the Riesz matrices in [4], and so
on. In this paper, we first define a new summable difference sequence
space as the matrix domains XT of arbitrary triangles N¯q and ∆
− and
obtain it basis, β dual of the new sequence spaces. We then find out
the necessary and sufficient condition for the exists of matrix transfor-
mations and finally obtain the results related to the compactness of the
linear operators on these new sequence spaces.
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2 N¯
q
∆− Summable Difference Sequence Spaces
Define the difference operator as
∆−xk = xk−1 − xk , k = 0, 1, 2, . . . where x−1 = 0 (1)
The ∆− = (δnk)
∞
n,k=0 is a triangular matrix written as
δnk =


−1 k = n
1 k = n− 1
0 k > n
The inverse of this matrix is S = (snk) given as
snk =
{
−1 0 ≤ k ≤ n
0 k > n
Let (qk)
∞
k=0 be positive sequences and (Qn)
∞
n=0 be the sequence defined
as Qn =
∑n
i=0 qi. The (N¯ , q) transform of of the sequence (xk)
∞
k=0 is
defined as
tn =
1
Qn
∞∑
i=0
qixi
The matrix N¯q for this transformation can be written as
(N¯q)nk =
{ qk
Qn
0 ≤ k ≤ n
0 k > n
The inverse of this matrix is [5]
(N¯q)
−1
nk =
{
(−1)n−k Qk
qn
n− 1 ≤ k ≤ n
0 0 ≤ k ≤ n− 2, k > n
We define the N¯ q
∆−
summable difference sequence spaces as
(N¯ q
∆−
)0 = (c0,∆
−)N¯q =
{
x ∈ w : N¯q∆
−x =
(
1
Qn
n∑
k=0
qk∆
−xk
)
∞
n=0
∈ c0
}
(N¯ q∆−) = (c,∆
−)N¯q =
{
x ∈ w : N¯q∆
−x =
(
1
Qn
n∑
k=0
qk∆
−xk
)
∞
n=0
∈ c
}
(N¯ q
∆−
)∞ = (ℓ∞,∆
−)N¯q =
{
x ∈ w : N¯q∆
−x =
(
1
Qn
n∑
k=0
qk∆
−xk
)
∞
n=0
∈ ℓ∞
}
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For any sequence x = (xk)
∞
k=0, define τ = τ(x) as the sequence with nth
term given by
τn = (N¯
q
∆−
)n(x) =
1
Qn
n∑
k=0
qk∆
−xk (n = 0, 1, 2, . . .) (2)
For any two sequences x and y, the product xy = (xkyk)
∞
k=0.
2.1 Basis for the new sequence spaces
Proposition 2.1. [ [6], 1.4.8, p.9]
Every triangle T has a unique inverse S = (snk)
∞
n,k=0 which is also a
triangle, and x = T (S(x)) = S(T (x)) for all x ∈ w.
Proposition 2.2. [[7], Theorem 2.3] If
(
b(n)
)∞
n=0
is a basis of the linear
metric space (X, d), then
(
S(b(n))
)∞
n=0
is a basis of Z = XT with metric
dT defined by dT (z, z¯) = d(T (z), T (z¯)) for all z, z¯ ∈ Z. Where S is the
inverse of the matrix T .
It is obvious that (c0,∆
−)N¯q = (c0)N¯q ·∆− , So the basis for new spaces
are given by
(
N¯q ·∆
−
)
−1 (
e(n)
)
= (∆−)
−1
·
(
N¯q
)
−1 (
e(n)
)
we have
Theorem 2.3. Let λk =
((
N¯
q
∆−
)
x
)
k
for all k ∈ N. Define the sequence
s(k) =
{
s
(k)
n
}
n∈N
of the elements of (c0,∆
−)N¯q as
skn =


∑k
j=1Qj
(
1
qj+1
− 1
qj
)
0 ≤ k < n
−Qk
qk
k = n
0 k > n
, s(−1)n =
n∑
k=0

k−1∑
j=1
Qj
(
1
qj+1
−
1
qj
)
+
Qk
qk


for every fixed k ∈ N. Then
i) The sequence
{
s(k)
}
k∈N
is a basis for the space (c0,∆
−)N¯q and any
x ∈ (c0,∆
−)N¯q can be uniquely represented in the form
x =
∑
k
λks
(k)
.
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ii) The set
{
e, s(k)
}
is a basis for the spaces (c,∆−)N¯q and any x ∈
(c,∆−)N¯q has a unique representation in the form
x = ls(−1)n +
∑
k
(λk − l)s
(k)
where for all k ∈ N, l = limk→∞
((
N¯
q
∆−
)
x
)
k
.
Proof. Since (X,∆−)N¯q = (X)N¯q ·∆− for X = c0, c, ℓ∞. Now e =
(e(k))∞k= is the standard basis for c and by
Now N¯q is a triangle and ∆
− is triangle so N¯q ·∆
− is also a triangle and
(
N¯q ·∆
−
)
−1
=
(
∆−
)
−1
·
(
N¯q
)
−1
=


Qk
(
1
qk+1
− 1
qk
)
0 ≤ k < n
−Qn
qn
k = n
0 k > n
Hence
{
s(k)
}
k∈N
is a basis for the space (c0,∆
−)N¯q and the results i)
and ii) are obvious to follow. 
Note: We consider the standard basis to find the general results related
to our sequence spaces.
Theorem 2.4. The sequence spaces
(
N¯
q
∆−
)
0
,
(
N¯
q
∆−
)
and
(
N¯
q
∆−
)
∞
are
BK-spaces with norm ‖ ‖N¯q
∆−
given by
‖x‖N¯q
∆−
= sup
n
∣∣∣∣∣ 1Qn
n∑
k=0
qk∆
−xk
∣∣∣∣∣
If Qn → ∞ (n → ∞), then (N¯
q
∆−
)0 has AK, and every sequence x =
(xk)
∞
k=0 ∈ (N¯
q
∆−
) has unique representation
x = le+
∑
k
(λk − l)e
(k) (3)
where l ∈ C is such that x− le ∈ (N¯ q
∆−
)0
Proof. Since (X,∆−)N¯q = XN¯q ·∆− for all X = c0, c, ℓ∞ and the spaces
c0, c, ℓ∞ are BK spaces with respect to natural norm [[8], p.217-218] and
the matrix N¯q ·∆
− is a triangle so by Theorem 4.3.12, [6], gives
(
N¯
q
∆−
)
0
,(
N¯
q
∆−
)
and
(
N¯
q
∆−
)
∞
are BK spaces
The space (N¯ q
∆−
)0 has AK and the unique representation of elements of(
N¯
q
∆−
)
are simply followed from Theorem 2 of [9] and [10]. 
6 Tanweer Jalal , Ishfaq Ahmad Malik
2.2 β dual of the new spaces
In order to find the β dual we need the results of [11] which are
Lemma 2.5. A ∈ (c0 : l1) if and only if
sup
K∈F
∣∣∣∣∣
∑
k∈K
ank
∣∣∣∣∣ <∞
Lemma 2.6. A ∈ (c0 : c) if and only if
sup
n
∑
|ank| <∞,
lim
n→∞
ank − αk = 0.
Lemma 2.7. A ∈ (c0 : ℓ∞) if and only if
sup
n
∑
|ank| <∞,
Theorem 2.8. Let (qk)
∞
k=0 be positive sequences, Qn =
∑n
i=0 qi and
a = (ak) ∈ w we define a matrix C = (cnk)
∞
n,k=0 as
cnk =


Qk
(
1
qk+1
− 1
qk
)∑n
j=k+1 aj 0 ≤ k < n
−Qkak
qk
k = n
0 k > n
and consider the sets
c1 =
{
a ∈ w : sup
n
∑
k
|cnk| <∞
}
; c2 =
{
a ∈ w : lim
n→∞
cnk exists for each k ∈ N
}
c3 =
{
a ∈ w : lim
n→∞
∑
k
|cnk| =
∑
k
∣∣∣ lim
n→∞
cnk
∣∣∣
}
; c4 =
{
a ∈ w : lim
n→∞
∑
k
cnk exists
}
Then
[(
N¯
q
∆−
)
0
]β
= c1 ∩ c2 ,
[(
N¯
q
∆−
)]β
= c1 ∩ c2 ∩ c4 and[(
N¯
q
∆−
)
∞
]β
= c2 ∩ c3.
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Proof. We prove the result for
[(
N¯
q
∆−
)
0
]β
for the other two same
procedure can be followed. Let x ∈
(
N¯
q
∆−
)
0
then there exists a y such
that y = N¯ q
∆−
x.
Hence
n∑
k=0
akxk =
n∑
k=0
ak
(
N¯
q
∆−
)
−1
yk
=
n∑
k=0
ak

k−1∑
j=0
Qj
(
1
qj+1
−
1
qj
)
yj −
Qk
qk
yk


=
n∑
k=0

Qk−1
(
1
qk
−
1
qk−1
) n∑
j=k+1
aj −
Qkak
qk

 yk
= (Cy)n
So ax = (anxn) ∈ cs whenever x ∈
(
N¯
q
∆−
)
0
if and only if Cy ∈ cs
whenever y ∈ c0.
Using Lemma 2.6 we get
[(
N¯
q
∆−
)
0
]β
= c1 ∩ c2 In the same way we can
show the other two results as well. 
By Theorem 7.2.9, [6] we know that if X is a BK-space and a ∈ w then
‖a‖∗ = sup
{∣∣∣∣∣
∞∑
k=0
akxk
∣∣∣∣∣ : ‖x‖ = 1
}
provided the term on the right side exists and is finite, which is the case
whenever a ∈ Xβ.
Theorem 2.9. For
[(
N¯
q
∆−
)
0
]β
,
[(
N¯
q
∆−
)]β
and
[(
N¯
q
∆−
)
∞
]β
the norm
‖ ‖∗ is defined as
‖a‖∗ = sup
n

n−1∑
k=0
Qk
∣∣∣∣∣∣
(
1
qk+1
−
1
qk
) n∑
j=k+1
aj
∣∣∣∣∣∣+
∣∣∣∣Qnanqn
∣∣∣∣


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Proof. If x[n] denotes the nth section of the sequence x ∈
(
N¯
q
∆−
)
0
then
using (2) we have
τ
[n]
k = τk(x
[n]) =
1
Qk
k∑
j=0
qj∆
−x
[n]
j
Let a ∈
[(
N¯
q
∆−
)
0
]β
, then for any non-negative integer n define the
sequence d[n] as
d
[n]
k =


Qk
(
1
qk+1
− 1
qk
)∑n
j=k+1 aj 0 ≤ k < n
−Qkak
qk
k = n
0 k > n
Let ‖a‖Π = supn ‖d
[n]‖1 = supn
(∑
∞
k=0 |d
[n]
k |
)
where Π =
[(
N¯
q
∆−
)]β
.
The inequality ‖a‖Π ≤ ‖a‖
∗ is obvious.
Also∣∣∣∣∣
∞∑
k=0
akx
[n]
k
∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
k=0
ak

 k∑
j=0
1
qj
(Qjτ
[n]
j −Qj−1τ
[n]
j−1)


∣∣∣∣∣∣
≤
∣∣∣∣∣∣
n−1∑
k=0
Qk
(
1
qk+1
−
1
qk
) n∑
j=k+1
aj

 τ [n]k
∣∣∣∣∣∣+
∣∣∣∣anQnqn
∣∣∣∣ |τ [n]n |
≤ sup
k
|τ
[n]
k | ·

Qk
(
1
qk+1
−
1
qk
) n∑
j=k+1
aj +
∣∣∣∣anQnqn
∣∣∣∣


= ‖x[n]‖N¯q
∆−
‖d[n]‖1
= ‖a‖Π‖x
[n]‖N¯q
∆−
Hence ‖a‖∗ ≤ ‖a‖Π
From the above inequalities we get the required conclusion. 
Following are some well known results
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Proposition 2.10. (cf. [12], Theorem 7) Let X and Y be BK spaces,
then (X,Y ) ⊂ B(X,Y ) that is every matrix A from X into Y defines an
element LA of B(X,Y ) where
LA(x) = A(x) ∀ x ∈ X
Also A ∈ (X, ℓ∞) if and only if
‖A‖∗ = sup
n
‖An‖
∗ = ‖LA‖ <∞
If
(
b(k)
)∞
k=0
is a basis of X,Y and Y1 are FK spaces with Y1 a closed
subspace of Y , then A ∈ (X,Y1) if and only if A ∈ (X,Y ) and A
(
b(k)
)
∈
Y1 for all k = 0, 1, 2, . . ..
Proposition 2.11. (cf. [13], Proposition 3.4) Let T be a triangle
(i) If X and Y are subsets of w, then A ∈ (X,YT ) if and only if
B = TA ∈ (X,Y ).
(ii) If X and Y are BK spaces and A ∈ (X,YT ), then
‖LA‖ = ‖LB‖
Using Proposition 2.10 and Theorem 2.9 we can easily conclude that
following:
Corollary 2.12. Let (qk)
∞
k=0 be a positive sequence, Qn =
∑n
k=0 qk and
∆− be the difference operator as defined in (1), then
i) A ∈
((
N
q
∆−
)
∞
, ℓ∞
)
if and only if
sup
m,n

m−1∑
k=0
Qk
∣∣∣∣∣∣
(
1
qk+1
−
1
qk
) m∑
j=k+1
anj
∣∣∣∣∣∣+
∣∣∣∣Qmanmqm
∣∣∣∣

 <∞ (4)
and
AnQ
q
∈ c0 ∀ n = 0, 1, . . . (5)
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ii) A ∈
((
N
q
∆−
)
, ℓ∞
)
if and only if condition (4) holds and
AnQ
q
∈ c ∀ n = 0, 1, 2, . . . (6)
iii) A ∈
((
N
q
∆−
)
0
, ℓ∞
)
if and only if condition (4) holds.
iv) A ∈
((
N
q
∆−
)
0
, c0
)
if and only if condition (4) holds and
lim
n→∞
ank = 0 for all k = 0, 1, 2 . . . (7)
v) A ∈
((
N
q
∆−
)
0
, c
)
if and only if condition (4) holds and
lim
n→∞
ank = αk for all k = 0, 1, 2 . . . (8)
vi) A ∈
((
N
q
∆−
)
, c0
)
if and only if conditions (4), (5) and (7) holds
and
lim
n→∞
∞∑
k=0
ank = 0 for all k = 0, 1, 2 . . . (9)
vii) A ∈
((
N
q
∆−
)
, c
)
if and only if conditions (4), (5) and (8) holds
and
lim
n→∞
∞∑
k=0
ank = α for all k = 0, 1, 2 . . . (10)
Again Using Proposition 2.11 and Theorem 2.4 we have the following
corollary:
3 Hausdorff Measure of Noncompactness
From Mursaleen et. al. [14] we let S and M be the subsets of a metric
space (X, d) and ǫ > 0. Then S is called an ǫ−net of M in X if for every
x ∈ M there exists s ∈ S such that d(x, s) < ǫ. Further, if the set S is
finite, then the ǫ−net S of M is called finite ǫ−net of M . A subset of
a metric space is said to be totally bounded if it has a finite ǫ−net for
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every ǫ > 0.
If MX denotes the collection of all bounded subsets of metric space
(X, d). If Q ∈ MX then the Hausdorff Measure of Noncompactness of
the set Q is defined by
χ(Q) = inf {ǫ > 0 : Q has a finite ǫ− net in X}
The function χ :MX → [0,∞) is called Hausdorff Measure of Noncom-
pactness [15]
The basic properties of Hausdorff Measure of Noncompactness can be
found in ([5], [16], [15]). Some of those properties are
If Q,Q1 and Q2 are bounded subsets of a metric space (X, d), then
χ(Q) = 0⇔ Q is totally bpunded set,
χ(Q) = χ(Q¯),
Q1 ⊂ Q2 ⇒ χ(Q1) ≤ χ(Q2),
χ(Q1 ∪Q2) = max {χ(Q1), χ(Q2)} ,
χ(Q1 ∩Q2) = min {χ(Q1), χ(Q2)} .
Further if X is a normed space the χ has the additional properties con-
nected with the linear structure.
χ(Q1 +Q2) ≤ χ(Q1) + χ(Q2)
χ(ηQ) = |η|χ(Q) η ∈ C
If X and Y are normed space, then for A ∈ B(X,Y ) the Hausdorff
Measure of Noncompactness of A, is denoted by ‖A‖χ and is defined as
‖A‖χ = χ(AB)
Where B = {x ∈ X : ‖x‖ = 1} is the unit ball in X.
Also A is said to be compact if and only if ‖A‖χ = 0 and ‖A‖χ ≤ ‖A‖.
Proposition 3.1. ([15], Theorem 6.1.1, X = c0) Let Q ∈Mc0 and Pr :
c0 → c0 (r ∈ N be the operator defined by Pr(x) = (x0, x1, . . . , xr, 0, 0, . . .)
for all x = (xk) ∈ c0. Then, we have
χ(Q) = lim
r→∞
(
sup
x∈Q
‖(I − Pr)(x)‖
)
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where I is the identity operator on c0.
Proposition 3.2. ([15], Theorem 6.1.1) Let X be a Banach space with
a Schauder basis {e1, e2, . . .}, and Q ∈MX and Pn : X → X (n ∈ N be
the projector onto the linear span of {e1, e2, . . . , en}. Then, we have
1
a
lim
n→∞
sup
(
sup
x∈Q
‖(I − Pn)(x)‖
)
≤ χ(Q) ≤ inf
n
(
sup
x∈Q
‖(I − Pn)(x)‖
)
≤ lim
n→∞
sup
(
sup
x∈Q
‖(I − Pn)(x)‖
)
where a = limn→∞ sup ‖I − Pn‖. If X = c then a = 2. (see [15], p.22).
4 Compact operators on the spaces
(
N
q
∆−
)
0
,
(
N
q
∆−
)
and
(
N
q
∆−
)
∞
Theorem 4.1. Consider the matrix A as in Corollary 2.12, and for any
integers n,s, n > s set
‖A‖(s) = sup
n>p
sup
m

m−1∑
j=0
Qj
∣∣∣∣∣∣
(
1
qj+1
−
1
qj
) m∑
i=j+1
ani
∣∣∣∣∣∣+
∣∣∣∣Qmanmqm
∣∣∣∣

 (11)
If X be either
(
N
q
∆−
)
0
or
(
N
q
∆−
)
and A ∈ (X, c0). Then
‖LA‖χ = lim
s→∞
‖A‖(s). (12)
If X be either
(
N
q
∆−
)
0
or
(
N
q
∆−
)
and A ∈ (X, c). Then
1
2
· lim
s→∞
‖A‖(s) ≤ ‖LA‖χ ≤ lim
r→∞
‖A‖(s). (13)
and if X be either
(
N
q
∆−
)
0
,
(
N
q
∆−
)
or
(
N
q
∆−
)
∞
and A ∈ (X, ℓ∞). Then
0 ≤ ‖LA‖χ ≤ lim
s→∞
‖A‖(s). (14)
Proof. Let F = {x ∈ X : ‖x‖ ≤ 1} if A ∈ (X, c0) and X is one of the
spaces
(
N
q
∆−
)
0
or
(
N
q
∆−
)
, then by Proposition 3.1
‖LA‖χ = χ(AF ) = lim
s→∞
[
sup
x∈F
‖(I − Ps)Ax‖
]
(15)
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Again using Proposition 2.10 and Corollary 2.12 we have
‖A‖s = sup
x∈F
‖(I − Ps)Ax‖ (16)
From (15) and (16) we get
‖LA‖χ = lim
s→∞
‖A‖(s).
Since every sequence x = (xk)
∞
k=0 ∈ c has a unique representation
x = le+
∞∑
k=0
(xk − l)e
(k) where l ∈ C is such that x− le ∈ c0
We define Ps : c→ c by Ps(x) = le+
∑s
k=0(xk − l)e
(k), s = 0, 1, 2, . . ..
Then ‖I − Ps‖ = 2 and using (16) and Proposition 3.2 we get
1
2
· lim
s→∞
‖A‖(s) ≤ ‖LA‖χ ≤ lim
s→∞
‖A‖(s)
Finally we define Ps : ℓ∞ → ℓ∞ by Ps(x) = (x0, x1, . . . , xs, 0, 0 . . .),
x = (xk) ∈ ℓ∞.
Clearly AF ⊂ Ps(AF ) + (I − Ps)(AF )
So using the properties of χ we get
χ(AF ) ≤ χ[Ps(AF )] + χ[(I − Ps)(AF )]
= χ[(I − Ps)(AF )]
≤ sup
x∈F
‖(I − Ps)A(x)‖
Hence by Proposition 2.10 and and Corollary 2.12 we get
0 ≤ ‖LA‖χ ≤ lim
s→∞
‖A‖(s)

A direct corollary of the above theorem is
Corollary 4.2. Consider the matrix A as in Corollary 2.12, and X =(
N
q
∆−
)
0
or X =
(
N
q
∆−
)
then if A ∈ (X, c0) or A ∈ (X, c) we have
LA is compact if and only if lim
s→∞
‖A‖(s) = 0
14 Tanweer Jalal , Ishfaq Ahmad Malik
Further, for X =
(
N
q
∆−
)
0
, X =
(
N
q
∆−
)
or X =
(
N
q
∆−
)
∞
, if A ∈
(X, ℓ∞) then we have
LA is compact if lim
s→∞
‖A‖(s) = 0 (17)
In (17) it is possible for LA to be compact although lims→∞ ‖A‖
(s) 6= 0,
that is the condition is only sufficient condition for LA to be compact.
For example, let the matrix A be defined as An = e
(1) n = 0, 1, 2, . . .
and qn = 3n , n = 0, 1, 2, . . . .
Then by (4) we have
sup
m,n

m−1∑
k=0
Qk
∣∣∣∣∣∣
(
1
qk+1
−
1
qk
) m∑
j=k+1
anj
∣∣∣∣∣∣+
∣∣∣∣Qmanmqm
∣∣∣∣

 = sup
n
(
2
3
+
1
2
(1− 3−n)
)
< 2
Now by Corollary 2.12 we know A ∈
((
N
q
∆−
)
∞
, ℓ∞
)
.
But
‖A‖(s) = sup
n>s
[
2
3
+
1
2
(1− 3−n)
]
=
7
6
−
1
2 · 3r+1
∀ r
Which gives ‖A‖(s) = 76 6= 0.
Since A(x) = x1 for all x ∈
(
N
q
∆−
)
∞
, so LA is compact operator.
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