Abstract. For a given bounded domain Ω ⊂ R n with smooth boundary, we explicitly calculate the first two coefficients of the asymptotic expansion of the heat trace associated with the Stokes operator as t → 0 + . These coefficients (i.e., heat invariants) provide precise information for the volume of the domain Ω and the surface area of the boundary ∂Ω in terms of the spectrum of the Stokes problem. As an application, we show that an n-dimensional ball is uniquely defined by its Stokes spectrum among all Euclidean bounded domains with smooth boundary.
Introduction
Let Ω ⊂ R n (n ≥ 2) be a bounded domain with smooth boundary ∂Ω. We denote by J and V the closures in [L 2 (Ω)] n and the Sobolev space [H 1 (Ω)] n respectively of the set of all smooth solenoidal vectors with compact supports in Ω. Let P J be the orthogonal projection [L 2 (Ω)] n → J. We consider the Stokes operator S := −µP J ∆ with domain D(S) = V ∩ [H 2 (Ω)] n , where ∆ is the Laplace operator and µ is the kinematic coefficients of viscosity. The Stokes operator S plays an important role in the investigation of the Navier-Stokes equations since the solution of the Stokes equation provides a good approximation to the solution of nonlinear Navier-Stokes equations (see, [5] , [6] , [20] , [29] and [32] ). It is well known (see [1] ) that the Stokes operator S generates an analytic semigroup U (t) in space of bounded functions. Furthermore, there exists a matrix-valued function K(t, x, y) (is called the heat kernel or fundamental solution) such that where p is the pressure.
On the other hand, since the Stokes operator S is an unbounded self-adjoint positive operator in V ∩ [H 2 (Ω)] n with discrete spectrum 0 < λ 1 < λ 2 ≤ · · · ≤ λ k ≤ · · · → +∞, one has
where u k ∈ V ∩ [H 2 (Ω)] n are the corresponding orthogonal eigenvectors. (1.3) can be rewritten as
in Ω, u k = 0 on ∂Ω.
(1.4)
Here the "pressure" term p k is not known a priori but is determined a posteriori from the solution itself (see, p. 457 of [27] ). The Stokes eigenvalues are physical quantities that can be measured because they just are the frequencies of the vibration of a Stokes (or an incompressible creeping) flow.
An interesting question, which is similar to the famous Kac question for the Dirichlet-Laplacian (see [15] , [23] or [33] ), is "can one hear the shape of the domain of a Stokes flow by hearing the pitches of its vibration)?"
In [25] , Metivier (also see, [2] ) proved the Weyl-type asymptotic formula:
where ω n denotes the volume of the unit ball in R n , and |Ω| denotes the volume of the domain Ω. Kozhevnikov [19] gave the asymptotic formula with sharp reminder estimate: (1.6) where N (τ ) is the number of the Stokes eigenvalues less than τ . Each of the formulas (1.5) and (1.6) is equivalent to the first term of asymptotic expansion of the trace of the semigroup U (t):
which implies that one can obtain the volume of the domain Ω if one knows all Stokes eigenvalues.
In this paper, by using a formula of Kozhevnikov [19] for the inverse Stokes operator and by applying a method of pseudodifferential operator, we give the following asymptotic expansion of the trace of the Stokes semigroup:
be a bounded domain with smooth boundary ∂Ω, and let 0 < λ 1 < λ 2 ≤ · · · ≤ λ k ≤ · · · be the eigenvalues of the Stokes operator S. Then
Here |∂Ω| denotes the (n − 1)-dimensional volume of ∂Ω.
Our result shows that not only the volume |Ω| but also the surface area |∂Ω| can be known if we know all Stokes eigenvalues. Roughly speaking, one can hear the volumes of the domain and the surface area of its boundary ∂Ω by hearing all the pitches of the vibration of a Stokes flow.
As an application of theorem 1.1, we can prove the following spectral rigidity result:
3 be a bounded domain with smooth boundary ∂Ω. Suppose that its Stokes spectrum is equal to that of B r , a ball of radius r. Then Ω = B r . Remark 1.3. Corollary 1.2 shows that a ball is uniquely determined by its Stokes spectrum among all Euclidean bounded domains with smooth boundary.
Notations
Recall that J is the closures in [L 2 (Ω)] n of the set of all smooth solenoidal vectors with compact supports in Ω. As is known (see [32] ), the space J of the vector-valued functions u = (u 1 , · · · , u n ) can be rewritten as
where N is the vector of the unit inner normal to ∂Ω. It follows from [32] that the operator
n . We also introduce the following spaces
Then the following orthogonal Weyl-Sobolev decomposition holds (see, Chapter 1 of [32] ):
n here admits a unique orthogonal decomposition
Denote by γ k u the boundary value on ∂Ω of the derivative
in the direction of the inner normal N to the boundary ∂Ω. We denote by G 1 and G 2 the operators solving the Dirichlet problem for the Poisson and Laplace equations (see [22] ):
It follows from Chapter 2 of [32] that the projection P F onto the subspace F of (2.2), (2.3) has the following form:
We denote by P J and P G the projections onto J and G. [14] , [31] , [11] ):
in the sense that
An operator P is said to be an elliptic pseudodifferential operator of order m if for every compact O ⊂ Ω there exists a positive constant c = c(O) such that
for any compact set O ⊂ Ω. If P is a non-negative elliptic pseudodifferential operator of order m, then the spectrum of P lies in a right half-plane and has a finite lower bound τ (P ) = inf{Re λ λ ∈ σ(P )}. We can modify p m (x, ξ) for small ξ such that p m (x, ξ) has a positive lower bound throughout and lies in {λ = re iθ r > 0, |θ| ≤ θ 0 }, where θ 0 ∈ (0, π 2 ). According to [11] , the resolvent (P − λ) −1 exists and is holomorphic in λ on a neighborhood of a set
(with ǫ > 0). There exists a parametrix Q ′ λ on a neighborhood of a possibly larger set (with δ > 0, ǫ > 0)
such that this parametrix coincides with (P − λ) −1 on the intersection. Its symbol q(x, ξ, λ) in local coordinates is holomorphic in λ there and has the form (cf. Section 3.3 of [11] )
where
with symbols b l,k independent of λ and homogeneous of degree mk − l in ξ for |ξ| ≥ 1. The semigroup e −tP can be defined from P by the Cauchy integral formula (see p. 4 of [10] ):
where C is a suitable curvature in the positive direction around the spectrum of P .
It follows from [19] that the domain D(S) of the Stokes operator is dense in the Hilbert space J with the inner product of [L 2 (Ω)] n , and the operator S is symmetric and positive definite in the Hilbert space J. The following proposition duo to Kozhevnikov (see, [19] ): Proposition 2.1. The Stokes operator S is continuously invertible in the space J, and there exists a pseudodifferntial operator K −1 on ∂Ω such that
where the operators G 1 , G 2 and γ 0 are defined in (2.7), (2.8) and (2.6), and I is an identity matrix.
Lemmas
Now, we denote by A the extension of
n that is given by the same formula as S −1 :
n is thus uniquely determined by the column of its "coordinates" (
T , where T denotes the transpose. The operator A of (3.1) can be written correspondingly in the matrix form
where, for example, A JF maps F into J.
Lemma 3.1. The matrix (3.2) representing the operator A has the form
Proof. It follows from [19] that the matrix (3.2) representing the operator A has the form
According to the Proof of Lemma of [19] , we know that Af = 0 for any f ∈ G. Thus we may assume
so that the above relation still holds for any f, g ∈ J ⊕ F . Note that for any
Since S −1 , A F F and A are self-adjoint operators on J, F and J ⊕ F , respectively, we find by
which implies A JF = 0. Similarly, we can show that A GF ≡ 0. Hence, the matrix (3.2) representing the operator A is symmetric, and the desired result is proved.
By virtue of the compactness of G 1 and (3.1), we see that the operator A is compact on
and τ k → 0 as k → +∞; in addition, the number 0 belongs to the spectrum of A. These properties allow one to define powers of A. We define A 2 by its action on u ∈ D(A):
where (·, ·) is the L 2 inner product. It follows from (1) of §8 of [19] that A 2 can be represented as
where K 1 is an operator that is smoothing by one unit, i.e.,
n . The operator A F F has the representation (see, (2) of §8 of [19] ):
where f F = grad p ∈ F , p ∈ H 1 0 (Ω); K 2 is a smoothing operator, i.e., an operator of order −1;
where K 2 is the same operator as in (3.6) .
In [19] , Kozhevnikov showed that the number λ = 0 and the vector f = grad p ∈ F are an eigenvalue and corresponding eigenvector of the operator A F F if and only if the pair (λ, p) constitutes an eigenvalue and eigenvector of the operatorÃ F F . From now on, we restrict the operators A 2 and A F F on space J ⊕ F and still denote them by A 2 and A F F .
Lemma 3.2. The kernel spaces of the operators A 2 andÃ F F are finite dimensional, and
Proof. Since the operators G 
According to the definition of G 1 (see (2.7)), we get (
We denote by M the above dimensional number.
Obviously, ker A F F ⊂ ker A 
since {grad p j } is an orthonormal system. This contradicts the assumption A , so by (3.10) and (3.11), we obtain ker A 2 = kerÃ F F .
Asymptotic expansion
Proof of Theorem 1.1. Since ker A 2 = kerÃ F F which is a finite number M , we adjust the Jordan matrices A 2 andÃ F F on the kernels of these operators by replacing the zero eigenvalue by a common constant, saying ̺ > 0. As pointed out in [19] , this is equivalent to adding to A 2 andÃ F F some finite-dimensional operators of order −∞ since their kernels consist of infinitely smooth functions. We denote the finite-dimensional operators added by R andR.
By inverting the operators A 2 + R andÃ F F +R, we obtain that
where B 1 and B 2 are pseudodifferential operators of order 3 and 1, respectively.
The proof of (1.8) is broken up into a number of steps.
Step 1. We calculate the asymptotic expansion of the trace of semigroup e −t(µG 
Note that the interior asymptotics are independent of the boundary condition; however, the boundary asymptotics depend on the Dirichlet boundary conditions (see, [3] , [8] and [16] ). The symbol q(x, ξ, λ) of (µG
−1 in local coordinates is holomorphic in λ there and has the form
with symbols b l,k independent of λ and homogeneous of degree 2k − l in ξ for |ξ| ≥ 1. Thus
In the interior of Ω, for any Ω ′ ⊂ Ω we find by a direct calculation that
This is a straightforward application of the Seeley calculus [28] (Note that
More importantly, (4.7) is still valid for any n-dimensional normal coordinate patch W covering a patch of W ∩ ∂Ω.
It remains to consider the boundary asymptotics. Let x = (x ′ ; x n ) be local coordinates for Ω near ∂Ω. If E is a local frame on ∂Ω; extend E to a local frame in a neighborhood of ∂Ω by parallel transport along the geodesic normal rays (see, p. 1101 of [21] ). For any small ndimensional normal coordinate patch W covering a patch of W ∩ ∂Ω, we integrate for x n ∈ [0, ǫ] to define the boundary contribution (see [3] , [8] , [9] , [16] or Remark 4.1):
It is completely similar to the previous argument that
We find by (4.10)-(4.12) that
Combining (4.7) and (4.13) we get Tr e −t(µG
Step 2. From (4.1) we know that the full symbol of the pseudodifferntial operator
, where the matrix p 3−m (x, ξ) is homogeneous in ξ of degree 3 − m when |ξ| > 1 for its each entry. A direct calculation shows
where the symbol-matrix c l,k (x, ξ) is independent of λ and its entry is homogeneous of degree 4k − l. Note that
is odd with respect to ξ. Similarly to the argument in step 1, we have
Here we have used the trace of the matrix, by which the coefficients of asymptotic expansion are multiplied by n. It is well-known (see, for example, (5.22) of p 247 of [30] , [10] ) that for λ ≥ 0, 
Step 3. Recall that the kernel spaces of A 2 andÃ F F have the same dimensional number M . ) is an orthonormal basis of A (respectively, ofÃ F F ).
Then the operators A 2 + R andÃ F F +R have the following representations:
Furthermore, the semigroups can be represented as 
and
with uniform convergence on compact figures of (0, ∞) × Ω × Ω, and the traces Tr e −t(A 2 +R)
and Tr e
are easily evaluated as (see, for example, [26] , [4] ) Tr e −t(A 2 +R)
) just are all non-zero eigenvalues of A (respectively, of A F F (i.e., of A F F )). According to (3.3), we get y being the double of y ∈ Ω (see, p. 53 of [24] ). We pick a self-double patch W of M covering a patch W ∩ ∂Ω endowed (see the diagram on p. 53 of [24] ) with local coordinates x such that ǫ > x n > 0 in W ∩ Ω; x n = 0 on W ∩ ∂Ω; x n ( * x) = −x n (x); and the positive x n -direction is perpendicular to ∂Ω. This products the following effect that δ jk ( * x) = −δ jk (x) for j < k = n or k < j = n = δ jk (x) for j, k < n or j = k = n, δ jk (x) = 0 for j < k = n or k < j = n on ∂Ω.
For any Ω ′ ⊂ Ω, by the technique of step 1 we see that (4.7) still holds. For any n-dimensional normal coordinate patch W covering a patch W ∩ ∂Ω, it is completely similar to (4b) (5a) (5b) (5c) of p 55 of [24] (it is just the first term of the Levi's sum in the expansion of F − (t, x, y), see §3 of [24] ). Combining these, (4.23) and (4.7), we again get (4.14). Now, we use the heat invariants which have been obtained from Theorem 1.1 to finish the proof of Corollary 1.2.
Proof of Corollary 1.2. By Theorem 1.1, we know that the first two coefficients |Ω| and |∂Ω| of the asymptotic expansion in (1.8) are Stokes invariants, i.e., |Ω| = |B r | and |∂Ω| = |∂B r |. Thus [18] ) for the first term on the right side of (1.8), we immediately get the Weyl-type law (1.6) for the Stokes eigenvalues.
