Abstract-The authors propose a novel frequency-overlapping multigroup scheme for a passive all-optical fast-frequency hopped code-division multiple-access (OFFH-CDMA) system based on fiber Bragg grating array (FBGA). In the conventional scheme, the users are assigned those codes constructed on the nonoverlapping frequency slots, and therefore the bandgaps between the adjacent gratings are wasted. To make a more efficient use of the optical spectrum, the proposed scheme divided the users into several groups, and assigned the codes, which interleaved to each other to the different groups. In addition to the higher utilization of the spectrum, the interleaved nature of the frequency allocations of different groups will make the groups less correlated and, hence, lower the multiple-access interference (MAI). The corresponding codeset and its constraints for this new scheme are also developed and analyzed. The performance of the system in terms of the correlation functions and bit error rate (BER) are given in both the conventional and the proposed schemes. The numerical results show that, with the multigroup scheme, performance is much improved compared to the conventional scheme.
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Wei-Ren Peng, Wen-Piao Lin, Member, IEEE, and Sien Chi, Fellow, OSA tions of DS-CDMA are implemented by optical delay lines [2] [3] [4] , ladder networks [5] , [6] , tunable delay lines [7] [8] [9] , and recently, superstructure fiber Bragg grating (SSFBG) [10] [11] [12] . SSFBG provides not only a low-cost en/decoder but also high-speed optical processing. The shortcoming of this device is its lower power efficiency since the en/decoding grating must be weakly coupled.
In addition to the DS-CDMA, frequency-encoded CDMA (FE-CDMA) which encodes the signature code on the wavelength domain with coherent or noncoherent method was proposed and analyzed in [13] [14] [15] . Since the en/decoding process of these schemes is addressed with a bulk grating, the huge size of the transmitter/receiver is a problem. Although this problem has been resolved using two compact consecutive FBGs [16] , the system still requires an ultrashort pulse generator and this will make the system high price. An alternate scheme sending colored pulses in a predetermined order is the optical fast-frequency hopping CDMA (OFFH-CDMA). The first FFH-CDMA in optical domain is proposed by using an optical frequency synthesizer as the encoder [17] , [18] . The tunable FBG arrays (FBGA) are used instead of the frequency synthesizer to reduce further the transmitter cost [19] [20] [21] [22] . Since the OCDMA is proposed as an access scheme in a local area network (LAN), an OFFH-CDMA system using the FBGA [19] that maintains high performance and potentially low cost is one of the best choices. However, due to the nonfully orthogonality of the optical codes, the maximum capacity is still limited by the multiple-access interference (MAI) . Therefore, the emerging work for an OFFH-CDMA system is to reduce the MAI and increase the system capacity. Aimed at this, we propose a new scheme that can lessen the MAI of an OFFH-CDMA system.
In this paper, we propose a frequency-overlapping multigroup scheme that reduces the system MAI and enhances the maximum number of the coactive users. This scheme divides the users into different groups and assigns the users in each group with the frequency slots that are partially overlapping among different groups. Since this assignment makes a more efficient use of the optical spectrum than the conventional scheme, in which the frequency gap between any two adjacent Gaussian-shaped frequency slots is wasted, the performance is expected to be improved.
The rest of this paper is organized as follows. In Section II, we describe the frequency-allocation method in a conventional OFFH-CDMA scheme using the FBGA, and then our newly proposed method, which employs a frequency-overlapping multigroup method. In Section III, we analyze the system performance through the development of the codes. We give the codes modified from the previous one-coincident sequence and their constraints for this new scheme. The system performance, in terms of the signal to interference ratio (SIR) and the probability of error, is analytically derived from these new codes. In Section IV, we show the numerical results of auto-and crosscorrelation functions and the probability of error with different number of groups. It is found that the bit error rate (BER) or the maximum number of coactive users will be improved or enhanced by increasing the number of groups. Finally, our conclusions are given in Section V.
II. PROPOSED FREQUENCY-OVERLAPPING
MULTIGROUP SCHEME Fig. 1 shows the architecture of an OFFH-CDMA transmitter and receiver pair. A broadband light source is firstly data modulated using the amplitude shift keying (ASK) format and then encoded by the FBGA, where G i is the frequency passband of each grating. The matched receiver recovers the transmitted data with a reciprocal FBGA. Optical power received from other transmitters will be randomized and treated as interference. Although there are some other candidates, such as array waveguide gratings (AWGs) or thin-film fillers can employ the OFFH-CDMA system and possibly can apply the scheme we proposed in this paper, it seems that FBGA is the simplest and cost-saving method to modulate and demodulate an OFFH-CDMA signal. Often, the MAI is the dominant factor limiting the number of the coactive user and the performance of a CDMA system, the emerging work for OCDMA is the reduction of the MAI level. Fig. 2(a) shows a typical star network of a conventional scheme. All the users are assigned those codes constructed on the discrete nonoverlapping frequency slots, i.e., all the codes used in this network are mapped to the frequency slots shown in Fig. 2(b) . Each user is assigned a specified hopping sequence C(l) with a code length of N . C(l) is the lth chip chosen from 0 to q − 1, where q is the number of available nonoverlapping frequency slots. The hopping frequency f h (l) of the lth chip can be written as
where f 1 is the frequency of the first slot, and
is the frequency offset around f 1 . B is the total optical bandwidth and B/q is the interval of the frequency slots. This frequency allocation is direct and simple, coming from the ideas of the independent wavelength allocation in a wavelength division multiplexing (WDM) system. However, the spectrum efficiency is low since no usage is taken around the band gaps between any two consecutive frequency slots. The band gaps can be fully used with our multigroup scheme.
In the new scheme, the users are firstly divided into several groups, as shown in Fig. 2(c) . The first group uses the same frequency allocation as the conventional scheme, in which the frequency slots are discrete and nonoverlapping. With a slightly upshift of the frequency allocation of the first group, we can obtain the allocation of the second group. The allocation of the third group can be obtained further by up-shifting the allocation of the second group, and so on. The frequency allocation is shown in Fig. 2(d) . The first frequency slots of different groups are assigned as
where f 1,j is the first frequency slot of the jth group, and N g is the total group number. The corresponding hopping frequency in the jth group can be written as
This formula can be explained as that all users use the same first slot f 1 with the modified code pattern of N g C j (l) + j multiplier the slot width B/(N g q). However, an additional slot with a width of (B × j)/(N g q) is required in this new scheme. Since the distribution of the frequency slots is more uniform than the conventional scheme, better spectra efficiency is expected. In addition, the reduced overlapping area of the frequency slots between any two different groups implies less correlation, thus lessening the MAI. To promise that all the users can communicate with all the other users, each transceiver should equip with a tunable en/decoder.
III. PERFORMANCE ANALYSIS

A. Hamming Auto-and Cross-Correlation
Multilevel sequences are used to specify which frequency will be used for transmission at any given time. An important requirement in multiple-access applications is to keep the mutual interference as small as possible. The interference is generated by the cross-correlation function of the hopping sequences. One of the correlation function measurements is the periodic Hamming cross-correlation function H XY , which is defined as
where
and
where f i is one of the q available frequency slots (q ≥ N ). The function H XY (τ ) represents the number of the same frequency slots from any two sequences with relative time delay of τ . We will use it to analyze the performance of the developed FFH codes. If H XY (τ ) ≤ 1 for any X = Y , this code set is called as one-coincidence sequence [23] , and this gives the smallest interference in an OFFH-CDMA system.
B. Codes for This New Scheme
To promise a better performance of this new scheme, in addition to the previous work [24] , there are two more constraints should be carefully concerned. First, there should not be any two frequency slots of a specific user with a difference smaller than N g . This allows the gratings in an FBGA independent to each other and, hence, promises the uniform output chip power after encoded by the FBGA. Second, the new code should still exhibit the so-called one-coincidence property. However, since the frequency slots in the new scheme are interleaved with each other, instead of the one coincidence, the partial coincidence should be considered. The partial coincidence will be defined later.
For the new scheme, the number of conventional usable discrete frequency slots q is increased to N g q frequency slots with an interval of B/(N g q). Since the bandwidth of a grating and their intervals used in the conventional scheme are approximately equal to B/q, the new interval of B/(N g q) will induce the adjacent N g frequency slots to overlap. We choose N as the code weight from the available frequency slots q, where N ≤ q. The code generator can be derived as [24] 
, for q odd integers, and d = (q − N − 2)/2 for q even integers. The new codes can be generated as follows:
where we have the following. 1) F i,j (k) is the kth chip of the ith user in the jth group.
/N g is the number of codes in each group. 3
Note that the range of k here is located within [24] .
The difference of any two frequency slots of a specific user can be written as
It is known that
Thus, any two slots in a sequence will differ by at least N g , and the uniform output chip power can be promised.
To ensure that the performance of the new scheme outperforms the conventional scheme, the developed codeword should also exhibit the one-coincidence property. Clearly, for any two codes from the same group, the one-coincidence nature still holds. However, if the two codes are from different groups, the partial coincidence should be considered. We assume that there are two codes from the jth and the mth groups (0 ≤ j < m < N g ), respectively. From (6), the partial hit occurs only when the difference of two frequency slots is (m − j) or N g − (m − j). We consider the following two Hamming functions:
The corresponding relations and the overlapping areas, which represent the reflective interference power, are shown in Fig. 3 . The two equations (8) and (9) For example, we construct the 2-group codes with N = 12 and q = 25. The generator sequence is C = {12, 17, 16, 15, 7, 11, 13, 8, 9, 10, 18, 14}; the 2-group codes are derived as follows: From the construction rules, we find that the codes of the first group are the same as that of the previously developed in [24] multiplying the group number by N g . Fig. 4 shows the FBGA spectra of the first codeword of group 0 and group 1 as solid and dashed lines, respectively. Codewords for other different number of groups can be derived by the same method.
C. Signal to Interference Ratio (SIR)
Interference will occur when two or more interfered slots and the desired slot with a difference smaller than N g reach the receiver at the same time. As shown in Fig. 3 , the interference value of A i from any two codes will differ depending on the groups where the codes are from. For mathematical convenience, we consider chips to be synchronous but with bit asynchronous interference in SIR and BER approximation. We assume that all users transmit data at an equal rate and with data duration T b = NT c in a continuous fashion. Fig. 5 shows the received signal and the interference in a receiver. The undesired signal from the lth user from the mth group with relative chip delay τ il to the ith user of the jth group is shown in Fig. 5(a) and (b), respectively. Here, b l,m,n is the previous or the present data bit of the lth user from the mth group for n = −1 or 0, which will be an interference to the desired present data bit of b i,j,0 . The interference will occur if any two chips of the ith and jth users at the same time are with a difference smaller than the group number N g , i.e., |F l,m (t) − F i,j (t)| < N g . The interference from the lth user to the ith user can be written as
where A i is the normalized interference defined in the previous section and its value depends on the grating profile and the frequency interval. The relative delay τ il is assumed uniformly distributed over integers [0, N − 1], and the data bits "0" and "1" are transmitted with equiprobability. We assume that there are N i possible values of interference between any two sequences in the code set, and the probability of each interference can be denoted as P n (I il = I n ), where n is an integer over [0, N i − 1], and I n is one of the possible interference values. The average variance of the multigroup codes can be derived as [25] 
where P n denotes the average probability of having a crosscorrelation value of I il = I n between any two sequences in the code set. If there are K simultaneous users, the total interference from the other K − 1 users can be written as
Therefore, the SIR can be derived directly as
D. Probability of Error
Here, we ignore other noise sources and consider only the MAI, which usually dominates the performance of a CDMA system. Using the Gaussian approximation for MAI Fig. 6 . Adjacent nonoverlapping Gaussian-apodization grating spectra of the same group, which we used for simulation. The first nulls are to be overlapped to increase the slot density.
and equiprobable data, the BER can be derived as [26] 
Since we consider only the case of synchronous chips, the error probability will be the upper bound of the exact error probability [19] P e (exact) ≤ P e (chip-synchronous case).
IV. NUMERICAL RESULTS AND DISCUSSIONS
A. Auto-and Cross-Correlation Functions
To estimate the performance of the proposed multigroup scheme, we calculate the auto-and cross-correlation functions for different number of groups. The total optical bandwidth is 7 nm, from 1551.86 to 1558.86 nm, and sliced to 25 nonoverlapping frequency slots with a bandwidth of 0.28 nm. Each user is assigned a unique code with length of N = 12, and each FBGA consists of 12 gratings corresponding to the code length. To reduce the sidelobe of the grating and increase the slot density, we use the Gaussian apodization for each grating, and the gratings are all with a peak coupling coefficient equal to 220 m −1 . The length of each grating is 10 mm, and the space between adjacent gratings is determined by the required chip rate and the tunability [19] . Since the sidelobe of each grating is 20 dB lower than the mainlobe, we will ignore its effect and consider the mainlobe only. The interval of the frequency slot ∆f is selected allowing the first nulls of successive gratings to overlap for higher slot density, as shown in Fig. 6 .
To evaluate the interference of different group number, 1 bit of all the 24 users is synchronously sent to the decoder of the first user, as shown in Fig. 7(a) . The decoded outputs are shown in Fig. 7(b)-(d) , where the interference is normalized to the power of the desired signal, which is located at the central peak. The pulses are of the Gaussian shape and are with a 3-dB pulsewidth of 0.2 chip duration.
In Fig. 7(b) , it is found that the cross correlation is almost as high as the autocorrelation when all users are active. The system suffers serious interference, which will lose the correct detection window for the receiver and degrade the system performance. Fig. 7(c) shows the proposed system with the 2-group method. It is found that the cross-correlation function is reduced to only two-thirds of that in the conventional case. Increasing the number of groups, as shown in Fig. 7(d) and (e), where N g = 6 and 24, the cross correlation decreases to a level even lower than half of that in the conventional scheme. There is no apparent difference between the group number of 6 and 24. Since increasing the number of group requires stringent tenability and temperature controllability on the grating, the better group number that trades off between the signal performance and the system complexity might be 6 in this case.
B. Bit Error Rate (BER)
The simulation parameters, excepting that the bit synchronous is changed to the chip-synchronous assumption, are the same as the previous section. The average variance and the BERs for the proposed multigroup codes are derived from (12) and (15), respectively. Fig. 8 gives the probability of error versus the number of asynchronous simultaneous users with two different slot densities. Fig. 8(a) shows the case with a frequency interval of 0.28 nm, which allows the first nulls of the adjacent gratings to overlap. The performance is increasingly enhanced with the increasing of the group number. The proposed system can support up to four extra users for N g = 2 compared to the conventional one at a BER of 10 −10 , and this increases to 8 when the group number N g exceeds 6. Hence, the system capacity is clearly much improved. However, we found that the enhancement of the BER quickly saturates as the increasing group number. There is only a little improvement from group number of 6 to the group number of 24, but the required tuning and temperature control for group number of 24 is much stringent since the smallest spacing of two frequency slots is only 0.012 nm, and it is expected that slight variation of environmental parameters such as temperature, humidity, or stress will degrade the system seriously. It is very costly to maintain the performance of such a system. Thus, a tradeoff between the group number and the system reliability must be made, which will depend on the stability of the FBGA. In these simulation results, it seems that when the group number exceeds 6, the improvement of the BER is not so significant. Therefore, a group number with 6 rather than 24 would be a better choice in this example.
As described in Section II, since one additional frequency slot is required in our new scheme, we also simulate the case of the conventional scheme with one more slot in Fig. 8(a) . However, it is not like that in our multigroup scheme; the improvement is very limited even with the one additional frequency slot. Fig. 8(b) is the case with a frequency interval of 0.4 nm. Although the greater spacing of the frequency slots will decrease the slot number over the available bandwidth, the normalized interference A i among the different groups becomes smaller. The frequency slots are now reduced to q = 17, and the code weight N is left unchanged. The group number of 1, 2, 4, 8, and 16 is shown in this figure, which indicates that the performance is getting better with the increasing number of groups. The saturation of the BER improvement is also observed. Fig. 9 compares the performance of the two systems with different slot densities. With a smaller group number, the interference mainly results from the users of the same group. This makes the system with lower slot density q = 17 have a higher probability to hit and to exhibit worse performance. When the group number increases, the dominant interference mainly comes from the users of different groups. That pushes the system with lower slot density q = 17 to perform better because of the smaller overlapping areas between the groups. It can be found that in the case of the maximum number of group, the system with q = 17 can support two more users than that with q = 25 at a BER of 10 −12 . The impairment of a system with lower slot density is that there are fewer codes that can be used, which limits the maximum available users. In this example, there are 16 usable codes for slot number q = 17, while there are 24 usable codes for q = 25. However, the lower slot density also means the relaxation to the tuning and temperature controlling requirement and, therefore, low cost. Thus, for small size area, the lower slot density is preferred, and for larger area, the higher one could be a better choice. Therefore, the slot density and the group number should be carefully selected depending on the size of the network.
V. CONCLUSION
We propose a novel OFFH-CDMA system using a frequency-overlapping multigroup scheme to make more efficient use of the optical spectrum. Users of the different groups are assigned a different frequency allocation that is interleaved with each other. Reduced correlation among codes of different groups and more efficient use of the spectrum enhance the performance of the proposed OFFH-CDMA system. A new code set for this new scheme is developed and analyzed. With two additional constraints of this code set, performance with this code is much improved. The performance of the conventional scheme and the proposed scheme are compared in terms of the correlation function and the BER. With a Gaussian profile for each grating, the performance is increasingly enhanced with the increase of the group number. However, it is not a good choice to select the maximum number of group due to the stringent fine tuning and necessary careful temperature control. Tradeoff must be made between the system performance and the hardware implementation. We also give the performance analysis with different frequency slot density. The system with lower slot density outperforms that with a higher slot density, in a larger group number, and lessens the requirement for tuning accuracy and temperature control. The corresponding shortcoming is the fewer usable codes in the system. Which one is better depends on the size and the cost of the network.
Another important issue is that in our simulation, the used profile of a grating is approximately Gaussian. If a flattop profile grating has been used in our proposed scheme for better power efficiency, the interference is the same as the conventional scheme, and no gain is obtained with this scheme. However, with a Gaussian or other nonflattop grating, the interference can be largely reduced at a price of lower power efficiency. Hence, an appropriate profile should be selected under the considerations of both the power efficiency and the MAI.
