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Resumen
En la agricultura de precisión se utilizan
técnicas de cálculo estadístico y modelos
de predicción climática que requieren de
gran capacidad de cálculo.
Sin embargo, el costo asociado a la ad-
quisición de un cluster de altas prestaciones
resulta en muchos casos demasiado eleva-
do. Una alternativa consiste en utilizar para
tareas de cómputo intensivo una GPGPU,
pero se limita a problemas de paralelismo
de datos.
Este trabajo presenta una línea de I+D
centrada en el desarrollo de un cluster de
bajo costo destinado específicamente a re-
solver problemas de paralelismo de tareas.
Los temas abordados son transversales a
varias áreas, como programación, electró-
nica digital, arquitectura de computadoras
y sistemas paralelos.
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Contexto
La línea de investigación presentada es
parte del proyecto “Implementación de un
cluster de procesadores RISC” aprobado en
el año 2013 por la Secretaría de Ciencia
y Tecnología, convocatoria para estímulo y
desarrollo de la investigación científica y
tecnológica (FICyT - UNdeC).
Introducción
Una característica de las regiones semi-
áridas como la provincia de La Rioja es
que la única agricultura sustentable es la
de precisión. Para llevar adelante este tipo
de agricultura es necesario aplicar técnicas
de cálculo estadístico y modelos de predic-
ción climática que requieren de gran capa-
cidad de cálculo, dando origen a problemas
de cómputo con Requerimientos de Altas
Prestaciones (HPC). Normalmente, los pro-
gramas para resolver estos problemas son
ejecutados en clusters de altas prestaciones.
Debido a que el costo asociado a la ad-
quisición de un cluster dedicado y su man-
tenimiento resulta muy elevado, una alter-
nativa aceptable que ha dado muy buenos
resultados consiste en configurar el clus-
ter con un conjunto de computadoras tra-
dicionales de bajo costo. Sin embargo, es-
tos clusters basados en procesadores tradi-
cionales (arquitectura CISC 80x86) enfren-
tan nuevos desafíos relacionados a la reduc-
ción del consumo energético y excesiva ge-
neración de calor que producen [1, 2]. Una
tendencia actual para aumentar la potencia
de cómputo de los clusters sin incrementar
proporcionalmente el consumo consiste en
equiparlos con GPGPUs y delegar cómputo
en estas nuevas arquitecturas. Las GPGPUs
son placas gráficas con una gran cantidad
de procesadores simples pero muy efecti-
vos en la resolución de problemas de para-
lelismo de datos [3, 4, 5]. Lamentablemen-
te, la utilidad de esta tecnología es limitada
en problemas donde predomina el parale-
lismo de tareas.
Por otro lado, el foco de la industria tec-
nológica se encuentra en la reducción de
las dimensiones de los dispositivos, la dis-
minución de su consumo y la aceleración
de las respuestas generadas a los usuarios.
Esto es posible gracias a la evolución de
los microprocesadores basados en una ar-
quitectura estándar RISC de 32 bits, y en
particular la arquitectura ARM (Advanced
Risc Machines) [6]. ARM se ha constitui-
do como la arquitectura más ampliamente
utilizada en unidades producidas, con pre-
sencia en más del 90 % de los dispositivos
móviles desde 2009 [7].
Esta arquitectura de procesadores ha al-
canzado una gran potencia de cómputo (al-
gunos modelos superan los 1500 MHz),
e incluso comienzan a aparecer versiones
con varias unidades de cómputo[8]. Actual-
mente muchas empresas comercializan dis-
positivos equipados con estos procesadores
que incluyen una unidad de almacenamien-
to, cantidades de memoria RAM y puertos
de entrada / salida similares a una compu-
tadora tradicional, pero con un costo y rela-
ción de consumo muy inferior a esta [9].
En este sentido, interesa plantear el desa-
rrollo de un computador de propósito dedi-
cado para la resolución de problemas de pa-
ralelismo de tareas implementado a través
de un cluster de procesadores de tecnología
RISC de bajo costo.
Se espera que este computador permita
experimentar con problemas de cálculo es-
tadístico aplicados a agricultura de preci-
sión.
Líneas de Investigación,
Desarrollo e Innovación
Arquitecturas RISC.
Programación de algoritmos paralelos.
Consumo energético.
Modelos de programación y predic-
ción de rendimiento en estas nuevas
arquitecturas.
Resultados y Objetivos
Objetivos
Formar recursos humanos en esta tec-
nología emergente de carácter estraté-
gico
Obtener un cluster de bajo costo que
sirva de entorno de experimentación
Analizar los aspectos de estas arqui-
tecturas que podrían ser aprovechados
para resolver problemas de agricultura
de precisión
Resultados parciales
Durante 2014 se adquirieron cinco equi-
pos cubieboard 1 y un equipo cubieboard
2 [9]. Cada equipo cubieboard 1 posee un
procesador AllWinner A10 (ARM Cortex
A8), mientras que el cubieboard 2 posee un
procesador dualcore AllWinner A20 (ARM
Cortex A7). Todos operan a una frecuencia
de 1GHz, poseen 1GB DDR3 de memoria
RAM y una conexión ethernet 10/100. Se
eligieron estos procesadores como entorno
experimental debido a que son ampliamen-
te utilizados en el mercado de dispositivos
móviles.
Los equipos cubieboard 1 se conectaron
en red con un switch dedicado y se ins-
taló en cada uno una distribución de Li-
nux compatible directamente en su memo-
ria NAND. Con respecto a la cubieboard 2,
el desempeño general de linux instalado en
su SD resultó ser demasiado lento, por lo
que se está trabajando en instalar una ver-
sión compatible directamente en su NAND.
Dos alumnos se encuentran realizando
trabajos de investigación [10, 11] en los si-
guientes temas derivados del proyecto:
Impacto de la red de interconexión en
clusters de alto rendimiento.
Análisis de desempeño de arquitec-
turas ARM utilizadas para problemas
con requerimientos de HPC.
Estos proyectos contemplan la configura-
ción como cluster de los equipos adquiridos
y el análisis de sus prestaciones. Se espe-
ra completar la configuración experimental
durante el primer semestre de este año.
Formación de Recursos Humanos
El equipo de trabajo está formado por
tres docentes y dos alumnos de las carre-
ras Ingeniería en Sistemas y Licenciatura
en Sistemas de la UNdeC (acreditadas por
CONEAU).
Los docentes forman parte de los equi-
pos de las asignaturas Programación I (2do
año), Arquitecturas de computadoras II
(2do año) y Arquitecturas paralelas (3er
año). Dos de ellos se encuentran categori-
zados en el programa de incentivos, uno de
los cuales se encuentra en la etapa final de
su doctorado. Los alumnos actualmente es-
tán realizando trabajos de investigación en
temas derivados del proyecto.
Las asignaturas mencionadas contem-
plan la aprobación mediante la participa-
ción en proyectos de investigación, por lo
que pueden surgir nuevos trabajos en esta
línea.
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