The multiple description transform coder is introduced for sources with memory and an asymptotic analysis is presented for the squared error distortion. For stationary Gaussian sources, the optimal transform and the optimal bit allocation for the multiple description coder are identical to those for the single description coder.
Introduction
We consider the design of block quantizers for sources with memory when the source is connected to the destination by two parallel channels, either of which may be broken. It is assumed that the channel state information is available to the decoder but not the encoder. This channel model is surprisingly useful for applications such as communicating over a Rayleigh fading channel and for communicating over a lossy packet network. Source codes designed for this channel model are called multiple description source codes. This correspondence is organized as follows. In Section 2, we introduce notation and brie y summarize relevant technical details from previous work. In Section 3, we describe the proposed multiple description transform coder and derive its asymptotic performance in Section 4. Next, we present in Section 5 the theoretical performance of this coder when applied to a Gaussian source with memory and to a rst-order Gauss-Markov source.
Preliminaries
The block diagram of the multiple description scalar quantizer (MDSQ) is shown in Figure 1 .a. Contrary to the single-channel case where each sample is mapped to a single index, in the multiple description case, each data sample is mapped to a pair of indices i and j which are then transmitted over two separate channels. Speci cally, the source sample x is rst mapped by q( ) to a cell index l 2 f1; 2; : : : ; Ng. Index l is then mapped to (i; j) by the index assignment a( ) where (i; j) 2 J . We assume that i; j 2 I = f1; 2; : : :; mg and that J is a subset of I I containing N pairs. Let R be the rate used on each channel. Thus, in the case of xed length codes, i and j are encoded to R-bit codewords, and in the case of variable length codes, i and j are separately encoded using variable length codes having average codeword length no larger than R bits/sample. The combination of q( ), a( ) and the xed/variable length code is referred to as the MDSQ encoder and is denoted by E.
If one channel is down, the receiver obtains only one index, i or j, and thus uses a side decoder to map i, or j, to a reconstruction level y s , s = 1 if i is the only received index, s = 2 if only j is received. If both channels are working, the receiver uses the central decoder to map the indices (i,j) to a reconstruction level y 0 . (1?a) , respectively, and that these rates of decay are optimum.
For a better understanding, the process can be seen in the following manner: the sample x is mapped to a cell of a square box having M = m 2 cells, with m rows and m columns. Then, i is the row index and j the column index. The way in which the source samples are mapped to the cells of the box is then the index assignment. The index assignments presented in 3] achieve the above exponential rates of decay, and we choose the one where the cells of the box are scanned in a`zig-zag' manner referred to as the Modi ed Linear 
Multiple Description Transform Coders
The MDTC is illustrated in Figure 2 . We consider a vector of source samples x such that x = (x(1); x(2); : : : ; x(L)) t . The linear transformation A yields the vector u = Ax where u = (u(1); u(2); : : : ; u(L)) t . Each component u(l) is encoded by the lth MDSQ encoder E l , resulting in a pair of indices which are then transmitted over two separate channels. It is assumed that the MDSQ for the lth transform coe cient operates at a rate of R l bits/sample/channel. The rate vector associated with the MDTC is R = (R 1 ; R 2 ; : : :; R L ).
At the receiver, if one index is lost, a side decoder of D l yields a reconstruction levelû s (l), s = 1 or 2. If no index is lost, the central decoder of D l gives the reconstructed valueû 0 (l).
The inverse transformation A ?1 is then applied to the vectors of quantized values, providing the vector y 0 = A ?1û 0 if both channels are working, y 1 = A ?1û 1 if only channel 1 works or y 2 = A ?1û 2 if only channel 2 works.
For the single channel case, Huang and Schultheiss developed transform coders for levelconstrained quantization in 8] and proved that the optimal choice for A for stationary Gaussian sources was the transpose of the orthogonal matrix which diagonalizes the autocorrelation matrix of the source. In other words, A must be the matrix of the Karhunen-Lo eve Transform (KLT). In Section 5, we will show that for the two channels case, the KLT is also optimal for stationary Gaussian sources. In the following derivations, we only assume that A is orthogonal so that the distortions are equal in both the original and the transform domains. 
where E is the expectation with respect to the source probability distribution. Thus, minimizing the distortion in the transform domain is equivalent to minimizing the distortion in the original domain.
Asymptotic Performance of the MDTC
We consider the case of the quantization of L samples provided by an orthogonal transformation applied to the original samples and we present an asymptotic analysis. We de ne d 
and
respectively. We rst derive a bit allocation formula, which allows the minimization of d 0 (R) subject to d 1 (R) d 1 and 1 L P L l=1 R l R, in establishing two necessary and su cient conditions on the parameters of each quantizer, namely R l and k l . From (1), it follows that n l = R l = log 2 (k l ). First, we x the R l 's and we minimize d 0 (R) with respect to 1=n l , l = 1; : : : ; L, under the constraint d 1 (R) d 1 . For the lth quantizer, from (2) and (3) 
On setting the rst partial derivative of J with respect to 1=n l to zero and solving for , we obtain = C l S l 2 ?4 R l n l ; l = 1; 2; : : : ; L; (10) which yields 1 n l = ? 1 4R l log 2 S l C l l = 1; 2; : : : ; L: (11) Having obtained the 1=n l 's as a function of , we now utilize the constraint d 1 (R) = d 1 to eliminate , and so, plugging (11) in (8), we come up with
Therefore, we nally obtain 
And so, since we know that the constraint on d 1 (R) is satis ed with our choice of n l 's which obey (13), we now
For an easier computation, we choose to minimize q d 0 (R), and the new Lagrangian is
On setting the rst partial derivative ofJ with respect to R l to zero, we obtain R l = 1 2 log 2 C l S l d 1 1=2 2 ln(2) 2 l ! ; l = 1; 2; : : : ; L: (17) At this point, we utilize the constraint on the average rate 1 L P L l=1 R l = R to eliminate , which is then given by
We plug this last result in (17), and we obtain
Similarly, since
R i are real-valued convex functionals of R, the Lagrange Duality theorem implies that R l 's satisfying (19) minimize the Lagrangian functionJ and the constraint on the average bit rate is satis ed. Finally, we can derive the number of diagonals k l for the lth quantizer. Indeed, since from (1), k n l l = 2 R l , it follows that
Thus, equations (19) and (20) are necessary and su cient for an optimum operating point.
From (14) and (19), we can now derive the trade-o between the overall average central distortion and the overall average side distortion
5 Gaussian sources
We now give the speci c results for the cases of level-constrained (LC) and entropy-constrained (EC) MDTC applied to a zero-mean stationary Gaussian source having variance 2 . For such a source, C and S in (2) and (3) are given by C = ( 3 3=2 )=24 and S = ( 3 3=2 )=6 in the LC case, and by C = e=24 and S = e=6 in the EC case. If we apply a linear decorrelating transformation, then the di erent components in the transform domain are uncorrelated and Gaussian, and so are independent. Thus, for both the LC and EC cases, the C l 's and S l 's are equal for all l and given as above. Moreover,
! ; l = 1; 2; : : : ; L; (22) which is the same result as for the single channel case, given in 11, p. 528]. In this case, we know that the KLT is optimum since the geometric mean of the variances of the transform coe cients is minimized. Thus, the Karhunen-Lo eve Transform is still an optimum transform for the multiple description case. Equation (20) It can be observed that the value of k l is independent of l, i.e., all the multiple description quantizers have the same operating point, thus yielding the same decay rate for each MDSQ. At this point, we can derive from (19) and (23), and from (19) and (24) 
where (!) is the power spectral density function of the stationary source. Therefore, we nally obtain the formula valid for both cases
with de ned as above. Next, we consider the case of a stationary rst-order Gauss-Markov source, described by the relation x n = x n?1 + " n , where f" n g is an iid Gaussian random process with zero mean and variance ( 
with de ned as above.
Summary
In this paper, we have considered a multiple description transform coder and we have derived its asymptotic performance for general source densities with memory. It is shown that the Karhunen-Lo eve Transform is optimal and that the bit allocation is identical to the single channel case. Further, performance results have been given for stationary Gaussian sources with memory and for stationary rst-order Gauss-Markov sources.
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