Abstract-In many low-cost mobile device applications, the drawback of high crest factor (CF) may outweigh all the potential benefits of broadband communication systems. Orthogonal frequency division multiplexing (OFDM) is considered to be one of the important multicarrier standards in broadband communication systems. However, high CF is the major problem of OFDM, which may have a deleterious effect on battery lifetime on broadband wireless devices. Therefore, applying a low-complexity high-efficiency technique in recent communications standard will significantly reduce the complexity of those systems and bring down the cost of the system. In this paper, a novel scrambling CF reduction scheme to reduce the CF in OFDM systems is proposed. In this scheme, two re-ordering methods are proposed. Then, a new optimization scheme is introduced in which only a single two-phase sequence need to be applied. Unlike the conventionalpartial transmit sequence (C-PTS) scheme which needs Q-IFFT modulators, the proposed scheme requires only a single IFFT modulator. This feature significantly reduces processing time and less computation that leads to reduced complexity. Simulation results demonstrate that the proposed scheme can effectively reduce the complexity compared with the conventional and latest CF reduction scheme and yields good CF performance.
I. INTRODUCTION
The power amplifier (PA) is one of the most costly parts of the communication systems; hence the optimum usage of its gain is needed. It is well known that PA has nonlinear characteristics and a limited linear region so, if the PA works in the nonlinear region, it causes out-of-band as well as in-band distortion, which wastes a lot of energy and as a result reduces battery life [1] , [2] , [3] . This also causes unnecessary emission which also harms the environment. Also, it causes interference with adjacent channels (hence the other users). When the introduced Orthogonal frequency division multiplexing (OFDM) signal has high crest factor (CF), back-off in the PA becomes necessary [4] , [5] . In this case, transmitted signal never drive the PA into the nonlinear region or PA has to have a large dynamic range in order to prevent any signal distortion. The CF reduction technique maximizes power efficiency which results in prolonged battery life [1] , [2] , [5] .
Over the years, many techniques have been proposed to reduce CF, they can be categorized as scrambling schemes, such as either selected mapping (SLM) and partial transmit sequence (PTS), and additive schemes, such as tone reservation (TR), tone injection (TI), peak cancellation, and clipping [6] , [4] , [5] , [7] , [8] . In general, the most popular CF reduction techniques are PTS and SLM, both can reduce CF significantly without distorting the output. The main drawbacks of the SLM, PTS, and the latest scrambling schemes are the number of iterations that increase the complexity in searching for the optimal phase factor, the high computational complexity arising from the increased number of inverse fast Fourier transforms (IFFT) modulators, and the need for sending side information [2] , [8] , [9] . However, SLM is computationally more complex than PTS, thus limiting its implementation in OFDM having large number of carriers. While in PTS, even though the computational complexity increase exponentially with the number of subcarriers, it is easier to implement compared with the SLM [1] , [6] .
The new existing scrambling CF techniques have been proposed to reduce the computational complexity, but still, the number of IFFT modulators are not reduced. The main drawbacks of the new existing scrambling CF techniques are the number of iterations that increase the complexity in searching for the optimal phase factor, the high computational complexity because of increased number of IFFT modulators, and the demand for extra side information [1] , [2] , [6] .
In this paper, the proposed scheme needs only one IFFT and Q iterations, hence the complexity is thus reduced significantly. Moreover, it does not need side information at the receiver side. The rest of this paper is organized as follow: Section II gives a detailed exploration of the system model. The proposed CF reduction technique is presented in section III. The system complexity analysis is then given in section IV. Finally, numerical results analysis and conclusions are presented in sections V and VI, respectively.
II. SYSTEM MODEL
A set of N mapped signal is converted to an N parallel stream through a serial-to-parallel converter. This set is referred to as the OFDM symbol. Afterward, the IFFT with length N is utilized to produce orthogonal data subcarriers. All orthogonal subcarriers are transmitted simultaneously over the symbol interval T . The complex baseband OFDM signal x(t) with N orthogonal subcarriers is expressed as [1] , [10] :
where Δf =
1
T is the subcarrier spacing and X k is the kth frequency domain signal in the OFDM scheme.
We can describe the CF as follows:
where PAPR (peak-to-average power ratio) is defined as the ratio between the maximum instantaneous power and the average power of the OFDM signals [1] , that is,
where E[.] is the expectation value operator. On the other hands, PAPR in term of logarithmic can be defined as:
High peaks appear when N different mapped symbol phases in (1) are combined constructively [11] , [12] . 
PROPOSED TECHNIQUE ANALYSIS
In this paper, a new scrambling with single IFFT modulator (SSI) scheme for OFDM system is proposed. As explained in Algorithms 1, two re-ordering methods are proposed. Both of them are described next.
SSI Technique
In the SSI technique, as explained in Algorithm 1, the incoming serial random data vectors at the transmitter shown in Fig 1 are mapped into QAM symbols and converted from serial-to-parallel stream as follows:
The data vector will then pass through a single N -point IFFT, which is represented by vector:
Then, two re-ordering methods are proposed. The first reordering method is described as follows:
the N -point IFFT output x elements are divided into Q subblocks. The subblocks are represented by the vector {D q , q = 1, 2, . . . , Q} such that:
. . .
where k = (N/Q), Q is the subblock number, and {D q , q = 1, 2, . . . , Q} denotes qth number of the subblock. Next, the PAPR magnitude is calculated for each subblock. Then, the subblocks will be descendingly sorted according to the maximum PAPR value, where the first maximum PAPR subblock is multiplied by (1/Q) and duplicated Q times, the second maximum PAPR subblock is multiplied by (1/(Q−1)) and duplicated (Q − 1) times, and the q th maximum PAPR subblock is multiplied by (1/(Q−(Q−1))) = 1 and duplicated (Q − (Q − 1))) = 1 time, Afterward, all new subblocks are re-ordering with padding zeros. The output can be expressed as:
whereD 1 is the first maximum PAPR subblock,D 2 is the second maximum PAPR subblock,D Q is the minimum PAPR subblock. 0 z = 0 0,...,k−1 is kth padding zeros. By using this combination, the long correlation patterns would be broken down; as a result, the CF can be reduced. In addition, the signal average power did not change and the signal can be reconstructed easily at the receiver. The second re-ordering method is described as follows:
The N -point IFFT outpu x element is duplicated Q times and partitioned into Q subblocks. Each subblock is multiplied by (1/Q). The subblocks are represented by the vector {F q , q = 1, 2, . . . , Q} such that:
where Q is the number of subblocks and F q is the output of the Q subblocks. F q is then passed to an interleaver [7] . The interleaver operates on Q subblocks comprising of Q × N symbols and record or permutate them in parallel as will be described next. The proposed data interleaver technique reduces PAPR by limiting the probability that two peaks are combined constructively which increases the output envelope rapidly [11] , [12] , [13] . The basic task of interleaver is to mix the output of all subblocks and rearrange the data sequence in each subblock into different dimension. Two rounds of interleaving processes must be conducted. In the first round, the data are interleaved into different dimensions, while in the second round, the data are interleaved back to the original dimension. Matrix F which is the output of subblock partitioning block, can be written as:
Each row of matrix F represents the output of one subblock of Q. Matrix F is passed to the Interleaver block. An example, F 4×8 , (Q = 4, N = 8), which depicts the process to perform data interleaving. Matrix R is the output of the interleaver block, when N = 8, Q = 4 and can be written as:
Next, The output of the first/second re-ordering methods will be passed into the new phase optimization called truth table candidates cancellation (TTCC) scheme. Only two-phase sequence, {0, 1} is required. First, all phase sequence possibilities are generated using an encoder E of size 2 Q × Q, this generates 2 Q phase sequences, which represents all the phase sequence. For example, if Q = 3, the size of the encoder is 8 × 3, as shown in Table I .
Then, the phase of each subblock is converted in accordance with the proposed weight of the phase rotation as follows:
where w q ∈ {0, 1} and {R q , q = 1, 2, . . . , Q} are the input elements of the optimization block. As shown in Fig 1, the comparator detects whether the phase factor is 0 or 1. If the weight of the phase factor is 0, the phase of the elements of the subblock does not change and they are passed directly to the summation unit; if the weight of the phase factor is 1, the phase is rotated by being passing through the inverter and is then passed to the summation unit.
As the first step, the PAPR of the combined signal is computed. Then, we split the Table I into two with equally phased candidates as shown in Fig 2. The w 1 of the phase sequence of both tables shown in Fig 2; is then referred to; if the PAPR at {000} is lower than the PAPR at {100}, then all phasesequence possibilities with w 1 = 1 (i.e., {w 1 w 2 w 3 } ={100, 101, 110, 111}) will be ignored.
Hence, half of the phase sequences of Table I are eliminated. Afterward, the new table is further split into two as shown in Fig 2 and we check the w 2 of the remaining phase sequences (i.e., {w 1 w 2 w 3 } ={000, 001, 010, 011}); if the PAPR at {000} is lower than the PAPR at {010}, then all phase sequence with w 2 = 1 (i.e., {w 1 w 2 w 3 } ={010, 011}) will be ignored. Hence, half of the remaining sequences are eliminated.
Finally, one of the last two sequences (i.e., {w 1 w 2 w 3 } ={000, 001}) will emerge as the optimal candidate sequence giving minimum PAPR as shown in Fig 3. For example, if the optimal candidate sequence is {000}, it will be converted to its index= 1. Then, the sample numbered 1 among N -IFFT samples are minimized by dividing it by Q to give the minimum power among the first 2 Q samples of the OFDM symbols. At the receiver side, the side information detection scheme in [7] , [12] can be used with Q as explained in Algorithm 2. It only works when 2 Q ≤ N . In the receiver, there is an encoder that is similar to that at the transmitter. The first 2 Q samples of the OFDM symbol are tested to determine the minimum sample power among them, identify its index, and insert this index into the encoder to generate the phase sequence. For example, if the index of the sample giving the minimum power is 1, then the input of encoder number 1 will be ON, and its output will be {000}. Thus, the SSI technique does not require the sending of side information. This detection process adds complexity at the receiver side as it increases with Q.
III. COMPUTATIONAL COMPLEXITY ANALYSIS OF SSI TECHNIQUE
The computational complexity of a PAPR reduction scheme is depends on the number of iterations needed to complete the PAPR reduction process. Low computational complexity is desirable because of the shorter time it takes to perform PAPR reduction and lower amount of hardware resources needed to implement the hardware, the latter also translates to lower costs. Computational complexity can be evaluated by means of the following formulas: In C-PTS technique, complex addition= N (Q − 1)C; where C is the number of iterations; C = W Q−1 ; while in the SSI technique, complex addition= N (Q − 1)C; where C = Q.
To evaluate the complexity reduction of the proposed technique against that of latest PTS schemes, the CCRR of the SSI technique over that of C-PTS is computed, defined as:
Complexity of SSI tech.
Complexity of latest P T S tech.
)×100 
1st Re-ordering method 3: x elements are divided into Q subblocks. 4 : D=Matrix (7) 5: D rows are descendingly sorted according to the maximum PAPR value. 6: Then, the first maximum row is multiplied by (1/Q) and duplicated Q times. 7: the second maximum row is multiplied by (1/(Q − 1)) and duplicated (Q − 1) times. 8: the q th maximum row is multiplied by (1/(Q−(Q−1))) = 1 and duplicated(Q − (Q − 1))) = 1 time. 9: re-order the subblocks with padding zeros Process. Table II is derived to provide a comparison of CCRRs the C-PTS technique [8] and the latest low-complexity scrambling PAPR reduction schemes, namely reduced-complexity-PTS (RC-PTS) [14] a PTS-dominant time-domain samples selected by Pn (PS-PTS) [15] , a PTSexcluding phase rotating vectors using all time-domain samples (PE-PTS) [15] , a PTS-combining PS and PE (PC-PTS) [15] , subblocks interleaveing-PTS (SBI-PTS) [16] and the SSI technique for Q= 8, L= 4,W = 2, and N = 1024. The number of complex multiplication operation is considered in Table II since the complexity arising from the number of complex multiplication and complex addition. This table shows that the SSI technique achieves a CCRR of 99.21% compared against the C-PTS, whereas the RC-PTS achieves a CCRR of 86.75%, PS-PTS achieves a CCRR of 89.87%, PE-PTS achieves a CCRR of 83.59%, PC-PTS achieves a CCRR of 95.94% and SBI-PTS achieves a CCRR of 96.87%. Clearly, the SSI technique has the lowest computational complexity among all the compared low-complexity new PTS schemes.
IV. NUMERICAL RESULTS
To evaluate the performance of the SSI technique and compare it with that of C-PTS and the original OFDM, simulations were performed using MATLAB. Fig 3 shows a comparison in PAPR reduction performance between the SSI with 1st re-ordering method, SSI with 2nd re-ordering method, and C-PTS technique. From this figure, it is evident that the PAPR reduction of SSI with 1st reordering method is same as C-PTS technique with only four iterations, with IFFT lengths of N =256, and Q=4 at a CCDF of 10 −4 . Whilst, the PAPR reduction of SSI with 2nd re-ordering method is better than SSI with 1st re-ordering method and C-PTS scheme. So, in the rest of this section, SSI will denote SSI with 2nd re-ordering method. 
V. CONCLUSION
A novel scrambling CF reduction technique has been designed using a single IFFT modulator and new optimization scheme in which only a two-phase sequence is required. Reordering methods and optimization schemes are applied to reduce the computational complexity of the weighting factors and decrease PAPR. By this means, a low PAPR can be achieved needing only Q iterations, which consumes lower computational resources, thus leading to lower complexity. Compared against other latest scrambling techniques, SSI technique shows specially low complexity and resource consumption while offering a superior PAPR reduction performance. The main features of the SSI technique are that it only needs one IFFT and Q iterations; complexity is thus significantly reduced. Compared with other CF reduction techniques, the SSI technique is the most unique and exhibits the best performance.
