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We construct the spin- and charge-fluctuation pairing interactions from a first-principles correlated electronic
structure of Sr2RuO4. Correlations significantly reduce ferromagnetic in favor of antiferromagnetic fluctua-
tions and increase inter-orbital pairing. From the Eliashberg equations we find spin-singlet d-wave pairing
close to magnetic instabilities. Away from these instabilities, where charge fluctuations increase, we find two
time-reversal symmetry-breaking spin-triplets: an odd-frequency s-wave, and a doubly-degenerate inter-orbital
pairing between dxy and (dyz, dxz).
Intensive experimental and theoretical studies have not yet
yielded a definitive answer for the superconducting symmetry
for Sr2RuO4 (SRO). Its similarities with 3He [1] as well as
experiments such as nuclear magnetic resonance [2, 3], polar-
ized neutron scattering [4] and phase-sensitive tunneling ex-
periments [5–8] suggest a superconducting spin-triplet state.
Moreover, muon spin-relaxation [9] along with polar Kerr ef-
fect [10] revealed the breaking of time-reversal symmetry in
its superconducting state. These two properties promptly lead
to an assumption that the superconducting gap symmetry is
chiral p-wave, implying a topological fully gapped state with
d-vector d = zˆ(kx ± iky) [11, 12].
On the other hand, low-temperature gapless excitations
were found by various methods [13–16]. Residual thermal
conductivity at very low temperature is difficult to recon-
cile with a nodeless state and rather supports the claim of a
d-wave nodal state [17]. Also, at the second critical mag-
netic field Hc2, the phase transition shows evidence of being
first order and Hc2 is much lower than expected in a spin-
triplet superconductor [18, 19]. It suggests the existence of a
pair-breaking mechanism similar to Pauli limiting, observed
in spin-singlet superconductors. Furthermore, while uniaxial
strain experiments showed that the critical temperature could
be enhanced by approaching van Hove singularities (vHS), no
signature of breaking of degeneracy between kx and ky was
observed [20, 21]. These opposing observations make SRO
one of the most mysterious modern theoretical puzzle in su-
perconductivity and any step towards a better understanding
could unravel important knowledge [22].
The multi-orbital nature of the superconductivity in SRO
complicates the analysis. Numerous studies have attempted
to characterize the symmetry of SRO superconducting order
parameter along with its dominant orbital host [23–35], yet
this discussion remains open [22]. Here, we investigate the
leading superconducting instabilities starting from a corre-
lated electronic structure obtained from a first-principle ap-
proach. We include the kz-dependence of the dispersion in
our calculation of the pairing interaction.
SRO is a single-layer perovskite, with the ruthenium atom
in the center of a tetragonally elongated octahedron of oxygen
atoms. This configuration breaks the five-fold degeneracy of
the 4d shell of ruthenium into t2g and eg states. There are four
electrons residing on the t2g subset, namely the dxy , dyz and
dxz orbitals, while the eg orbitals remain empty. Such a par-
tially filled 4d subshell hosts relatively strong local electronic
interactions.
We thus start from a correlated electronic structure obtained
using density-functional theory in the local density approxi-
mation plus dynamical mean-field theory (LDA+DMFT) [36].
The LDA part of the electronic structure is computed using the
projector augmented-wave pseudopotential [37, 38] imple-
mented in the ABINIT package [39, 40]. Although spin-orbit
coupling in SRO affects some parts of the Fermi surface [41–
44], its effects on the spin- and charge-fluctuation spectra
seems to be modest as we discuss in the supplemental ma-
terial [45]. We neglect it at this stage. We incorporate the cor-
relation effects on t2g orbitals using the fully self-consistent
LDA+DMFT [36, 46, 47] method with on-site Coulomb re-
pulsion U = 2.3 eV and Hund’s coupling J = 0.4 eV that
are consistent with effective masses [48]. The auxiliary impu-
rity model in LDA+DMFT is solved using the CT-HYB [49]
algorithm in the segment formulation [50] at T = 100 K.
Figure 1 shows the LDA+DMFT in-plane partial spectral
weights at the Fermi energy, [A(k, ω = 0)]ll with l the or-
bitals dxy , dyz and dxz illustrated by blue, green and red col-
ors respectively. We interpret them as the Fermi surface (FS)
of SRO, which consists of a cylindrical sheet (γ band) and two
quasi-one-dimensional (q1D) sheets (α and β): the γ band is
mainly derived from the dxy orbital and is close to a vHS,
while the α and β bands are mainly derived from the dxz and
dyz orbitals. The main nesting vectors for different FS pock-
ets are illustrated on Fig. 1. The FS shape does not change
considerably between LDA and LDA+DMFT.
The effect of local correlations on the electronic structure is
to shift the non-interacting eigenenergies and to introduce a fi-
nite lifetime to quasiparticles. Both effects are encoded in the
self-energy Σ. The orbital l’s quasiparticle renormalization
factorZl, whereZ−1l ' 1−Im[Σ(iω0)]ll/ω0 with ω0 the first
Matsubara frequency, is related to the effective mass enhance-
ment via m∗l /m
LDA
l = Z
−1
l . We find Z
−1
l ∼ 5.3, 3.8, 3.8 for
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2FIG. 1. Partial in-plane spectral weight of Ru t2g orbitals on
the FS with kz = 0 (left) and kz = pi (right) obtained from the
LDA+DMFT calculation. Here dxy is blue, dyz is green and dxz
is red. The two planes are next to each other because of the face-
centered nature of the Brillouin zone. The high-symmetry points
and lines are labeled, along with principal nesting vectors. Important
segments of the FS on the dxz orbital are encircled and numbered.
dxy, dyz, dxz , consistent with quantum oscillation measure-
ments [51] and previous LDA+DMFT studies [48].
In spin- and charge-fluctuations mediated superconductiv-
ity, the Cooper pairing interaction is expressed in terms of spin
and charge susceptibilities that measure the response to ex-
ternal magnetic or electric fields, respectively [52–55]. They
take large values at the wave vectors where the spin and charge
fluctuations develop. The leading term is given by the bubble
susceptibility
[χ0ph(Q)]l1l2;l3l4 = −
1
Nβ
∑
K
GK+Q,l1l3GK,l4l2 , (1)
where in LDA (LDA+DMFT) GK,l1l2 is the non-interacting
(fully interacting) Green’s function describing propagation of
a particle from orbital l2 to orbital l1 with fermionic energy-
momentum four vector K ≡ (iωm,k). The external bosonic
energy-momentum four vector is Q and its momentum q is
called a nesting vector when the response is large because it
nests different segments of the FS.
The propagator in an interacting system can be decom-
posed into coherent and incoherent parts: G ≡ Gcoh +
Gincoh. Then the bubble susceptibility can be rewritten
as the sum of two contributions: (i) a contribution that
comes from the product of the coherent (quasiparticle) parts
of G, (ii) a contribution that comes from the scattering
of the incoherent part with itself and with the coherent
part [56]. The latter contribution is usually assumed smooth
and featureless. The former contribution to the LDA bub-
ble susceptibility, that we will call quasiparticle (QP), can
be computed using GQP = Z1/2[iωn1 − HQP]−1Z1/2,
where HQP = Z1/2[H0 + ReΣ(0) − µ1]Z1/2 [57].
It has been approximated in the literature by using the
ARPES band structure in the expression [χ0,QPph (Q)]l1l2;l3l4 '√
Zl1Zl2Zl3Zl4 [χ
0,ARPES
ph (Q)]l1l2;l3l4 [58].
FIG. 2. Comparison between LDA (left panel), QP (middle panel)
and LDA+DMFT (right panel) components of the bubble susceptibil-
ity [χ0ph(q, νn = 0)]l1l2;l1l2 of SRO at T = 100 K in the particle-
hole channel. Each panel shows the intra-orbital (inter-orbital) com-
ponents with full (dashed) lines. Dominant nesting vectors of Fig. 1
are labeled.
The important components of the bubble susceptibility in
the particle-hole (p-h) channel, χ0ph(q, νn = 0), are plotted in
Fig. 2 along a high-symmetry path. We highlight the effects
of local electronic correlations by comparing the LDA, QP
and LDA+DMFT bubble susceptibilities. Each panel shows
the intra-orbital (inter-orbital) components with full (dashed)
lines. The dominant peaks are labeled to correspond with the
nesting wave vectors in Fig. 1.
The cos-like shape of the q1D orbitals causes strong nesting
at q1D ∼ (±pi,±2pi/3), (±2pi/3,±pi), as can be seen from
purely intra-orbital dxz and dyz components. Other peaks
benefiting from this q1D nature are q′′1D near the M point
and q′1D ∼ (±2pi/3,±2pi/3) that corresponds to the neutron
scattering observations in Ref. 59 and previous LDA+DMFT
calculations [60].
The dxy intra-orbital component exhibits a wide plateau
around the antiferromagnetic (AFM) nesting vector qAFM =
(±pi,±pi) that connects states near vHSs. Moreover, these
states also induce strong nearly ferromagnetic (nFM) fluc-
tuations at small qnFM. The corresponding AFM and nFM
instabilities compete in LDA, but in QP and LDA+DMFT
the nFM peak is strongly suppressed by electron correlations.
These results are consistent with what was observed in inelas-
tic neutron-scattering experiments [61]. Therefore, correla-
tion effects reduce the tendency towards ferromagnetic order-
ing.
In the LDA calculation, the dominant component of χ0ph
is the dxy intra-orbital component. The dxy orbital has the
strongest mass enhancement, or smallest Z, so in QP the dxy
intra-orbital component is strongly suppressed by mass en-
hancement. Hence in QP, the dominant components are those
from dxz and dyz . In the full LDA+DMFT calculation, how-
ever, all orbitals have comparable susceptibilities as can be
seen from the right panel of Fig. 2.
The Cooper pairing susceptibility, to lowest or-
der, is obtained from
[
χ0pp(0)
]
K,l1l2;K′,l3l4
=
3FIG. 3. Real part of the bubble particle-particle susceptibility at the
lowest fermionic frequency along a high-symmetry path for QP (left
panel) and LDA+DMFT (right panel).
(Nβ/2)GK,l1l3G−K,l2l4δK,K′ . Fig. 3 shows the real
part of several components of (1/Nβ)χ0pp(0) at the lowest
fermionic frequency. The intra-orbital components (full lines)
are purely real and show relatively sharp peaks at the position
of FSs. In the LDA (not shown) and QP calculations, the
peak heights are proportional to the corresponding orbital
weight on the FSs and inversely proportional to the Fermi
velocity [54]. They get narrower when reducing temperature,
implying that only electrons on FSs contribute to pairing. In
LDA+DMFT, the correlation effects broaden these peaks,
so electrons away from the Fermi level can also contribute
to pairing. Moreover, the inter-orbital components (dashed
lines) are considerably enhanced by correlations, hence
electrons on different orbitals can form Cooper pairs.
In an interacting system, a propagating particle excites p-h
pairs. This modifies the propagator and hence the bubble sus-
ceptibility. These corrections are captured in the LDA+DMFT
calculation. However p-h excitations can be absorbed by a
propagating hole, leading to a correction that is not included
in the bubble susceptibility. This correction can be accounted
for using the Bethe-Salpeter equation in the p-h channel as
χ
d/m
ph (Q) =
χ0ph(Q)
1 + /− Γd/mph χ0ph(Q)
, (2)
where Γd/m are denoting p-h irreducible amplitudes for all
scattering processes in density and magnetic channels. Here,
we use the random phase approximation (RPA), which ap-
proximates the irreducible vertex functions with uniform and
static (momentum and frequency independent) ones, as was
done to study superconductivity in the cuprates [52, 53] and
the iron-based superconductors [54, 55, 62, 63]. In this ap-
proximation, the irreducible vertex functions are parametrized
with screened interaction parameters Us and Js, the latter be-
ing the Hund’s coupling [45, 55]. As one can see from Eq. (2)
an instability in the magnetic (charge) channel occurs once the
largest eigenvalue of Γmphχ
0
ph(Q) (−Γdphχ0ph(Q)) becomes
unity. Hence, the Stoner factor, denoted Sm(d) and defined
by the largest eigenvalue, measures the system’s proximity to
an instability.
The above susceptibilities enter the Bethe-Salpeter equa-
tions this time in the particle-particle channel to provide the
pairing interaction, as explained in the Supplemental Mate-
rial [45]. In the singlet (triplet) channel, the charge and spin
fluctuations compete (cooperate) in the effective pairing inter-
action. Their magnitude is determined by the Js/Us ratio. At
Js = 0, the intra- and inter-orbital interaction strengths are
equal, hence, there is no energy difference between electronic
configurations with electrons in the same orbital or in differ-
ent ones. This leads to large charge fluctuations. On the other
hand, a finite Js decreases the charge fluctuations.
Before showing results of detailed calculations in Fig. 4, it
is instructive to consider the spin- and charge- mediated pair-
ing interactions to understand what pairing symmetries are
most natural. Since RPA vertex functions are momentum in-
dependent, the RPA dressed susceptibilities share peak struc-
tures similar to the bubble ones. Note however that changes in
relative magnitude can become important close to instabilities.
Nevertheless, by inspecting the bubble susceptibilities one can
gain insights about the possible pairing symmetries. Here we
decouple Ru t2g orbitals into dxy and (dxz, dyz) and discuss
their possible gap symmetries in the singlet and triplet chan-
nels. We restrict this preliminary discussion to intra-orbital
pairing and neglect the possibility of inter-orbital pairing.
Consider first the singlet channel. Then, the overall pair-
ing interaction is repulsive, requiring a sign changing gap
symmetry. The dominant nesting vectors of the dxy orbital
corresponds to the plateau near qAFM. Although the nest-
ing condition seems poor, it is the leading wave vector for
fluctuations because it connects the FS states around vHSs.
Hence, a gap function with large superconducting gap value
at the FS patches around vHSs would have a much lower en-
ergy than the normal state, making a gap function with d-wave
cos kx − cos ky symmetry a prime candidate. In the LDA cal-
culation, the nearly ferromagnetic peak promotes degenerate
gap functions with p-wave sin kx or sin ky symmetries. These
are odd-parity symmetries in singlet channel, so the gap func-
tion should be odd in frequency as well to satisfy Pauli ex-
clusion principle [45, 64, 65]. Comparing to cos kx − cos ky
symmetry, the later ones should be sub-leading gap symme-
tries due to nearby vHS. Furthermore, in LDA+DMFT, the
nearly ferromagnetic peak is suppressed by interaction, mak-
ing odd-frequency sin kx or sin ky symmetries less likely.
The dxz (dyz) q1D orbitals have dominant nesting vectors
at q1D, which is compatible with a singlet gap of the form
cos kx (cos ky) with two nodes on the Fermi surface near kx =
±pi/2 (ky = ±pi/2). If the two orbitals are out of phase,
then the resulting gap function has d-wave cos kx − cos ky
symmetry, while an in-phase gap function would rather have
an s± symmetry [45].
Coupling all the orbitals together, the most probable gap
symmetry in the singlet channel has cos kx − cos ky d-wave
symmetry.
Now, consider the triplet channel. The pairing interac-
tion comes from spin and charge fluctuations that are ei-
4ther attractive or repulsive, involving particle and hole mo-
menta ( K ↑,K ′ ↓) (for the S = 0 case). The attrac-
tive (repulsive) parts are maximum when the transferred mo-
mentum k′ − k ( k′ + k) is equal to a nesting vector and
ω′m = ωm ( ω
′
m = −ωm) [45]. For the dxy orbital, both
components pair the same states because for k = (pi, 0) and
k′ = (0, pi) both k′ − k and k′ + k correspond to qAFM,
which is where dxy’s intra-orbital susceptibility peaks (see
Fig. 2). For an even-frequency gap, these components there-
fore compete with each other leading to an overall suppres-
sion of Cooper pairing. This also can be seen differently. In
the even-frequency triplet channel, the intra-orbital gap func-
tion has odd-parity, i.e., ∆(−k) = −∆(k). This is max-
imum at the momentum position of the vHSs. However,
as can be seen form Fig. 1, the vHSs momenta are almost
time-reversal invariant momenta (TRIM). A TRIM satisfies
kTRIM = −kTRIM +b with b a reciprocal lattice vector, which
implies ∆(−kTRIM) = ∆(kTRIM) [66]. This contradicts the
odd-parity relation. Hence, electrons on the dxy orbital would
not condense in an odd-parity pairing channel. Another possi-
bility is an odd-frequency gap function, for which these com-
ponents cooperate leading to an enhancement of Cooper pair-
ing. Benefiting from vHSs, a gap function with odd-frequency
s-wave symmetry ∆0 + ∆1(cos kx + cos ky) is preferred.
For (dxz, dyz) orbitals, attractive and repulsive parts pair
different states. For example, for dxz (red curves in Fig. 1
with numbers labelling encircled states), the attractive part
pairs states 1 and 2 on two FS branches. On the figures, these
states are connected with q1D. On the other hand, the domi-
nant repulsive part pairs states 2 and 3 on the same FS branch
with opposing frequencies. Then a resulting even-frequency
gap function has two nodes on each FS branch and the two
FS branches are out of phase. Furthermore, if dxz and dyz
orbital gap functions are out of phase by pi/2 then the result-
ing gap symmetry is what is predicted by Ref. 67. However,
the sign changing requirement for the repulsive part can also
be obtained from an odd-frequency gap function because this
component relates states with ω′m = −ωm. In this situation
the requirement for odd-parity is lifted and ∆0 + ∆1 cos kx
(∆0 + ∆1 cos ky) symmetry for dxz (dyz) orbital is pref-
ered. The gap function is maximum at ky = (0,±pi) (kx =
(0,±pi)) where there are more states.
With all orbitals included, the most probable gap symmetry
in the triplet channel has an odd-frequency ∆0 +∆1(cos kx+
cos ky) extended s-wave symmetry.
We obtain superconducting gap functions from an unbiased
calculation by finding the leading eigenvalues and correspond-
ing eigenvectors of the linearized Eliashberg equation [45].
We solve this equation for several magnetic Stoner factors to
investigate how the leading gap function depends on the dis-
tance from a magnetic instability. SRO cannot be too far from
such an instability because as little as 3% of Manganese dop-
ing is enough to bring it to a magnetically ordered phase [68].
Since charge fluctuations are competing against (collaborating
with) spin fluctuations in the singlet (triplet) channel, a large
Stoner factor Sm is beneficial to spin-singlet states. Con-
FIG. 4. Phase diagram of the leading superconducting instabilities.
A lower Js/Us implies more charge fluctuations, while the magnetic
Stoner factor Sm quantifies the proximity to a magnetic instability.
versely, a smaller Sm benefits triplet states.
Although we calculated several leading eigenvectors [45],
Fig. 4 shows only the leading gap symmetry for various points
in parameters space. A feature present in all of them is the
importance of the dxy orbital as a host, consistent with some
experiments [69, 70]. In the vicinity of a magnetic transition,
the system is dominated by a spin-singlet dx2−y2 -wave state
hosted by the dxy orbital. At smaller Sm where charge fluc-
tuations are important, two triplet states become dominant:
(i) an odd in frequency s-wave state hosted by the dxy or-
bital and (ii) a degenerate inter-orbital gap functions that pairs
states between the dxy and (dxz, dyz) orbitals. Both of these
symmetries are promising candidates to explain experimental
results in SRO.
First, they are natural candidates for time-reversal symme-
try breaking. It has been shown that an odd-frequency gap
function can lead to an intrinsic Kerr effect as observed in
SRO [71]. In the case of degenerate inter-orbital pairing,
breaking of time-reversal symmetry is obtained once the two
degenerate order parameters ∆1,∆2 combine as ∆1 ± i∆2.
Second, since the vanishing of the odd-frequency order pa-
rameter at zero frequency could mimic the presence of nodes,
the building up of its gap away from the FS must change the
quasiparticle spectrum [72]. This effect could be interpreted
as the V-shape density of state observed in tunneling spec-
troscopy studies [73].
In summary, we performed a systematic search for super-
conducting states of SRO from a LDA+DMFT first-principles
electronic structure with spin and charge fluctuations medi-
ated pairing. Our results suggest the dxy orbital as the lead-
ing superconducting host among t2g orbitals. In proxim-
ity to a magnetic instability, the spin-singlet d-wave state is
favored by antiferromagnetic fluctuations since competition
with nearly ferromagnetic fluctuations is suppressed by local
electronic correlations. Further away from the magnetic insta-
bility, charge fluctuations, which are detrimental (beneficial)
to singlet (triplet) states, become sizable. Two spin-triplet
states take advantage of such regions of parameters-space: an
5odd in frequency s-wave state and a doubly degenerate state
that pairs electrons between dxy and (dyz, dxz). Both states
are interesting candidates for superconductivity in SRO. Con-
sequences on physical observables of these two pairing states
should be studied in details using model Hamiltonians.
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1Supplemental Materials: Superconducting
Symmetries of Sr2RuO4 from First-Principles
Electronic Structure
In this Supplemental Material, we show in the first section
the non-interacting LDA bands, with and without spin-orbit
coupling (SOC). This allows us to argue that SOC does not
substantially modify the susceptibilities in either the particle-
particle or particle-hole channels. The second section recalls
the Eliashberg equation and pairing vertex entering the cal-
culations. The third section discusses the properties of the
various gap functions. Finally, the last section presents the
leading eigenvalues and the symmetry of the corresponding
eigenvectors for various Stoner factors.
SPIN-ORBIT COUPLING
Spin-orbit coupling (SOC) was neglected in this work be-
cause it necessitates a more general formulation of the pairing
vertex, yet to be developed. Moreover, we believe that includ-
ing it would only generate modest consequences on the results
of this work and this section explains why.
Fig. S1 shows all components of the partial spectral weight
[A(k, ω = 0)]nn in the band basis that cross the Fermi sur-
face. There are three such bands, namely α, β and γ. Ann are
interpreted as the Fermi surface (FS). The FS in the top panels
was obtained from density-functional theory in the local den-
sity approximation (LDA) and the lower panel ones from LDA
with SOC (LDA+SOC). The main effect of including SOC is
FIG. S1. Fermi surfaces in a) LDA and b) LDA+SOC at kz = 0
(left) and kz = pi/c (right). Highly degenerate regions are encircled
in black and important nesting regions in light green.
FIG. S2. Bubble susceptibilities in the band basis for both LDA
(full lines) and LDA+SOC (dashed lines) a)-b) Dominant compo-
nents of the particle-particle susceptibility at the lowest fermionic
frequency and c)-d) dominant particle-hole susceptibility. Intra-band
components are in a)-c) and inter-band components are in b)-d), re-
spectively.
to mix the orbital content near degenerate points, circled in
black on Fig. S1. The degeneracy is lifted and thus the FS
slightly changes, with impacts on the band nesting, the orbital
character and the spin character of the resulting bands [S1–
S3].
However, the region contributing most to spin-fluctuations,
circled in light green on Fig. S1, are away from these band-
mixing points. It suggests that the bare particle-hole (p-h) sus-
ceptibility should not change significantly between LDA and
LDA+SOC. Figure S2 compares, between LDA (full lines)
and LDA+SOC (dashed lines), the intra-band (a and c) and
inter-band (b and d) components of the bubble susceptibilities
in the particle-particle (p-p) (a and b) and particle-hole (p-h)
(c and d) channels.
In the p-p channel, the main changes occurs between Γ and
X , which are precisely the nearly degenerate points encircled
in black on Fig. S1. The intra-orbital components illustrates
the separation of the bands. Consequently, the inter-orbital
peak between the γ and (α, β) bands is split.
In the p-h channel, there is a slight difference all around
the Brillouin zone between LDA and LDA+SOC because of
various changes in the FS. Nevertheless, all the leading peaks
keep similar positions, even though some are a bit suppressed.
Thus no significant changes in the gap functions are expected.
The effect of SOC was argued not to affect the correlation-
induced renormalizations incorporated through dynamical
mean-field theory (DMFT) [S4]. The previous conclusions
should thus remain true in the LDA+SOC+DMFT framework,
although further studies should be made.
BETHE-SALPETER EQUATION AND PAIRING VERTEX
The bubble susceptibilities χ0ph/pp introduced in the main
text correspond to the lowest perturbation order of the re-
sponse functions. The higher orders are incorporated through
2FIG. S3. Spin-diagonalized pairing vertices entering the particle-particle channel in a) singlet and b) triplet channels. The transfered four-
momentum of the charge or spin fluctuation that are exchanged is shown on the side of each ladder function.
the Bethe-Salpeter equations
χ
d/m
ph = χ
0
ph − /+ χd/mph Γd/mph χ0ph,
χs/tpp = χ
0
pp − χs/tpp Γs/tpp χ0pp.
(S1)
In the p-h channel, we approximate the irreducible vertex
Γ
d/m
ph as the anti-symmetrized local and static Coulomb ver-
tex Γ0,d/mph , obtained from the rotationally invariant Slater-
Kanamori Hamiltonian. It yields
[Γ
0,d(m)
ph ]l1l2;l3l4 =

Us (Us) l1 = l2 = l3 = l4
−U ′s + 2Js (U ′s) l1 = l3 6= l2 = l4
2U ′s − Js (Js) l1 = l2 6= l3 = l4
Js (Js) l1 = l4 6= l2 = l3
0 (0) otherwise
(S2)
where Us (U ′s) are the local and static screened intra-orbital
(inter-orbital) on-site Coulomb repulsion. Because of rota-
tional invariance, one has U ′s = Us−2Js and Js is the Hund’s
coupling. This approximation corresponds to the lowest order
of parquet equations for the vertex and to the random phase
approximation for the density and magnetic susceptibilities.
The dressing of spin and charge fluctuations is performed us-
ing Eq. (2) of the main text.
In the p-p channel, a superconducting transition to a sin-
glet (triplet) state is signaled by an instability in the dressed
susceptibility χs(t)pp . For pairs with vanishing center of mass
frequency-momentum dependent pairing, the condition for a
phase transition is given in the form of an eigenvalue problem
known as the linearized Eliashberg equation
−
(
kBT
N
)2 ∑
K′K′′l3...l6
[Γs/tpp (0)]Kl1l2;K′l3l4×
[χ0pp(0)]K′l3l4;K′′l5l6∆
s/t
K′′l5l6 = λ(T )∆
s/t
Kl1l2
.
(S3)
To lowest order, the bare pairing vertex is taken as Γ0,s/tpp =
1
2 (Γ
0,d
ph + /−Γ0,mph ). To incorporate the important frequency-
momentum dependence, we calculate higher orders using lad-
der diagrams in the p-h channel [S5]. In other words, neglect-
ing p-p fluctuations, the pairing vertex for both singlet (s) and
triplet (t) channels are given by Fig. S3.
The interaction is repulsive (attractive) for positive (nega-
tive) values of the pairing vertex. In the singlet channel, ex-
change of a charge fluctuation is attractive while a magnetic
fluctuation is repulsive. In the triplet channel, exchange of any
fluctuation with four-momentum K ′ − K is attractive, while
with K ′ +K it is repulsive [S5].
From Eq. (S3), the eigenvectors ∆ with largest eigenvalue
λ is called leading gap function. Each irreducible represen-
tation of the system’s group symmetry has a specific eigen-
value. Using Arnoldi’s algorithm, we obtain the leading gap
functions in decreasing order of λ.
In solving the linearized Eliashberg equation, only one pos-
itive and one negative fermionic frequencies were considered,
so that the calculations remain manageable. We check for sev-
eral parameters that a higher-frequency cutoff does not change
the order of the leading gap symmetries.
PROPERTIES OF THE GAP FUNCTION
The gap function, entering the Eliashberg equation
Eq. (S3), is a two-electrons condensate, or Cooper pair, writ-
ten as ∆(1, 2), with the shortcut 1 ≡ (r1, τ1, l1, σ1) where po-
sition is r1, imaginary time is τ1, orbital index l1 and spin σ1.
The two spatial (imaginary time) coordinates can be Fourier
transformed, yielding a center of mass momentum q (bosonic
frequency νn) and a relative momentum k (fermionic fre-
quency ωn). With vanishing center of mass and thermody-
3namic equilibrium, we have (q, iνn) = 0 so that the elements
of the gap function become ∆σ1σ2Kl1l2 with K ≡ (k, iωn).
The normal state of SRO is invariant under any spacial
transformation g of the D4h point group. An operator gˆ of
the group acts as follows
gˆ∆K = G
T (g)∆(R−1(g)k,iωn)G(g) (S4)
where R(g) ∈ O(3) is a three-dimension rotation matrix and
G(g) is the direct product of two operators acting on spin and
orbital spaces, respectively.
Because we neglect spin-orbit coupling, these two contribu-
tions can be separated and spin is independent of momentum.
Spatially, the superconducting orders transform as different
irreducible representations (irreps) of D4h. We use charac-
ter theory to verify which irrep characterizes the symmetry of
each gap function.
As explained in Ref. S6, the orthogonality of the irreps al-
lows to construct the character projection operator Pˆp of the
irrep p using the character table of D4h. Therefore, a gap
function transforming as the irrep q satisfies
Pˆp∆ =
∑
g∈D4h
[χ¯p(g)]∗gˆ∆ = δpq∆ (S5)
where χ¯p(g) is the character of transformation g associated to
irrep p.
Since spin is independent of momentum when spin-
orbit coupling is neglected, the gap function can be spin-
diagonalized into singlet (s) and triplet (t). They are odd and
even solutions under spin exchange Sˆ. Thereby
Sˆ∆s = −∆s, Sˆ∆t = ∆t. (S6)
Moreover, D4h being centrosymmetric, its irreps can be
classified as even (g) or odd (u) under the parity operation
Pˆ , which reverses momentum k → −k. The gap functions
satisfy
Pˆ∆(k,iω) = ±∆(−k,iω). (S7)
The gap function is not diagonal in orbital indices in gen-
eral. It thus opens the possibility to be even or odd under
orbital exchange Oˆ, that is
[Oˆ∆K ]l1l2 = ±∆Kl2l1 . (S8)
Let us define the operator Tˆ such that it transforms iωn into
−iωn. Like all other operators above, when we apply this
operator twice, it is the identity, which means its eigenvalues
are ±1. Thus, we have
Tˆ∆(k,iωn) = ±∆(k,−iωn). (S9)
Given the definition of time-ordered product and the anti-
commutation of fermions, the identity ∆(1, 2) = −∆(2, 1)
has to be satisfied. This implies the following constraint on
the operators we just defined [S7]
FIG. S4. Leading eigenvalues as a function of Js/Us for various
values of the Stoner factor Sm. The characteristics of each state are
given in Table I.
Dominant ∆l1;l2 Sˆ Pˆ Oˆ Tˆ S-Irrep Name
1 (xy, xy) -1 1 1 1 B1g dx2−y2
2 (yz, yz), (xz, xz) -1 1 1 1 B1g dx2−y2
3 (yz, yz), (xz, xz) -1 1 1 1 A1g s±
4 (xy, xy) 1 1 1 -1 A1g s-wave
5 (yz, yz), (xz, xz) 1 1 1 -1 A1g s-wave
6 (yz, yz), (xz, xz) 1 1 1 -1 B1g dx2−y2
7 (xy, yz), (xy, xz) 1 1 -1 1 Eg —
TABLE I. Properties of the leading gap functions of Fig. S4. Each
column is described in the text.
SˆPˆ OˆTˆ∆(1, 2) = −∆(1, 2). (S10)
The gap function in general takes the form,
∆
s/t
K =
 ∆xy;xy ∆xy;yz ∆xy;xz∆yz;xy ∆yz;yz ∆yz;xz
∆xz;xy ∆xz;yz ∆xz;xz
 , (S11)
with ∆l1;l2 ≡ ∆s/tKl1l2 an intra-orbital (inter-orbital) compo-
nent if l1 = l2 (l1 6= l2). The relative contribution of all
orbital components reveals in what orbital the Cooper pairs
are mostly hosted. A superconducting state that binds prefer-
ably an electron from orbital l1 with one from orbital l2 has
dominant ∆l1l2 and ∆l2l1 components. The gap function is
said to be intra-orbital if the leading component has l1 = l2
and inter-orbital otherwise.
LEADING EIGENVECTORS
The superconducting order parameters, or gap functions
∆, are the eigenvectors of the Γppχ0pp matrices. They are
obtained, along with their corresponding eigenvalues λ, by
solving the linearized Eliashberg equation Eq. (S3). Each
frequency-dependent gap function is an irreducible repre-
sentation of the system’s Shubnikov group of the second
kind [S6].
4FIG. S5. Schematics of the sign changing behavior of all dominant
intra-orbital gap functions on the Fermi surface. The numbers corre-
spond to those in Table I.
For a given set of parameters Js/Us and Sm, the gap func-
tion with largest eigenvalue is considered the leading instabil-
ity. Fig. S4 presents a few leading eigenvalues in both spin-
singlet and spin-triplet channels. We only keep the symme-
tries that are important in each range of parameters. Each
label corresponds to a distinct symmetry, with specific prop-
erties explicitly given in Table I. States number 2 and 3 (5 and
6) are almost degenerate, so they are difficult to distinguish.
State number 7 is doubly degenerate.
The first column of Table I is the dominant orbital compo-
nents l1; l2 of the gap function, as written in Eq. (S11). The
second to fifth columns show whether the gap function is even
or odd under spin exchange Sˆ, parity Pˆ , orbital exchange Oˆ
and relative time exchange Tˆ . The effect of these operators
are given by Eqs. (S6) to (S9). The sixth column gives the
irreducible representation of the spatial group (S-Irrep), as ob-
tained using Eq. (S5).
The last column gives the symmetry name including angu-
lar momentum. To help understand the spatial structure of
these gaps, Fig. S5 shows the sign-changing behavior of intra-
orbital gap functions on the FS. Gap 7 is not showed because
it pairs electrons on different orbitals, which is difficult to rep-
resent.
For each set of parameters studied, the eigenvector with
largest eigenvalue was used to construct the phase diagram
of Fig. 4 in the main text. The corresponding states have bold
and underlined labels in Table I.
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