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Observational entropy is interpreted as an uncertainty observer making measurements associates
with a system. So far, however, the two properties that make such an interpretation possible relied
on the assumption of projective measurements. Here we show that the same properties hold even
when considering generalized measurements (POVMs), and therefore such an interpretation stands
completely generally.
Considering a Hilbert space H that can be decomposed
into a direct sum of Hilbert subspaces H = ⊕iHi, each
subspace corresponds to a macrostate specifying a single
macroscopic property of the system (such as energy or
number of particles). Defining Pˆi as the projector onto
a subspace Hi, the set C = {Pˆi} forms a set of Hermi-
tian (Pˆ †i = Pˆi) orthogonal (PˆiPˆj = Pˆiδij) projectors that
form a partition of unity (∑i Pˆi = Iˆ), denoted a coarse-
graining.
Given a single coarse-graining, observational entropy
(sometimes also called coarse-grained entropy [1–3]) is
defined as [4–6]
SC ≡ −∑
i
pi ln
pi
Vi
, (1)
where pi = tr[Pˆiρˆ] denotes the probability of finding the
state in macrostate Hi, and Vi = tr[Pˆi] = dimHi vol-
ume of that macrostate. Equivalently, we can call pi the
probability of obtaining a measurement outcome i, when
measuring in a basis given by coarse-graining C.
This can be generalized to multiple coarse-grainings,
for which Observational entropy is defined as [5]
SC1,...,Cn ≡ −∑
i
pi ln
pi
Vi
, (2)
where i = (i1, . . . , in) is a vector of outcomes (properties
of the system), pi = tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin] is the proba-
bility of obtaining these outcomes in the given order, and
Vi = tr[Pˆin⋯Pˆi1⋯Pˆin] an (ordered) volume of the corre-
sponding macrostate—a joint Hilbert space volume of all
systems that have properties i measured in this order.
Observational entropy satisfies two very important
properties [5],
SvN(ρˆ) ≤ SC1,...,Cn(ρˆ) ≤ ln dimH, (3)
SC1,...,Cn,Cn+1(ρˆ) ≤ SC1,...,Cn(ρˆ). (4)
The first property shows that it is upper bounded by
the maximal uncertainty allowed by the size of the sys-
tem, and lower bounded by the uncertainty inherent to
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the system (measured by von Neumann entropy), and
the second shows that every additional measurement can
only decrease the entropy. Due to its intuitive interpre-
tation, these two properties justify interpreting Obser-
vational entropy a measure of uncertainty an observer
making measurements associates with a system.
However, projective measurement that defines a
coarse-graining is not the most general measurement an
observer can perform on the system. The most general
measurement that can be performed is called positive-
operator valued measure (POVM), which for example
represents a situation where the state of the system is al-
lowed to interact with an auxiliary system (ancilla), and
then a joint projective measurement is performed on the
system+ancilla. Such generalized measurements are de-
scribed by a trace-preserving (∑i Kˆ†i Kˆi = Iˆ) set of Kraus
operators {Kˆi}, which, upon obtaining a measurement
outcome “i”, project the density matrix of the system
onto
ρˆ
“i”ÐÐ→ KˆiρˆKˆ†i
pi
(5)
with probability of pi = tr[KˆiρˆKˆ†i ].
It therefore makes sense to generalize Observational
entropy even further, to include this generalized measure-
ment. Defining each coarse-graining as a trace-preserving
set of Kraus operators C = {Kˆi}, we define
SC ≡ SC1,...,Cn ≡ −∑
i
pi ln
pi
Vi
, (6)
where C = (C1, . . . ,Cn) is a vector of coarse-grainings, pi =
tr[Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†in] is the probability of obtaining a
sequence of outcomes i and Vi = tr[Kˆin⋯Kˆi1Kˆ†i1⋯Kˆ†in]
is the corresponding volume.
Now, what if, let us say, Eq. (3) or Eq. (4) did not
hold for this generalized definition. Consider for exam-
ple, if there was some POVM that is able to push the
Observational entropy below the inherent uncertainty in
the system, or if performing some POVM would result in
an increase of the observers’ uncertainty (making them
“forget” something about the system). This would sud-
denly imply that Observational entropy is not really a
good measure of observers’ uncertainty and should not
be viewed as such.
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2However, here we will show that even with the inclu-
sion of the generalized measurements, the two properties
still hold.
To state the theorems, which are proven in the Ap-
pendix, we first need to define some terminology:
Definition 1. (Coarse-graining defined by an observ-
able) Assuming spectral decomposition of a Hermitian
operator Aˆ = ∑a aPˆa (where a’s are assumed to be dis-
tinct), we define CAˆ = {Pˆa}.
Definition 2. (Finer vector of coarse-grainings) Defin-
ing coarse-grainings Ck = {Kˆik} and C̃l = {Kˆjl}, we say
that a vector of coarse-grainings C = (C1, . . . ,Cn) is finer
than a vector of coarse-grainings C̃ = (C̃1, . . . , C̃m) (and
denote C ↩ C̃ or C̃ ↪ C), when for every multi-index
i = (i1, . . . , in) exists multi-index j = (j1, . . . , jm) such
that
Kˆin⋯Kˆi1Kˆjm⋯Kˆj1 = Kˆin⋯Kˆi1 (7)
and for all j˜ ≠ j (meaning that at least one of the ele-
ments differs),
Kˆin⋯Kˆi1Kˆj˜m⋯Kˆj˜1 = 0. (8)
In the case of a projective measurement C̃ = (C̃ ), C̃ ={Pˆj} (which is the case in Theorem 1), Eq. (8) is implied
by Eq. (7) due to orthogonality of the projectors. This is
also why this definition generalizes the definition of finer
coarse-graining in [5].
The generalizations of Thms. 7. and 8. from [5] follow:
Theorem 1. (Observational entropy (6) with multiple
coarse-grainings is bounded)
SvN(ρˆ) ≤ SC(ρˆ) ≤ ln dimH (9)
for any vector of coarse-grainings C = (C1, . . . ,Cn) and
any density matrix ρˆ. SvN(ρˆ) = SC(ρˆ) if and only ifC ↩ Cρˆ. SC(ρˆ) = ln dimH if and only if ∀i, pi = Vi/dimH.
Theorem 2. (Observational entropy (6) is non-
increasing with each added coarse-graining.)
SC,Cn+1(ρˆ) ≤ SC(ρˆ) (10)
for any vector of coarse-grainings (C,Cn+1) and any den-
sity matrix ρˆ. The inequality becomes an equality if and
only if ∀i, in+1, pi,in+1 = Vi,in+1Vi pi.
Interestingly, the equality condition in Theorem 2
is satisfied, among other cases, when the sequence of
measurements C projects onto a pure state, or whenC† ↩ C†n+1, where we have defined C† ≡ (C†n, . . . ,C†1) andC†k ≡ {Kˆ†ik} (see the end of the proof in Sec. A 2).
Finally, we also generalize an elegant and intuitive
Thm. 2. from [5]:
Theorem 3. (Observational entropy (6) is a monotonic
function of the coarse-graining.) If C ↩ C̃ then
SC(ρˆ) ≤ SC̃(ρˆ). (11)
Defining index set I(j) = {i∣Kˆin⋯Kˆi1Kˆjm⋯Kˆj1 ≠ 0}, the
inequality becomes an equality if and only if ∀j,∀i ∈
I(j), pi = ViVj pj .
Validity of these three theorems mean that considering
Observational entropy as a measure of observers’ uncer-
tainty is justified.
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Appendix A: Proofs
The proofs of Theorems 1. and 2. are a minor mod-
ification of those done for projective measurements
(Thms. 7. and 8. of [5]), and the spirit of the proof is
exactly the same. The proof of Theorem 2. is still quite
similar to the proof of Theorem 2. in [5]), but modified
more significantly, because it uses a more general (and
different-looking, although being equivalent on the spe-
cial cases) Definition 2.
All inequalities follow from application of the well-
known theorem:
Theorem 4. (Jensen) Let f be a strictly concave func-
3tion, 0 ≤ ai ≤ 1, ∑i ai = 1. Then for any bi ∈ R,
f(∑
i
aibi) ≥∑
i
aif(bi). (A1)
f(∑i aibi) = ∑i aif(bi) if and only if (∀i, j∣ai ≠ 0, aj ≠
0)(bi = bj).
1. Proof of Theorem 1
Proof. First we prove SvN(ρˆ) ≤ SC(ρˆ) plus the equality
condition and then SC(ρˆ) ≤ ln dimH plus the equality
condition, where C = (C1, . . . ,Cn). Before we start we
define the necessary notation. We define the spectral de-
composition of the density matrix in terms of its eigen-
vectors as ρˆ = ∑x ρx∣x⟩⟨x∣ where eigenvalues ρx do not
have to be necessarily different for different x, and there-
fore this decomposition is not unique. We also define
the density matrix in terms of its projectors ρˆ = ∑ρ ρPˆρ,
where eigenvalues ρ are now different from each other.
This decomposition is unique. It follows that for each x
there exists ρ such that ρx = ρ.
Now we prove SvN(ρˆ) ≤ SC(ρˆ) plus the equality condi-
tion. Defining
a(i)x ≡ ⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩Vi (A2)
for Vi ≠ 0 and a(i)x ≡ 0 for Vi = 0, and then using the
spectral decomposition of ρˆ we have
pi
Vi
= ∑x ρx⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩
Vi
=∑
x
ρxa
(i)
x . (A3)
Using the cyclic property of trace, Vi =
tr[Kˆin⋯Kˆi1Kˆ†i1⋯Kˆ†in] = tr[Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1] =∑x⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩, we derive∑
x
a(i)x = 1. (A4)
Using the fact that every set Ck is trace-preserving,∑ik Kˆ†ikKˆik = Iˆ, we also have∑
i
Via
(i)
x =∑
i
⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩ = ⟨x∣x⟩ = 1. (A5)
Series of equalities and inequalities follow
SC(ρˆ) = −∑
i
pi ln
pi
Vi= −∑
i
Vi
pi
Vi
ln
pi
Vi
=∑
i
Vi (−∑
x
ρxa
(i)
x ln∑
x
ρxa
(i)
x )
≥∑
i
Vi (−∑
x
a(i)x ρx lnρx)
= −∑
x
(∑
i
Via
(i)
x )ρx lnρx = SvN(ρˆ).
(A6)
The third equality comes from Eq. (A3), and the last
equality comes from Eq. (A5). We have applied the
Jensen’s Theorem (Theorem 4) on strictly concave func-
tion f(x) = −x lnx to derive the inequality. We have
chosen ax ≡ a(i)x and bx = ρx for the Theorem. This is a
valid choice because of 0 ≤ a(i)x ≤ 1 and Eq. (A4). This
proves the first inequality.
According to the Jensen’s Theorem, the inequality be-
comes equality if and only if
(∀i)(∀x, x˜∣⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩≠0,⟨x˜∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x˜⟩≠0)(ρx = ρx˜). (A7)
To explain, the inequality becomes equality when for a
given multi-index i, all eigenvectors of the density matrix∣x⟩ such that ⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩ ≠ 0 have the same
associated eigenvalue ρx with them. In other words, we
can associate this unique eigenvalue to the multi-index
i itself, ρi ≡ ρx, where ρx is given by any representa-
tive x such that ⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩ ≠ 0. For the
inequality to become equality this must hold for every
multi-index i. Thus we have a unique map which at-
taches some eigenvalue of the density matrix to each
multi-index i. In addition, realizing that from the defi-
nition of norm follows ⟨x∣Kˆ†i1⋯Kˆ†inKˆin⋯Kˆi1 ∣x⟩ ≠ 0 if and
only if Kˆin⋯Kˆi1 ∣x⟩ ≠ 0, we can write Eq. (A7) as
(∀i)(∀x, x˜∣ Kˆin⋯Kˆi1 ∣x⟩≠0, Kˆin⋯Kˆi1 ∣x˜⟩≠0)(ρx = ρx˜ ≡ ρi).
(A8)
Defining set
I(i) = {x∣ρx = ρi}, (A9)
using the above condition, and∑x ∣x⟩⟨x∣ = Iˆ, we can write
Kˆin⋯Kˆi1 = Kˆin⋯Kˆi1∑
x
∣x⟩⟨x∣ =∑
x
Kˆin⋯Kˆi1 ∣x⟩⟨x∣
= ∑
x∈I(i) Kˆin⋯Kˆi1 ∣x⟩⟨x∣ = Kˆin⋯Kˆi1 ∑x∈I(i) ∣x⟩⟨x∣= Kˆin⋯Kˆi1 Pˆρi
(A10)
The third equality holds because for every x ∉ I(i),
Kˆin⋯Kˆi1 ∣x⟩ = 0, so these terms disappear in the sum. Pˆρi
denotes a projector associated with eigenvalue ρi from
the uniquely defined spectral decomposition of the den-
sity matrix, ρˆ = ∑ρ ρPˆρ. For every multi-index i we have
found a projector Pˆρi ∈ Cρˆ such that Eq. (A10) holds,
which by Def. 2 means that Cρˆ ↪ (C1, . . . ,Cn) = C.
Now that we have shown implication SvN(ρˆ) =
SC(ρˆ) ⇒ Cρˆ ↪ C, we will make sure that the opposite
implication also holds. By multiplying Eq. (A10) by Pˆρ,
where ρ ≠ ρi, from the orthogonality of projectors we find
Kˆin⋯Kˆi1 Pˆρ = Kˆin⋯Kˆi1 Pˆρi Pˆρ = 0. (A11)
4Therefore, assuming Eq. (A10) holds, we compute
pi = tr[Kˆin⋯Kˆi1∑
ρ
ρPˆρKˆ
†
i1
⋯Kˆ†in]
= ρitr[Kˆin⋯Kˆi1 PˆρiKˆ†i1⋯Kˆ†in]= ρitr[Kˆin⋯Kˆi1Kˆ†i1⋯Kˆ†in] = ρiVi.
(A12)
Moreover, using Eq. (A10) we have
tr[Pˆρ] =∑
i
tr[Kˆin⋯Kˆi1 PˆρKˆ†i1⋯Kˆ†in]
= ∑
i∈I(ρ) tr[Kˆin⋯Kˆi1 PˆρKˆ†i1⋯Kˆ†in]= ∑
i∈I(ρ) tr[Kˆin⋯Kˆi1Kˆ†i1⋯Kˆ†in] = ∑i∈I(ρ) Vi,
(A13)
where I(ρ) = {i∣ρi = ρ}. The second equality holds be-
cause Kˆin⋯Kˆi1 Pˆρ = 0 for i ∉ I(ρ). Combining the above
two equations we derive
SC(ρˆ) = −∑
i
ρiVi ln
ρiVi
Vi
= −∑
ρ
( ∑
i∈I(ρ) Vi)ρ lnρ= −∑
ρ
tr[Pˆρ]ρ lnρ = SvN(ρˆ). (A14)
This concludes the proof of the equality conditions for
SvN(ρˆ) = SC(ρˆ).
Now we prove SC(ρˆ) ≤ ln dimH plus the equality con-
dition.
SC = ∑
i∶pi≠0pi ln
Vi
pi
≤ ln⎛⎝ ∑i∶pi≠0piVipi ⎞⎠
≤ ln(∑
i
Vi) = ln trIˆ = ln dim H. (A15)
The first inequality comes from the Jensen’s Theorem
applied on strictly concave function f(x) = lnx when
choosing ai ≡ pi and bi ≡ Vipi for the Theorem. 0 ≤ ai ≤ 1
and ∑i ai = 1 so this is a valid choice. The second in-
equality comes from Vi ≥ 0 and the fact that logarithm is
an increasing function. The second equality comes from∑ik Kˆ†ikKˆik = Iˆ and the definition of Vi.
The first inequality becomes identity if and only if
(∀i, i′∣pi ≠ 0, pi′ ≠ 0)(Vipi = Vi′pi′ = c) (A16)
where c is some real constant. To determine this con-
stant we express the condition as Vi = cpi and sum
over all multi-indexes i such that pi ≠ 0, which gives
c = ∑i∶pi≠0 Vi. The first equality condition can be then
written as
(∀pi ≠ 0)(pi = Vi∑i∶pi≠0 Vi ) . (A17)
Since logarithm is a strictly increasing function, the sec-
ond inequality becomes equality if and only if for all i
such that pi = 0 also Vi = 0. Assuming the second condi-
tion is satisfied, we can write ∑i∶pi≠0 Vi = ∑i Vi = dimH
for the first condition, which comes from ∑ik Kˆ†ikKˆik = Iˆ
and the definition of Vi. Combining both equality condi-
tions yields that SC(ρˆ) = ln dim H if and only if
(∀pi) (pi = Vi
dimH) , (A18)
which completes the proof.
2. Proof of Theorem 2
Proof. We will denote pi1,...,in,in+1 ≡ pi,in+1 , and
Vi1,...,in,in+1 ≡ Vi,in+1 . Other notation remains the same.
Using trivial identities,
pi = ∑
in+1
pi,in+1 , Vi = ∑
in+1
Vi,in+1 , (A19)
and Jensen’s Theorem 4, we derive,
SC(ρˆ) = −∑
i
pi ln
pi
Vi
= −∑
i
∑
in+1
pi,in+1 ln ∑in+1 pi,in+1Vi
= −∑
i
Vi( ∑
in+1
pi,in+1
Vi,in+1
Vi,in+1
Vi
) ln( ∑
in+1
pi,in+1
Vi,in+1
Vi,in+1
Vi
)
≥∑
i
Vi ∑
in+1
Vi,in+1
Vi
( − pi,in+1
Vi,in+1 ln
pi,in+1
Vi,in+1 )= − ∑
i,in+1
pi,in+1 ln pi,in+1Vi,in+1 = SC,Cn+1(ρˆ),
(A20)
where we have used f(x) = −x lnx, ain+1 = Vi,in+1Vi , and
bin+1 = pi,in+1Vi,in+1 for the Jensen’s Theorem 4.
The equality condition from the Jensen’s inequality
turns into(∀i)(∀in+1, i′n+1∣Vi,in+1 ≠ 0, V ′i,in+1 ≠ 0)( pi,in+1
Vi,in+1 = pi,i′n+1Vi,i′n+1 = c(i)) , (A21)
where c(i) is some i-dependent number, which we deter-
mine from ∑in+1 pi,in+1 = c(i)∑in+1 Vi,in+1 as c(i) = piVi .
This allows us to rewrite the condition as
(∀i)(∀in+1∣Vi,in+1 ≠ 0) (pi,in+1 = Vi,in+1Vi pi) . (A22)
Since for all Vi,in+1 = 0 also pi,in+1 = 0, equality pi,in+1 =
Vi,in+1
Vi
pi is trivially satisfied. Thus we can simplify this
condition a bit further and finally write that SC(ρˆ) =
SC,Cn+1(ρˆ) if and only if
(∀i)(∀in+1) (pi,in+1 = Vi,in+1Vi pi) , (A23)
5which completes the proof.
Now, two interesting notes about this condition: As-
suming that pi ≠ 0, and rewriting the above condition
as p(in+1∣i) ≡ pi,in+1pi = Vi,in+1Vi , says that the entropy will
not decrease with additional coarse-graining Cn+1 if the
conditional probability of the outcome in+1 is given by
the ratio of the volumes of macrostates.
The above equality condition is for example satisfied
when the set of coarse-grainings C = (C1, . . . ,Cn) projects
onto a pure state, i.e., when for all density matrices and
every i we can write, ∣ψi⟩⟨ψi∣ = Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†inpi (note
that the left hand side does not depend on ρˆ anymore).
Since this holds for every density matrix, it also holds
for ρˆid = 1dimH Iˆ, which gives ∣ψi⟩⟨ψi∣ = Kˆin⋯Kˆi1Kˆ†i1⋯Kˆ†inVi .
Then
pi,in+1 = tr[Kˆin+1 ∣ψi⟩⟨ψi∣Kˆ†in+1]pi
= tr[Kˆin+1 Kˆin⋯Kˆi1⋯KˆinVi Kˆ†in+1]pi = Vi,in+1Vi pi.
(A24)
Another example when the equality condition is sat-
isfied is when C† ↩ C†, where C† ≡ (C†n, . . . ,C†1) andC†k ≡ {Kˆ†ik}. By definition, for every multi-index i there
exists index i
(i)
n+1 such that Kˆ†i1⋯Kˆ†inKˆ†i(i)n+1 = Kˆ†i1⋯Kˆ†in
and for every other index in+1 ≠ i(i)n+1, Kˆ†i1⋯Kˆ†inKˆ†in+1 = 0.
Then for index i
(i)
n+1,
p
i,i
(i)
n+1 = tr[Kˆi(i)n+1Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†inKˆ†i(i)n+1]
= tr[Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†in] = Vi,i(i)n+1Vi pi,
(A25)
because
V
i,i
(i)
n+1
Vi
= 1, and for every other index in+1 ≠ i(i)n+1,
pi,in+1 = tr[Kˆin+1Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†inKˆ†in+1]= 0 = Vi,in+1
Vi
pi,
(A26)
because
Vi,in+1
Vi
= 0.
3. Proof of Theorem A
Proof. Let C ↩ C̃. Then by definition, for ev-
ery multi-index i there multi-exists index j such that
Kˆin⋯Kˆi1Kˆjm⋯Kˆj1 = Kˆin⋯Kˆi1 and for all j˜ ≠ j
Kˆin⋯Kˆi1Kˆj˜m⋯Kˆj˜1 = 0. Defining index set
I(j) = {i∣Kˆin⋯Kˆi1Kˆjm⋯Kˆj1 ≠ 0} (A27)
we have
pj = tr[Kˆjm⋯Kˆj1 ρˆKˆ†j1⋯Kˆ†jm]=∑
i
tr[Kˆin⋯Kˆi1Kˆjm⋯Kˆj1 ρˆKˆ†j1⋯Kˆ†jmKˆ†i1⋯Kˆ†in]
= ∑
i∈I(j) tr[Kˆin⋯Kˆi1Kˆjm⋯Kˆj1 ρˆKˆ†j1⋯Kˆ†jmKˆ†i1⋯Kˆ†in]= ∑
i∈I(j) tr[Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†in] = ∑i∈I(j) pi
(A28)
and similarly
Vj = ∑
i∈I(j) Vi. (A29)
The inequality follows:
SC̃(ρˆ) = −∑
j
pj ln
pj
Vj
= −∑
j
∑
i∈I(j) pi ln
∑i∈I(j) pi
Vi
= −∑
j
Vj( ∑
i∈I(j)
pi
Vi
Vi
Vj
) ln( ∑
i∈I(j)
pi
Vi
Vi
Vj
)
≥∑
j
Vj ∑
i∈I(j)
Vi
Vj
( − pi
Vi
ln
pi
Vi
)
= −∑
i
pi ln
pi
Vi
= SC(ρˆ),
(A30)
where we have chosen a strictly concave function f(x) =−x lnx, ai = ViVj and bi = piVi for i ∈ I(j) for the Jensen’s
Theorem 4.
The equality conditions from the Jensen’s inequality
show that SC̃(ρˆ) = SC(ρˆ) if and only if
(∀j)(∀i, i′ ∈ I(j)) ( pi
Vi
= pi′
Vi′ = c(j)) . (A31)
To determine the constant c(j) we multiply the equation
by Vi and sum over all ∀i ∈ I(j), which gives c(j) = pjVj .
Therefore, SC̃(ρˆ) = SC(ρˆ) if and only if
(∀j)(∀i ∈ I(j))(pi = Vi
Vj
pj) . (A32)
