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discussed the implications of data pooling for descriptive and inferential statistics in animal behaviour. They defined data pooling as 'an analytic procedure in which multiple samples of an individual's behaviour are treated as independent events' (Leger & Didrichsons 1994, page 823) . Machlis et al. (1985) had suggested that this practice is common in animal behaviour despite its violation of the assumption that samples used to calculate descriptive statistics for groups or to compare two or more groups should be independent. In contrast to Machlis et al. (1985) , Leger & Didrichsons (1994) claimed that data pooling is appropriate when within-subject variance is greater than betweensubject variance or sample sizes are equal across subjects, and may be advantageous when it is difficult to study large numbers of individuals. Leger & Didrichsons' (1994) paper has been frequently cited as a justification for data pooling in studies of animal behaviour (a search using Science Citation Index yielded 63 citations as of 23 May 2001). However, their analysis was flawed in three important ways. (1) They downplayed the fact that variation within and among individuals may be inherently interesting. (2) They ignored standard statistical methods for dealing with studies in which multiple observations are collected from more than one individual. (3) Their claim that pooling does not increase the probability of type I error in comparisons of two or more groups is incorrect.
There is increasing interest in the causes and consequences of individual variation in behaviour and other traits of organisms (Clark & Ehlinger 1987; Hayes & Jenkins 1997) . One important reason for this interest is that individual variation is the raw material on which natural selection acts, so that studying individual variation may be a powerful tool for learning more about the process of microevolution. Studies of individual variation may become as important for evolutionary ecology in the future as studies of geographical variation have been in the past (Foster & Endler 1999) . Leger & Didrichsons (1994) took the traditional approach of viewing variation within and among individuals as a problem to be overcome in describing and comparing behaviour of groups, rather than recognizing that such variation may be an interesting subject of study in itself for what it can reveal about opportunities for natural selection within populations.
Leger & Didrichsons (1994) discussed several case studies involving simulated and real data in which there were multiple observations for more than one subject in each of one or more groups. As they clearly stated, the observations for a single subject are not independent. This means that such data should be analysed with a nested analysis of variance (ANOVA) if they are normally distributed (Underwood 1997), or with hierarchical generalized linear modelling (GLM) if not (Bryk & Raudenbush 1992; Osborne 2001) . The latter is a modern, flexible approach for dealing with mixed-effect models with normal or non-normal data in a nested structure. Failing to treat the data with nested ANOVA or hierarchical GLM leads to the classical problem of pseudoreplication (Hurlbert 1984). If two or more groups are being compared, then use of nonindependent observations within groups leads to inflation of degrees of freedom for statistical tests and increased probability of falsely rejecting the null hypothesis (type I error). The multiple observations for a single individual essentially represent subsamples; use of such subsampling can yield a more precise estimate of mean values for each individual, but the individual means should be used for comparisons among groups. Besides leading to appropriate statistical tests of differences among groups, nested ANOVA and hierarchical GLM provide a basis for estimating components of variance among and within individuals, which is an important foundation for studying individual variation (Lessels & Boag 1987; Boake 1989; Hayes & Jenkins 1997) . Leger & Didrichsons (1994, page 828) 
