The existence of three smooth solutions, one negative, one positive, and one nodal, to a homogeneous Robin problem with p-Laplacian and Carathéodory reaction is established. No sub-critical growth condition is taken on. Proofs exploit variational as well as truncation techniques. The case p = 2 is separately examined, obtaining a further nodal solution via Morse's theory.
Introduction
Let Ω be a bounded domain in R N with a smooth boundary ∂Ω, let 1 < p < ∞, let f : Ω × R → R be a Carathéodory function, and let β ∈ C 0,α (∂Ω, R + 0 ) for some α ∈ (0, 1).
Consider the homogeneous Robin problem
in Ω, ∂u ∂n p + β(x)|u| p−2 u = 0 on ∂Ω,
where ∆ p denotes the p-Laplace differential operator, namely ∆ p u := div(|∇u| p−2 ∇u) for all u ∈ W 1,p (Ω), while ∂u ∂np := |∇u| p−2 ∇u · n, with n(x) being the outward unit normal vector to ∂Ω at its point x. As in [12, p. 1066 ], u ∈ W 1,p (Ω) is called a (weak) solution of (1.1) provided
Equations driven by p-Laplacian type operators have been widely investigated under Dirichlet boundary conditions, mainly through variational, sub-super-solutions, and truncation techniques [18, 6, 7] , besides Morse's theory [23] . There is a wealth of good results and the relevant literature looks daily increasing. On the other hand, these methods cannot always be adapted in a simple way to treat Neumann (i.e., β ≡ 0), or more generally Robin (β ≡ 0), problems. That's why over the last few years the study of (1.1) has been receiving attention and very nice papers are already available. The more close to our work are [5, 11, 19] and, above all, [22] . Indeed, here, we prove the existence of three C 1 -solutions to Problem (1.1), one positive, one negative, and one nodal, without assuming that t → f (x, t) exhibits a sub-critical behavior but is merely bounded on bounded sets. Moreover, roughly speaking, we suppose that lim sup t→±∞ f (x, t) |t| p−2 t ≤ a 0 < λ 1 and λ 2 < a 1 ≤ lim inf t→0 f (x, t) |t| p−2 t ≤ lim sup t→0 f (x, t) |t| p−2 t ≤ a 2 < +∞ uniformly in x ∈ Ω, with λ 1 (respectively, λ 2 ) being the first (respectively, second) eigenvalue of (−∆ p , W 1,p (Ω)) under Robin's boundary condition; see Section 3 for precise formulations. So, no global growth from below is imposed on t → f (x, t). The meaningful special case f (x, t) := λ|t| p−2 t − g(x, t). (x, t) ∈ Ω × R, where λ > λ 2 , is also examined and some results of [22] extended; cf. also [5, 11, 19] , which however require β ≡ 0. When p = 2 we obtain a second nodal solution by assuming, among other things, f (x, ·) ∈ C 1 (R) and
with 2 ≤ r < 2 * . Let us finally point out that an analogous investigation might be performed for the problem
where a ∈ L ∞ (Ω) may change sign, exploiting the results of [20] .
Preliminaries
Let (X, · ) be a real Banach space. Given a set V ⊆ X, write V for the closure of V , ∂V for the boundary of V , and int X (V ) or simply int(V ), when no confusion can arise, for the interior of V . If x ∈ X and δ > 0 then
The symbol (X * , · X * ) denotes the dual space of X, ·, · indicates the duality pairing between X and X * , while x n → x (respectively, x n ⇀ x) in X means 'the sequence {x n } converges strongly (respectively, weakly) in X'.
Let T be a topological space and let L be a multifunction from T into X (briefly, L : T → 2 X ), namely a function which assigns to each t ∈ T a nonempty subset L(t) of X. We say that L is lower semi-continuous when {t ∈ T :
We say that Φ : X → R is coercive iff
while Φ is called weakly sequentially lower semi-continuous when
The classical Palais-Smale compactness condition for Φ reads as follows.
(PS) Every sequence {x n } ⊆ X such that {Φ(x n )} is bounded and Φ ′ (x n ) X * → 0 has a convergent subsequence.
Define, provided c ∈ R,
where, as usual, K(Φ) denotes the critical set of Φ, i.e., K(Φ) := {x ∈ X : Φ ′ (x) = 0}.
We say that A : X → X * is of type (S) + iff
The next elementary result [15, Proposition 2.2] will be employed later.
Proposition 2.1. Let X be reflexive and let Φ ∈ C 1 (X) be coercive. Assume Φ ′ = A + B, with A : X → X * of type (S) + and B : X → X * compact. Then Φ satisfies (PS).
Given a topological pair (A, B) fulfilling B ⊂ A ⊆ X, the symbol H q (A, B), q ∈ N 0 , indicates the q th -relative singular homology group of (A, B) with integer coefficients. If
are the critical groups of Φ at x 0 . Here, V stands for any neighborhood of x 0 such that
By excision, this definition does not depend on the choice of V . Suppose Φ satisfies Condition (PS), Φ| K(Φ) is bounded below, and c < inf
The second deformation lemma [10, Theorem 5.1.33] implies that this definition does not depend on the choice of c. If K(Φ) is finite, then setting
the following Morse relation holds:
where Q(t) denotes a formal series with nonnegative integer coefficients; see for instance [18, Theorem 6 .62]. Now, let X be a Hilbert space, let x ∈ K(Φ), and let Φ be C 2 in a neighborhood of x. If Φ ′′ (x) turns out to be invertible, then x is called non-degenerate. The Morse index d of x is the supremum of the dimensions of the vector subspaces of X on which Φ ′′ (x) turns out to be negative definite. When x is non-degenerate and with Morse index d one has
The monographs [16, 18] represent general references on the subject.
Throughout the paper, Ω denotes a bounded domain of the real euclidean N-space (R N , | · |) whose boundary is C 2 while β ∈ C 0,α (∂Ω, R + 0 ) for some α ∈ (0, 1) and β ≡ 0. On ∂Ω we will employ the (N − 1)-dimensional Hausdorff measure σ. The symbol m stands for the Lebesgue measure, p ∈ (1, +∞), p ′ := p/(p − 1), · q with q ≥ 1 indicates the usual norm of L q (Ω), X := W 1,p (Ω), and
Write p * for the critical exponent of the Sobolev embedding
, and the embedding is compact whenever 1 ≤ q < p * . Moreover,
Given t ∈ R, u, v : Ω → R, and f : Ω × R → R, define
Let A p : X → X * be the nonlinear operator stemming from the negative p-Laplacian ∆ p , i.e.,
A standard argument [18, Proposition 2.71] ensures that A p is of type (S) + .
Remark 2.1. Given u ∈ X and w ∈ L p ′ (Ω), the condition
is equivalent to
This easily comes out from the nonlinear Green's identity [10, Theorem 2.4.54]; see for instance the proof of [22, Proposition 3] .
We shall employ some facts on the spectrum σ(−∆ p ) of the operator −∆ p with homogeneous Robin boundary conditions. So, consider the nonlinear eigenvalue problem
3)
The Liusternik-Schnirelman theory provides a strictly increasing sequence {λ n } ⊆ R + 0 of eigenvalues for (2.3). Denote by E(λ n ) the eigenspace corresponding to λ n , n ∈ N. From [12, 22] we know that:
(p 1 ) λ 1 is positive, isolated, and simple. Further,
The next characterization of λ 2 will be used later. For its proof we refer the reader to [22, Proposition 5] .
(p 3 ) Write U := {u ∈ X : u p = 1} as well as
Evidently, U C turns out to be dense in U. Let
Proof. Pick any γ ∈ Γ 1 . We shall prove that there exists a sequence {γ n } ⊆ Γ C fulfilling
The multifunction
takes nonempty convex values and is lower semi-continuous. So, Theorem 3.
uniformly with respect to t ∈ [−1, 1]. For any n large enough we can thus set
On account of (2.5) and (p 3 ) one has γ n ∈ Γ C . Moreover,
Recall that γ ∈ Γ 1 . Since, by (2.5) again,
Finally, it is known [12, Section 4] that
Let p := 2. Through [9, Proposition 3] we also obtain (p 5 ) If u lies in E(λ n ) and vanishes on a set of positive Lebesgue measure then u = 0.
(Ω) can uniquely be written as u =ū +û, withū ∈H n andû ∈Ĥ n , because H 1 (Ω) =H n ⊕Ĥ n . By orthogonality one has, for every n ≥ 2,
:û ∈Ĥ n−1 ,û = 0 .
A simple argument, based on orthogonality and (p 5 ), yields the next result.
Let n ∈ N and let θ ∈ L ∞ (Ω) \ {λ n+1 } satisfy θ ≤ λ n+1 . Then there exists a constant c > 0 such that
Existence results
To avoid unnecessary technicalities, 'for every x ∈ Ω' will take the place of 'for almost every x ∈ Ω' and the variable x will be omitted when no confusion can arise. Let f : Ω × R → R be a Carathéodory function such that f (·, 0) = 0 and let
We will posit the following assumptions.
(f 4
with F given by (3.1). One clearly has ϕ ∈ C 1 (X). Moreover, if (f 2 ) holds then, fixed anyâ 0 ∈ (a 0 , λ 1 ), there exists M > 0 such that
provided x ∈ Ω and |t| ≥ M. Since (p 2 ) entails t 1û1 ≥ M for t 1 > 0 large enough, inequality (3.3) combined with Remark 2.1 lead to
whereû := t 1û1 .
Constant-sign solutions
Define, provided x ∈ Ω and t, ξ ∈ R,
as well asĜ
It is evident that the corresponding truncated functionalŝ
belong to C 1 (X) also. Proof. The space X compactly embeds in L p (Ω) while the Nemitskii operator Nĝ + turns out to be continuous on L p (Ω). Thus, a standard argument ensures thatψ + is weakly sequentially lower semi-continuous. Since, on account of (3.5), it is coercive, we have
for some u 0 ∈ X. Fix ε > 0. Assumption (f 3 ) yields δ > 0 small such that
If τ ∈ (0, t 1 ) complies with τû 1 ≤ δ then, by (3.5), the choice of τ , the above inequality, and Remark 2.1,ψ
which clearly means u 0 = 0. Now, through (3.6) we getψ ′ + (u 0 ) = 0, namely 
Consequently, u 0 ≤û. Now, (3.7) becomes
whence, on account of Remark 2.1,
Standard regularity arguments ensure that u 0 ∈ C + \ {0}. Let ρ := û ∞ ≥ u 0 ∞ . Due to Remark 3.1 one has
Therefore, by [25, Theorem 5] , u 0 ∈ int(C + ) and thus u 0 ∈ [0,û] ∩ int(C + ), as desired. Define u δ := u 0 + δ, where δ > 0. Since
exploiting (f 4 ) and (3.3) we obtain
for any δ > 0 small enough, because
cf. (3.3) as well as (p 2 ). Theorem 5 of [25] gives u δ ≤û, whence
Observe next that ϕ| [0,û] =ψ + | [0,û] thanks to (3.5) . So, by (3.8) and (3.6), the function u 0 is a C 1 (Ω)-local minimizer for ϕ. Finally, [22, Proposition 3] guarantees that the same holds putting X in place of C 1 (Ω). A similar argument produces v 0 ∈ [−û, 0] ∩ (−int(C + )) with the asserted properties.
Remark 3.2. The upper bound at zero requested by (f 3 ) for t → f (x, t)/|t| p−2 t has not been used to find constant-sign solutions.
The next result looks like [13, Theorem 3.3] ; see also [22, Proposition 8] . So, we will only sketch its proof.
Proof. Define Σ + := {u ∈ X \ {0} : u solves (1.1) and 0 ≤ u ≤û}. Due to Theorem 3.1 one has Σ + = ∅. Actually, Σ + ⊆ int(C + ). The same arguments employed in establishing [2, Proposition 8] show here that 1) Σ + is downward directed, and 2) inf Σ + = inf n∈N u n = u * for some {u n } ⊆ Σ + , u * ∈ X fulfilling u n → u * in X and u n (x) → u * (x) a.e. in Ω.
Hence, u * turns out to be a solution of (1.1) lying in [0,û] . It remains to verify that u * = 0. Suppose on the contrary u * = 0. Reasoning exactly as in the proof of [1, Proposition 14] we obtain α ∈ L ∞ (Ω) and w ∈ int(C + ) with the properties below. 
where 4) has been used. If v =û 1 then, by 3) and (f 3 ),
which is impossible. Therefore, u * ∈ Σ + , and the conclusion follows. A similar argument applies to get v * .
Nodal solutions
Define, for every x ∈ Ω and t, ξ ∈ R,
as well asF
Since, by Theorem 3.2, the function u * solves (1.1), this results in
Therefore, m({x ∈ Ω : u(x) > u * (x)}) = 0, whence u ≤ u * . An analogous reasoning provides u ≥ v * , and the first inclusion holds. As before, we obtain
, while the extremality of v * (see Theorem 3.2) forces K(φ − ) = {v * , 0}. The remaining proof is similar. Proof. The space X compactly embeds in L p (Ω) while the Nemitskii operator Nf + turns out to be continuous on L p (Ω). Thus, a standard argument ensures thatφ + is weakly sequentially lower semi-continuous. Since, on account of (3.9), it is coercive, we have
for some u 0 ∈ X. Reasoning as in the proof of Theorem 3.1 producesφ + (u 0 ) < 0, i.e., u 0 = 0. Hence, by (3.10) and Lemma 3.1, u 0 = u * ∈ int(C + ). Sinceφ| C + =φ + | C + , the function u 0 turns out to be a C 1 (Ω)-local minimizer forφ. Now, Proposition 3 in [22] guarantees that the same holds true with X in place of C 1 (Ω). A similar argument applies to v * . 
Proof. By Theorem 3.2 and Lemma 3.1, we may assume K(φ) finite. Letφ(v * ) ≤φ(u * ) (the other case is analogous). Without loss of generality, the local minimizer u * forφ (cf. Lemma 3.2) can be supposed proper. Thus, there exists ρ ∈ (0, u * − v * ) such that
Moreover,φ fulfils Condition (PS) because, due to (3.9), it is coercive; see Proposition 2.1. So, the Mountain Pass Theorem yields a point u 1 ∈ X complying withφ ′ (u 1 ) = 0 and
where
Obviously, u 1 solves (1.1). Through (3.11)-(3.12), besides Lemma 3.1, we get
while standard regularity arguments yield u 1 ∈ C 1 (Ω). The proof is thus completed once one verifies that u 1 = 0. This will follow from the inequalitŷ
which, in view of (3.12), can be shown by constructing a pathγ ∈ Γ such that
By (f 3 ) to every η > 0 there corresponds δ > 0 such that 
cf. (3.17) . In a similar way, but withφ + replaced byφ − , we can construct a continuous function γ − : [0, 1] → X such that γ − (0) = v * , γ − (1) = −εû 0 , and
Concatenating γ − , εγ η , and γ + one obtains a pathγ ∈ Γ which, in view of (3.17)-(3.19), fulfils (3.14).
The next multiplicity result directly stems from Theorems 3.1-3.3. 
An immediate application of this result produces both constant-sign and nodal solutions to the problem 20) where λ > 0 while g : Ω × R → R denotes a Carathéodory function such that g(·, 0) = 0.
Under Dirichlet boundary conditions, the above equation has been widely investigated; see for instance [21, 4, 19] and the references given there.
Theorem 3.5. Assume that λ > λ 2 . If, moreover,
then (3.20) possesses at least three nontrivial solutions: u 0 ∈ int(C + ), v 0 ∈ −int(C + ), and An immediate application of this result produces both constant-sign and nodal solutions to the problem −∆u = λu − g(x, u) in Ω, ∂u ∂n + β(x)u = 0 on ∂Ω, (4.9)
where λ > 0 while g : Ω × R → R denotes a function such that g(·, 0) = 0 and g(x, ·) belongs to C 1 (R) for every x ∈ Ω, while g(·, t) and g ′ t (·, t) are measurable for all t ∈ R. The sign condition tg(x, t) ≥ 0, (x, t) ∈ Ω × R, clearly forces (g 8 ). So, Theorem 4.2 basically extends [22, Theorem 14] . For β ≡ 0, cf. also [8, Theorem 3.7] , [11, Section 4] , and the references given there.
