In this paper, we investigate new binary relations defined on the set of rectangular complex matrices based on the weighted Drazin inverse and give some characterizations of them. These relations become pre-orders and improve the results found by the authors in [Applied Mathematics and Computation, 219, 14 (2013), 7310-7318] as well as extend those known for square matrices. On the other hand, some new weighted partial orders are also defined and characterized. The advantages of these new relations compared to the ones considered in the mentioned paper are also pointed out.
Introduction and background
The main aim of this paper is to define and investigate some new pre-orders and some new partial orders on rectangular matrices by means of weighted Drazin inverses. On the one hand, the novelty of these relations is that they take into account the nilpotent parts of appropriate matrices of an arbitrary index. On the other hand, it is immediately seen that if we compare them to those recently studied in [9] , defined only in terms of Drazin inverses, results are clearly improved obtaining some unexpected interesting features.
Whereas the relations that use a weight on both sides are shown that coincide in both papers, those including the weight on only one-side will extend properly the corresponding ones defined in [9] and will be different. An advantage derived from the present paper is that we can reduce from four to two the conditions that have to be verified for the comparison A d,W B to be true ([9, Theorem 2.3]). Another profitable consequence is that we can also reduce the quantity of Drazin inverses to be computed from two to only one.
Additionally, in this paper some new weighted partial orders are also defined and studied for rectangular matrices, again considering the nilpotent parts of appropriate matrices of an arbitrary index. These results are as well a generalization of those given, for matrices of index 1, in [9, Section 5] .
Let C m×n be the set of m × n complex matrices. For a given A ∈ C m×n , the symbols A * , A −1 and R(A) denote the conjugate transpose, the inverse (m = n) and the range of A. As usual, I n and O n denote the n × n identity and zero matrices, respectively. The subscripts will be omitted when no confusion is caused. For two given matrices A ∈ C t×t and B ∈ C (m−t)×(n−t) we denote by A ⊕ B the m × n matrix where A is located in the N-W corner, B is in the S-E corner and the other two blocks correspond to rectangular zero matrices of adequate sizes.
Let A ∈ C n×n . The index of A, denoted by ind(A) , is the smallest nonnegative integer k such that A k and A k+1 have the same rank. The only matrix X ∈ C n×n satisfying XAX = X, AX = XA and A k+1 X = A k , with k = ind(A), is called the Drazin inverse of A. The Drazin inverse of A always exists and is denoted by X = A D . It is
integer r ≥ 0. The group inverse of A ∈ C n×n is the unique matrix A # that satisfies
The Drazin inverse of a matrix can be computed by using a canonical representation for A. Indeed, for a given matrix A ∈ C n×n with ind(A) = k and rank(A k ) = a, there are nonsingular matrices P ∈ C n×n and C ∈ C a×a such that
where N ∈ C (n−a)×(n−a) is nilpotent with index k. Notice that N is absent whether k = 0, N = O n−a whether k = 1 and C is absent whether a = 0. Along the entire paper only nontrivial cases will be considered. If A is in the specified form then
Subsequently, we can write A in the called core-nilpotent decomposition as A = A 1 + A 2
where
being the only matrices in these conditions (see [4] ).
Recall that a binary relation on a set S which is reflexive and transitive is called a pre-order on S. A partial order on S is a pre-order that also satisfies the antisymmetric property. The following relations are well known [10] . The minus partial order on 
The relation d is known as the Drazin pre-order. Observe that A d B is equivalent to
Throughout this paper, a nonzero matrix W ∈ C n×m will be fixed to be used as a weight. The following definition was introduced by R.E. Cline and T.N.E. Greville in [6] . Definition 1.1 Let W ∈ C n×m be a nonzero matrix and A ∈ C m×n . A matrix X ∈ C m×n is a W −weighted Drazin inverse of A if the following conditions hold:
The smallest integer k satisfying condition (c) is denoted by k 1 = ind(AW ).
The matrix X in Definition 1.1 always exists, is unique and will be denoted by X = A D,W . Moreover, the equalities
hold (see [6] ).
Notice that if W ∈ C n×m is a nonzero matrix and A, X ∈ C m×n are matrices satisfying item (a) in Definition 1.1, then it is easy to see that the following conditions are equivalent:
Thus, condition (b) in Defintion 1.1 can be replaced with (b ) or (b ).
Since W = O yields to the trivial case A D,W = O, this possibility is discarded. The next result will be used in what follows.
ind(AW ) and k 2 = ind(W A) then there exist four nonsingular matrices P ∈ C m×m , Q ∈ C n×n , A 1 , W 1 ∈ C t×t and two matrices A 2 ∈ C (m−t)×(n−t) and W 2 ∈ C (n−t)×(m−t) such that A 2 W 2 and W 2 A 2 are nilpotent of indices k 1 and k 2 , respectively, with
In this case,
Observe that Theorem 1.1 can also be established for k = max{k 1 , k 2 } (see [14] ).
Moreover, the matrix W can be seen as a weight needed to transform the rectangular matrix A into two square ones, namely, AW and W A.
For a most extensive study on generalized inverses and matrix partial orders and pre-orders the authors refer the reader to [1, 2, 3, 4, 7, 8, 11, 12, 13] .
This paper is organized as follows. Section 2 introduces and characterizes the binary relation D,W on rectangular matrices. In order to provide a pre-order on rectangular complex matrices based on the weighted Drazin inverse, the new binary relation 
A pre-order defined by the weighted Drazin inverse
The Drazin pre-order can be defined on square matrices thanks to the fact that Drazin inverses always exist for square matrices. Since it is not possible to extend this preorder directly to rectangular matrices, we will take advantage from the weighted Drazin inverses that always exist for rectangular matrices. Then the idea is to consider some binary relations on the set of rectangular matrices by using weighted Drazin inverses.
Definition 2.1 Let W ∈ C n×m be a nonzero matrix and A, B ∈ C m×n . It is said that
It is remarkable that only one Drazin inverse has to be computed in the previous Definition because of the expressions for A D,W given in (1).
Theorem 2.1 Let W ∈ C n×m be a nonzero matrix and A, B ∈ C m×n . If A and W are written as in (2), then the following conditions are equivalent:
Proof. Consider the following partition of B
according to the size of blocks in A. From (2) and (3) we get Indeed, for a fixed matrix A decomposed as in (2) with A 2 being neither nonzero nor a full rank matrix, if we choose B 2 as the zero matrix, as A 2 or as a full rank matrix we get that rank(B) is respectively less, equal or greater than rank(A). 
Note that Theorem 2.1 can be applied to B D,W C due to the nonsingularity of the matrices A 1 and W 1 involved in the decompositions of B and W . Thus, 
The next result will be used in what follows.
Lemma
Proof. It is enough to prove item (a) because item (b) follows similarly.
If we suppose that (AW )(AW ) D = (BW )(AW ) D holds, clearly the equality
also holds and Drazin inverse definition yields (AW )
The converse will be proved by induction on k 1 . The k 1 = 0 case holds vacuously. Suppose
So, by Drazin inverse definition we arrive at (AW )
We next characterize the relation A D,W B in terms of the weighted Drazin inverse of A, the Drazin inverse of AW and W A, the index of AW and W A and also using adequate blocks of matrices A, B and W .
Theorem 2.3 Let W ∈ C n×m be a nonzero matrix, A, B ∈ C m×n , k 1 = ind(AW ) and
The following conditions are equivalent:
.
(
, all of them of suitable sizes, such that 
We can proceed analogously to obtain the m = k 2 case. 
t on the right side and using that ind(AW ) = k 1 we get (AW )
On the other hand, if we denote by m 2 the smallest integer k ≥ max{k 1 , k 2 } that satisfies (ii) and we set s = m 2 −k 2 , it can be similarly seen that (AW )
(c) =⇒ (f) Suppose that A, B ∈ C m×n satisfy (c). By Theorem 1.1 there are nonsingular
where A 2 W 2 and W 2 A 2 are nilpotent matrices of indices k 1 = ind(AW ) and 
and
where B are nilpotent. Consider the matrices P ∈ C m×m and Q ∈ C n×n defined by
Replacing (4) and (5) in the expressions of A, B and W and setting A 2 = R −1 A 2 S we arrive at
We notice that the W 2 = O case can be also written as in (f) with W (f) =⇒ (c) It is straightforward. Now, we establish some relationships between known pre-orders. As a consequence of Theorem 2.3 we can compare the pre-order D,W to the one studied in [9] , that is, Proposition 2.1 Let W ∈ C n×m be a nonzero matrix, A, B ∈ C m×n , ind(AW ) = k 1 and we must compute two.
3 One-sided pre-orders
In this section we consider the right and left-sided relations associated to D,W and compare them to the relations d,W,r and d,W, defined in [9] , respectively. Contrary to the intuition, in these cases they are not equivalent as we will show in what follows.
Definition 3.1 Let W ∈ C n×m be a nonzero matrix and A, B ∈ C m×n . It is said that
. In what follows, we will show that the relation Proof. Clearly D,W,r is reflexive. We shall prove that it is transitive. Let A, B, C ∈ C m×n satisfying A D,W,r B and B D,W,r C. Suppose that A and W are written as in (2) . Consider the following partitions of B and C
From Definition 2.1 it is clear that
according to the size of blocks in A.
Using the fact that for square matrices M 1 and M 2 and for a nonsingular matrix P , if 
from where we have C 1 = A 1 and C 4 = O. Hence, it is easy to verify that A D,W,r C; so D,W,r is transitive.
Analogously to Theorem 2.3 we can prove the following result.
Theorem 3.2 Let W ∈ C n×m be a nonzero matrix, A, B ∈ C m×n and k 1 = ind(AW ).
(f ) There exist nonsingular matrices P , Q, A 
where Theorem 3.3 Let W ∈ C n×m be a nonzero matrix, A, B ∈ C m×n and k 2 = ind(W A).
where In what follows, we will denote by (Z) C and (Z) N the unique matrices in the corenilpotent decomposition of a square matrix Z. Proof. We close this paper pointed out that the pre-orders defined in this section are essentially different from the ones analyzed in Sections 2 and 3.
