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Abstract
We study the Steklov eigenvalue problem for the ∞−orthotropic Laplace opera-
tor defined on convex sets of RN , with N ≥ 2, considering the limit for p→∞ of the
Steklov problem for the p−orthotropic Laplacian. We find a limit problem that is
satisfied in the viscosity sense and a geometric characterization of the first non triv-
ial eigenvalue. Moreover, we prove a Weinstock type inequality among convex sets,
stating that the ball in a suitable norm maximizes the first non trivial eigenvalue
for the Steklov ∞−orthotropic Laplacian, once we fix the anisotropic perimeter.
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1 Introduction
Let Ω be an open, bounded and convex set in RN , with N ≥ 2, and let p > 1. We
consider the following operator, called the orthotropic p−Laplace operator,
∆˜pu =
N∑
j=1
(
|uxi |
p−2uxi
)
xi
and we study the limit problem, as p→∞, of the Steklov problem{
−∆˜pu = 0 on Ω∑N
j=i |uxj |
p−2uxjν
j
∂Ω = σ|u|
p−2uρp on ∂Ω,
(1.1)
1
where uxj is the partial derivative of u with respect to xj, ν∂Ω = (ν
1
∂Ω, . . . , ν
N
∂Ω) is the
outer normal of ∂Ω, ρp(x) = ‖ν∂Ω(x)‖ℓp′ , p
′ is the coniugate exponent of p and
‖x‖pℓp =
N∑
j=1
|xj |p. (1.2)
The real number σ is called Steklov eigenvalue whenever problem (1.1) admits a non-
null solution. In particular, problem (1.1) has been investigated in [7], where it is
proved that these eigenvalues form at least a countably infinite sequence of positive
numbers diverging at infinity where the first eigenvalue is 0 and corresponds to constant
eigenfunctions. Denoting by Σpp(Ω) the first non-trivial eigenvalue of (1.1), the following
variational characterization is showed in [7]:
Σpp(Ω) = min
{ ´
Ω ‖∇u‖
p
ℓp dx´
∂Ω |u|
pρp(x)dH
N−1
, u ∈W 1,p(Ω),
ˆ
∂Ω
|u|p−2uρp(x)dH
N−1 = 0
}
.
(1.3)
By the way we recall that the orthotropic p−Laplacian, sometimes also called pseudo
p−Laplacian, was introduced in [17, 21, 22]; for p = 2 it coincides with the Lapla-
cian, but for p 6= 2 it differs from the usual p−Laplacian, that is defined as ∆pu :=
div
(
|∇u|p−2∇u
)
. The orthotropic p− Laplacian can be considered indeed as an anisotropic
operator, associated to the Finsler norm (1.2).
In this work we focus our attention on the limit operator limp→∞ ∆˜pu = ∆˜∞u, the
so-called orthotropic ∞-Laplace operator, that can also be defined, see for example [3],
as
∆˜∞ u =
∑
j∈I(∇u(x))
u2xjuxj ,xj ,
where
I(x) := {j ≤ N : |xj | = ‖x‖ℓ∞}
and
‖x‖ℓ∞ = max
j=1,...,N
|xj|.
In our work we were inspired by the results given in [12], where they study the
Steklov eigenvalue on the ∞−Laplacian limp→∞∆p = ∆∞, given by
∆∞u =
N∑
i,j=1
uxjuxiuxjxi .
This operator was also studied for example in [11], with Neumann boundary conditions,
[20] for mixed Dirichlet and Robin boundary conditions.
In particular we find a limit eigenvalue problem of (1.1) that is satisfied in a viscosity
sense and we show that we can pass to the limit in the variational caracterization (1.3).
More precisely we prove the following result.
2
Theorem 1.1. It holds
lim
p→+∞
Σp(Ω) = Σ∞(Ω) =
2
diam∞(Ω)
,
where diam∞(E) := supx,y∈E ||x − y||ℓ1 . Moreover, deniting by u2,p an eigenfunction
of (1.1) of eigenvalue Σpp, there exists a sequence pi → ∞ such that u2,pi converges
uniformly to u2,∞. The limit u2,∞ is a solution of{
−∆˜∞u = 0 on Ω
Λ(x, u,∇u) = 0 on ∂Ω,
(1.4)
in the viscosity sense, where where
Λ(x, u, η) =

min
{
‖η‖∞ − Σ∞|u| ,
∑
j∈I(η(x)) ηxj(x)ν
j
∂Ω(x)
}
if u > 0
max
{
Σ∞|u| − ‖η‖∞ ,
∑
j∈I(η(x)) ηxj(x)ν
j
∂Ω(x)
}
if u < 0∑
j∈I(η(x)) ηxj(x)ν
j
∂Ω(x) if u = 0.
We observe that, since the first eigenvalue of (1.1) is 0 with constant eigenfunction,
we can trivially pass to the limit and obtain that the first eigenvalue of (1.4) is also 0
with constant associated eigenfunction.
The last part of this work is dedicated to the proof of a Weinstock type inequality
for the orthotropic ∞−Laplacian, that can also be seen as an anisotropic isodiametric
inequality with perimeter constraint. We will use the following notation to denote re-
spectively the unit ball and the anisotropic perimeter with respect to the ℓp norm, for
p ∈ (1,∞],
Wp = {x ∈ R
N | ‖x‖ℓp ≤ 1};
Pp(Ω) :=
ˆ
∂Ω
ρp(x)dH
N−1(x).
In [7] it is proved a Brock type inequality of the form
Σpp(Ω) ≤
(
V (Wp)
V (Ω)
) p−1
N
,
where V (·) denotes the volume. We recall that the Euclidean version of the Brock
inequality was proved in [8] and its quantitative version in [6].
In this work we are we are interested in a Weinstock type inequality, i.e. we want
to fix the anisotropic perimeter of Ω, instead of the volume. In particular we prove the
following result.
Theorem 1.2. For any bounded open convex set Ω ⊆ RN we prove that, in the case
p ∈ (1, N ] ∪ [2N,∞),
σ2,p(Ω)Pp(Ω)
p−1
N−1 ≤ Pp(Wp)
p−1
N−1 . (1.5)
From this theorem we deduce the following Weinstock inequality.
3
Corollary 1.3. For any bounded open convex set Ω ⊆ RN , it holds
Σ∞(Ω)P∞(Ω)
1
N−1 ≤ Σ∞(W∞)P∞(W∞)
1
N−1 .
We observe that, in the case p = 2, inequality (1.5) is given by
Σ22(Ω)P2(Ω)
1
N−1 ≤ Σ22(W2)P2(W2)
1
N−1
and it has been proved in [23] in the case N = 2 and generalized for N > 2 in [9]. A
quantitative version of such inequality has been achieved in [13]. Both the papers [9, 13]
rely on a particular isoperimetric inequality that has been generalized in [18]. This par-
ticular isoperimetric inequality will be also used in this work to prove an improvement
of a result contained in [7], that will be used to prove (1.5).
The paper is organized as follows. In Section 2 we have collected some useful no-
tations and some known results about the orthotropic p−Laplacian. In Section 3 we
define the viscosity solution of our problem and we prove that every weak solution is a
viscosity solution. In Section 4 we give the definition of the orthotropic ∞−Laplacian
and in Section 5 we derive the limit equation for p→∞. Finally, in Section 6, we prove
a Weinstock type inequality for the orthotropic ∞−Laplacian.
2 The p−orthotropic Laplace eigenvalue with Steklov bound-
ary condition: definitions and notations.
We fix p > 1 and an open bounded convex set Ω ⊆ RN and consider the Steklov problem
for the orthotropic p-Laplacian operator on Ω, sometimes called pesudo p-Laplacian, as
studied in [7], that is{
−∆˜pu = 0 on Ω∑N
j=i |uxj |
p−2uxjν
j
∂Ω = σ|u|
p−2uρp on ∂Ω,
(2.1)
where uxj is the partial derivative of u with respect to xj, ν∂Ω = (ν
1
∂Ω, . . . , ν
N
∂Ω) is the
outer normal of ∂Ω, ρp(x) = ‖ν∂Ω(x)‖ℓp′ , p
′ is the coniugate exponent of p, and
∆˜p u = div (Ap(∇u)) , Ap(∇u) =
(
|ux1 |
p−2ux1 , . . . , |uxN |
p−2uxN
)
.
We will use the following notation: for any x ∈ RN and p ≥ 1
‖x‖pℓp =
N∑
j=1
|xj |p,
while for p =∞ we have
‖x‖ℓ∞ = maxj=1,...,N
|xj|.
Solutions of (2.1) are to be interpreted in the weak sense; we recall here the definition
of weak solution.
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Definition 2.1. Let u ∈W 1,p(Ω). We say that u is a weak solution of (2.1) if
ˆ
Ω
〈Ap(∇u),∇ϕ〉dx = σ
ˆ
∂Ω
|u|p−2uϕρpdH
N−1 ∀ϕ ∈W 1,p(Ω).
It has been shown in [7, Section 4] that the Steklov problem (2.1) admits a non-
decreasing sequence of eigenvalues
0 = σ1,p(Ω) < σ2,p(Ω) ≤ · · ·
where the first eigenvalue is trivial for any p > 1 and corresponds to constant eigenfunc-
tions. We denote the first non-trivial eigenvalue σ2,p(Ω) =: Σ
p
p(Ω). In [7] a variational
characterization of Σpp is shown. Indeed, we have that
Σpp(Ω) = min
{ ´
Ω ‖∇u‖
p
ℓp dx´
∂Ω |u|
pρp(x)dH
N−1
, u ∈W 1,p(Ω),
ˆ
∂Ω
|u|p−2uρp(x)dH
N−1 = 0
}
.
(2.2)
Finally, we observe that (for instance for C2 functions) we can rewrite the orthotropic
p-Laplacian operator in such a way to explicitly see where the second derivatives come
into play:
∆˜p u =
N∑
j=1
(p− 1)|uxj |
p−2uxj ,xj .
3 Viscosity solutions of the p-orthotropic Steklov problem
In the following we will need to work with viscosity solutions to the Steklov problem
(2.1). Let us consider Ω as a smooth (at least C1) convex subset of RN . Thus, we denote
Fp : (ξ,X) ∈ R
N ×RN×N 7→ −
N∑
j=1
(p − 1)|ξj |p−2Xj,j
and
Bp : (σ, x, u, ξ) ∈ R×∂Ω× R×R
N 7→
N∑
j=1
|ξj |p−2ξjνj∂Ω(x)− σ|u|
p−2uρp(x).
Following [12], the Steklov problem (2.1) can be formally rewritten as{
Fp(∇u,∇
2u) = 0, on Ω
Bp(σ, x, u,∇u) = 0, on ∂Ω.
(3.1)
As a consequence, the functions Fp and Bp can be used to define viscosity solutions for
the Steklov problem (2.1) (see, for instance, [14]).
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Definition 3.1. Let u be a lower (upper) semi-continuous function on the closure Ω¯ of
Ω and Φ ∈ C2(Ω¯). We say that Φ is touching from below (above) u in x0 ∈ Ω¯ if and
only if u(x0)− Φ(x0) = 0 and u(x) > Φ(x) (u(x) < Φ(x)) for any x 6= x0 in Ω¯.
A lower (upper) semi-continuous function u on Ω¯ is said to be a viscosity supersolution
(subsolution) of (3.1) if for any function Φ ∈ C2(Ω¯) touching from below (above) u in
x0 ∈ Ω¯ one has
Fp(∇Φ(x0),∇
2Φ(x0)) ≥ (≤)0 x0 ∈ Ω;
max{Fp(∇Φ(x0),∇
2Φ(x0)), Bp(σ, x0,Φ(x0),∇Φ(x0))} ≥ (≤)0 x0 ∈ ∂Ω.
Finally, we say that a continuous function u on Ω¯ is a viscosity solution if it is both
viscosity subsolution and supersolution.
We will need the following technical Lemma, whose proof is given in Appendix.
Lemma 3.1. Let x, y ∈ R. For p > 1 there exists a constant C(p) > 0 such that
(|x|p−2x− |y|p−2y)(x− y) ≥ C(p)|x− y|p.
Remark 3.2. Observe that for p = 1 one cannot achieve such inequality. Indeed we have
in this case that we are asking for
(|x|−1x− |y|−1y)(x− y) ≥ C|x− y|
for some C > 0. We can recast this inequality for x 6= 0 as (denoting by sign(x) = |x|−1x)
(sign(x)− sign(y)) sign(x− y) ≥ C > 0.
As before, we could suppose x − y = 1 and thus study the function g(x) = sign(x) −
sign(x − 1). However, if, for instance, x > 1, we have g(x) = 0 and then the inequality
does not hold for any C ≥ 0.
Now we are ready to show the following result, which is the p-orthotropic version of
[12, Lemma 2.1].
Proposition 3.3. Let u be a continuous (in Ω¯) weak solution of the Steklov problem
(2.1). Then it is a viscosity solution of (3.1).
Proof. Let us show that u is a viscosity supersolution of (3.1), since for the subsolution
the proof is analogous. Let us consider Φ ∈ C2(Ω¯) touching from below u in x0 ∈ Ω¯.
Let us first consider x0 ∈ Ω. We want to show that
Fp(∇Φ(x0),∇
2Φ(x0)) ≥ 0
thus let us suppose by contradiction that
Fp(∇Φ(x0),∇
2Φ(x0)) < 0.
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Since Φ ∈ C2, there exists a radius r > 0 such that for any x ∈ Br(x0) it holds
Fp(∇Φ(x),∇
2Φ(x)) < 0.
Consider then m = infx∈∂Br(x0) |u(x)−Φ(x)| and define Ψ(x) = Φ(x) +
m
2 . Since Ψ and
Φ differ only by a constant, ∇Ψ = ∇Φ and ∇2Ψ = ∇2Φ. This leads to the fact that for
any x ∈ Br(x0)
Fp(∇Ψ(x),∇
2Ψ(x)) < 0
that is to say
− ∆˜pΨ(x) < 0.
This leads, for any test function ϕ ∈W 1,p0 (Ω), to
N∑
j=1
ˆ
Ω
|Ψxj |
p−2Ψxjϕxjdx < 0.
Moreover, since u is a weak solution of (2.1), we have, for any ϕ ∈W 1,p0 (Ω),
N∑
j=1
ˆ
Ω
|uxj |
p−2uxjϕxjdx = 0.
Thus we get, for any ϕ ∈W 1,p0 (Ω),
N∑
j=1
ˆ
Ω
(|Ψxj |
p−2Ψxj − |uxj |
p−2uxj)ϕxjdx < 0.
Now let us consider as test function ϕ = (Ψ− u)+χBr(x0) to achieve
N∑
j=1
ˆ
{Ψ>u}∩Br(x0)
(|Ψxj |
p−2Ψxj − |uxj |
p−2uxj )(Ψxj − uxj)dx < 0.
Let us also observe that
ˆ
{Ψ>u}∩Br(x0)
‖∇(Ψ− u)‖pℓp dx =
N∑
j=1
ˆ
{Ψ>u}∩Br(x0)
|Ψxj − uxj |
pdx.
thus, by using Lemma 3.1, we obtain
0 <
N∑
j=1
ˆ
{Ψ>u}∩Br(x0)
|Ψxj − uxj |
pdx
≤ C(p)
N∑
j=1
ˆ
{Ψ>u}∩Br(x0)
(|Ψxj |
p−2Ψxj − |uxj |
p−2uxj )(Ψxj − uxj)dx < 0,
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which is absurd.
Now let us consider x0 ∈ ∂Ω. As before, let us argue by contradiction, supposing that
max{Fp(∇Φ(x0),∇
2Φ(x0)), Bp(σ, x0, u(x0),∇Φ(x0))} < 0.
Thus, since Φ ∈ C2 and u ∈ C0, there exists a radius r > 0 such that for any x ∈
Br(x0) ∩ Ω it holds
Fp(∇Φ(x),∇
2Φ(x)) < 0,
while for any x ∈ Br(x0) ∩ ∂Ω it holds
max{Fp(∇Φ(x),∇
2Φ(x)), Bp(σ, x, u(x),∇Φ(x))} < 0.
As before, let us consider m = infx∈∂Br(x0)∩Ω¯ |u(x)−Φ(x)| and define Ψ(x) = Φ(x)+
m
2 .
We have that for any x ∈ Br(x0) ∩ Ω it holds
Fp(∇Ψ(x),∇
2Ψ(x)) < 0,
while for any x ∈ Br(x0) ∩ ∂Ω it holds
max{Fp(∇Ψ(x),∇
2Ψ(x)), Bp(σ, x, u(x),∇Ψ(x))} < 0.
From the fact that Fp(∇Ψ(x),∇
2Ψ(x)) < 0 we achieve
− ∆˜pΨ(x) < 0,
thus, for any test function ϕ ∈W 1,p(Ω),
N∑
j=1
ˆ
Ω
|Ψxj |
p−2Ψxjϕxjdx <
N∑
j=1
ˆ
∂Ω
|Ψxj |
p−2Ψxjϕν
j
∂ΩdH
N−1 .
Now, since Bp(σ, x, u(x),∇Ψ(x)) < 0 we have, for x ∈ Br(x0) ∩ ∂Ω,
N∑
j=1
|Ψxj(x)|
p−2Ψxj(x)ν
j
∂Ω(x) < σ|u(x)|
p−2u(x)ρp(x)
thus, if ϕ is a non-negative test function,
N∑
j=1
ˆ
∂Ω
|Ψxj |
p−2Ψxjϕν
j
∂ΩdH
N−1 < σ
ˆ
∂Ω
|u|p−2uϕρpdH
N−1 .
This leads, for any non-negative test function ϕ ∈W 1,p(Ω), to
N∑
j=1
ˆ
Ω
|Ψxj |
p−2Ψxjϕxjdx < σ
ˆ
∂Ω
|u|p−2uϕρpdH
N−1 .
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Moreover, since u is weak solution of (2.1), we have, for any test function ϕ ∈W 1,p(Ω),
N∑
j=1
ˆ
Ω
|uxj |
p−2uxjϕxjdx = σ
ˆ
∂Ω
|u|p−2uϕ.ρpdH
N−1 .
Hence we obtain, for any non-negative test function ϕ ∈W 1,p(Ω),
N∑
j=1
ˆ
Ω
(|Ψxj |
p−2Ψxj − |uxj |
p−2uxj)ϕxjdx < 0.
As test function, let us consider as before ϕ = (Ψ− u)+χBr(x0)∩Ω¯ to achieve
0 <
N∑
j=1
ˆ
{Ψ>u}∩Br(x0)∩Ω
|Ψxj − uxj |
pdx
≤ C(p)
N∑
j=1
ˆ
Ω
(|Ψxj |
p−2Ψxj − |uxj |
p−2uxj )(Ψxj − uxj)dx < 0,
which is absurd.
Remark 3.4. Concerning the regularity of a weak solution u of − ∆˜p u = 0, let us observe
that for p ≥ 2 orthotropic p-harmonic functions are locally Lipschitz in Ω (see [5]) and
in particular in dimension 2 they are C1(Ω) for any p > 1 (see [4]). We will actually
work with p → +∞, hence we can suppose p > N . In such case, Morrey’s embedding
theorem ensures that u ∈ C0(Ω¯). We can conclude that for p > N , every weak solution
of (2.1) is a viscosity solution of (3.1).
4 The orthotropic ∞-Laplacian: heuristic derivation
We want to study the Problem (2.1) as p → +∞. To do this, we need to introduce the
orthotropic∞-Laplacian as the formal limit as p→ +∞ of ∆˜p. The operator ∆˜p can be
interpreted as the anistropic p-Laplace operator associated to the norm Fp(x) = ‖x‖ℓp ,
i. e.
∆˜p u = div
(
1
p
∇xF
p
p(∇u)
)
.
In the classic case the ∞-Laplacian ∆∞ was achieved from the p-Laplacian ∆p by di-
viding by (p− 2)|∇u|p−4 and then formally taking the limit as p→ +∞ (see [15]). Here
we work in the same fashion using ‖∇u‖ℓp . Before doing this, let us recall the following
easy result.
Lemma 4.1. The functions ‖·‖ℓp uniformly converge to ‖·‖ℓ∞ as p→ +∞ and to ‖·‖ℓ1
as p→ 1 in any compact set K ⊆ RN .
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Proof. Let us recall that for any x ∈ RN
‖x‖ℓ∞ ≤ ‖x‖ℓp ≤ N
1
p ‖x‖ℓ∞ , (4.1)
thus we have that for any compact K ⊆ RN (setting M∞ = maxx∈K ‖x‖ℓ∞)
| ‖x‖ℓp − ‖x‖ℓ∞ | ≤ (1−N
1
p ) ‖x‖ℓ∞ ≤M∞(1−N
1
p ).
Let us also recall that
‖x‖ℓp ≤ ‖x‖ℓ1 ≤ N
1− 1
p ‖x‖ℓp ,
so we have that for any compact K ⊆ RN (setting M1 = maxx∈K ‖x‖ℓ1)
| ‖x‖ℓp − ‖x‖ℓ1 | ≤ (1−N
1
p
−1
) ‖x‖ℓ1 ≤M1(1−N
1
p
−1
).
The previous Lemma allows us to work directly with ‖∇u‖ℓ∞ , instead of working
with ‖∇u‖ℓp . We can formally write
∆˜p u = (p− 2)
N∑
j=1
|uxj |
p−4u2xjuxj ,xj +
N∑
j=1
|uxj |
p−2uxj ,xj
thus
∆˜p u
p− 2
=
N∑
j=1
|uxj |
p−4u2xjuxj ,xj +
1
p− 2
N∑
j=1
|uxj |
p−2uxj ,xj .
Now we divide everything by ‖∇u‖p−4ℓ∞ to achieve
∆˜p u
(p − 2) ‖∇u‖p−4ℓ∞
=
N∑
j=1
∣∣∣∣ uxj‖∇u‖ℓ∞
∣∣∣∣p−4 u2xjuxj ,xj + 1p− 2
N∑
j=1
∣∣∣∣ uxj‖∇u‖ℓ∞
∣∣∣∣p−2 ‖∇u‖2ℓ∞ uxj ,xj .
(4.2)
If we consider the set
I(x) := {j ≤ N : |xj | = ‖x‖ℓ∞}
we can rewrite equation (4.2) as
∆˜p u
(p− 2) ‖∇u‖p−4ℓ∞
=
∑
j∈I(∇u(x))
u2xjuxj ,xj
+
∑
j 6∈I(∇u(x))
∣∣∣∣ uxj‖∇u‖ℓ∞
∣∣∣∣p−4 u2xjuxj ,xj
+
1
p− 2
N∑
j=1
∣∣∣∣ uxj‖∇u‖ℓ∞
∣∣∣∣p−2 ‖∇u‖2ℓ∞ uxj ,xj .
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Finally, taking the limit as p→ +∞ and recalling that for any j 6∈ I∞(∇u(x)) we have∣∣∣ uxj‖∇u‖ℓ∞ ∣∣∣ < 1, we achieve
∆˜∞ u = lim
p→+∞
∆˜p u
(p− 2) ‖∇u‖p−4ℓ∞
=
∑
j∈I(∇u(x))
u2xjuxj ,xj = ‖∇u‖
2
ℓ∞
∑
j∈I(∇u(x))
uxj ,xj .
The same formal result holds also if we use ‖∇u‖ℓp in place of ‖∇u‖ℓ∞ , since, by uniform
convergence, for p big enough and j 6∈ I(∇u(x)), we still have
∣∣∣ uxj‖∇u‖ℓp ∣∣∣ < 1.
We stress the fact that the computations above are just heuristics, whose aim is to obtain
an expected form of the limit operator; it turns out that such heuristics actually lead to
the limit operator of the orthotropic p-Laplacian. Indeed, the orthotropic ∞-Laplacian
has been introduced in [3] as
∆˜∞ u =
∑
j∈I(∇u(x))
u2xjuxj ,xj .
In the same paper the authors prove that this operator is related to the problem of the
Absolutely Minimizing Lipschitz Extension with respect to the norm
|||∇u|||L∞(D) := max
j=1,...,N
∥∥uxj∥∥L∞(D) ,
(as the ∞-Laplacian is related to the same problem with respect to the classical L∞
norm, as shown in [2]). In particular, in [3] it is shown that if u ∈ C2(Ω) ∩W 1,∞(Ω) is
such that for any D ⊂⊂ Ω and any w ∈ u+W 1,∞0 (Ω) it holds
|||∇u|||L∞(D) ≤ |||∇w|||L∞(D)
then u solves
− ∆˜∞ u = 0.
In the following we will work with a limit problem arising from (2.1) as p → +∞ that
will take into account the operator ∆˜∞.
5 Limit eigenvalues
We will study in the following the behaviour of the Steklov eigenvalues as p→ +∞. As
we stated in Section 2, for any p > 1, we have σ1,p(Ω) = 0, thus limp→+∞ σ1,p(Ω) = 0.
For this reason we focus on σ2,p(Ω).
In order to determine limp→+∞Σp(Ω), we need first to fix some notations. First of all,
for any measurable set E ⊆ RN , we denote by V (E) the Lebesgue measure of E and by
HN−1(E) the (N − 1)- dimensional Hausdorff measure of E and we set
d∞(x, y) = ‖x− y‖ℓ1 , x, y ∈ R
N ,
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so, for any set E, we can define the distance function as d∞(x,E) = infy∈E d∞(x, y). As
it is mentioned in [10], if E is smooth enough it holds ‖∇d∞(x,E)‖ℓ∞ = 1 for almost
every x ∈ RN \∂E. Moreover, let us define the quantity
diam∞(E) = sup
x,y∈E
d∞(x, y).
Now let us recall the variational characterization of Σpp(Ω) given in Equation (2.2) and
let us use the following notation:
Rp[u] =
´
Ω ‖∇u‖
p
ℓp dx´
∂Ω |u|
pρp(x)dH
N−1
,
Mp[u] =
ˆ
∂Ω
|u|p−2uρp(x)dH
N−1,
Ap =
{
u ∈W 1,p(Ω) : Mp[u] = 0
}
,
so that we can rewrite Σpp(Ω) = minu∈ApRp[u]. We consider on L
p(Ω) the norm
‖u‖pLp(Ω) =
 
Ω
|u|pdx =
1
V (Ω)
ˆ
Ω
|u|pdx.
On ∂Ω, we define the measure dHp = ρpdH
N−1 and consider for any p, q ≥ 1
‖u‖pLp(∂Ω,Hq) =
1
HN−1(∂Ω)
ˆ
∂Ω
|u|pdHq .
Recall that if q = 2, then ρ2 ≡ 1 and ‖u‖Lp(∂Ω,H2) = ‖u‖Lp(∂Ω). From the equivalence of
the ℓp norms on RN , that for p > q ≥ 1 is given by
‖x‖ℓp ≤ ‖x‖ℓq ≤ N
1
q
− 1
p ‖x‖ℓp ,
we have that, for p > q ≥ 1,
ρq(x) ≤ ρp(x) ≤ N
1
p′
− 1
q′ ρq(x).
In particular we have that Hp and Hq are strongly equivalent measures on ∂Ω for any
p, q ≥ 1, that means that they have the same sets of zero and infty measure. Moreover,
we have, from Lemma 4.1 and this equivalence, the following result.
Lemma 5.1. For any p, q1, q2 ≥ 1 we have u ∈ L
p(∂Ω,Hq1) if and only if u ∈
Lp(∂Ω,Hq2) and, if 1 ≤ q1 < q2 ≤ +∞,
‖u‖Lp(∂Ω,Hq1 )
≤ ‖u‖Lp(∂Ω,Hq2 )
≤ N
1
q′
2
− 1
q′
1 ‖u‖Lp(∂Ω,Hq1 )
(x).
Moreover, as q → +∞, we have ‖u‖Lp(∂Ω,Hq) → ‖u‖Lp(∂Ω,H∞) and, as q → 1, we have
‖u‖Lp(∂Ω,Hq) → ‖u‖Lp(∂Ω,H1).
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The latter property is due to the fact that, since ρp(x) = ‖ν∂Ω(x)‖ℓp′ and ν∂Ω(x) ∈
S
N−1, where SN−1 is the unit sphere of RN with respect to the ℓ2 norm (that is a compact
set), ρp(x)→ ρ∞(x) uniformly as p→∞ and ρp(x)→ ρ1(x) uniformly as p→ 1.
Now let us observe that we can recast Rp[u] as
Rp[u] =
ffl
Ω ‖∇u‖
p
ℓp dx
1
V (Ω)
´
∂Ω |u|
pdHp
.
Moreover, we have the following lower-semicontinuity property.
Lemma 5.2. Fix p > 1 and let un ⇀ u in W
1,p(Ω) with un → u in C
0(Ω). Then
Rp[u] ≤ lim inf
n→+∞
Rp[un].
Proof. Let us first observe that for any λ > 0 and u ∈ W 1,p(Ω), with u 6= 0, it holds
Rp[λu] = Rp[u]. Let us consider a sequence un ∈ W
1,p(Ω) such that un converges
towards u weakly in W 1,p(Ω) and strongly in C0(Ω). By uniform convergence of un on
C0(∂Ω), we have
lim
n
ˆ
∂Ω
|un|
pdHp =
ˆ
∂Ω
|u|pdHp .
Let us now define λn =
(´
∂Ω |un|
pdHp
)−1
, λ =
(´
∂Ω |u|
pdHp
)−1
, u˜n = λnun and u˜ = λu
to achieve
Rp[u˜n] =
ˆ
Ω
‖∇u˜n‖
p
ℓp dx, Rp[u˜] =
ˆ
Ω
‖∇u˜‖pℓp dx.
First of all, let us observe that
‖u˜n − u˜‖C0(Ω) ≤ |λn − λ| ‖un‖C0(Ω) + λ ‖un − u‖C0(Ω)
thus, taking the limit as n→ +∞, we have that u˜n → u˜ in C
0(Ω).
Now consider any function ϕ ∈W 1,p
′
(Ω). We have, by uniform convergence of u˜n,
lim
n→+∞
ˆ
Ω
u˜nϕdx =
ˆ
Ω
u˜ϕdx.
On the other hand, we have, by the weak convergence of un towards u in W
1,p(Ω)
lim
n→+∞
ˆ
Ω
∇u˜nϕdx = lim
n→+∞
λn
ˆ
Ω
∇unϕdx = λ
ˆ
Ω
uϕdx =
ˆ
Ω
u˜ϕdx,
hence u˜n weakly converges towards u˜ in W
1,p(Ω).
Now let us consider the functional
Jp[f ] =
ˆ
Ω
jp(∇f)dx
defined on f ∈ W 1,p(Ω) with jp(ξ) = ‖ξ‖
p
ℓp . The function jp is C
1 as p > 1 and
∣∣∣∂jp∂ξi ∣∣∣ =
|ξi|
p−1. Moreover, jp is convex and coercive, hence Jp is weakly lower semicontinuous in
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W 1,p(Ω).
We finally achieve
Rp[u] = Jp[u˜] ≤ lim inf
n
Jp[u˜n] = lim inf
n
Rp[un].
Now let us denote with u2,p ∈ Ap the minimizer of Rp such that
1
V (Ω)
ˆ
∂Ω
|u2,p|
pdHp = 1. (5.1)
In particular, in such a case,
Σpp =
 
Ω
‖∇u2,p‖
p
ℓp dx. (5.2)
We first give the following Lemma.
Lemma 5.3. Let u ∈W 1,∞(Ω). Then
|u(x) − u(y)| ≤ ‖‖∇u‖ℓ∞‖L∞ diam∞(Ω), ∀x, y ∈ Ω¯. (5.3)
Proof. Let us recall that, by definition of polar norm, |〈x, y〉| ≤ ‖x‖ℓ∞ ‖y‖ℓ1 . Now fix
x, y ∈ Ω and observe that, since Ω is convex, (1− t)x+ ty ∈ Ω for any t ∈ [0, 1]. Define
the function
v(t) = u((1− t)x+ ty), t ∈ [0, 1]
and observe that v ∈W 1,∞([0, 1]). Hence in particular v is absolutely continuous and
v(0) − v(1) =
ˆ 1
0
v′(t)dt,
where v is the weak derivative. We have
u(x)− u(y) =
ˆ 1
0
〈∇u((1 − t)x+ ty), y − x〉dt
and then
|u(x)− u(y)| ≤
ˆ 1
0
|〈∇u((1− t)x+ ty), y − x〉|dt
≤
ˆ 1
0
‖∇u((1− t)x+ ty)‖ℓ∞ ‖x− y‖ℓ1 dt
≤ ‖‖∇u‖ℓ∞‖L∞(Ω) diam∞(Ω).
Finally, by Morrey’s embedding theorem, we know that u ∈ C0(Ω¯), thus Inequality (5.3)
holds also for x, y ∈ ∂Ω.
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Now we show the following result.
Proposition 5.4. It holds
lim
p→+∞
Σp(Ω) =
2
diam∞(Ω)
=: Σ∞(Ω).
Proof. First of all, we show that lim supp→+∞Σp ≤
2
diam∞(Ω)
. To do this, let us consider
x0 ∈ Ω and define the function wp(x) = d∞(x, x0) − cp where cp ∈ R is chosen in such
a way that wp ∈ Ap. Let us recall that ‖∇wp‖ℓ∞ = 1 almost everywhere in Ω \ {x0},
hence we have by Equation (4.1)
 
Ω
‖∇wp‖
p
ℓp dx ≤ N.
Moreover, we have, from Lemma 5.1
‖wp‖Lp(∂Ω,H∞) ≤ N
1
p ‖wp‖Lp(∂Ω,Hp) .
Thus, recalling that Σp(Ω) ≤ R[wp]
1
p , we achieve
Σp(Ω) ≤
(ffl
Ω ‖∇wp‖
p
ℓp dx
) 1
p(
1
V (Ω)
´
∂Ω |wp|
pρp(x)dH
N−1
) 1
p
=
(ffl
Ω ‖∇wp‖
p
ℓp dx
) 1
p(
HN−1(∂Ω)
V (Ω)
) 1
p
‖wp‖Lp(∂Ω,Hp)
≤
N
1
p(
HN−1(∂Ω)
V (Ω)
) 1
p
N
− 1
p ‖wp‖Lp(∂Ω,H∞)
.
(5.4)
Now let us observe that since Mp(wp) = 0, wp must change sing on ∂Ω. Thus, since
0 ≤ d∞(x, x0) ≤ diam∞(Ω), we have that cp ∈ [0,diam∞(Ω)]. Modulo a subsequence,
we can suppose cp → c ∈ [0,diam∞(Ω)] as p→ +∞ and, setting w = d∞(x, x0)− c, we
have that wp → w uniformly. Hence, we have that, as p→ +∞,
‖wp‖Lp(∂Ω,H∞) → sup
x∈∂Ω
|d∞(x, x0)− c|;
thus, taking the lim sup for p→ +∞ in (5.4), we have
lim sup
p→+∞
Σp(Ω) ≤
1
supx∈∂Ω |d∞(x, x0)− c|
. (5.5)
Now let us observe that
|d∞(x, x0)− c| ≥ inf
c∈[0,diam∞(Ω)]
|d∞(x, x0)− c| =
d∞(x, x0)
2
,
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thus we get
sup
x∈∂Ω
|d∞(x, x0)− c| ≥
supx∈∂Ω d∞(x, x0)
2
.
Plugging this relation into Equation (5.5), we achieve
lim sup
p→+∞
Σp(Ω) ≤
2
supx∈∂Ω d∞(x, x0)
.
Since this inequality holds for any x0 ∈ Ω, we can take the infimum as x0 ∈ Ω¯ to obtain
lim sup
p→+∞
Σp(Ω) ≤
2
diam∞(Ω)
.
Now let us show that lim infp→+∞Σp(Ω) ≥
2
diam∞(Ω)
. To do this let us consider m >
max{n, 2} and p > m. Since p > 2, we have
‖∇u2,p‖ℓp ≥ N
1
p
−2
‖∇u2,p‖ℓ2 ,
and then, by Ho¨lder inequality and definition of u2,p,
Σp =
( 
Ω
‖∇u2,p‖
p
ℓp dx
) 1
p
≥ N
1
p
−2
( 
Ω
‖∇u2,p‖
p
ℓ2
dx
) 1
p
≥ N
1
p
−2
( 
Ω
‖∇u2,p‖
m
ℓ2 dx
) 1
m
.
Since W 1,m(Ω) is compactly embedded in C0(Ω¯), we can suppose (up to a subsequence)
that there exists a function u2,∞ ∈ C
0(Ω¯) such that u2,p → u2,∞ uniformly on Ω¯ and
weakly in W 1,m(Ω). Now let us fix any 1 ≤ q < p and observe that, by lower semiconti-
nuity of the functional
u ∈W 1,q 7→ (HN−1(∂Ω))
1
q Rq[u] ∈ R
with respect to the weak convergence in W 1,q and the strong convergence in C0(Ω) as
stated in Lemma 5.2, we have(ffl
Ω ‖∇u2,∞‖
q
ℓ∞ dx
) 1
q(
1
HN−1(∂Ω)
´
∂Ω |u2,∞|
qρ∞dH
N−1
) 1
q
≤ lim inf
p→+∞
(ffl
Ω ‖∇u2,p‖
q
ℓ∞ dx
) 1
q(
1
HN−1(∂Ω)
´
∂Ω |u2,p|
qρ∞dH
N−1
) 1
q
.
By Ho¨lder inequality we get(ffl
Ω ‖∇u2,∞‖
q
ℓ∞ dx
) 1
q(
1
HN−1(∂Ω)
´
∂Ω |u2,∞|
qρ∞dH
N−1
) 1
q
≤ lim inf
p→+∞
(ffl
Ω ‖∇u2,p‖
p
ℓ∞ dx
) 1
p(
1
HN−1(∂Ω)
´
∂Ω |u2,p|
qρ∞dH
N−1
) 1
q
and then, by using (4.1),(ffl
Ω ‖∇u2,∞‖
q
ℓ∞ dx
) 1
q(
1
HN−1(∂Ω)
´
∂Ω |u2,∞|
qρ∞dH
N−1
) 1
q
≤ lim inf
p→+∞
(ffl
Ω ‖∇u2,p‖
p
ℓp dx
) 1
p(
1
HN−1(∂Ω)
´
∂Ω |u2,p|
qρ∞dH
N−1
) 1
q
.
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Now, recalling equations (5.1) and (5.2), we have
(ffl
Ω ‖∇u2,∞‖
q
ℓ∞ dx
) 1
q(
1
HN−1(∂Ω)
´
∂Ω |u2,∞|
qρ∞dH
N−1
) 1
q
≤ lim inf
p→+∞
(
1
V (Ω)
´
∂Ω |u2,p|
pρpdH
N−1
) 1
p
(
1
HN−1(∂Ω)
´
∂Ω |u2,p|
qρ∞dH
N−1
) 1
q
Σp(Ω)
= lim inf
p→+∞
(
HN−1(∂Ω)
V (Ω)
) 1
p
‖u2,p‖Lp(∂Ω,Hp)
‖u2,p‖Lq(∂Ω,H∞)
Σp(Ω)
and, by using Lemma 5.1, we achieve
(ffl
Ω ‖∇u2,∞‖
q
ℓ∞ dx
) 1
q(
1
HN−1(∂Ω)
´
∂Ω |u2,∞|
qρ∞dH
N−1
) 1
q
≤ lim inf
p→+∞
(
HN−1(∂Ω)
V (Ω)
) 1
p
‖u2,p‖Lp(∂Ω,H∞)
‖u2,p‖Lq(∂Ω,H∞)
Σp(Ω)
=
‖u2,∞‖L∞(∂Ω)
‖u2,∞‖Lq(∂Ω,H∞)
lim inf
p→+∞
Σp(Ω);
finally let us take the limit as q → +∞ to obtain∥∥‖∇u2,∞‖ℓ∞∥∥L∞(Ω)
‖u2,∞‖L∞(∂Ω)
≤ lim inf
p→+∞
Σp(Ω). (5.6)
Now we want to estimate the left-hand side of the previous inequality. To do this, let us
recall that for any p > 1 ˆ
∂Ω
|u2,p|
p−2u2,pρpdH
N−1 = 0
hence, in particular
‖(u2,p)+‖Lp−1(∂Ω,Hp) = ‖(u2,p)−‖Lp−1(∂Ω,Hp)
By using this identity we have
0 ≤
∣∣∣‖(u2,∞)+‖Lp−1(∂Ω,Hp) − ‖(u2,∞)−‖Lp−1(∂Ω,Hp)∣∣∣
≤
∣∣∣‖(u2,∞)+‖Lp−1(∂Ω,Hp) − ‖(u2,p)+‖Lp−1(∂Ω,Hp)∣∣∣
+
∣∣∣‖(u2,p)−‖Lp−1(∂Ω,Hp) − ‖(u2,∞)−‖Lp−1(∂Ω,Hp)∣∣∣
≤ ‖(u2,∞)+ − (u2,p)+‖Lp−1(∂Ω,Hp) + ‖(u2,∞)− − (u2,p)−‖Lp−1(∂Ω,Hp)
≤ ‖(u2,∞)+ − (u2,p)+‖Lp−1(∂Ω,H∞) + ‖(u2,∞)− − (u2,p)−‖Lp−1(∂Ω,H∞)
≤
(
H∞(∂Ω)
HN−1(∂Ω)
) 1
p−1 (
‖(u2,∞)+ − (u2,p)+‖L∞(∂Ω) + ‖(u2,∞)− − (u2,p)−‖L∞(∂Ω)
)
.
(5.7)
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Now let us observe that
N−
1
p ‖(u2,∞)±‖Lp−1(∂Ω,H∞) ≤ ‖(u2,∞)±‖Lp−1(∂Ω,Hp) ≤ ‖(u2,∞)±‖Lp−1(∂Ω,H∞)
and limp→+∞ ‖(u2,∞)±‖Lp−1(∂Ω,H∞) = ‖(u2,∞)±‖L∞(∂Ω), thus we have
lim
p→+∞
‖(u2,∞)±‖Lp−1(∂Ω,Hp) = ‖(u2,∞)±‖L∞(∂Ω) .
Taking the limit as p→∞ in (5.7), by also using the uniform convergence of u2,p towards
u on ∂Ω, we obtain
0 ≤
∣∣∣‖(u2,∞)+‖L∞(∂Ω) − ‖(u2,∞)−‖L∞(∂Ω)∣∣∣ ≤ 0
thus (also recalling that u2,∞ ∈ C
0(Ω¯))
max
x∈∂Ω
u2,∞(x) = − min
x∈∂Ω
u2,∞(x).
Now let us consider xM , xm ∈ ∂Ω respectively a maximum and minimum point of u2,∞
on ∂Ω ad observe that u2,∞(xM ) = −u2,∞(xm). This means that xM and xm are both
maximum points for |u2,∞| on ∂Ω and
2 ‖u2,∞‖L∞(∂Ω) = u2,∞(xM )− u2,∞(xm).
By (5.3), we obtain
‖u2,∞‖L∞(∂Ω) =
u2,∞(xM )− u2,∞(xm)
2
≤
diam∞(Ω)
2
‖‖∇u‖ℓ∞‖L∞(Ω) .
Plugging this in Equation (5.6), we obtain
2
diam∞(Ω)
≤ lim inf
p→+∞
Σp(Ω),
concluding the proof.
By using the function u2,∞ defined in the previous proof, we can also exploit the
behaviour of Σ∞(Ω) as a minimizer of a Rayleigh quotient.
Proposition 5.5. It holds
Σ∞(Ω) = min
{
‖‖∇u‖ℓ∞‖L∞
‖u‖L∞(∂Ω)
, u ∈W 1,∞(Ω), max
x∈∂Ω
u(x) = − min
x∈∂Ω
u(x)
}
.
Proof. Let us consider u ∈W 1,∞(Ω) such that uM := maxx∈∂Ω u(x) = −minx∈∂Ω u(x) =:
−um. Then, being Ω an open bounded convex set, we know that u ∈ W
1,p(Ω) for any
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p ≥ 1. Now let us consider pn → +∞ as n→ +∞. For each n ∈ N, let us define cn such
that ˆ
∂Ω
|u+ cn|
pn−2(u+ cn)ρpndH
N−1 = 0. (5.8)
Now, since uM = −um, we know that u changes sign. Moreover, also u + cn must
change sign for any n ∈ N. Hence we have that cn ∈ [−uM , uM ]. Let us then consider
a subsequence, that we still call cn, such that cn → c ∈ [−uM , uM ] and let us define
un = u+ cn; at this point it is easy to check that un → u in C
0(Ω). By Equation (5.8)
we have
‖(u+ cn)+‖Lpn−1(∂Ω,Hpn ) = ‖(u+ cn)−‖Lpn−1(∂Ω,Hpn )
and then, taking the limit as n→ +∞, by uniform convergence, we have
uM + c = max
x∈∂Ω
(u+ c) = − min
x∈∂Ω
(u+ c) = −um − c,
and, since uM = −um, c = 0.
Now let us observe that un ∈ Ap, thus, by definition of Σpn , we achieve, recalling that
∇un = ∇u,
Σpn(Ω) ≤
|Ω|
1
pn
(ffl
Ω ‖∇u‖
pn
ℓpn dx
) 1
pn
Hpn(∂Ω)
1
pn
(ffl
∂Ω |un|
pnρpn(x)dH
N−1
) 1
pn
.
Now let us observe that, since un converges uniformly towards u, we have, by taking the
limit as n→ +∞,
Σ∞(Ω) ≤
‖‖∇u‖ℓ∞‖L∞
‖u‖L∞(∂Ω)
.
By arbitrary of u, then we have
Σ∞(Ω) ≤ inf
{
‖‖∇u‖ℓ∞‖L∞
‖u‖L∞(∂Ω)
, u ∈W 1,∞(Ω), max
x∈∂Ω
u(x) = − min
x∈∂Ω
u(x)
}
.
Finally, let us observe that u2,∞ ∈W
1,∞(Ω) and maxx∈∂Ω u2,∞(x) = −minx∈∂Ω u2,∞(x),
hence ∥∥‖∇u2,∞‖ℓ∞∥∥L∞
‖u2,∞‖L∞(∂Ω)
≥ Σ∞(Ω).
However, we also have ∥∥‖∇u2,∞‖ℓ∞∥∥L∞
‖u2,∞‖L∞(∂Ω)
≤
2
diam∞(Ω)
= Σ∞(Ω),
concluding the proof.
Next step is to characterize u2,∞ as a solution (in the viscosity sense) of a boundary-
value problem involving the orthotropic ∞-Laplacian.
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Theorem 5.6. The limit u2,∞ is a viscosity solution of{
−∆˜∞u2,∞ = 0 on Ω
Λ(x, u,∇u) = 0 on ∂Ω,
where
Λ(x, u, η) =

min
{
‖η‖∞ −Σ∞(Ω)|u| ,
∑
j∈I(η(x)) ηxj (x)ν
j
∂Ω(x)
}
if u > 0
max
{
Σ∞(Ω)|u| − ‖η‖∞ ,
∑
j∈I(η(x)) ηxj(x)ν
j
∂Ω(x)
}
if u < 0∑
j∈I(η(x)) ηxj (x)ν
j
∂Ω(x) if u = 0
Proof. First of all, we prove that −∆˜∞u2,∞ = 0 in the viscosity sense in Ω. In order to
do that, let us take a test function Φ touching u from above in x0 ∈ Ω. In the proof of
Proposition 5.4, we have shown that a sequence u2,pi converges uniformely to u2,∞; it
follows that u2,pi−Φ has a maximum at some point xi ∈ Ω with xi → x0. In Proposition
3.3 it is proved that u2,pi is a viscosity solution of −∆˜piu2,pi = 0, so we obtain that
−(pi − 2)
N∑
j=1
|Φxj |
pi−4Φ2xjΦxjxj −
N∑
j=1
|Φxj |
pi−2Φxjxj ≤ 0,
that can be rewritten as
− (pi − 2) ‖∇Φ‖
pi−4
ℓ∞
∑
j∈I(∇Φ(x))
Φ2xj(xi)Φxj ,xj(xi)
− (pi − 2)
∑
j 6∈I(∇Φ(x))
∣∣Φxj(xi)∣∣pi−4 Φxj(xi)2Φxj ,xj(xi)
−
N∑
j=1
∣∣Φxj(xi)∣∣p−2Φxj ,xj(xi) ≤ 0.
Dividing by ‖∇Φ‖pi−4ℓ∞ and passing to the limit, we obtain that, if ∇Φ(x0) = 0, then
−∆˜∞Φ(x0) ≤ 0. Otherwise, if ∇Φ(x0) 6= 0, since xi → x0, we have that ∇Φ(xi) 6= 0 for
i large enough. Then,
−
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−4 Φ2xj(xi)Φxj ,xj(xi)
≤
1
pi − 2
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 ‖∇Φ(xi)‖2ℓ∞ Φxj ,xj(xi)
and, letting p → ∞ in , we obtain that −∆˜∞Φ(x0) ≤ 0. Working in the same way,
starting from Φ touching u from below in x0 ∈ Ω, we achieve −∆˜∞Φ(x0) ≥ 0 and then
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−∆˜∞u2,∞ = 0 in the viscosity sense in Ω.
Now we deal with the boundary conditions. Let us consider x0 ∈ ∂Ω and u(x0) > 0.
Let assume that Φ touches u from below in x0. Since upi converges uniformly to u2,∞,
we have that upi − Φ admits a minimum at some point xi ∈ Ω, with xi → x0. If xi ∈ Ω
for infinitely many i, we have already proved that −∆˜∞Φ(x0) ≤ 0. So, we study the
case xi ∈ ∂Ω.
If ∇Φ(x0) = 0, then
∂Φ
∂ν (x0) = 0. Let now ∇Φ(x0) 6= 0; we have that
N∑
j=1
∣∣Φxj(xi)∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≥ σ2,pi(Ω) |Φ(xi)|pi−2Φ(xi)ρpi(xi),
and, dividing by ‖∇Φ(xi)‖
pi−2
ℓ∞ ,
N∑
j=1
∣∣∣∣ Φxj (xi)‖∇Φ(xi)‖∞
∣∣∣∣pi−2Φxj (xi) νj∂Ω(xi) ≥ σ1/(pi−1)2,pi (Ω)
∣∣∣∣∣σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖∞
∣∣∣∣∣
pi−2
Φ(xi)ρpi(xi).
(5.9)
We observe that, passing to the limit in the left-hand side, we have
lim
p→∞
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 Φxj(xi) νj∂Ω(xi) = ∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0).
From this we can deduce that the limit superior of the right-hand side in (5.9) is finite.
Since
σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖ℓ∞
→
Σ∞(Ω)|Φ(x0)|
‖∇Φ(x0)‖ℓ∞
,
to have a finite limit on the right-hand side of (5.9), we need
Σ∞|Φ(x0)|
‖∇Φ(x0)‖ℓ∞
≤ 1.
From this last condition we have
‖∇Φ(x0)‖ℓ∞ ≥ Σ∞(Ω)|Φ(x0)| ≥ 0.
Moreover, taking the limit in Equation (5.9),∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0) ≥ 0.
Hence, if Φ is touching u from below in x0, we have
max
{
min{
∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0), ‖∇Φ(x0)‖∞ − Σ∞|Φ(x0)|},−∆˜Φ(x0)
}
≥ 0.
(5.10)
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Now assume that Φ is touching u from above in x0. Since u2,pi converges uniformly to
u2,∞, we have that u2,pi − Φ admits a maximum at some point xi ∈ Ω, with xi → x0.
If xi ∈ Ω for infinitely many i, arguing as before, we obtain that −∆˜u2,∞(x0) ≤ 0. If
xi ∈ ∂Ω, then
N∑
j=1
∣∣Φxj(xi)∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≤ σ2,pi(Ω) |Φ(xi)|pi−2Φ(xi)ρpi(xi).
If ∇Φ(x0) = 0, then
∂Φ
∂ν (x0) = 0; otherwise we obtain
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≤ σ1/(pi−1)2,pi (Ω)
∣∣∣∣∣σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖ℓ∞
∣∣∣∣∣
pi−2
Φ(xi)ρpi(xi).
From this last inequality, if Σ∞(Ω)|Φ(x0)| < ‖∇Φ(x0)‖∞, then∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0) ≤ 0.
Hence,
min
{
min{
∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0), ‖∇Φ(x0)‖∞ − Σ∞|Φ(x0)|},−∆˜Φ(x0)
}
≤ 0.
(5.11)
Now let us suppose u(x0) < 0 and assume that Φ is touching u from above in x0.
Since u2,pi converges uniformly to u2,∞, we have that u2,pi − Φ admits a maximum at
some point xi ∈ Ω, with xi → x0. If xi ∈ Ω for infinitely many i, arguing as before, we
obtain that −∆˜u2,∞(x0) ≤ 0. If xi ∈ ∂Ω, then
N∑
j=1
∣∣Φxj(xi)∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≤ σ2,pi(Ω) |Φ(xi)|pi−2Φ(xi)ρpi(xi).
If ∇Φ(x0) = 0, then
∂Φ
∂ν (x0) = 0; otherwise we obtain
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≤ σ1/(pi−1)2,pi (Ω)
∣∣∣∣∣σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖ℓ∞
∣∣∣∣∣
pi−2
Φ(xi)ρpi(xi).
(5.12)
Now, if we pass to the limit on the right hand side, arguing as before and recalling this
time that Φ(xi) < 0, we obtain a finite quantity; so we have that
Σ∞|Φ(x0)|
∇Φ(x0)
≤ 1.
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Moreover, from (5.12), since Φ(x0) < 0,∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0) ≤ 0.
Therefore,
min
{
max{
∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0),−‖∇Φ(x0)‖∞ +Σ∞|Φ(x0)|},−∆˜Φ(x0)
}
≤ 0.
(5.13)
Now assume that Φ is touching u from below in x0. Since u2,pi converges uniformly
to u2,∞, we have that u2,pi −Φ admits a minimum at some point xi ∈ Ω, with xi → x0.
If xi ∈ Ω for infinitely many i, arguing as before, we obtain that −∆˜u2,∞(x0) ≥ 0. If
xi ∈ ∂Ω, then
N∑
j=1
∣∣Φxj(xi)∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≥ σ2,pi(Ω) |Φ(xi)|pi−2Φ(xi)ρpi(xi).
If ∇Φ(x0) = 0, then
∂Φ
∂ν (x0) = 0; otherwise we obtain
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≥ σ1/(pi−1)2,pi (Ω)
∣∣∣∣∣σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖ℓ∞
∣∣∣∣∣
pi−2
Φ(xi)ρpi(xi).
(5.14)
If Σ∞(Ω)|Φ|(x0) < ‖∇Φ(x0)‖∞, then, taking the limit in Equation (5.14), we achieve∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0) ≥ 0
and consequently
max
{
max{
∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0),−‖∇Φ(x0)‖ℓ∞ +Σ∞|Φ(x0)|},−∆˜Φ(x0)
}
≥ 0.
(5.15)
Now let us suppose that u(x0) = 0 and assume that Φ is touching u from below in
x0. Since u2,pi converges uniformly to u2,∞, we have that u2,pi − Φ admits a minimum
at some point xi ∈ Ω, with xi → x0. If xi ∈ Ω for infinitely many i, arguing as before,
we obtain that −∆˜u2,∞(x0) ≥ 0. If xi ∈ ∂Ω, then
N∑
j=1
∣∣Φxj(xi)∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≥ σ2,pi(Ω) |Φ(xi)|pi−2Φ(xi)ρpi(xi).
If ∇Φ(x0) = 0, then
∂Φ
∂ν (x0) = 0; otherwise we obtain
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N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≥ σ1/(pi−1)2,pi (Ω)
∣∣∣∣∣σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖ℓ∞
∣∣∣∣∣
pi−2
Φ(xi)ρpi(xi).
Since 0 = Σ∞|Φ(x0)| < ‖∇Φ(x0)‖ℓ∞ , we obtain∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0) ≥ 0,
hence
max
{ ∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0),−∆˜Φ(x0)
}
≥ 0. (5.16)
Finally, assume that Φ is touching u from above in x0. Since u2,pi converges uniformly
to u2,∞, we have that u2,pi −Φ admits a maximum at some point xi ∈ Ω, with xi → x0.
If xi ∈ Ω for infinitely many i, arguing as before, we obtain that −∆˜u2,∞(x0) ≤ 0. If
xi ∈ ∂Ω, then
N∑
j=1
∣∣Φxj(xi)∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≤ σ2,pi(Ω) |Φ(xi)|pi−2Φ(xi)ρpi(xi).
If ∇Φ(x0) = 0, then
∂Φ
∂ν (x0) = 0; otherwise we obtain
N∑
j=1
∣∣∣∣ Φxj(xi)‖∇Φ(xi)‖ℓ∞
∣∣∣∣pi−2 Φxj(xi) νj∂Ω(xi) ≤ σ1/(pi−1)2,pi (Ω)
∣∣∣∣∣σ
1/(pi−1)
2,pi
(Ω)Φ(xi)
‖∇Φ(xi)‖ℓ∞
∣∣∣∣∣
pi−2
Φ(xi)ρpi(xi).
Since 0 = Σ∞(Ω)|Φ(x0)| < ‖∇Φ(x0)‖ℓ∞ , we obtain∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0) ≤ 0,
hence
min
{ ∑
j∈I(∇Φ(x0))
Φxj(x0)ν
j
∂Ω(x0),−∆˜Φ(x0)
}
≤ 0. (5.17)
The Theorem follows from (5.10)-(5.11)-(5.13)-(5.15)-(5.16)-(5.17).
6 AWeinstock type inequality for the orthotropic∞-Laplacian
In this section we will denote by κN,p (with p ∈ (1,+∞]) the measure of the set
Wp := {x ∈ R
N | ‖x‖ℓp ≤ 1}
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and, for any convex set Ω ⊆ RN ,
Pp(Ω) :=
ˆ
∂Ω
ρp(x)dH
N−1(x), Mp(Ω) :=
ˆ
∂Ω
|x|pρp(x)dH
N−1(x),
that are respectively the anisotropic perimeter and the boundary p-momentum with
respect to the ℓp norm on RN .
Remark 6.1. We point out that from Proposition 2.1 in [19] we can deduce immediately
the following isodiametric inequality
V (Ω) ≤
κN,∞
2N
diam∞(Ω)
N ,
where Ω is a convex set of RN . The equality sign holds if and only if Ω is equivalent to
Wp up to translations and rescalings. In particular, since diam∞(W∞) = 2 and since
Σ∞(Ω) =
2
diam∞(Ω)
, we can recast the previous inequality in the following way:
Σ∞(Ω)V (Ω)
1/N ≤ Σ∞(W∞)κ
1/N
N,∞,
that is a Brock-Weinstock type inequality, stating that Σ∞ is maximized by balls in
the ℓ∞ norm among convex domains of fixed volume; see [8] for the original inequality
holding for Lipschitz sets and [6] for its sharp quantitative version.
However, we are interested in a Weinstock type inequality, i.e. we are interested in
fixing the anisotropic perimeter of Ω. In the case p = 2, the inequality is given by
σ2,2(Ω)P2(Ω)
1
N−1 ≤ σ2,2(W2)P2(W2)
1
N−1
and it has been proved in [23] in the case N = 2 and generalized for N > 2 in [9]. A
quantitative version of such inequality has been achieved in [13]. Both the papers [9, 13]
rely on a particular isoperimetric inequality that has been generalized in [18] and that
we now recall in the form that we are going to use. Let us define the scale invariant
shape operator
Ip(Ω) :=
Mp(Ω)
Pp(Ω)V (Ω)
p
N
.
Then, for any p ∈ (1,∞) and for any convex set Ω ⊆ RN , it holds
Ip(Ω) ≥ Ip(Wp). (6.1)
Moreover, let us observe that, by definition of Wp and by using the relation NV (Wp) =
Pp(Wp),
NV (Wp)
M(Wp)
=
Pp(Wp)
Pp(Wp)
= 1. (6.2)
We first want to improve [7, Theorem 7.3], to include in some way the perimeter.
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Theorem 6.2. Let Ω ⊂ RN be an open convex set and p > 1. Consider q ∈ N and
r ∈ [0, N) such that pN = q +
r
N . Then, we have
σ2,p(Ω)Pp(Ω)
r−1
N−1V (Ω)q ≤ Pp(Wp)
r−1
N−1V (Wp)
q.
Proof. Let us first recall that by [7, Lemma 7.1], we can use the functions xi with
i = 1, . . . , N as test functions in the Rayleigh quotient Rp for σ2,p, with
Rp[xi] =
V (Ω)´
∂Ω |xi|
pρp(x)dH
N−1(x)
,
hence, in particular, for any i = 1, . . . , N , we have
σ2,p(Ω)
ˆ
∂Ω
|xi|
pρp(x)dH
N−1(x) ≤ V (Ω).
Summing over i we have
σ2,p(Ω) ≤
NV (Ω)
Mp(Ω)
. (6.3)
Now let us write Inequality (6.1) explicitly to achieve
Mp(Ω)
Pp(Ω)V (Ω)
p
N
≥
Mp(Wp)
Pp(Wp)V (Wp)
p
N
and then
Mp(Ω) ≥
Mp(Wp)Pp(Ω)V (Ω)
p
N
Pp(Wp)V (Wp)
p
N
.
Using this inequality in Equation (6.3) we have
σ2,p(Ω) ≤
NV (Ω)Pp(Wp)V (Wp)
p
N
Mp(Wp)Pp(Ω)V (Ω)
p
N
.
Now let us write everything as
σ2,p(Ω) ≤
N Pp(Wp)V (Wp)
p
N
Mp(Wp)Pp(Ω)
r−1
N−1V q(Ω)
(
V (Ω)1−
1
N
Pp(Ω)
)N−r
N−1
.
Let us recall the anisotropic standard isoperimetric inequality (see [1, Proposition 2.3]):
V (Ω)1−
1
N
Pp(Ω)
≤
V (Wp)
1− 1
N
Pp(Wp)
.
Thus, since r < N and then N−rN−1 > 0, we have
σ2,p(Ω) ≤
N Pp(Wp)V (Wp)
p
N
Mp(Wp)Pp(Ω)
r−1
N−1V (Ω)q
(
V (Wp)
1− 1
N
Pp(Wp)
)N−r
N−1
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and then, recalling that p/N = q + r/N , we get
σ2,p(Ω)Pp(Ω)
r−1
N−1V (Ω)q ≤
NV (Wp)
Mp(Wp)
Pp(Wp)
r−1
N−1V (Wp)
q.
Finally, recall the equality (6.2) to conclude the proof.
Remark 6.3. Let us observe that the same proof holds if we consider the decomposition
p
N = q +
r
N where q ∈ N and r ∈ (0, N ].
A first improvement which involves only the perimeter can be shown if p ≤ N .
Indeed, we have the following Corollary.
Corollary 6.4. Let Ω ⊂ RN be an open convex set and p ∈ (1, N ]. Then, we have
σ2,p(Ω)Pp(Ω)
p−1
N−1 ≤ Pp(Wp)
p−1
N−1 .
Proof. Just observe that if p ∈ (1, N ], we can chose r = p and q = 0.
The same inequality holds also if p ≥ 2N , however the proof is a bit more elaborated.
Hence we show this in the following Corollary.
Corollary 6.5. Let Ω ⊂ RN be an open convex set and p ∈ [2N,+∞). Then we have
σ2,p(Ω)Pp(Ω)
p−1
N−1 ≤ Pp(Wp)
p−1
N−1 .
Proof. By Theorem 6.2 we know that
σ2,p(Ω)Pp(Ω)
r−1
N−1V (Ω)q ≤ Pp(Wp)
r−1
N−1V (Wp)
q,
where pN = q +
r
N , r ∈ [0, N) and q ∈ N is such that q ≥ 2. Recalling that NV (Wp) =
Pp(Wp) we can rewrite last inequality as
σ2,p(Ω)Pp(Ω)
r−1
N−1V (Ω)qN−q Pp(Wp)
q
N−1 ≤ Pp(Wp)
p−1
N−1 .
Since this inequality holds for any convex set Ω, let us set λ > 0 and rewrite the previous
inequality for λΩ:
σ2,p(λΩ)Pp(λΩ)
r−1
N−1V (λΩ)qN−q Pp(Wp)
q
N−1 ≤ Pp(Wp)
p−1
N−1 . (6.4)
Let us consider the function
f(λ) =
V (λΩ)q Pp(Wp)
q
N−1
Pp(λΩ)
q+ 1
N−1N q
=
V (Ω)q Pp(Wp)
q
N−1
Pp(Ω)
q+ 1
N−1N q
λq−1,
thus we have f(λ) = 1 if
λ =
(
N q Pp(Ω)
q+ 1
N−1
V (Ω)q Pp(Wp)
q
N−1
) 1
q−1
.
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Let us chose such λ to obtain
V (λΩ)q Pp(Wp)
q
N−1N−q = Pp(λΩ)
q+ 1
N−1
and then, from Equation (6.4),
σ2,p(λΩ)Pp(λΩ)
p−1
N−1 ≤ Pp(Wp)
p−1
N−1 .
Finally, recalling that σ2,p(λΩ) = λ
1−pσ2,p(Ω), we achieve
σ2,p(Ω)Pp(Ω)
p−1
N−1 ≤ Pp(Wp)
p−1
N−1 ,
concluding the proof.
Remark 6.6. If the conjecture by Brasco and Franzina in [7] reveals to be true, i. e.
the fact that σ2,p(Wp) = 1, these two results imply the Weinstock inequality for the
orthotropic p-Laplacian for p ∈ (1, N ] ∪ [2N,+∞).
The latter of these results lets us consider the case in which p → +∞. As a conse-
quence, we obtain the following Weinstock type inequality for the ∞-Laplacian.
Corollary 6.7. For any bounded open convex set Ω ⊆ RN it holds
Σ∞(Ω)P∞(Ω)
1
N−1 ≤ Σ∞(W∞)P∞(W∞)
1
N−1 .
Proof. Let us fix any convex set Ω and p ≥ 2N . Thus, by Corollary 6.5 we have
σ2,p(Ω)
1
p Pp(Ω)
p−1
p(N−1) ≤ Pp(Wp)
p−1
p(N−1) . (6.5)
Now let us recall that limp→+∞ σ2,p(Ω)
1
p = Σ∞(Ω). Moreover, since ρp → ρ∞ uniformly,
we have that limp→+∞Pp(Ω) = P∞(Ω).
Finally, let us observe that Pp(Wp) = NV (Wp). Recalling that Wp ⊆ W∞ for any
p > 1 we have by dominated convergence theorem
lim
p→+∞
Pp(Wp) = lim
p→+∞
NV (Wp) = NV (W∞) = P∞(W∞).
Taking then the limit as p→ +∞ in Equation (6.5), we obtain
Σ∞(Ω)P∞(Ω)
1
N−1 ≤ P∞(W∞)
1
N−1 ,
which is the inequality we want, recalling that diam∞(W∞) = 2 and then Σ∞(W∞) = 1.
Remark 6.8. By recalling that Σ∞(Ω) =
2
diam∞(Ω)
, one can restate the previous inequality
as an anisotropic isodiametric inequality under anisotropic perimeter constraint.
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A Proof of Lemma 3.1
Proof. We recall here the following Lemma, that is proved in [16, Section 10].
Lemma A.1. Let n ∈ N and x, y ∈ Rn. For p ≥ 2 we have
〈|x|p−2x− |y|p−2y, x− y〉 ≥ 22−p|x− y|p.
The case p ≥ 2 is already included the aforementioned Lemma, so let us focus on
the case p ∈ (1, 2). In such case, the function t 7→ tp−1 is concave, hence we have by
concavity inequality
tp−1 ≤ 1 + (p− 1)(t− 1), for t > 0. (A.1)
Now, let us first observe that the inequality obviously holds for x = y = 0, thus we need
to study only the case (x, y) ∈ R2 \{0}. We consider the function
f(x, y) =
|x|p−2x− |y|p−2y
|x− y|p
(x− y)
and we want to prove that inf(x,y)6=0 f(x, y) > 0. However, we notice that f is 0-
homogeneous and symmetric, i.e. f(λx, λy) = f(x, y) for any λ ∈ R \{0} and f(x, y) =
f(y, x). Thus the problem inf(x,y)6=0 f(x, y) > 0 is equivalent to infx−y=1 f(x, y) > 0. So
we define the function
g(x) = |x|p−2x− |x− 1|p−2(x− 1)
and observe that we want to show that infx∈R g(x) > 0. Now let us divide R in five
intervals:
• For x > 32 we have, by Lagrange theorem,
g(x) = xp−1 − (x− 1)p−1 = (p − 1)x˜p−2
for some x˜ ∈ [x− 1, x]. Since p− 2 < 0 and x− 1 > 12 we obtain
g(x) = (p − 1)x˜p−2 ≥
p− 1
2p−2
.
• For x ∈
(
1, 32
]
we can use Equation (A.1) to achieve
g(x) = xp−1 − (x− 1)p−1 ≥ xp−1 − 1 + (p− 1)(2 − x) ≥
p− 1
2
.
• For x ∈ [0, 1] we have that
g(x) = xp−1 + (1− x)p−1 ≥ 0.
If, by contradiction, minx∈[0,1] g(x) = 0, then the minimum point x˜ is such that
x˜p−1 = (1− x˜)p−1 = 0, that is absurd. Thus, minx∈[0,1] g(x) > 0.
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• For x ∈
[
1
2 , 0
)
we have
g(x) = (1− x)p−1 + |x|p−2x = (1 + |x|)p−1 − |x|p−1.
Thus we can again use Equation (A.1) to achieve
g(x) ≥ (1 + |x|)p−1 − 1 + (p− 1)(1 − |x|) ≥
p− 1
2
.
• Finally, for x < 12 we have, by Lagrange theorem,
g(x) = (1 + |x|)p−1 − |x|p−1 = (p − 1)x˜p−2,
where x˜ ∈ [|x|, 1 + |x|]. Since |x| > 12 and p− 2 < 0, we have
g(x) = (p − 1)x˜p−2 >
p− 1
2p−2
.
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