We investigate the long-time dynamics and optimal control problem of a diffuse interface model that describes the growth of a tumor in presence of a nutrient and surrounded by host tissues. The state system consists of a Cahn-Hilliard type equation for the tumor cell fraction and a reaction-diffusion equation for the nutrient. The possible medication that serves to eliminate tumor cells is in terms of drugs and is introduced into the system through the nutrient. In this setting, the control variable acts as an external source in the nutrient equation. First, we consider the problem of "long-time treatment" under a suitable given source and prove the convergence of any global solution to a single equilibrium as t → +∞. Then we consider the "finite-time treatment" of a tumor, which corresponds to an optimal control problem. Here we also allow the objective cost functional to depend on a free time variable, which represents the unknown treatment time to be optimized. We prove the existence of an optimal control and obtain first order necessary optimality conditions for both the drug concentration and the treatment time. One of the main aim of the control problem is to realize in the best possible way a desired final distribution of the tumor cells, which is expressed by the target function φ Ω . By establishing the Lyapunov stability of certain equilibria of the state system (without external source), we see that φ Ω can be taken as a stable configuration, so that the tumor will not grow again once the finite-time treatment is completed.
Introduction
Modeling tumor growth dynamics has recently become a major issue in applied mathematics (see, for instance, [19, 43] , cf. also [2, 49] ). Roughly speaking, the models can be divided into two broad categories: continuum models and discrete or cellular automata models (however, see, e.g., [19, Chap.7] for some hybrid continuum-discrete models). Concerning the former ones and in particular within the framework of diffuse interface models, for a young tumor, before the development of quiescent cells, the resulting systems often consist of a Cahn-Hilliard type equation (cf. [7] ) for the tumor cell fraction coupled with an advection-reaction-diffusion equation for the nutrient concentration (e.g., oxygen) [11-15, 24, 29-31, 35, 37, 47-50] . More sophisticated models taking into account multiphase tumors or also accounting for the macroscopic cell velocities that usually satisfy a generalized Darcy's (or Brinkman's) law have been recently studied, e.g., in [5, 19-22, 25, 28, 30, 32, 41, 43, 45] . Besides, numerical simulations of diffuse-interface models for tumor growth have been carried out in several papers (see, for instance, [19, Chap.8] , [1] , and references therein). Nonetheless, a rigorous mathematical analysis of the resulting systems of partial differential equations is still in its infancy. To the best of our knowledge, the first related papers are concerned with the so-called Cahn-Hilliard-Hele-Shaw system (see [44, 56, 57] ), in which the nutrient is neglected. Besides, there are recent contributions (see [11] and [24] ) devoted to analyzing a diffuse interface model proposed in [35] and its approximations (see also [37, 58] and [13] [14] [15] ).
Let Ω ⊂ R d (d = 2, 3) be a bounded domain with smooth boundary ∂Ω and let ν denote the outward unit normal to ∂Ω. For T ∈ (0, +∞], we study the following coupled system of partial differential equations
in Ω × (0, T ), (1.1)
2)
3) subject to homogeneous Neumann boundary conditions 4) and initial conditions φ| t=0 = φ 0 (x), σ| t=0 = σ 0 (x), in Ω.
(1.5) System (1.1)-(1.3) is an approximation of the model proposed in [35] . The macroscopic velocities of cells are set to zero for the sake of simplicity. The state variables are reduced to the tumor cell fraction φ and the nutrient concentration σ. Typically, φ ≃ 1 and φ ≃ −1 represent the tumor phase and the healthy tissue phase respectively, while σ ≃ 1 and σ ≃ 0 indicate in a nutrient-rich or nutrient-poor extracellular water phase. The unknown µ stands for the related chemical potential and the function F is typically a double-well potential with equal minima at φ = ±1 (cf. [1] and references therein for different possible choices of F ). P denotes a suitable proliferation function, which is in general a nonnegative and regular function of φ. The function u serves as an external source in the equation for σ and can be interpreted as a medication (or a nutrient supply).
In [24] , the system (1.1)-(1.5) with u = 0 was rigorously analyzed concerning wellposedness, regularity and long-time behavior (in terms of the global attractor), while in the recent paper [47] the long-time behavior of solutions (in terms of attractors) has been studied for a different system introduced in [32] . Let us indeed notice that, to the best of our knowledge, these are the only two contriobutions in the literature regarding the long-term dynamics of diffuse interface models for tumor growth. While, in [11, 13, 14] various viscous approximations of the above system have been studied analytically. Later, for a fixed final time T > 0, a distributed optimal control problem for system (1.1)-(1.5) was investigated in [15] , in which the function u was taken as the control. With a simplified cost function of standard tracking type that only involves the phase function φ and the control u, the authors of [15] first prove the existence of an optimal control and, moreover, they show that the control-to-state operator is Fréchet differentiable between appropriate Banach spaces and derive the first-order necessary optimality conditions in terms of a variational inequality involving the adjoint state variables.
We note that the choice of reactive terms in equations (1.1) and (1.3) is motivated by the linear phenomenological constitutive laws for chemical reactions [35] . As a consequence, the system (1.1)-(1.5) turns out to be thermodynamically consistent. In particular, when u = 0 the unknown pair (φ, σ) is a dissipative gradient flow for the total free energy (see [35, Section 3] , see also [37] ):
Moreover generally, under the presence of the external source u, we observe that any smooth solution (φ, σ) to problem (1.1)-(1.5) satisfies the following energy identity:
which motives the twofold aim of the present contribution.
1. Long-time treatment of medication. For a suitably given external source u, we study the long-term dynamics of problem (1.1)-(1.5). We prove that any global weak solution will converge to a single equilibrium as t → +∞ and provide an estimate on the convergence rate. The related main result is stated in Section 3 (see Theorem 3.1).
In this direction, our result indicates that after certain medication (or even without medication, i.e., u = 0), the tumor will eventually grow to a steady state as time evolves. However, since the potential function F is nonconvex due to its double-well structure, problem (1.1)-(1.5) may admit infinite many steady states so that for the moment one cannot identify which exactly the unique asymptotic limit as t → +∞ will be.
2. Finite-time treatment of medication. We investigate a more general distributed optimal control problem (cf. [15] ), where we allow the objective cost functional to depend also on a free time variable, representing the unknown treatment time to be optimized. More precisely, denoting by T ∈ (0, +∞) a fixed maximal time in which the patient is allowed to undergo a medical treatment, we consider (CP) Minimize the cost functional 8) subject to the control constraint 9) and to the state system (1.1)-(1.5), where Q := Ω × (0, T ).
Here, τ ∈ (0, T ] represents the treatment time, φ Q and σ Q represent a desired evolution for the tumor cells and for the nutrient, respectively, while φ Ω stands for desired final distribution of tumor cells. The first three terms of J are of standard tracking type, as often considered in the literature of parabolic optimal control, and the fourth term of J measures the size of the tumor at the end of the treatment. The fifth term penalizes large concentrations of the cytotoxic drugs, and the sixth term of J penalizes long treatment times. As it is presented in J , a large value of |φ−φ Q | 2 would mean that the patient suffers from the growth of the tumor, and a large value of |u| 2 would mean that the patient suffers from high toxicity of the drug. We shall prove the existence of an optimal control and derive the first-order necessary optimality conditions in terms of a variational inequality involving the adjoint state variables. The related main results are stated in Section 5.
The variable τ can be regarded as the necessary treatment time of one cycle, i.e., the amount of time the drug is applied to the patient before the period of rest, or the treatment time before surgery. After the treatment, the ideal situation will be either the tumor is ready for surgery or the tumor will be stable for all time without further medication (i.e., u = 0). This goal can be realized by making different choices of the target function φ Ω in the above optimal control problem (CP). For the former case, one can simply take φ Ω to be a configuration that is suitable for surgery. While for the later case, which is of more interest to us, we want to choose φ Ω as a "stable" configuration of the system, so that the tumor does not grow again once the treatment is complete. For this purpose, we prove that any local minimizer of the total free energy E is Lyapunov stable provided that u = 0 (see Theorem 4.1). As a consequence, these local energy minimizers serve as possible candidates for the target function φ Ω . Then after completing a successful medication, the tumor will remain close to the chosen stable configuration for all time.
Let us briefly describe some ingredients in the mathematical analysis. The study of long-time behavior of problem (1.1)-(1.5) is nontrivial, since the nonconvexity of the free energy E indicates that the set of steady states may have a rather complicated structure. For the single Cahn-Hilliard equation this difficulty can be overcome by employing the Łojasiewicz-Simon approach [53] , see, for instance, [27, 42, 52, 59, 61] . We also refer to [8, 23, 33, 40, 41, 60] and the references cited therein for further applications. A key property that plays an important role in the analysis of the Cahn-Hilliard equation is the conservation of mass, i.e., Ω φ(t) dx = Ω φ 0 dx for t ≥ 0. However, for our coupled system (1.1)-(1.5) this property no longer holds, which brings us new difficulties in analysis. Besides, quite different from the Cahn-Hilliard-Oono system considered in [46] , in which the mass Ω φ(t) dx is not preserved due to possible reactions, here in our case it is not obvious how to control the mass changing rate:
Similar problem happens to the nutrient as well, that is
Nevertheless, by the special cancellation between those reactive terms in (1.1) and (1.3), we see that the total mass can be determined by the initial data and the external source:
This observation allows us to derive a suitable version of the Łojasiewicz-Simon type inequality in the sprit of [60, 62] (see Appendix). On the other hand, we can control the mass changing rates of φ and σ by using the extra energy dissipation related to reactive terms in the basic energy law (1.7), i.e., Ω P (φ)(µ − σ) 2 dx. Based on the above mentioned special structure of the system, by introducing a new version of Łojasiewicz-Simon inequality (see Lemma 3.1), we are able to prove that every global weak solution (φ, σ) of problem (1.1)-(1.5) will converge to a certain single equilibrium (φ ∞ , σ ∞ ) as t → +∞ and, moreover, we obtain a polynomial decay of the solution. Besides, a nontrivial application of the Łojasiewicz-Simon approach further leads to the Lyapunov stability of local minimizers of the free energy E (we only consider the zero external mass case u = 0 for the sake of simplicity). To the best of our knowledge, the only contribution in the study of long-time behavior for problem (1.1)-(1.5) is given in [24] with u = 0, where, however, the main focus is the existence of a global attractor (cf. also [47] for a different model). The novelty of our work is that we provide a first contribution in the literature on the uniqueness of asymptotic limit of global solutions as well as Lyapunov stability of steady states for the diffuse interface models on tumor growth with reaction terms like in (1.1)-(1.3). Next, we give some further comments on the optimal problem (CP). As in [15] , here we aim to search for a medical strategy such that the integral over the full space-time domain of the squared amount of nutrient or drug supplied (which is restricted by the control constraints) does not inflict any harm on the patient (which is expressed by the presence of the fifth summand in the cost functional J ). The non-negative coefficients β Q , β Ω , α Q , β S , β T , β u indicate importance of conflicting targets given in the strategy, for instance, "avoid unnecessary harm to the patient" versus "quality of the approximation of φ Q , φ Ω ". In the cost functional J , we could also add a point-wise term of the type Ω |σ(τ ) − σ Ω | 2 dx, or we could replace the term T 0 Ω |u| 2 dx dt by a τ -dependent term τ 0 Ω |u| 2 dx dt, but both would imply that we have to look for a control u in a more regular space H 1 (0, T ; L 2 (Ω)), which is less interesting in view of practical applications (cf. [31] for further discussions on this issue). Besides, it is possible to replace β T τ by a more general function f (τ ) where f : R ≥0 → R ≥0 is continuously differentiable and increasing. In practice it would be safer for the patient (and thus more desirable) to approximate the target functions in the L ∞ sense rather than in the L 2 sense; however, in view of the analytical difficulties that are inherent to the highly nonlinear state system (1.1)-(1.5), this presently seems to be out of reach (see also [15] ). Another interesting problem would be the one including a pointwise state constraint on the variable φ of the type |φ(x, τ ) − φ Ω (x)| ≤ ǫ for a.e. x, which could be reduced to an L 2 -constraint φ(τ ) − φ Ω L 2 (Ω) ≤ ǫ ′ by using possible regularity of φ, φ Ω (if available). This leads to a more involved adjoint system and it will be the subject of future works.
Regarding the existing literature on the aspect of optimal control, we mention the works of [9, 10, 16, 17, 38] for the Cahn-Hilliard equation, [51, 63, 64] for the convective Cahn-Hilliard equation, [26, 39] for the Cahn-Hilliard-Navier-Stokes system, [54] for the Cahn-Hilliard-Darcy system, [18] for Allen-Cahn equation and [6] for a liquid crystal model. In the context of PDE constraint optimal control for diffuse interface tumor models, we have basically two recent works: [15] and [31] . In [15] the objective functional is (1.8), with the special (simpler) choices β S = β T = α Q = 0, and the state system is exactly (1.1)-(1.5) but no dependence on τ is studied. In [31] a different diffuse interface model resulting as a particular case of a more general model introduced in [32] , is studied. There the distributed control appears in the φ equation, which is a Cahn-Hilliard type equation with a source of mass on the right hand side, but not depending on µ. Due to the presence of the control in the Cahn-Hilliard equation, in [31] only the case of a regularized objective cost functional can be analyzed for bounded controls. Finally, we would also quote the recent paper [12] , where the authors study the problem of sliding mode control for a simplified version of the model introduced in [32] . With our work we aim to provide a contribution to the theory of free terminal time optimal control in the context of diffuse interface tumor models, where the control is applied in the nutrient equation.
The rest of this paper is organized as follows. In Section 2, we formulate the general hypotheses and state some known results regarding the well-posedness, regularity as well as continuous dependence result of the state system (1.1)-(1.5). In Section 3, we study the long-time behavior of the system (1.1)-(1.5) under suitable assumption on the external source u, and in Section 4, we prove Lyapunov stability of local minimizers of E with zero mass u = 0. The results concerning existence and first-order necessary optimality conditions for the optimal control problem (CP) are shown in Section 5. In Appendix, we give a brief derivation of an extended Łojasiewicz-Simon type inequality.
Preliminaries

Notations and assumptions
Throughout this paper, for a (real) Banach space X we denote by · X its norm, by X ′ its dual space, and by ·, · X ′ ,X the dual pairing between X ′ and X. If X is a Hilbert space, then the inner product is denoted by (·, ·) X . Next, L q (Ω), 1 ≤ q ≤ ∞ denotes the usual Lebesgue space in Ω and · L q (Ω) denotes its norm. Similarly, W m,q (Ω), m ∈ N, 1 ≤ q ≤ ∞, denotes the usual Sobolev space with norm · W m,p (Ω) . When q = 2, we simply indicate W m,2 (Ω) by H m (Ω). For simplicity, the inner product in L 2 (Ω) will be indicated by (·, ·). Let I be an interval of R + and X a Banach space, the function space L p (I; X), 1 ≤ p ≤ ∞ consists of p-integrable functions with values in X. Moreover, C w (I; X) denotes the topological vector space of all bounded and weakly continuous functions from I to X, while W 1,p (I, X) (1 ≤ p ≤ ∞) stands for the space of all functions u such that u, du dt ∈ L p (I; X), where du dt denotes the vector valued distributional derivative of u. Bold characters will be used to denote vector spaces.
Given any function u ∈ (H 1 (Ω)) ′ , we define the mean value by
We will use the notationṡ
Then we have the dense and continuous embeddings
we omit to indicate the set Ω for the sake of brevity), where u,
On the other hand, we observe that the operator A := −∆ with its domain D(A) = H 2 N (Ω) ∩L 2 (Ω) is a positively defined, self-adjoint operator on D(A) and the spectral theorem enables us to define the powers A s of A, for s ∈ R. Then the space (H 1 (Ω)) ′ can be endowed with the equivalent norm
Throughout the paper, C ≥ 0 will stand for a generic constant and Q(·) for a generic positive monotone increasing function. Special dependence will be pointed out in the text if necessary.
We make the following assumptions on the nonlinear functions P and F .
(P1) P ∈ C 2 (R) is nonnegative. There exist α 1 > 0 and some q ∈ [1, 4] such that, for all s ∈ R,
There exist α i > 0, i = 2, ..., 6 and r ∈ [2, 6) such that, for all s ∈ R,
3)
Remark 2.1. Well-posedness of problem (1.1)-(1.5) with u = 0 has been obtained in [24] under slightly weaker conditions than (P1) and (F1). On the other hand, the assumptions (P1), (F1) and (U1) were indispensable for the analysis of the optimal control problem in [15] . In this paper, to avoid unnecessary technical details, we do not aim to pursue optimal assumptions on functions F and P .
Well-posedness and continuous dependence
We first state the following result on well-posedness and continuous dependence of global weak solutions for problem (1.1)-(1.5) (see [24, Theorem 1, Theorem 2] for the autonomous case u = 0).
In addition, the following identities are satisfied, for a.e. t ∈ (0, T ) and for any ξ ∈ H 1 (Ω),
as well as µ = −∆φ + F ′ (φ), a.e. in Ω × (0, T ), together with the initial conditions (1.5). Moreover, the following energy identity holds
where E is given by (1.6).
be two initial data, u i be two external source terms and (φ i , σ i ) be the corresponding weak solutions, i = 1, 2. Then, the following continuous dependence estimate holds
, Ω and T . Remark 2.2. We note that Proposition 2.1 can be proved by means of a double approximation procedure exactly as in [24] . The presence of the external source term u only yields a minor modification in the proof, thus the details can be omitted here.
If the initial datum (φ 0 , σ 0 ) is smoother, the following result on well-posedness and continuous dependence of global strong solutions was obtained in [15 
(
(2) There exists a constant
, Ω and T such that the strong solution (φ, µ, σ) satisfies
Long-time Dynamics
In order to study the long-time behavior of problem (1.1)-(1.5), we make the following additional assumptions.
) and satisfies the decay condition
The main result of this section reads as follows.
where
with µ ∞ and σ ∞ being two constants given by
Moreover, the following estimates on convergence rate hold
where C > 0 is a constant depending on φ 0
2 ) is a constant depending on φ ∞ . The proof of Theorem 3.1 consists of several steps. We first derive some uniform-in-time a priori estimates on the solution (φ, µ, σ). Then we give a characterization on the ω-limit set. Finally, we prove the convergence of the trajectories and polynomial decay by means of a proper Łojasiewicz-Simon inequality (see Lemma 3.1).
Uniform-in-time estimates
We proceed to derive uniform-in-time estimates for the global weak solution to problem (1.1)-(1.5) under the additional assumption (U2) for u.
First estimate. Adding (2.5) with (2.6), testing the resultant by ξ = 1, after integration by parts, and then integrating with respect to time, we have
which together with (U2) implies the bound of total mass:
Second estimate. By the Hölder inequality and the Cauchy-Schwarz inequality, we infer that
From the energy identity (2.7), we have
where the constant α 6 is given in (F1). From the classical Bellman-Gronwall inequality (cf. [3] ), it follows that
which further implies
where C is a positive constant depending on φ 0
, Ω and α 6 .
Third estimate. Higher-order estimates will be carried out in a formal way, which can be justified rigorously by means of a suitable approximation procedure (cf. [24, Section 3] ). Testing (2.5) by ξ = µ t and (2.6) by ξ = σ t , adding the resultants together, we obtain (see [24, (4. 3)]):
As in [24] , we infer from the Hölder inequality that
Next, by the Poincaré-Wirtinger inequality, and using (1.1), we see that
Besides, from the Sobolev embedding theorem, (1.2), (3.13) and (F1) it follows
Thus, by the Poincaré-Wirtinger inequality again, we have
Besides, we also notice that
Using the above estimates, (P1) and (3.13), we deduce that
Next, using the fact Ω ∆µ dx = 0 (cf. (1.4) ), we have
It follows from equation (1.1) that
Then on account of (P1) and (3.13), we obtain
Collecting (3.16) and (3.20), we get
Concerning I 3 , it holds that
The estimate (3.14) implies that
From (3.15) and the above estimates for reminder terms I 1 , I 2 , I 3 , we deduce that
, Ω, α 1 , α 2 , α 4 and α 6 . Using (3.22) and the assumption u ∈ L 2 (0, +∞; L 2 (Ω)), then from [65, Lemma 6.2.1] we obtain, for any δ ∈ (0, 1),
where C is a positive constant depending on the initial data φ 0 
Testing (1.2) by −∆φ, using (F1), (3.13) and (3.26), we see that
Then, by means of elliptic estimates, we obtain
The above estimate combined with (F1), (3.13), (3.26) and the Sobolev embedding theorem H 2 ֒→ L ∞ further yields that
Fifth estimate. We deduce from (U2), (3.14), (3.16), (3.24) and the inequality (3.23) that
On the other hand, since
and
it follows from (3.26)-(3.28) that
Then, by comparison in the equations (1.1) and (1.3), we infer from (3.29), (3.30), (U2) and the elliptic regularity theory that
Applying the elliptic regularity theory to (1.2) together with the above estimate and (3.28), we finally arrive at
Remark 3.1.
(1) Since δ ∈ (0, 1) can be taken arbitrary small, the estimate (3.24) actually implies that the global weak solution (φ, σ) becomes a strong one once t > 0.
(2) If we assume in addition
where C is a positive constant depending on the initial data φ 0
. In a similar fashion as above, we see that the previous higher-order estimates hold for all t ≥ 0.
(3) It is worth mentioning that our higher-order estimates improve the estimate (2.8) that was obtained in [15] , under the additional assumption (U2).
Proof of Theorem 3.1: convergence to a single equilibrium
, we define the corresponding ω-limit set
From the uniform-in-time estimates (3.14), (3.26)-(3.28), and keeping the mass constraint (3.8) in mind, one can easily adapt the argument in [11, Section 6] to deduce the following characterization on ω(φ 0 , σ 0 ).
, σ ∞ is a constant and (φ ∞ , σ ∞ ) satisfies the stationary problem (3.3). Besides, µ ∞ is a constant given by (3.5) and the following relation holds
In particular, the relation (3.34) and the positivity assumption on P (·) (recall (P2)) immediately yield the following property. Next, given any initial datum (φ 0 , σ 0 ) ∈ H 1 (Ω) × L 2 (Ω) and source term u satisfying (U2), we denote by
the total mass at infinity time (cf. (3.8)). Then we are able to derive the following gradient inequality of Łojasiewicz-Simon type, which plays a crucial role in the study of long-time behavior of problem (1.1)-(1.5). 
where m u is a certain constant fulfiling |m u | ≤ |Ω|
Remark 3.2. The proof of Lemma 3.1 will be postponed to the Appendix. The constant m u in (3.37) can be viewed as a control on the deviation of |Ω| −1 Ω (φ + σ) dx from the mean value of the total mass at infinity time m ∞ (see (3.46) below for its precise definition, when it is connected with the evolution problem (1.1)-(1.5)).
After the previous preparations, we are in a position to complete the proof of Theorem 3.1.
Step 1. Convergence of the free energy E(φ(t), σ(t)). Let (φ(t), σ(t)) be the global weak solution to problem (1.1)-(1.5) subject to the initial datum (φ 0 , σ 0 ) ∈ H 1 (Ω) × L 2 (Ω) and the source term u satisfying (U2). Thanks to Remark 3.1, the global weak solution (φ(t), σ(t)) becomes a strong one as t ≥ δ > 0 and is uniformly bounded in H 3 (Ω) × H 1 (Ω) for all t ≥ δ. Then by the energy identity (1.7), Young's inequality and (3.13), we are able to obtain the following energy inequality, for a.e. t ≥ δ, 39) where K > 0 is a constant depending on φ 0
, Ω and α 6 . Denote
By assumption (U2), there exist some positive constants C 1 , C 2 such that
Let us introduce the auxiliary energy functional
It follows from (3.39) that, for a.e. t ≥ δ,
Hence, E(t) is non-increasing in t. Since E(t) is also bounded from below by its definition (3.42), we deduce that there exists a constant E ∞ such that 44) which together with the decay property (3.41) yields
Recalling the definition of ω(φ 0 , σ 0 ), it is easy to see that E(φ(t), σ(t)) equals to the constant E ∞ on the set ω(φ 0 , σ 0 ).
Step 2. Convergence of the trajectory (φ(t), σ(t)). We proceed to prove that ω(φ 0 , σ 0 ) is actually a singleton. Since the constant limit σ ∞ can be uniquely determined by φ ∞ via the mass constraint in (3.3) and µ ∞ can be uniquely determined by φ ∞ via (3.5), we only need to prove the uniqueness of asymptotic limit of the phase function φ(t) as t → +∞.
The proof of convergence of φ(t) follows from the so-called Łojasiewicz-Simon approach [53] (see e.g., [8, 23, 34, 40, 52] for its various aplications). To this end, we set
Then it follows that
where we recall (3.40) for the definition of y(t). For every element (φ ∞ , σ ∞ ) ∈ ω(φ 0 , σ 0 ), by Lemma 3.1 (with m u (t) given by (3.46) and allowing t ∈ [0, +∞) in m u (t)), there exist constants θ φ∞ ∈ (0, 1 2 ) and β φ∞ > 0 such that the inequality (3.38) holds for (φ, σ) ∈ H 2 N (Ω) × H 1 (Ω) satisfying (3.37) and
The union of balls
, thus we can find a finite sub-cover {B β i (φ i ∞ ) : i = 1, 2, ..., m} of Φ (in the topology of H 1 (Ω)), where the constants β i , θ i corresponding to φ i ∞ in Lemma 3.1 are indexed by i. From the definition of ω(φ 0 , σ 0 ), there exists a sufficient large time t 0 > δ such that
2 ), using Lemma 3.1, the convergence of energy (3.45) and the estimate (3.47), we deduce that, for all t ≥ t 0 , the global weak solution (φ(t), σ(t)) satisfies
which together with Poincaré's inequality and (3.26) yields
It follows from (3.41)-(3.43) that
On the other hand, set
.
Then on account of (3.48) and the uniform estimates (3.26)-(3.28), we get
It is also easy to verify that
Hence, denote
We infer from (3.49)-(3.51) that
Recall the following lemma (see [23, 40] )
2 ). Assume that Z ≥ 0 be a measurable function on (τ, +∞), Z ∈ L 2 (τ, +∞) and there exist C > 0 and t 0 ≥ τ such that
Then Z ∈ L 1 (t 0 , +∞).
Then from (3.52) and Lemma 3.2, we can deduce that
which together with (3.20) yields
As a consequence, the trajectory φ(t) converges strongly in (H 1 (Ω)) ′ as t → +∞. Thanks to the compactness of the trajectory in H 2 (Ω) × L 2 (Ω) for t ≥ t 0 , we can conclude from Corollary 3.1 that there exists a steady state (φ ∞ , σ ∞ ) ∈ ω(φ 0 , σ 0 ) such that
Namely, ω(φ 0 , σ 0 ) consists of only one point (φ ∞ , σ ∞ ). Then µ ∞ is also uniquely determined as well.
Step 3. Convergence rate. It follows from (3.48) and (3.41)-(3.44) that
Then, by [4, Lemma 2.8], we obtain the decay rate of energy:
with the exponent κ given by
From (3.43) we infer, for any t ≥ t 0 ,
Thus,
which yields the convergence rate of φ in (H 1 (Ω)) ′ such that
Integrating (1.1) over Ω, and then integrating from t to +∞, we deduce the convergence rate of the mean value
In a similar manner, we have
We now proceed to prove higher-order estimates using the energy method (see e.g., [34, 60] ). We just need to work with t ≥ t 0 such that the uniform estimates (3.26)-(3.28) are available. Set the differences of functionŝ
Then the triple (φ,σ,μ) satisfies the following system
58)
59)
60)
Testing (3.58) byμ, (3.60) byσ, respectively, then adding the resultants together, we have
Testing (3.58) by A −1 (φ −φ), we get
Using Poincaré's inequality and Young's inequality, I 1 can be estimated as
By the Newton-Leibniz formula
we deduce from (3.55) and (3.56) that
Finally, for I 4 , it holds
It follows that
and from (3.63), (3.64), we have
From the above inequality, we can easily obtain the decay estimate (cf. e.g., [60] )
The above estimate together with (3.56), (3.68) and Poincaré's inequality yields that
Finally, by the higher-order estimate (3.28) and interpolation, we have
, which together with (3.71) gives the decay estimate (3.7). The proof of Theorem 3.1 is complete.
Lyapunov Stability with Zero Mass Source
Within this section, we always assume u = 0. Then from (3.8) it follows that the total mass of the system (1.1)-(1.5) is now conserved:
Definition 4.1. Let m ∈ R be an arbitrary given constant. Set
Any (φ * , σ * ) ∈ Z m is called a local energy minimizer of the total energy E(φ, σ) defined in (1.6), if there exists a constant χ > 0 such that
Theorem 4.1 (Lyapunov Stability). Assume that (F1), (F2), (P1), (P2) are satisfied and u = 0. Given m ∈ R, let (φ * , σ * ) be a local energy minimizer of E(φ, σ) in Z m . Then, for any ǫ > 0, there exists a constant η ∈ (0, 1) such that for arbitrary initial datum
Namely, any local energy minimizer of E(φ, σ) in Z m is locally Lyapunov stable.
We first derive some properties for the critical point of E(φ, σ) in Z m . For any given m ∈ R, we consider the following problem for (φ, µ, σ)
where µ and σ are constants given by
Then we have
N (Ω), σ * ∈ R and they satisfy (4.4)-(4.5).
The functional E(φ, σ) has at least one minimizer (φ * , σ * ) ∈ Z m such that
Proof. Consider the Lagrange function
where µ is a constant Lagrange multiplier for the mass constraint. For any
Hence, the critical point of E(φ, σ) in Z m , denoted by (φ * , σ * ), is a weak solution of problem (4.4) satisfying σ * = µ * = |Ω| −1 Ω F ′ (φ * ) dx. Then by the elliptic regularity theory we have φ * ∈ H 2 N (Ω). Proof for other statements of the lemma is standard and is omitted here.
Proof of Theorem 4.1. Let (φ, µ, σ) be a strong solution to problem (1.1)-(1.5). Using a similar argument like [33, Lemma 6.4], we have the following estimates
where the positive constant C only depends on Ω. Next, recalling the definition of A(t) (see (3.21)), we infer from (3.23) that
where the constant C 1 only depends on φ 0
, Ω and α 6 . Besides, from (2.7) we still have
Step 1. For given m ∈ R, let (φ * , σ * ) be a local energy minimizer of E(φ, σ) in Z m . Then by Lemma 4.1, (φ * , σ * ) ∈ H 2 N (Ω) × R. By the elliptic regularity theory and assumption (F1), it is easy to see that φ * ∈ H 3 (Ω). We consider an initial datum
Besides, we assume that
where η ∈ (0, 1] is a constant to be chosen later and M 1 , M 2 > 0 are sufficiently large but fixed numbers. It follows that 13) and, as a consequence, we have
where the constant
, Ω, α 2 and α 4 .
Step 2. For the above initial datum (φ 0 , σ 0 ), problem (1.1)-(1.5) admits a unique strong solution (φ(t), σ(t)) on [0, +∞) (cf. Remark 3.1). We note that
where the constant M 4 > 0 depends on M 1 , M 2 , Ω, α 1 , α 2 and α 4 , but is independent of η. From (4.9)-(4.13), it follows that 14) where the constant
, Ω, α 1 , α 2 , α 4 and α 6 . Then from (4.8) we infer that 15) where the constants M 6 , M 7 are again independent of η. The above estimates also imply the following estimate on energy difference
, Ω, α 2 , α 4 and α 6 , but is independent of η.
Step 3. For any ǫ > 0, we choose ̟ = min{1, ǫ, χ, β} > 0, (4.16) where χ is the constant in the definition of the local minimizer (see Definition 4.1) and β is the constant associated with (φ * , σ * ) given by the Łojasiewicz-Simon inequality (see Lemma 3.1, taking u = 0). For any
we define
Then, by (4.11) and the fact (φ(t), σ(t)) ∈ C([0, +∞);
Step 4. Our aim is to prove that there exists a constant η ∈ (0, ̟ 2 ] such that T η = +∞. The goal can be achieved by a contradiction argument. If this is not the case, then for all η ∈ (0, ̟ 2 ], it holds T η < +∞. Here and after, we shall always exclude the trivial case such that there is a t 0 ∈ [0, T η ] and E(φ(t 0 ), σ(t 0 )) = E(φ * , σ * ). In this case, by virtue of the energy identity (1.7) (with u = 0), we have φ t (H 1 (Ω)) ′ = σ t (H 1 (Ω)) ′ = 0, for all t ≥ t 0 , and the evolution simply stops.
Next, we consider the case E(φ(t), σ(t)) > E(φ * , σ * ), for t ∈ [0, T η ]. By the definition of ̟, the energy identity (1.7) (with u = 0) and Lemma 3.1 (with m u = 0), we see that on [0, 18) where in the last inequality we used (3.20) for φ t and a similar estimate for σ t . Thus, recalling that E(φ(t), σ(t)) is nonincreasing in time, by the choice of ̟ (in particular, ̟ ≤ χ) and T η , we see from (4.18) that 19) where
, but is independent of η. From (4.19), we deduce that
Finally, choosing
we infer that
which leads a contradiction with the definition of T η . The proof of Theorem 4.1 is complete.
Remark 4.1. The result on long-time behavior derived in Theorem 3.1 can be applied to the global strong solution obtained in Theorem 4.1. Although it is still not obvious to identify the asymptotic limit (φ ∞ , σ ∞ ), we are able to conclude that
In particular, if (φ * , σ * ) is an isolated local energy minimizer then it is indeed locally asymptotic stable.
The Optimal Control Problem
In this section we study the optimal control problem (CP). Let T ∈ (0, +∞) be a fixed maximal time, Q = Ω × (0, T ) and Σ = Ω × (0, T ). We make for the remainder of this paper the following general assumptions on the data:
Remark 5.1. Let us mention the main differences between this problem and the ones considered in [15] and [31] . Here we generalize the problem of [15] by adding the dependence on the medication time τ in the cost functional J . Moreover, we can consider the τ -dependent terms in φ in the cost functional, which we were not able to handle in the previous paper [31] , mainly due to the fact that the control u here is imposed in the nutrient equation instead of in the phase equation. Due to this fact, we are able to enhance the regularity results on φ without affecting the regularity of the control u (cf. Proposition 5.3 below).
Existence
From Proposition 2.1 it follows that the control-to-state operator S,
is well-defined and Lipschitz continuous as a mapping from U R ⊂ L 2 (Q) into the following space (see [ 
The triplet (φ, µ, σ) is the unique weak solution to problem (1.1)-(1.5) with data (φ 0 , σ 0 , u) over the time interval [0, T ]. For convenience, we use the notations φ = S 1 (u) and σ = S 3 (u) for the first and third component of S(u). Then we prove the following result that implies the existence of a solution to problem (CP).
Theorem 5.1 (Existence of an optimal control). Assume that (P1), (F1), (U1) and (C1)-(C3) are satisfied. Let φ 0 ∈ H 2 N (Ω) ∩ H 3 (Ω) and σ 0 ∈ H 1 (Ω). Then there exists at least one minimizer (φ * , σ * , u * , τ * ) to problem (CP). Namely, φ * = S 1 (u * ), σ * = S 3 (u * ) satisfy
J (φ, σ, w, s).
Proof. As the cost functional J is bounded from below, we can find a minimizing sequence (u n , τ n ) n∈N with u n ∈ U ad , τ n ∈ (0, T ) and the corresponding weak solutions (φ n , µ n , σ n ) n∈N on the interval [0, T ] with φ n (0) = φ 0 and σ n (0) = σ 0 , for all n ∈ N, such that
In particular, u n ∈ U ad implies that u n is bounded in L ∞ (Q) for all n ∈ N. As {τ n } n∈N is a bounded sequence, there exists a convergent subsequence still denoted by {τ n } such that
Besides, arguing exactly as in [15, Section 4] , we can find a further subsequence, which is again indexed by n, such that
and, moreover,
which implies φ n → φ strongly in C 0 (Q). Then we see that
As a consequence, we are able to pass to the limit as n → ∞ in problem (1.1)-(1.5) (written for (φ n , µ n , σ n )), finding that (φ, µ, σ) = S(u). Namely, the pair ((φ, µ, σ), u) is admissible for the control problem (CP). Furthermore, by the dominating convergence theorem, for all p ∈ [1, ∞),
The convergence of other terms in J can be treated in similar manner. Hence, from the weak sequential lower semicontinuity property of J , it follows that (u * , τ * ) is indeed a minimizer of the control problem (CP).
The proof is complete.
Differentiability of the solution operator S with respect to u
First, we establish the Fréchet differentiability of the solution operator S with respect to the control u. For this purpose, we investigate the linearized state equation. For arbitrary, but fixed u * ∈ U R , let (φ * , µ * , σ * ) = S(u * ). We consider for any h ∈ L 2 (Q) the linearized system
3) 
The triple (ξ, η, ρ) fulfills (5.3)-(5.6) almost everywhere in the respective sets, except for (5.2) and the related boundary condition in (5.5) that are satisfied, for almost every t ∈ (0, T ), in the following sense
Moreover, there exists some constant K 3 > 0, which depends only on R and the data of the state system, such that
Then the control-to-state operator S is Fréchet differentiable in U R as a mapping from L 2 (Q) into the space
Moreover, for any u * ∈ U R , the Fréchet derivative
where (ξ h , η h , ρ h ) is the unique solution to the linearized system (5.2)-(5.6) associated with h.
The first order necessary optimality conditions
Define a reduced functional
Since the embedding of
) is continuous, from Proposition 5.2 it follows that the control-to-state mapping S is also Fréchet differentiable into C 0 ([0, T ]; L 2 (Ω)) with respect to u. From this we deduce that the reduced cost functional J is Fréchet differentiable in U R .
The first order necessary optimality conditions for the minimizer (u * , τ * ) of Theorem 5.1 also requires the Fréchet derivative of J (or equivalently, J ) with respect to τ . For this purpose, we need a further regularity result on the state problem (1.1)-(1.5), under a stronger assumption on the initial data (φ 0 , σ 0 ). 
Moreover, there exists a constant
Proof. We perform here formal a priori estimates which can be made rigorous by means of a standard approximation scheme. Testing the time derivative of (1.1) by φ t , summing it with the time derivative of (1.2) tested by µ t and then integrating in time over (0, T ), from (2.8), Hölder's inequality and Young's inequality we infer that
, Ω and T . Using now estimate (2.8) and Gronwall's lemma, we conclude that
, Ω and T .
Next, testing the time derivative of (1.1) by φ tt , summing it to the second time derivative of (1.2) tested by µ t and then integrating over (0, T ), from (2.8), Hölder's inequality and Young's inequality we infer that
, Ω and T . Using estimate (2.8), from Gronwall's lemma we deduce
where C is a constant depending on φ 0
, Ω and T . This concludes the proof of Proposition 5.3.
Taking advantage of the higher-order regularity result illustrated in Proposition 5.3 and using a similar argument like for [31, Theorem 2.6], we obtain Proposition 5.4. Assume that (P1), (F1), (U1) and (C1)-(C3) are satisfied. For any φ 0 ∈ H 2 N (Ω) ∩ H 6 (Ω), σ 0 ∈ H 1 (Ω) and u ∈ U ad , we denote the corresponding state variables by S(u) = (φ, µ, σ). Assume in addition that φ Q ∈ H 1 (0, T ; L 2 (Ω)). Then the reduced functional J (u, τ ) is Fréchet differentiable with respect to τ and it holds
Propositions 5.2 and 5.4 allow us to derive the following first order necessary optimality condition for problem (CP).
Theorem 5.2 (First order necessary optimality condition). Assume that
is solution to the control problem (CP) with associated state (φ * , µ * , σ * ) = S(u * ). Then, it holds
where (ξ, η, ρ) is the unique solution to the linearized problem (5.2)-(5.6) with h = u − u * . Besides, setting
Proof. Recalling that U ad is a closed and convex subset of L 2 (Q), we can conclude (5.10) from standard arguments (with no need to be repeated here). On the other hand, we have
Noting that in Theorem 5.1 we cannot exclude the trivial cases where τ * = 0 or τ * = T , then we arrive at the conclusion (5.11).
It is possible to eliminate the variables ξ and ρ from the inequality (5.10). Suppose that (u * , τ * ) ∈ U ad ×[0, T ] is solution to the control problem (CP) with associated state (φ * , µ * , σ * ) = S(u * ). By using the formal Lagrangian method (see e.g., [55] ), we introduce the following adjoint system (see [15] for a simplified case with β S = β T = α Q = 0):
14)
We call (p, q, r) a solution to the adjoint system (5.12)-(5.16) if and only if the triplet (p, q, r) satisfies the following conditions:
The equations (5.13)-(5.16) are satisfied almost everywhere in their respective domains, however, since the final value p(τ * ) only belongs to L 2 (Ω) (see (C2)), the regularity of p is quite low so that (5.12) and the related boundary condition in (5.15) have to be understood in the weak variational sense, namely
+ Ω P ′ (φ * (t))(σ * (t) − µ * (t)) (r(t) − p(t)) v dx = Ω β Q (φ * (t) − φ Q (t))v dx, for all v ∈ H 2 N (Ω) and almost every t ∈ (0, T ). Let us notice that the only difference between the adjoint system (5.12)-(5.16) and the one of [15] consists in the presence of a non-zero right hand side in equation (5.14) and a constant β S in (5.16) . Since this extra right-hand side is indeed an L 2 (Q)-function, we can repeat exactly the same argument used in [15, Theorem 4.2 ] to obtain the following existence and uniqueness result:
Proposition 5.5. Assume that (P1), (F1), (U1), (C1)-(C3) are satisfied, φ 0 ∈ H 2 N (Ω) ∩ H 3 (Ω), and σ 0 ∈ H 1 (Ω). Then the adjoint system (5.12)-(5.16) has a unique weak solution (p, q, r) on [0, T ] in the sense formulated above.
Finally, we are able to rewrite the first order necessary optimality condition (5.10) for the minimizer (u * , τ * ) using the adjoint states:
Corollary 5.1 (First order necessary optimality condition via adjoint states). Assume that the assumptions of Theorem 5.2 are satisfied. Let (u * , τ * ) ∈ U ad × [0, T ] denote a minimizer to the optimal control problem (CP) with corresponding state variables (φ * , µ * , σ * ) = S(u * ) and associated adjoint variables (p, q, r). Then, the variational inequality (5.10) can be written as (β u u * + r)(u − u * ) dx dt ≥ 0, ∀ u ∈ U ad , which allows the interpretation that the optimal control u * is indeed the L 2 (Q)-projection of −β −1 u r onto the set U ad (provided that β u > 0).
Appendix
Let m ∈ R be a given constant. We consider the following nonlocal elliptic boundary value problem    −∆φ + F ′ (φ) = m − |Ω| Lemma 6.1. Let assumption (F1) be satisfied.
(1) Suppose that ψ ∈ H 2 N (Ω) is a (strong) solution to problem (6.1). Then ψ is a critical point of the functional Υ(φ) in H 1 (Ω). Conversely, if ψ is a critical point of the functional Υ(φ) in H 1 (Ω), then ψ ∈ H 2 N (Ω) and it is a strong solution to problem (6.1). (2) The functional Υ(φ) has at least one minimizer ψ ∈ H 1 (Ω) such that Υ(ψ) = inf φ∈H 1 (Ω) Υ(φ).
(6.3) Remark 6.1. By the elliptic regularity theory and a bootstrap argument, the minimizer ψ is indeed a classical solution such that ψ ∈ C ∞ (Ω), provided that the boundary ∂Ω is smooth.
Associated with problem (6.1), the following Łojasiewicz-Simon type inequality has been proven in [60 Now we are in a position to prove the Łojasiewicz-Simon type inequality (3.38) stated in Lemma 3.1, which plays a crucial role in the study of long-time behavior of problem (1.1)-(1.5).
Proof of Lemma 3.1. In Lemma 6.2, we take m = m ∞ (see (3.35) ) and ψ = φ ∞ . Then it follows from (3.3)-(3.5) and (3.35) that φ ∞ satisfies the reduced elliptic problem (6.1). Hence, according to Lemma 6.1, we see that it is a critical point of Υ(φ) (cf. (6.2) with m = m ∞ ). As a consequence, Lemma 6.2 applies with constants θ ∈ (0, 1 2 ), β > 0 depending on φ ∞ , m ∞ and Ω. On the other hand, for any φ ∈ H 2 N (Ω) we set
and then using integration by parts, we get
From the Łojasiewicz-Simon inequality (6.4) (applying to ψ = φ ∞ ), Poincaré's inequality and (3.37), we deduce that By the Sobolev embedding H 2 (Ω) ֒→ C(Ω) (n = 2, 3), the continuity as well as the strictly positivity of P (s), then it holds
where the constant C > 0 depends on Ω, φ H 2 (Ω) and P . On the other hand, on account of (1.6), (3.37), (6.2) and Poincaré's inequality, since θ ∈ (0, Finally, since Υ(φ ∞ ) = E(φ ∞ , σ ∞ ) (recalling that σ ∞ is a constant satisfying (3.37)), we deduce from inequalities (6.5) and (6.6) that
The proof of Lemma 3.1 is complete.
