Transmission of multi-view video content is not practical in most mobile environments due to the limited bandwidth and processing power of mobile devices. To support such environments, one can limit the number of views that are being transmitted, known as Scalable Multi-view Video Coding (SMVC). In this paper, we propose a new view selection method for view scalability in multi-view video coding in mobile environments, which uses inter and intraview dissimilarities to determine the most suitable views for the base layer corresponding to the prediction structure and user selected limited number of views. By selecting more correlated views for the base layer, the proposed method provides an improved performance, as confirmed by simulation results, even when all the enhancement layers are dropped due to network limitations.
INTRODUCTION
In recent years, multi-view video coding has gained popularity in a variety of applications such as immersive teleconference, 3DTV, and free view point video. 3D Video is a key application for next-generation mobile devices [1] . Multi-view video coding (MVC) has been developed as an extension of the H.264 standard [2] to support 3D video and to improve compression and quality. However, even with this improvement, 3D video is currently beyond the capabilities of most mobile devices and environments.
View scalability, which reduces the number of views that are being transmitted, is a viable alternative to address this concern [3] . The views that are being selected for the base layer have a significant impact on the coding performance. Furthermore, in a mobile environment, it is likely that the enhancement layers are discarded altogether. In that case, because of the inherent inter-view dependencies of an MVC bitstream, nothing can be decoded at the receiver. In this paper, we propose a new base layer view selection scheme for scalable MVC which addresses the above concerns. In our technique, we restrict the prediction structure of base layer views, such that they are encoded, and consequently decoded, independent of views in the enhancement layers. In order to minimize performance degradation, these views should be selected such that they are more correlated to each other and have less correlation to remaining views. Our method uses the correlation among different views, and also among frames within a view as a metric to choose best candidate views for the base layer. Experimental results indicate that adjacent views are not necessarily the most correlated ones, and that our proposed method indeed leads to a higher efficiency in terms of compression rate and overhead.
The rest of this paper is organized as follows. Related multi-view and scalable multi-view coding methods are reviewed in the next section. The proposed method is presented in section 3. Simulation results are provided in section 4, followed by concluding remarks in section 5.
RELATED WORK
While 3D video has become the subject of extensive research recently, mobile 3D video is still understudied. Nokia's Mobile MVC Prototype is a rare example of mobile 3D video, where MVC has been used to encode, transmit, and display 3D video on Nokia's N800 Internet Tablet [4] , although it is not scalable in the sense that all views are sent to the receiver irrespective of whether or not the receiver can handle them. To be scalable and to allow access to selected views with minimum decoding effort, MVC should support a scalable bitstream structure, where view scalability is defined as a functionality that enables the decoder to decide the number of views to be decoded based on its processing overhead [3] .
The current MVC coding prediction structure is shown in Figure 1 . First V0 is encoded using single view video coding. Its prediction is limited to reference pictures in temporal domain. Next, V2 is encoded using the reconstructed frames of V1 as an additional reference. Similarly, V1 is encoded using reconstructed frames of V0 and V2 in addition to temporal references. Considering the inter-view dependencies in this scheme, it is clear that all views must be received at an end point in order to decode the video correctly. For view scalability; however, the goal is to reduce the number of views sent to some of the resource-constrained receivers. The general approach to achieve this goal is to select some views as base and the remaining views as enhancement layers. Depending on the capability of the mobile receiver, the base view (as a minimum) and one or more enhancement views might be transmitted to the receiver. Since the base layer might still have dependencies on the enhancement layers, as described above, several synthesis methods have been proposed in the literature to regenerate lost or untransmitted enhancement layers at the decoder side. These methods, some of which are described next, would then allow the base view to be decoded without the aid of the enhancement layers.
In [3] the view-dependent geometry is encoded and transmitted in order to synthesize the required view at the decoder. In [5] an auxiliary bitstream is sent, in addition to the main bitstream that provides the information necessary for implementing view scalability. [6] and [7] have tried to encode the extra information more efficiently. They have proposed to combine scalability in the view and depth domain. In this approach in addition to view scalability, another form of scalability such as spatial scalability is also applied on depth information.
To summarize, when the available bandwidth forces the encoder to drop enhancement layers or limit the number of views in the base layer, most existing methods synthesize the missing views at the decoder using side information. This approach requires extra bandwidth, and processing power, which is not available in most mobile applications. In this paper, this concern has been addressed by more efficiently selecting the base layer views, and eliminating the need for synthesis by de-correlating the base and enhancement layers.
Fig 1.
The current multi-view video coding prediction structure
As will be described in section 3, the contribution of our work is that unlike existing methods, in our method if the enhancement layer is lost or dropped completely, no synthesis method is required at the receiver in order to regenerate enhancement layers views.
PROPOSED METHOD
In this paper, a new scalable multi-view video configuration has been proposed. In this new configuration, the base layer is encoded with a restricted prediction structure to decorrelate base and enhancement layer views as much as possible. In order to minimize the subsequent performance degradation, the most correlated views are being selected for the base layer.
In the first step, we extract a dissimilarity graph as depicted in Figure 2 . Each node in the graph shows a frame and a weight is calculated for each edge of the graph illustrating the dissimilarity between two adjacent frames corresponding to the end nodes of this edge. In this graph, horizontal edges show the intra-view dissimilarity of frames within a specific view, and vertical edges show the interview dissimilarity of corresponding frames of two different views.
Fig 2. Dissimilarity Graph of Video Frames
For simplicity and without lack of generality, the similarity between frames in our method is measured by the correlation of their histograms. Let , , , , , and , , , , , be the single dimensional histograms of the RGB components of frames and respectively. The similarity of the two images can be defined as follows:
, .
where , , are weights assigned to RGB components in the histogram, 1 and is the correlation of two single dimensional histograms. The dissimilarity of two frames (the weights of the graph in Figure 2 ) can be calculated as shown in the following equation:
In this equation, the dissimilarity measure is inversely proportional to the similarity measure, and is equal to zero for two identical frames.
The extracted inter-view weights of this graph for the "Exit" test sequence are summarized in Table 1 . As indicated by these results, the most correlated views (with minimum dissimilarity) are not necessarily the adjacent views. In order to find the most correlated views, first the total number of views is selected according to our bandwidth limitation. Let us assume that we want to send four views in our base layer. Hence, our base layer prediction structure should be restricted as shown in Figure 3 .
In MVC the first view should be predicted temporally, so the view with minimum intra-view dissimilarity should be selected as in our restricted prediction structure. According to Figure 3 , for better prediction of , it should be highly correlated to . Hence among all the remaining views, the view with minimum dissimilarity to is selected as . As well, the view with highest correlation to and is selected as and the view with minimum inter-view dissimilarity to is selected as . With this scheme, the base layer can be decoded independent of enhancement layers and with relatively high quality. On the other hand, for enhancement layers we use the conventional prediction structure of Figure 1 to encode all views. In our method, unlike the existing ones [3] [5], in critical situations where the enhancement layer is dropped completely, no synthesis method is required at the receiver in order to regenerate enhancement layer views to solve the inter-view dependencies problem for decoding base layer. Hence, there is no need for side information, such as depth information or view geometry that is typically required by synthesis methods. Another advantage of the proposed algorithm is that it can support free viewpoint as one of the main requirements of multi-view video coding. By knowing the user selected view direction of each terminal, the proposed method can determine the corresponding minimum number of proper views that meet the bandwidth constraints.
SIMULATION RESULT
The proposed method has been evaluated using three standard multi-view test sequences from [8] and [9] . Table 2 summarizes the properties of these sequences. Results have been obtained using the JMVC reference software version 8.2.
The implemented evaluation procedure is as follows. We have extracted the dissimilarity graph of eight views for each sequence. Table 1 and 3 show the average inter and intra-view dissimilarities for the "Exit" sequence. For this sequence, we chose view 0 as first view in our restricted prediction structure since it has the minimum mean intraview dissimilarity among eight views according to Table 3 . As we can see in Table 1 , among the remaining views of this sequence, view 6 has the minimum dissimilarity to view 0. Hence, it should be selected as in our restricted prediction structure of Figure 3 . View 1 has the highest correlation to 6, hence it is considered as , and view 3 with minimum dissimilarity to view 6 is chosen as .
To evaluate the performance of our view selection algorithm, we compare the overall quality of our selected views with the case where four adjacent views are selected as the base layer. We also tested our method for different number of total views and compared the results with the same case of adjacent views. The extracted PSNR and bitrate in our algorithm and for different number of selected views for "Exit" sequence are shown in Table 4 . As we can see in most cases our selected views have better quality with lower bitrate. It should be noted that in these three standard sequences, the cameras are too close to each other and hence all views are highly correlated. Clearly, for sequences with larger camera spacing the proposed method will have a more significant improvement since in these cases the adjacent views are far less correlated.
All evaluations have been performed using four QP values (15, 20, 25 and 30). For each test the quality has been measured with Bjontegaard average BD-PSNRs and BDBitrates for each sequence [10] . The coding gain over adjacent views for each sequence is summarized in Table 5 .
CONCLUSION
This paper proposes a new view selection method based on inter-view dependency for view scalability in multi-view video coding in mobile environments. The method alleviates restriction of mobile environments, such as low computing power and low bandwidth, by eliminating the need for synthesis at the receiver and by de-correlating base and enhancement layers. It finds the solution by extracting inter and intra-view dissimilarity of frames; then, based on it and a prediction structure, the best views are allocated to base layer. Performance evaluations demonstrate that the proposed method achieves better compression rate compared to conventional methods with much less overhead.
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