In some individuals, cardiovascular disease (CVD) is a congenital defect. However, factors such as stress, caffeine, alcohol, tobacco, and certain medications are the prevailing causes of CVDs. These factors are considered by studies such as the Framingham Heart Study, which is a reference point today to determine cardiovascular risk as a preventive measure. However, this study was conducted on US-based individuals, whose genetics, customs and lifestyle are different from the Latin American population. Due to the above, in our research we'll use the PhysioBC database, which contains 114 registries of inhabitants of Mexicali, Baja California. Each registry has its own fact sheet, electrocardiogram (ECG) record, and doctor's diagnosis, with ages ranging from 18 to 68 years. To process data, we employed data mining techniques for extraction and preprocessing (cleaning). To analyze and interpret data, we used the Waikato Environment for Knowledge Analysis (WEKA), and the classification algorithms Naive Bayes, Multilayer Perceptron, and J48. While testing these algorithms, we obtained the best results with the Naive Bayes classifier.
Introduction
Any abnormality or irregularity in the natural heart rhythm can be defined as arrhythmia, and there are several factors that can cause it. Arrhythmias can be found in individuals with cardiovascular diseases (CVD), which are one of the leading causes of death in the entire world, representing about 30% of total deaths from heart disease [1] . CVDs are a global problem. Estimates suggest that in 2020, CVD deaths will increase from 15% to 20%, and by 2030, approximately 23.6 million people will die due to heart attacks and strokes [2] . In Western countries, CVDs are the leading cause of death and an important source of disability, which, cost-wise, means a huge burden for the healthcare sector [3, 4] . To speed up the response of the health sector to CVD, the WHO Global Strategy as well as the Pan American Health Organization (PAHO) Regional Strategy, establish that health systems should focus on promotion and primary health care by increasing prevention and improving medical care [5] .
In the literature review we found that risk factors for ECVs are widely identified as: age, diabetes, smoking (treated and untreated), systolic blood pressure, total cholesterol, HDL cholesterol, and Body Mass Index (BMI) [6] [7] [8] [9] [10] . There are several studies that can determine the risk of CVD, such as the Framingham Heart Study, whose factors are mentioned above; however, this analysis is based on the US population, with a CVD risk and prevalence different than ours [6] , as well as a different lifestyle, socioeconomic status and genetics. Although the Framingham Study is one of the most widely used ones to determine risk factors for cardiovascular diseases, there are several studies that analyze the applicability of this model for a different population than the American. [6, 10] . The study of genetic variation compares the data obtained through genome sequencing of different individuals, which allows finding genes linked to certain diseases. In this sense, [11] highlights that caution must be taken when applying genetic CVD risk prediction models based on Single Nucleotide Polymorphism (SNP) that do not belong to the group of ancestors from which it derived. Due to the aforementioned, our work analyzed the CVD risk factors of the Baja California population. For this, we used the open-access PhysioBC database [12] , which has the registry of 114 individuals, men and women aged between 18 and 68. This database contains ECG records, fact sheets, and diagnosis by a specialist doctor.
Having a CVD affects the quality of life of the individual, and it has both social and economic repercussions. CVDs are considered costly diseases, and the government of Mexico allocates a part of its budget to the Fund for Protection against Catastrophic Health Expenditure (FPGC) in response to the expenses related to this type of disease [13] . In Mexico, the population pyramid determines that 75% of the adults have less than 55 years old, and despite the fact that prevalence of cardiovascular risk factor is higher after 40, a large amount of the carriers of these risk factors are located in an economically active population [2] . In the same manner, these data can be observed in the population pyramid of Baja California, as shown in figure 1, data obtained from the National Population Council (CONAPO), projections of population for 2010-2050 [14] . At present, there are vast databases that allow us to analyze the trend of the population in regards to public health, in order to find out their current situation and implement strategies to prevent diseases. There are several techniques for processing large amounts of data, among them is Knowledge Discovery in Databases (KDD), a pro-cess that allows us to identify valid, novel, potentially useful and easy-to-understand patterns. The process begins with the understanding of the field of study and establishment of specific goals, followed by selection and integration of data from different sources. Due to this, there may be a need to clean up information noise, missing data and other forms of inconsistencies. Once data reprocessing is done, the next step is data mining, in which algorithms are used to find patterns or relationships between databases. The last step of this process consists in interpretation of the obtained information, where knowledge is finally acquired, which allows decision-making analyses [15] . This process can be observed in figure 2. In our study, we used data mining techniques and the open-source software Waikato Environment for Knowledge Analysis (WEKA), written in Java, and developed at the University of Waikato, in New Zealand. WEKA is a collection of machine learning algorithms that contains tools for data preparation, classification, regression, clustering, data mining, association rules mining, and visualization rules [16] . There are several researches that use WEKA for classification, highlighting the use of the Naive Bayes, Multilayer Perceptron and J48 Algorithm for its high efficiency for observing results [17] [18] [19] [20] [21] [22] .
Related Research
In their research, [20] used the J48 Classifier Algorithm of the WEKA platform to predict cancer recurrence. The authors worked with a database of patients that underwent treatment for breast cancer provided by the UCI Machine Learning Repository. The dataset consists of 286 instances and 9 attributes, such as the patient's age at time of diagnosis, menopause, tumor size, inv-nodes (number of lymph glands that contain metastatic breast cancer), node caps, degree of malignancy, breast (whether left or right is diagnosed with tumor), breast quadrants, and irradiation. The dataset was in an ARFF file format. The selected algorithm was the J48, which analyzes data through decision trees. The study was conducted for experimental purposes, and a decision tree was generated by taking the degree of malignancy as root node, so after interpreting results of the experiment, the authors concluded that patients with a specific value range of this attribute have higher chances of recurrent cancer.
On the other hand, [21] proposed an improved J48 Classification Algorithm to predict risk factors of diabetes. By using an interface between WEKA and MATLAB, they introduced an improved J48 Algorithm. The authors compared the Naive Bayes Classifier Algorithm, the multilayer perceptron (MLP), and the improved J48 Algorithm for the analysis of the same database; and came to the conclusion that the J48 Algorithm performed better at classification, with an accuracy rate of up to 99.87%. The Pima Indians Diabetes Data Set was used for experimental purpose.
For their part, [22] used several classifiers, such as the J48, Decision Tree, Random Trees, Random Forests, and Naive Bayes to analyze the relationship between people with diabetes and the risk of having a heart disease or not. In their experiments, they found that the J48 Algorithm showed the highest accuracy (95%) in comparison to the other classifiers, and that the Naive Bayes Algorithm spent less time in classification (0,00 seconds).
Below we present the results obtained in the application of the Naive Bayes, Multilayer Perceptron and J48 algorithms as an approach for the prediction of CVDs from risk factors obtained from the PhysioBC database.
Techniques and Tools Used
In the current work, we conducted experiments by using the PhysioBC database, which contains 114 ECG reports and 91 fact sheets of different patients. From these fact sheets, we generated a database with 89 instances (removing those that had missing, null or insufficient values) and 17 attributes, such as: patient, age, sex, 10-year and 30-year Framingham Risk Score, Body Mass Index (BMI), systolic blood pressure, diastolic blood pressure, smoking, drinking, exercise, diabetes, Arterial Hypertension (AH), CVD diagnosis, treatment, respiratory rate, and heart rate. Of the 89 patients, 50 were women and 39 men, aged between 18 and 68 years. The patients were volunteers from the health sector and the textile manufacturing sector in the municipality of Mexicali, Baja California. In order to analyze the risk factors of suffering a CVD the database was prepared in a comma-separated values (.csv), making use of the different extensions and formats supported by WEKA, including .arff, .data, .names, .data, and .csv, among others. Figure 3 illustrates WEKA's Graphical User Interface (GUI), which was used along with the Explorer application shown in the interface menu.
The WEKA platform has several classification algorithms which we work with: Naive Bayes, which is one of the most widely used classifiers for its simplicity and speed. It is a supervised classification and prediction technique, building models that predict the probability of possible outcomes.
Multilayer Perceptron (MLP), which is a neural network connecting multiple layers in a directed graph, the signal path through the nodes only goes one way. Each node, apart from the input nodes, has a nonlinear activation function. An MLP uses backpropagation as a supervised learning technique, is widely used in research into computational neuroscience and parallel distributed processing.
Algorithm J48, is a version of C4.5 and builds decision trees from a set of training data using the concept of information entropy. At each tree node, choose the attribute that most effectively divides the set of samples into subsets. Its criteria is the normalized for information gain (obtained from the entropy difference) that results in the choice of an attribute to divide the data. The attribute with the highest information gain is chosen as the main node from which the branches are derived. Figure 4 shows the GUI of WEKA at the moment of opening the database, in which appears the list of attributes and a graphic representation of the distribution of patients according to the selected attribute, in this case the graph of the attribute "age" is observed.
Naive Bayes Classifier
In this case, we used WEKA's 'Use training set' option, and obtained 86 instances classified correctly, which represents a 96.62%, where 4 instances were classified as 'Yes CVD' and 82 as 'No CVD', as observed in the main diagonal of the confusion matrix, shown in figure 5 . The Kappa coefficient was 0.7095 which indicates a considerable degree of agreement according to the Landis and Koch scale [23] .
To visualize the results in a graphical format, we right-click on the Results list and select the option 'Visualize Classifier Error' in the panel. Figure 6 shows the graph obtained, where it can be seen that points in the upper right corner represent instances that had 'No CVD' and were classified correctly. In the same way, those that had 'Yes CVD' and were classified correctly can be observed in the lower left corner. In this part, we can visualize the attributes of each instance individually by selecting the point in the graph, which makes easier to analyze instances that were not classified correctly. Figure 7 portrays an example of the attributes of an instance that had 'Yes' on CVD diagnosis and was not classified correctly, which are the 2 cases observed in the upper left corner of the graph. Attributes of an instance that had cardiovascular diagnosis (Yes) and was not classified correctly.
Multilayer Perceptron
In this case we also used the use training set option and obtained 88 instances correctly classified which represents 98.87%, of which 5 instances were classified as Yes CVD and 83 as No CVD as observed in the main diagonal of the confusion matrix, see figure 8 . The Kappa coefficient in this case was 0.9032 which indicates a total or almost perfect concordance according to the Landis and Koch scale [23] . To visualize the results in a graphical form, we right-click on the results list and select the option "Visualize the errors" in the panel. Figure 9 shows the graph obtained, in this case only one instance was not classified correctly, as observed in the upper left corner of the graph.
J48 Algorithm
In this case we also used the ´use training set´ option and obtained 83 instances classified correctly, which represents 93.25%, of which 0 instances were classified as ´Yes CVD´ and 83 as ´No CVD´, as observed in the main diagonal of the confusion matrix in figure 10 . Here, the Kappa coefficient was 0.0 which indicates a poor concordance according to the Landis and Koch scale [23] .
To visualize the results in a graphical format, we followed the same procedure as in other cases. Figure 11 illustrates the graph obtained. In this experiment, only those instances that had 'No CVD' were classified correctly, while the algorithm failed to classify instances that had 'Yes CVD'. The J48 algorithm is a decision tree classifier, and there is an option to visualize results as a tree; however, in this case, a clear tree was not obtained to determine whether a patient had a CVD or not. 
Conclusions
In this work, the Naive Bayes, Multilayer Perceptron and J48 classifiers were used as tools to determine the levels of accuracy in classification and prediction that a patient has a CVD by studying the presence or absence of widely identified risk factors, such as obesity (through BMI), diabetes, HA, smoking, alcoholism, among others. In the results obtained with each of these classifiers we found that the Multilayer Perceptron had better results, with 98.87% of the instances classified correctly, a Kappa coefficient of 0.9032, showing a complete or almost perfect concordance and a response time of 0.0 seconds. On the other hand, the results from the J48 classifier we obtained 93.25% of instances classified correctly, but only from those patients who did not present CVD; additionally, the Kappa coefficient was 0.0, which indicates a poor concordance. After these results, we came to the conclusion that for the J48 algorithm requires more instances that have CVD in order to make predictions correctly, since this data set only had 6 instances with diagnosed CVD. In the analysis of data to predict the risk factor of suffering or not a high risk disease such as CVDs there is still much to do, it is convenient to work on the creation of large databases that can identify the important aspects of a given population, in addition to making them available for use in research this would allow the development of accessible systems that support prevention plans in diseases such as Cancer, Diabetes and Cardiovascular Diseases.
