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Abstract
In this thesis, properties and results on the continuous-time Markov chain approximation
for multivariate diusions and Levy processes are presented and applied to the problem
of derivative pricing. Numerical methods are formulated in order to approximate a spe-
cic stochastic process by a corresponding continuous-time Markov chain. We produce
desired convergence results for such approximation schemes. A great emphasis is given
to the approximation of correlated multidimensional processes and to the construction of
the associated correlated continuous-time Markov chain. In fact, the correlation among
continuous-time Markov chains is the theme of this dissertation. We show how to build
a multi-dimensional continuous-time Markov chain that closely follow the dynamics of
a multivariate diusion. We apply this result to compute the price of European op-
tions where the underlying process dynamics is given by the Heston's stochastic volatil-
ity model. Furthermore, we introduce a method to create high-dimensional correlated
continuous-time Markov chains that approximate specied stochastic processes. We ap-
ply this methodology to model the point-in-time credit rating dynamics and also to price
standardized Index collateralized debt obligations and more generally credit derivatives
portfolios.

Notation
Probability and Markov processes
E Expectation
P (A) Probability of event A
(s) Characteristic function computed at s
pt(x; y) Density of the random variable at time t, starting at x computed at y
pX Transition density of the random variable X
Ft(x; y) Cumulative distribution function at time t, starting at x computed at y
p(Xt = zjx) or Ex[1fzg] Density of the random variable X computed at t in z.
conditional on the random variable Xt being x at time t = 0
 Distributed as
(x) Drift function
(x) Volatility function
Wt Standard Wiener process
t time step in discretization
s; t; u three time instants, 0  s  t  u.
0 = t0; ti; : : : ; ti; : : : A sequence of equally spaced time instants, ti   ti 1 = t.
(x) Dirac delta function centered in x

 Sigma algebra sets
X(n) Markov Chain with n states
H Discrete state space
E;S;SX State space of X
Functional Analysis and Operators
A;L Innitesimal generator
A(n);Ah or A;L Approximated Innitesimal generator with n states, equivalent to a matrix
D(A); D(A) Domain of the operator A
D(A) Core of the operator A
Tt or T (t) Operator
Function spaces
B;X; Y Banach space
X 0 dual space of X
C(A) continuous functions on a metric space A
Cb(A) bounded continuous functions
C0(A) continuous functions with compact support
B(A) bounded measurable functions
M(A) real valued maps on A
C1(Rn) continuous functions on Rn vanishing at innity
Ck(
) k times continuously dierentiable functions on 

C1(
) arbitrarily often dierentiable functions on 

C10 (
) testfunctions on 

S(Rn) Schwartz space of rapidly decreasing testfunctions

Chapter 1
Introduction
This thesis presents properties and results on the continuous-time Markov chain approx-
imation for multivariate diusions and Levy processes and their application to derivative
pricing. We mainly investigate the problem of approximating the dynamics of corre-
lated processes, that is the dominant theme throughout this dissertation, by means of a
discretization scheme based on continuous-time Markov chains.
We start by providing a general characterization of Markov processes from the standpoint
of the generators of their corresponding semigroups. This supports the formulation of the
generator parametric local approximation. We then prove the weak convergence of the ap-
proximated generator and study its convergence rate, similarly to Albanese and Mijatovic
[2006b]. While in the existing literature there are several examples of stochastic processes
approximation schemes based on Markov chains, for single dimensional diusive or Levy
processes, see, among others, Mijatovic and Pistorious [2009], Albanese and Mijatovic
[2006b], or uncorrelated processes, see Albanese et al. [2009], it is not straightforward to
extend this specic discretization scheme to multiple-dimensions.
Lo [2009] proposes a discretization scheme for diusion processes in Rd based on a
continuous-time Markov chain approximation, but he wasn't able to provide in his anal-
ysis a precise structure of this large generator matrix. Furthermore in Lo [2009] the
correlation is not modeled via a scheme extended to the cross space but by projecting
the information of the correlated diusions on the orthogonal dimensions. This can be
obtained via the Cholesky decomposition of the covariance matrix. In this way Lo [2009],
by restricting the generator of the Markov chain to be a tridiagonal matrix, is able to use
the same discretization scheme as the one in single dimension, see Albanese and Mijatovic
[2006b]. Lo [2009] presents a condition for the convergence of diusion approximation to
general multidimensional diusions, that is the theorem 4.1 pag. 354 of Ethier and Kurtz
[1985]. On the contrary, in this thesis, we solve the problem of nding a scheme that ap-
proximate the dynamics of correlated diusions through corresponding parametric multi-
dimensional correlated Markov chains. We also solve the problem of exponentiating large
multidimensional generator matrices through the fast exponentiation of matrices based
on the Krylov subspace approximation. In this dissertation we also investigate a more
general way to induce correlation among stochastic process approximated with parametric
continuous-time Markov chains. We do so by dening a local joint distribution between
two transition kernels belonging to two distinct Markov chains. We apply our framework
to the problem of modeling point-in-time rating migration matrices, and this represents
a new approach with respect to the existing market practice Fligewski et al. [2006]. We
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investigate also the problem of calibrating our parametric rating migration model to a
term structure of market observed rating migration matrices. At this purpose, we dene
a spectral distance between two matrices that is very important and useful in the context
of tting a parametric generator matrix given an observed Markov chain. Finally we
apply the method of correlated continuous-time Markov chain to model the dynamics of
a credit derivative portfolio. The use of Markov chain in the context of CDO pricing is
not new. Bielecki et al. [2009] is a comprehensive survey of various methods and results
regarding application of the theory of continuous time Markov chains (CTMC) to the val-
uation of credit derivatives. A CDO pricing model based on Markov chains is presented
in Digraziano and Rogers [2005].
The thesis is organized as follows. Chapter 1 presents some theoretical background on
basic properties of stochastic processes and Markov processes. In this chapter we also
discuss basic facts on Levy processes. In Chapter 2 we present a new method for the
approximation of multivariate correlated diusions by their corresponding continuous-
time Markov chain. The material in this chapter is based on Dalessandro [2010a]. We
examine the construction of the discrete approximation and its convergence properties and
provide explicit calculation for correlated Markov chains using tensor algebra. Examples
of interest in statistics and nancial derivative pricing are included along with results on
the fast exponentiation of matrices.
Chapter 3 presents a credit migration model that aims to consistently capture the point-
in-time dynamics of the credit worthiness of debt issuers and their obligations, and a cal-
ibration routine that permits the model to eectively t historical ratings data. The con-
ditional rating dynamics is modeled though two joint correlated continuous-time Markov
chain that approximate the a market factor and the credit quality process respectively.
The material in this chapter is based on Dalessandro [2010b].
The approach proposed in this Chapter is to view the rating migration matrices as the op-
erator semigroup associated to an approximated parametric innitesimal generators. Our
credit model accounts not only for default risk dynamics but also for the entire transition
among states of the rating migration matrix. This modeling feature is fundamental for
an ecient risk management of credit derivatives and credit risk portfolios conditionally
on a state of the economy or specic macro factors. We t our model to the historical av-
erage rating migration matrices published by Moody's Investors Service, focusing on the
banking sector over the period 1920-2005. Our results show that the model can identify
the through-the-cycle transition across rating scales and that the point-in-time migration
probabilities are only generated by stressed economic conditions and can only be justi-
ed by the inuence of macro factors on the through-the-cycle unconditional probability
values. The great level of modeling details and the accuracy of the produced results is
an improvement over those of other available models.
We continue the investigation on correlated continuous-time Markov chain in Chapter 4.
The material in this chapter is based on Dalessandro [2010c]. In this Chapter we present
a framework to model correlated default events that can be used to price and hedge
standard and exotic credit baskets whose values depend on the realized losses of a default
portfolio. The model consists of parametric continuous time Markov chain and aims to
accurately capture the point-in-time dynamics of the credit worthiness of debt issuers, the
single name dynamics, and the dynamics of the correlation among the names underlying
the credit portfolio. Key features of the model are the implied credit rating and the local
correlation as a function of the implied rating and time. We illustrate through an example
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how to price and hedge with this model standard CDO index tranches. This method is
computationally fast and parsimonious because uses just one matrix. The framework is
simple and at the same time very rich in information and this can easily accommodate
for the evaluation of MBSs, CMOs and CDO of ABS tranches.
1.1 Motivation and Dissertation objectives and contribu-
tions
The theory and proposed nancial modeling approaches which is presented in the follow-
ing pages conceivably comes from the blend of methods belonging to functional analysis,
probability theory, optimization and linear algebra and constitutes a new way to ap-
proach the analysis and pricing of nancial derivatives, specically when dealing with
derivatives where the underlying stochastic processes are correlated. My contributions
can be summarized as it follows:
 General characterization of Markov processes from the standpoint of the generators
of their corresponding semigroups. This supports the formulation of the generator
local approximation. I prove the weak convergence of the approximated generator
and I study its convergence rate.
 I propose a new discretization scheme for correlated diusions based on continuous-
time Markov chains and tensor algebra.
 I solve the problem of exponentiating large multidimensional generator matrices
through the fast exponentiation of matrices based on the Krylov subspace approx-
imation.
 I propose a new approach to model correlated continuous-time Markov chains and
apply this framework to the problem of modeling point-in-time rating migration
matrices.
 I dene a spectral distance between two matrices that is very important and useful
in the context of tting a parametric generator matrix given an observed Markov
chain. This is the case of tting a term structure of rating migration matrices with
a parametric continuous-time Markov chain that approximate over a discrete set of
states the dynamics of a specic stochastic process for the credit quality.
 A new dynamic model for portfolio credit derivative pricing based on correlated
continuous-time Markov chains.
Furthermore I develop all the computational routines to make this theory applicable to
real problems. All the chapters are self contained and I will point to the relevant literature
and references where necessary.
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Chapter 2
Correlated Continuous Time
Markov Chains
This Chapter presents a new method to construct an approximating continuous time
Markov chain that closely follows the dynamics of the given multivariate correlated
Markov model. The main motivation for investigating this topic is the apparent absence
in the literature of a reference that reports a clear and explicit way how to build correlated
continuous time Markov chains that approximate a multivariate diusion. Therefore the
need for an eective representation method that can be exploited in nancial modeling
and statistical applications.
Our investigation and ndings mainly rely on the following ideas. The rst idea is that
certain multidimensional parabolic boundary problems can be solved by solving a few one
dimensional problems - it is the basis of the classical method of separation of variables
of mathematical physics. In the case of partial dierence equations, this idea leads to
tensor product analysis of the matrices involved as reported in Lynch et al. [1963]. The
second idea is that innitesimal generators of diusions can be approximated as contin-
uous time Markov chains that have a matrix representation, see Albanese and Mijatovic
[2006a], and use such generator matrices to dene the dynamics in every dimension of a
multidimensional stochastic problem. Furthermore, the third idea is that tensor algebra
can eectively describe the multivariate boundary value problem when dimensions are
orthogonal and also when spaces are coupled with the presence of cross derivative terms
- correlated diusions.
On the basis of our ideas we formulate a methodology and accomplish the following: (i)
exact representation of the dierential operator for a diusion as a matrix - continuous
time Markov chain (CTMC) and exact associated solution, (ii) explicit exact solutions
of problems consisting of separable partial dierence equations and boundary conditions
are obtained using tensor algebra, (iii) exact representation of correlated variables using
tensor algebra, (iv) a stable algorithm is devised with which these exact solutions can be
easily and quickly computed.
An important result in this proposed model is that the fast computation of the solution
is guaranteed by an eective dimension reduction of the formulated large-scale numerical
problem.
The methodology proposed in this Chapter can be seen as an alternative to Alternat-
ing Direction Implicit (ADI) schemes for the numerical solution of initial-boundary value
problems for convection-diusion equations with cross derivative terms, see Mitchell and Griths
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[1980].
The Chapter is organized as follows. Section 1 sets out the model and assumptions. In
section 2, we describe how to approximate a diusion by its corresponding continuous
time Markov chain. The important concept of weak convergence of the approximated
diusion is discussed in section 3. Section 4 reports the main result of the Chapter, that
is the CTMC approximation of correlated diusions and the fast exponentiation of large
matrices through the Krylov subspace approximation. In section 5 we apply our method
to concrete cases and provide examples and numerical results.
2.1 Setup and Assumptions
The aim of this Chapter is to describe a method to construct an approximating continu-
ous time Markov chain that closely follows the dynamic of multi-dimensional correlated
diusion processes. In this section we introduce multivariate diusive stochastic dier-
ential equation (SDE) and give background on diusions and introduce all the necessary
assumptions for the uniqueness and existence of the SDE solution to exist. In order to
x ideas, let us consider a d-dimensional Markov process X = f
;F ; (Ft)t0;Pg, and
assume that X has continuous path. Consider the following SDE for a multivariate
time-homogeneous diusion
dXt = (Xt)dt+(Xt)dWt (2.1)
where Xt and (Xt) are d 1 vectors,  is a d d matrix, which need not be symmetric
andWt is an d1 vector of independent Brownian motions. Arbitrary correlation between
the shocks to the dierent equations can be modeled through the inclusions of o-diagonal
terms in the  matrix. In time-inhomogeneous diusions, the coecients are allowed to
depend on time directly, as in (t;Xt) and (t;Xt), beyond their dependence on time via
the state vector. The time-inhomogeneous case can be reduced to the time-homogenous
case by treating time as an additional state variable and so it suces to return to the
model specied in (2.1).
We denote by SX , a subset of Rd, the domain of the diusion X, assumed, for simplicity,
to be of the following form.
Assumption 2.1 SX is a product of d intervals with limits xi and xi, where possibly
xi =  1 and/or xi =1, in which case, the intervals are open at innite limits.
We consider the variance-covariance matrix of the process
(x)  (x)T (x) (2.2)
and assume that this matrix satisfy the following regularity condition:
Assumption 2.2 The matrix (x) is positive denite for all x in the interior of SX .
Further assumptions are required to ensure the existence and uniqueness of a solution to
(2.1) and to make the computation of the solution possible. We will assume the following.
Assumption 2.3 (x) and (x) are innitely dierentiable in x on SX .
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Assumption (2.3) ensures the uniqueness of the solution to (2.1). Indeed, Assumption
(2.3) implies in particular, that the coecients of the stochastic dierential equation
are locally Lipschitz under their assumed (once) dierentiability, which can be seen by
applying the mean value theorem. This ensures that a solution, if it exists, will be unique
(cf. Karatzas and Shreve [1991], Th. 5.2.5). The next assumption restricts the growth
behavior of the coecients near the boundaries of the domain.
Assumption 2.4 The drift and diusion functions satisfy linear growth conditions, that
is, there exists a constant K such that for all x 2 SX and i, j,
ji(x)j  K(1 + kxk) and jij(x)j  K(1 + kxk): (2.3)
Their derivatives exhibit at most polynomial growth.
The role of Assumption (3) is to ensure the existence of a solution to the stochastic
dierential equation (1) by preventing explosions of the process in nite expected time.
While it can be relaxed in specic examples, it is not possible to do so in full generality.
In dimension one, however, ner results are available ( cf. Karatzas and Shreve [1991],
Th. 5.5.15 Engelbert-Schmidt criterion ), allowing linear growth to be imposed only when
the drift coecient pulls the process toward an innity boundary (cf. Ait-Sahalia [2002],
Proposition 1). In all dimensions, the linear growth condition in Assumption (2.4) is
only an issue near the boundaries of SX . In the special case where SX is compact, the
growth condition (boundedness, in fact) follows from the continuity of the functions. The
additional assumption that the derivatives of the drift and diusion functions grow at most
polynomially simplies matters in light of the exponential tails of the transition density
pX . Finally, the diusion process X is fully dened by the specication of the functions
 and  its behavior at the boundaries of SX . In many examples, the specication of 
and  predetermines the boundary behavior of the process, but this will not be the case
for models that represent limiting situations. We have, further, that the following limit,
denes the innitesimal generator A of the Markov process, see pag. 8 Ethier and Kurtz
[1985],
lim
t#0
1
t
h
Exf(Xt)  f(x)
i
= (Af)(x) 8x 2 Rd (2.4)
and holds for every f in the space C2(Rd) of real-valued twice continuously dierentiable
functions on Rd; the operator Af in (2.4) is given by
(Af)(x) :=
dX
i
i(x)
@f(x)
@xi
+
1
2
dX
i
dX
k
ik(x)
@2f(x)
@xi@xk
(2.5)
for suitable Borel-measurable functions i; ik : Rd ! R; i; k = 1; : : : ; d, satisfying all
the above assumptions.
2.2 Continuous Time Markov Chain approximation of Dif-
fusions
In this section we describe how to construct an approximating continuous time Markov
chain that closely follows the dynamic of a single dimension given Markov model. We
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recollect in this section some important notions and results from Markov processes and
semigroup theory already given in the previous Chapter and review some key concepts of
the standard Markovian setup that we will use through the Chapter. Our main references
are Ethier and Kurtz [1985], Rogers and Williams [2000] and Engel and Nagel [1999].
Let the process X = fXtgt0 be a one dimensional diusion with domain E  SX and
satisfy the stochastic dierential equation
dXt = (Xt)dt+ (Xt)dWt; for t  0; (2.6)
where Wt is a 1-dimensional Brownian motion and (x) : E! R, (x) : E! R+ satisfy
the assumptions made in the previous section
j(x)  (y)j+ j(x)  (y)j  Cjx  yj; x; y 2 E
i.e. that () and () are Lipschitz continuous and of sublinear growth, with C a positive
constant.
X a Markov process dened on the ltered probability space (
;F ; fFtgt0;P). X takes
values in E and satisfy the Markov property:
E[f(Xt+s)jFt] = Psf(Xt)
for all s; t  0 and f : E ! B is a measurable and nonnegative function, B a Banach
space (For denition of the Banach space B := lp(E), see Kreyszig [1978]) and where E
denotes the expectation under the probability measure P and Psf is given by
Psf(x) := Ex[f(Xs)] := E[f(Xs)jX0 = x]:
The family fPtgt0 forms a strongly continuous semigroup on B that is continuous in the
strong operator topology. A strongly continuous semigroup on B is a map
Pt : E! B
such that the following axioms hold
P0 = I
Pt+s = PtPs; for all s; t  0
lim
t#0
kPtf   fk = 0 for all f 2 B
The rst two axioms are algebraic, and state that fPtgt0 is a representation of the
semigroup (E; B); the last is topological, and states that the map Pt is continuous in the
strong operator topology.
Remark 2.1 It is immediate to extend the notions and formalism just introduced to the
price of derivative securities. In fact denoting by r a constant rate of discounting, and by
d the dividend yield, for any non-negative Borel function f the expected discounted cash
ow at time t with maturity T , that determines by standard no arbitrage argument the
price of the derivative contract is given by an expression very similar to the ones above:
EXt [e (r d)(T t)f(XT )] (2.7)
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We make the following assumption:
Assumption 2.5 X is a Feller process on E, that is, for any f 2 C0(E), the family
fPtfgt0 satises:
Ptf 2 C0(E) for any t > 0
lim
t#0
Ptf(x) = f(x) for any x 2 E
The semigroup Ptf(x) is a contraction semigroup as it is straightforward to see that
jPtf(x)j = jEx[f(Xt)]j  sup
y2E
jf(y)j  kf(x)k
The Feller property is a standard condition, which guarantees that a version of the process
X with cadlag paths exists, satisfying the strong Markov property.
We can furthermore state, as in Ethier and Kurtz [1985], that the innitesimal generator
A of a strongly continuous contraction semigroup fPtfgt0 is dened by the map
Af := lim
t!0
(Ptf   f)(x)
t
(2.8)
for all f in D, with D the domain of A.
The generator A : lp(E)! lp(E) and in particular D 2 C0(E) is the set of all f 2 C0(E)
for which the right end side of (2.8) converges in the strong sense, therefore with respect
to the norm kfk = supx2E jf(x)j of the Banach space B, (C0(E); k  k). D is dense in
C0(E) and for any f 2 D. A is linear in its domain, and it is closed, although not
necessarily bounded.
Denition 2.1 We dene D as the core of A, such that D 2 C0(E) is the dense set
f( A)f : f 2 C0(E)g in C0(E) for some  > 0.
The relation between a given linear operator A and the corresponding semigroup can be
expressed with the abstract Cauchy problem(
du(t)
dt = Au(t); t 2 [0,T]
u(0) = v; initial probability distribution
(2.9)
The innitesimal generator in eq.(2.8) associated to eq.(2.6) is
Af(x) = (x)@f(x)
@x
+
1
2
2(x)
@2f(x)
@x2
(2.10)
that acts on C20 (E) as a dierential operator for all f 2 D, being D the operator domain
as previously dened.
In order to approximate eq. (2.10), we construct a state space H  E with n 2 N
elements and dene the sets
H := fx :=  2
2n
2n
= x1; 2
2n
2n
+
1
2n
:= x2; : : : ;
1
2n
;
2
2n
; : : : ; xm =
22n
2n
:= xg and Ho := Hn@H
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with h = 12n a positive constant that represents the discretization unit, and where the
boundary @H consist of the smallest (i.e. x) and largest (i.e. x) elements in H, possibly
a countably innite set, and the interior Ho is the complement of the boundary. It is
possible to construct the continuous time Markov chain X(n) := fXnt gt0 as the discrete
approximation of X on H by building a matrix A(n) = fa(xi; xj)g; i; j = 1; : : : ; 22n+1 +
1 = m, that is the discretized counterpart of A in eq.(2.10) and each entry can be
calculated by solving the following system:8>>>><>>>>:
a(x1; x2) = a(xm; xm 1) = 0
a(xi; xi+1) =
1
2

(xi)
h +
2(xi)
h2

a(xi; xi 1) = 12

2(xi)
h2
  (xi)h

a(xi; xi) =  (a(xi; xi 1) + a(xi; xi+1))
for all i = 2; : : : ; 22n+1, with 
2(xi)
h  (xi)  (xi)
2
h . However the discrete state space
H does not need to be uniform and alternative discretization routines are presented in
Tavella and Randall [2000].
Remark 2.2 Note that for x 2 @H, in line with the assumption and arguments of Sec-
tion 3.1.2, and for computational aspects, we impose an absorbing boundary condition.
However it is important to choose the boundary states far enough that the laws of the
processes X(n) and X are close to each other during the nite time interval of interest.
However this this will not be our setting for the study of weak convergence.
The resulting matrix A(n) is a tridiagonal matrix in Rmm , m = 22n+1 + 1, with always
positive extra-diagonal elements. The previous system calculates the entries of the gen-
erator by specifying the rst and second instantaneous moments of the process X(n) that
have to coincide with those of X on the set Ho. This is equivalent to satisfy the following
conditions
EXt [(Xt+t Xt)z] = EXnt [(Xnt+t Xnt )z]+o(t); z 2 f1; 2g and X(n) 2 Ho (2.11)
Furthermore one could in principle produce more accurate results by matching higher
instantaneous moments of the two processes.
The numerical problem we face is of the same type as in eq.(2.9) and its analytic solution
is p(t) = etAv and represents the transient probability of the Markov chain with n states.
More generally if L is a bounded operator on the Banach space B, then
Pt = e
Lt :=
1X
k=0
Lk
k!
tk (2.12)
is a strongly continuous semigroup. Conversely any uniform continuous semigroup is
necessarily of this form for some bounded linear operator L. In particular if B is a nite
dimensional Banach space, then any strongly continuous semigroup is necessarily of this
form for some linear operator L.
Therefore the core of our numerical implementation is the computation of a matrix ex-
ponential. This is not a trivial task, especially when n is a very large number. We deal
in detail about this problem in section 4.
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2.3 Weak Convergence of the approximate generator
In this section we review the existence of a weak limit of continuous Markov chains as
h # 0, result that was established by Sofa [1967] and Kurtz by using operator semigroup
methods, and is clearly reported in Ethier and Kurtz [1985]. Convergence of operators is
also been extensively studied in functional analysis Kreyszig [1978], while in probability
Stroock and Varadhan proposed a result by reducing convergence to the martingale prob-
lem. Further studies are present in the numerical analysis literature where it has been
used the spectral representation of the Markov generator to derive desired convergence
results Suzuki [1978]. In what follows, we analyze the convergence from the semigroup
viewpoint and also using the spectral representation of the operator.
Three approaches to investigate and prove the weak convergence of the discretized pro-
cess to a diusion are proposed, and they all share the main principle used to prove
convergence, namely that the analysis done on the operator spectrum properties can be
mapped and transferred into related semigroup properties.
Assumption 2.6 Without loss of generality we assume, for the analysis of weak con-
vergence, H to be the countably innite set hZ. Therefore the Markov generator of the
discrete process is given by the operator A(n) : lp(hZ)! lp(hZ).
In what follows, we adopt the following conventions and assumptions, see pag. 28
Ethier and Kurtz [1985]. Bn = l
p(H); n = 1; 2; : : :, in addition to B, is a Banach space
(with norm also denoted k  k) and n : B ! Bn is a bounded linear transformation. We
assume that supn knk < 1. We write fn ! f if fn 2 Bn for each n  1, f 2 B, and
limn!1 kfn   nfk = 0. P (n)t ; n = 1; 2; : : :, and Pt are strongly continuous contraction
semigroups (see def.(??)) on Bn and B with generators A(n) and A respectively, and let
D be a core for A.
2.3.1 Semigroup approach (I)
We want that the continuous Markov chain X(n) := fXnt gt0 has a dynamics as close as
possible to the corresponding approximated process X. At this purpose we can dene an
error
n(f) := sup
x2H
kA(n)f(x) Af(x)k (2.13)
Using the semigroup approach to weak convergence we can state that, if n(f) tends to
zero as n tends to innity for f in D, then the sequences of processes X(n), converges
weakly to X, in the space DE. The space DE, is the space of right continuous functions
f : E! R with left limits, see Ch. 5, pp. 115 of Ethier and Kurtz [1985] for more details.
Formally we can state the following result,
Theorem 2.1 Let X be a Feller process with state space E and innitesimal generator
A satisfying above properties and assumptions, and X(n) be a sequence of Markov chains
with generator matrices A(n). Then it holds that
lim
n!1 n(f) = 0 (2.14)
for every function f in the core of A, is equivalent to
P
(n)
t nf ! Ptf; for all f 2 C0(E); t  0
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Then the sequences of processes X(n), converges weakly to X, in the space DE.
Proof (Th. (2.1)) From Theorem 6.1 in Chapter 1 pag. 28 of Ethier and Kurtz [1985],
we have that if P
(n)
t ; n = 1; 2; : : :, and Pt are strongly continuous contraction semigroups
on Bn and B with generators A(n) and A respectively, and let D be a core for A, then
the following are equivalent:
(i) For each f 2 B
P
(n)
t nf ! Ptf
uniformly on bounded intervals.
(ii) For each f 2 B
P
(n)
t nf ! Ptf
for all t  0.
(iii) For each f 2 D, there exists fn 2 D(A(n)) (D(A(n)) is the domain of A(n) ) for each
n  1 such that fn ! f and A(n)fn ! Af .
Furthermore, following Ethier and Kurtz [1985], Chapter 4 pag. 172 Theorem 2.11, we
have that if Pt is a Feller Semigroup on C0(E) and that for each t  0 and f 2 C0(E)
P
(n)
t nf ! Ptf:
If X
(n)
0 has limiting distribution , then there is a Markov Process X corresponding to
Pt with initial distribution  and sample paths in DE, and
X(n) ! X in DE:
where DE is the Skorokhod space of cadlag real-valued function endowed with the Sko-
rokhod topology.
2.3.2 Semigroup approach (II)
This alternative proof of the weak convergence based on the semigroup approach is local
and based on the same results of Ethier and Kurtz [1985], presented in the previous
section. We remind the reader that the settings and the assumptions on the process X
are as specied above, and its behavior on the boundary can, in certain cases, also be
specied. In this proof we also consider the case where @H are nite and absorbing states
of the chain.
The semigroups of the Markov chain X(n) that takes values on H are given by P
(n)
t with
P
(n)
t nf = Ex[f(X
(n))] (2.15)
for all f 2 Cb(H). Here Cb(H) denotes the set of bounded functions from H to R. We
have that
P
(n)
0 fn(x) = Ex[f(X
(n)
0 )] = f(x)
P
(n)
s+t = P
(n)
s P
(n)
t
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The last equation follows directly from the Chapman-Kolmogorov equation.
P
(n)
t is a contraction semigroup because for all f
jP (n)t f(x)j = jEx[f(X(n))]j  sup
y2H
jf(y)j = kfk: (2.16)
Let Cn = maxx2H jf(xi+1)  f(xi)j, and A(n) = fa(xi; xj)g i; j = 1; : : :. Then
jP (n)t fn(x)  fn(x)j = jEx[fn(Xnt )  f(x)]j
 j(a(xi; xi+1)t+ o(t))[f(xi+1)  f(xi)]j
+ j(a(xi; xi 1)t+ o(t))[f(xi 1)  f(xi)]j+ o(t)


max
x2H
a(xi; xi+1)t+ o(t)

Cn +

max
x2H
a(xi; xi 1)t+ o(t)

Cn
= Cnt

max
x2H
a(xi; xi+1) + max
x2H
a(xi; xi 1) +
o(t)
t

:
We can then obtain the inequality
sup
x2H
jP (n)t fn(x)  fn(x)j  Cnt

max
x2H
a(xi; xi+1) + max
x2H
a(xi; xi 1) +
o(t)
t

t!0  ! 0;
that shows that the semigroup P
(n)
t is strongly continuous. If the semigroups P
(n)
t and
Pt are strongly continuous holds the result of the Theorem 6.1 in Chapter 1 pag. 28 of
Ethier and Kurtz [1985]. Then the desired convergence result is given by the following
theorem 2.11, Chapter 4 of Ethier and Kurtz [1985].
Theorem 2.2 If Pt is a Feller Semigroup on C0(E) and that for each t  0 and f 2
C0(E)
P
(n)
t nf ! Ptf:
If X
(n)
0 has limiting distribution , then there is a Markov Process X corresponding to Pt
with initial distribution  and sample paths in DE, and
X(n) ! X in DE:
Furthermore we show in the following theorem that the generator A(n) converges to the
the generator A.
Theorem 2.3 For all f 2 D, with D core of the generator A as previously dened,
lim
n!1 supx2H
jA(n)f(x) Af(x)j = 0
This mode of convergence is called strong convergence.
Proof (Th. (2.3)) Let f 2 D and x 2 H, and h := x 2 R the discretization unit. We
can locally write the generator of the semigroup P
(n)
t as
A(n)f(x) = a(n)(x; x+ h)

f(x+ h)  f(x)

+ a(n)(x; x  h)

f(x  h)  f(x)

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By Taylor approximation
fn(x)  f(x+x)  f(x) + f 0(x)x+ 1
2
f 00(x)(x)2 + o((x)2)
we obtain for all i = 1; 2; : : :, xi 2 H,
A(n)fn(xi) = a(xi; xi+1)

f(xi) + f
0(xi)x+
1
2
f 00(xi)(x)2 + o((x)2)  f(xi)

+ a(xi; xi 1)

f(xi)  f 0(xi)x+ 1
2
f 00(xi)(x)2 + o((x)2)  f(xi)

= f 0(xi)x

a(xi; xi+1)  a(xi; xi 1)

+
1
2
f 00(xi)(x)2

a(xi; xi+1)  a(xi; xi 1)

+

a(xi; xi+1)  a(xi; xi 1)

o((x)2)
Due to the fact that f 2 D, the error term o((x)2) is uniform in x. We have that
a(xi; xi+1) + a(xi; xi 1) =
2(xi)
h2
a(xi; xi+1)  a(xi; xi 1) = (xi)
h
Please remind that in section 3.1.2 we made precise assumptions on the behavior at the
boundary of the process. Without loss of generality we can assume that the boundary is
at a point at innite, not attainable in nite time and it is furthermore absorbing. It is
possible to express A(n)fn(x) for all x 2 H, as
A(n)fn(x) = f 0(x)x
 i
x

+
1
2
f 00(x)(x)2
2(xi)
(x)2

+
(xi)
x

o((x)2)
= Af(x) +
(xi)
x

o((x)2)
We obtain
sup
x2H
jAnf(x) Af(x)j = sup
x2H
j(xi)
x
o((x)2)j = C1o((x)2) n!1   ! 0: (2.17)
In case the elements of @H, consisting of the smallest (i.e. x) and largest (i.e. x) elements
in H, are absorbing states of the Markov chain we can continue the above analysis with a
further investigation of the weak convergence. Furthermore the behavior on the boundary
of the functions f 2 D is f 0(x) = f 0(x) = 0. For xi = x we have,
jA(n)f(x) Af(x)j  jA(n)f(x) A(n)f(x+ h)j
+ jA(n)f(x+ h) Af(x+ h)j
+ jAf(x+ h) Af(x)j
The second term tends to 0 as shown above, the third term by continuity of Af in x. For
the rst term we have
jA(n)f(x) A(n)f(x+ h)j = ja(x; x+ h)(f(x+ h)  f(x))
  a(x+ h; x)(f(x+ 2h)  f(x+ h))
  a(x+ h; x+ 2h)(f(x+ h)  f(x))j
= O(n)o(h)
n!1   ! 0:
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since a(x; x + h), a(x + h; x), a(x + h; x + 2h) are on order n and (f(x + h)   f(x)),
(f(x+ 2h)  f(x+ h)), (f(x+ h)  f(x)) are of order o(h) because f 0(x) = 0 for f 2 D.
The result for x follows in the same way.
2.3.3 Spectral representation approach
In what follows we derive some weak converge properties of the continuous Markov chain
X(n) by comparing the spectral representations of the probability density functions for the
continuous innitesimal generator and its approximated counterpart. We are presenting
this approach because it can be easily generalized to a broader class of Feller processes
and process with jumps.
In order to show some desirable convergence properties of the transition kernel we consider
a discrete operator associate to a discrete version of Brownian motion1 with drift taking
values in H  hZ  E  R, where h is a small positive real number
Ahf(x) = rh(f)(x) + 
2
2
4h(f)(x) (2.18)
with
rh(f)(x) = f(x+ h)  f(x)
h
being the discrete gradient operator and
4h(f)(x) = f(x+ h)  2f(x)  f(x  h)
h2
the discrete Laplace operator. Both operators are dened on the Hilbert space of se-
quences indexed by hZ and are applied to every sequence f 2 l2(hZ) for all x 2 hZ. The
parameters ;  2 R++ and 2
h2
> jjh . We can obtain a spectral representation of the
operator Ah by applying the unitary transformation introduce in the previous Chapter,
eq.??, leading to the following diagonal operator,
qh(s) = F(Ah(f))F 1(s; s) (2.19)
The calculation qh(s) of is straightforward and it is just an application of the shift theorem.
Fn(Ah)(f)(s) =
X
x2H
Fs;k

rh(f)(x) + 
2
2
4h(f)(x)

Fn(rh)(f)(s) =
X
x2H
Fs;krh(f)(x)
= 
n 1X
k=0
Fs;k
f(kh+ h)  f(kh  h)
2h
=

2h

eihs
n 1X
k=0
Fs;kf(kh)  e ihs
n 1X
k=0
Fs;kf(kh)

= 
eihs   e ihs
2h
F(f)(s) =  isinhs
h
F(f)(s)
1A Markov chain approximates the Brownian motion on the sate space H  hZ  R
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Doing a similar calculation for F(22 4h)(f)(s) we obtain
qh(s) =

  ih sinhs
h
+ 2h
cos(hs)  1
h2

(s) (2.20)
We have
1
h
P tn;h(x; y) =
1
h
pn(y  Xt  y + hjX0 = x)
=
1
hn
X
s2Bn
eqn(s)teis(y x)
Therefore at this stage we would like to derive some converge properties of we do this
by comparing the spectral representations of the probability density functions for the
continuous innitesimal generator and its approximated counterpart, namely
1
h
P tn;h(x; y) =
1
2
Z 
h
 
h
eqn(s)teis(y x)ds
and
pt(x; y) =
1
2
Z
e(is 
2
2
s2)teis(y x)ds
In this way we are able to assess the order of convergence of the error
h :=
pt(x; y)  1
h
P tn;h(x; y)
 (2.21)
In order to prove convergence and assess the rate of convergence in eq.(2.21), we exploit
the relationship between the distribution function and its corresponding characteristic
function and in particular we refer to the Continuity Theorem, cf. Lukacs [1958], Th.
3.6.1. which states
Theorem 2.4 Let fFn(x)g be a sequence of distribution functions and denote by ffn(s)g
the sequence of the corresponding characteristic functions. The sequence fFn(x)g con-
verges weakly to a distribution function F (x) if, and only if, the sequence ffn(s)g con-
verges for every s to a function f(s) which is continuous at s = 0. The limiting function
is then the characteristic function of F (x).
Theorem 2.5 (cf.Lukacs [1958], Th. 3.2.3.) Let f(s) be an arbitrary characteristic
function. For every real x the limit
p(x) = lim
T#0
1
2T
Z T
T
e isxf(s)dx (2.22)
exists and is equal to the saltus of the distribution function of f(s) at the point x.
In our case we compare the discrete transition probability
1
h
P tn;h(x; y) =
1
2
Z 
h
 
h
eqn(s)teis(y x)ds (2.23)
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where qn is the discrete characteristic exponent of the process, and
pt(x; y) := F
0
t(x; y) =
1
2
Z
e(s)teis(y x)ds =
1
2
Z
e(is 
2
2
s2)teis(y x)ds
where Ft(x; y) is the distribution function.
We can therefore focus on the analysis of the passage to the limit h! 0 of the following
spectral representation, conditional on a time t,
lim
h#0
1
2
Z 
h
 
h
e

 ih sinhsh +2h
cos(hs) 1
h2

(s)t
eis(y x)ds =
1
2
Z
e(is 
2
2
s2)teis(y x)ds (2.24)
and the result of weak convergence by mean of the weak representation of the operator
can be formulated as a corollary of Th.(2.4)
Corollary 2.5.1 For all x we consider the sequence of distribution functions fP tn;h(x; y)g
and by feqn(s)tg the sequence of the corresponding characteristic functions. The sequence
fFn(x)g converges weakly to a distribution function F (x) if, and only if, the sequence
feqn(s)tg converges for every s to a function (s) which is continuous at s = 0. The
limiting function is then the characteristic function of F (x).
Proof Without loss of generality, this result is a particular case of the continuity theorem
2.4, and the convergence error of eq.(2.21) is measured in correspondence of saltus point
of the distribution, see Th.(2.5). Lets consider the integral on the left end side of eq.(2.24)
and it can be rewritten as
1
2
Z 
h
 
h
e

 ih sinhsh +2h
cos(hs) 1
h2

(s)t
eis(y x)ds =
1
2
Z  K
 
h
e

 ih sinhsh +2h
cos(hs) 1
h2

(s)t
eis(y x)ds
+
1
2
Z K
 K
e

 ih sinhsh +2h
cos(hs) 1
h2

(s)t
eis(y x)ds
+
1
2
Z 
h
K
e

 ih sinhsh +2h
cos(hs) 1
h2

(s)t
eis(y x)ds
and it is possible to make the rst and the third integral on the right end side arbitrary
small by choosing a large number K > 0 and by selecting h > 0 suciently small. If we
consider the second integral we can analyze the behaviour as h! 0. We notice that the
function
lim
h!0

i
sinhs
h

= lim
h!0
i
s
s
sinhs
h
= lim
h!0
is
sinhs
hs
= is
and
lim
h!0

2
coshs  1
h2

= lim
h!0
2
s2
s2
coshs  1
h2
= lim
h!0
2s2
coshs  1
(hs)2
=  1
2
2s2
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We would like to examine in more details the order of convergence of the above functions
as h! 0. For the limit
lim
h!0
sinh
h
= 1;
using sinh = h  h36 + : : :, we get
sinh
h
  1 = sinh  h
h
=  h
3
6h
+ : : : =  h
2
6
+ : : :
we nd an order of O(h2). In the same way using cosh = 1  h22 + : : :, we can assess the
order of convergence of the limit
lim
h!0
1  cosh
h2
=
1
2
;
1  cosh
h2
=
1 

1  h22 + : : :

h2
=
1
2
+ : : :
and convergence order of O(1). Therefore the order of convergence is at most O(h2).
Along the lines of this proof there is a result, cf. Albanese and Mijatovic [2006a], for
the problem of obtaining the transition probability kernel constructively as a limit of
increasingly ne triangularizations schemes and assessing the rate of convergence with
pointwise bounds of the kernel itself.
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Figure 2.1: Convergence of the discrete spectrum of the Markov generator to the contin-
uous one as h # 0.
2.3.4 Convergence of the derivative price
The weak convergence on the level of the process implies, for f continuous function, that
the marginal distributions of X(n) will weakly converge to the distribution of the process
X and therefore the values of European options converge, that is
Ex[f(XnT )]! Ex[f(XT )] (2.25)
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2.4 Multidimensional CTMC and Tensor Product Analysis
In this section we extend the approximation of the innitesimal generator based on
Markov chain introduced in section 3 to the case of multidimensional diusions. This
problem has been investigated by, among others, Lo [2009], that proposes a discretization
scheme for diusion processes in Rd based on a continuous-time Markov chain and points
out that it is not straight-forward to extend the single dimension discretization scheme to
multiple-dimensions. However in Lo [2009] the correlation is not modeled via a scheme
extended to the cross space but by projecting the information of the correlated processes
on the orthogonal dimensions. This can be obtained via the Cholesky decomposition of
the covariance matrix. In this way Lo [2009], by restricting the generator of the Markov
chain to be a tridiagonal matrix, is able to use the same discretization scheme as the one
in one dimension Albanese and Mijatovic [2006b]. Lo [2009] presents a condition for the
convergence of diusion approximation to general multidimensional diusions, that is the
theorem 4.1 pag. 354 of Ethier and Kurtz [1985].
We start our analysis by reviewing some tensor algebra that is based on matrix manip-
ulation because it turns to be a key tool to represent multidimensional diusions when
approximated by CTMC's. We continue by illustrating how to build multidimensional
approximate generators through practical examples, focusing rst on the case of bivariate
diusions with no correlation, second on the correlated case, and then deriving a more
general procedure for larger dimensions. Lo [2009] presents also an example, where he
builds an approximate generator for two correlated diusions. We will closely point out,
referring to this specic example, the dierences between the approach in Lo [2009] and
the one we are proposing.
Denition 2.2 The tensor (Kronecker) product of two rectangular matrices A 2 RnAmA
and B 2 RnBmB is written as
C = A
B
and yields to the rectangular matrix C 2 RnAnBmAmB whose elements satisfy
c(iC ; jC) = a(iA; jA)b(iB; jB)
with iC = (iA 1)nB+iB and jC = (jA 1)mB+jB, for (iA; jA) 2 f1; 2; : : : ; nAg  f1; 2; : : : ;mAg
and (iB; jB) 2 f1; 2; : : : ; nBg  f1; 2; : : : ;mBg, where 
 is the Cartesian product operator.
Note that in a 2-dimensional representation, the row indices of C are in f1; 2; : : : ; nAg  f1; 2; : : : ; nBg,
whereas its columns indices are in f1; 2; : : : ;mAg  f1; 2; : : : ;mBg. Hence, the ordering of
rows and columns of C with respect to this 2-dimensional representation is lexicographical,
since
c(iC ; jC) = c((iA; iB); (jA; jB)) = c((iA   1)nB + iB; (jA   1)mB + jB): (2.26)
The tensor product can be written also as a matrix in block partition form:
A
B =
26664
a11B : : : a1mAB
a21B a2mAB
...
...
anA1B : : : anAmAB
37775 (2.27)
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A detailed account of properties of tensor products and vector spaces is given in Halmos
[1947]. Some elementary properties are:
(A+B)
 C = A
B +B 
 C; (A
B) 1 = A 1 
B 1
(A
B)(C 
D) = AC 
BD; A
 (B + C) = A
B +B 
 C
We now propose an example in order to show how this formalism can be very eective to
characterize a boundary problem and express its solution.
Example (Uncorrelated diusions) Let's consider a second order linear parabolic partial
dierential equation in two independent variables x and y,
du
dt
= Lu (2.28)
in which the dierential operator L has the form of
L = Lx + Ly
where Lx (Ly) is an operator with derivatives only on x (y). In line with eq.(2.5), Lx is
of the form
Lx = (x) d
dx
+ (x)
d2
dx2
We treat the problem consisting of eq.(2.28) in the rectangle
R = f(x; y)jx  x  x; y  y  yg (2.29)
and any number of conditions specied on the boundary of R such as Dirichlet, mixed,
or periodic boundary conditions.
We approximate L in eq.(2.28) with the discrete operator L over a set of discrete points
in R, as described in section (2.2). However in this specic bidimensional example, we
rst approximate one dimension per time and then build the entire operator. Therefore
we compute the matrices Lx and Ly that are known explicitly and for diusions
2 are
sparse and squared tridiagonal matrices. Assuming constant coecients for the drift and
the volatility within each operator, namely x(x) = x, y(y) = y, x(x) = x and
y(y) = y, the matrices Lx and Ly are fully specied,
Lx = fx(i; j)gi;j=1;:::;n = Lx(Sx; x; x) Ly = fy(i; j)gi;j=1;:::;m = Ly(Sy; y; y)
where Sx and Sy are the grids respectively over the dimension x and y. Note that the
spacing between points need not to be uniform, see Tavella and Randall [2000]. Then we
build the matrix L as
L = I(y) 
 Lx + Ly 
 I(x) (2.30)
where I() denotes identity matrices of appropriate sizes. The result is an ordinary dier-
ence equation which can be written as
dp
dt
= Lp (2.31)
2See section 2.2.
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(xi; yj+1)
(xi 1; yj) (xi; yj) (xi+1; yj)
(xi; yj 1)
Figure 2.2: States used in the bidimensional discretization scheme of eq.(2.30). The
dimensions x and y are orthogonal, and applies for all i and j.
where p is the approximation to the solution u at the discretization points. In particular,
given an initial condition p0, the approximated solution reads
pt = e
Ltp0
The solution at time t can be readily computed calculating
pt = exp (I(y) 
 Lx + Ly 
 I(x))p0 (2.32)
where p0 is a vector that dene the starting condition at time t = 0. Furthermore the
dimensionality of the problem is as following: Lx 2 Rnn, Ly 2 Rmm, I(x) 2 Rnn,
I(y) 2 Rmm, with n;m 2 N, L; pt 2 Rmnmn.
Remark 2.3 The amount of computational time necessary for evaluating the solution
(2.33) only depends on the technique adopted to compute the exponential of a very large
sparse matrix. At this regard, in the next subsection 3.4.1, we provide an extensive inves-
tigation of numerical methods to compute matrix exponential, and our privileged approach
is based on Krylov subspace approximation.
An extension of this example to multiple dimension is very straightforward. In fact
supposing we have a third dimension z with approximated dynamics fully specied by
the matrix operator Lz, we can rewrite a solution to the boundary problem
pt = exp

I(z) 
 (I(y) 
 Lx + Ly 
 I(x)) + Lz 
 I(x;y)

p0 (2.33)
We no show how to solve the same multidimensional problem but this time with correlated
variables.
Example(Correlated diusions) Let's consider a two dimensional parabolic boundary
value problem in the same way as in the previous section but with correlated variables.
The dierential operator L, that is the operator of two correlated difussions, now has the
form
L = x(x) d
dx
+ x(x)
d2
dx2
+ y(y)
d
dy
+ y(y)
d2
dy2
+ (x; y)x(x)y(y)
d2
dxdy
(2.34)
= Lx + Ly + (x; y)x(x)y(y) d
2
dxdy
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Figure 2.3: States used in the bidimensional discretization scheme of eq.(2.34)considering
cross states. The scheme allows for positive (blue) and negative (red) correlation between
dimensions x and y, and applies for all i and j.
and we want to solve this problem in the rectangle R of eq.(2.29), given a boundary con-
dition. At this purpose we extend the analysis, illustrated through the previous example,
and consider the contribution to the cross term (x; y)x(x)y(y)
d2
dxdy in the discretiza-
tion scheme of eq.(2.30). This means that we take into account not only of the process
moving along the states of each orthogonal dimension but also along the cross states,
where the process can jump during the innitesimal time dt. We want to approximate L
in eq.(2.34), with the discrete operator Lxy over a set of discrete point in R.
To this end, we introduce an auxiliary variable Z, (useful for the bidimensional generator
construction) that species the dynamics of the multivariate process (X;Y ) in its cross-
space, and it is fully dened by the covariance of (X;Y ). The intuition behind the
approach we propose can be expressed through the Bayes' rule as,
P (X;Y ) =
Z
P (XjZ)P (Y jZ)dz (2.35)
Therefore, for this bidimensional case, we need three building blocks for Lxy:
1. L
(c)
x , a conditional generator matrix for X, conditional on the process Z.
2. L
(c)
y , a conditional generator matrix for Y, conditional on the process Z.
3. L
(c)(+= )
xy , an auxiliary generator for the process Z.
We calculate the entries for the tridiagonal matrices L
(c)
x and L
(c)
y , as shown in section
2.2, conditionally on the information in the cross space, that is simply reected in the
variance,
L(c)x = f(c)x (i; j)gi;j=1;:::;n = L(c)x (Sx; x;
q
2x   xy) 2 Rnn (2.36)
L(c)y = f(c)y (i; j)gi;j=1;:::;m = L(c)y (Sy; y;
q
2y   xy) 2 Rmm (2.37)
where Sx(Sy) corresponds to the discretization of the rectangle R in the x(y) direction.
The matrices L
(c)
x and L
(c)
y are used for the construction of the conditional bidimensional
generator L
(c)
xy . The generator L
(c)
xy approximates the operator Lxy in the two orthogonal
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dimensions x and y conditionally on the information in the cross space, namely the
instantaneous covariance of the process xy and is a penta-diagonal matrix with entries
given by
L(c)xy = f(c)xy (i; j)gi;j=1;:::;nm = (I(y) 
 L(c)x + L(c)y 
 I(x)); (2.38)
Let's now dene the steps to build the matrices L
(c)(+)
xy 2 Rnmnm and L(c)( )xy 2 Rnmnm
of eq.(2.41). Such matrices entries simply impose the instantaneous covariance of the
process xy over the cross states of the bidimentional space (X;Y ). Let Im and Ip be
matrices containing only a nonzero diagonal, namely
Ip =
2666664
0 1 0    0
0 0 1    0
...
. . .
...
0    0 0 1
0    0 0 0
3777775 Im =
2666664
0 0 0    0
1 0 0    0
...
. . .
...
0    1 0 0
0    0 1 0
3777775
and they are important to populate the matrix entries that correspond to the cross states
of the xy-space. In the case of positive correlation we dene the cross-space matrix
L(c)(+)xy (i; j) = f(c)(+)xy (i; j)gi;j=1;:::;nm (2.39)
=

I(y)m y




I(x)m
x
2h2

+

I(y)p y




I(x)p
x
2h2

(i; j)
where, h is the state space discretization unit and h2 = hxhy in case the discretization
unit along the x-dimension diers form the one along the y-dimension, and I
(y)
m denotes
a matrix of type Im and size consistent with the approximated matrix operator for the
dimension y, in this example is a matrix I
(y)
m 2 Rmm. In the case of negative correlation
we dene in the same fashion as above the cross-space matrix
L(c)( )xy (i; j) = f(c)( )xy (i; j)gi;j=1;:::;nm (2.40)
=

I(y)m y 
 I(x)p
x
2h2

+

I(y)p y
 I(x)m
x
2h2

(i; j)
The entries of the matrices in eq. (2.39) and eq. (2.40) are computed by matching the
instantaneous covariance of the process, using eq.(2.36). The innitesimal generator for
the problem in eq.(2.34) can be therefore expressed as the matrix
Lxy =
(
L
(c)
xy + L
(c)(+)
xy ; if  > 0
L
(c)
xy + L
(c)( )
xy ; if  < 0
(2.41)
where L
(c)
xy is the term acting on the orthogonal x-y space, while the terms L
(c)(+)
xy and
L
(c)( )
xy act on the cross x-y space.
For clarity, we illustrate how the intensities approximating the process dynamics, as
dened above, are located in the bidimensional dicretized state space R. The following
matrix is a squared representation of a row Lxy(i; ) 2 Rnm of the Lxy generator. The
matrix reports all the non-zero intensities across a Lxy row as explained through the
equations in this section. The central/diagonal term  P is equal and opposite in sign
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to the sum all the extra-diagonal elements on the row, and this condition guarantees
probability conservation.
Lxy(i; ) =
0BBBBBBBBBBBBBBBB@
0    0 0 0 0 0    0
...
. . .
...
...
0 0 0 0 0 0 0
0 0 
(c)( )
xy 
(pos)
y   (c)xy (c)(+)xy 0 0
0    0 (neg)x   (c)xy  
P
 
(pos)
x   (c)xy 0    0
0 0 
(c)(+)
xy 
(neg)
y   (c)xy (c)( )xy 0 0
0 0 0 0 0 0 0
...
...
. . .
...
0    0 0 0 0 0    0
1CCCCCCCCCCCCCCCCA
where 
(c)
xy = 
()
k   (c)xy , with  = pos;neg; k = x; y, (pos)y and (neg)y represent the
unconditional forward and the backward intensities respectively along the y-dimension
and 
(pos)
x and 
(neg)
x represent the unconditional forward and the backward intensities
respectively along the x-dimension. The entries 
(c)(+)
xy correspond to eq.(2.39), while

(c)( )
xy correspond to eq.(2.40), and they occupy the cross space non-simultaneously, as
reported in eq.(2.41).
Remark 2.4 The only condition to impose to this approach is the integrability condition
of the auxiliary variable Z, to ensure that the resulting integrated variance is positive,
an that all the extradiagonal intensities entries of the approximate generator matrix are
positive. However such condition is satised in this case by conditional independence and
reected into the construction of the generator matrices Lcx and L
c
y.
Remark 2.5 (Approach comparison) In Lo [2009] the author shows in an example, il-
lustrative of his proposed methodology to approximate the generator of multidimensional
diusions based on Markov chains, how to build the generator for a bivariate diusion.
To this end he calculates a set of intensities that describes the instantaneous jumps of the
(X,Y) process along the orthogonal directions x and y, and they are:
(pos)x =
2x
2h2
+
x
2h
(neg)x =
2x
2h2
  x
2h
(pos)y =
2y(1  2)
2h2
+
y +
y
x
x
2h
(neg)y =
2y(1  2)
2h2
  y +
y
x
x
2h
Note that the intensities 
()
y are simply calculated from the instantaneous moments of the
conditional distribution of Y given X, in the bivariate normal case. In fact
Y jX = x  N

y +
y
x
(x  x); 2y(1  2)

Expressing the intuition behind this approach through the Bayes' rule we have
P (X;Y ) = P (Y jX)P (X) (2.42)
This method guarantees that the joint transition kernel calculated thought the bidimen-
sional innitesimal generator will exhibit the specied correlation between the marginals.
However it is not clear in Lo [2009] whether P (Y ) =
R
P (X;Y )dy.
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We can generalize our example to cases with higher dimensionality. The operator of this
problem is the d-dimensional innitesimal generator in eq.(2.5). At this end, the rst step
to build the generator matrices L
(c)
k that approximate the dynamics of the multivariate
process along each orthogonal dimension conditional on the instantaneous covariances,
namely
L
(c)
k = f(c)k (i; j)gi;j=1;:::;nk = L(c)k
 
Sk; k;
vuut2k   dX
z;z 6=k
kz
!
2 Rnknk k = 1; : : : ; d:
(2.43)
The second step is to build two auxiliary generator matrices that dene the intensities in
the cross-space, corresponding to the instantaneous covariance, for every pair of dimen-
sions
L
(c)(+)
kz (i; j) L
(c)( )
kz (i; j) for all z, given k (2.44)
where the indices (k; z) span the whole d-dimensional space. For notation convenience
we denote the matrices in eq.(2.44) as L
(c)()
kz .
We can then rewrite a solution to the multidimensional boundary problem using the
following recursion
A(2) = I(2) 
 L(c)1 + L(c)2 
 I(1) + L(c)()1z ; z = 2
A(3) = I(3) 
A(2) + L(c)3 
 I(1;2) + L(c)()3z z = 1; 2
A(4) = I(4) 
A(3) + L(c)4 
 I(1;2;3) + L(c)()4z z = 1; 2; 3
...
A(d) = I(d) 
A(d 1) + L(c)d 
 I(1;:::;d) + L(c)()d 1z z = 1; : : : ; d  1
pt = e
tA(d)p0 (2.45)
2.4.1 Computation of approximated diusive semigroups
Once we numerically compute all the operator's entries A(n) = fa(xi; xj)g and obtain the
approximated innitesimal generator A(n) := A 2 Rnn the numerical problem we face
is of the type (
dp(t)
dt = Ap(t); t 2 [0,T]
p(0) = v; initial probability distribution
Its analytic solution is p(t) = etAv and represent the transient probability of the Markov
chain with n states. A direct way to dene the matrix exponential etA where t is a real
number is undoubtedly through the power series expansion,
etA = I +
1X
k=1
(tA)k
k!
; (2.46)
where I is the identity matrix and whose convergence is guaranteed for any squared
matrix A. The algorithm in this case consists in building a nite series of the type
Pm =
mX
k=1
(tA)k
k!
;
30 2. CORRELATED CONTINUOUS TIME MARKOV CHAINS
and then nd m such that,
kPm   Pm+1k  
where  is some desired error tolerance. However, such an algorithm is known to be
inecient even in the scalar case and it is problematic to decide where to truncate the
Taylor series because directly summing up the series terms seems not to work very well
Moler and Loan [1978], Liou [1966]. Another method is to diagonalize the matrix A and
to retrieve the associated discrete probability density kernel at any time t as
eAt = eV V
 1t
= 1 + V V  1 +
1
2!
V 2V  1 +
1
3!
V 3V  1 + : : :
= V etU;
where V is the right eigenvectors, column wise and  contains the corresponding eigen-
vectors, represented as a diagonal matrix with elements in the order as the column vector
in V , and U is the inverse of V . The exponent et is very easy to compute and there are
satisfactory built-in routines in many computer languages that calculate the exponential
of a scalar,
et = diag(e1t; e2t; : : : ; ent)
The diculty with this approach is not nd the eigenvalues of the matrix A in itself,
but occurs when A does not have a complete set of linearly independent eigenvectors. In
this case, A is defective and there is no invertible matrix of V , therefore, the algorithm
will break down. In real computing world, the diculties occur even when A is nearly
defective. Dene the condition number as cond(V ) = kV kkV  1k. While A is nearly
defective, then cond(V ) will be very large. The errors of computing eA, including the
roundo errors from the eigenvalues computation, may be magnied by cond(V ). As a
result, the computed exponential of a matrix will most likely be inaccurate when cond(V )
is very large. An example had been demonstrated in this paper Moler and Loan [1978].
In order to overcome the inaccuracy of terminating the Taylor series for etA, we can use
the Pade approximant of the function etA. Pade approximant is the `best' approximation
of a function by a rational function of given order. Developed by Henri Pade, a Pade
approximant often gives better approximation of the function than truncating its Taylor
series, and it may still work where the Taylor series does not converge. For these reasons
Pade approximants are used extensively in computer calculations. A Pade approximation
approximates a function in only one variable, an approximation of a function in two vari-
ables is called a Chisholm approximation, and in multiple variables is called a Canterbury
approximation.
Denition 2.3 (Pade Approximant) A Pade rational approximation to f(x) is the quo-
tient of two polynomials Np(x) and Dq(x) of degrees p and q respectively. This is so-called
(p; q)-degree type Pade approximation and we denote the quotient as
Rp=q(x) =
Np(x)
Dq(x)
(2.47)
where x is a scalar. In the case of a matrix A, the quotient is dened as
Rp=q(A) = (Dq(A))
 1Np(A) (2.48)
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where the polynomial in eq.(2.48) are
Np(A) = b0I + b1A+ b2A
2 + : : :+ bpA
p
Dq(A) = I + c1A+ c2A
2 + : : :+ cqA
p
Pade approximants are derived by expanding a function as a ratio of two power series
and determining both the numerator and denominator coecients. Pade approximations
are usually superior to Taylor expansions when functions contain poles, because the use
of rational functions allows them to be well-represented. In the case q = 0, the approx-
imation (2.48) will reduce to the Maclaurin series for f(A). There are p + 1 unknown
coecients in Np(A), and q unknown coecients in Dq(A), hence the rational function
Rp=q(A) has p + q + 1 unknown coecients. Assume that f(A) is analytic and has the
Maclaurin expansion
f(A) = a0I + a1A+ a2A
2 + : : :+ akA
k + : : :
The coecient in eq.(2.48) are found by setting
f(A)  (Dq(A)) 1Np(A) = 0
In this way we are performing the approximation
pX
i=0
biA
i    I + qX
i=0
ciA
i
  1X
i=0
aiA
i

= 0 (2.49)
where we set to zero all the coecient of the power of Ai for i = 0; 1; : : : ; p, and the result
is a system of p+ q + 1 equations:
a0   b0 = 0
a0c1 + a1   b1 = 0
a0c2 + a1c1 + a2   b2 = 0 (2.50)
...
...
...
cqap q + cq 1ap q+1 + : : :+ ap   bp = 0
cqap q+1 + cq 1ap q+2 + : : :+ c1ap + ap+1 = 0
cqap q+2 + cq 1ap q+3 + : : :+ c1ap+1 + ap+2 = 0 (2.51)
...
...
...
cqap + cq 1ap+1 + : : :+ c1ap+q+1ap+q = 0
The q-equations in eq.(2.51) involve only the unknowns (c1; c2; : : : ; cq) and have to be
solved rst. Then the eq.(2.50) are used successively to nd (b1; b2; : : : ; bp). Solving
eq.(2.50) and eq.(2.51) together gives us,
Np(A) =
pX
i=0
(p+ q   i)!p!
(p+ q)!i!(p  i)!A
i (2.52)
Dq(A) =
qX
i=0
(p+ q   i)!q!
(p+ q)!i!(q   i)!  A
i (2.53)
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It has been investigated that the diagonal approximant with p = q, are preferred over the
o diagonal approximants, p 6= q for stability and economy of computation Moler and Loan
[1978]. For p = q we have b0 = 1 , bi = bi 1 p+1 i(2p+1 i)i , and ci = ( 1)ini. Furthermore
eq.(2.48) can be written, Sidje [1994] as the following irreducible form
Rp=p(A) =
8<:1 + 2
Pp=2
i=0 b2iA
2i  APp=2 1i=0 b2i+1A2i 1APp=2 1i=0 b2i+1A2i; if p is even
 1  2
P(p 1)=2
i=0 b2i+1A
2i  P(p 1)=2i=0 b2iA2i 1P(p 1)=2i=0 b2iA2i; if p is odd
Remark 2.6 It is important to remind that the Pade rational approximation is only
accurate near the origin, so that the approximation etA is not valid, when ktAk is too
large.
This problem can be solved introducing the so-called `squaring and scaling' technology
Moler and Loan [1978], Sidje [1994]. We use the exponential property that
etA =

e2
 stA
2s  Rp=p(2 stA)2s (2.54)
where s is chosen such that k2 stAk  12 . The idea is to choose s to be a natural number
for which M = e2
 stA can be reliably and eciently computed, and then compute the
result etA = M2
s
by repeated squaring. Some authors refer to this method as `fast
exponentiation' (p.19 Albanese [2007]), however it is important to take into account of
the roundo error. In fact in eq.(2.54) we have two parameters, p and s to choose.
Because the result is evaluated by repeated squaring the exponential of scaled matrix,
the drawback of this algorithm may come from the fact that if s 1, then the roundo
errors may be large. In Moler and Loan [1978] is shown that if k tA k 2s 1, then
(Rp=p(2
 stA)
2s
= etA+E
where
k E k
k A k  8
k A k
2s
2p (p!)2
(2p)!(2p+ 1)!


8><>:
0:34 10 15; p=6
0:11 10 18; p=7
0:27 10 22; p=8
Therefore, a value of p = 6 is generally satisfactory for computer computing while using
double precision.
Remark 2.7 The Pade approximation combined with scaling and squaring will is used
to compute etA. Furthermore this method of exponentiation with be the building block of
more computationally involved algorithms needed for approximate the matrix exponentials
in problems of very large scale.
2.4.2 Subspace approximations to the matrix exponential
We would like to tackle the problem in eq.(2.9) and (2.9) with a Krylov subspace ap-
proximation to the matrix exponential operation eAv. The basic principle of the Krylov
subspace techniques is to approximately project the exponential of a very large ma-
trix onto a small Krylov subspace. The only matrix exponential operation performed is
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therefore with a much smaller matrix Saad [1990]. The idea is to approximate the matrix
exponential eAv as
eAv  wm 1(A)v (2.55)
where A is a matrix of dimension n, v an arbitrary nonzero vector, and wm 1 is a
polynomial of degree m  1. Consider a large sparse n-by-n matrix A, a n-vector v and a
scalar t 2 R. The underlying principle is to approximate, given an integer m, the Taylor
truncated expansion at order (m  1)
p(t) = etAv = v +
(tA)
1!
v +
(tA)2
2!
v + : : : (2.56)
thereby yielding a polynomial approximation of degree (m  1)
c0v + c1(tA)v + c2(tA)
2v + :::+ cm 1(tA)m 1v (2.57)
with coecients fci = 1i!g. However these are not necessarily the best coecients and
one can set out to look for a better linear combination. All polynomial approximations of
degree at most (m-1) (including therefore the truncated Taylor polynomial as well as the
optimal polynomial approximation) are elements of the Krylov subspace of dimension m,
dened as
Km(tA; v) = spanfv; (tA)v; :::; (tA)m 1vg (2.58)
Hence it is more general to state the problem as that of nding an element of Km(tA; v)
that approximates p(t). Elements of the Krylov subspace are better manipulated via
their representation onto an orthonormal basis.
Remark 2.8 The dimension of the Krylov subspace m, is small compared to n. Usually
m  30 while n can exceed many thousands.
Iterative methods for nding one (or a few) eigenvalues of large sparse matrices or solving
large systems of linear equations avoid matrix-matrix operations, but rather multiply
vectors by the matrix and work with the resulting vectors. Starting with a vector, v, one
computes tAv, then one multiplies that vector by tA to nd (tA)2v and so on. Because the
vectors tend very quickly to become almost linearly dependent, methods relying on Krylov
subspace frequently involve some orthogonalization scheme, such as Lanczos iteration for
Hermitian matrices or Arnoldi iteration for more general matrices.
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Input: Matrix A and vector v
Output: Matrix Hm, upper Hessenberg Matrix
v1 :=
v
kvk2 ;
for j = 1 : m do
w := Avj ;
for i = 1 : j do
Calculate hij = v
0
iw;
Calculate w = w   hijvi;
end
hj+1;j = kwk2;
if hj+1;j tolkAk then
Break;
end
vj+1 =
w
hj+1;j
;
end
Algorithm 1: Arnoldi algorithm.
The Arnoldi algorithm Golub and Loan [1996], generates an orthogonal basis of the
Krylov subspace using v1 :=
v
kvk2 as as initial vector. The inner for loop in Algorithm
1 is nothing but a modied Gram-Schmidt process. The above algorithm produces an
orthonormal basis Vm = [v1; v2; : : : ; vm] of the Krylov subspace Km. If we denote by
Hm 2 Rmm the upper Hessenberg matrix consisting of the coecients hij computed by
the algorithm, we have the relation
AVm = VmHm + hm+1;mvm+1e
0
m (2.59)
from which we get Hm = V
0
mAVm. Therefore Hm represents the projection of the linear
transformation A onto the subspace Km, with respect to the basis Vm. Based on this,
the following approximation was introduced in Gallopoulos and Saad [1992]
eAv  VmeHme1 (2.60)
Since V
0
m(A)Vm = Hm and the Krylov subspaces associated with A and A are identical
we can also write
~p(t) = eAv  VmeHme1 (2.61)
for an arbitrary scalar  , where e1 is the rst unit basis vector,  = kek2.
Remark 2.9 It has been observed in many applications, Gallopoulos and Saad [1992],
Nour-Omid [1989], Friesner et al. [1989] that even with relatively small values of m a
remarkably accurate approximation can be obtained from eq.(2.61).
Remark 2.10 Once the matrix Hm determined using Algorithm 1, the explicit computa-
tion of eHm is handled with the irreducible rational Pade method combined with scaling
and squaring as described in the previous section.
The idea of the Arnoldi iteration as an eigenvalue algorithm, is to compute the eigenvalues
of the orthogonal projection of A onto the Krylov subspace. This projection is represented
by Hm. The eigenvalues of Hm are called the Ritz eigenvalues. Since Hm is a Hessenberg
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matrix of modest size, its eigenvalues can be computed eciently, for instance with the
QR algorithm. It is often observed in practice that some of the Ritz eigenvalues converge
to eigenvalues of A. Since Hm is m-by-m, it has at most m eigenvalues, and not all
eigenvalues of A can be approximated. Typically, the Ritz eigenvalues converge to the
extreme eigenvalues of A. This can be related to the characterization of Hm as the matrix
whose characteristic polynomial minimizes k p(A)v1 k in the following way. A good way
to get p(A) small is to choose the polynomial p such that p(x) is small whenever x is an
eigenvalue of A. Hence, the zeros of p (and thus the Ritz eigenvalues) will be close to
the eigenvalues of A. There is active research on improving the eciency of the Krylov
subspace method, and recent algorithms propose a restarted approach Afanasjew et al.
[2008] that requires constant work and constant storage space per restart cycle. The
aim of restarted Krylov methods is to improve the convergence. Theoretical results have
shown that convergence improves with an increase in the Krylov subspace dimension m.
However, an a-priori value of m which would lead to optimal convergence is not known.
We will benet of the described routine when computing the transition probability kernels
from approximated innitesimal generators of large dimension.
2.5 Numerical example: stochastic volatility
In this section we are going to apply the results developed so far to build the generator
of two correlated diusions and compute the price of a European call option on an asset
with stochastic volatility as in the Heston model Heston [1993]. According to this model
the spot asset at time t follows the diusion
dS(t) = Sdt+
p
v(t)SdW1(t) (2.62)
where W1(t) is a Wiener process. The volatility follows a square-root process
dv(t) = (   v(t))dt+ 
p
v(t)dW2(t) (2.63)
whereW2(t) has correlation  withW1(t). The Heston's PDE for an option value U(S; v; t)
with interest rate r and market price of volatility risk v absorbed into  and , is
@U
@t
= rU   1
2
vS2
@2U
@S2
  rS @U
@S
  vS @
2U
@S@v
  1
2
2v
@2U
@v2
  (   v)@U
@v
: (2.64)
The terminal condition for a call option is U(S; v; T ) = max(S   K; 0). Boundary
conditions are U(0; v; t) = 0; U(S; v; t)  S   Ke r(T t) for large S. In line with the
previous section we study the problem on the rectangle (S; v) = [0; S]  [0; v], where
[0; S] and [0; v] are discretized with units hs and hv respectively and we denote by
S = [S1; S2; : : : ; Sn] 2 Rn1 and v = [v1; v2; : : : ; vm] 2 Rm1 the resulting discretized
sets.
We build the two matrices, conditional on the realizations of v and S,
L
(c)
s;k = L
(c)
s (S; r;
p
vkS2   vkS) 2 Rnn k = 1; : : :m
L
(c)
v;i = L
(c)
v (v; (   v(t));
p
2v   vSi) 2 Rmm i = 1; : : : n
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and the two auxiliary cross-space matrices L
(c)(+)
sv and L
(c)( )
sv . We obtain:
L(c)sv = (I(v) 
 L(c)s;k + L(c)v;i 
 I(s)); for all i; k
L(c)(+)sv =

I(v)m diag(v)v




I(s)m diag(S)
s
2hshv

+

I(v)p diag(v)v




I(s)p diag(S)
s
2hshv

L(c)( )sv =

I(v)m diag(v)v 
 I(s)p diag(S)
s
2hshv

+

I(v)p diag(v)v
 I(s)m
s
2hshv

with s = 1 and v = . The solution given a starting condition (s0; v0) can be obtained
by exponentiating the generator Lsv computed as in eq.(2.41).
We exponentiate the matrix Lsv using the Krylov subspace approximation, described
in subsection 3.4.1. This methods allows to exponentiate very large sparse matrices,
with size larger than (90000 90000) in less than 1 second, projecting the matrix into a
subspace of dimension ranging between 4 and the full rank.
Nn -0.4 0 0.4 time (sec)
20 0.2112 0.2121 0.213 0.032
50 0.2158 0.2167 0.2176 0.039
100 0.2164 0.2173 0.2182 0.069
150 0.2167 0.2176 0.2184 0.102
200 0.217 0.2179 0.2188 0.196
300 0.2171 0.218 0.2189 0.342
Closed Form 0.2171 0.2180 0.2189 .068
Table 2.1: Comparison of the at the money price of an European call option computed
with the Heston closed-form formula and using our proposed method. We compute the
Heston closed-form formula price by inverting the characteristic function (cf. Heston
[1993]) with a grid of N = 4096 points. The other parameters are as follows:  = 0:01,
 = 0:15, v0 = 0:2,  = 0:13, T = 1, r = 0:03. We exponentiate the matrix Lsv using the
Krylov approximation with subspace dimension of 5 and spectral tolerance of 10 7.
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Figure 2.4: Plot of the price of an European call option computed with the Heston
closed-form formula and using our proposed method. We compute the Heston closed-form
formula price by inverting the characteristic function with a grid of N = 4096 points. We
use grid of 300 points for both the underlying process and the volatility in our method.
The other parameters are as follows:  = 0:01,  = 0:15, v0 = 0:2,  = 0:13, T = 1,
r = 0:03,  =  :65.
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Figure 2.5: The upper plot is the transition density of two correlated Brownian motions
with drift. The correlation is  =  :6. The other parameters are t = 1, 1 = 2 = 0:05
and 1 = 2 = 0:25. The lower plot shows the consistency of the marginal distributions,
that are all coincident both when correlation is  = 0 and  =  :6. The number of
discretization points is 100 per each dimension. We exponentiate the associated matrix
generator of dimension 100100 using the Krylov approximation with subspace dimension
of 4 and spectral tolerance of 10 7 in a time of 0.062sec.
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Figure 2.6: Plots of the transition density of two correlated Brownian motions with drift
when the correlation changes in value.
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Figure 2.7: Plot of the transition density of two correlated geometric Brownian motions
when  =  :93. The other parameters are t = 1, 1 = 0:035, 2 = 0:07, 1 = 0:2, and
2 = 0:25.
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Figure 2.8: Plots of the transition density of two correlated geometric Brownian motions
with drift when the correlation changes in value.
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Figure 2.9: Plots of the transition density of two correlated geometric Brownian motions
with drift when the correlation changes in value. On the left side the bidimensional tran-
sition density is reported. On the right side the marginal distributions. The parameters
used are: 1 = :01; 2 = :015; 1 = :13; 2 = :23. The number of discretization points is
150 and the subspace dimension used for the exponentiation is 5 with tolerance 10 7.
Chapter 3
Credit Migration Risk and
Point-in-Time Credit Dynamics
This Chapter presents a credit migration model that aims to consistently capture the
point-in-time dynamics of the credit worthiness of debt issuers and their obligations, and
a calibration routine that permits the model to eectively t historical ratings data. Our
approach is to view the rating migration matrices as the operator semigroup associated
to an approximated parametric innitesimal generators. Our credit model accounts not
only for default risk dynamics but also for the entire transition among states of the rating
migration matrix. This modeling feature is fundamental for an ecient risk management
of credit derivatives and credit risk portfolios conditionally on a state of the economy
or specic macro factors. We t our model to the historical average rating migration
matrices published by Moody's Investors Service, focusing on the banking sector over the
period 1920-2005. Our results show that the model can identify the through-the-cycle
transition across rating scales and that the point-in-time migration probabilities are only
generated by stressed economic conditions and can only be justied by the inuence of
macro factors on the through-the-cycle unconditional probability values. The great level
of modeling details and the accuracy of the produced results is an improvement over those
of other available models.
3.1 Literature reviews
In this Chapter we introduce and focus on a new model for rating migration dynamics,
migration risk and point-in-time credit quality dynamics, a problem not new in nance
but that urges a to be taken into a more relevant consideration by both banks and nancial
institutions, after the credit crisis and the new Basel III global regulatory standards on
bank capital adequacy and liquidity.
The credit rating, either assigned by a major rating agencies or dened within a com-
pany credit worthiness internal system, gives a through-the-cycle estimation of the credit
quality of a corporation, a country or an individual. The through-the-cycle default prob-
ability modeling approach is dened as a long run assessment of the risk associated with
a borrower which does not change with the economic cycle, therefore the borrower credit
grade will not change due to economic conditions. On the contrary the point-in-time
default probability modeling approach is an assessment of borrower risk at that particu-
lar point-in-time and the borrower will move up or down credit grades in line with the
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economic cycle. Typically, a credit rating tells a lender or investor the probability of
the subject being able to pay back a loan. Credit ratings have also been used to adjust
insurance premiums, determine employment eligibility, establish the amount of a utility
or leasing deposit and calculate a borrower funding costs. However the credit quality of
most issuers and their obligations is not xed and steady over a period of time, but tends
to undergo a change. For this reason, changes in ratings occur so as to reect variations
in the intrinsic relative position of issuer and their obligations.
Raring changes are not isolate and rare events in the corporate world and rating triggers
seem to regularly aect debt issuers, and as reported in Stumpp and Coppola [2002], they
can be of many types, but the most prevalent are provisions which require the issuer of
debt to post some sort of extra collateral as a security enhancement if ratings deteriorate
or the payment on a swap contract. In fact, as pointed out in Andersson and Vanini
[2009], banks not only face loans and debts which are aected by default of their clients
but their earnings are also aected by for example annual down- or up-gradings of their
client creditworthiness. Such migration of the clients' ratings create losses, opportunity
losses or non realizable gains depending on the specic loan contract. Furthermore a rat-
ing downgrade has an important consequence in the worsening of the debt issuer funding
costs. The downgrade impact a company negatively , thus pushing the company further
into distress. These aspects need to be all taken into account to comply with the new
rules on capital requirement.
In our approach to credit rating analysis, we don't model directly the rating migration
dynamics as in Lando [2004], Schonbucher [2003], Hull and White [2000], but instead a
proxy of it, namely the distance to default (DTD) process. This concept was introduced in
early works Albanese and Chen [2003], Albanese et al. [2005a] and Dalessandro and Gilli
[2007]. We privileged this approach because in structured nance a key role is played by
the rating, an ordered system of credit quality levels, and its variation over time that re-
ect its instantaneous creditworthiness. However, the mathematical framework developed
in this Chapter, although similar, diers substantially from Albanese et al. [2005a]. The
model dynamic accommodates now for the positive serial correlation in rating changes,
known as rating drift in the literature, see Fligewski et al. [2006]. Furthermore, while in
Albanese et al. [2005a] the conditional default probabilities were computed by means of an
unobservable market factor modeled as a non recombining tree, our approach consists in
calculating conditional point-in-time migration probabilities by an explicit specication of
the joint density function between two variables, the rating quality and the market/credit
cycle, both modeled as continuous time Markov chains (CTMC). Empirical evidence and
our calibration results show that the assumptions we made on the conditional dynamics
and model setup have a signicant economic meaning.
In fact we directly exploit the strong correlation between the rating risk and the business
cycle, well documented in, cf. 4.2 Due and Singleton [2003], where the authors observe
consistent large negative correlation between default rates and GDP growth.
In this way, given a starting credit status, it would be possible to simulate the credit
quality deterioration conditional to the market variable and verify whether the current
credit risk is underestimated or overestimated. In our framework the rating grades are not
limited to the standard number but we model a richer set of rating levels that are useful
to estimate the intrinsic creditworthiness within a specic credit category and account
for rating outlook levels either positive or negative, as modeled in Lando and Mortensen
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[2005]. This is an invaluable tool for relative risk analysis in credit trading. In our
model, the DTD contains the survival information or the downgrade frequencies of the
defaultable security. In the second part of this Chapter we will mainly focus on empirical
analysis of historical migration data published in the form of average transition matrix
by the major rating agencies and therefore consider extensively the physical measure P,
but all the study can be extended to the Q pricing measure as in Dalessandro [2010c].
An important contribution of our work is also the formulation of a dedicated calibration
procedure that allows us to both identify the model and eciently t both the through-
the-cycle rating migration matrices and the correlation dynamics between the market
factor and rating movements. Our model is exible and applicable also to data generated
by proprietary rating systems, or corporate bond prices or credit default swaps prices
based on ratings and can be conditioned to some market scenario to obtain a more
accurate assessment of the point-in-time creditworthiness. We will show how our model is
able to quantify the impact of the economic cycle on rated credit assets and the migration
risk.
The ndings within this Chapter have their natural collocation, within the existing nan-
cial literature, among the popular and widespread research works applied to the prob-
lem of nding a representation for a stochastic matrix in the context of credit migra-
tion such as Schuermann and Jafry [1997a], Jarrow et al. [1997], Israel et al. [2001] and
Andersson and Vanini [2009], where a continuous time Markov framework is usually as-
sumed for the rating process.
There exists a research area on modeling the eect of macroeconomic factors on corporate
defaults and credit rating transitions, and important contributions have been given by
the works of Fligewski et al. [2006] Koopman et al. [2005] and Due et al. [2007].
The Chapter is organized as following: In Section 2 we introduce the model building
blocks and the concept of distance to default. In Section 3 we propose a new way to
condition the credit process to a market factor and characterize the conditional model
dynamics. Section 4 illustrates the calibration to historical rating migration matrices and
to market data and results are discussed.
3.1.1 Model Uniqueness and its Applications
The aim of the proposed framework is to allow practitioners and investors to better model,
calibrate and understand the impact of market cyclicality on rating migration. The
assessment of the point-in-time credit risk, through an intuitive and accurate modeling
framework, is a fundamental tool to allocate diversied risk and for hedging purposes.
In fact the main feature that makes our model dierent and unique within the existing
available literature, is the way conditional default probabilities are computed with respect
to a macro variable, and therefore the ability to obtain intuitive parametric point-in-time
credit curves that can be easily calibrated to the volatile credit market data (see g. 3.9).
Another important feature is that we model an extended credit scale, and not just the
standard rating scale of 21 notches as dened by the major rating agencies. In our model
each main rating class is characterized by a number of further 10 or more subclasses, and
this allows to better capture the credit quality of the debts and their rating outlooks. The
dense rating scale gives an accurate assessment of the distance to default of the rated
debts. Some authors tried to incorporate this feature in their models and, among others,
it is important to mention the works of Lando and Mortensen [2005] and Metz [2007].
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The parametric rating migration model we propose is able to t market data through a
new spectral calibration routine that guarantees the identiability of the model itself.
Financial institutions will benet of our framework and ndings within this Chapter for
better quantify their capital requirement and corresponding liquidity facilities in order to
comply with the new rules from Basel III. The calibrated model can be used as a tool to
forecast cumulative rating migration probabilities and dene rating outlooks.
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Figure 3.1: Fitted average through-the-cycle default probabilities across rating categories
for the Banking sector. The model is able produce meaningful and non-intersecting
through-the cycle credit curves across all the rating scale. Note that the default `D' curve
is at the top of the plot area, while lower rating categories are in the bottom part of the
plot area.
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3.1.2 Rating Migration Matrices and Data source Description
Denition 3.1 : (Rating) Moody's long term ratings are intended to be measures of
expected loss and therefore incorporate elements of both probability of default and severity
of loss in the event of default. The system of rating securities was originated by John
Moody in 1909. The purpose of Moody's ratings is to provide investors with a simple
system of gradation by which relative creditworthiness of securities may be noted.
Denition 3.2 Rating Symbols: Gradations of creditworthiness are indicated by rating
symbols, with each symbol representing a group in which the credit characteristics are
broadly the same. There are nine symbols, from that used to designate least credit risk to
that denoting greatest credit risk:
Aaa;Aa;A Baa;Ba;B Caa;Ca;C
Moody's appends numerical modiers 1,2 and 3 to each generic rating classication from
Aa through Caa.
We consider in our analysis, without loss of generality, the rating scale provided by one
of the major rating agencies, that includes 18 levels of creditworthiness.
fAaa;Aa1; Aa2; Aa3; A1; A2; A3; Baa1; Baa2; Baa3; Ba1; Ba2; Ba3; B1; B2; B3; Ca;Dg
where Aaa represents the best possible credit quality, Ca the worst non defaulted credit
quality, and D represents the state of default.
The migration data, used for our empirical analysis, consists in a term structures of
average-years rating migration matrices for the years P = f1; 2; 3; 4; 5; 7; 10g using histor-
ical Moody's 12-sectors data from 1920 until 2005. The data are reported in Notes 4.4.1
at the end of the Chapter. Focusing mainly on the Banking sector dataset, we notice that
the entries of the average migration matrices don't represent neither the through-the-cycle
dynamic nor the point-in-time probabilities in a clear way. In fact, as clearly represented
in g. 3.2, the rating default probabilities appear very noisy, far from a though-the-cycle
default representation of the Banking sector, but almost like conditional point-in-time
default frequencies.
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Figure 3.2: Historical average through-the-cycle default probabilities across rating cate-
gories for the Banking sector. The curves lack of economic intuition and in some cases
there are evident conditions that can lead to arbitrage if those curves are used as input
to credit pricing models.
3.2 Model building blocks and Distance to Default Process
In this section we present the main concepts and building blocks of our rating migration
model. It is instructive to start with a description of the rating scale and rating matrix
to make clear the properties of the objects we are going to model.
The above rating scale is mapped in our model, into an equivalent, more dense numerical
scale, i.e.
fAaa;Aa;A;Baa; : : : ;Dg ! SX = [x = x1; x2; : : : ; x = xn] (3.1)
with n > 17, and with typical value of 200, that will represent the states of our Markov
chain. Every main rating level, except default, has a subset of 12 subclasses, or more. In
this way we have available a richer set of rating levels that are going to be very useful when
calibrating our model parameters to observed debt instruments and migration frequencies.
It is very common in the literature, see Lando [2004], Schonbucher [2003], to assume
that the rating transition is a time-invariant Markov process, and that the entries in the
average transition matrix, obtained perhaps from a rating agency, describe the Markov
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transition probabilities. Using the Markov assumption is equivalent to saying that the
current rating is all that is necessary to predict the future ratings, and that historical data
is irrelevant for predicting the future. The time-invariance assumption implies that the
transition probabilities do not change with time and are constant over the entire horizon
of interest.
More formally, given n rating categories and the rating migration process of a rm for
the period [0; t]; t  0 is a continuous time homogeneous Markov chain (CTMC) with
transition matrix P (0; t) = fpij(0; t)gi;j=1;:::;n, in which the ij-th entry represents the
probability of migrating from category i to category j during the period (0; t). Similar to
the discrete-time Markov process for which the rating transition matrix can be obtained
by matrix multiplication from the one-period transition matrix, the matrix P (0; t) can
be represented, under the assumption of time homogeneity, through its generator matrix
, that is, for any time t > 0,
P (0; t) = et :=
1X
k=0
ktk
k!
(3.2)
in which  = fijg satises ii =  
P
j 6=i ij for 1  i  n, and ij  0 for 1  i 6=
j  n. The elements in  can be estimated by their maximum likelihood estimators
^ij =
NijR t
0 Yi(s)ds
, in which Yi(s) is the number of rms in rating class i at time s and Nij
is the total number of transitions from i to j(6= i) over the period [0; t].
However the Markov framework has some limitations. In fact the data suggest, Wilson
[1997a,b], that the rating transition depends not only on industry category and macroe-
conomic conditions, but also on the nancial trend of the particular company as reected
in its recent rating changes. In other words, the future ratings of a company depend not
only on its current rating, but also on changes in its rating in the recent past.
Therefore it would more appropriate to assume that the Markov chain representing the
rating migration is time-inhomogeneous and also to relax the Markov property in order
to account for the empirical phenomenon of ratings momentum.
Our model consists in specifying a process for the credit quality, that we name the distance
to default (DTD) process, a variable not directly observable in the market, but fully
dened within the credit information carried by all credit derivatives. We conne such a
process on the nite credit quality space SX , that are the states of the CTMC. We discard
the standard intensity based approaches to build CTMC from rating information as the
ones used in the works Schuermann and Jafry [1997a], Jarrow et al. [1997], Israel et al.
[2001], Lando [2004], Schonbucher [2003], Hull and White [2000] based on MLE of Poisson
processes or logit regression of default frequencies, and we privilege the use functional
calculus. The setup for the DTD is similar to Albanese et al. [2005a] and it is as follows.
Let (
  S;Ft;P) be a probability space where is dened the R+ valued Feller process
process of the DTD, X = fXt : 0  t  Tg which is right continuous with left limits and
Nt a standard Poisson jump process which is independent of X. Let fX(s) : s  0g be an
intensity process that we assume inhomogeneous and non-negative and that is associated
to the chosen DTD dynamics. We dene the default time  as follows:
 = infft 2 R+ :
Z t
0
X(s)ds  N1g (3.3)
where N1 is the rst jump time of the poisson process. The survival probability expression
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is derived using the denition of a Cox process and is as following:
P( > tjFs) = EPs [P( > tjFs [ fX(t) : t  0g)] (3.4)
= 1f>sgEPs
h
exp

 
Z t
s
X(u)du
i
; s 2 [0; t]:
We regard the rating scale commonly adopted by rating agencies to express a judgement
of the quality of a certain debt as an ordered set, where the two extremes for the credit-
worthiness interval are respectively the risk free rate and default, both absorbing states.
The model we propose consists in expressing the underlying DTD dynamics, associated to
the credit risky intensity X , by a unique continuous time-inhomogeneous Markov chain
with a parametric approximated innitesimal generator. The intensity function X(s)
1
previously introduced, will be locally modeled by a parametric innitesimal generator
matrix L(s) := LX(s), and the time to default is modeled as the absorbtion time in de-
fault state of our CTMC. Therefore the default probability pdt at time t > 0 is represented
by the default transition probability entry of the matrix PX(t), given a starting status
p0, such that PX(t) satises the Kolmogorov's forward equation
@PX(t)
@t
= L(t)PX(t) (3.5)
Our analysis consists in the derivation of a CTMC that approximates the dynamic of
the DTD jump process. The approach is to view the rating migration matrices as the
operator semigroup PX associated to a parametric innitesimal generators. We choose
the DTD dynamic to be of the form
dXt = (Xt)((Xt) Xt)dt+ (Xt)dWt + `Jumps' (3.6)
or,
dXt = (Xt)Xtdt+ (Xt)XtdWt + `Jumps' (3.7)
where by `Jumps' we mean a jump component specied from the large class of Levy
processes. In fact we need a DTD process that can accommodate for a local mean
reverting behavior, local drift and also to exhibit jumps in its paths, in order to have
sucient exibility to calibrate the historical rating migration data. In the following
subsections we concentrate our analysis on the representation of the local approximated
innitesimal generator L(t) for jump processes, in particular the compound Poisson and
variance gamma processes.
Markov chain states specication for the Rating Migration problem
In the section above, we dened the state space SX = [x = x1; x2; : : : ; x = xn] for our
Markov chain, where the number of states n is generally much larger than the K = 18
standard rating classes number. This means that the transition kernel PX solution of
the eq.(3.5) is a stochastic matrix of dimension n  n, larger than a standard rating
migration matrix M 2 R1818 published by the rating agencies. In order to produce
with our model a matrix that can be directly compare with the stard rating migration
matrices, we subdivide the space SX into K subintervals of adjacent states
Ik = [xk 1; : : : ; xk]; k = 1; : : : ;K; where x = x0 =; x1; x2; : : : ; xK = xn
1The time s dependency is due to the fact that we are dealing with a time inhomogeneous Markov
chain.
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each of them corresponding to the k-th rating class, with ](xk   xk 1) = nK , for k =
1; : : : ;K, and xK the state of default.
Let's denote by xk 2 Ik, the starting state, where Ik is the k-th rating class. The
conditional transition probability bpij(t) that an obligor with a given initial rating i at
time 0 will have a rating j at a later time t > 0 can be calculated as follows:
bpij(t) = kj 1X
z=kj 1
PX( xi; z); j = 1; : : : ;K:
where xk is a point in the interval Ik which represent the entire k-th rating class and
is part of the model specication. For simplicity xk can be chosen as the midpoint of
the interval Ik. In this way it will be possible to dene through our model a parametric
rating matrix, with parameters' set , that can directly be compared to one published by
an agency.
Lt() = fbpij(t)g i; j = 1; : : : ;K (3.8)
We detail the construction of a parametric CTMC for the DTD process in the following
sections.
3.2.1 DTD as a process with jumps
Innitesimal generators of jump processes and more generally Levy processes are com-
monly categorized as pseudo dierential operators (PDO). Please refer to the Chapter 2
for the necessary background and introduction on PDO.
If fXtgt0 is a Levy process with characteristic exponent 	(s), then its transition operator
is a pseudo-dierential operator with symbol (s; t) = et	(s) and its generator is a pseudo-
dierential operator with symbol 	(s).
In probability we can derive such symbols as following
(s; t) = E[eisX(t)jX(t) = x(0)]
	(s) =
@
@t
(s; t)

t=0
= lim
t#0
(E[eisX(t)jX(t) = x(0)]  1
t
where the symbol 	(s) in its most general form is given by the Levy-Khintchine formula
of eq.(??).
	(s) = is+
1
2
s2 +
Z
R

eisx   1  ish(x)

(dx): (3.9)
We will focus our attention on two processes with jumps, namely the compound poisson
and the variance gamma process, and we want to characterize them in term of their ap-
proximated innitesimal generator. We will then exploit the PDO representation of their
innitesimal generator in order to numerically prove some desirable weak convergence
results of the approximated generators.
Diusions
Let's denote by A the approximated generator associated to the diusive part of DTD
process in eq.(3.6) on the discretized state space SX .
A(x; y) = fa(xi; xj)g; i; j = 1; : : : ; n (3.10)
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is a tridiagonal matrix specied by a state dependent drift (x) and volatility (x). Each
matrix entry can be calculated by solving the following system:8>>>><>>>>:
a(x1; x2) = at(xn; xn 1) = 0
a(xi; xi+1) =
1
2

(xi)
h +
(xi)
2
h2

a(xi; xi 1) = 12

(xi)
2
h2
  (xi)h

a(xi; xi) =  (a(xi; xi 1) + a(xi; xi+1))
for all i = 2; : : : ; n  1, with h = xi   xi 1, and (xi)
2
h  (xi)  (xi)
2
h .
Compound Poisson
The rst possible way to add jumps to the DTD process in eq.(3.6) is by means of a
compound poisson process. We denote with fX(t)gt0 a compound poisson process with
Levy measure , taking values in the discrete space S.
X(t) =
N(t)X
i=1
Yi
where N(t) is a Poisson random variable with parameter t and it gives the total number
of jumps on the interval [0; t].
The associated innitesimal generator is
Af(x) := (L   I)f(x) (3.11)
= 
Z 
f(x+ y)  f(x)

(dy)
Given the discrete space of the credit quality SX := fxig; i = 1; : : : ; n we can derived and
algebraic scheme to approximate the generator in eq.(3.11) and build the matrix Acp =
fa(i; j)g; i; j = 1; : : : ; n that approximates the innitesimal generator in eq.(3.11).
The entries of Acp can be calculated as
a(i; j) =

[(u; ; )  (l; ; )]; if i 6= j
 Pj a(i; j) if i = j
and assuming the following Levy measure,
(dx) =
1

p
2
exp
  (dx  )2
22
	
p(dx)  N(; 2)
(u; ; ) =
Z u
 1
(dx)
denoting with N(; 2) the normal distribution with mean  and variance 2 and for
i = 1; : : : ; n,
u =
 xj+xj+1
2   xi; if j 6= n
xj   xi if j = n
l =

xj   xi if j = 1
xj+xj 1
2   xj ; if j 6= 1
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The associated transition probability matrix, can be computed through matrix exponen-
tiation
p
(n)
t = exp
 
tAc

p0; p0 starting condition (3.12)
The number of parameters that specify the innitesimal generator matrix for the com-
pound poisson process is three and are
cp = f; ; g (3.13)
It is also possible to specify these parameters as `local', and therefore they will be function
of the states of the chain, namely (xi); (xi); (xi), for all i. In particular if we want
to locally characterize the behaviour of each rating cathegory we would need to specify
K = 18 local parameters, so that the total number of parameters for the local compound
Poisson process would be 54.
The approximated innitesimal generator for the DTD in eq. (3.6) is
A+Acp
that is the sum of the innitesimal generator for the diusive part and the jump com-
ponent respectively. In the following we verify the convergence of the compound poisson
kernel pt numerically by studying the error term
n =
p(n)t   F 1(Tt  f)(s) (3.14)
dened as the distance between the transition kernel density in eq.(3.12) and the transition
probability derived from the FFT inversion
F 1(Tt  f)(s) = (Tt  f)(x) = 1p
2
Z
e isx f(s)et	(s)ds: (3.15)
as n!1. The prole of converge error n is reported in g. 3.4 and n ! 0 as n!1.
For the derivation of the characteristic function of the Brownian motion with drift and
compound poisson process, see appendix A.1.
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Figure 3.3: Comparison between the Brownian motion with drift and compound poisson
transition kernel generated by the operator and the one by inverting the FFT. The inverse
FFT is computed over 4096 points, while the operator is computed on 50 states in the
left plot and on 200 states on the right one.
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Figure 3.4: Convergence error between the density obtained via FFT inversion over 4096
point and the operator computed over N states.
Variance Gamma
Another possible alternative to add jumps to the DTD process of eq.(3.6) is through
subordination using a Gamma process. The resulting DTD process is called variance
Gamma (VG). The advantage of using a VG process rather than a compound poisson
is that it can require a reduced number of local parameters. Therefore the user of our
model can use a DTD process with dierent fat tailed distribution type according to the
quality and nature of the historical migration matrices that need to be calibrated. For
further details on the VG process, refer to appendix A.2.
The approximated generator of a VG process is denoted as A(n)VG 2 Rnn, and can be
computed through the time subordination of a diusive process, as described in the
seminal work of Madan et al. [1998b]. If A is a diagonalizable matrix representing the
approximated innitesimal generator of the diusive process as in eq.(3.10), the following
equation hold:
A = V DV  1
D =
2666664
1 0 0
0 2 0
. . .
. . .
. . .
0 n 1 0
0 0 n
3777775
We then compute the Laplace transform of the Gamma subordinator  (x; t ; ), and
apply the resulting map to the spectrum of the original diusive process to obtain the
VG generator.
Lf (x; t

; )g =
Z 1
0
e sx (x;
t

; )dx = (1 + ) 
t
 = e 
t

log(1+s) = e	(s)
D = 	(D)
A(n)VG = V DV  1
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Figure 3.5: Comparison between the two transition kernels of the VG process obtained by
inverting the characteristic function over n = 4096 points and through the exponentiation
of the corresponding approximated innitesimal generator with n = 200 states.
In the above specication of the gamma distribution  

x; b2 ; b

, the mean parameter
is b = 1. The number of parameters that specify the innitesimal generator matrix for
the variance gamma process is four and are
vg = f; ; b; g (3.16)
where  and  are respectively the constant specications for the drift and volatility of
the underlying diusion. In the case of a local characterization of the behaviour of all K
= 18 rating categories we can specify a local drift (x) and a local volatility (x), and
in such a case the total number or parameters would be 36 + 2. We repeat a similar
analysis as in eq.(3.14) and eq.(3.15), for the approximated VG innitesimal generator,
and g.(3.5) reports a qualitative comparison of the VG transition kernels obtained.
DTD with asymmetric dynamics
In order to have more exibility in calibrating both transition probabilities and implied
default probabilities we can specify the DTD process to be asymmetric. We suppose
that the DTD process at any time t may follow two transition function, namely an
upward and downward transition, related to two dierent parameters' specications. In
order to dene this specic model we rst build two innitesimal generators, A(n)DOWN =
faDOWN(i; j)gi;j=1;:::;n for the downward transitions and A(n)UP = faUP(i; j)gi;j=1;:::;n for the
upward transitions respectively. The resulting approximated generator matrix A(n) =
fa(i; j)gi;j=1;:::;n can be calculated as,
a(i; j) =

aDOWN(i; j); i > j
aUP(i; j); i < j
a(i; i) =  
X
ji
aUP(i; j) 
X
ji
aDOWN(i; j)
In this way it is possible to build the approximated innitesimal generator for the asym-
metric variance gamma process, see Madan et al. [1998b]. This generator can be build to
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accomodate the local feature of each rating category and in such a case the total num-
ber of parameters would be 40, divided into 18 for the local drift (x), 18 for the local
volatility (x), 2 for the upward jump component u and bu, 2 for the downward jump
component d and bd.
3.3 Point-in-time Model Dynamics
In this section we explain how we specify the joint dynamic probability density among
the rating processes and be able to produce point-in-time rating migration matrices.
Consistently with the explanation given in the introduction we assume that the DTD
marginal is joint to the marginal of the market factor. When the DTD process will be
independent from the market factor process the rating dynamics implied by the DTD will
represents a thought-the-cycle rating dynamics. In case of non zero correlation between
the market factor and the DTD process, the conditional DTD process will represents a
point-in-time rating dynamics.
We assume that the market factor process is the same as the DTD and therefore these two
variables will be modeled as identical Markov chains and therefore by just one CTMC.
Let X(z) = fX(z)t gt0, z = 1; 2 be two identical continuous time Markov chains2 with
discrete state space SX = [x = x1; x2; : : : ; x = xn] and built as illustrated in the previous
section or cf. Dalessandro [2010a], with n a positive integer number representing the
number of states. We consider the probability transition matrices,
P
(z)
t = P (X
(z)
t ) := fp(z)t (xi; xj)g
= fp(z);xit (xj)g For i; j = 1; : : : ; n; z = f1; 2g; t  0:
for the chains X(n) and we would like to dene a joint distribution that correlates the dy-
namic of the marginals p
(z);xi
t for all i. Let F
(z)
t := fFt(xi; xj)gi;j=1;:::;n the corresponding
distribution function matrices.
We would like to generate an arbitrary partition of the probability mass of each transition
matrix row, and dene its corresponding partitioned state space. Given a row p
(z);xi
t of the
matrix P
(z)
t , we have that
P
p
(z);xi
t = 1. We then subdivide the entire probability mass
into a sequence of probability masses q1; q2; : : : ; qm , such that
Pm
j=1 qj = 1, and dene a
corresponding increasing sequence of cumulative probability masses 0  c1; c2; : : : ; cm  1,
where
ck =
kX
j=1
qj ; k = 1; : : :m
and the sequence of corresponding percentiles
bk = F
 1(z)
t (ck); k = 1; : : :m: (3.17)
2Please note that where the index (z) is not specied, the value under consideration is assumed to be
the same.
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This means that the support of each probability mass will be as following
q1 2 s1 = [x = x1; b1];
q2 2 s2 = [b1; b2];
...
qm 2 sm = [bm 1; bm = x = xn]
Note that the value of every local probability mass qk(xj) is fully dened by p
(z);xi
t (xj),
such that
qk(z)(xj) = p
(z);xi
t (xj) for all xj 2 sk(z)
We dene as (x) : Sx 7! [0; 1] the local correlation function.
Denition 3.3 Given the marginals matrices P
(z)
t , and their corresponding sequences of
probability masses (q
(z)
1 ; : : : ; q
(z)
m ) = (q1; : : : ; qm), we can dene a joint local density for all
row xi, with
Sm
k=1 sk = SX , with local marginals p(z);xit by the following set of equations
Jxit
 
x
(1)
j ; x
(2)
j

=
8><>:
(xi)qk(1)(x
(1)
j ) + (1  (xi))qk(1)(x(1)j )qk(2)(x(2)j ) if k(1) = k(2)
(1  (xi))qk(1)(x(1)j )qk(2)(x(2)j ) if k(1) 6= k(2)Pm
k qk(z) = 1 z = 1; 2
(3.18)
that generates a local correlation equal to
(xi) =
Exi [X
(1)
t X
(2)
t ]  ((xi)t+ xi)
2(xi)t
=
Pm
k(1)
Pm
k(2) sk(1)sk(1)J
xi
t
 
x
(1)
j ; x
(2)
j
  ((xi)t+ xi)
2(xi)t
with (x) and (x) the local specications of the drift and volatility function respectively
for the chain.
We provide an illustrative example for the above denition 4.1.
Example 1
We x a row xi = x
(1)
i = x
(2)
i of the two identical approximated transition probability
matrices, and we split the two local marginals p
(z);xi
t ; z = 1; 2 in two parts, such that the
following equations hold
p
(1);xi
t = q1(1) [ q2(1)
p
(2);xi
t = q1(2) [ q2(2)
According to eq.(4.9), the joint distribution is
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X(2) n X(1) q1(1) q2(1)
q1(2) (xi)q1(2) + (1  (xi))q1(2)q1(1) (1  (xi))q1(2)q2(1)
q2(2) (1  (xi))q2(2)q1(1) (xi)q2(2) + (1  (xi))q2(2)q2(1)
Table 3.1: Representation of eq.(4.9) for m =2.
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Figure 3.6: On the left, plot of the joint distribution when  = 1%. On the right, plot of
 against  that conrms the perfect correspondence between the two coecients.
On each period we can express the marginal transition probability in eq.(4.9) as,
p
(1);xi
t =
2X
k=1
Jxit
 
X(1)jX(2) = s(2)k )p(2);xit (xj 2 s(2)k )
= Jxit
 
X(1)jX(2) = s(2)1 )q1(2) + Jxit
 
X(1)jX(2) = s(2)2 )q2(2)
We can easily dene the analytic expressions for the conditional point-in-time probabilities
terms Jxit
 
X(1)jX(2) = s(2)1 ) and Jxit
 
X(1)jX(2) = s(2)2 ). In fact
Jxit
 
X(1)jX(2) = s(2)1 ) =
1P
j q1(2)(xj 2 s(2)1 )

(xi)q1(2) + (1  (xi))q1(2)p(1);xit

(3.19)
Jxit
 
X(1)jX(2) = s(2)2 ) =
1P
j q2(2)(xj 2 s(2)2 )

(xi)q2(2) + (1  (xi))q2(2)p(1);xit

(3.20)
where the function (x) provides the local sensitivity of X
(1)
t to the process X
(2)
t . The
limiting cases of (x) = 0 and (x) = 1 correspond to zero and full correlation between a
name with a given credit quality X
(1)
t and the cycle variable. There is a strong economic
intuition behind our model settings. In fact the states X(2) = s
(2)
1 and X
(2) = s
(2)
2 can
be associated to the condition that the market is a `bad' and `good' good state of the
economy respectively.
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Figure 3.7: Conditional kernels as described by eq.(3.19).
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Figure 3.8: Typical calibrated prole of the local correlation coecient (x). The coe-
cient tend to zero for DTD approaching zero, hence in case of default. This means that
`usually', in standard market condition, investment grade debts (debts with rating from
Aaa to Baa) are more correlated than non-investment debts (debts with rating from Baa
to Ca).
Three-states Market factor. The privileged assumption in our model to dene point-
in-time migration probabilities is to consider a three states market factor. We believe
that this assumption is the optimal compromise between having a parsimonious model in
terms on parameters' number and the capacity of those parameters to eectively capture
and explain the empirical market dynamics.
60 3. CREDIT MIGRATION RISK AND POINT-IN-TIME CREDIT DYNAMICS
4 6 8 10
years
bad scenario
0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
years
PD
neutral scenario
0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
years
PD
good scenario
Figure 3.9: Point-in-time (conditional) default probability curves, given that the market
is in a bad, neutral or good state. The dashed lines in each plot represent the through-the
cycle (unconditional) default probability curves per rating categories, ranging from Ca
for the top red curve to Aaa for the bottom one.
n-states chain for the Market factor The number of states of the market factor can
be increased if we can assign a solid economic meaning to each partition of the state
space. In the following gure we show the conditional transition probability with respect
to a 5-states market factor.
3.4 Calibration to Historical Rating Migration Matrices
We are given a term structure of rating migration matrices as described in section 3.1.2
and appendix 4.4.1. Let denote by M the given average migration matrix (`target') and
by L() the unknown parametric one computed with our model, with parameters set
, as dened in eq.(3.8). The number of parameters  depends on the model choice
and its specication according to equations 3.6, or 3.7 and being the jump component
a compound Poisson or a variance gamma. The model choice depends on the historical
data quality and properties. In our empirical analysis we found that a convenient model
parametrization is by choosing the DTD to be an asymmetric VG process in which case
the number of parameters are 40, namely 18 for the local drift, 18 for the local volatility
and 4 for the jumps at each point in time in a time-inhomogeneous setting.
At this stage our aim is to introduce a suitable metric able to capture a distance be-
tween the two matrices, and then search for the parameters that minimize this dis-
tance such that our model can optimally represent and t the historical market data.
In Schuermann and Jafry [1997b] are presented several dierent metrics for comparing
matrices including L1 and L2 (Euclidean) distance metrics, and eigenvalue and eigenvec-
tor analysis such as singular value decomposition. We adopt a spectral metric that is
able to accurately compare both matrices eigenvalues and eigenspaces features and fully
capture all the data information content. We believe that this metric has never been used
in the context of rating migration matrices estimation and it is by far the most accurate
way to compare matrix structure and information. At this end, we rst decompose the
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Figure 3.10: It is possible to extend the number of states of the market factor and create
several corresponding credit curve scenarios. The above top plot shows the conditional
kernels produced by a 5-states market factor. In the bottom plot we show the error
produced when rebuilding the through-the-cycle (unconditional) transition kernel, from
the 5 conditional ones.
given migration matrix M as following,
M = V DV  1
 = V  1
 =
1
k V D k2  =
1
k D k2  =
1
k V  k2
and then we dene the spectral metrics m(M;L) as
m =  k V   I k2 + k LV   V D k2 + k L D k2 (3.21)
The calibration routine consists in a sequence of minimization problems of the form
min
t
m(Mt; L1()) if t 2 [0; 1yr]
min
t
m(Mt; L1L2()) if t 2 [1yr; 2yr]
min
t
m(Mt; L1L2L3()) if t 2 [2yr; 3yr]
...
min
t
m(Mt; L1   L10()) if t 2 [7yr; 10yr]
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and the ultimate result will be a term structure of parameters ftg that fully describes
the dynamic of our time-inhomogeneous model. Every nonlinear optimization problem is
solved through a global optimization routine directly derived from dierential evolution
and described in the seminal work of Storn and Price [1995]. See appendix A.3 for details
on the solver implementation. We would like to remark that our model L() is perfectly
identiable. As a demonstrative example, we set some random but meaningful parameters
0 and we produce the transition matrix B = L(0), for t = 2 years. We then want to
retrieve the parameters by solving the problem
min

m(B;L()) (3.22)
Figure 3.11 shows the result of our model identiability test.
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Figure 3.11: The model identiability is reported by the above plots. In fact the plots
report the calibration result of the model local parameters i and i, i = 1; : : : ; 18. The
parameters are randomly selected and the solver stopping criteria is minf800 iteration, err
= 10 10g. Due to the proposed spectral metric of eq.(3.21) the parameters are perfectly
retrieved by the heuristic solver, dierential evolution.
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3.4.1 Results - Fitted model parameters
The following gures and tables report the tting results for the average through-the-cycle
rating migration matrices of the Banking sector provided by Moody's Investor Service.
We t our model, consisting of the asymmetric DTD process with VG dynamics, to the
historical rating data for the maturities T = f1; 2; 3; 4; 5; 7; 10g years. The results show
the proles of the tted rating migration matrix, of the diagonal migration probabilities
that represent the rating persistency in a specic category and the tted default curves
across rating categories. The tting errors expressed by the metric in eq.(3.21) are
1yr 2yr 3yr 4yr 5yr 7yr 10yr
0.0113 0.0261 0.0893 0.01352 0.0597 0.0382 0.0989
Table 3.2: Fitting errors. The error is express in terms of the spectral distance as in
eq.(3.21)
Aaa Aa1 Aa2 Aa3 A1 A2 A3 Baa1 Baa2 Baa3 Ba1 Ba2 Ba3 B1 B2 B3 Ca
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
 
 
1yr
2yr
3yr
4yr
5yr
7yr
10yr
Figure 3.12: Fitted local drift parameters.
Aaa Aa1 Aa2 Aa3 A1 A2 A3 Baa1 Baa2 Baa3 Ba1 Ba2 Ba3 B1 B2 B3 Ca
0
0.1
0.2
0.3
0.4
0.5
0.6
 
 
1yr
2yr
3yr
4yr
5yr
7yr
10yr
Figure 3.13: Fitted local volatility parameters.
64 3. CREDIT MIGRATION RISK AND POINT-IN-TIME CREDIT DYNAMICS
1yr 2yr 3yr 4yr 5yr 7yr 10yr
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
λdowngrade
λ
upgrade
Figure 3.14: Fitted local jumps parameters.
Aaa
Baa1
D
Aaa
Baa1
D
0
0.5
1
Fitted Matrix
1yr
Aaa
Baa1
D
Aaa
Baa1
D
0
0.5
1
Historical Matrix
1yr
Aaa Baa1 D
0.5
0.6
0.7
0.8
0.9
1
Diagonal probabilities
 
 
Aaa Baa1 D
0
0.2
0.4
0.6
0.8
1
Default probabilities
 
 
Fitted
Historical
Fitted
Historical
Figure 3.15: Fitted Banking sector average 1yr rating migration matrix.
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Figure 3.16: Fitted Banking sector average 2yr rating migration matrix.
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Figure 3.17: Fitted Banking sector average 3yr rating migration matrix.
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Figure 3.18: Fitted Banking sector average 4yr rating migration matrix.
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Figure 3.19: Fitted Banking sector average 5yr rating migration matrix.
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Figure 3.20: Fitted Banking sector average 7yr rating migration matrix.
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Figure 3.21: Fitted Banking sector average 10yr rating migration matrix.
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Figure 3.22: Average tted rating persistency.
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Figure 3.23: Average tted default probability across rating categories.
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Figure 3.24: Dierence between average and average tted rating persistency. By rating
persistency probabilities are denoted the diagonal probabilities of the rating migration
matrix.
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Figure 3.25: Dierence between average default probability and average tted default
probability across rating categories.
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Notes
3.4.2 Market Data
The Market Data3 consist of historical average migration matrices for Moody's 12 Indus-
try classication, namely. However our analysis mainly focuses on the Banking sector
data.
Moody's 12: Sector Names
Banking
Financial (Non-Bank)
Media
Technology
Industrial
Transportation
Hotel, Gaming, & Leisure
Consumer Products
Energy
Utilities
Miscellaneous
Retail
Sovereign
Table 3.3: Moody's 12: Sector Names.
The market data are very noisy and in particular the matrices are not perfectly stochastic,
i.e. their rows do not sum to 1. In order to achieve this, all rows have been normalized
by their sum. The standard deviation between the initial average migration matrices and
the adjusted ones is reported in the following table.
1yr 2yr 3yr 4yr 5yr 7yr 10yr
0.000285 0.000267 0.000215 0.000168 0.00016 0.000145 0.000137
Table 3.4: The standard deviation between the initial and adjusted average migration
matrices for the Banking sector.
It is also important to perform some local descriptive analysis of the matrices and at
this purpose we report in gures 3.27 and 3.28 the average rating persistency and the
average default probability across rating categories respectively. Due to the fact that
the average rating matrices have been computed over a long time interval, this implies
that the total number of banking corporations has been subject to changes, causing the
resulting transition probabilities to exhibits irregularities and sudden jumps.
3The data are dated 2005 and were kindly provided to the author by Moody's Investors Service for
research and non-commercial purposes.
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Figure 3.26: Historical average rating migration matrices computed using Banking sector
migration data from 1920 to 2005.
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Figure 3.27: Average rating persistency. This data correspond to the diagonal probabil-
ities of the historical average rating migration matrices computed using Banking sector
migration data from 1920 to 2005.
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Figure 3.28: Average default probability across rating categories. This data correspond
to the last column of the historical average rating migration matrices computed using
Banking sector migration data from 1920 to 2005.
Chapter 4
Dynamic Pricing of Index and
Bespoke CDO
This Chapter presents a framework to model correlated default events that can be used to
price and hedge standard and exotic credit baskets whose values depend on the realized
losses of a default portfolio. The model consists of parametric continuous time Markov
chain and aims to accurately capture the point-in-time dynamics of the credit worthiness
of debt issuers, the single name dynamics, and the dynamics of the correlation among
the names underlying the credit portfolio. Key features of the model are the implied
credit rating and the local correlation as a function of the implied rating and time. We
illustrate through an example how to price and hedge with this model standard CDO
index tranches. This method is computationally fast and parsimonious because uses just
one matrix. The framework is simple and at the same time very rich in information
and this can easily accommodate for the evaluation of MBSs, CMOs and CDO of ABS
tranches.
4.1 Literature reviews
The credit market started to grow around 1998 and expanding very fast until the end
of 2006 when the credit crunch begun and is currently undergoing a change due to the
stringent regulations on capital requirement. A good introduction to the origin of the
credit market is in Schonbucher [2003].
This market is still in need for a robust model to price Collateralized Debt Obligations
(CDOs). Furthermore a good credit pricing model would help to restore some condence
among investors hit by the credit crunch and by the subsequent volatile market period.
Over the last decade the most popular instruments on which the modeling eorts were
mainly concentrated proved to be credit default swaps (CDS) and CDOs. The latter
oer a challenging complexity to deal with and is the one of the hottest topic in nancial
research and correlation trading desks. The availability of CDO data for multiple time
horizons is still encouraging researcher to develop dynamic models able to t market data
and to track the evolution of the credit risk of a portfolio.
Pricing of a credit portfolio involves either directly or indirectly modeling default depen-
dency among the credit names. There are standard and non-standard market models for
valuing portfolio credit derivatives and Hull and White [2008] contains a good overview
of such techniques.
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The market standard among such models is still the Gaussian copula model Li [2000], a
one-factor model that enables easy quotation of market prices. But, it is well-known that
the model is inadequate to price nonstandard products. Major attraction of the Gaussian
copula model is its simplicity and tractability. It can easily be calibrated to individual
hazard rate curves. It can be formulated in closed form providing a semi-analytical
framework for pricing. Issues with the Gaussian copula model have been addressed before.
Many researchers and practitioners have presented models going beyond the Gaussian
copula, and the following is a short overview of the related literature.
In Brigo et al. [2007b] the authors provide an account of the developments in this eld and
propose a generalized Poisson cluster loss model that is able to t prices across tranches
and maturities. Hull and White [2007] introduces an implied copula model that can cali-
brate consistently across all CDO tranches for a given maturity. Balakrishna [2009] mod-
els the jump distribution in an intensity based model. A doubly stochastic framework for
intensity modeling is introduced in Due and Garleanu [2001]. Joshi and Stacey [2005]
considers an intensity based modeling of business time as a gamma process. Chapovsky et al.
[2006] model default intensity as a jump-diusion process. Errais et al. [2010] present a
model based on ane point processes. Some extension of the Intensity-Based framework
are Mortensen [2006] and Eckner [2007]. Bielecki et al. [2009] is a comprehensive survey
of various methods and results regarding application of the theory of continuous time
Markov chains (CTMC) to the valuation of credit derivatives. A CDO pricing model
based on Markov chains is presented in Digraziano and Rogers [2005]. Putyatin et al.
[2005] use a Markovian approach combined with a Poisson mixing distribution. Bennani
[2006] presents a Markov functional approach to instantaneous loss rate. Sidenius et al.
[2005] consider a no-arbitrage approach to modeling future loss distribution. Baxter
[2006] proposes a threshold model based on time-changed Wiener processes.
In this Chapter we propose a new model to price and hedge correlated credit portfolios,
taking into consideration that the correlations among a collection of single names, the
creditworthiness of the single credits, the recoveries and the payos can undergo a change
along the life of the deal. In what follows we present a time-inhomogeneous, fully dy-
namic, structural and bottom-up model based on CTMC, that is built on the concept
of distance to default and enjoys the properties of conditional market recovery and local
time-dependent correlation. The model is developed along the lines of Dalessandro [2010b]
and the other relevant references are Dalessandro [2010a], Eckner [2007], Albanese et al.
[2005a], Sidenius et al. [2005], Schonbucher [2005], Brigo et al. [2007a] and Bielecki et al.
[2009].
Our work continues this line of research by proposing a new way to condition all the
marginal single name credit names in the portfolio, and generate a multivariate time
dependent distribution in a more intuitive way and that better replicates the market
movements. Our model calibrates under the objective P-measure and the risk neutral Q-
measure and this can lead to natural considerations on the risk premia and the change of
measure dQ=dP. We also give empirical evidence of the phenomenon of default clustering
among the portfolio constituents along the life of the trades.
The Chapter is organized as following: In Section 2 we introduce the notation used and
the model specication for the single credit names and also for their multivariate joint
distribution. Section 3 gives more details about the physical and risk-neutral measure and
the risk premia that characterize the passage between the two measures. In section 4 we
apply the model to the tting of CDO index tranches, illustrate the greeks computation
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and give details of the model calibration through an example.
4.1.1 Model Uniqueness and its Applications
The model proposed in this Chapter presents features that make it one of the most
comprehensive frameworks, among the existing bottom-up credit models in the literature,
for pricing and risk managing tranched portfolios of credit derivatives.
Among the relevant features, the model provides a very rich credit scale, denser than
the standard 18 notches rating scale of the agencies, and allows to better locate the
creditworthiness of a debt that can be at the center as well as at the top or at the
bottom of a rating category. This feature allows to identify the relative value of a debt
with respect to the market assigned rating. The model can, in fact, determine the debt
implied rating (see g.4.4). Some credit names can trade at a spread that doesn't reect
the rating assigned by the rating agency. This is a clear relative value opportunity and
the fact that a credit name rating can undergo through an imminent public change of its
rated creditworthiness.
Another important feature is that the model allows to compute and visualize the implied
local correlation among names in the credit portfolio as a function of the implied cred-
itworthiness and time (see g.4.7). There is no model that can provide such accurate
information and a trader can use it to better justify the the loss distribution movements
and the clustering of defaults. This model gives a better intuition to tranches' price levels
, and their relative movements can be explained through the price sensitivities that are
readily available after the initial calibration to the maket quotes.
The aim of the proposed model is to allow practitioners and investors to better understand
the impact of market information on the degree of credit and defaults events clustering
that determines the price of credit derivatives. Especially during this turbulent and very
volatile period a sound and reliable model would help to restore some condence among
investors with respect to the quantitative valuation of the price and risk of structured
credit derivatives. The assessment of the point-in-time credit risk premia through an in-
tuitive and accurate framework is a fundamental tool for bank that back the performance
of portfolios of corporate debts retaining capital designed to withstand default clustering
at extreme high condence levels such as 99.9%. Financial institutions will benet of
the model and ndings within this Chapter to better quantify their capital requirement
and corresponding liquidity facilities in order to comply with the new rules from Basel
III. The proposed framework consists of a parametric continuous time-inhomogeneous
Markov chain and is computationally parsimonious because uses just one matrix. The
model can be readily calibrated to some given market prices and used as a trading and
investment tool to hedge existing credit positions.
4.2 Notation and Model Specication
In this section we present the main concepts and building blocks of our credit model,
that is specied under both the physical and risk neutral measure, and this feature is
fundamental to quantify risk premia.
Our aim is to formulate a pricing model for single name assets subject to default risk,
and also to characterize a dynamic correlation among them and be able to price portfolio
products like collateralized debt obligations (CDO). At this purpose we don't represent di-
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rectly the credit spread evolution as in Lando [2004], Schonbucher [2003], Hull and White
[2000], but instead a proxy of it, namely the distance to default (DTD) process. This
concept was introduced in early works Albanese and Chen [2003], Albanese et al. [2005a].
We privileged this approach because in structured nance a key role is played by the rat-
ing, an ordered system of credit quality levels, and its variation over time that reect
its instantaneous creditworthiness. The DTD contains the survival information of the
defaultable security.
Formally, let (
  S;Ft;P) be a probability space where is dened the R+ valued Feller
process process of the DTD, X = fXt : 0  t  Tg which is right continuous with left
limits and ltration Gt = fXs; 0  s  tg. Let Nt be a standard Poisson jump process
which is independent of X and ltration Ht = fNs; 0  s  tg. The state variable X
and the jump process N are independent and the ltration Ft = Gt _ Ht contains the
information of both processes. Let fX(s) : s  0g be an intensity process that we assume
inhomogeneous and non-negative and that is associated to the chosen DTD dynamics.
We dene the default time  as follows:
 = infft 2 R+ :
Z t
0
X(s)ds  N1g (4.1)
where N1 is the rst jump time of the poisson process. The risk-neutral survival proba-
bility expression is derived using the denition of a Cox process and is as following:
Q( > tjFs) = 1f>sgEQs [1>tjFs] (4.2)
= 1f>sgEQs
h
exp

 
Z t
s
X(u)du
Gsi; s 2 [0; t]:
For 0  t  T , the unique arbitrage-free price at time t for a security that pays one
currency unit at time t is
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The price of the above risky bond at time 0 with zero recovery can be easily extended
to any contingent claim with a promised payment of f(Xt) and an actual payment of
f(Xt)1f>tg. All we need is the state variable information, and the information that
default has not yet occurred to compute the price of a defaultable claim.
The DTD process X represents our state variable and is specied by an asymmetric
variance gamma (VG) process, see Madan et al. [1998a]. The VG process is dened as
following:
d logXt = mdt+ (Xt)dgt + (Xt)dW (gt); X(0) = X0 (4.3)
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where W (t) is a standard Brownian motion, m 2 R, and (x) and (x) are a drift
function and volatility function respectively, satisfying the usual regularity conditions,
see Shreve [1993], and gt a gamma process. In fact, the VG process is obtained on
evaluating the Brownian motion W at a time given by a two-parameter gamma process
gt(b; ), independent ofW , and with increments gamma distributed with the mean b and
variance  both multiplied by the size of the increment; that is, for any t  0 and time
increment  > 0,
gt+   gt   

;
b2

;
b
with b;  2 R++. The gamma process is also often written as  (t; ; ), therefore
parametrized in terms of  = b2 that controls the rate of jump arrivals and the scal-
ing parameter  = b that inversely controls the jumps size, see Applebaum [2004]. The
VG process in eq.(4.3) can be also expressed as the dierence of two gamma processes
d logXt = mdt+ dg(u; u)  dg(d; d); X(0) = X0 (4.4)
The explicit relation between the parameters of the gamma processes dierenced in (4.5)
and the original parameters of the VG process (4.3) is detailed in Madan et al. [1998b].
In particular, we specify the DTD process with an asymmetric gamma subordination, as
d logXt = mdt+ dgt + dW (gt); X(0) = X0 (4.5)
where dgt = dgt(u; u) for upward jumps and dgt = dgt(d; d) for downward jumps.
More generally the VG process is a pure jump process of innite activity and nite vari-
ation and able to capture frequent small changes and rare small jumps. The VG process
can be alternatively be approximated, see S. Kotz [2001], by a compound Poisson pro-
cess that leads to a representation with explicitly given size of jumps and their locations.
Further details on the VG process are in and its risk neutral characterization are in
Madan and Seneta [1990]. The process X is then approximated by an equivalent n-states
continuous time-inhomogeneous Markov chain X(n) and conned on the discrete state
space
SX = [x = x1; x2; : : : ; x = xn] (4.6)
that maps the rating scale
fAaa;Aa;A;Baa; : : : ;Dg ! SX
where fAaa; : : : ;Dg are the K = 18 symbols of the extended Moody's rating system and
n > 18, usually n = 200. The state x represents the credit risk free state while x is the
default state and we assume that are both absorbing states of the chain. The state space
SX is subdivided into K subintervals of adjacent states
Ik = [xk 1; : : : ; xk]; k = 1; : : : ; 18; x0 = x; x18 = xn
each of them corresponding to the k-th rating class. In this way we have available a richer
set of rating levels that are going to be very useful when calibrating our model parameters
to observed debt instruments, and if a process is in Ik at time t, then is said to have a
credit rating of k. Our model relies on the construction of the approximated innitesimal
generator matrix L(t) of X(n). In order to build L(t) for the asymmetric VG process in
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eq.(4.5) we do as following, at each point t > 0, used to calibrate the time-inhomogeneous
chain.
The rst step is to build the tridiagonal matrix A(x; y; t) = fat(xi; xj)g; i; j = 1; : : : ; n
representing the approximated generator for the discretized diusion with state dependent
drift (x; t) and volatility (x; t). Each matrix entry can be calculated by solving the
following system: 8>>>><>>>>:
at(x1; x2) = at(xn; xn 1) = 0
at(xi; xi+1) =
1
2

(xi;t)
h +
(xi;t)
2
h2

at(xi; xi 1) = 12

(xi;t)
2
h2
  (xi;t)h

at(xi; xi) =  (at(xi; xi 1) + at(xi; xi+1))
for all i = 2; : : : ; n   1, with h = xi   xi 1, and (xi;t)
2
h  (xi; t)  (xi;t)
2
h . Then we
build the approximated generator of a VG process that is denoted by Avg(x; y; t) 2 Rnn,
and can be derived as the time subordination of a diusive process. If A(x; y; t) is a
diagonalizable matrix, the following equation hold:
A = V DV  1
D =
2666664
1 0 0
0 2 0
. . .
. . .
. . .
0 n 1 0
0 0 n
3777775
We then compute the Laplace transform of the Gamma subordinator, and apply the
resulting map to the spectrum of the original diusive process to obtain the VG generator.
eLf (x; b2(t)
(t)
;
(t)b(t))g =
Z 1
0
e sx (x;
b2(t)
(t)
;
(t)b(t))dx = e  b2(t)(t) log(1+ (t)b(t) s) = e	(s)
D = 	(D)
Avg = V DV  1
where Avg = Avg(x; y; t; (t); (t); b(t); (t)). Finally we can compute the innitesimal
generator for the asymmetric VG process.
At this purpose we rst build two innitesimal generators, Ad(t) = fat;d(i; j)gi;j=1;:::;n
equal to Avg(x; y; t; (t); (t); bd(t); d(t)) for the downward transitions and Au(t) =
fat;u(i; j)gi;j=1;:::;n equal to Avg(x; y; t; (t); (t); bu(t); u(t)) for the upward transitions
respectively. The resulting approximated generator matrix L(t) = flt(i; j)gi;j=1;:::;n can
be calculated as,
lt(i; j) =

at;d(i; j); i > j
at;u(i; j); i < j
lt(i; i) =  
X
ji
at;u(i; j) 
X
ji
at;d(i; j)
The innitesimal generator L(t) will be a time dependent parametric generator L(t; ) 2
Rnn fully specied by the set of time dependent parameters
 =
n
(x; t); (x; t); bu(t); bd(t); u(t); d(t)o
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Given the generator L(t), it is immediate to generate a transition kernel via the Kol-
mogorov's forward equation
@pt(x; y)
@t
= L(t; )pt(x; y); with p0 starting probability (4.7)
The probability migration matrix containing the survival information of the defaultable
security is the operator semigroup associated to the parametric innitesimal generator
L(t). If we denote by pt(x; y) the transition probability matrix generated by the DTD
chain over the time interval [0; t], with t  0, the default probability is represented by
the transition probability entry of the matrix pt(x; y) into the default state x, given a
starting status x0, namely pt(x0; x).
4.2.1 Conditional Model Dynamics
Having characterized the process for the credit quality Xt, the next step is to introduce
correlations. We do so by conditioning to a market factor that we assume to be a joint
and identical process to the DTD.
Without loss of generality, we assume that the distribution of the market factor is the same
as the DTD and these two processes will be modeled as identical Markov chains, therefore
by just one CTMC. But this last specication is equivalent to state that the market factor
is the calibrated DTD process. Let X(z) = fX(z)t gt0, z = 1; 2 be two identical continuous
time Markov chains1 with discrete state space SX = [x = x1; x2; : : : ; x = xn] and built
as illustrated in the previous section, with n a positive integer number representing the
number of states. We furthermore denote the discrete state space for both chain by
SX = [x = x1; x2; : : : ; x = xn]. X(n) and X are close to each other during the nite time
interval of interest. We consider the probability transition matrices,
P
(z)
t = P (X
(z)
t ) := fp(z)t (xi; xj)g
= fp(z);xit (xj)g For i; j = 1; : : : ; n; z = f1; 2g; t  0:
for the chains X(n) and we would like to dene a joint distribution that correlates the dy-
namic of the marginals p
(z);xi
t for all i. Let F
(z)
t := fFt(xi; xj)gi;j=1;:::;n the corresponding
distribution function matrices.
We would like to generate an arbitrary partition of the probability mass of each transition
matrix row, and dene its corresponding partitioned state space. Given a row p
(z);xi
t of the
matrix P
(z)
t , we have that
P
p
(z);xi
t = 1. We then subdivide the entire probability mass
into a sequence of probability masses q1; q2; : : : ; qm , such that
Pm
j=1 qj = 1, and dene a
corresponding increasing sequence of cumulative probability masses 0  c1; c2; : : : ; cm  1,
where
ck =
kX
j=1
qj ; k = 1; : : :m
and the sequence of corresponding percentiles
bk = F
 1(z)
t (ck); k = 1; : : :m: (4.8)
1Please note that where the index (z) is not specied, the value under consideration is assumed to be
the same.
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This means that the support of each probability mass will be as following
q1 2 s1 = [x = x1; b1];
q2 2 s2 = [b1; b2];
...
qm 2 sm = [bm 1; bm = x = xn]
Note that the value of every local probability mass qk(xj) is fully dened by p
(z);xi
t (xj),
such that
qk(z)(xj) = p
(z);xi
t (xj) for all xj 2 sk(z)
Denition 4.1 We dene (xi), for all i, to be the local correlation function. Given
the marginals matrices P
(z)
t , and their corresponding sequences of probability masses
(q
(z)
1 ; : : : ; q
(z)
m ) = (q1; : : : ; qm), we can dene a joint local density for all row xi, withSm
k=1 sk = SX , with local marginals p(z);xit by the following set of equations
Jxit
 
x
(1)
j ; x
(2)
j

=
8><>:
(xi)qk(1)(x
(1)
j ) + (1  (xi))qk(1)(x(1)j )qk(2)(x(2)j ) if k(1) = k(2)
(1  (xi))qk(1)(x(1)j )qk(2)(x(2)j ) if k(1) 6= k(2)Pm
k qk(z) = 1 z = 1; 2
(4.9)
that generates a local correlation equal to
(xi) =
Exi [X
(1)
t X
(2)
t ]  ((xi)t+ xi)
2(xi)t
=
Pm
k(1)
Pm
k(2) sk(1)sk(1)J
xi
t
 
x
(1)
j ; x
(2)
j
  ((xi)t+ xi)
2(xi)t
with (x) and (x) the local specications of the drift and volatility function respectively
for the chain. Considering n-states for the driving market factor, in each period we can
express the marginal transition probability as,
p
(1);xi
t =
nX
k=1
Jxit
 
X(1)jX(2) = s(2)k )p(2);xit (xj 2 s(2)k )
=
nX
k=1
Jxit
 
X(1)jX(2) = s(2)k )qk(2)
4.3 Model Identication under the physical and risk neu-
tral measure
The calibration of the DTD process involves three sequential steps. Firstly we estimate
the P measure in such a way to ensure agreement with rating transition probabilities and
historical probabilities of default. Secondly we estimate the Q measure from the term
structure of quoted single name CDS spreads. The third and last stage consists in the
evaluation of the CDO tranche prices that includes an adjustment for the market price
of correlation risk.
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Calibration under P
The model under P is characterized by the following set of parameters
P =
n
P; ; bu; bd; u; do (4.10)
where P(x; t) is the local drift, (x; t) is the local volatility, bu(t), u(t) specify the
upward jumps component, bd(t), d(t) specify the downward jumps component. Note that
all the parameters are time dependent, because we are calibrating a time-inhomogeneous
model to the available term structure of market data that, in the case of the P-measure,
consists of average rating migration matrices. Let's denote by xi 2 Ii, the starting state,
where Ii is the i-th rating class. The conditional transition probability bpij(t) that an
obligor with a given initial rating i at time 0 will have a rating j at a later time t > 0
can be estimated by matching it with historical averages provided by rating agencies. We
model this quantity as follows:
bpij(t; P) = kj 1X
z=kj 1
pt( xi; z; 
P)
where xi is a point in the interval Ii which represent the entire i-th rating class and is
part of the model specication. For simplicity xi can be chosen as the midpoint of the
interval Ii. In this way it is possible to calculate from a parametric transition probability
kernel matrix pt( xi; z; 
P) 2 Rnn; t  0, a parametric migration matrix of dimensions
K K, that can be directly compared with a term structure of historical average rating
matrices. Typical maturities for the rating matrices are T = f1; 2; 3; 4; 5; 7; 10g years,
and therefore the corresponding dimensionality of the calibrated model parameters would
be P(x; t) 2 R187; (t;x) 2 R187+ , bu(t); u(t); bd(t); d(t) 2 R17+ . A more extensive
characterization of this model under the measure P and its calibration to rating migration
matrices is reported in Dalessandro [2010b].
Calibration under Q
In this section we illustrate the calibration steps necessary to estimate the Q measure
from the term structure of quoted single name CDS spreads and then the evaluation of
the standard index CDO tranches market quotes. Details and market conventions on
credit default swap index tranches and their pricing can be found in appendix 4.4.1. The
proposed model is fully specied, under the measure Q, by the following set of parameters
Q =
n
Q; ; bQu ; bQd ; Qu ; Qd ;q; o (4.11)
that need to be calibrated to the observed prices. The local volatility function (t;x) is
calibrated under the physical measure P, and therefore is not recalibrated under Q . We
plot its calibrated prole is in g.(4.1).
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Figure 4.1: The above bars represent the local volatility (t;x) for the DTD under the P
and Q measures.
We nd the parameters Q with a 2-steps calibration procedure where:
1. Firstly, we t the parameters subset
QIndex Portfolio =
n
Q; ; bQu ; bQd ; Qu ; Qd g
to the index portfolio of 125 CDSs spread curves in the CDX.IG index, by minimiz-
ing the relative root mean square CDS pricing error. Term structure of probability
of default for each standard rating class2 are given by
pdeft ( xi) = pt( xi; x; 
Q
Index Portfolio) (4.12)
The dataset of 125 CDSs used in our calibration provides CDS spreads at maturities:
1y, 2y, 3y, 4y, 5y, 7y, 10y. Once the set QIndex Portfolio is found we can estimate
further the implied starting DTD and produce the levels xi
q. In fact although
the 125 CDS names have a rating attached, the representative starting rating level
xi for the i-th rating category cannot be sucient to match the exact implied
default probability from the credit spreads. In this way we are able to produce
an implied DTD representative of the exact risk neutral creditworthiness of each
name, xk
q; k = 1; : : : ; 125. The results for the 125 CDSs in the CDX.IG index as
on May 15, 2008 are reported in g.(4.4).
2This means that the starting DTD level is xi 2 Ii for the i-th rating class.
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Figure 4.2: The above surface represents the calibrated risk neutral drift, across time
and creditworthiness, to quoted CDO Index tranche prices as on May 15, 2008. The
drift tends to increase over time for investment-grade names while the opposite trend
is observed for non investment-grade names. The drift value toward the default state
converges to zero.
The parameters set QIndex Portfolio can be further adjusted to match the index basis
(see appendix 4.4.2 for background on index basis and notation used in the rest of
this section) as reported in next paragraph.
Index basis calibration Let be I(t) the level of the credit index at time t  0.
Recalling the denition of fair index spread as the quantity
sF (t) =
PM
k=1 sk(t)PV 01k(t)PM
k=1 PV 01k(t)
(4.13)
we account in our model for the Index basis
b(t) = I(t)  sF (t); t  0
by means of a homogeneous local drift multiplier, (Xt) 2 R++ , such that the risk-
neutral DTD process can price index tranches. This will aect the market price of
the rm specic risk as following
Di;(Xt) = 
Q
U   U (4.14)
2. Secondly, we t the parameters subset
QIndex Tranches =
n
q; 
o
to the quoted index tranches prices, by minimizing the relative weighed root mean
square tranche pricing error. In fact once computed the basis-adjusted set QIndex Portfolio
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able to match single name CDS spreads and Index spread quotes, we can proceed
to the calculation of the standardized index tranche premia. At this purpose in the
following paragraphs, we specify the behavior of the recovery rate at default and of
the portfolio correlation, both key parameters when pricing index tranches.
(a) Market status dependent Recovery Rates
The recovery rate plays an important role when pricing a single name and has
an signicant impact on the loss distribution in a portfolio of credit derivatives.
It is possible in our framework to relax the assumption of a constant level.
Using the notation consistently with section 4.2.1, we dene a market factor
dependent recovery R(X(2)) such that
R(X(2)) =
X
k
R(X(2) = sk)P (X
(2) = sk); k = 1; : : : ; n (4.15)
However the quoted recovery rate is usually 40%, and in the proposed calibra-
tion example we will use this value when calibrating the model to the market.
(b) Dynamic Correlation
The correlation structure among single names, introduced in section 4.2.1, is
a deterministic function
 := (x; t) : [x; x] [0; T ] 7! [0; 1]
 is linearly interpolated across the two dimensions, namely the distance to
default and time. This behavior reects the fact that the correlation is not
homogeneous across level of creditworthiness but tends to assume local dis-
tinct values that lead to the phenomenon of `defaults clustering'. We dene a
correlation surface across time and DTD that takes the following form
(x; t) =
3[
i=1
 5[
j=2
j1fx2(t)jg

1ft2tig
[
j
(t)j = (t): (4.16)
with (t) = [x; x + h(t); x + 2h(t); : : : ; x   h(t); x], h(t) 2 R++ and t1 =
[0; 5yr], t2 = [5yr; 7yr], t3 = [7yr; 10yr].
There are 5 correlation levels j and 1 unit spacing (t) for each of the 2 time
intervals t. The correlation surface is fully specied by 18 parameters
 =
n
;h
o
(4.17)
The set q species the probability masses associated to the market factor in a a
particular scenario. The number of market states used in our numerical example is
5 and therefore q will be a set of 5 probability masses that sum up to 1, as described
in section 4.2.1.
Tranche quotes calibration Let str(k; t; T )
z for z 2 fmo;mkg denote the spread at
time t of the k-tranche with maturity T (usually 5, 7 or 10 years) as implied by the model
(mo), and as quoted in the market (mk). The calibration routine consists in minimizing
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the mean square tranche pricing error with respect to the only free model parameter left,
(x; t),
min
(x;s)
TX
t=1
 
str(k; t; T )
mo
vuut KX
k=1
str(k; t; T )mo   str(k; t; T )mk
!2
 < 0: (4.18)
The quoted index tranche spreads term structure is calibrated in aggregate by minimizing
the objective function 4.18.
Change of measure
Once calculated the parameter sets P and Q it is possible to make additional consider-
ations on the measure change and on the risk premia produced by our model. The change
between the physical measure P and the risk-neutral measure Q, can be characterized by
the Radon-Nikodym derivative dQ=dP. Closely following Eckner [2007], we dene the
following change of measure process (mt)ft0g and its independent components:
mt = E
dQ
dP
Ft (4.19)
= E
d~Q
dP
dQ^
d~Q
dQ
dQ^
Ft (4.20)
= m
(1)
t m
(2)
t m
(3)
t : (4.21)
The rst factor m
(1)
t reects the change in drift, while the other two factors m
(2)
t and m
(3)
t
represent the change in the jump intensity (size (JS) and arrival (JA) parameters) and
change in correlations under Q respectively. We can dene the risk premia accordingly,
Market(Xt) = 
Q
U   U (4.22)
JA(Xt) =
Qu=d
u=d
JS(Xt) =
Qu=d
u=d
(4.23)
Corr(Xt) =
Q

(4.24)
This very similar characterization of the change of measure dQ=dP in terms of risk premia
in the context od CDO index tranches pricing has been proposed among others by Eckner
[2007]. In appendix 4.4.4 we report details of the change of measure for a VG process
and through the reported calculations is possible to explicitly write the Radon-Nikodym
derivative dQ=dP in terms of the risk premia of equations (4.22), (4.23) and (4.24). In
gure 4.3 we represent the pure jump-to-default risk premium produce by our model.
4.3.1 Price sensitivities
The most common approach for hedging CDO tranches is to hedge against a small changes
in the single-name CDS spreads. In our framework the computation of the hedging
position in CDS i, known as spread-delta, is equal to
xit =
@xis
[a;d](t;Xt)
@xis
i(t;Xt)
(4.25)
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where @xis
[a;d](t;Xt) and @xis
i(t;Xt) are the partial derivatives with respect to xi, a single
name CDS, which can be approximated by nite dierences. There is no recalibration in-
volved when computing (4.25). It is possible to delta hedge also against global movements
in the CDS spreads and take index spread-delta position in the index, that is computed
in our framework as
Idxt =
@2xs
[a;d](t;Xt)
@xsIdx(t;Xt)
(4.26)
where @xs
[a;d](t;Xt) and @xs
Idx(t;Xt) are the partial derivatives with respect to all CDSs.
Computation of the index spread-delta is the same as the spread-deltas by nite dier-
ences, except that we need to shift all CDS spreads by 1bps.
Regarding the delta hedging of CDO in the base correlation framework, see Cousin and Laurent
[2008] we can furthermore dene two common approaches that can be denoted as `sticky
strike' and `sticky delta' to parallel the terminology used in equity derivatives markets. In
the sticky strike approach, the base correlations are kept unchanged when bumping the
credit curves. When computing `sticky deltas', one takes into account the change in base
correlations due to the change in the moneyness of the tranche when credit spreads move
up: the equity tranche becomes more junior, which actually leads to using a smaller base
correlation. In other words, in the sticky delta approach an increase in credit spreads
is associated with a smaller dependence between default events. As a consequence, the
sticky delta of an equity tranche is lower than the delta computed under the sticky strike
approach. In our example, see g.4.5, the equity tranche deltas are slightly larger than
those computed under the Gaussian copula, as in a `sticky delta' approach. Similar re-
sults are produced also by Eckner [2007]. Such a result is consistent with a market where
an increase in the average credit spread is the outcome of some idiosyncratic shifts and
an increase in the dispersion of credit spreads. This is typical of the correlation crisis in
May 2005, which was actually associated with smaller correlations on the equity tranches.
In the same manner it is possible to compute the second order sensitivities. We refer to
idiosyncratic Gamma (iGamma) the convexity to single names, namely
 xit =
@xis
[a;d](t;Xt)
@2xis
i(t;Xt)
(4.27)
or to the market gamma (mGamma) the convexity to market moves and is equal to
 Idxt =
@2xs
[a;d](t;Xt)
@2xs
Idx(t;Xt)
(4.28)
All sensitivities computed in our framework do not require recalibration and their value
reect an adjusted spot DTD for the names underlying the credit portfolio.
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Figure 4.3: The bars represent the quantity

Q
P   1

. The blue bars can be referred
as pure jump-to-default risk premium, and are calibrated to quoted CDO Index tranche
prices as on May 15, 2008. The behavior of these premiums in time is very intuitive.
They are higher in the rst ve years and decrease afterwards. The jump to default is
perceived and priced in the market as an event more likely to happen within few years of
the trade date.
4.4 Model performance
In this section we examine in details how the proposed model calibrates to quoted tranche
prices and generates risk sensitivities by a direct comparison with the gaussian copula
model. We chose the CDX.IG index of May 15, 2008 when the market exhibited high
volatility and high spread levels.
The market quotes are as it follows:
CDX.IG Market Quotes as 15 May 2008
Mat. 5 Years 7 Years 10 Years
Index Level (bps) 93 91 91
Det. Spread Corr Spread Corr Spread Corr
3% 48.0% 36.4% 54.5% 33.4% 58.8% 33.0%
7% 375 56.1% 455 50.1% 545 46.3%
10% 193 64.0% 220 57.6% 271 53.1%
15% 97 75.4% 118.5 68.6% 133 64.4%
30% 48.5 96.5% 51.5 91.9% 61 89.1%
Table 4.1: CDX.IG Market quotes on May 15, 2008, as from Markit. The quotes include
implied tranche base correlation. The equity tranche is quoted as upfront percentage.
The following table reports the calibrated implied base correlations and the index spread
deltas Idxt .
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CDX.IG Base Corr, Base corr %-error and Idxt on 15 May 2008
Mat. 5 Years 7 Years 10 Years
Det. Idxt Corr error (%) 
Idx
t Corr error (%) 
Idx
t Corr error (%)
3% 28.62 35.7% 1.94 30.99 33.7% 0.83 31.66 33.7% 1.73
7% 5.4 55.5% 0.86 6.12 50.5% 0.71 6.76 47.6% 3.20
10% 3.43 65.3% 2.03 4.15 58.8% 1.96 5.46 53.3% 1.28
15% 1.38 72.7% 3.67 1.5 72.1% 4.89 2.28 65.4% 1.50
30% 0.44 93.2% 3.50 0.9 87.5% 5.10 1.61 84.4% 5.54
Table 4.2: Calibrated Base Correlations and Idxt for CDX.IG on May 15, 2008, using the
Gaussian Copula model.
We calibrate the spot DTD to the underlying pool of 125 names following the proce-
dure illustrated in the previous section. The calibrated risk neutral drift and jumps are
reported in gs 4.2 and 4.3 respectively.
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Figure 4.4: Implied rating levels for the names underlying the Index CDX.IG on May
15, 2008. These levels represent the spot-DTD used in our model to price the index
tranches. Although the CDX.IG composition is meant to be of investment grade names
only, it is clear from the histogram that some index constituents have lower implied
creditworthiness.
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The following table reports the calibrated index levels, index-tranches spreads levels and
the index spread deltas Idxt generated with the proposed model.
Calibration Results for CDX.IG on 15 May 2008
Mat. 5 Years 7 Years 10 Years
Index Level 95.92 (3.05%) 92.3 (0.69%) 95.93 (3.06%)
Tranche Spread error (%) Idxt Spread error (%) 
Idx
t Spread error (%) 
Idx
t
0-3% 48.16% .33 38.57 54.48% .03 42.3 59.1% 0.4 47.58
3-7% 369 1.54 4.77 461.17 1.34 5.42 569.1 4.23 8.17
7-10% 205 6.18 2.79 218.3 0.78 4.58 257.29 5.33 4.92
10-15% 107.6 9.40 2.07 126.43 6.27 2.85 151.5 12.26 3.34
15-30% 50.13 3.25 1.00 50.8 1.38 1.47 63.8 4.39 1.86
Table 4.3: Calibration results for CDX.IG Index, May 15, 2008. The model is able to
perfectly replicate the quoted market spread levels. The maximum spread tting error of
the model is produced in correspondence of the 10yr-tranche 10 15%, and is of 18:5bps.
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Figure 4.5: The DV01 results are very meaningful. They are in line with the market
and the mezzanine delta shows a higher level due to the presence of high correlation in a
group of names in the portfolio. The correlation clustering generates a multimodal loss
distributions that is the main cause of this observed behavior for the mezzanine tranche
delta.
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Figure 4.6: Portfolio default loss distribution for the names underlying the index CDX.IG
on 15 May 2008. The right plot is a magnication of the loss distribution.
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Figure 4.7: Calibrated parametric correlation surface as in eq.(4.16) for CDX.IG on 15
May 2008. The correlation levels modulate the portfolio names concentration producing
clusters that are local across time and creditworthiness. Such modulation reects the
portfolio composition reported in g. 4.4 in an intuitive and meaningful way. After the
5-years point very few names with non investment-grade implied creditworthiness cluster
and drive the tranche prices toward the quotes observed in the market. The investment
grade names seem overall consistently clustered and their correlation slightly decreases
after the 5-years maturity.
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Notes
4.4.1 Credit default swap index tranches
This note introduces the mechanisms of a credit default swap index (CDX) and of the
CDX tranches. These are very standard concepts, see Markit.
A credit default swap index (denoted by CDX) contract provides protection against the
credit risk of a standardized basket of reference entities. The mechanics of a CDX are
slightly dierent from that of a single-name CDS. If a credit event occurs, the swap
premium payment ceases in the case of a single-name CDS. In contrast, for a CDX the
swap premium payment continues to be made by the protection buyer but based on
a reduced notional amount since less reference entities are being protected. As of this
writing, the settlement for a CDX is physical settlement. Currently, there are two families
of standardized indexes: the Dow Jones CDX and the International Index Company
iTraxx. The former includes reference entities in North America and emerging markets,
while the latter includes reference entities in Europe and Asia markets. Both families of
indexes are standardized in terms of the index composition procedure, premium payment,
and maturity.
The two most actively traded indexes are the Dow Jones CDX NA IG index and the iTraxx
Europe index. The former includes 125 North American investmentgrade companies.
The latter includes 125 European investment-grade companies. For both indexes, each
company is equally weighted. Also for these two indexes, CDX contracts with 3-, 5-, 7-
and 10-year maturities are available. The composition of reference entities included in
a CDX are renewed every six months based on the vote of participating dealers. The
start date of a new version index is referred to as the roll date. The roll date is March
20 and September 20 of a calender year or the following business days if these days are
not business days. A new version index will be `on-the-run' for the next six months. The
composition of each version of a CDX remains static in its lifetime if no default occurs
to the underlying reference entities, and the defaulted reference entities are eliminated
from the index. There are two kinds of contracts on CDXs: unfunded and funded. An
unfunded contract is a CDS on a portfolio of names. This kind of contract is traded
on all the Dow Jones CDX and the iTraxx indexes. For some CDXs such as the Dow
Jones CDX.NA.HY index and its sub-indexes and the iTraxx Europe index, the funded
contract is traded. A funded contract is a credit-linked note (CLN), allowing investors
who because of client imposed or regulatory restrictions are not permitted to invest in
derivatives to gain risk exposure to the CDX market. The funded contract works like
a corporate bond with some slight dierences. A corporate bond ceases when a default
occurs to the reference entity. If a default occurs to a reference entity in an index, the
reference entity is removed from the index (and also from the funded contract). The
funded contract continues with a reduced notional principal for the surviving reference
entities in the index. Unlike the unfunded contract which uses physical settlement, the
settlement method for the funded contract is cash settlement. The index swap premium
of a new version index is determined before the roll day and unchanged over its life time,
which is referred to as the coupon or the deal spread. The price dierence between the
prevailing market spread and the deal spread is paid upfront. If the prevailing market
spread is higher than the deal spread, the protection buyer pays the price dierence to
the protection seller. If the prevailing market spread is less than the deal spread, the
protection seller pays the price dierence to the protection buyer. The index premium
payments are standardized quarterly in arrears on the 20th of March, June, September,
and December of each calendar year.
The CDXs have many attractive properties for investors. Compared with the single-name
swaps, the CDXs have the advantages of diversication and eciency. Compared with
basket default swaps and collateralized debt obligations, the CDXs have the advantages
of standardization and transparency. The CDXs are traded more actively than the single-
name CDSs, with low bid-ask spreads.
CDS index tranches
With the innovation of CDXs, the synthetic CDO technology is applied to slice CDXs into
standardized tranches with dierent subordinate levels to satisfy investors with dierent
risk favorites. The tranches of an index provide the layer protections to the underlying
portfolio risk. Each tranche has an attachment percentage and a detachment percentage.
When the cumulative percentage loss of the portfolio reaches the attachment percentage,
investors in the tranche start to lose their principal, and when the cumulative percentage
loss of principal reaches the detachment percentage, the investors in the tranche lose all
their principal and no further loss can occur to them.
Both of the most actively traded indexes, the Dow Jones CDX.NA.IG and the iTraxx
Europe, are sliced into ve tranches: equity tranche, junior mezzanine tranche, senior
mezzanine tranche, junior senior tranche, and super senior tranche. The standard tranche
structure of the Dow Jones CDX.NA.IG is 0-3%, 3-7%, 7-10%, 10-15%, and 15-30%. The
standard tranche structure of the iTraxx Europe is 0-3%, 3-6%, 6-9%, 9-12%, and 12-
22%. For both indexes, the swap premium of the equity tranche is paid dierently from
the non-equity tranches. It includes two parts: (1) the upfront percentage payment and
(2) the xed 500 basis points premium per annual. The market quote is the upfront
percentage payment. For all the nonequity tranches, the market quotes are the premium
in basis points, paid quarterly in arrears. Just like the indexes, the premium payments for
the tranches (with the exception of the upfront percentage payment of the equity tranche)
are made on the 20th of March, June, September, and December of each calendar year.
Following the commonly accepted denition for a synthetic CDO, CDX tranches are not
part of a synthetic CDO because they are not backed by a portfolio of bonds or CDSs. In
addition, CDX tranches are unfunded and they are insurance contracts, while synthetic
CDO tranches are funded and they are CLNs. However, the net cash ows of index
tranches are the same as synthetic CDO tranches and these tranches can be priced the
same way as a synthetic CDO.
4.4.2 Index Basis
We dene average index spread level the quantity
sA(t) =
1
M
MX
k=1
sk(t) (4.29)
Where sk(t) is the spread of the k-name at time t and M is the total names in the pool.
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We dene fair index spread level the quantity
sF (t) =
PM
k=1 sk(t)PV 01k(t)PM
k=1 PV 01k(t)
(4.30)
The Index fair spread sF (t) could dier signicantly from the average index spread, and
it is usually lower. This is only due to the dierence in credit duration of each underlying
CDS and its representation is in the form of weighted average of the CDS spreads sk(t)
with their risky annuity PV 01k(t). Eq.(4.30) provides the denition of the dispersion of
each CDS spread with respect to the Index.
Remark 4.1 When the sk(t); k = 1; : : : ;M increase, sA(t) increases but sF (t) de-
creases.
From the fair index spread value it is possible to derive the intrinsic index spread sI(t)
that is calculated using a at curve instead of the spread curves of the index constituents.
(sI(t)  S)PV 01I(t) = (sF (t)  S) 1
M
MX
k=1
PV 01k(t)
where S is the xed index coupon. Given the term structure of the CDSs in the pool we
can calculate the levels for all the indices as in Fig.(4.8).
We dene index basis relative to the average index the quantity
bA(t) = sm(t)  sA(t) (4.31)
where s(m)(t) is the market quote for the index at time t.
Remark 4.2 bA(t) is usually negative.
We dene index basis the quantity
bI(t) = sm(t)  sI(t) (4.32)
Remark 4.3 bI(t) is usually positive.
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Figure 4.8: Comparison of the 10 years CDX.IG Indices. The average index has higher
levels. Its departure from the other corresponding indices tends to increase with high
volatility and consequently the `basis' widens.
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Figure 4.9: Basis for the 10 years CDX.IG Index. In March 2008 the basis reached its
high.
4.4.3 Loss distribution and Index Tranches pricing
Lets M denote the number of obligors. The portfolio is represented by a vector of notionals
wm, and we assume they are normalized to 1,
PN
m=1wm = 1. If name m defaults the
portfolio is reduced by wm(1   Rm), where Rm is the recovery rate of obligor m. The
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cumulative loss is given by
Lt :=
MX
m=1
wm(1 Rm)1fm<tg 2 [0; 1] (4.33)
where m is the default time of the m  th obligor. Given a tranche [a; d] where a is the
attachment and d is the detachment point in percentage, the loss of the tranche is dened
as
L
[a;d]
t := min

[ Lt   a]+; d  a

2 [0; d  a] (4.34)
The normalized tranche loss is
L
[a;d]
t =
L
[a;d]
t
d  a 2 [0; 1] (4.35)
and the corresponding normalized expected tranche loss is
l
[a;d]
t = E[L
[a;d]
t ]
Let t(x) =
@ Lt
@x be the loss density function. Then the expected cumulative tranche loss
is
l
[a;d]
t := E[ L
[a;d]
t ] =
Z 1
0
min

[x  a]+; d  a

t(x)dx (4.36)
We can rewrite the above expression as
l
[a;d]
t =
Z 1
0
min

[x  a]+; d  a

t(x)dx
=
Z 1
0

min(x; d) min(x; a)

t(x)dx
= E[ L[0;d]t ]  E[ L[0;a]t ]
= l
[0;d]
t   l[0;a]t
which implies that the cumulative loss up to a certain detachment point dz can be ex-
pressed as
l
[0;dz ]
t =
zX
i=1
l
[di 1;di]
t (4.37)
for some given detachment points ai i = 0; : : : ; z.
Loss computation
Given the independence of the unconditional default probabilities produced by the cali-
brated model, we use Fourier transform methods in order to build the unconditional loss
distribution of the credit pool. The portfolio unconditional characteristic function for N
names with conditional probability of default pk(X(t)jy;(x)); k = 1; : : : ; N is
(t;u; (x)) =
NY
k=1

1 + pk(X(t)jy;(x))(e iusk   1)

(4.38)
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where sk is the normalized loss fraction for the k-th name taking into account the re-
covery rk(t) and (x) is the local correlation function previously introduced. The loss
distribution at each time t may be calculated by numerical inverting the unconditional
characteristic function using the Fractional Fourier transform Bailey and Swarztrauber
[1991], Carr and Madan [1999].
L(x; t;(x)) =
1

Z 1
0
Re[eixu(t;u; (x))]du
Once the term structure of the Loss probability densities have been determined we can
proceed to the index tranche prices evaluation using the following standard equations.
Expected cumulative loss properties
We compute the probability that the loss exceeds the detachment point, by dierentiating
l
[0;d]
t , with respect to the detachment point d
@l
[0;d]
t
@d
=
@
R 1
0 min(x; d)t(x)dx
@d
=
Z 1
d
t(x)dx
= Pt(x > a)
and for small dx
l
[a;a+dx]
t =
l
[a;a+dx]
t
dx
 Pt(x > a) (4.39)
By dierentiating l
[0;d]
t , twice with respect to the detachment point d, we obtain the loss
distribution density t(d)
t(d) =  @
2l
[0;d]
t
@d2
(4.40)
Thus in order to have a positive density and a monotonously increasing loss distribution
in time we must ensure the conditions
@2l
[0;d]
t
@d2
 0 (4.41)
@2l
[0;d]
t
@d@t
 0 (4.42)
The normalized expected tranche loss is a function of the type
f(d; t) : [0;+1) [0;+1) 7! [0; 1]
and if x 2 [0; lmax] and d 2 [0;+1), although the maximum detachment point is usually
set to the maximum possible loss
f(d; t) = E[L[0;d]t ] = l
[0;d]
t =
Z 1
0
min(x; d)t(x)dx (4.43)
The ETL function f(d; t) is
1. monotonically increasing with f(0; t) = 0 and f(x; t)  t
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Figure 4.10: min(x; d) functions.
2. continuous
3. concave
4. constant outside the interval [0; lmax]
An ETL function f(d; t) is right dierentiable. The right derivative d! f 0(d+; t) is
monotonically decreasing and right continuous, hence cadlag. For any a < d we have
f(d; t)  f(a; t)
d  a  f
0(a+; t)  1 (4.44)
hence f(d; t)   f(a; t)  d   a. This implies that f(d; t) is absolutely continuous, and
therefore dierentiable everywhere.
CDO Loss and Tranche spread Let Lt = (1 R)n - defaults(t)M be the loss of the pool of
n defaulted names over a total number of M at time t. The tranched Loss at two points
a and d with 0  a  d  1 is as in Eq.(4.35)
L
[a;d]
t =
1
d  a
h
(Lt   a)1fa<Ltdg + (d  a)1fLt>dg
i
(4.45)
The tranche [a; d] spread is given by
s[a;d] =
E
hPN
i=1D(0; Ti)

L
[a;d]
t   L[a;d]t 1
i
E
hPN
i=1D(0; Ti)(Ti   Ti 1)

1  L
[a;d]
t +L
[a;d]
t 1
2
i (4.46)
Therefore given the CDS spreads scdst = s
cds = (s1; s2; : : : ; s125), the unconditional default
indicators Dt = D and the set of correlations t = , the tranche-[a; d] premium can be
expressed as,
s
[a;d]
t = s
[a;d](t; scds;D; )
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Tranche and Index prices as a function of the Expected tranche loss
The NPV of the premium leg and the default leg for the Index are respectively
PLIdx = sIdx
NX
i=1
D(0; Ti)(Ti   Ti 1)

1  E[Lt] + E[Lt 1]
2(1 R)

(4.47)
DLIdx =
NX
i=1
D(0; Ti)

E[Lt]  E[Lt 1]

(4.48)
In these equations the summations run over the payments dates. The NPV of the premium
leg and the default leg for the a Tranche [a; d] are respectively
PL[a;d] = s[a;d]
NX
i=1
D(0; Ti)(Ti   Ti 1)

1  E[L
[a;d]
t ] + E[L
[a;d]
t 1 ]
2

(4.49)
DL[a;d] =
NX
i=1
D(0; Ti)

E[L[a;d]t ]  E[L[a;d]t 1 ]

(4.50)
The tranche (usually the equity tranche [0,3%]) may be quoted with an upfront U[a;d],
then
PL[a;d] = U [a;d] + :05
NX
i=1
(Ti   Ti 1)

1  E[L
[a;d]]
t + E[L
[a;d]
t 1 ]
2

The expected tranche Loss is
E[L[a;d]i ] =
E[(Li   a)+]  E[(Li   d)+]
d  a
The relation between ETL and EL is the following
kX
i=1
L
[ai;di]
t (di   ai) = Lt )
kX
i=1
E
h
L
[ai;di]
t
i
(di   ai) = E[ Lt] (4.51)
The relation between ETL and Expected base tranche Loss is
E
h
L
[a;d]
t
i
=
d
d  aE
h
L
[0;d]
t
i
  a
d  aE
h
L
[0;a]
t
i
(4.52)
Remark 4.4 Given t, Eq.(4.52) ensures consistency across ETL values. See above Ex-
pected cumulative loss properties section, in particular Eq.(4.37). This means that a
requirement is that the ETL function f(t; ai; ai+1); i = 1; 2; : : : ; z, with a1 = 0 and
az = 100% is a non-increasing function in a.
4.4.4 Change of measure for the VG process
In this appendix we examine the properties of the change of measure for the variance
gamma (VG) process. We refer for background on Levy processes to Sato [1999].
Without any loss of generality, the DTD process X in eq.(4.5) is a VG, characterized by
the triplet (; ; v) and can be expressed as8><>:
Xt = X0e
Lt
Lt = mt+ Zt m 2 R
Zt = Gt + W (Gt);  2 R  2 R++
(4.53)
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where Gt   

t; b2 ; b

is a gamma process with mean rate b and variance rate , withb;  2 R++. In what follows we assume b = 1, leading to Gt    t; 1 ; . The VG
process is fully specied by the parameters XV G := XV G(t;m;; ; ). The VG process
lacks of a diusion component and is a pure jump process of innite activity and nite
variation and generally able with its dynamic to capture both frequent small changes and
rare large jumps. The following result governs the change of measure for Levy processes,
see Sato [1999], Cont and Tankov [2004].
Proposition 4.1 Let (Xt;P) and (Xt;Q) be two Levy processes on R with characteristic
triplets (P; P2; vP) and (Q; Q2; vQ). Then P and Q are equivalent for all t > 0, if and
only if the following conditions are satised:
1. P = Q
2. The Levy measures are equivalent withZ 1
 1
(e
(x)
2   1)2vP(dx) <1 (4.54)
where (x) = ln
 
dvQ
dvP

3. If P = 0, we must have
Q   P =
Z 1
 1
x(vQ   vP)dx (4.55)
When P and Q are equivalent, the Radon-Nikodym derivative is
dQ
dP
= eUt (4.56)
Ut = X
c
t  
2P2t
2
  Pt+ lim
#0
 X
s<t
jXsj>
(Xs)  t
Z
jxj>
(e(x)   1)2vP(dx)

(4.57)
Here (Xct ) is the continuous part of (Xt) and  is such that
Q   P  
Z 1
 1
x(vQ   vP)dx = P; if P > 0 (4.58)
Ut is a Levy process with characteristic triplet (U ; U ; vU ) given by:
U =  1
2
U  
Z 1
 1
(ex   1  x1jxj1)2vU (dx) (4.59)
U = 
2P (4.60)
U = v
P 1 (4.61)
In some but not all the circumstances we use the Esscher transform to specify the risk
neutral equivalent martingale measure (EMM)Q for the DTD VG process. It is important
to bear in mind that the credit market is incomplete due to the presence of jumps and
therefore there are many equivalent pricing measures that can be specied using the result
above.
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Remark 4.5 The use of the Esscher transform has the advantage to be analytically handy
but denes a EMM with a specic form of the investors' preferences.
Denition 4.2 (Esscher transform) Given a probability space (
;F ;P), a random vari-
able X, and a parameter h, the Esscher transform Ph, sometimes also called Essher
measure, is dened by
dPh =
ehXP
E[ehX ]
(4.62)
provided the expectation exists.
This transformation depends on the parameter h and the random variable X. In the
context of derivative pricing only one particular choice of the parameter h is of interest:
the one such that the discounted asset price becomes a martingale under Ph. For an
introduction of the Esscher transform for Levy processes see Cont and Tankov [2004].
We can then make proposition 4.1 specic to the case of the Esscher transform and the
following theorem summarizes the result.
Theorem 4.2 Suppose T > 0 and h 2 R such that
E[ehX1 ] <1
Then
dPh
dP
= ehXt (h)T
=
ehXt
Eh[ehXt ]
denes a probability measure Ph such that Ph  P and fXtg0tT is a Levy process under
Ph with triplet (h; h; vh) given by
h = + h +
Z 1
 1
(ehx   1  x1jxj1)2v(dx) (4.63)
h =  (4.64)
vh(dx) = e
hxv(dx) (4.65)
Proof See p. 685, Shiryaev [1999].2
In what follows we apply the result of theorem 4.2 to the specic case of VG. Considering
the characteristic function of the process L in (4.5),
L(u; t) = e
iumt
h 1
1  iu + u2 22 
i t

(4.66)
The VG process Z can be represented as the dierence between two independent gamma
processes, which follows from the fact
Z(u; t) =
h 1
1  iu + u2 22 
i t

=
h b+
b+   iu
i t

h b 
b    iu
i t

(4.67)
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where
b+ =
2

q
2 + 2
2
 + 
 b  = 2

q
2 + 2
2
   
 (4.68)
Consequently the Levy measure of the process Z(t) is given by
Z(dx) =
1

jxj 1(e b+x1fx>0g + e b x1fx<0g) (4.69)
and the characteristic triplet of the process L is (; 0; vZ). In virtue of theorem 4.2 and
eq.(4.70), it follows that the characteristic function of the VG process under Ph is
hL(u; t) = e
iumt
h 1
1  iuhh + u2 22 h
i t

(4.70)
where
h = + h2 (4.71)
h =  (4.72)
h(dx) =

1  h   h2 22 
(4.73)
In order for the Esscher transform to specify a measure under which discounted asset
prices behave like martingales, the Esscher parameter h needs to satisfy the following
condition
r = lnL
h+ 1
i
; 1

  lnL
h
i
; 1

Therefore the Esscher parameter h is the solution to the equation
f(h) = r     1

ln
1  h   h2 22 
1  (h+ 1)   (h+ 1)2 22 
= 0:
The risk neutral dynamics of the DTD process under Ph, which in virtue of the Girsanov
theorem is given by
X(t) = X(0)e(r ln
h
Z(
1
i
;1)t)t+Zh(t) (4.74)
where Zh(t)  V G(h; ; 1 ; h).
Chapter 5
Conclusion
We have presented within this thesis properties and results on the continuous-time Markov
chain approximation for multivariate diusions and Levy processes and their application
to derivative pricing. We mainly investigated the problem of approximating the dynamics
of correlated processes, that has been the dominant theme throughout this dissertation,
by means of a discretization scheme based on continuous-time Markov chains.
In Chapter 3 we presented a method to approximate multidimensional correlated diu-
sions as continuous time Markov chains. The contributions have been twofold. Firstly the
proposed methodology is new in the literature, applies to any multidimensional diusion
and can be seen as an alternative to Alternating Direction Implicit (ADI) schemes for
the numerical solution of initial-boundary value problems for convection-diusion equa-
tions with cross derivative terms. We illustrated desired convergence properties of such
approximation and provided details of the algorithm based on tensor algebra. Secondly
we provided guidance on an eective numerical implementation of our method and sug-
gested approaches to compute the exponential of very large sparse matrices, that is a
crucial aspect when nding a solution of the associated initial-boundary value problem.
The contribution of Chapter 4 has been twofold. First we designed and formalized a credit
migration model under the physical measure, based on the concept of distance to default,
along the lines of Albanese et al. [2005a] and Dalessandro [2010a]. Second, we introduced
a joint model for the local migration process and a market factor. The model was able to
dynamically condition through-the-cycle transition probabilities, and dene an intuitive
and exible prole of point-in-time migration that can can fully capture the historical
market information. We formulated a calibration routine, specically thought for our
model, and conducted an empirical analysis using the historical average rating migration
matrices for the Banking sector from Moody's 12. The calibration results showed that our
model is able to consistently capture the point-in-time dynamics of the credit worthiness
not just for default risk dynamics but for the entire transition among states of the rating
migration matrix. This modeling feature is fundamental for an eective risk management
of credit derivatives and credit risk portfolios conditionally on a state of the economy. We
believe that the proposed model is very intuitive and showed how it can be an important
tool for relative risk analysis in credit trading.
In Chapter 5 we presented a credit model for the dynamic pricing of correlated default
baskets, that is an evolution of the dynamic model in Albanese et al. [2005a] and inherits
great intuition from the framework dened in Dalessandro [2010b].
However the contributions in the proposed model are signicative and multiple. We
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characterize the representation of all the single credit names and their marginal default
transition density as a one parametric time inhomogeneous Markov chain. The market
factor is also represented by a Markov chain. Such a single factor induces a meaningful
correlation and drives the default clustering phenomenon within the credit portfolio to-
gether with a market-status dependent recovery rate. This approach is remarkably more
ecient, computational eective and more elegant that the conditional tree adopted in
Albanese et al. [2005a,b]. Due to the discrete nature of our modeling approach, price
sensitivities can be calculated without any additional computational eort.
The calibration results showed that our model is able to t standard CDO index quotes,
and produce meaningful price sensitivities. We believe that the proposed model is very
intuitive, can be used to price and hedge both standard and exotic credit baskets whose
values depend on the realized losses of a default portfolio and can represent an important
tool in credit trading.
There are several natural open questions and extensions related to this thesis. First the
approximation of correlated diusions introduced in Chapter 3 can be investigated further
both theoretically and experimentally. The method can furthermore be easily extended
to the case of processes with jumps.
A second interesting aspect of investigation, would be the application of the concept
of spectral distance between two matrices, introduced in Chapter 4, to the problem of
maximum likelihood estimation dened through a continuous-time Markov chain approx-
imation of stochastic processes.
The third important aspect of future research is the possibility of calibrate the dynamic
credit model based on correlated Markov chain approximation, introduced in Chapter 5,
to a larger dataset of CDO Index quotes and generate extensive empirical analysis and
evidence on how accurate can be the hedging through time when performed with the
proposed framework.
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Appendices
A.1 Exponential jump diusion process
We denote by (St)t0 the asset price process and its dynamics is modelled using an
exponential Levy process of the type
St = S0e
Lt
Lt = (  
2
2
  )t+ Bt +
NtX
i=1
Yi
The fact that an asset price St is modelled as an exponential od Levy process Lt means
that its log-return ln( StS0 ) is modelled as a Levy process such that:
ln
St
S0

= Lt = (  
2
2
  )t+ Bt +
NtX
i=1
Yi (A.1)
Let's go through the calculations of this model. Suppose in the small time interval dt
the asset price jumps from St to ytSt, denoting by ln(yt)  N(; 2) the price jump size
random variable. The relative jumps size is:
dSt
St
=
ytSt   St
St
= yt   1
and the SDE related to eq.(A.1) takes the form:
dSt
St
= (  )dt+ dBt + (yt   1)dNt (A.2)
The expected relative price change E[dStSt ] from the jump part dNt in the time interval
dt is dt since E[(yt   1)dNt] = E[yt   1]E[dNt] = dt. this is a predictable part of
the jump. This is the reason why the instantaneous expected return on the asset dt is
adjusted by  dt in the drift term of the jump-diusion process to make the jump part
of an unpredictable innovation:
E[
dSt
St
] = E[(  )dt] + E[dBt] + E[(yt   1)dNt]
E[
dSt
St
] = (  )dt+ 0 + dt = dt
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If the asset price does not jump within the small time interval dt (i.e. dNt = 0), then the
jump diusion process is simply a Brownian motion with drift process.
Let's solve the stochastic dierential equation (A.2) using the Ito formula for jump-
diusion Schoutens [2005], Cont and Tankov [2004].
d ln(St) =
@ lnSt
@t
dt+ (  )St@ lnSt
@St
dt+
+
2S2t
2
@2 lnSt
@S2t
dt+ St
@ lnSt
@St
dBt + [ln ytSt   lnSt]
= (  )St 1
St
dt+
2S2t
2
(  1
S2t
)dt+ St(
1
St
)dBt + [ln yt + lnSt   lnSt]
= (  )dt  
2
2
dt+ dBt + ln yt
lnSt   lnS0 = (  
2
2
  )(t  0) + (Bt  B0) +
NtX
i=1
ln yi
lnSt = lnS0 + (  
2
2
  )t+ Bt +
NtX
i=1
ln yi
exp(lnSt) = exp

lnS0 + (  
2
2
  )t+ Bt +
NtX
i=1
ln yi
	
St = S0 exp

(  
2
2
  )t+ Bt
	
+ exp
  NtX
i=1
ln yi

= S0 exp

(  
2
2
  )t+ Bt
	 NtY
i=1
yi = S0 exp

(  
2
2
  )t+ Bt +
NtX
i=1
ln yi
	
Density function of a Jump diusion process Given a jump-diusive process as in
eq. (A.3) where the log-return is a Levy process
ln
St
S0

= Lt = (  
2
2
  )t+ Bt +
NtX
i=1
Yi
where
NtY
i=1
yi = 1;
NtX
i=1
Yi =
NtX
i=1
ln yi = 0 if Nt = 0:
In the Black-Scholes settings ln StS0  N [(   
2
2 )t; 
2t], while in a jump-diusive model
returns are not log-normal. Assuming Yi  N(; 2) the probability density of the log
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returns xt = ln(
St
S0
) is a quickly converging series of the form
P (xt 2 S) =
1X
k=0
P (Nt = k)P (xt 2 SjNt = k)
P (xt) =
1X
k=0
e t(t)k
k!| {z }
PA
N

xt; (  
2
2
  )t; (2 + 2)t
i
| {z }
PB
(A.3)
where PA is the probability of the asset price to jump k times during the interval t and
PB is the Black-Scholes normal density assuming that the asset price jumps k times in
the interval t. The Model is then a weighted average of the Black-Scholes normal density
by the probability that the asset jumps k times.
Derivation of the characteristic exponent We consider the characteristic function
of the density function (A.3),
(u) =
Z
eiuxP (x)dx
= exp
n
t exp
 
iu  u
2
2
  t(1 + iu)  tu   i+ 2
2
(i + u)
o
= exp [t (u)]
 (u) = 

exp(iu  
2u2
2
)  1	+ iu(  2
2
  )  
2u2
2
where  = E[yt], being yt the prize jumps size random variable.
Alternative derivation of the characteristic exponent Consider the Levy measure
of the jump-diusive process
l(dx) =


p
2
exp
  (dx  )2
22
	
= f(dx) f(dx)  N(; 2) (A.4)
Substituting eq. (A.4) into the Levy-Khinchine formula (of nite variation type, eq.(??)),
(u) = ibu  
22
2
+
Z
(eiux   1)l(dx)
= ibu  
2u2
2
+
Z
(eiux   1)f(dx)
= ibu  
2u2
2
+ 
Z
(eiux   1)f(dx)
= ibu  
2u2
2
+ 
Z
eiuxf(dx) 
Z
f(dx)
	
where, Z
eiuXf(dx) = expfiu  
2u2
2
g
hence,
(u) = iu

  
2
2
  

  
2u2
2
+ 

expfiu  
2!2
2
g   1g
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A.2 Variance Gamma (VG) process
The Variance Gamma (VG) can be thought as a mixture of normal distributions, where
the mixing weights density is given by the Gamma distribution of the subordinator. The
VG distribution was introduced by Madan and Seneta [1990], Madan et al. [1998b]. We
reformulate the model of the DTD in eq. (3.7) as
d logXt = rdt+ dg(t) + dW (g(t)); X(0) = X0 (A.5)
where r;  and  are real constants and   0. This model diers from the \usual"
notation of GBM mainly in the term gt. In fact we introduce gt in order to characterize
the market activity time. We can dene the `market time' as a positive increasing random
process, g(t), with stationary increments g(u) g(t) for u  t  0. In probabilistic jargon
g(t) is a subordinator. An important assumption is that E[g(u)   g(t)] = u   t. This
means that the market time has to reconcile with the calendar time between t and u on
average. We also note that, conditional on the subordinator g, between two instants t
and u:
(W (g(u)) W (g(t)))jg  
p
g(u)  g(t)"; "  N(0; 1) (A.6)
VG assumes g(t)   (t=; ), a Gamma process with parameter  that is independent
from the standard Brownian motion fWtgt>0: Notice also that the gamma process def-
inition implies g(u)  g(t)  (u t ; ) for any u and t. Increments are independent
and stationary Gamma random variables. Consistently with the above condition on
the expected subordinator, this Gamma assumption implies E[g(u)   g(t)] = u   t and
V ar(g(u)  g(t)) = (u  t). Through iterated expectations, one has easily that
E[log(X(u))  log(X(t))] = (r+ )(u  t); V ar(logX(u)  logX(t)) = (2+ 2)(u  t):
(A.7)
The transition density function for Eq.(A.5), where we set u   t = t and Xt =
log X(t+t)t , is as following,
fXt(x) =
Z 1
0
fN (x;x0 + rt+ g; 
2g)f (g;
t

; )dg (A.8)
The above integral converges and the PDF of the VG process Xt is
f(Xt)(x) =
2e
(x )
2

p
2
t
  (1=)
 
jx  jq
22
 +
2
!t= 1=2
Kt= 1=2
 js  jq22 + 2
2
!
(A.9)
Here K() is a modied Bessel function of the third kind with index , given for ! > 0
by
K(x) =
1
2
Z 1
0
y 1 exp
n
 x
2
(y 1 + y)
o
dy
If X  V G(; ; ; ) and c > 0, then
cX  V G(c; ; c; c) (A.10)
The class of VG distributions is closed under convolution in the following sense. If X1 and
X2 are independent random variable that are VG distributed withX1  V G(1; 1; 1; 1)
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1 function fx = VGdensity(x, theta, nu, sigma, mu, T )
2
3 v1 = 2*exp((theta*(x mu))/sigmaˆ2)/((nuˆ(T/nu))*...
4 sqrt(2*pi) * sigma * gamma(T/nu) );
5 M2 = (2*sigmaˆ2)/nu + thetaˆ2;
6 v3 = abs(x mu)./sqrt(M2);
7 v4 = v3.ˆ(T/nu   0.5) ;
8 v6 = (abs(x mu).*sqrt(M2))./sigmaˆ2;
9 K = besselk(T/nu   0.5, v6);
10 fx = v1.*v4.*K;
Algorithm 2:MATLABr code of the variance gamma density function as in equation
(??).
and X2  V G(2; 2; 2; 2), where 211 = 222 and 121 =
2
22
then
X1 +X2  V G

1 + 2;
12
1 + 2;
p
21 + 
2
2
; 1 + 2

:
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Figure A.1: On the left side, VG densities for  = :4,  = :9,  = 0 and various values of
of the parameter . On the right, simulated VG paths samples.
Given an historical time series of independent log-returns (x1; x2; : : : ; xn) and denoting
by  = f; ; ; g the variance-gamma probability density function parameters that we
would like to t, the maximum likelihood estimation (MLE) of  consists in nding 
that maximize the the logarithm of the likelihood function L() = xi=1f(xij).
If X  V G(; ; ; ), the moment generating function of X, E[ezX ] is given by
MX(z) = e
z

1  z   1
2
2z2
  t

(A.11)
and we obtain the four central moments of the return distribution over an interval of
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length t:
E[X] = (+ )t
E[(X   X)2] = (2 + 2)t
E[(X   X)3] = (232 + 32)t
E[(X   X)4] = (34 + 12222 + 643)t+ (34 + 622 + 342)t2:
Now considering the skewness and the kurtosis
S =
(3)t
((2 + 2)t)3=2
K =
(34 + 12222 + 643)t+ (34 + 622 + 342)t2
((2 + 2)t)2
:
and ignoring the terms very small like 2, 3, 4, we obtain
S =
3

p
t
K = 3
 
1 +

t

:
So the initial guess for the parameters 0 will be:
 =
r
V
t
 =
K
3
  1

t
 =
S
p
t
3
 =
M
t
  
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A.3 Dierential Evolution
Dierential Evolution (DE) is a method of mathematical optimization of multidimensional
functions and belongs to the class of evolution strategy optimizers. DE nds the global
minimum of a multidimensional, multimodal (i.e. exhibiting more than one minimum)
function with good probability. The crucial idea behind DE is a scheme for generating trial
parameter vectors. DE adds the weighted dierence between two population vectors to a
third vector. This way no separate probability distribution has to be used which makes
the scheme completely self-organizing. Dierential Evolution was rst described by Price
and Storn in the ICSI technical report Storn and Price [1995]. It is a global optimizer and
was developed for continuous functions; as shown in algorithm (3), it assumes that NP
solutions are stored in real-valued vectors of length D. In each generation, the algorithm
creates a candidate solution for each existing solution P
(k)
;i . This new solution is created
by rst adding the dierence, weighted by a parameter F , between two other solutions to
a third solution. Then an elementwise crossover takes place with probability CR between
this `auxiliary' solution P
(v)
;i and the existing solution P
(k)
;i . If this nal candidate solution
f(P
(v)
;i ) is better than P
(k)
;i , it replaces it; if not, the old solution is kept. We propose a
version of the DE algorithm where the parameters F and CR are self adaptive. Given
0  Fl  Fu  1 and 1; 2 2 [0; 1], at every iteration the coecients F and CR are
updated as,
(
F = Fl + u Fu if u < 1
CR = u if u < 2
(A.12)
where u  U(0; 1). In this thesis we propose a constrained, self adaptive version for DE.
In fact the temporary vector solution P
(k)
;i is a `feasible' solution, if can both minimize the
objective function and be included within a given interval, xMin  P (k);i  xMax. In our
DE algorithm we can also assign a starting population set in order to speed up the local
search. This is particularly useful when the solution of the problem is almost known, or
in MLE problems where it is possible to guess the order of magnitude or the unknown
parameters. In the following we illustrate our DE algorithm with a pseudo-code rst and
then with its implementation is F#, a multi-paradigm programming language, targeting
the .NET Framework, that encompasses functional programming as well as imperative
object-oriented programming disciplines. F# is a strongly typed language that uses type
inference and is very indicate for fast prototyping and robust scientic applications.
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Input: Objective function f(x), D, NP , VTR, xMin, xMax, MaxIters, Strategy,
starting x
Output: Global BestMember x, Best f(x), number of iterations, F, CR
1 := :05, 2 := :05, Fl := :2, Fu := :8 , CR := :85, F := :8;
Starting population P
(1)
ji ,j = 1; : : : ; D, i = 1; : : : ; NP , sampled using `starting x';
for k = 1 :MaxIters do
P (0) := P (1);
for i = 1 : NP do
if u < 1 then
F := Fl + u Fu ;
end
if u < 2 then
CR := u ;
end
Generate z1; z2; z3 2 f1; : : : ; NPg,i 6= z1 6= z2 6= z3 ;
Given a `Strategy', Calculate P
(v)
;i = P
(0)
;z1 + F (P (0);z2   P (0);z3);
for j = 1 : D do
if u < CR then
P
(u)
j;i = P
(v)
j;i ;
else
P
(u)
j;i = P
(0)
j;i ;
end
end
end
if f(P
(u)
;i ) < f(P
(0)
;i ) & xMin  P (u);i )  xMax then
P
(1)
;i = P
(u)
;i ;
else
P
(1)
;i = P
(0)
;i ;
end
end
end
end
Algorithm 3: Dierential Evolution. Self adaptive, constrained with starting sampling
interval.
Remark A.1 The proposed DE algorithm has been successfully used with all the ap-
plications and problems of this thesis that required optimization of paraments (MLE) or
calibration to market data (volatility smile, matrix migration tting, CDO tranches prices
model calibration).
1 (*
2 @ copyright Antonio Dalessandro 11/2008
3 Imperial College London
4 *)
5
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6 #light
7
8 open Microsoft.FSharp.Math
9 open System
10 open System.Collections.Generic
11
12 let rand = System.Random()
13 let unitRand = rand.NextDouble
14
15 let randDouble min max = min + (max - min)*unitRand()
16
17 module Random =
18 let rand = new System.Random()
19 let int n = rand.Next(n)
20 let float x = x * rand.NextDouble()
21
22 let swap (a: 'a array) i j =
23 let t = a.[i]
24 a.[i] <- a.[j]
25 a.[j] <- t
26
27 let shuffle a =
28 let n = Array.length a
29 for i = 0 to n-1 do
30 swap a i (Random.int n)
31
32 let rem (a:int[]) b =
33 [|for i in 0 .. (Array.length a - 1)
34 -> a.[i] - (int(a.[i]/b))*b |]
35
36 let arraysum (a:int[]) (b:int[]) =
37 [|for i in 0 .. (Array.length a - 1)
38 -> a.[i] + b.[i]|]
39
40 [<AbstractClass>]
41 type BaseConstaints() =
42 abstract MyCon<'a> : 'a[]*('a[]*'a[]) -> bool
43
44 type DE_SearchGlobalMin( objF: float array -> float,
45 D: int,
46 NP: int,
47 VTR:float,
48 xMin: float,
49 xMax: float,
50 maxIters: int,
51 strategy: int,
52 startingArr: float array) =
53
54
55 let mutable CR = 0.85
56 let mutable F = 0.8
57
58 let tau1 = 0.05
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59 let tau2 = 0.05
60 let Fl = 0.2
61 let Fu = 0.8
62
63 [<DefaultValue>]
64 val mutable cc:(float[]*float[])
65
66
67 //let mutable pop = Array.init NP (fun _ -> Array.init D (fun _ ->
randDouble xMin xMax))
68
69 let mutable pop = [| for j in 0 .. NP - 1 ->
70 startingArr |> Array.map (fun i -> i + randDouble
xMin xMax) |]
71 let mutable ui = Array.init NP (fun _ -> (Array.zeroCreate D: float array))
72 let mutable bm = Array.init NP (fun _ -> (Array.zeroCreate D: float array))
73 let mutable mui = Array.init NP (fun _ -> Array.init D (fun _ ->
randDouble 0. 1.))
74 let mutable mpo = Array.init NP (fun _ -> Array.init D (fun _ ->
randDouble 0. 1.))
75
76 // section of variables for population evolution
77 let indPop = [|0..NP-1|]
78 let indRotation = [|0..NP-1|]
79 let ind = [|1..4|]
80
81 //let mutable globalBestMember = Array.init D (fun _ -> randDouble xMin
xMax)
82 let mutable globalBestMember = startingArr |> Array.map (fun i -> i +
randDouble xMin xMax)
83 let mutable Valuation = Array.init NP (fun i -> randDouble xMin xMax)
84 let mutable BestValue = randDouble xMin xMax
85
86 let CC = {
87 new BaseConstaints() with
88 member x.MyCon (X , (low, high) ) =
89 let temp = [| for k in 0..(Array.length X -
1)->
90 ( X.[k] high.[k] && X.[k]
low.[k] )
91 |]
92 Array.forall (fun x -> x) temp
93 }
94
95 member this.Cons
96 with get() = this.cc
97 and set(v:float[]*float[]) = this.cc <-v
98
99 // evaluate the best member function after initialization
100 member this.updateGbest =
101 globalBestMember <- Array.copy (Array.minBy objF pop)
102 BestValue <- objF globalBestMember
103
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104 member this.prepareLearning =
105 this.updateGbest
106 for i = 0 to NP - 1 do
107 Valuation.[i] <- (objF pop.[i])
108
109 member this.DoLearning =
110 this.prepareLearning
111 //printfn "starting POPULATION: %A \n" pop
112 let mutable n = 1
113 while (BestValue VTR && n maxIters) do
114 //for n = 1 to maxIters do
115 // if (BestValue VTR && n maxIters) then
116 this.SingleIteration n
117 n <- n + 1
118 done
119 // else 0
120 //printfn "Final globalBestMember: %A" globalBestMember
121 //printfn "Final BestValue: %f" BestValue
122 //printfn "Iteration %d of %d" (n - 1) maxIters
123 (globalBestMember,BestValue, n-1, F, CR)
124
125 member this.SingleIteration z =
126
127 // printfn "iteration %d" z
128 //printfn "Actual Best Member: %A and Objective Function Value %f \n"
globalBestMember BestValue
129 shuffle ind
130 shuffle indPop
131 let a1 = Array.copy indPop
132 let rt = rem [|for i in 0..NP-1 -> i + ind.[0]|] NP
133 let a2 = [| for i in 0..NP-1 -> a1.[rt.[i]]|]
134 let rt = rem [|for i in 0..NP-1 -> i + ind.[1]|] NP
135 let a3 = [| for i in 0..NP-1 -> a2.[rt.[i]]|]
136 let rt = rem [|for i in 0..NP-1 -> i + ind.[2]|] NP
137 let a4 = [| for i in 0..NP-1 -> a3.[rt.[i]]|]
138 let rt = rem [|for i in 0..NP-1 -> i + ind.[3]|] NP
139 let a5 = [| for i in 0..NP-1 -> a4.[rt.[i]]|]
140
141 let pm1 = [|for i in 0..NP-1 -> pop.[a1.[i]]|]// population shuffling
for various strategies
142 let pm2 = [|for i in 0..NP-1 -> pop.[a2.[i]]|]
143 let pm3 = [|for i in 0..NP-1 -> pop.[a3.[i]]|]
144 let pm4 = [|for i in 0..NP-1 -> pop.[a4.[i]]|]
145 let pm5 = [|for i in 0..NP-1 -> pop.[a5.[i]]|]
146
147 if unitRand() < tau1 then F <- Fl + unitRand()*Fu
148 if unitRand() < tau2 then CR <- unitRand()
149
150 for npart = 0 to NP-1 do
151 bm.[npart] <- globalBestMember // population filled with the best
member of the last iteration
152 for dim = 0 to D-1 do
153 let r1 = unitRand()
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154 if r1 < CR then mui.[npart].[dim] <- 1.
155 else mui.[npart].[dim] <- 0.
156 if mui.[npart].[dim] < 0.5 then mpo.[npart].[dim] <- 1.
157 else mpo.[npart].[dim] <- 0.
158 let uie =
159 match strategy with
160 | 1 -> bm.[npart].[dim] + F*(pm1.[npart].[dim] -
pm2.[npart].[dim])
161 | 2 -> pm3.[npart].[dim] + F*(pm1.[npart].[dim] -
pm2.[npart].[dim])
162 | 3 -> pop.[npart].[dim] + F*(bm.[npart].[dim] -
pop.[npart].[dim]) + F*(pm1.[npart].[dim] -
pm2.[npart].[dim])
163 | 4 -> bm.[npart].[dim] + F*(pm1.[npart].[dim] -
pm2.[npart].[dim] + pm3.[npart].[dim] - pm4.[npart].[dim])
164 | 5 -> pm5.[npart].[dim] + F*(pm1.[npart].[dim] -
pm2.[npart].[dim] + pm3.[npart].[dim] - pm4.[npart].[dim])
165 | _ -> failwith "error"
166
167 ui.[npart].[dim] <- pop.[npart].[dim]*mpo.[npart].[dim] +
uie*mui.[npart].[dim]
168
169 let cc = CC.MyCon(ui.[npart],this.cc) // constraint
170
171 if (objF ui.[npart]) < (objF pop.[npart])&& cc then
172 pop.[npart] <- Array.copy ui.[npart]
173
174 if (objF pop.[npart]) < BestValue then
175
176 BestValue <- (objF pop.[npart])
177 globalBestMember <- Array.copy pop.[npart]
178 //printfn " Best Member is updated %f at iteration %d "
globalBestMember.[0] z
The following example shows how simple is the use of our DE algorithm in nding the
zeros of a polynomial. It takes less than a second for DE to nd 8 roots.
1
2 let dime = 8
3 //let b = Array.init dime (fun _ -> floor(randDouble 2. 20.))
4
5 let b = [| 2. ; -15.; 200.; -3000. ; 1.83 ; -15.33; 177.22; -2999.875 |]
6
7 let objF (x:float[]) =
8 (Array.init (Array.length b) (fun i -> (x.[i] -
b.[i])*(x.[i] - b.[i])))
9 |> Array.sum
10
11 //let startArr = Array.create dime 1.
12 let startArr = [| 0. ; -18.; 180.; -2900. ; 1. ; -2. ; 88. ; -3111. |]
13 let de = new DE_SearchGlobalMin(objF, dime, 2*dime, 1e-10, -1., 1.,5000 ,2,
startArr)
14
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15 de.cc <- ( Array.create dime -5000.0, Array.create dime 500.0 )
16
17 let resultDE = de.DoLearning
18 printfn " solution ---> %A" resultDE
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