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Abstract
In this paper we study twisted traces of products of intertwin-
ing operators for quantum affine algebras. They are interesting spe-
cial functions, depending on two weights λ, µ, three scalar parameters
q, ω, k, and spectral parameters z1, ..., zN , which may be regarded as
q-analogs of conformal blocks of the Wess-Zumino-Witten model on
an elliptic curve. It is expected that in the rank 1 case they essentially
coincide with the elliptic hypergeometric functions defined in [FV2].
Our main result is that after a suitable renormalization the traces sat-
isfy four systems of difference equations – the Macdonald-Ruijsenaars
equation, the q-Knizhnik-Zamolodchikov-Bernard equation, and their
dual versions. We also show that in the case when the twisting au-
tomorphism is trivial, the trace functions are symmetric under the
permutation λ ↔ µ, k ↔ ω. Thus, our results generalize those of
[ES1], dealing with the case q = 1, and [EV, ES2], dealing with the
finite dimensional case.
1 Introduction
Let us recall the results of [EV, ES1, ES2]. In [EV], the main objects of
study are suitably normalized traces of products of intertwining operators for
the quantum group Uq(g) corresponding to a finite dimensional simple Lie
algebra g. These traces are functions of two weights of g, which take values
in the endomorphism algebra of the zero weight space of a tensor product of
finite dimensional Uq(g)-modules. It is shown in [EV] that these traces satisfy
four systems of difference equations – the Macdonald-Ruijsenaars (MR), dual
MR, quantum Knizhnik-Zamolodchikov-Bernard (qKZB), and dual qKZB
equations. It is also shown that the traces are symmetric with respect to the
two weights on which they depend.
In [ES2], the results of [EV] are generalized to the “twisted” case, i.e.
with traces involving an arbitrary diagram automorphism T of g. In this
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case, the four systems of difference equations can still be derived, but the
symmetry no longer holds (unless T = 1).
It is an interesting problem to prove similar results in the case when g is
replaced by the affine Lie algebra g˜. For the classical case q = 1, this was
done earlier. Namely, the untwisted case T = 1 goes back to Bernard [Be],
while the twisted case was first considered in [E1] in a special case, and then
in [ES1] in general. In the quantum case, an attempt to attack this problem
was made in [E2], but only partial results were obtained.
The goal of this paper is to give a complete solution of this problem.
More specifically, we derive the Macdonald-Ruijsenaars and qKZB equations
and their dual versions for traces of products of intertwining operators for
a quantum affine algebra, twisted by a diagram automorphism T of this
algebra, and show that the trace functions are symmetric if T = 1. In
particular, this gives a representation-theortic proof of the result from [FTV]
that the dual difference equation to qKZB equation for g = sl2 is also the
qKZB equation, with the step and elliptic modulus interchanged, and allows
us to generalize this result to other simple Lie algebras.
It turns out that the methods of [EV] and [ES2] apply with only minor
modifications, related to the fact that certain completions need to be taken
in the affine case. Therefore, we will omit proofs of the statements, referring
the reader to appropriate statements in [EV, ES2], and explaining only the
required modifications.
To simplify notation, we will work with simple Lie algebras of type A,D,E.
The results can be generalized to other types.
The structure of the paper is as follows. Section 2 serves to make the
main definitions and set notations. In Section 3, we remind the basic facts
about dynamical twists and R-matrices, which are essential ingredients in the
paper. In Section 4 we introduce the trace functions – the main characters
of the paper. In Section 5 we discuss the MR and dual MR equations, in
Section 6 – the qKZB and dual qKZB equations. The untwisted case and
the symmetry identity are discussed in Section 7.
The content of this paper has the following connection with other litera-
ture. For T = 1, the trace functions are q-analogs of conformal blocks on an
elliptic curve, which are elliptic deformations of the q-conformal blocks on P1,
defined by Frenkel and Reshetikhin [FR]. If g = sl(2), it is expected that the
trace function F V1,...,VNT (z1, ..., zn, λ, ω, µ, k) introduced here is (up to simple
renomalizations) the elliptic hypergeometric function u(z1, ..., zn, λ, τ, µ, p)
introduced in [FV1, FV2, FTV] by an explicit integral. This conjecture is
motivated by the fact that both functions satisfy qKZB and dual qKZB equa-
tions and the symmetry relations. The conjecture has been checked in the
trigonometric limit ([EV], section 8), and in the classical limit q → 1, where
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it turns into the integral formula for conformal blocks on the elliptic curve.
We plan to discuss the general case in a subsequent paper.
Another interesting case is g = sln, and T is the rotation of the affine
Dynkin diagram (which is an n-gon) by r/n of a full circle, where (r, n) = 1.
This is the only case when the trace function does not depend on the dynami-
cal parameters λ and µ, and is a function of z1, ..., zn and two “elliptic moduli”
ω and k (more precisely, µ takes a finite set of values). The qKZB equation
is in this case the elliptic qKZ equation considered in [JM, JMN], which in-
volves Belavin’s elliptic R-matrix. Thus we show that the dual difference
equation to this equation (i.e., its “monodromy”) is the difference equation
involving special values of Felder’s R-matrix at finitely many points.
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supported by the NSF grant DMS-9801582. P.E. and A.V. are grateful to
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2 Notations
2.1 Simple Lie algebras
We will use the following notations:
g: a simple complex Lie algebra of type A,D,E.
g = n− ⊕ h⊕ n+: its Cartan decomposition.
Γ = {α1, . . . , αr}: the Dynkin diagram.
∆ ⊂ h∗: the root system.
∆+: the set of positive roots.
( , ): the nondegenerate invariant bilinear form on g, normalized in such a
way that the induced form on h∗ (also denoted by ( , )) satisfies the equation
(α, α) = 2 for roots α.
θ ∈ ∆+: the maximal root.
ρ = 1
2
∑
α∈∆+ α: the half sum of positive roots.
h: the Coxeter (=dual Coxeter) number of g.
ei, fi, hi, i = 1, ..., r: the Chevalley-Serre generators of g.
Ωh ∈ h⊗ h: the inverse element to the form ( , ) on h.
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2.2 Affine Lie algebras
Let g˜ = g[t, t−1] ⊕ C∂ ⊕ Cc be the affine algebra Lie associated to g, where
c is the central element and ∂ is the grading element. That is, for Laurent
polynomials a(t), b(t) one has
[a(t), b(t)] = [ab](t) + Res0(a
′(t), b(t))c,
and [∂, a(t)] = ta′(t), [∂, c] = 0. Let b˜± be the Borel subalgebras of g˜ and let
n˜± be their nilpotent radicals. The Cartan subalgebra of g˜ is h˜ = h⊕Cc⊕C∂.
The dual of the Cartan subalgebra is given by h˜∗ = h∗ ⊕ CΛ0 ⊕ Cδ where
Λ0, δ are defined by the relations 〈Λ0, h〉 = 〈Λ0, ∂〉 = 〈δ, h〉 = 〈δ, c〉 = 0 and
〈Λ0, c〉 = 〈δ, ∂〉 = 1.
Set ĝ = g[t, t−1] ⊕ Cc = [g˜, g˜]. The Lie algebra ĝ is a Kac-Moody Lie
algebra. Let Γ˜ and ∆˜ be the Dynkin diagram and root system of this algebra,
respectively. Thus ∆˜ = (∆+Zδ)∪(Z\{0})δ and Γ˜ = Γ∪{α0} where α0 = δ−θ
is the affine simple root. Let (aij) be the Cartan matrix of g˜. Let ei, fi, hi,
i = 0, ..., r, be the standard Kac-Moody generators of ĝ. The span of hi (i.e.
the space h⊕ Cc = ĝ ∩ h˜) will be denoted by ĥ.
Let D ∈ h ⊕ C∂ be the principal gradation element: [D, ei] = ei and
[D, fi] = −fi for all i.
The Lie algebra g˜ carries a nondegenerate invariant form (, ), which re-
stricts to the form on g defined above. Such a form is not unique: it depends
on one free parameter. We will uniquely determine the form by the condition
that (D,D) = 0. (We note that this form is somewhat different from the
commonly used form, which satisfies (∂, ∂) = 0.) The restriction of this form
to h˜ is nondegenerate, so it defines a form on the dual space.
Let h′ be the orthogonal complement to Cc ⊕ CD in h˜. It is easy to see
that the map x→ x− (ρ,x)
h
c defines an orthogonal isomorphism h→ h′.
Let ρ˜ = ρ+ hΛ0. Then (ρ˜, αi) = 1 for i = 0, . . . , r. Thus, ρ˜ corresponds
to D under the identification h˜∗ → h˜ defined by the inner product.
Finally, for any z ∈ C∗, we define an automorphism Dz ∈ Aut U(ĝ) by
Dz(ei) = zei and Dz(fi) = z
−1fi for any i ∈ Γ˜, and Dzc = c. In other words,
we have Dz(x) = z
Dxz−D.
2.3 Quantum groups
Let q be a nonzero complex number, such that |q| < 1. We fix ~ such that
q = e~. For any operator A, the expression qA will stand for e~A.
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Let Uq(g˜) be the quantized affine algebra corresponding to g˜. It is a Hopf
algebra over C with generators Ei, Fi, i = 0, 1, ..., r and q
h, h ∈ h˜ and with
relations
qx+y = qxqy, x, y ∈ h˜, q0 = 1
qhEiq
−h = qαi(h)Ei, q
hFiq
−h = q−αi(h)Fi
EiFj − FjEi = δij
qhi − q−hi
q − q−1
,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
q
E
1−aij−k
i EjE
k
i = 0, i 6= j,
and
1−aij∑
k=0
(−1)k
[
1− aij
k
]
q
F
1−aij−k
i FjF
k
i = 0, i 6= j.
[
n
k
]
q
=
[n]q!
[k]q![n− k]q!
, [n]q! = [1]q · [2]q · · · · · [n]q, [n]q =
qn − q−n
q − q−1
The comultiplication ∆, antipode S and counit ǫ in Uq(g˜) are given by
∆(Ei) = Ei ⊗ q
hi + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 + q
−hi ⊗ Fi,
∆(qh) = qh ⊗ qh,
S(Ei) = −Eiq
−hi, S(Fi) = −q
hiFi, S(q
h) = q−h,
ǫ(Ei) = ǫ(Fi) = 0, ǫ(q
h) = 1.
The quantum group Uq(g) is the Hopf subalgebra of Uq(g˜) generated by
Ei, Fi, i ≥ 1, and q
h, h ∈ h.
If λ˜ ∈ h˜∗, then we will write qλ˜ for the element qhλ˜, where hλ˜ is the image
of λ˜ under the identification h˜∗ → h˜.
Let Uq(ĝ) be the subalgebra of Uq(g˜) generated by Ei, Fi, αi ∈ Γ˜ and
qh, h ∈ h ⊕ Cc. Let Uq(n̂±) be the subalgebra generated by (Ei)αi∈Γ˜ and
(Fi)αi∈Γ˜ respectively, and Uq(b̂±) be generated by Uq(n̂±) and elements q
h,
h ∈ h⊕ Cc.
It is known that Uq(g˜) has a (generalized) quasitriangular structure, given
by the R-matrix
R = R0q
(c⊗D+D⊗c)/h+Ωh′ ,
where R0 belongs to an appropriate completion of Uq(b̂+)⊗ Uq(b̂−), and its
degree zero part (under the principal gradation of the first component of the
tensor product) is 1. (Here Ωh′ denotes the inverse to the form on h
′).
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The automorphism Dz of Uq(g˜) is defined as in the classical case. Given
a finite dimensional representation V of Uq(ĝ), and any z ∈ C
∗, define the
shifted representation V (z) to be the vector space V with the new action of
Uq(ĝ) defined by πV (z)(a) = πV (Dz(a)).
2.4 Dynamical notation
We will use the following notations throughout the paper. Let V1, . . . , VN be
Uq(ĝ)-modules. For an element A of Uq(ĝ) and i ∈ {1, . . . , N}, we denote by
Ai the action of A on the ith component of the tensor product V1⊗· · ·⊗VN .
Now let l ⊂ ĥ and suppose that V1, . . . , VN are l-semisimple. Let S(λ) : l
∗ →
Uq(ĝ) be a function. Then for any i, j ∈ {1, . . . , N} we denote by S
i(λ+h(j))
the endomorphism of V1 ⊗ ...⊗ VN defined by
Si(λ+ h(j))(v1 ⊗ · · · ⊗ vN ) = Si(λ+ µj)(v1 ⊗ · · · ⊗ vN)
if vj is of weight µj ∈ l
∗.
3 Dynamical twists and quantum dynamical
R-matrices
In this section we construct dynamical twists and R-matrices arising from a
Dynkin diagram authomorphism ([JKOS, ESS, ES2]).
Let T ∈ Aut (Γ˜) be an automorphism of order N . Let us denote by
BT : Uq(g˜)→ Uq(g˜) the automorphism defined by
BT (Ei) = ET (i), BT (Fi) = FT (i), BT (hi) = hT (i),
and BT (D) = D. For brevity, we will denote BT simply by B, assuming that
T has been fixed.
It is easy to see that B is an orthogonal automorphism of h˜, which pre-
serves h′, c and D. In particular, it preserves the principal grading, i.e
DzB = BDz for any z ∈ C
∗.
Let l˜ =
(∑
α∈Γ˜C(α − Tα)
)⊥
= h˜B ⊂ h˜. Set l = l˜ ∩ h′. Since B is
orthogonal, the form is nondegenerate on l˜ and on l. We identify l (resp. l˜)
with their duals using ( , ). Let h0 ⊂ h
′ be the orthogonal complement of
l˜ in h˜, and let Ωh0 ∈ h0 ⊗ h0 and Ωl˜ ∈ l˜ ⊗ l˜ be the inverse elements to the
restriction of ( , ) to h0 and l˜ respectively.
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Define the Cayley transform CT : h0 → h0 of T by CT =
B+1
B−1
. This is a
skew-symmetric operator on h0.
Let I± ⊂ Uq(b˜±) be the kernel of the projection Uq(b˜±) → Uq(h˜) on the
elements of zero degree. Set
Aλ = C[q
±2(λ,α1), . . . , q±2(λ,αr)].
We define an automorphism B ∈ Aut (Uq(g˜)) in the same fashion as in the
classical case. Then BDz = DzB for any z ∈ C
∗. Let
Z = −
1
2
((1 + CT )⊗ 1)Ωh0 .
Let q−2ω be a formal parameter. More precisely, we will work over the
ring of power series in the expression q−2ω.
Let λ˜ = λ + ωρ˜/h, λ ∈ l∗. (This makes sense, since λ˜ will occur only in
the expression q−2(λ,αi), which expresses via the formal parameter q−2ω).
Theorem 3.1 ([ESS]). There exists a unique l˜-invariant element JT (λ˜) =∑
m≥0 JT,m(λ˜), such that
JT,0 = q
Z ,JT,m ∈ ((I−[−m] ⊗ I+[m])˜
l⊗Aλ)[[q
−2ω]]
(where I±[m] = {x ∈ I±, [ρ, x] = mx}), satisfying the ABRR equation ([ABRR])
R21
(
Ad(q2λ˜B)⊗ 1
)
JT (λ˜) = JT (λ˜)q
Ω
l˜ . (3.1)
Moreover, JT (λ˜) satisfies the following shifted 2-cocycle condition :
J 12,3T (λ˜)J
12
T (λ˜+
1
2
h(3)) = J 1,23T (λ˜)J
23
T (λ˜−
1
2
h(1)). (3.2)
Below we will need a slightly modified version of J . Namely, we set
JT (λ˜) = JT (λ˜+
1
2
(h(1) + h(2))).
Remark. At q−2ω = 0, both JT and JT specialize to R
21
0 .
Now define the exchange operator
RT (λ˜) = JT (λ˜)
−1R21J21T (λ˜), (3.3)
Proposition 3.1. The element RT (z, λ˜) satisfies the quantum dynamical
Yang-Baxter equation :
R12T (λ˜)R
13
T (λ˜+ h
(2))R23T (λ˜)
= R23T (λ˜+ h
(1))R13T (λ˜)R
12
T (λ˜+ h
(3)).
(3.4)
Proof. By definition, RT (λ˜)
21 is the twist of the quantum R-matrix R by the
noncommutative dynamical 2-cocycle JT (λ˜). This implies the statement.
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3.1 Spectral parameter
Now let us introduce a spectral parameter. Consider the expression
JT (z, λ˜) = (Dz ⊗ 1)JT (λ˜).
It is clear that we have
JT (z, λ˜) ∈ ((Uq(b˜−)⊗ Uq(b˜+))˜
l[[z−1]]⊗Aλ)[[q
−2ω]].
Since BDz = DzB, we have
(Dz1 ⊗Dz2)JT (λ˜) = (Dz1/z2 ⊗ 1)JT (λ˜) = JT (z1/z2, λ˜). (3.5)
Now set
RT (z, λ˜) = (Dz ⊗ 1)RT (λ˜) (3.6)
Note that RT (z, λ˜) belongs to the space
1
(Uq(g˜)⊗Uq(g˜)((z
−1))⊗̂Aλ)[[q
−2ω]].
Proposition 3.2. The element RT (z, λ˜) satisfies the quantum dynamical
Yang-Baxter equation with spectral parameters :
R12T (z1/z2, λ˜)R
13
T (z1/z3, λ˜+ h
(2))R23T (z2/z3, λ˜)
= R23T (z2/z3, λ˜+ h
(1))R13T (z1/z3, λ˜)R
12
T (z1/z2, λ˜+ h
(3)).
(3.7)
Proof. Equation (3.7) is obtained by applying Dz1 ⊗Dz2 ⊗Dz3 to (3.4) and
using (3.5). 
Now let V be a finite dimensional representation of Uq(ĝ). Since the level
of such a representation is always zero (see e.g. [CP]), we can evaluate the
element R and hence RT (z, λ˜) in the tensor product V ⊗V . The obtained op-
erator RV VT (z, λ, ω) is a finite dimensional solution of the quantum dynamical
Yang-Baxter equation with a spectral parameter z and dynamical parameter
λ, which belongs to (End(V ⊗ V )((z−1))⊗Aλ)[[q
−2ω]].
In fact, the series defining RV VT has a nonempty region of convergence.
More precisely, the coefficients to all powers of q−2ω are convergent series
in z−1 outside a common disk, and for any point of this disk the resulting
1Here and below, the sign ⊗̂ will denote a completed tensor product. The nature of
completion in each situation should be clear from the context.
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series in q−2ω (with numerical coefficients) is convergent if the real part of ω
is small enough.
To show this, for any two finite-dimensional Uq(ĝ)-modules V and W we
set
RV,W (z) = (πV ⊗ πW )((Dz ⊗ 1)R).
This is a power series in z. Then we have the following result.
Theorem 3.2 ([KS]). The power series RV,W (z) converges to a holomor-
phic function in the neighborhood of z = 0, which extends to a meromorphic
function on C.
Using this theorem and the Birkhoff’s theory of q-difference equations
(see e.g. [EFK], Chapter 10), we get from the ABRR equation that the
series RV VT defines a meromorphic function of z, λ, ω in the region z 6= 0,
Re(ω) < 0.
Remark 1. Another proof of Theorem 3.2 can be found in [EM].
Remark 2. We note that after evaluation in V ⊗W , in the case T = 1,
the defining equation 3.1 for J becomes the quantum KZ equation of Frenkel
and Reshetikhin [FR]. In the case T 6= 1, this is a twisted version of the
quantum KZ equation.
Remark 3. If g = sln, V is its vector representation, and T = 1, then
the dynamical R-matrix RV VT (z, λ, ω) is gauge equivalent to Felder’s elliptic
R-matrix (see [FR, Mo]). If T is the rotation of the Dynkin diagram of ĝ by
r/n of a full circle, (r, n) = 1, then RV VT does not depend on λ (as l = 0),
and is a usual R-matrix with a spectral parameter. Namely, as was shown in
[T], it is the Belavin R-matrix.
4 Twisted traces of intertwiners
4.1 Intertwiners
If W is a graded space, we will denote by W [ν] the weight subspace of
weight ν in W .
For any µ ∈ h
′∗ and k ∈ C, let µ˜ = µ+ kρ˜/h. Let Mµ˜ be the Uq(g˜)-Verma
module of weight µ˜ (it has level k). Let xµ˜ be a highest weight vector in this
module. Let M∗µ˜ be the restricted dual module of Mµ˜, and x
∗
µ˜ ∈ M
∗
µ˜[−µ˜] be
such that 〈x∗µ˜, xµ˜〉 = 1.
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Let V be a finite-dimensional Uq(ĝ)-module. Let β ∈ ĥ
∗.
Lemma 4.1. [FR] Assume that M∗µ˜+β is irreducible. Then
HomUq(ĝ)(Mµ˜,Mµ˜+β⊗̂V ) ≃ V [β]
where the isomorphism is as follows : to Φ : Mµ˜ → Mµ˜+β⊗̂V we associate
the element 〈Φ〉 = 〈x∗µ˜+β,Φ(xµ˜)〉.
We will denote the operator corresponding to v ∈ V [β] under the cor-
respondence of Lemma 4.1 by Φvµ˜. Define also the intertwining operator
Φvµ˜(z) : Mµ˜ → Mµ˜+β⊗̂V (z). This operator can be regarded as an infinite in
both directions Laurent series in z with operator coefficients (for the coeffi-
cients, the completion of the tensor product is unnecessary).
Let V1, . . . , VN be finite-dimensional Uq(ĝ)-modules and let v1 ∈ V1[ν1], . . . ,
vN ∈ VN [νN ]. For generic values of µ ∈ h
′∗ and k we can consider the
composition
Φv1,...vNµ˜ (z1, . . . , zN) = Φ
v1
µ˜−ν2−...−νN
(z1) · · ·Φ
vN
µ˜ (zN) :
Mµ˜ → Mµ˜−ν1−...−νN ⊗̂V1⊗̂ · · · ⊗̂VN ,
It is easy to see that, for a given µ˜, the matrix coefficients of Φv1,... ,vNµ˜ (z1, . . . , zN )
belong to the space zl11 · · · z
lN
N C[[
z2
z1
, . . . , zN
zN−1
]] for some l1, . . . , ln ∈ Z.
Theorem 4.1 ([FR],[EFK]). The matrix elements of the operator valued
series Φv1,... ,vNµ˜ (z1, . . . , zN) converge in the the region z1 ≫ z2 ≫ · · · ≫ zN
and extend to meromorphic functions on (C∗)N .
4.2 Trace functions
For any µ ∈ h
′∗ we define the linear operator B : Mµ˜ → MBµ˜ by setting
B(u · xµ˜) = B(u) · xBµ˜ for any u ∈ Uq(n˜−).
Consider the following trace function, which will be the main object of
study of this paper.
Ψv1,... ,vNT (z1, . . . , zN , λ, ω, µ, k) = Tr|Mµ˜(Φ
v1,... ,vN
Bµ˜ (z1, . . . , zN )Bq
2λ˜),
where λ˜ = λ+ωρ˜/h, and λ ∈ l∗. Note that Ψv1,... ,vNT (z1, . . . , zN , λ, ω, µ, k) = 0
unless
∑
i νi = Bµ− µ, and that Ψ is independent of zi if N = 1. Moreover,
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given ν1, . . . , νN , the set of all µ ∈ h
′∗ satisfying this condition is an l∗-
homogeneous space. By Theorem 4.1, for (almost) every such fixed value
of µ and k, the series Ψv1,... ,vNT (z1, . . . , zN , λ, ω, µ, k) converges in the region
z1 ≫ · · · ≫ zN and extends to a meromorphic function on (C
∗)N with values
in q2(λ,µ)Aλ[[q
−2ω]].
Now we will consider k as a formal parameter. Namely, we set
A−µ = C[q
−2(µ,α1), . . . , q−2(µ,αr)], Aµ,k = A
−
µ [[q
−2k]].
The following lemma is easy to prove.
Lemma 4.2. The function Ψv1,... ,vNT (z1, . . . , zN , λ, ω, µ, k) has a series ex-
pansion, which lies in (V1⊗· · ·⊗VN )
l⊗q2(λ,µ)Aλ,ω⊗̂Aµ,k, where µ˜ = µ+kρ˜/h
and λ˜ = λ+ ωρ˜/h.
We also define the following universal trace function, which takes values
in (V1 ⊗ · · · ⊗ VN)
l⊗ (V ∗N ⊗ · · · ⊗ V
∗
1 )
l⊗ q2(λ,µ)Aλ,ω⊗̂Aµ,k :
ΨV1,... ,VNT (z1, . . . , zN , λ, ω, µ, k)
=
∑
vi∈Bi
Ψv1,... ,vNT (zN , . . . , z1, λ, ω, µ, k)⊗ v
∗
N ⊗ · · · ⊗ v
∗
1
where Bi is a homogeneous basis of Vi and {v
∗
i }vi∈Bi is the dual basis of V
∗
i .
This function is defined for µ ∈ h
′∗, but has support on finitely many shifted
copies of l∗.
It is more convenient to renormalize the function ΨV1,... ,VNT as follows. De-
fine
J1···NT (λ˜) = J
1,2···N
T (λ˜) · · ·J
N−1,N
T (λ˜),
J1···NT (z1, . . . , zN , λ˜) = (Dz1 ⊗ · · · ⊗DzN )J
1···N
T (λ˜).
It is easy to check that
J1···NT (z1, . . . , zN , λ˜) ∈ Uq(g˜)
⊗N [[
z2
z1
, . . . ,
zN
zN−1
]]⊗̂Aλ,ω.
Further, put QT (λ˜) = m21((1⊗S)[(R
21)−1JT (λ˜)]) (here m21 is the multi-
plication of components, i.e. m21(a⊗ b) := ba). This is a formal power series
lying in Uq(g˜)⊗̂Aλ,ω. Note that QT (λ˜) is B-invariant and Dz-invariant. If
T = 1, we will drop the subscript T and denote the corrseponding elements
JT ,QT , RT simply by J, R, Q.
Finally, let
δTq (λ, ω) =
(
Tr|M−ρ˜(Bq
2(λ+ωρ˜/h))
)−1
be the twisted Weyl denominator. It can be written as an infinite product
of binomial factors (see [ES1]).
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Define the renormalized trace function by
F V1,... ,VNT (z1, . . . , zN , λ, ω, µ, k)
= [Q−1(µ+ h(∗1···∗N), k)(∗N) ⊗ · · · ⊗Q−1(µ+ h(∗1), k)(∗1)]
ϕV1,... ,VNT (z1, . . . , zN , λ, ω,−µ− ρ,−k − h)
where
ϕV1,... ,VNT (z1, . . . , zN , λ, ω, µ, k)
= J1···NT (z1, . . . , zN , λ, ω)
−1ΨV1,... ,VNT (z1, . . . , zN , λ, ω, µ, k)δ
T
q (λ, ω).
(hereQ(λ, ω) := Q(λ˜), J(λ, ω) := J(λ˜))). Note that F V1,... ,VNT (z1, . . . , zN , λ, ω, µ, k)
is in the space
E = (V1 ⊗ · · · ⊗ VN)
l⊗ (V ∗N ⊗ · · · ⊗ V
∗
1 )
l((
z2
z1
, . . . ,
zN
zN−1
))⊗̂q−2(λ,µ)Aλ,ω⊗̂Aµ,k.
Remark 1. Here we regard the function FT as a formal power series. It
is expected, but, as far as we know, not proved in general, that this series is
actually convergent in some region, defining an analytic function. In the case
T = 1, it is expected that FT has an integral representation coming from the
free bosonic realization, which could be used for a proof of analyticity. Such
a presentation has not been worked out in general. However, in the case of
g = sl2, such presentation is known ([Ko1, Ko2]), which means that in this
case the function FT for T = 1 is analytic.
Remark 2. It is important to note that the element QT (λ˜) defined here
is somewhat different from the one used in [EV, ES2]. This is done because
the formula m21((1 ⊗ S
−1)(JT (λ))) used in [EV, ES2] does not make sense
for affine Lie algebras due to appearance of infinite summations. Indeed,
at q−2ω = 0 we have J = R210 , so already the computation of the leading
term of QT as in [EV, ES2] in a finite dimensional representation V would
involve evaluating the R-matrix of V, V ∗ at z = 1 and multiplying the dual
to the second component by the first component. However, this operation
contains infinite summations, which are manifestly illegal, since the R-matrix
RV,V ∗(z) has a pole at z = 1. On the other hand, the definition of QT (λ)
given here makes sense, because the expression (R210 )
−1J is a Taylor series in
q−2ω, whose coefficients involve only finite summations.
Now we explain the connection between our definition and that of [ES2]
in more detail.
In the finite dimensional case, both definitions make sense, and the re-
lationship is given by the formula QT (λ) = S(u)
−1QES2T (λ), where u is the
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Drinfeld element [D], u = m21((1⊗S)(R)), The trace functions F
V1,...,VN
T can
be defined using either definition: the difference would be just a constant
factor.
In the affine case, neither of the factors S(u)−1 and QES2T (λ˜) makes sense
because of infinite summations, but the product S(u)−1QT (λ˜) does. So we
use this product as a substitute for the non-existenct QES2T (λ˜).
Remark 3. One may also consider traces over integrable modules rather
than Verma modules. In the particular case g = sln, N = 1, V1 = S
knCn
they are affine analogues of Macdonald’s polynomials and were considered in
[EK1].
5 The twisted Macdonald-Ruijsenaars equa-
tions
5.1 The equations
Let W be an integrable lowest weight Uq(g˜)-module of level η (so η is a
nonpositive integer). Consider the following difference operator with respect
to the variable λ acting on functions in the space E :
DTW
=
∑
ν∈l∗,a∈C
Tr|W [ν+aδ+ηρ˜/h]
(
RWV1T (z
−1
1 , λ+ h
(2···N), ω) · · ·RWVNT (z
−1
N , λ, ω)
)
q−2kaTν
(5.1)
where Tνf(λ) = f(λ + ν), and R(z, λ, ω) := R(z, λ˜). In the above, we
only consider the trace of the “diagonal block” of the product RWV1T (z
−1
1 , λ+
h(2···N), ω) · · ·RWVNT (z
−1
N , λ, ω), i.e the part that preserves W [ν + aδ + ηρ˜/h].
Theorem 5.1 (Macdonald-Ruijsenaars equations).
DTWF
V1,... ,VN
T (z1, . . . zN , λ, ω + η, µ, k)
= χW (q
−2µ˜)F V1,... ,VNT (z1, . . . , zN , λ, ω, µ, k),
(5.2)
where χW (x) =
∑
dim W [ν]xν is the character of W and where DTW acts on
the variable λ.
Remark 1. Note that equation (5.2) is an infinite difference equation.
That is, the difference operator on the left hand side involves an infinite linear
combination of shifts by different weights. Nevertheless, it makes sense as an
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operator on power series in the formal parameters q−2ω and q−2k, since the
coefficient of any fixed power of q−2k is an honest (finite) difference operator.
Such operators were previously considered in [E3]. Abusing terminology,
we will call them “difference operators”, without specifying that they are
infinite.
Remark 2. We do not know a simple explicit formula for the operator
5.1 in any nontrivial case.
Let us denote by WB the twist of W by B: as a vector space W = WB
and the Uq(g˜)-action is given by πWB(u) = πW (B
−1(u)). Now suppose that
W ≃ WB as Uq(g˜)-modules and let us consider the intertwiner W → W
B
which preserves the lowest weight vector (abusing notation, we will denote it
by the same letter B). This endows W with the structure of a module over
C[〈B〉]⋉ Uq(g˜), where 〈B〉 is the cyclic group generated by B.
Consider the following difference operator with respect to the variable µ˜
acting on functions in the space E :
D∨,TW
=
∑
ν,a
Tr|W [ν+aδ+ηρ˜/h]
(
RWV
∗
N (z−1N , µ+ h
(∗1···∗N−1), k) · · ·RWV
∗
1 (z−11 , µ, k)BW
)
q−2ωaT∨ν
(5.3)
where the sign ∨ means that the operators act on functions of µ rather than
λ.
Theorem 5.2 (Dual Macdonald-Ruijsenaars equations).
D∨,TW F
V1,... ,VN
T (z1, . . . , zn, λ, ω, µ, k + η)
= Tr|W (q
−2λ˜B)F V1,... ,VNT (z1, . . . , zN , λ, ω, µ, k).
(5.4)
Remark. Any B-invariant integrable lowest weight Uq(g˜)-module is a di-
rect sum of modules V
−
ν˜0 :=
⊕
ν˜∈〈B〉ν˜0
V −ν˜ , where V
−
ν˜ is the irreducible lowest
weight module of lowest weight −ν˜, and ν˜0 is a dominant integral weight. It
is easy to see that both sides of (5.4) identically vanish when W = V ν˜0 and
ν˜0 6∈ l
∗ (i.e when B(ν˜0) 6= ν˜0).
5.2 The proofs
The proof of Theorem 5.1 is an extension of the proofs of Theorem 2.1 of
[ES2] and Theorem 1.1 of [EV]. We first introduce the notion of (twisted)
radial part.
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Proposition 5.1. (see [E3]) Let V be a finite-dimensional Uq(ĝ)-module.
For any element X ∈ Uq(ĝ) there exists a unique difference operator (with re-
spect to the variable λ) DTX acting on power series in the space V
l⊗q2(λ,µ)Aλ,ω
such that we have
Tr|Mµ(Φ
V
BµXq
2λ˜B) = DTXTr|Mµ(Φ
V
Bµq
2λ˜B).
The operator DTX is called the twisted radial part of X .
Let W be any lowest-weight integrable Uq(g˜)-module. Consider the ex-
pression
CW = Tr|W (1⊗ πW )(R
21R(1⊗ q2ρ˜)).
Set MTW = D
T
CW
.
Proposition 5.2. We have
1. MTWM
T
W ′ =M
T
W ′M
T
W for any two integrable modules W,W
′,
2. For any finite-dimensional Uq(ĝ)-module V we haveM
T
WΨ
V
T (z, λ, ω, µ, k) =
χW (q
2(µ˜+ρ˜))ΨVT (λ, ω, µ, k) where χW (x) =
∑
ν dim W [ν]x
ν is the char-
acter of W .
Proof. See [EK], [EV].
The computation of the operator MTW is now identical to that in [ES2],
Section 3. We obtain
MTWΨ
T
V (λ, ω, µ, k) =
∑
ν,a
{
q2(k+h)a
δTq (λ+ ν, ω + η)
δTq (λ, ω)
×
Tr|W [ν+aδ+ηρ˜/h](R
WV
T (z
−1, λ, ω))ΨVT (z, λ + ν, ω + η, µ, k)
}
.
(5.5)
Theorem 5.1 now follows from (5.5) and from the fusion identity
J1···NT (λ˜)
−1R
0,1···N
T (λ˜)
)
J1···NT (λ˜+ h
(0) = R01T (λ˜+ h
(2···N)) · · · (R0NT (λ˜)). (5.6)
The proof of Theorem 5.2 is completely parallel to the proofs of Theorem
2.3 in [ES2] and Theorem 1.2 in [EV].
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6 The twisted qKZB and dual qKZB equa-
tions
Let V1, . . . , VN be irreducible finite-dimensional Uq(ĝ)-modules. For each
j ∈ {1, . . . , N} we define the following operators acting on the space E :
DTj =q
−2µ−Ch′
∗j q
−2Ωh′
∗j,∗1 · · · q
−2Ωh′
∗j,∗j−1, (6.1)
KTj =R
j+1,j
T (
zj+1
zj
, λ+ h(j+2,... ,N), ω)−1 · · ·RNjT (
zN
zj
, λ, ω)−1Γj ×
R
j1
T (
zj
z1
, λ+ h(2... ,j−1) + h(j+1... ,N), ω)× · · ·Rj,j−1T (
zj
zj−1
, λ+ h(j+1... ,N), ω)
(6.2)
where Ch′ = m12(Ωh′) ∈ U(h
′) is the quadratic Casimir element for h′, and
where Γjf(λ) = f(λ+ h
(j)).
Theorem 6.1 (qKZB equations). For all j = 1, . . . , N , we have :
F V1,... ,VNT (z1, . . . , pzj, . . . , zN , λ, ω, µ, k)
= (DTj ⊗K
T
j )F
V1,... ,VN
T (z1, . . . , zN , λ, ω, µ, k),
(6.3)
where p = q2k.
Similarly, consider the operators
D∨,Tj =q
−2λ−Cl
j q
−Ωl
j,j+1 · · · q
−Ωl
j,N ,
K∨,Tj =R
∗j−1,∗j(
zj−1
zj
, µ+ h(∗1···∗j−2), k)−1 · · ·R∗1,∗j(
z1
zj
, µ, k)−1Γ∗B−1(j) ×
R∗j,∗N(
zj
zN
, µ+ h(∗j+1···∗N−1) + h(∗1···∗j−1), k)× · · · ×
R∗j,∗j+1(
zj
zj+1
, µ+ h(∗1···∗j−1), k),
(6.4)
where Cl = m12(Ωl) ∈ U(l) and where (Γ
∗
B−1(j)f)(µ) = f(µ+B
−1(h(∗j))).
Theorem 6.2 (Dual qKZB equations). For all j = 1 . . . , N , we have :
F
V1,... ,Vj ,... ,VN
T (z1, . . . , szj , . . . , zN , λ, , ω, µ, k)
= (D∨,Tj ⊗K
∨,T
j )F
V1,... ,V Bj ,... ,VN
T (z1, . . . , zN , λ, ω, µ, k),
(6.5)
where s = q2ω, and we identify Vj with V
B
j .
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The proof of Theorem 5.1 is very similar to the proof of Theorem 2.2 of
[ES2] and Theorem 1.2 of [EV] (with modifications described in Remark 2
in Section 4). The proof of the dual qKZB equation runs parallel to [ES2],
Section 6.
7 The symmetry identity
In this section we assume that T = 1. Thus l = h′ and the renormalized
trace function F V1,... ,VN (z1, . . . , zN , λ, ω, µ, k) takes values in the space
(V1 ⊗ · · · ⊗ VN)[0]⊗ (V
∗
N ⊗ · · · ⊗ V
∗
1 )[0]((
z2
z1
, . . . ,
zN
zN−1
))⊗̂q−2(λ,µ)Aλ,ω⊗̂Aµ,k.
As in the case of finite-dimensional simple Lie algebra g (see [EV]), we have
the following symmetry identity :
Theorem 7.1.
F V1,... ,VN (z1, . . . , zN , λ, ω, µ, k) = F
V ∗
N
,... ,V ∗
1
∗ (zN , . . . , z1, µ, k, λ, ω),
where F∗ is the result of interchanging the two factors (V1⊗ · · ·⊗ VN)[0] and
(V ∗N ⊗ · · · ⊗ V
∗
1 )[0].
This result follows from Theorem 4.1 and Theorem 4.2 and the arguments
in [EV], Section 5.
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