Abstract-We report a new filter to assist the search for rare bird species. Since a rare bird only appears in front of a camera with very low occurrence (e.g., less than ten times per year) for very short duration (e.g., less than a fraction of a second), our algorithm must have a very low false negative rate. We verify the bird body axis information with the known bird flying dynamics from the short video segment. Since a regular extended Kalman filter (EKF) cannot converge due to high measurement error and limited data, we develop a novel probable observation data set (PODS)-based EKF method. The new PODS-EKF searches the measurement error range for all probable observation data that ensures the convergence of the corresponding EKF in short time frame. The algorithm has been extensively tested using both simulated inputs and real video data of four representative bird species. In the physical experiments, our algorithm has been tested on rock pigeons and red-tailed hawks with 119 motion sequences. The area under the ROC curve is 95.0%. During the one-year search of ivory-billed woodpeckers, the system reduces the raw video data of 29.41TB to only 146.7 MB (reduction rate 99.9995%).
I. INTRODUCTION
O UR group focuses on developing algorithms to assist ornithologists to search for rare birds. In our recent project, a camera has been installed in the middle of a forest, running 24 hours a day, to assist the search for the thought-to-be-extinct ivory-billed woodpecker (IBWO) (see Fig. 1 ). Three critical conditions must be met for the searching task. First, a rare bird only appears in front of the fixed camera with very low occurrence (e.g., less than ten times per year) for very short durations (e.g., less than a fraction of a second), our algorithm must have a very low false negative (FN) rate. Second, since the final verification has to be performed by human experts, it is necessary to reduce the huge data volume to a manageable size, which also means that the filter can tolerate a less ideal false positive 
. Example of a video sequence of a flying bird that is captured in Bayou
DeView in eastern Arkansas. The camera runs at 11 frames per second and the sequence is generated by superimposing the segmented bird images from consecutive video frames on the top of a background frame.
(FP) rate. Third, the system must be easy to be set up in the forest. Due to power and communication constraints, a single camera is preferred because it does not require the precise calibration and synchronization as dislocated stereo rigs would for distant fast-flying birds. Fig. 1 shows the input of the problem is a short segmented motion sequence of an object. The output of the problem is to determine whether the motion sequence is caused by a targeted bird species. We verify the bird body axis information with the known bird flying dynamics. Since a regular extended Kalman filter (EKF) cannot converge due to the high measurement error and the limited observation data due to the high flying speed of the bird (e.g., the sample bird sequence in Fig. 1 only contains seven data points), we develop a probable observation data set (PODS)-based EKF and an approximate computation scheme. The new PODS-EKF searches the measurement error range for all probable observation data that ensure the convergence of the corresponding EKF outputs. The filtering is based upon whether the subset of PODS that guarantees EKF convergence is nonempty and the corresponding speed is within the known bird flying velocity profile. We show that the PODS-EKF filter theoretically ensures a zero FN rate.
We have evaluated the filtering algorithm using both the simulated data and field test data. Our algorithm has been applied for the search of IBWOs in eastern Arkansas. The physical experiment results show that the algorithm can reduce the video data for identification by over 99.9995% with close to zero FN. The rest of the paper is organized as follows. Section II reviews the related works. The definition of the bird filtering problem is presented in Section III. Sections IV and V model the bird filtering problem and propose the PODS-EKF method. The experimental results are presented in Section VI before we conclude in Section VII.
II. RELATED WORK
Detection of a flying bird relates to vision-based motion detection, image processing for animal detection and recognition, 3-D structure inference with monocular vision, visual tracking, and especially Kalman filter-based visual tracking.
Recent development in vision-based motion detection has greatly advanced its robustness in noisy environments. Motion detection segments moving objects from their background using a video sequence. To address the background noises, researchers propose many statistics-based background models such as temporal average [1] , median absolute deviation (MAD) [2] , adaptive Gaussian estimation [3] , mixed Gaussian models, parameter estimation [4] , nonparametric estimation [5] , and Kalman filter compensation [6] . Our work builds on the robust nonparametric background subtraction algorithm proposed in [5] to segment the moving foreground objects. Moreover, our algorithm advances the mere motion-detection to bird species detection by using bird flying dynamics.
Periodic motion detection [7] , [8] assumes objects with periodic motion patterns and applies time-frequency analysis [7] , [9] or image sequence alignment [10] to capture the periodicity. Applications of periodic motion detection have been found to vehicles, humans and even canines. However, recognizing birds is different because a bird flying pattern combines both gliding and wing-flapping and the periodic motion assumption does not apply.
Animal detection and recognition using video images has been an active research direction. Most of the existing approaches build appearance models of animals by feature points [11] , silhouettes [12] , contours [13] , 2-D kinematic chains of rectangular segments [14] , and motion symmetry [15] . A known set of animal images are used to train and test the model using learning techniques such as neural networks [16] , K-means [17] , clustering [14] , template matching [12] etc. A review of the image processing techniques for bird recognition can be found in [16] . However, these techniques require a large learning data set to train the model, which is not available in our applications.
Recently, the 3-D structure inference using monocular vision has drawn increasing research attention. Ribnick et al. [18] propose an algorithm for estimating 3-D parabolic trajectories of projectiles in monocular views. Saxena et al. [19] propose a learning algorithm that estimates 3-D structures of a static scene based upon a single still image. The work models the scene with sets of planes using Markov random field (MRF) and trains the model based upon depth cues such as texture variations and gradients, color, haze, and defocus etc. Hoiem et al. [20] propose a similar approach that models the static scene with "surface layout." Different from these works, our approach deals with a highly dynamic object (i.e., the bird) and its trajectory is not necessarily parabolic.
Visual tracking estimates trajectories of objects in 2-D image space. State estimators such as Bayesian filters [21] , particle filters [22] , [23] , sparse (extended) information filters [24] or (extended) Kalman filters [25] are often employed. When observation uncertainty presents, data association techniques such as multiple hypotheses based tracking [26] are usually used. A recent survey can be found in [27] . One key novelty of this work is that the existing works focus on the data association and state estimation problem from a large observation data set while our work focus on the state range estimation using minimal or even insufficient observation data set with relatively large noises.
The fundamental technique used in the bird detection is the extended Kalman filer. Kalman filter, extended Kalman filter, and their variations verify the detected motion information from video frames with the prior known dynamics. Since the methods utilize the information across consecutive video frames, their robustness to errors makes them ideal methods for poor illumination conditions and outdoor environments [28] . Hence, Kalman-filters have seen a wide range of applications such as simultaneous localization and mapping in robotics [29] and object recognition and tracking [30] of vehicles [31] , pedestrians [32] , human faces [33] , and even human eyes [34] . Most existing works assume rigid objects and ignore the convergence of Kalman filter because an ample amount of observation data are available. Unfortunately, these conditions do not hold for a high-speed flying bird.
Our group has developed systems and algorithms [35] - [37] for networked robotic cameras for a variety of applications such as construction monitoring [38] , distance learning [39] , panorama construction [40] , and nature observation [41] . Our previous work [42] details how to build an autonomous nature observation system using motion detection. We learn that mere motion detection cannot save the biologists from the herculean task of image sorting, which inspires this work. This journal paper extends our previous conference work [43] by adding more experimental results and technical details.
III. PROBLEM DESCRIPTION
Our system is a monocular vision system with a narrow field of view (FOV). The position of objects with respect to the camera is based upon a 3-D Cartesian camera coordinate system (CCS) with its origin at the camera center as shown in Fig. 2 . The -axis and -axis of the CCS are parallel to the -axis and the -axis of the image coordinate system (ICS), respectively.
From the knowledge provided by ornithologists, we know that a flying bird is usually an adult bird. A bird does not change its size once reaching its adulthood. Birds of the same species share a similar size and flying speed range. This biological information allows us to distinguish the targeted species from other moving objects.
Assumptions
To establish the bird detection problem, we also have the following assumptions.
• A fixed and precalibrated camera is used. With a calibrated camera and without loss of generality, we can always transform camera intrinsic parameter matrix to , where is the focal length of the camera in units of pixel side length. ICS must have its origin located on the principal axis ( axis) of CCS. Hence, we have perspective project matrix .
• There is only one bird in the image sequence. If there are multiple flying birds in the scene, we assume each individual bird sequence has been isolated out using multiple object tracking techniques [27] .
• The bird is flying along a straight line with a constant speed when captured by the camera. This assumption usually holds considering a fast flying bird can only stay in the FOV for less than a second.
A. Inputs and Output
The input of the problem is a sequence of images which contain a moving object of any type. Each frame is time-stamped. Based upon the information from ornithologists, we know the body length and the flying speed range of the targeted bird species. The output is to determine if the motion sequence is caused by the targeted bird species or not.
IV. MODELING A FLYING BIRD
To develop a bird filter, the key is to extract the bird flying information from the segmented bird motion sequence and associate the information with the known flying models and the prior information regarding the targeted species. Let us first observe the motion sequence of the flying bird to investigate how to extract the bird flying information.
A. Bird Body Axis Filter
As detailed in [42] , we segment the moving object from its background and obtain a set of motion sequences. Fig. 3 (a) illustrates different flying poses of a pigeon. At first glance, it is unclear how to utilize this information because bird poses are not a simple discrete set of states. The wing configurations of the bird vary dramatically from frame to frame. The shape of the bird changes significantly as well.
As we scrutinize the collected flying pose data, we find that a bird does not bend or extend its body during the flight as illustrated in Fig. 3(a) . Hence, we have.
1) Conjecture 1 (Invariant Body Length):
A flying bird maintains a constant body length during flight.
This conjecture has been confirmed by ornithologists and our image data collected (341 bird images from 61 motion sequences) from physical experiments. Except landing and taking off, a bird extends its body straight to minimize the wind resistance during a normal flight. This is an important finding because it provides an entry point to attack the bird detection problem. The ornithologists also use the bird body length as an important index to classify birds because adult birds from the same species share the same body length with little variance. Hence, the problem becomes how to extract the body axis orientation and length of a flying bird from the segmented motion sequence.
It is nontrivial to extract the bird body axis and length from the isolated poses in Fig. 3 (a) because a bird is a nonrigid and deformable object. However, if we superimpose the segmented bird flying pose data to the background image as illustrated in Fig. 1 , a new finding appears:
2) Conjecture 2 (Body Axis Orientation): The orientation of the body axis of a flying bird is always close to the tangent line of its flying trajectory.
To validate our conjecture, we analyze 61 bird motion sequences with a total of 341 segmented birds that we have collected in past years. The result confirms the conjecture. The mean orientation difference is 0.8 and the standard deviation is . This conjecture inspires us to develop a bird body axis filter (BBAF) to extract bird body axes from the segmented motion zone.
Let us define the bird body line segment in the image frame as (1) where is the head position and is the tail position. From , we can compute the body axis orientation and the body axis length Note that is different from . is the projection of on the image plane and is in units of pixels.
We know that the slope of the tangent line of the trajectory can be extracted easily based upon the position of the salient motion zone on the background image. The red line in Fig. 1 is the approximate trajectory generated by linking the geometric center of each motion zone. The tangent line of the approximate trajectory can serve as an initial solution for the bird body axis orientation. However, since the standard deviation , further refinements are required.
Define as the boundary pixel set of the motion zone [e.g., the boundary pixel set of the white pixels in each block in Fig. 3(a) ]. As illustrated in Fig. 3(b) , any two points in , as the body axis ends, form a candidate body axis with length . Define as the orientation of the corresponding tangent line of the flying trajectory. We find the bird body axis in image by searching for its orientation in the range and the corresponding body axis ends in to maximize subject to:
B. Bird Flying Dynamics
To determine whether the motion information is caused by the targeted species, we need to establish a bird flying model in the image frame. Let denote the head position of the bird body axis and denote its velocity in the CCS. Since the bird flies along a straight line with a constant velocity, we have (3) where the state variable describes the position and velocity of the bird head. Defining as the position of the bird tail, and we have (4) As illustrated in Fig. 2 , the relationship between the measurement data defined in (1) and the corresponding state can be described using the pin-hole camera model. Since , we have (5) where is usually called the measurement function and represents the measurement noise.
V. PROBABLE OBSERVATION DATA SET-BASED EKF METHOD

A. Extended Kalman Filter
Equation (2) provides the bird flying information extracted from images. Equation (5) captures the prior known information regarding the targeted species. If the motion is caused by the targeted species, then the bird body axis information provided by (2) should follow the nonlinear dynamic system described by (5) , which can be validated using an EKF.
Equations (3) and (5) can be rewritten in a discrete-time form
where and represent the white Gaussian transition and measurement noises at time with covariance matrix and , respectively and is the state transition matrix at time where is the time interval between time and time . We define as the covariance matrix for the state variable . The EKF for the system in (6) can be implemented as a state prediction step and measurement correction step recursively as follows:
where is the "Kalman gain" at time and is the Jacobian matrix of the function in (5) with respect to .
Recall that . For the -image motion sequence, the predicted contains the bird velocity . The decision of accepting or rejecting the moving object as a member of the targeted species is defined as the following indicator function:
(accept) if and EKF converges (reject) otherwise (8) where is the set of body axes across frames.
is also referred to as the observed data. Equation (8) basically states that the moving object is a member of the targeted species if the EKF converges to the desired absolute velocity range .
B. Determining EKF Convergence
As indicated in (8) , automatically determining whether the EKF converges or not is necessary. Define the estimated state set as . Since velocity convergence implies position convergence and convergence means we determine the convergence of the EKF by inspecting where is the weighting factor at time . is a monotonically-increasing function of , which gives more weight to later states.
is usually pregenerated using simulated random inputs across the entire possible parameter range without measurement error (i.e., ). Setting is to ensure EKF convergency, which will be explained later in the paper. Denote as the speed of the bird known in each trial of simulation. We repeat the EKF with randomized inputs for over times to observe the quantity of , which is the inverse of the relative speed change at time . We choose the weighting factor as where function computes the expected value over all simulation trials for the targeted species. When the EKF converges, appears as a decreasing function of after a few initial steps. Correspondingly, is an increasing function of . If , then is smaller than that of the case . Therefore, to determine the EKF convergence, we employ a threshold on and introduce a new indicator variable (converge) otherwise.
Note that the threshold should be sufficiently small to ensure the convergence of EKF. The actual value of can be predetermined in simulation. Then the decision-making in (8) is rewritten as (accept) if and (reject) otherwise.
(10) The underlying condition for (10) to be an effective bird detection mechanism is that if observation is caused by the targeted bird species then the convergence of the EKF has to be guaranteed. Unfortunately, this condition usually does not hold due to two reasons: is small and the measurement noise is too big. is the number of images that contain the moving object. Due to its fast flying speed, the bird can only stay in the camera FOV for less than 1 s for most of the time. Actually, for most cases in our experiments. The measurement noise covariance matrix is directly determined by the image segmentation error. Even at 1 pixel level, its relative range is 4% for a bird body length of 25 pixels. For the nonlinear deterministic discrete time system in (6), the large means the EKF either fails to converge or converges very slowly according to [44] . The bird detection mechanism would have a close to 100% FN rate if the simple EKF implementation is used, which makes it useless.
C. Probable Observation Data Set-Based EKF Method
Since simply applying EKF cannot address the bird detection problem, a new approach is required. Let us assume there is no measurement noise (i.e.,
) and no state transition noise . At each time , the EKF in (7) is a system of equations with four inputs, which is the dimensionality of , and six outputs, which is the dimensionality of . We also know that matrix introduces two constraints: the constant speed and the linear trajectory. Therefore, the equation system can be solved within one step. The convergence of the EKF is not a problem when there is no noise provided that the bird does not fly in a degenerated trajectory (i.e., flying along the principal axis of the camera).
Although for most cases, the state transition noise is often very small, which leads to the following lemma, Lemma 1: The EKF described in (7) converges when . Proof: We skip the proof because our system in (6) is a linear time-invariant discrete time system with a nonlinear observer. The convergence of its EKF can be proved by directly applying the results in [44] . This is also confirmed in our experiments in which the EKF converges nicely under 7 periods (i.e., ). At first glance, this result is useless because we cannot get rid of the measurement noise. However, this result opens the door to a new approach. Define the observation data without measurement error as . Although we do not have , we know it is within the segmentation error range of . For the th image, the measurement data is Define the error-free measurement data at time as
Given the segmentation error is within pixels, define and the segmentation error range at time as . Hence (11) We partition the entire segmentation error range set according to the convergence of the EKF using (9) .
Definition 1: Define the probable observation data set (PODS)
as the set of observation data that satisfies the condition for the EKF convergence and (12) Hence,
. Each in the PODS is likely to be and, hence, it is named as the probable observation data. For a given PODS , there is a corresponding estimated state set , which contains a set of all possible estimated velocities at time , which is defined as such that Then the decision making for our PODS-based EKF (PODS-EKF) method can be written as (accept) if and (reject) otherwise.
Hence, we have the following lemma. 
D. Approximate Computation for PODS-EKF
Computing the PODS is nontrivial. It is possible to use conventional searching methods such as a binary search. However, this would be very time consuming. Note that we actually do not need because all we need to know is whether the conditions and hold or not. This allows an approximation method. For a given observation , we define the following optimization problem: (14) where is the optimal solution to the minimization problem shown previously. Actually, (14) is a typical nonlinear optimization problem with the error range and the EKF in (7) as constraints. There are many numerical methods from nonlinear programming that can be used here [45] . We apply a sequential quadratic programming (SQP) method [46] . Define as the estimated states corresponding to . We have the following lemma.
Lemma 3: . Proof: Since (14) is a minimization problem, yields the minimal , namely
It is worth mentioning that this method is an approximation in computation because the nonlinear programming solver often falls in a local minimum instead of a global minimum (see Remark 1). Now we want to determine whether . If we view the EKF output as a function of , it is continuous and differentiable with respect to each entry in . Since is actually very small, the variance of the velocity in the set is very small. Instead of comparing to , we select a value in to check if it is in . Define as the velocity component of . The chosen value is the because it is readily available. Therefore, the approximation is Remark 1: Due to the approximation, the zero FN rate cannot be guaranteed. However, the FN rate is still very low (less than 5%) under the approximation as shown later in the physical experiment results. We conjecture that this is due to the fact that the nonlinearity of the problem is not very strong. For most of time, the SQP solver actually finds the global optimal. Therefore, the impact on the application is negligible. In practice, we can initiate the solver at different random starting points and run the solver multiple times, which can significantly increase the chance that the global optimal value can be found.
E. Estimation of Initial States
The convergency and the performance of the EKF greatly depend upon the accuracy of the initial state. Here we detail how to estimate the initial state of the flying bird (17) for each input, where and . We assume the bird speed is uniformly distributed across the range We set the initial speed of the bird as the mean speed: As shown in Fig. 4 , given the image of the bird at the first observation the body axis in image and the optical camera center form a plane. The 3-D bird flying trajectory must be in this plane. Let us define the 3-D coordinates of the bird head positions at discrete time as (18) Given the body axis length and the position of the bird tail at time is (19) Based upon the pin-hole camera model, the bird head and tail positions project to the image at and respectively (see Fig. 4 ). Recall the perspective projection matrix . Based upon (18) and (19) , this projection is represented in homogeneous coordinate system as (20) and (21) where . We have 6 unknowns as in (17) . Each image data point has one bird head and one bird tail. Each body axis endpoint contributes two linear equations as shown in (20) and (21), respectively. Therefore, we only need the first 2 image data points (bird images) to form a system of 8 linear equations (22) Obviously, (22) has nonzero solution. Actually, and the solution to (22) is the null space of , which can be represented as where is any nonzero solution to (22) and is a scalar. This set of solutions correspond to an infinity number of parallel trajectories as shown in Fig. 4 . Both trajectories 1 and 2 project back to the same points on the image. With a further constraint we obtain a unique initial state estimation
ALGORITHM
We summarize our PODS-EKF based bird detection algorithm in Algorithm 1. Note that the approximate computation of the PODS-EKF is used here.
Algorithm 1: PODS-EKF Based Bird Detection Algorithm
input: frames with a segmented motion sequence output: TRUE or FALSE for the targeted species.
for the segmented motion block in -th frame do calculate the geometric center point of the bird; Connect to generate a piecewise linear trajectory;
Obtain from the trajectory;
for the segmented motion block in -th frame do Obtain using the BBAF in (2);
Initialize the EKF using (20) and (21);
Solve the constrained nonlinear optimization problem in (14); if then return TRUE; else return FALSE;
VI. EXPERIMENTS
We have implemented the PODS-EKF algorithm and tested the algorithm on both the simulated data and the real data from field experiments. The computer used in the test is a desktop PC with an Intel Core 2 Duo 2.13 GHz CPU and 2 GB RAM. The PC runs Microsoft Windows XP. The BBAF has been implemented using Microsoft Visual . The PODS-EKF filter has been implemented using Matlab v7.0. We choose Arecont Vision 3100 high resolution networked video cameras as imaging devices. The camera runs at 11 frames per second with a resolution of 3 mega pixels per frame. The lens for the camera is a Tamron auto-iris vari-focus lens with a focal length range of 10-40 mm. We have adjusted the lens to ensure a 20 horizontal FOV.
A. Bird Body Axis Filter Test
We first verify whether the BBAF is capable of extracting the bird body axis from the noisy data. We have used two data sets in testing. The first data set has been collected from our campus and contains 61 bird motion sequences with a total of 341 segmented birds which are mostly rock pigeons and American crows. The second data set has been collected from our test site in Arkansas and has a total of 88 images with 11 different species at eight images per species. We compare the output of BBAF with the corresponding ground truth which is a human's choice in bird body axes. The difference between the BBAF output and the ground truth has means of 0.30 and 0.63 , and the same standard deviation of 3.7 for the first and the second data sets, respectively. The student -test shows that the output of BBAF and human choices come from the same distribution for both data sets with statistic significance, which is satisfying.
B. Simulation
The second step is to test the performance of our PODS-EKF using the simulated inputs. The simulated inputs allow us to test the bird filtering performance under a full range of possible changes in the parameter settings, which are usually unavailable in physical experiments.
1) Random Trajectory Generation:
needs to be generated from a random trajectory. First, four random numbers are generated as the coordinates of two points in the image plane. The two points determine a line in the image. The line and the camera center determine a motion plane in which the motion sequence will be generated. We know that the camera FOV is a pyramid with its top vertex at the camera center. The plane intersects with two faces of the pyramid. The fifth random binary number is generated to choose one of the two faces as the initial face through which the bird enters the camera FOV. The chosen face intersects with the motion plane and yields a line segment. We generate a point on this line segment using the sixth random number. The point is used as the initial position of the bird. This line segment's extension line divides the motion plane into two halves. We are interested in the half motion plane that intersects with the pyramid. The seventh random number in the range of is generated as the pitch angle of the bird heading on the half motion plane. Finally, the eighth random number is used to generate the speed of the bird. Hence, eight random numbers determine a complete trajectory of a flying bird. By projecting the trajectory back to the image plane with a preset bird body length, we obtain . 2) EKF Convergence: An immediate step in the simulation is to verify if a regular EKF converges without measurement noise. Although Lemma 1 ensures the convergence in theory, it is unclear how many steps it would take. We simulate three types of birds in the test: house sparrows, rock pigeons, and IBWOs. House sparrows and rock pigeons are common birds in Texas and the IBWO is the rare bird which our system is used to search for in Arkansas. The three species represent small, medium, and large birds, respectively (see Table I ).
For each species, we generate different sets of random inputs to test the regular EKF. Fig. 5(a) shows the EKF convergence for rock pigeons under different configurations by tracking errors in speed , where is the true bird velocity known in simulation. It is shown that without image noise, the regular EKF nicely converges (the blue curve) as Lemma 1 predicts. With the image noise , the regular EKF cannot converge and yields a big error variance (indicated as the green curve and vertical green line segments, respectively). We also show the output of our PODS-EKF (the red curve). Although not required, it is desirably close to the noise-free case.
3) Performance of PODS-EKF Under Simulated Inputs:
Now we are ready to analyze the performance of PODS-EKF. We generate a set of random inputs to mimic three birds as in Table I . We set a speed range from 15 to 85 km/h with an incremental step of 5 km/h and a bird size range from 10 to 60 cm with an incremental step of 2 cm. We set the segmentation error range . For each setting of the input data, 20 trials are carried out. The average computation time for each trial is 5.6 s. Fig. 5(b) demonstrates how the rates of FP and FN change according to . After the FN rates can be reasonably controlled to be less than 10%, 4%, and 1%, for house sparrows, rock pigeons and IBWOs, respectively. This confirms that the approximation computation is reasonable.
The reason PODS-EKF works worst for house sparrows is that with the same FOV in the simulation, the smallest house sparrows lead to the highest noise-signal ratio, indicated as in Fig. 5(b) . Our PODS-EKF is not biased for a particular bird. To cope with small birds, we can increase the focal length to reduce . This test also tells us how to choose a proper lens for a targeted species in applications to ensure the best performance. The FP rates of the PODS-EKF are 23%, 45%, and 38%, respectively, which are a little high. However, considering that we are comparing the targeted bird with birds similar in size and speed, this result is not surprising. In fact, the algorithm should behave better in real tests where noises from the moving objects have much larger range in both size and speed. Furthermore, the monocular system has difficulty in detecting objects with their trajectories close to the optical axis, which also contributes to the high FP rate.
C. Physical Experiments
We have conducted two field experiments: detecting flying rock pigeons, and assisting the search of the legendary IBWOs.
1) Data Sets and Ground Truth:
Since there is no existing data set or benchmark for the evaluation of bird detection, we have to use our data collected from both our campus and the experiment site in Arkansas for testing. The input data sets of our PODS-EKF filter are segmented motion sequences using a prefiltering method detailed in [42] , which is solely a salient motion detection method built on [5] by performing a connectivity check to eliminate small moving objects and periodic noises such as tree vibrations. The method prefilters out small moving objects (less than 5 5 pixels) because they are too small for a human to positively identify a bird species at the end. The prefiltering reduces noises when maintaining a zero FN rate. We have collected a total 1205 motion sequences after the prefiltering.
The motion sequences used to test the PODS-EKF filter is the motion sequences containing more than eight frames, which result in 119 out of the 1205 motion sequences. The reason we need at least eight frames is due to the fact that even a noise-free EKF would need seven steps to converge as shown in simulation [see Fig. 5(a) ]. The PODS-EKF filter works only if the corresponding noise-free EKF can converge. The ratio of 119/1205 is low because our camera frame rate is slow (11 fps) due to its high resolution. Better cameras would certainly improve that ratio and it is not a concern for our algorithm.
The surviving 119 motion sequences are the testing data set. Among them, 29 sequences are caused by rock pigeons, 21 sequences are caused by 10 difference species of birds including great blue herons, northern flickers, great egrets, America crows, red-tailed hawks, chimney swifts, Mississippi kites, purple Martins, pileated woodpeckers, belted kingfishers, and some unidentifiable birds. The remaining 69 motion sequences caused by noises such as moving clouds, falling leaves, flying insects, etc.
The ground truth is obtained by using human inputs on the same motion sequence that the PODS-EKF filter is tested.
2) Detecting a Flying Pigeon: Here the targeted species is rock pigeons since they are the dominating species in our data set. Fig. 6 compares the potential outputs of regular EKFs and the output of the PODS-EKF using a sample rock pigeon sequence. The targeted species flying speed range is also overlaid on the figure. It is shown that the chance that the regular EKF would converge to the proper value is very small, which confirms the simulation results in Fig. 5(a) . On the other hand, the PODS-EKF finds the optimal observation that ensures the EKF converges to the bird speed range. Fig. 7(a) shows how the FN and FP rates of the PODS-EKF change according to . The convergence threshold is set as . The outcome of the algorithm is summarized in Table II. Table II indicates that our filtering algorithm can achieve extremely low FN rate . This is very important for the purpose of finding rare birds species. The FP rate is which is better than that of the simulation results. This is due to the fact that it is much easier for the algorithm to distinguish the targeted species from noises such as flying insects and falling leaves in physical experiments rather than from other birds with similar body size and speed as in the simulation. Since the monocular vision system cannot provide depth information, the algorithm cannot achieve zero FP. Fortunately, this is allowable for our applications. The expectation of the algorithm is to reduce the video data for identification without compromising the FN rate. Fig. 7 (b) illustrates ROC curves for both the simulation and physical experiments for rock pigeons. The convergence threshold ranges are and for the simulation and the physical TABLE II  EXPERIMENTAL RESULTS FROM THE ROCK PIGEON FILTERING EXPERIMENT experiments, respectively. The areas under the ROC curve are 91.5% and 95.0% for simulation and the physical experiments, respectively, which again show that the algorithm performs much better in the physical experiments.
3) Assisting the Search of the Legendary IBWO in Arkansas: Since October 2006, our team have begun to assist the search for the thought-to-be-extinct IBWOs. The IBWO is the largest woodpecker in North America and was last seen over 60 years ago. Sporadic sightings have been reported in past decades but no definite evidence such as a clear picture of the bird is available. In October 2006, we installed a camera system in Bayou DeView wildlife refuge in Arkansas, where sightings of the bird were reported in 2004. Due to the low FN rate, our PODS-EKF algorithm is very desirable for this type of applications. Fig. 1 is taken from the camera. The system monitored the sky from Oct. 2006 to Oct. 2007. After initial motion detection filtering as in [42] , we reduce the total 29.41TB video data to 27.42 GB, which is still prohibitively huge for human experts. After applying the PODS-EKF, we eventually reduce the data volume to 146.7 MB (about 960 images), which is a reasonable amount of workload for a human expert to review to make the final identification. The overall reduction rate is 99.9995%. Unfortunately, no IBWO image has been captured yet.
However, our algorithm can also detect other birds such as red-tailed hawks in the region where our camera is installed. As shown in Table I , a red-tailed hawk is a bigger bird than an IBWO but flies at about the same speed as IBWOs. The algorithm is able to successfully detect red-tailed hawks. Considering that our algorithm has successfully detected birds that are either bigger than IBWOs (red-tailed hawks) or smaller than IBWOs (rock pigeons), we are confident that if an IBWO flies cross the field of view of our camera, our system is able to capture the bird. Although no IBWO is detected, our system and algorithm design is successful.
VII. CONCLUSION AND FUTURE WORK
We reported our development of a bird filtering algorithm to assist the search for rare bird species. We showed that a regular EKF cannot be directly applied because the EKF would not converge due to the high measurement error and the limited observation data due to the high flying speed of the bird. Instead, we developed a novel PODS-EKF method based upon whether there exists a probable measurement in PODS with the corresponding speed in the flying speed range of the targeted species. The algorithm was extensively tested using both simulated inputs and physical experiments. The results were satisfying and the PODS-EKF bird filter reduced the video data by 99.9995% with a close to zero FN rate and 95.0% area under the ROC curve in physical experiments.
In the future, an immediate extension is to consider the case without the linear flying trajectory and/or the constant velocity. We will consider the simultaneous filtering of a flock of birds using a single camera or multiple cameras. It is also interesting to employ a robotic camera to combine tracking with filtering. A pan-tilt-zoom robotic camera can give a closer view of a flying bird, which reduces the measurement error at a price of increasing the state transition error and the nonlinearity of the system. We will investigate how to achieve the best tradeoff.
