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Adaptive tracking of nonlinear dynamic plants is currently an important area of re-
search. The main difficulty being felt by the research community is the lack of a
general modelling framework that can facilitate synthesis of a simplistic control law,
while being capable of providing accurate approximation of nonlinear systems. The
aim of this study is to alleviate that problem by introducing a novel technique based
on the control-oriented U-Model for the adaptive tracking of a wide range of stable
nonlinear dynamic plants using only input-output data. The overall scheme is based
on the robust internal model control (IMC) structure wherein different internal mod-
els, using nonlinear adaptive filtering and higher-order neural networks, are proposed.
In each case, the U-Model equivalence of the internal model is developed and a sim-
plistic control law based on polynomial root-solving is synthesized. Stability of the
proposed adaptive scheme is analyzed with the help of various analytical tools. The
effectiveness of the proposed adaptive schemes is demonstrated through simulations
and real-time applications to a variety of nonlinear plants that include: Hammerstein
model, CSTR model, DC motor and single-link robotic arm manipulator.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Recent advances in a variety of technologies and applications call for improved perfor-
mance and reliability, while exacerbating the complexity and uncertainty of systems
and their surroundings. In many instances, the operation of systems and devices can
be modified and, possibly, optimized by the intervention of a control system. The
objective of the control is to influence the behavior of systems. One such objective is
tracking which involves forcing system variables to follow prescribed trajectories.
On the design side, some of the main difficulties to be overcome by the designer
are:
1. Nonlinear plant dynamics,
2. Uncertainties caused by differences between actual and assumed dynamic
models
It is, therefore, not surprising that these two considerations form the dominant areas
of interest in modern control design. Most physical systems are nonlinear and multi-
variate. By nature, they have inherent interconnected nonlinearities in their dynamics
where the relationship between the input and output variables varies depending on
the operating conditions. Many common control problems involve dynamic systems
1
2that exhibit nonlinear behavior. If the nonlinearities are mild or the operating con-
ditions do not change much, then the effect of the nonlinearities is not severe, and
linear control techniques are applicable. This has been the approach of researchers
in the past many decades and has resulted in the production of a huge amount of
literature in the areas of linearization and linear control [1–3].
However, many industrial systems exhibit strong nonlinear behavior and they may
be required to operate over a wide range of operating conditions. Additionally, there
are situations where the nonlinear plants are extremely difficult to model and/or
they exhibit high uncertainties. Under these conditions, the conventional constant
gain feedback controller fails to maintain the performance of the system at acceptable
levels and does not respond well to changes in system dynamics. This has resulted in
an increased interest in developing controllers whose parameters can vary online (thus
adapting to the current plant dynamics). Adaptive tracking of uncertain nonlinear
dynamic plants has become an important area of research and several adaptive control
designs have been recently developed. These include, among others, Self Tuning (ST)
Control, Model-Based Control (MBC), Neural Control and Fuzzy Control for both
linear and nonlinear systems. An extensive discussion on most of these designs can
be found in [4].
In particular, MBC has received great attention by designers of nonlinear adaptive
systems [5]. This is due to a number of reasons. Firstly, there exist a good number of
model-based control structures for use in a variety of situations, and can be extended
to nonlinear design rather conveniently. Secondly, MBC schemes can benefit from a
wide range of tools available for modelling and estimation. Thus one can find MBC
schemes utilizing tools from adaptive filtering [6], neural networks [7, 8] and fuzzy
3logic [9]. MBC provides, in a way, a platform for combining and testing of a variety
of modelling, identification and controller-design methodologies.
Nonlinear Model-Based Control (NMBC) strategies generally involve three impor-
tant steps:
1. Selection of a suitable overall structure
2. Selection of a proper modelling framework
3. Synthesis of a control law based on the two choices above
For the first choice, there are a good number of structures available in literature (see
[5,10]). Among them, Internal Model Control (IMC) has become an industry favorite
because of its robustness and disturbance rejection capabilities [11]. A nonadaptive
version of the IMC requires an explicit model of the plant and a stable controller(which
is supposed to be the inverse of the model). Since the model used can be linear or
nonlinear, IMC provides possibility of extension to nonlinear control [12]. However,
since finding the inverse of nonlinear models is much more involved then simple linear
models, the nonlinear extension of the IMC raises a number of performance issues.
The good part is that, once the issue of finding the nonlinear model inverse is aptly
solved, the IMC guarantees excellent tracking performance.
Additionally, although the IMC requires an input-output stable plant, this does
not limit its general utility. This is because of two reasons. Firstly, most industrial
systems happen to be inherently open-loop stable. Secondly, most unstable plants
can be stabilized using simple feedback and can then be placed in the IMC structure
for robust tracking.
Further extension of the nonlinear IMC to include adaptive tracking of uncertain
4nonlinear plants poses a number of challenges [7,13]. These include the need to have
suitable modelling framework, the ability to rapidly identify the plant dynamics and
the computational power to obtain the nonlinear model inverse (to be used as the
controller), whilst assuring overall stability. Among these, perhaps the most crucial
factor is the nature of the model used. This has been mentioned as the second
important choice for NMBC schemes in the list above and needs to be discussed
further.
It is clear that the modelling part plays a very important role in the overall sys-
tem design and performance. This is because the control law is actually based upon
the model structure. Two of the more important measures of model utility are its
approximation capabilities (in terms of accuracy) and suitability for control (in terms
of computational ease) [14]. Unfortunately, the research community so far feels a
complete nonexistence of a general modelling framework that satisfies both of the
above mentioned measures simultaneously [14–17]. For instance, linear models, that
are easy to manoeuver, are inherently incapable of describing an enormous range of
important dynamic phenomena. On the other end of the spectrum, we take the most
commonly used nonlinear modelling structure; the NARMAX (Nonlinear Autore-
gressive Moving Average with Exogenous inputs) Model. It yields the input-output
representation of nonlinear systems by defining the current output using a nonlinear
functional expansion of lagged inputs, outputs and noise terms [18]. Thus depend-
ing on representation of the functional expansion and its parametrization, different
model structures such as the polynomial NARMAX can be defined. Moreover, many
well-known nonlinear models (e.g., Hammerstein, Wiener, Bilinear, Nonlinear-FIR
etc.) can be shown to form special classes of the NARMAX model [14,18]. Thus the
5NARMAX is an excellent tool for representing nonlinear systems. However because
of its overly complex structure(a huge number of parameters are needed to charac-
terize even simple nonlinear systems), it does not lend itself to easy manoeuvring for
controller design [19].
As outlined in the discussion above, there exists a genuine need for a model based
tracking scheme for nonlinear plants that is general, sufficiently accurate and enables
the synthesis of a simplistic control law. That is where the work proposed in this
thesis comes in. We develop an adaptive nonlinear scheme that is robust and leads
to computationally and analytically simplistic control law.
The key idea is based on the recently proposed control-oriented nonlinear model
termed as the U-model [17]. The U-Model expands the nonlinear NARMAX function
as power series in the current control term, thus allowing simple polynomial root-
solving procedures to be used for controller synthesis. Additionally, the U-Model
has a more general appeal as compared to the polynomial NARMAX model [20] and
Hammerstein model. Based on the U-Model a pole-placement controller [17] and a
new IMC structure for dynamic nonlinear plants with known parameters [21] have
recently been proposed.
In this thesis, we introduce an adaptive IMC scheme based on the U-Model uti-
lizing nonlinear adaptive filtering and neural networks. Our main objective is to
combine the robustness of the IMC and the control-oriented nature of the U-Model
with the approximation capabilities of nonlinear adaptive filters and neural networks
to provide a comprehensive nonlinear adaptive control scheme.
Next, we present a formal problem statement followed by thesis contributions and
organization.
61.2 Problem Statement
The problem to be studied in this work can be formalized as follows:
“Given a stable nonlinear plant with uncertain or un-modelled dynamics,
design and implement a U-Model based IMC structure to achieve adaptive
tracking”
1.3 Objectives Achieved
1. A U-Model based adaptive IMC structure is proposed for the adaptive tracking
of stable single-input-single-output(SISO) nonlinear dynamic plants.
2. Three different nonlinear models are proposed for model identification in the
adaptive IMC. These include:
(a) A Radial Bases Functions (RBF) based nonlinear model
(b) A new general polynomial-kind nonlinear model
(c) A Higher-Order Neural Network (HONN) based nonlinear model
3. For each of the modelling frameworks above, a U-Model equivalence is developed
and a controller is synthesized.
4. The use of normalized Leaky Least Mean Square algorithm (nLLMS), for the
model identification, is proposed and justified in detail.
5. Stability analysis of the proposed adaptive IMC scheme is carried out using the
small gain theorem and internal stability.
6. The use of Newton-Raphson algorithm for controller synthesis in the proposed
adaptive IMC is studied and justifications for its applicability are provided.
77. Simulations (using SIMULINK) are carried out for the adaptive tracking of a
number of nonlinear dynamic plants using the proposed work. These plants
include:
(a) Hammerstein Model
(b) Continuously Stirred Tank Reactor (CSTR) model
(c) Permanent Magnet DC-Motor Model
8. Real-time implementation of the proposed adaptive IMC to the adaptive track-
ing of laboratory-scale DC-Motor speed using SIMULINK platform.
9. Real-time implementation of the proposed adaptive IMC to the adaptive track-
ing of two nonlinear plants that are initially unstable. The two plants are:
(a) Permanent Magnet DC-Motor position tracking
(b) Single-link robotic arm manipulator position control
1.4 Thesis Organization
The rest of the thesis has been organized as follows: Chapter 2 provides an intro-
ductory treatise to the area of nonlinear adaptive control. The topics discussed here,
in brief, include: nonlinear systems, common nonlinearities, modelling of nonlinear
systems, adaptive and intelligent control of nonlinear systems. This is followed by a
review of the literature in these areas in chapter 3.
Chapter 4 covers the proposed adaptive IMC structure using RBF based nonlinear
model. Detailed discussions on related topics are provided. These include: proper-
ties of the nonlinear IMC, the RBF based nonlinear model and algorithm for model
8updating (nLLMS). Additionally, stability analysis of the proposed scheme is carried
out in the same chapter. Simulations and real-time implementation results are also
presented. A new nonlinear adaptive filter based model for use with the adaptive
IMC is proposed in chapter 5. Its U-Model equivalence is developed and a Newton-
Raphson algorithm based controller is synthesized. The effectiveness of this proposed
scheme is demonstrated through simulations and real-time implementation. Chapter
6 proposes the use of HONNs in the U-Model based adaptive IMC scheme. U-Model
equivalence of the Higher-Order Neural Unit (HONU) is developed and an iterative
root-solving controller is synthesized. Again, simulation results demonstrating the
effectiveness of the proposed scheme are presented.
Finally, conclusions and suggestion for future work are presented in chapter 7.
CHAPTER 2
NONLINEAR ADAPTIVE CONTROL: AN
INTRODUCTORY FRAMEWORK
2.1 Nonlinearity
In the linear world, the relation between cause and effect is constant and the relation
is quite independent of magnitude. For instance, if a force of 1 newton, applied to a
mass m, causes the mass to accelerate at a rate a, then according to a linear model,
a force of 100 newtons, applied to the same mass, will produce an acceleration of
100a. Strictly a linear function f must satisfy the following two condition, where α
is a scalar:
f(u1(t)) + f(u2(t)) = f(u1(t) + u2(t))
f(αu1(t)) = α f(u1(t))
 (2.1)
Any system whose input-output characteristic does not satisfy the above conditions
is classified as a nonlinear system. Thus, there is no unifying feature present in
nonlinear systems except the absence of linearity. Nonlinear systems sometimes may
not be capable of analytical description; they may sometimes be discontinuous or the
may contain well understood smooth mathematical functions [3].
2.1.1 Inapplicability of Linear Tools
The following statements are broadly true for nonlinear systems:
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1. Matrix and vector methods, transform methods, block-diagram algebra, fre-
quency responde methods, poles and zeros and root loci are all inapplicable.
2. Available methods of analysis are concerned almost entirely with providing lim-
ited stability information.
3. System design/synthesis methods are not abundant.
4. Numerical simulation of nonlinear systems may yield results that are misleading
or at least difficult to interpret. This is because, in general, behavior of a
nonlinear system is structurally different in different regions of the state space.
2.1.2 State-Space Representation
The input u, output y and system state x are related through the nonlinear functions
f(.) and g(.) as:
x˙ = f(x, u); y = g(x); x ² X (2.2)
2.2 Nonlinear Control
The subject of nonlinear control deals with the analysis and design of nonlinear control
systems, i.e., of control systems containing at least one nonlinear component. In the
design, we are given a nonlinear plant to be controlled and our task is to construct a
controller so that the closed-loop system meets the desired characteristics.
2.2.1 Need for Nonlinear Control
Since linear control is a mature subject with a variety of powerful methods a natural
question might arise: why use nonlinear control? Among a number of reasons for
using nonlinear control, a few are given here [22]:
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1. Improvement of existing control systems: Linear control methods rely on the
key assumption of small range operation for the linear model to be valid. Thus
a linear controller may not perform well or may become unstable when the
operating range is large. Nonlinear controllers, on the other hand, may handle
the nonlinearities in the large range operation directly.
2. Analysis of hard nonlinearities: Systems exhibiting hard nonlinearities such
as Coulomb friction, saturation, dead-zones, backlash and hysteresis are often
found in engineering applications. Their effects cannot be derived from linear
methods and therefore, nonlinear methods must be used.
3. Dealing with model uncertainties: Linear control schemes usually assume that
the parameters of the system model are reasonably well known. However, many
control problems involve uncertainties in model parameters. Nonlinearities can
be intentionally introduced in the controller part so that model uncertainties
can be tolerated. Two classes of nonlinear controllers for this purpose are robust
controllers and adaptive controllers.
2.2.2 Commonly Used Nonlinear Control Methods
Among the various available nonlinear control methods, the most widely used ones
are:
1. Feedback Linearization Of Nonlinear Systems
2. Nonlinear Output Regulation
3. Lyapunov Design
4. Sliding-Model Controller Design
12
5. Adaptive Nonlinear Control
6. Neural Control
7. Fuzzy Control
The work in this thesis is related to items 5 and 6. Adaptive nonlinear control using
IMC is discussed in detail in chapter 4, while higher-order neural networks based IMC
is presented in chapter 6.
2.3 Nonlinear Adaptive Control
Although research in the area of adaptive control began in early 1950’s, it was only in
the last twenty five years that a coherent theory of adaptive control was developed,
using various tools from nonlinear control theory. These theoretical advances along
with the availability of cheap computation, have lead to many practical applications,
in areas such as robotic manipulation, aircraft and rocket control, chemical processes,
power system, ship steering and bioengineering.
2.3.1 Need for Adaptive Control
Among a number of reasons, the most significant few reasons and motivations for
using adaptive control are mentioned below:
1. Many control tasks, such as robot manipulation, involve parameter uncertainty
at the beginning of the control operation. Unless such parameter uncertainty is
gradually reduced online by an adaptation mechanism, the system may fail to
perform.
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2. For many other tasks, such as those in power system, the system dynamics may
be well known at the beginning, but these may exhibit unpredictable parameter
variations as the control operation goes on. Thus without a continuous redesign
of the controller, the initially suitable controller may not be able to control the
system well
3. In many other situations, it might be extremely difficult to model the plant
using first principle and only input-output relations might be available. In such
cases, control schemes that can identify the system online and make it track
certain trajectories are essential.
2.3.2 Nonlinear Model Based Control: NMBC
There are a number of adaptive control schemes available for use. Among these,
model-based (or indirect) control schemes have gained great importance in industrial
applications. Nearly all model-based control schemes can be represented by the block
diagram shown below (figure 2.1). The system essentially contains the nonlinear plant
to be controlled, a model of the plant and the controller. An adaptation algorithm
updates the model based on the observation of the model and plant inputs and out-
puts. The controller design block then computes the controller function, treating the
model as if it were the actual plant (this approach is commonly known in literature
as the certainty equivalence principle). The IMC structure, used in this work, is a
special case of model-based controllers and is discussed in detail in chapter 4.
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Figure 2.1: General MBC Schematic
2.4 Modelling of Nonlinear Systems
Modelling of nonlinear systems plays a very important role in the design and analysis
of adaptive nonlinear control schemes such as the NMBC. Unfortunately, most modern
surveys on modelling of nonlinear systems (e.g., [14–17] ) come to the same conclusion:
there is no systematic approach for building nonlinear models for NMBC. As pointed
out in the introduction (chapter 1), the main difficulty in the area of nonlinear control
is the lack of a general modelling framework that allows the synthesis of a simplistic
control law while being sufficiently accurate. Since the work in this thesis is based
on the newly developed “U-Model” that aims at alleviating this problem, we present
here the commonly available classes of nonlinear models and then go on to discuss
the details of the U-Model.
2.4.1 NARMAX and NARMAX-Based Models
NARMAX (Nonlinear Autoregressive Moving Average with Exogenous inputs), the
most commonly used nonlinear model has the ability to represent a large number
of nonlinear systems and covers several of the other nonlinear modelling structures
as its sub-classes. Therefore in this section we present the NARMAX model and
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the other commonly used nonlinear models that form special cases of the NARMAX
model. For the sake of brevity, in many cases, only the most commonly used cases of
the models are given and their NARMAX equivalence is not presented separately. A
detailed discussion on most of these models can be found in [14].
In the following ui, yi and ei represent the input, the output and the error. Non-
linear functions are designated by f(.) and g(.) and constants by ai, bi and cij. Any
other variables used are defined separately with each model.
• NARMAX:
yk = f(yk−1, . . . , yk−p, uk, . . . , uk−q, ek−1, . . . , ek−r) + ek (2.3)
Here f(.) is a nonlinear function of the p past outputs, the current and q past
inputs and the past r elements of the prediction error sequence.
• Polynomial NARMAX: A particular parameterization of the NARMAX
model is to expand its nonlinear function f(.) as a polynomial of order L w.r.t.
lagged inputs, outputs and error terms. This leads to:
yk = a1 +
N∑
i=2
ai
Pi∏
j=1
yk−pj
Qi∏
l=1
uk−ql
Ri∏
m=1
ek−rm + ek (2.4)
with 1 ≤ Pi +Qi +Ri ≤ L for all values of i.
• Nonlinear FIR Models:
yk = f(uk−d, . . . , uk−q) (2.5)
where q ≥ d ≥ 0. This modelling structure also covers the nonrecurrent neural
network models.
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• Finite Volterra Models:
yk = α0 +
N∑
i=1
vnM(k)
vnM(k) =
M∑
i1=0
. . .
M∑
in=0
αn(i1, . . . , in)uk−i1 . . . uk−in

(2.6)
where αj represent piecewise continuous functions.
• Hammerstein Model:
yk =
P∑
i=1
aiyk−i +
q∑
i=0
big(uk−i) (2.7)
• Wiener Model:
wk =
P∑
i=1
aiwk−i +
q∑
i=0
biuk−i
yk = g(wk)
 (2.8)
• Lur’e Models:
yk =
P∑
i=1
aiyk−i +
q∑
i=1
bi[uk−i − g(yk−i)] (2.9)
• NARX:
yk = f(yk−1, . . . , yk−p) + b0uk (2.10)
• Output-Affine Models:
yk =
P∑
i=1
αi(uk)yk−i + β(uk) (2.11)
where, vector uk = [uk, . . . , uk−q] while αi(.) and β(.) represent arbitrary non-
linear functions (usually polynomials).
• Bilinear Input-Output Models:
yk =
p∑
i=1
aiyk−i +
q∑
i=1
biuk−i +
P∑
i=1
Q∑
j=1
cijyk−iuk−j (2.12)
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2.4.2 The U-Model
The control-oriented U-Model plays a central role in the adaptive scheme proposed
in this paper. Following is the development of the U-model based on [17]. Con-
sider single-input single-output (SISO) nonlinear dynamic plant with a NARMAX
representation of the form:
y(t) = f [y(t− 1), . . . , y(t− n), u(t− 1), . . . , u(t− n), e(t), . . . , e(t− n)] (2.13)
where y(t) and u(t) and are the output and input signals of the plant respectively at
discrete time instant t, n is the order of the plant, f(.) is a nonlinear function and e(t)
represents the error due to measurement noise, model mismatch, uncertain dynamics
and plant variation. The U-Model is obtained by expanding the nonlinear function
f(.) of the above equation as a polynomial with respect to u(t− 1) as follows:
y(t) =
M∑
j=0
αj(t)u
j(t− 1) + e(t) (2.14)
where M is the degree of model input u(t− 1) , αj(t) is a function of past inputs and
outputs u(t − 2), . . . , u(t − n), y(t − 1), . . . , y(t − n) and errors e(t − 1), . . . , e(t − n)
To apply linear control system design methodologies to the nonlinear model a further
transformation is applied as follows:
y(t) = U(t) (2.15)
where,
U(t) = Φ[u(t− 1)] + e(t) =
M∑
j=0
αj(t)u
j(t− 1) + e(t)
The expression (2.15) is defined as the U-Model. This model has the following ad-
vantages:
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1. The control-oriented U-Model is more general than other parameterizing ap-
proaches, such as the polynomial NARMAXmodel [20], the Hammerstein model
etc.
2. The sampled data representation of many nonlinear continuous time systems
can be of the form
y(t) =
M∑
j=0
αj(t)u
j(t− 1)
3. The U-model exhibits a polynomial structure in the current control u(t− 1).
4. Due to its polynomial structure, the nonlinear algebraic equations, which need
to be solved to obtain the output value of the controller, are also polynomials
in u(t − 1), unlike other models which lead to complex nonlinear algebraic
equations.
CHAPTER 3
LITERATURE REVIEW
3.1 Introduction
We now present a comprehensive review of the research in the area of adaptive non-
linear control. We will concentrate mainly on nonlinear control strategies using the
U-Model and IMC. However, brief coverage of general nonlinear control and neural
networks is also included for completion. Since the amount of literature in the area
is overwhelmingly large, we try to present only typical works.
3.2 U-Model Based Control
Zhu and Guo [17], in 2002, introduced a new control oriented model called the U-
Model. The U-Model is designed to make the control synthesis part (of the nonlinear
control) simpler. It was shown to have a more general appeal as compared to the
polynomial NARMAX model and Hammerstein model. They also developed a pole-
placement controller based on the U-Model.
In 2004, Shafiq and Haseeb [21] developed a U-Model based IMC structure for
the control of known stable nonlinear dynamic plants. The structure was shown to
be robust and capable of covering a large variety of nonlinear processes.
19
20
3.3 IMC Based Nonlinear Adaptive Control
In 1982, Garcia and Morari [11] first defined the internal model control (IMC) struc-
ture for single-input single-output (SISO), discrete-time systems. Several new sta-
bility theorems for IMC were proved and it was concluded that the IMC structure
allows a rational design procedure where, in the first step, the controller is selected to
give perfect control. In the second step, a filter is introduced which makes the system
robust to model-plant mismatches.
Economou et al. [12], in 1986, presented the nonlinear version of the IMC and
discussed its properties in detail. A controller was developed based on numerical
methods and the overall stability of the system was discussed.
Hunt and Sbarbaro [7], in 1991, proposed a novel technique of directly using
artificial neural networks for the adaptive control of nonlinear systems. The use
of nonlinear function inverses was investigated and IMC was used as the control
structure.
In a further contribution [8], in 1993, they presented artificial neural network
architectures for the implementation of nonlinear IMC. This approach can be viewed
as a nonlinear analogue of adaptive inverse control; the network models used were
equivalent to nonlinear adaptive filters. They used two separate networks in the
implementation of nonlinear IMC; one network models the plant, and the second
network models the plant inverse.
In 1996, Datta and Ochoa [13] combined adaptation with an internal model con-
trol structure to obtain an adaptive IMC scheme possessing theoretically provable
guarantees of stability. The adaptive IMC scheme was designed for open-loop stable
plants using the traditional certainty equivalence approach of adaptive control and it
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was shown that using a series-parallel identification model, for a stable plant, one can
adapt the internal model on-line and guarantee stability and asymptotic performance
in the ideal case.
Sousa et al. [9], in 1997, presented NMBC based on a Takagi-Sugeno fuzzy model.
The controller proposed is a combination of a model predictive controller and an
inverse based controller (IMC). If no constraints are violated, an inverse based control
algorithm is used. When constraints are violated, the required optimization used is
a branch-and-bound algorithm. They illustrate their controller by applying it to a
laboratory scale air-conditioning system.
Lightbody and Irwin [23] investigated in detail the possible application of neu-
ral networks to the modelling and adaptive control of nonlinear systems. Nonlinear
neural-network-based plant modelling was discussed, based on the approximation ca-
pabilities of the multilayer perceptron. A novel nonlinear IMC strategy was suggested,
that utilizes a nonlinear neural model of the plant to generate parameter estimates
over the nonlinear operating region for an adaptive linear internal model, without
the problems associated with recursive parameter identification algorithms. Unlike
other neural IMC approaches the linear control law can then be readily designed. The
proposed schemes was applied to the tracking of the CSTR plant.
Choi and Kim [24] proposed a robust adaptive controller based on the IMC struc-
ture for stable plants. A stable high order model for the stable plants using the RLS
algorithm and its stable reduced order model is calculated using the ordered real
Schur form method. The stable adaptive IMC controller is designed for the reduced
order model and is augmented by the low-pass filter such that the closed loop stability
for the higher order model is ensured.
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Kambhampati et al. [25] presented several theoretical results for the application
of recurrent neural networks to the production of an IMC system for nonlinear plants.
The results include determination of the relative order of a recurrent neural network
and invertibility of such a network. A closed loop controller was produced without
the need to retrain the neural network plant model and the stability of the closed-loop
controller was demonstrated.
The 1999 tutorial by Hagan and Demuth [26], provides a quick overview of neural
networks and explains how they can be used in control systems. Included in the
tutorial are several control architectures, such as model reference adaptive control,
model predictive control, and internal model control.
A brief summary of most recent works (years 2000 to 2005) in the area of nonlinear
internal model control is now presented.
Rivals and Personnaz [27] presented a new nonlinear IMC using neural networks
for control of processes with delay. The internal model used is a delay-deprived model
cascaded with fixed delay, while the inverse model is based on neural network models
and consists of the inverse of the delay-deprived model only.
Xie and Rad [28] presented a fuzzy adaptive internal model controller for open-
loop stable plants. The control scheme consists of a dynamic model and a model-
based fuzzy controller. Fuzzy dynamic model which serves as the internal model is
identified online by using the input and output measurement of the plant. Based on
the identified fuzzy model, a fuzzy controller is designed.
Fink and Nelles [29] extended the IMC scheme to nonlinear processes based on
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local linear models where the properties of the linear design procedures can be ex-
ploited directly. A local linear neuro-fuzzy model is used. The output of the model
is calculated as an interpolation of locally valid linear models. Local model archi-
tectures allow the separate inversion of each local linear model. The control output
is calculated as a weighted sum of locally valid linear controllers yielding a globally
nonlinear controller which results in a gain-scheduled control approach.
Hadj et al. [30] proposed the use of an artificial neural network in IMC both
as process model and as controller, for a class of nonlinear systems with separable
nonlinearity. It is shown that an IMC with a neural network controller, in which the
linear part of the plant and its inverse are replaced by neural networks, cancels the
effects of nonlinear dynamics and measured disturbances.
Denai et al. [31] developed and applied three control approaches to adjust the
speed of the drive system for an induction motor. The first control design combines
the variable structure theory with the fuzzy logic concept. In the second approach
neural networks are used in an internal model control structure. Finally, a fuzzy
state feedback controller is developed based on the pole placement technique. A
simulation study of these methods is presented. The effectiveness of these controllers
is demonstrated for different operating conditions of the drive system.
Baoming et al. [32] presented a nonlinear IMC for control of Switched Reluctance
Motors (SRM). It is shown that combining the simplicity of the feedback linearization
control and the robustness of IMC structure, gives a controller that exhibits excellent
dynamic and static performances for the torque and current control. Simulations and
experiments carried out on a 7.5 kW four-phase SRM, show that the ripple of the
output torque is very low in spite of model-plant mismatches.
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Shafiq and Riyaz [6] proposed an adaptive IMC scheme based on adaptive finite
impulse response filters, which can be designed for both minimum and nonminimum
phase systems in the same fashion.
Jalili-Kharaajoo et al. [33], developed an IMC scheme based on locally-linear-
model-tree modelling framework. The proposed control strategy is applied to the
control of PH neutralization process and the results are compared with those of IMC
based on multi layer perceptron neural networks. Simulation results demonstrate the
superiority of the new controller.
A neural network based multi-model IMC structure was presented by Wen et
al. [34] for the adaptive tracking of plants with strong nonlinear characteristics. Multi-
model is an effective method in parameters-varying and nonlinear process. The core
idea is to represent a nonlinear dynamic system by a set of locally valid sub-models
across the operating range.
Baoming et al. [35], achieved robust speed tracking of permanent magnet syn-
chronous motor (PMSM) using the IMC structure.It was shown that the IMC con-
troller greatly improves the performance of the current loop and simplifies the design
procedure.
Su et al. [36], used Passivity Theorem to develop a new IMC scheme for the adap-
tive tracking of multivariable nonlinear processes. The conventional IMC method
involves inversion of the process, which is often difficult or even impossible. In the
proposed method, the process is approximated using a passive system. The con-
troller is designed to effectively invert the passive approximation. The stability of the
closed-loop system is guaranteed by the passivity condition. The effectiveness of the
proposed method is illustrated by using a mixing tank control problem.
25
Shi and Lee [37] presented derivation of IMC controllers and tuning procedures for
application to second-order plus dead-time (SOPDT) processes for achieving set-point
response and disturbance rejection tradeoff.
An IMC based controller for force control in a SUMI-Ink rubbing machine was
developed and implemented by Suzuki et al. [38]. It was shown that excellent force
control and disturbance rejection can be achieved by the use of the IMC structure.
Jia et al. [39] presented an adaptive IMC design for hard disk drive servo con-
trol where low pass filters are used to handle high frequency mechanical modes and
disturbances. They applied the scheme to the real-time tracking of the drive head.
Schwartz et al. [40] used the IMC structure for studying the effects of demand
forecast error on a tactical decision policy for a single node of a manufacturing sup-
ply chain. The demand forecast is treated as an external measured disturbance in
a multi-degree-of-freedom IMC based inventory control system. The multi-degree-
of-freedom formulation allows the controller to be independently tuned for set-point
changes, forecasted demand changes, and unforecasted demand changes. A mathe-
matical framework for evaluating the effect of forecast revisions in an IMC controller
was developed and several useful results were achieved.
Yu et al. [41] presented an adaptive internal model controller using neural networks
for a tilt rotor aircraft platform. The controller includes an online learning neural
network of inverse model and an off-line trained neural network of forward model.
Lyapunov stability analysis was used to guarantee that tracking errors and network
parameters remain bounded. The performance of the controller was demonstrated
through real-time experiments.
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3.4 General Nonlinear Control
Alvarez et al. [42], in 1989, proposed a tracking and regulation scheme for discrete
time nonlinear systems. The scheme allows to track a specified trajectory with a
dynamics specified by a tracking reference model and it was shown that the effect of
disturbances on the process output can also be eliminated, with a dynamics imposed
by a regulation model.
Sales and Billings [20], in 1990, introduced a minimum-variance self-tuning al-
gorithm based on the NARMAX model. It was shown that the NARMAX based
controller is more generally applicable and using NARMAX structure is a more prac-
tical approach than using functional series or block structured models. Performance
analysis of the controller was discussed in terms of a cumulative loss function and
high-order correlation functions of the system input, output and residual sequences.
Fruzzetti et al. [43], in 1997, proposed nonlinear model predictive controller using
Hammerstein model. They used simulation studies of a pH process and a binary
distillation column to illustrate the effectiveness of their controller.The motivation
behind using Hammerstein model being that many chemical processes can be mod-
elled as such, i.e. as a static non-linearity followed by a linear dynamical model. The
optimization algorithm used is an ellipsoidal cutting-plane algorithm.
Banerjee and Arkun [44], in 1998, presented NMBC for control of plants that
operate in several distinct operating regimes, and for the control during the transition
between these regimes. The method used is to identify several linear models and
interpolate the nonlinear model between these linear ones. The nonlinear model
structure used is a polynomial ARX-model. The resulting NMBC controller is applied
to a CSTR example.
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In 2000, Ma et al. [45] presented a nonlinear self-tuning controller, which is based
on Hammerstein model. A class of nonlinear systems, which can be suitably modelled
with a Hammerstein model, are effectively controlled by the proposed algorithm by
combining a general self-tuning method with a feedforward compensation strategy.
The nonlinear parts are accommodated in the control law design so that they are
compensated effectively.
Excellent reviews of the progress made in the area of nonlinear control are available
in the 1998, 2001 and 2004 works of Bequette [46], Kokotovic et al. [47], and Kokotovic
[48], respectively.
3.5 Neural Networks in Nonlinear Control
The first model of a neuron was devised by physiologists, McCulloch and Pitts [49] in
1943. While the “perceptron” was first developed by Rosenblatt [50]. The perceptron
consists of a single artificial neuron designed to imitate, or emulate, pattern recog-
nition tasks for biological visual systems. Rosenblatt found a simple but powerful
algorithm capable of training the perceptron.
Rumelhart [51, 52] redefined Rosenblatt’s perceptron replacing the hard-limiter
output functions (used by perceptron) by continuous sigmoidal functions. This al-
lowed Rumelhart to handle neural networks in an analytical manner, which inspired
him to develop his back-propagation training approach. Nonlinear, multilayer neural
networks could finally be trained effectively, thus making it possible to attack a wide
range of problems, which only nonlinear neural networks were capable of handling
properly.
It has been proved that a neural network can reproduce any nonlinear function for
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a limited input set. This is a direct result of the application of the universal approx-
imation theorem [53, 54]. This theorem also predicts that a single-layer (nonlinear)
neural network would be enough to produce a desired output for a given training set,
though one single layer does not guarantee an optimal implementation in terms of
the number of neurons and learning speed.
There are two methods for applying neural networks to control systems. They are
the direct and the indirect adaptive control. Direct adaptive control can be applied
when a viable model for the plant exists. Indirect adaptive control is applied when a
model must be developed by a second neural network. The work for the two methods
using neural networks was originally done by Narendra and Parthasarathy [55] in
1990.
There are several other researchers that have followed up the work. Tanomaru
and Omatu [56] applied the methods to the inverted pendulum problem. Greene and
Tan [57] applied the indirect adaptive control to a two-link-robot arm. Both methods
make use back-propagation to adjust the weights of the neural networks.
Widrow and Plett [58] have presented a variety of nonlinear adaptive control
schemes based on neural networks. Their main objective was to control the plant
dynamics and the internal disturbance, without compromising either of the two.
A detailed study of the application of neural networks to nonlinear control can be
found in [59].
CHAPTER 4
U-MODEL BASED ADAPTIVE IMC USING
RADIAL BASES FUNCTIONS
Internal Model Control (IMC) is one of the popular control strategies used in in-
dustrial process control. Its main features are its simple structure, fine disturbance
rejection capabilities and robustness with respect to parameter variations [8-13]. IMC
can be used for both linear and nonlinear systems [14], and is especially suitable for
design and implementation of controller for open-loop stable systems. As reviewed
in section 3.3, the IMC has been used in a number of situations that include those
with known plants and those with uncertain plant dynamics. Our interest here is
in developing an adaptive version of the IMC that makes use of the control-oriented
nature of the U-Model. Such a structure, if combined with a good identification
scheme, will provide an excellent design platform of controllers for adaptive tracking
of nonlinear dynamic plants. In this chapter we first propose such a scheme and then
provide details of its various components. We also demonstrate the performance of
the proposed scheme with the help of simulations and real-time applications.
4.1 Proposed Adaptive IMC Structure
The proposed structure is depicted in figure 4.1. This is essentially an adaptive version
of the IMC where the unknown plant fC(.) is modelled using nonlinear radial bases
functions as fM(.). A U-Model equivalence of the model fM(.) is then used to convert
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Figure 4.1: Proposed Structure Block Diagram
the controller synthesis part into a simple root-solving procedure. A standard leaky
normalized LMS is used as the adaptation algorithm for the update of the model
fM(.) parameters.
The components of the proposed scheme are now discussed in detail.
4.1.1 The Overall Structure: IMC
Since the proposed scheme is based on the IMC strategy we discuss the operation
and properties of the IMC. The basic IMC structure is depicted in figure 4.2. Here
r(t) is the reference signal and d(t) represents external noise or disturbance.
4.1.1.1 Asymptotic Tracking
If the model were the exact representation of the plant (i.e. fM(.) = fP (.)) and
the controller is the inverse of the model (i.e. fC(.) = [fM(.)]
−1), then the transfer
function from the input U(t) to the plant output y(t) can be considered as a simple
delay q−L (considering no external noise d(t), for simplicity). However, since there
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Figure 4.3: IMC: Tracking
can be uncertainty in the plant representation, the actual transfer function from the
U(t) to y(t) will also include ∆(q) (the plant uncertainty). This is depicted in figure
4.3 and is given mathematically as:
y(t) = [q−L + q−L∆(q)]U(t) (4.1)
yM(t) = q
−LU(t) (4.2)
substituting equations (4.1) and (4.2) in ²(t) = y(t)− yM(t) gives,
²(t) = q−L∆(q)U(t) (4.3)
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Using the above given equations, the overall closed loop gain can be written (for
L = 1) as:
y(t) = r(t− 1)[1 + ∆(q)]− r(t− 2)[∆(q) + ∆2(q)][ 1
1 + q−1∆(q)
] (4.4)
Here, if |∆(q)| ¿ 1 then we have y(t) ≈ r(t − 1) (note that this requires a very
good identification scheme). Thus we have shown that approximate tracking can be
achieved using the IMC strategy.
4.1.1.2 Summary of IMC Properties [12]
Defining the controller, plant and model gains by C,P and M respectively the fol-
lowing relations can be obtained readily from figure 4.2
U = r − y + ym (4.5)
ym =M (C (U)) (4.6)
² = (P −M) (C (U)) + d (4.7)
These lead to the following properties of the IMC structure,
1. Property P1 (Dual Stability): If the plant and the controller are input-output
stable and the model is a perfect representation of the plant; then the closed-loop
system is input-output stable (because then the system becomes open-loop)
2. Property P2 (Perfect Control): If the inverse of the operator describing the
plant model exists, and this inverse is used as the controller, and the closed-
loop system is input-output stable with this controller; then the control will be
perfect (set C =M−1 in (4.6) and use the result in (4.5)).
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3. Property P3 (Zero Offset): If the inverse of the steady-state model operator
exists, and the steady-state controller operator is equal to this inverse, and the
closed-loop system is input-output stable with this controller. Then offset free
control is attained for asymptotically constant inputs.
4.1.2 The Plant
The IMC strategy does not include a stabilizing mechanism and is designed essentially
for open-loop stable plants (which is the case for a large number of industrial systems).
Thus the proposed scheme is applicable to stable nonlinear dynamic plants. It is
also applicable if the given plant happens to be unstable, and it can be stabilized
using some known stabilization technique. This stabilized plant could be used in the
proposed IMC and the tracking objective will be achieved.
4.1.3 RBF Based Nonlinear Model
A proper identification of the uncertain plant plays a critical role in any adaptive
control technique. The main idea involved in identification is the following: given a
set of inputs and desired outputs, we must find a mapping Fˆ between them such that
a measure of the error between the resulting output and the actual output is minimal.
A large number of function approximation methods are available in the literature. In
particular, the mapping can be achieved through nonlinear functions used in neural
networks, such as the radial bases functions.
A radial basis function ϕ (‖x−mi‖) has the same value for all neural inputs
x that lie on a hypersphere with center mi, i.e., it exhibits radial symmetry. A
nonlinear model based on radial bases functions can take the form depicted in figure
4.4. Here the input variables are preprocessed through the nonlinear Gaussian radial
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Figure 4.4: RBF Based Nonlinear Filter
basis functions. These are then input to the adaptive linear combiner that adaptively
assigns weights to these inputs. The resulting sum gives the approximated output
which can be written as:
∧
F (x) =
n∑
i=1
wˆiϕ (‖x−mi‖ /σi) (4.8)
with
ϕ(x) = exp
(
‖x− µ‖2
σ2
)
(4.9)
The weights can be updated iteratively using a suitable form of the Least Mean
Square (LMS) algorithm. This algorithm seeks to minimize the mean squared error
E{|y − Fˆ (x)|2} (a detailed discussion follows in section 4.2).
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In the light of the preceding discussion, it is proposed to perform an online iden-
tification of the plant using an RBF based nonlinear model. The RBF model is given
by
yM(t) = a1u(t − 1) + bˆ2ϕ(u(t − 2)) + bˆ3ϕ(u(t − 3)) + . . . + bˆnϕ(u(t − n)) (4.10)
where the parameter a1 is selected in advance and the parameters bˆ2, bˆ3, ...., bˆn are
estimated using some suitable form of the LMS algorithm (this is discussed in detail
in section 4.2). ϕ(.) can be any function used in neural networks. Here the use of
Gaussian RBF (4.9) is proposed.
4.1.4 U-Model Based Controller
Having selected a proper identification model, the next important step is to synthesize
a suitable control law for the IMC controller fC(.). As pointed out in chapter 1, one of
the more important considerations in adaptive control design is the ability to define a
general yet simplistic control law for the system. To meet this objective, we propose to
make use of the control-oriented nature of the U-Model. Therefore, in this section we
first develop a U-Model equivalence for equation (4.10) and then use this equivalence
to synthesize a simplistic controller.
4.1.4.1 U-Model Equivalence of the Proposed Model
To simplify the synthesis of the control law, we introduce the equivalent U-model for
the radial basis nonlinear model (4.10) as:
yM(t) = α0(t) + α1(t)u(t− 1) (4.11)
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where
α0(t) =bˆ2ϕ(u(t− 2)) + bˆ3ϕ(u(t− 3))
+ . . .+ bˆnϕ(u(t− n))
α1(t) =a1
4.1.4.2 Controller Synthesis
The controller output u(t− 1) can be easily obtained from (4.11) as:
u(t− 1) = yM(t)− α0(t)
α1(t)
(4.12)
Now referring to the IMC block diagram (figure 4.2), we want to have fC(.) =
[fM(.)]
−1. This can be assured by writing the control signal in terms of U(t) as:
u(t− 1) = U(t)− α0(t)
α1(t)
(4.13)
Eq. (4.13) gives the control law needed for the proposed scheme.
4.2 Selection of Adaptation Algorithm
The selection of a proper adaptation algorithm for the proposed scheme is critical to
its overall performance. We must incorporate an adaptation scheme that is stable,
provides good convergence behavior and lends itself to easy implementation. Since
the proposed model is essentially in the form of a nonlinear combiner, we can make
use of the rich literature in the area of adaptive filtering [60–62].
In this section, we develop a Wiener solution for the weights and then introduce
Least Mean Square (LMS) solution to the problem. This is followed by inclusion
of two improvements to the LMS algorithm, namely, normalization and leakage. In
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order to have notational consistency with the bulk of literature available, we shall
make use of the following standard notations for our system.
The input vector [ϕ(u(t− 2)) ϕ(u(t− 3)) . . . ϕ(u(t− n))]T is denoted by x(k) =
[x0(k) x1(k) . . . xn(k)]
T and the weight vector [bˆ2 bˆ3 . . . bˆn]
T is denoted by w(k) =
[w0(k) w1(k) . . . wn(k)]
T .
4.2.1 The Wiener Solution
Given a set of desired outputs d(k) and a linear combiner model:
y(k) =
∑
(wi(k)xi(k)) = w
T (k)x(k) (4.14)
the Wiener solution finds the optimal weight vector wo that minimizes the mean
square error (MSE). MSE is one of the most widely used objective functions in adap-
tive filtering and is defined as:
ξ(k) = E[e2(k)] = E[d2(k)− 2d(k)y(k) + y2(k)] (4.15)
Using (4.14), equation (4.15) can be rewritten as:
ξ(k) =E[d2(k)− 2d(k)wT (k)x(k) +wT (k)x(k)xT (k)w(k)]
=E[d2(k)]− 2E[d(k)wT (k)x(k)] + E[wT (k)x(k)xT (k)w(k)] (4.16)
for a filter with fixed coefficients, the MSE function can be given as:
ξ =E[d2(k)]− 2wTE[d(k)x(k)] +wTE[x(k)xT (k)]w
=E[d2(k)]− 2wTp+wTRw (4.17)
where p = E[d(k)x(k)] is the cross-correlation vector between the desired and the
input signal, and R = E[x(k)xT (k)] is the input signal correlation matrix. It may be
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noted the the objective function ξ is a quadratic function of the weight coefficients.
This should allow a straightforward solution if vector p and matrix R are known. To
find the optimal weight vector that gives the minimal MSE we take the gradient of
the objective function ξ with respect to the weight vector w.
gw ,
∂ξ
∂w
=
[
∂ξ
∂w0
∂ξ
∂w1
· · · ∂ξ
∂wn
]T
= −2p+ 2Rw (4.18)
By setting the gradient vector equal to zero and assuming that R is nonsingular, the
desired optimal weight vector is obtained as:
wo = R
−1p (4.19)
The solution above is known as the Wiener solution. This solution depends upon the
values of R and p. However, in practice, precise estimations of these two are not
available. This leads to the LMS algorithm which we discuss next.
4.2.2 The LMS Algorithm
If good estimates of matrix R, denoted by Rˆ(k), and of vector p, denoted by pˆ(k),
are available, a steepest-descent algorithm can be used to search the Wiener solution
of equation (4.19) as follows [61]:
w(k + 1) = w(k)− µgw(k) = w(k) + 2µ(pˆ(k)− Rˆ(k)w(k)) (4.20)
k = 0, 1, 2, . . . ,
where gw(k) represents an estimate of the gradient vector of the objective function
with respect to the filter coefficients. Mostly, the following instantaneous estimates
for R and p are used to estimate the gradient vector:
R(k) = x(k)xT (k); p(k) = d(k)x(k) (4.21)
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Using these estimates in equation (4.20), we get the update equation based on the
LMS algorithm,
w(k + 1) = w(k) + 2µ(k)x(k)e(k) (4.22)
where e(k) = xT (k)w(k) − d(k) and the convergence factor µ should be chosen in a
range to guarantee convergence. This range is given by [61,63]:
0 < µ <
1
tr[R]
=
1
1 +
n∑
i=1
E[x2i (k)]
(4.23)
4.2.3 Ensuring Convergence of the LMS through Persistence
of Excitation
With the help of LMS algorithm we have in our hands an iterative solution for the
optimal weight vector. However, before we can use these results, the following points
need to be considered:
1. The optimal Wiener solution requires the input autocorrelation matrix R to be
nonsingular.
2. Good convergence behavior of the LMS depends upon the proper selection of µ
and on the well-behavidness of matrix R.
A natural question arises that in the proposed scheme, how do we actually ensure
the above mentioned requirements? One approach could be to study the nature
of inputs being sent to the adaptive filter and see if the expected inputs produce
well-behaved autocorrelation matrix. This will involve, for the case of the proposed
adaptive IMC, an analysis of the following matrix:
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R = E

1 ϕ(u(t− 2)) · · · ϕ(u(t− n))
ϕ(u(t− 2)) ϕ(u(t− 2))ϕ(u(t− 2)) · · · ϕ(u(t− 2))ϕ(u(t− n))
...
...
. . .
...
ϕ(u(t− n)) ϕ(u(t− n))ϕ(u(t− 2)) · · · ϕ(u(t− n))ϕ(u(t− n))

However, an analytically simpler and more effective approach can be presented if we
make use of the concept of persistence of excitation (PE) that appears so often in
system identification theory. For this, first of all we note that the convergence of
the LMS algorithm (and the well-behavedness of matrix R) is in fact linked with the
persistence of excitation of the input. It is well-known that white noise has the highest
PE because it can excite all the modes of the system. Thus if we could introduce
random noise into the system, it will add PE to the input and will ensure convergence
of the LMS algorithm. Two commonly used approaches for this purpose are [60,62]:
1. Addition of a controlled random noise (called dither) to the input.
2. Introduction of weight leakage in the LMS update equations, which has the
same effect as in the dithering approach.
We propose to use the weight leakage approach to ensure the convergence of the
LMS. This method is commonly known as the Leaky LMS (LLMS) algorithm and is
discussed next.
4.2.4 Leaky LMS Algorithm: LLMS
The LLMS algorithm is a variant of the LMS algorithm and is obtained by redefining
the objective function as (with α as a small positive constant) :
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ξ = E[e2] + αE[wTw] (4.24)
In other words, the objective function now includes a new term proportional to the
norm of the weight vector. The optimal Wiener solution in this case is obtained as
done earlier by taking the gradient ξ with respect to w.
∂ξ
∂w
= −2p+ 2Rw + 2αw = −2p+ 2(R+ αI)w (4.25)
Equating this gradient to zero gives:
wo = (R+ αI)
−1p (4.26)
Observing equation (4.26), the application of the leaky LMS algorithm results in the
addition of small constant α to the terms on the main diagonal of the correlation
matrix of the input process; one obtains the same result by summing white noise
with statistical power α to the input process. Thus the approach is useful in ensuring
a well-behaved matrix R and accelerates the convergence of the LMS algorithm [62].
The update equations for the leaky LMS can be easily obtained as:
w(k + 1) = (1− µα)w(k) + µx(k)e(k) (4.27)
It must be noted that the LLMS adds certain degradation to the LMS algorithm
and is slightly more difficult in implementation. However, it provides better overall
performance in limited precision situations and is, therefore, desirable.
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4.2.5 Improving LLMS Algorithm Convergence through Nor-
malization
The adaptation algorithm to be used has been developed so far as the LLMS with
update equation:
w(k + 1) = (1− µα)w(k) + µx(k)e(k)
Since fast model convergence is an important part of online identification schemes,
we propose to use normalization with the update equation above. The idea behind
normalization is to use a variable convergence factor (say µk) in place of the constant
convergence factor µ. The variable convergence factor is then chosen to accelerate
the convergence rate. This has been shown in literature, to improve the convergence
of the LMS significantly at the cost of very small degradation in the final results [61].
The final form of the algorithm we propose to use with the adaptive IMC scheme
(generally known as the normalized Leaky-LMS: nLLMS) is given by:
w(k + 1) = (1− µα)w(k) + µkx(k)e(k) (4.28)
where
µk =
µ
γ + xTx
(4.29)
and µ is a small positive constant typically selected in the range 0 < µ < 2, to ensure
convergence in the mean square sense. A very small positive constant γ is added
to the denominator to overcome potential numerical instability in the weight update
(e.g. in Matlab, γ = 1× 10−10).
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4.3 Discussion on the Stability of the Proposed
Scheme
Stability analysis forms an important part of any control scheme. In this section, we
present discussions on the stability of proposed adaptive scheme. Since the system
is nonlinear, specific stability test tools have to be utilized. In the following, our
discussion is based on two important approaches to the study of stability of nonlinear
adaptive systems. These are:
1. The Small Gain Theorem: The small gain theorem is a very useful criterion in
studying stability of systems. Its main feature is that it applies to all feedback
systems; linear as well as nonlinear. It states that a general feedback system is
input-output stable if the open-loop gain is less than unity. The first analysis of
the nonlinear IMC performed by [12], used this criterion to propose measures
towards ensuring stability.
2. Internal Stability: This criterion often appears in modern literature on the
stability of adaptive schemes such as the IMC (e.g., [28, 41]). An internally
stable system is defined as the system in which bounded signals injected at
any point of the control system will generate bounded responses at any other
point [64]. By applying L-space theory [65], the internally stable system means
that all signals at any point of control system should be bounded.
Applying the small gain theorem to the IMC in figure 4.2, we have [12]:
g((FP − FM)FC) < 1 (4.30)
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where g(H) represents the gain of the nonlinear operator H (for a precise definition
of the gain of a nonlinear system see [10]). This leads to the sufficient condition:
g(FC)g(FP − FM) < 1 (4.31)
From here the first property of the IMC (discussed in section 4.1.1.2) becomes clear,
i.e., when FP = FM , the system is stable. However, when the model-plant mismatch
is large, in the sense of g(FP − FM) being large, the controller gain has to be small
and this may not always be ensured. To overcome this potential instability, the most
common approach in the literature is to use a tunable robustness filter FR (usually
a first-order low pass filter) just before the controller. This leads to the sufficient
condition:
g(FR)g(FC)g(FP − FM) < 1 (4.32)
Thus, as long as the controller and FP−FM are stable, we can always find a robustness
filter satisfying the inequality.
The treatment above does not make use of the fact that the adaptation we have
used (the nLLMS) is stable and converges in the mean square sense. The convergence
of the nLLMS was discussed in section 4.2.3 while a detailed discussion on the stability
of the nLLMS filter can be found in [66]. We can make use of this fact in the internal
stability test to demonstrate the stability of the proposed scheme. This is done in
the following steps
1. The stability of the nLLMS based filter (see [66]) ensures that the error term
converges in the mean square sense, i.e., ε(t) ² L2.
2. Since the controller is input-output stable (this follows from equation (4.13)
and the stability of the nLLMS based model), this, coupled with the fact that
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ε(t) ² L2 and r(t) ² L∞, leads to a bounded controller output u(t) ² L∞.
3. When this bounded input u(t) ² L∞ enters the input-output stable plant, it
gives the bounded output yP (t) ² L∞.
Thus we have shown that bounded inputs injected at any point in the system give
rise to bounded outputs and that the system is input-output stable.
4.4 Application of the Proposed Scheme
In order to demonstrate the effectiveness of the proposed scheme, we carried out
simulations as well as real-time experiments. The nonlinear plants used and the
results in each case are now discussed in detail.
4.4.1 Adaptive Tracking of the Hammerstein Model
The class of Hammerstein models was presented in chapter 2. Its main importance
stems from the fact that a larger number of nonlinear processed can be modelled as
a nonlinear part followed by a linear part. A case of the Hammerstein model used for
this study is given as:
y(t) = 0.5y(t− 1) + x(t− 1) + 0.1x(t− 2)
x(t) = 1 + u(t)− u2(t) + 0.2u3(t)
The system is modelled according to (4.10) as:
yM(t) =a1u(t− 1) + bˆ2ϕ(u(t− 2)) + bˆ3ϕ(u(t− 3)) + bˆ4ϕ(u(t− 4))
+ bˆ5ϕ(u(t− 5))
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The functions ϕ(.) are selected as the Gaussian RBF with zero mean and unit variance.
The U-Model equivalence of the model above can be given as:
yM(t) = α0(t) + α1(t)u(t− 1)
with
α0(t) = bˆ2ϕ(u(t− 2)) + bˆ3ϕ(u(t− 3)) + bˆ4ϕ(u(t− 4)) + bˆ5ϕ(u(t− 5))
and
α1(t) = a1
With this equivalence, the controller of equation (4.13) can be used. The first pa-
rameter a1 is selected as 5. All weights are initialized to 0 and the step size is chosen
to be 0.1. The leakage factor is 0.99 and an arbitrary input signal is used. Adaptive
tracking is achieved and the results are given in figures 4.5, 4.6, and 4.7.
47
0    10 20 30 40 50 60 70 80 90 100
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Time
Reference
Plant Output
Model Output
Figure 4.5: Hammerstein Model: Tracking
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Figure 4.6: Hammerstein Model: Control Input
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4.4.2 Adaptive Tracking of DC Motor Speed and Position
The need for a simplistic control structure for nonlinear plants becomes clearer when
an effort is made to precision control a dynamic nonlinear plant exhibiting high un-
certainties, such as the DC motor. Today high performance electric motor drives
find a wide scope of applications in areas including mechatronics (robotics, rolling
mills etc.) and manufacturing (high precision machining, small component assembly
etc.). All these applications demand an accurate control of speed and/or position.
However, the motor control problem is characterized by variable and unpredictable
inputs, noise propagation along a series of unit processes, unknown parameters, and
changes in motor/load dynamics. Under these conditions, the conventional constant
gain feedback controller fails to maintain the performance of the system at acceptable
levels and does not respond well to changes in system dynamics. This has resulted in
an increased interest in developing adaptive control systems for motor drives [67–73].
However, most of the existing adaptive schemes either use linear models or compli-
cated nonlinear models such as the NARMAX. The linear model approach is not
suitable for high precision applications as it unrealistically neglects the nonlinear dy-
namics. On the other hand controller design based on generalized nonlinear models
such as the NARMAX is not an easy task. Therefore, we apply the proposed adaptive
scheme to the speed and position tracking of the DC motor.
4.4.2.1 DC Motor Speed Tracking: Simulations
The discrete time model [73] used for the simulations is given by:
ωr(n+ 1) = K1ωr(n) +K2ωr(n− 1) +K3 [sign {ωr (n)}]ω2r(n)
+K4 [sign {ωr (n− 1)}]ω2r(n− 1) +K5va (n) (4.33)
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where va(t) is the time-varying motor terminal voltage and ωr(t) is the motor speed.
K1, K2, K3, K4 and K5 are constants expressed in terms of motor parameters and are
given as (Ts is the sampling period):
K1 =
2(LaJ +RaJ + LaD −RaDTs +K2Ts)
LaJ + 2RaJ + 2LaD)
K2 = − LaJ
LaJ + 2RaJ + 2LaD)
K3 = − 2µ(La +RaTs)
LaJ + 2RaJ + 2LaD)
K4 =
2Laµ
LaJ + 2RaJ + 2LaD)
K5 =
2KTs
LaJ + 2RaJ + 2LaD)
where
Ra = armature resistance in ohms
D = viscous constant in N.m.s
K = torque constant in N.m/A
µ = load torque constant in N.m.s2
La = armature inductance in H
J = rotor inertia in kg.m2
The system is modelled according to (4.10), and then its equivalent U-Model (4.11)
is used to synthesize the control law (4.13). For simulation purpose a sampling time
of 0.01 seconds is selected. The first parameter a1 is set to 1.055, while the number
of linear combination weights is selected to be four (bˆ2, bˆ3, bˆ4, bˆ5). All weights are
initialized randomly (between 0 and 1) and the step size for the nLMS is chosen to
be 0.05. The leakage factor is set to 0.99. Adaptive tracking was achieved and the
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results are shown in figures 4.8, 4.9 and 4.10. Figure 4.8 shows the reference signal,
the DC motor output and the model output. Figure 4.9 shows the mismatch between
the plant and model outputs while figure 4.10 shows the controller signal (in volts).
4.4.2.2 DC Motor Position Tracking: Simulations
The position tracking of DC Motors is in general more difficult then the speed track-
ing this is because the system is originally unstable. The proposed scheme requires
the plant to be stable and for this purpose the plant is first stabilized using simple
feedback.
For simulation purposes the model (4.33) can be used with the introduction of
the position parameter θ (taken in radians). It is related to the speed as ωr = θ˙ in
continuous time, while for discrete time, divided difference approach can be used to
get (with Ts as the sampling period)
ωr(n) =
θ(n)− θ(n− 1)
Ts
This time again, four weights are used (initialized randomly between 0 and 1), and
the step size is 0.18. The leakage factor is set to 0.97 and a1 = 1.5 is found suitable
for this application. Resulting plots are given in figures 4.11, 4.12 and 4.13.
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Figure 4.8: DC Motor Speed: Tracking
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Figure 4.9: DC Motor Speed: Plant-Model Output Mismatch
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Figure 4.10: DC Motor Speed: Control Signal
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Figure 4.11: DC Motor Position: Tracking
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Figure 4.12: DC Motor Position: Magnified View of Tracking
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Figure 4.13: DC Motor Position: Control Signal
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4.4.3 Real-Time Adaptive Tracking of the DC Motor Speed
Under Fixed and Variable Load Conditions
The scheme is also applied in real-time to the adaptive speed control of the Feedback-
DCM150F (Crouzet 8285002) brush DC motor. Standard IBM PC-type Pentium III
is used for real time computation, while data acquisition is accomplished through
Advantech card PCI-1711. Simulink’s real-time window target environment is used to
implement the controller. Motor speed is measured by a tachometer (which generates
voltage proportional to motor speed at 2.5V/1000rpm) and a servo amplifier is used
to provide variable voltage (control input) for the excitation of motor. A sampling
period of 0.01 seconds is selected. The first parameter a1 was set to 10, while the
number of linear combination weights is four (bˆ2, bˆ3, bˆ4, bˆ5). All weights were initialized
randomly (between 0 and 1) and the step size for the nLLMS is chosen to be 0.8 with
a leakage factor of 0.99. The experiment results are given in figures 4.14, 4.17, 4.16
and 4.15. Here, figure 4.14 gives the reference signal, the DC motor output and the
model output (converted to rpm, actual signals are in volts). figure 4.17 shows the
mismatch error between the plant and the model outputs, while figure 4.16 gives the
control input (both in volts). Finally, figure 4.16 is just a magnified view of the initial
part of figure 4.14 and is meant to show the details of adaptation.
To further verify the robustness of the proposed scheme to dynamic load vari-
ations, a magnetic brake was used to decelerate the metallic disc being rotated by
the DC motor. Due to the speed dependence of the magnetic brake force, the motor
experiences different loading at different reference speeds (time varying parameter).
The system was able to provide good tracking and the results are shown in figures
4.18 and 4.19.
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Figure 4.14: Fixed Load: Tracking
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Figure 4.15: Fixed Load: Magnified View of Tracking
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Figure 4.16: Fixed Load: Control Signal
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Figure 4.17: Fixed Load: Plant-Model Output Mismatch
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Figure 4.18: Variable Load: Tracking
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Figure 4.19: Variable Load: Control Signal
CHAPTER 5
A NEW NONLINEAR ADAPTIVE FILTER FOR
U-MODEL BASED IMC
In the previous chapter, a simple RBF based nonlinear model was suggested for use
in the identification scheme. It is, however, desirable to extend the work to include
more general nonlinear adaptive models. These models should provide flexibility in
the selection of nonlinear functions and the number and type of inputs to be used.
Nonlinear adaptive filtering is a well established theory. By developing a U-Model
equivalence of a generalized nonlinear adaptive filter, we can benefit from the rich
literature in this area.
5.1 Nonlinear Adaptive Filters
Accurate estimation of the plant is an important part of the IMC scheme. Adaptive
filters with nonlinear pre-processing of the inputs provide a versatile structure for the
estimation task. It has been shown that nonlinear classifiers have greater capacities
than linear classifiers [5]. A typical nonlinear adaptive filter is shown in figure 5.1.
Here the input variables(x1, x2, . . . , xn) are pre-processed through nonlinear functions
φi(.) . These are then input to the adaptive linear combiner that adaptively assigns
weights to these inputs. The resulting sum gives the approximated output which can
be written as
yM =
n∑
i=1
wiφi (xi)
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A proper selection of the nonlinear functions φi(.) is important for the overall perfor-
mance of the structure. In particular, a polynomial pre-processor offers great simplic-
ity and beauty. Through it one can realize a wide variety of nonlinear functions by
adapting only a single set of weights [5]. Several update algorithms have been devel-
oped for use with nonlinear adaptive filters. These include iterative error-correction
rules such as the Perceptron and α-LMS rules, and iterative gradient-descent pro-
cedures such as the µ-LMS and RLS algorithms. Another candidate, the nLLMS
algorithm, has been discussed in detail in section 4.2.
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Figure 5.1: Nonlinear Adaptive filter
Our prime objective, in introducing nonlinear adaptive filtering with the U-Model
based IMC, is to allow for greater functional approximation capabilities whilst pro-
viding design flexibility. This flexibility comes through the choice of nonlinear pre-
processors to be used and through the choice of combinations of plant inputs and
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outputs to be used for training.
5.2 Proposed Nonlinear Adaptive Filter
The proposed nonlinear adaptive filter is depicted in figure 5.2. Here the model output
is given by:
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Figure 5.2: Proposed Nonlinear Adaptive filter
yM(t) = bˆ1ψ1(u(t− 1)) + bˆ2ψ2(u(t− 1)) + . . .+ bˆkψk(u(t− 1))+
wˆ2φ2(u(t− 2)) + wˆ3φ3(u(t− 3)) + . . .+ wˆnφn(u(t− n)) (5.1)
In order to make this structure suitable for use with the U-Model the functions ψi(.)
are defined to represent the powers of the current input signal u(t− 1). i.e.,
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ψi(u(t− 1)) = ui(t− 1) for i = 1, 2, . . . , k (5.2)
Additionally, it is proposed to use Gaussian radial basis function (RBF) to represent
the remaining nonlinear functions φj(.) in equation (5.1).
φj(u(t− j)) = e
−
(
u(t−j)−mj
cj
)2
for j = 2, 3, . . . , n (5.3)
where mi and ci represent the center and spread parameters of the Gaussian RBF,
respectively. Radial basis functions are among the most commonly used functions in
neural networks and have good approximation capabilities [63]. With these selections
the model (5.1) can now be written as:
yM(t) = bˆ1u(t− 1) + . . .+ bˆkuk(t− 1) + wˆ2φ2(u(t− 2)) + . . .+ wˆnφn(u(t− n)) (5.4)
where the functions φi(.) are given by equation (5.3).
This structure has been specially tailored for use with the U-Model, where the first
k terms represent powers of the current input and the last n− 1 terms represent the
contributions due to past data. The number of terms required in the model (equation
(5.4)) can be adjusted to best suit the plant at hand. Additionally, other nonlinear
functions may be used in place of the proposed ones. It is proposed to use the nLLMS
algorithm for updating of the weights.
5.3 Using the Proposed Model in U-Model Based
IMC
The proposed system block diagram is given in figure 5.3. The main idea is the same
as the one detailed in chapter 4. However, we need to present a different U-Model
equivalence and control law for this case.
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5.3.1 U-Model Equivalence of the Proposed Model
To allow for the synthesis of a simplistic control law, equation (5.4) is converted into
its equivalent U-Model
yM(t) =
N∑
j=0
αˆju
j(t− 1) (5.5)
where
αˆ0 = wˆ2φ2(u(t− 2)) + . . .+ wˆnφn(u(t− n))
and
αˆ1 = bˆ1, αˆ2 = bˆ2, . . .
It must be noted the through equation (5.5) we have converted the model into a
polynomial in the current input u(t− 1). This indicates that the problem of finding
the inverse of the plant (to be used as the controller) can be solved using any standard
polynomial root-solving algorithm. A large number of root-solving algorithms are
available in literature related to numerical methods. Next we discuss one of the most
commonly used root-solving methods: the Newton-Raphson algorithm.
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5.3.2 Newton-Raphson Algorithm Based Controller for the
Proposed Scheme
With reference to the proposed structure block diagram (figure 5.3), we first look at
the situation at hand. The input U(t− 1) enters the controller and is converted into
an output u(t− 1), which in turns enters the nonlinear model fM(.) and is converted
into yM . Now, for controller to be an inverse of the model, we must have yM = U .
This leads to the equation:
fM(u(t− 1)) = U(t) (5.6)
We need to solve this equation for u(t − 1). We now develop a simple iterative pro-
cedure based on the Newton-Raphson algorithm for solving this nonlinear equation.
Assuming that we begin with an initial root estimate uk(t− 1), we are looking for
a new value
uk+1(t− 1) = uk(t− 1) + h (5.7)
such that,
fM(uk+1(t− 1)) = U(t) (5.8)
is satisfied. To obtain h, we use the first-order Taylor series expansion of the nonlinear
function fM(.) as (assuming that the function is differentiable):
fM(uk+1(t− 1)) = fM(uk(t− 1)) + hd[fM(uk(t− 1))]
d[(uk(t− 1))] (5.9)
Equating (5.8) and (5.9) leads to:
h =
fM(uk(t− 1))− U(t)
d[fM (uk(t−1))]
d[(uk(t−1))]
(5.10)
Substituting (5.10) in (5.7), gives us the desired update equation as:
uk+1(t− 1) = uk(t− 1) + fM(uk(t− 1))− U(t)d[fM (uk(t−1))]
d[(uk(t−1))]
(5.11)
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Note that this equation requires the derivative of the function fM(.) to be known.
This might not always be easy. Therefore, an additional advantage of using the U-
Model becomes clear here. This added advantage is that since the model itself is a
polynomial in the current control term u(t− 1), therefore, its derivative with respect
to u(t− 1) will also be a polynomial in u(t− 1). This adds to computational ease of
the nonlinear controller. Using the U-Model of equation (5.5) and its derivative:
y′M(t) =
N∑
j=1
jαˆju
j−1(t− 1) (5.12)
leads to the controller:
uk+1(t− 1) = uk(t− 1) +
N∑
j=0
αˆjuk
j(t− 1)− U(t)
N∑
j=1
jαˆjukj−1(t− 1)
(5.13)
Before closing this section, we make two additional comments.
1. In many cases, where it is desired to increase the rate of convergence of the
Newton-Raphson algorithm, an additional acceleration factor ω may be em-
ployed as:
uk+1(t− 1) = uk(t− 1) + ω
N∑
j=0
αˆjuk
j(t− 1)− U(t)
N∑
j=1
jαˆjukj−1(t− 1)
(5.14)
2. Since the procedure in equation (5.13) is iterative, we need to employ an initial
guess to begin the iterations. A good solution is to use the previously applied
control input as the initial value. This is a particulary suitable choice when the
signal-to-noise ratio of the plant is high and when the reference input changes
are slow [74].
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5.3.3 Anticipated Problems
Although the controller structure of equation (5.13) has quite a general appeal, there
are two main problems that may occur. First, the denominator in (5.13) may be zero
or nearly zero. This can cause problems because, in practice, it cannot be guaranteed
that the derivative of the function will not be equal to zero after any particular iter-
ation due to model variation, estimation error and even an unsuitable initial value.
Second, it may be that the polynomial has no real roots. To overcome these poten-
tial problems while maintaining simplicity, [74]proposed an improved version of the
Newton-Raphson algorithm. The detailed procedure can be found in [74]. However,
a brief point-wise description is presented here for the sake of completeness. In the
following, γ1 represents the preset tolerance for accepting root solution and γ2 is a
small positive constant.
1. Using the value of U(t) and an initial guess uk(t − 1), evaluate fM(uk(t − 1))
and f ′M(uk(t− 1)) using equations (5.5) and (5.12).
2. If |fM(uk(t− 1))−U(t)| ≤ γ1, then uk(t− 1) is the acceptable root. Otherwise,
move to the next step.
3. If f ′M(uk(t−1)) is not nearly equal to zero, then all is OK and we can move to the
next solution uk+1(t− 1) using the update equation (5.13). On the other hand,
if f ′M(uk(t − 1)) ≈ 0 then we need to change the initial guess and restart the
procedure. If a fixed number of initial guesses do not yield a solvable problem,
then a default value U(t)/γ2 can be used to stop the algorithm (in practice, this
arrangement will be rarely needed).
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With these adjustments, the root-solving controller provides quite a robust perfor-
mance.
5.4 Application of the Proposed Scheme
In order to demonstrate the effectiveness of the proposed scheme, we carried out
simulations as well as real-time experiments. The nonlinear plants used and the
results in each case are now discussed in detail.
5.4.1 Adaptive tracking of Hammerstein model
The nonlinear Hammerstein model was introduced in section 4.4.1, here we repeat
the model equation for convenience.
y(t) = 0.5y(t− 1) + x(t− 1) + 0.1x(t− 2)
x(t) = 1 + u(t)− u2(t) + 0.2u3(t)
A model based on the proposed nonlinear filter (5.4) is selected to represent the plant.
yM(t) = bˆ1u(t− 1) + bˆ2u2(t− 1) + bˆ3u3(t− 1)
+ wˆ2φ2(u(t− 2)) + wˆ3φ3(u(t− 3)) (5.15)
The equivalent U-Model (5.5) for this plant is used to synthesize the control law (5.13).
An arbitrary reference input is selected and a sampling period of 10ms is used. For
the nLLMS, a step size of 0.8 is used and all weights are initialized randomly between
0 and 1. The leakage factor is set to 0.9. The simulation results are depicted in figures
5.4, 5.5 and 5.6. The results suggest that the proposed scheme is able to identify the
nonlinear plant online, and the controller provides the appropriate inverse to facilitate
tracking of the reference input.
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Figure 5.4: Hammerstein Model: Identification error
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Figure 5.5: Hammerstein Model: Tracking
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Figure 5.6: Hammerstein Model: Control signal
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5.4.2 Adaptive tracking of DC motor speed
The discrete time model used for the simulations was discussed in section 4.4.2.1.
The model used to represent the plant is given as:
yM(t) = bˆ1u(t− 1) + bˆ2u2(t− 1) + bˆ3u3(t− 1)
+ wˆ2φ2(u(t− 2)) + wˆ3φ3(u(t− 3)) (5.16)
All other simulation parameters were same as the ones in the previous section. This
time again fine tracking of arbitrary reference input is achieved as shown in figure
5.7.
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Figure 5.7: DC Motor Speed Tracking
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5.4.3 Adaptive tracking of CSTR
A discrete time model for a perfectly mixed, continuously stirred tank reactor (CSTR)
is given as [17]:
y(t+ 1) = 0.8606y(t)− 0.0401y2(t) + 0.0017y3(t)− 0.000125y4(t) + 0.0464u(t)
− 0.045y(t)u(t) + 0.0034y2(t)u(t)− 0.00025y3(t)u(t)− 0.0012u2(t)
+ 0.0013y(t)u2(t)− 0.0001458y2(t)u2(t) + 0.00002083u3(t)
− 0.00002083y(t)u3(t)
We now apply the new scheme to this nonlinear plant. The proposed nonlinear
adaptive model (5.15) is used to identify the plant and the controller output generated
using the Newton-Raphson algorithm (5.13). This time the reference input is chosen
to be a periodic triangular wave. A step size of 0.5 is found suitable for this case.
Leakage factor is set to 0.9. figures 5.9 and 5.8 show the results.
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Figure 5.8: CSTR: Identification error
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76
5.4.4 Real-time adaptive tracking of single-link robotic arm
manipulator
To further verify the applicability of the proposed scheme, experiments are carried
out for the real-time adaptive tracking of a single-link robotic arm position. A block
diagram of the experimental setup is shown in figure 5.10, where a DC-motor is used to
control the position of a single-link rigid robotic arm. The brush DC-motor (Crouzet
8285002) used has a maximum speed of 3200 revolution per minute, which can be
achieved by exciting the motor by 24 volts DC. Standard IBM PC-type Pentium
III is used for the computation in real time. Data acquisition is accomplished by
Advantech card PCI-1711 and the controller was implemented in SIMULINK real-
time windows target environment. The input to the DC-motor is the voltage signal
generated by the controller, while the output is the angular position of the robotic
arm. This is measured using a potentiometer that gives a voltage signal proportional
to the angular position of the robotic arm.
The system is first stabilized using a simple feedback controller. The complete
system along with the stabilizing controller is then treated as the plant. An arbitrary
reference input is selected and a sampling period of 1ms is used. For the nLLMS,
a step size of 0.5 is used and all weights are initialized randomly between 0 and 1.
Leakage factor is set t0 0.9. The simulation results are depicted in figures 5.11, 5.12,
and 5.13. Figure 5.12 shows the identification error, while figures 5.11 and 5.13 show
tracking and the control input respectively. It is evident from this implementation
that the proposed scheme is able to properly model the plant and the U-Model based
root-solving controller is able to generate appropriate control signals.
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Figure 5.11: Single Link Manipulator: Tracking
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Figure 5.12: Single Link Manipulator: Identification error
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Figure 5.13: Single Link Manipulator: Control signal
CHAPTER 6
HIGHER ORDER NEURAL NETWORKS IN
U-MODEL BASED IMC
Neural Networks (NNs) form an important part of Intelligent Control design and have
the ability to model a large variety of nonlinear dynamic plants. It is therefore, of
interest to utilize NNs in our proposed adaptive scheme. In this chapter we introduce
the Higher-Order Neural Networks and propose a U-Model based IMC scheme utiliz-
ing these networks. Simulations are presented to demonstrate the use of the proposed
method.
6.1 Neural Networks
Neural Networks are parameterized nonlinear functions. Their parameters are, for
instance, the weights and biases of the network. Adjustment of these parameters
results in different shaped nonlinearities. Typically these adjustments are achieved
by a gradient descent approach on an error function that measures the difference
between the output of the neural network and output of the actual system. In other
words, a neural network is adjusted to serve as an approximator for an unknown
function that is only known by how it specifies output values for the given input
values. Additionally there is no restriction on the unknown function to be linear.
In this way, neural networks provide a logical extension to create nonlinear adaptive
control schemes. Today, Neural Networks are being widely used in a number of
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nonlinear control applications including Model Predictive Control (MPC) , Internal
Model Control (IMC) and Adaptive Control. Detailed discussions on the variety of
available NNs and their application to control problems can be found in [59] and [63].
6.2 Higher-Order Neural Networks
Among a vast variety of available NNs, Higher-order Neural Networks (HONNs) are
particulary suited for capturing the higher-order nonlinear properties of the input
pattern space [63] . HONNs are the result of nearly two decades of extensive attempts
towards developing architectures of neurons that are capable of capturing not only
the linear correlation between the components of the input pattern but also the
higher-order correlation between the components of the input patterns. These have
been proved to have good computational, storage, pattern recognition, and learning
properties and are realizable in hardware [75]. Higher-Order Neural Units (HONUs)
are the basic building block of the HONNs. For a typical HONU the output is given
by (see figure 6.1)
y = φ(z) (6.1)
z =w0 +
n∑
i1
wi1xi1 +
n∑
i1,i2
wi1i2xi1xi2 + . . .
+
n∑
i1,...,iN
wi1...iNxi1 . . . xiN (6.2)
where x = [x1 x2 . . . xn]
T is the vector of neural inputs, y is an output, and φ(.) is
an activation function. The HONUs may be used in conventional feed-forward Neural
Network structures as hidden units to form HONNs. In this case, however, consid-
eration of the higher correlation may improve the capabilities of the approximation
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Figure 6.1: A Higher-Order Neural Unit
and generalization of the NNs. Typically only second-order networks are usually em-
ployed in practice to give a tolerable number of weights. On the other hand, if the
order of HONU is high enough, then, as is known from Stone-Weiestrass theorem,
equations (6.1) and (6.2) may be considered as a network with n inputs and a single
output. This structure can be treated as a two-layered Neural Network and is capa-
ble of dealing with the problems of functional approximation and pattern recognition
(see [63] for details).
To accomplish an approximation task for given input-output data {x(k), y(k)},
the learning algorithm for the HONN can be easily developed on the basis of the
gradient descent method. Let the error function be formulated as
E(k) =
1
2
[d(k)− y(k)]2
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where d(k) is the desired output and y(k) is the output of the Neural Network.
Minimization of the error function by a standard steepest-descent algorithm yields
the following set of learning equations
w0
new = w0
old + η(d− y)φ′(z)
wij
new = wij
old + η(d− y)φ′(z)vi1...ij (6.3)
where φ′(z) = dφ
dz
and vi1...ij denote the higher-order correlation terms of the n-
dimensional input as:
vi1 = xi1 (6.4)
vi1i2 = xi1xi2 , 1 ≤ i1, i2, . . . , iN ≤ n (6.5)
vi1i2...iN = xi1xi2 . . . xiN (6.6)
6.3 U-Model Based Adaptive IMC Using HONNs
This section proposes a new IMC scheme based on HONNs and their equivalent
U-Model for tracking of uncertain, stable, nonlinear dynamic plants. As shown in
figure 6.2, the output of the controller u(t) is fed to both the unknown plant and the
HONN model. The mismatch error ε input to the filter is the difference between the
output of the plant yP (t) and the output of the HONN model yM(t) .The network
parameters are updated using equation (6.3) such that the error ε is minimized. A
copy of the HONN parameters (which are the also the parameters of the equivalent
U-Model) is fed to the controller online and the controller calculates the inverse of
the unknown plant using the Newton-Raphson method based on the U-Model of the
plant. If the plant to be controlled is unstable then it is first stabilized using known
control strategies.
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Figure 6.2: Proposed Structure Block Diagram
6.3.1 The Plant
The scheme assumes a stable nonlinear dynamic plant whose functional parameters
or the functional structure need not be known.
6.3.2 The Identifying Model
It is proposed to identify the plant online using the HONU depicted in figure 6.1 and
given by equations (6.1)and (6.2). As discussed in section 6.2, if the order of HONU is
high enough, equations (6.1) and (6.2) may be considered as a network with n inputs
and a single output. This structure can be treated as a two-layered Neural Network
and is capable of dealing with the problems of functional approximation and pattern
recognition [63]. The input vector x can be composed of combinations of previous
inputs and outputs and the exact format can be selected to best suit the plant at
hand. For instance, if a third-order HONU is selected (N = 3) with three inputs
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(x = [x1 x2 x3]
T ), the NN model can be written as:
yM =φ
(
w0 + w1x1 + w2x2 + w3x3 + w11x1
2 + w12x1x2
+ w13x1x3 + w22x2
2 + w23x2x3 + w33x3
2 + w111x1
3
+ w112x1
2x2 + w113x1
2x3 + w122x1x2
2 + w123x1x2
x3 + w133x1x3
2 + w222x2
3 + w223x2
2x3 + w233x2x3
2
+w333x3
3
)
(6.7)
Here we can select φ(z) = z and the weights can be updated online using update
equation (6.3). The main idea is to utilize the power of HONNs to capture the
higher-order nonlinear properties of the input pattern space (the input to the HONU
in this case consists of past inputs and outputs of the nonlinear plant.)
6.3.3 The Control Law
To allow for the synthesis of a simplistic control law, the NN model of equation (6.2)
is converted into its equivalent U-Model. This is done by first selecting φ(z) = z
and then expanding the summation terms and regrouping to form a power series in
the current control term. The equivalent U-Model will clearly vary according to the
selection of the HONU order and according to the definition of the input vector x.
For instance, if (6.7) is selected as the model in figure 6.2 and the neural input vector
is select as
x = [x1 x2 x3]
T = [u(t− 1) u(t− 2) u(t− 3)]T
(where u(t) represents the input to the plant at discrete time t), then the equivalent
U-Model for (6.7) can be written as:
yM(t) = α0(t) + α1(t)u(t− 1)
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+ α2(t)u
2(t− 1) + α3(t)u3(t− 1) (6.8)
with
α0(t) = w0 + w2u(t− 2) + w3u(t− 3) + w22u2(t− 2) + w23
u(t− 2)u(t− 3) + w33u2(t− 3) + w222u3(t− 2) + w223
u2(t− 2)u(t− 3) + w233u(t− 2)u2(t− 3) + w333u3(t− 3)
α1(t) = w1 + w12u(t− 2) + w13u(t− 3) + w122u2(t− 2)
+ w123u(t− 2)u(t− 3) + w133u2(t− 3)
α2(t) = w11 + w112u(t− 2) + w113u(t− 3)
α3(t) = w111
With this structure, the control inputs u(t − 1) to the nonlinear plant of figure 6.2
can be easily obtained using the Newton-Raphson polynomial root-solving algorithm
discussed in detail in chapter 5. It must be noted that the proposed scheme leads to
a very simple and general control law. This approach is therefore expected to prove
extremely useful in the area of nonlinear control.
6.4 Application To Nonlinear Plants
To demonstrate the application of the proposed scheme, simulations were carried
out for the adaptive tracking of the Hammerstein model and DC motor speed. All
programs were run using the SIMULINK platform. This section presents the results
of these simulations.
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6.4.1 Adaptive tracking of Hammerstein model
The Hammerstein model is used as the unknown plant. It is modelled according to
(6.7) and its equivalent U-Model (6.8) is used to convert the control law into a simple
root-solving routine (5.13). An arbitrary reference input is selected and a sampling
period of 10ms is used. For the update equations, a step size of 0.3 is used and
all weights were initialized randomly between 0 and 1. Leakage factor is chosen to
be 1. The simulation results are depicted in figures 6.3, 6.4 and 6.5. The results
suggest that the proposed scheme was able to identify the nonlinear plant online, and
the controller provided the appropriate inverse to facilitate tracking of the reference
input.
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Figure 6.3: Hammerstein Model: Identification error
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Figure 6.4: Hammerstein Model: Tracking
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Figure 6.5: Hammerstein Model: Control Signal
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6.4.2 Adaptive tracking of DC Motor Speed
For this experiment the DC motor nonlinear model introduced in section 4.4.2.1, is
used. The resulting plots are given in figures 6.6, 6.7, and 6.8.
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Figure 6.6: Plant-Model Output Mismatch
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Figure 6.7: DC Motor Speed Tracking
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Figure 6.8: Magnified View of Tracking
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6.4.3 Comparison with Nonlinear Adaptive Backstepping Con-
troller
The proposed intelligent controller is also compared with the most ”systematic” design
approach available in nonlinear adaptive control, namely: backstepping [76]. The idea
of backstepping is briefly explained with the help of a simple example. Consider the
nonlinear plant
y˙ = u+ ϕ(y)T θ
where ϕ(.) and θ represent the nonlinearity vector and the parameter vector, respec-
tively. The nonlinear adaptive backstepping controller for output tracking can be
given as (with yd as the desired output trajectory)
u = c(yd − y) + ϕ(yd − y)T θˆ
with parameter estimator
˙ˆ
θ = Γϕ(yd − y)(yd − y)
Here c is a positive constant while Γ represents a positive definite symmetric matrix
referred to as the ”adaptation gain”. Note that although this controller adaptively
estimates the parameter vector θ, it does require the exact knowledge of the nonlin-
earity function ϕ(.). On the other hand, the proposed intelligent controller performs
the adaptive tracking of such a nonlinear plant without any knowledge of the nonlin-
earity function or the parameter vector. The nonlinear plant used for the comparison
is
y˙ = u− 0.1log(|y + 0.1|)− 0.1y2
The system was run in SIMULINK with a sampling time of 1 ms. The desired
trajectory was set as a slowly varying arbitrary signal. The results are shown in
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figures 6.9 and 6.10. The mean square error obtained by the backstepping controller
was 0.145 while that achieved by the proposed intelligent controller was 2.13. It is
clear that the proposed scheme is capable of tracking the plant without requiring the
knowledge of the nonlinearity at the cost of a slightly higher mean square error.
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Figure 6.9: Tracking with Backstepping Controller
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Figure 6.10: Tracking with proposed Intelligent Controller
CHAPTER 7
CONCLUSIONS, WORK SUMMARY &
RECOMMENDATIONS
7.1 Conclusions
A novel technique based on the control-oriented U-Model for the adaptive tracking
of a wide range of stable nonlinear dynamic plants using only input-output data was
introduced. The overall scheme was based on the robust internal model control (IMC)
structure wherein different internal models, using nonlinear adaptive filtering and
higher-order neural networks, were proposed. In each case, the U-Model equivalence
of the internal model was developed and a simplistic control law based on polynomial
root-solving was synthesized. Stability of the proposed adaptive scheme was analyzed
with the help of various analytical tools. The effectiveness of the proposed adaptive
schemes was demonstrated through simulations and real-time applications to a variety
of nonlinear plants that include: Hammerstein model, CSTR model, DC motor and
single-link robotic arm manipulator.
It is noted that the proposed work was able to combine the robustness of the IMC
and the control-oriented nature of the U-Model with the approximation capabilities of
nonlinear adaptive filters and neural networks to provide a comprehensive nonlinear
adaptive control scheme. The contribution is therefore expected to prove extremely
useful for practical applications of nonlinear control.
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7.2 Work Summary
• A U-Model based adaptive IMC structure was developed for the adaptive track-
ing of stable single-input-single-output(SISO) nonlinear dynamic plants.
• Three different nonlinear models were proposed for model identification in the
adaptive IMC. These are:
– A Radial Bases Functions (RBF) based nonlinear model
– A new general polynomial-kind nonlinear model
– A Higher-Order Neural Network (HONN) based nonlinear model
• For each of the modelling frameworks above, a U-Model equivalence was devel-
oped and a controller was synthesized.
• The use of normalized Leaky Least Mean Square algorithm (nLLMS), for the
model identification, was proposed and justified in detail.
• Stability analysis of the proposed adaptive IMC scheme was carried out using
the small gain theorem and internal stability.
• The use of Newton-Raphson algorithm for controller synthesis in the proposed
adaptive IMC was studied and justifications for its applicability were provided.
• Simulations were carried out for the adaptive tracking of a number of nonlinear
dynamic plants using the proposed work. These plants are:
– Hammerstein Model
– Continuously Stirred Tank Reactor (CSTR) model
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– Permanent Magnet DC-Motor Model
• Real-time implementation of the proposed adaptive IMC to the adaptive track-
ing of laboratory-scale DC-Motor speed using SIMULINK platform.
• Real-time implementation of the proposed adaptive IMC to the adaptive track-
ing of two nonlinear plants that are initially unstable and need to be stabilized
first using feedback. These are:
– Permanent Magnet DC-Motor position tracking
– Single-link robotic arm manipulator position control
7.3 Recommendations for Further Work
• Further analysis of the proposed schemes should be carried out to bring out
their comparative advantages.
• The proposed schemes can be extended to Multi-Input-Multi-Output systems.
• Extensions should me made to include other kinds of neural network structures.
• The present schemes work only for stable plants, a similar adaptive IMC needs
to be developed that can perform stabilization as well. Such a contribution
would indeed be phenomenal.
• Extensions to two-degree-of-freedom IMC can be investigated.
• Use of root-solving procedures other than the Newton-Raphson algorithm can
be explored for possible improvements in the control signals.
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