Abstract-We present the design and evaluation of an interface that combines tactile and tangible paradigms for 3D visualization. While studies have demonstrated that both tactile and tangible input can be efficient for a subset of 3D manipulation tasks, we reflect here on the possibility to combine the two complementary input types. Based on a field study and follow-up interviews, we present a conceptual framework of the use of these different interaction modalities for visualization both separately and combined-focusing on free exploration as well as precise control. We present a prototypical application of a subset of these combined mappings for fluid dynamics data visualization using a portable, position-aware device which offers both tactile input and tangible sensing. We evaluate our approach with domain experts and report on their qualitative feedback.
INTRODUCTION
Interactive data exploration has long been an essential aspect of the visualization of 3D datasets. Traditionally, researchers have been investigating both dedicated interactive visualization platforms such as immersive VR settings [12, 46, 77] and traditional workstations. While the former rely on dedicated 3D input devices such as wands, gloves, or 3D tracking, the latter make use of either desktop-based 3D input devices such as 3D mice or the traditional mouse+keyboard setup. Both of these interaction settings (VR and workstation) have a long tradition and continue to be important. Yet people have increasingly easy access to novel display and computation environments such as tablet computers and large displays. In addition to traditional ones, these offer new interaction paradigms such as tactile and tangible input.
Research has shown that these tactile and tangible input paradigms have many benefits for effective and efficient interaction, in particular for 3D data exploration (e. g., [19, 26, 35, 87] ). Yet, they are quite different from each other: tactile input benefits from its directness and a resulting perception of control and precision of interaction [81, 87] , while tangible input offers an integrated, multi-sensory, and intuitive 6 DOF control due to its similarity to day-to-day interaction with real objects [17, 33, 48] . The development of portable position-aware devices offers opportunities to use a tablet for tangible input in addition to the usual tactile input. Indeed, a device capable of tracking its own position in 3D space and interacting with a digital environment fulfils the four requirements for tangible interfaces as defined by Ullmer and Ishii [74] , while at the same time providing a display with tactile sensing.
One of the main benefits of both input paradigms is that the input sensing and the data display can be integrated into a single device- Google's Tango tablet even supports both input modalities. This sensor integration not only allows the devices to be used for data exploration by themselves, but also allows them be integrated into traditional data exploration environments such as immersive settings (e. g., [12, 44, 77] ). These devices allow us to take a large step toward an interaction continuum [29] in which different input and output modalities can be used for data exploration, depending on the setting and user needs.
Yet, it is still unclear how this transition between the different input modalities could and should be realized in practice, in particular due to the different characteristics of tactile and tangible inputs. While several mappings for the two paradigms have been explored in the past [54, 69] , their respective benefits and challenges with respect to 3D data exploration remain uncertain. We thus investigate their integration in one device and the resulting possibilities and potential interaction mappings for common 3D data exploration tasks. Based on the analysis of a field-study and on follow-up interviews of five fluid dynamic researchers, we focus on a subset of the potential interaction mappings to provide interaction for common fluid-dynamic analysis tasks based on the Google's Tango tablet as the interaction device.
Our contributions of this paper are thus threefold. First, we contribute an understanding of how the two interaction paradigms can be combined to benefit from their inherent characteristics in the context of 3D data exploration by discussing the design space for possible interaction mappings. Second, based on this understanding we propose a design of hybrid mappings to achieve common 3D visualization tasks. In particular, we focus on mappings that make tactile and tangible inputs complementary as well as investigate the resulting interaction accuracy and constrained control. Third, we evaluate a subset of these hybrid mappings and compare them to touch-only or tangible-only approaches in a qualitative evaluation with fluid dynamic experts. Our results inform the creation of hybrid and complementary mappings between tactile and tangible input and paves the way towards a more complete interaction continuum for scientific visualization.
CONTEXT AND RELATED WORK
Within the field of 3D interaction [6, 25, 38] , our work relates to tactile, tangible, and mixed input techniques to explore 3D scenes. We review relevant work next with a focus on interactive 3D visualization.
Tactile Input and Its Use for 3D Data Exploration
Tactile input for interactive systems has been investigated for a long time [8] and has been popularized by the rise of mobile devices in the last decade. It has multiple advantages over other forms of input including an improved performance for certain tasks [43] while being compatible to mouse-based input for others [18, 62] , its support of interaction collaboration awareness [27] , its somesthetic feedback [59] , its suitability for physically large displays [71] , and its use as a communication channel when one is presenting visualizations to others [70] .
The use of tactile input to control 3D scenes such as visualizations, however, requires a mapping from the 2D input surface to the 3D data space [28, 30] . Several basic interaction techniques have been proposed, including those for the exploration of 3D visualizations. For example, Coffey et al. [10] designed a set of tactile interaction mappings for virtual reality (VR) contexts, combining a large stereoscopic screen with a touch-enabled tabletop display using a world-in-miniature metaphor. Their widget-based interaction techniques let users navigate the 3D visualization (rotation, translation, scaling), position slicing planes, place annotations, select data subsets, and plan camera paths. Klein et al. [44] presented a similar design study, but this time for monoscopic-only projections of fluid dynamics data. They also provide navigation and cutting plane interaction techniques, using only a single surface. In addition, they investigate particle seeding in 3D vector fields and the support of collaboration. A third example of a design study for the exploration of scientific data is Lundström et al.'s [49] virtual surgery table, also intended for collaborative setups. It supports 6 DOF navigation as well as additional exploration techniques such as the exploration of slices from medical imaging datasets.
In addition to these systems and design studies, a number of additional tactile interaction techniques have been proposed. For example, Cohé et al.'s tBox [11] , Reismann et al.'s 3D-RST [56] , and Yu et al.'s FI3D [87] provide dataset navigation facilities, Fu et al.'s powers-of-10 ladder [19] provides scale navigation at different levels, and Yu et al. [85, 86] suggest context-aware spatial selection techniques.
Although these tactile interaction techniques offer the benefits described above, tactile input also has some issues compared to traditional input devices. In particular, finger fatigue [5] , fat finger, and a higher sensitivity to noise in the input data [5, 73] are issues that one has to account for when selecting or designing a tactile interaction technique. It is also worth noticing that, although pinching is used and perceived as a natural gesture for zooming, the gesture cannot at the same time provide z-translations [22, 23] . In our work, we thus base the implementation on some of these methods, but also learn from the insights reported by their respective authors and propose slightly adjusted designs.
Tangible Input and Its Use for 3D Data Exploration
Tangible User Interfaces (TUI) and especially the class of TUIs called Graspable User Interfaces aim at taking advantage of people's natural skills for manipulating their physical environment [17, 32, 33] . While many TUIs use tangible props as both physical representation and means of interaction, several TUIs focus more on the input aspect [26, [34] [35] [36] [37] 67] by considering the tangible props as handles. Tangible input inherently offers 6 integrated DOF per prop. In our case, we are thus restricted to a single set of 6 DOF as we work with a single device.
Tangible interaction has been shown to be more engaging [73] than other forms of input and to provide rich feedback [89] . There is also evidence that it requires very little mental effort to use [5] . It has been reported to be preferred by users when compared with other interaction means [5, 89] , even though it is still unclear whether this reported preference was obtained because of a novelty effect [5] . Tangible interaction can be a source of fatigue and exit-errors [5] and users have reported feeling that it was less reliable than mouse or touch inputs [5, 89] . Furthermore, 3D data space navigation requires zooming which is something that a tangible handle does not naturally provide.
Two general approaches have been proposed for tangible interaction in a visualization context: either a tangible object serves as an input device while the result of interaction is displayed on an external screen, or the result is displayed on the tangible object itself. In the first category, Hinckley et al. [26] use a rectangular acrylic surface as a slicing tool for neuro-surgical datasets and display the sliced dataset on an classical external display. They combine this approach with a head prop to manipulate the dataset as well as clutching through a foot pedal (for the head-prop) and a button directly located on the plane (for the cutting plane). Similarly, De Guzman et al. [13] use a fork as a metaphor for the slicing plane to help children navigate through a 3D virtual model of the human body. The fork can be attached to a mechanical arm (thus providing a form of clutching) or can be freely manipulated by hand. They represent the dataset by either a 2D or 3D physical body model but its orientation in physical space is not linked to that of the virtual dataset. In contrast, Qi et al. [55] provide a generic shape (a cube) to represent their dataset and propose cutting plane with either a tracked pen (that defines the plane's normal) or a tracked square frame similar to De Guzman et al.'s solution [13] . Like Guzman et al., Mulder et al.'s [52] approach relies on a fixed tracking system and a fixed display setup and maps the orientation of a tracked pen to that of a virtual slicing plane, while Schkolne et al. [60] use tracked props to position elements in 3D space for molecular visualization. A more lightweight tracking approach is used by Jackson et al. [37] whose tangible interface consists of a printed 2D barcode that can be rolled into a pen-like object whose location and orientation can be easily captured using a camera-to be used, for example, for fibertract exploration. While Issartel et al.'s [35] data exploration system also relies on simple fiducial tracking to control the cutting plane with a tangible pen, they integrate this approach in a portable and affordable augmented reality setup that uses a tablet computer to view the dataset and track the interaction props. As an alternative to pen-based control, they also investigate the use of a cutting plane that is sightly offset from the tablet toward the data. The last two approaches have the benefit that a dedicated 3D tracking system is no longer necessary and thus avoid the calibration and maintenance issues that otherwise affect such setups. We use a similar approach in form of a spatially-aware tablet computer which can track its location and orientation in space.
The second approach for tangible interaction with 3D visualizations is to display (at least a part of) the data on the tangible device itself. For example, Spindler et al. [68] track the location of a small tangible surface (the PaperLens) over a tabletop display and project visual information on this surface as it is used to slice through the data. Song et al. [67] use a tablet computer instead as a tangible cutting plane and show the resulting data slice both on the tablet and on a large vertical display. On the other hand, Bertelsen et al. [4] use a full monitor mounted on a mechanical arm both for tracking and support, and show the respective data slice on the display depending on its location and orientation. In a way, all of these are variations of an earlier approach by Konieczny et al. [45] that also allowed users to bend the tangible cutting plane and show the appropriate intersection with the data.
While we believe that all these techniques are indeed useful, they fail to provide other means of input in addition to the tangible 6 DOF control without the use of additional devices. We thus base our design on displaying a view on the tangible, but go beyond tangible interaction by using a position-aware table to also provide tactile input possibilities.
Combinations of Tactile and Tangible Interaction
From the respective challenges and benefits of both input modalities and results from a previous study [5] , it appears that the touch and tangible modalities are complementary paradigms and can be combined. Past work that combines tactile and tangible input in a single system is largely found in tangible additions to tabletop displays where props are tracked using fiducial markers. Good examples of this approach are Jorda et al.'s [40] prototype for live music performance as well as Al-Megren and Ruddle's [1] setup for abstract data analysis. An example of such a combination for spatial 3D visualization is Sultanum et al.'s [69] table-based system for exploring geologic reservoir data. They use tangible props for detailed data read-out and parameterizing a focus+context view, while tactile input is used for regular data navigation as well as for dedicated exploration techniques such as dataset splitting and layer peeling. However, most existing applications (mainly based on TUIO [41] ), do not take full advantage of the physicality of tangible interaction as the tangible props remain on the tabletop-only their 2D position and orientation are used. We investigate, in contrast, the combination of tactile with full 6 DOF tangible input.
A previous step in this direction was Olwal et al.'s [54] use of a spatially-aware small display device on a large tabletop surface. The small device was tracked in 2D and could thus show a section of the data displayed on the tabletop, but at much higher resolution. Tactile input was possible both on the tabletop display and the small device to explore the data. Taking this concept into 3D space, López et al. [48] investigated the use of tactile input on a mobile device for 3D visualization, with both a stereoscopic view of the data and the mobile device's monoscopic view. In their study, they included a tangible interaction mode in which the tablet's orientation controlled the data view, yet restricted to 3D orientations. We extend such interaction to use the tangible device's full physicality, including full 6 DOF interaction.
Our approach also builds on earlier work by Watsen et al. [80] questioning whether 2D or 3D interaction is best to integrate tactile PDA interaction in CAVE environments. Similarly, as early as 1993, Fitzmaurice [16] and later Rekimoto et al. [57] proposed to use position-aware PDAs as a magic lens to interact with the physical world. Schmalstieg et al. [61] used transparent props and a pen that were tracked to augment the interaction space of a virtual table. Later, Miguel et al. [50] used a tracked PDA to facilitate interaction in CAVEs: users moved the PDA in 3D to get a suitable "captured" view and then selected a 3D object with a tactile input. Similarly, Yee's peephole displays [83] combined position-aware displays with pen input and applied them to three different applications scenarios. We mainly based our approach on the last three but, instead of using pen interaction we explore tactile interaction in the context of 3D manipulations-as previously done by Tsang et al. [72] . Recently, Bergé et al. [3] compared tactile and tangible interaction with a smartphone to explore 3D public displays.
TACTILE AND TANGIBLE DATA EXPLORATION
To better understand a potential integration of touch and tangible inputs we start by discussing the interaction tasks needed for spatial 3D data visualization, then analyze the resulting design space for the two input modalities, and finally motivate our prototypical implementation.
Interaction Tasks in Spatial 3D Data Visualization
Interaction tasks for the exploration of data visualizations have been analyzed in detail in the past (e. g., [7, 58, 64, 84] ). Shneiderman [64] , for instance, describes abstract tasks such as getting an overview, zooming, filtering, finding and selecting details or data subsets, discovering relationships, and interacting with the data exploration history. While others [7, 58] discuss the multiple levels of granularity in tasks concepts for visualization, Yi et al. [84] provide a synthesis of abstract tasks based on a literature analysis. They include exploration, selection, reconfiguration, encoding, abstraction/elaboration, filtering, and discovery of relationships as well as an "other" category.
Applied to visual representations of 3D spatial data (rather than abstract data), the first four of these abstract tasks can be loosely mapped to 3D navigation (translation, rotation, zoom), data selection, and parameterization of the visualization mapping. Aspects of reconfiguration and encoding that change the spatial mapping of visual representation are rare due to the spatial data's inherent mapping to 3D space. Abstraction/elaboration, filtering, and relationship discovery also exist as well as "other" interaction tasks. For example, the use of a cutting plane, a drilling probe, or isosurface rendering could be seen as a form of data abstraction, while seed point placement adds a visual encoding of vector field's dynamic aspects. Overall, we thus need the following fundamental interaction techniques in most visualization systems of 3D spatial data [42] :
• 3D data space/view navigation: 3 DOF translation, 3 DOF rotation, 1 DOF uniform zooming; potentially with the possibility of constraining the interaction to specific DOF and/or align them to specific data dimensions, • visualization styles/types adjustment and parameterization: selection of volumetric, iso-surface, or vector-based representations and their parameters,
• positioning/manipulating data exploration objects such as cutting planes (3 DOF) or probes such as drilling cores (2 DOF), • 3D picking or selection of data subsets for further analysis, • specifying/manipulating 3D points and other primitives for particle seeding, picking, or path planning, • generating data read-outs or measurements, and • temporal navigation. Beyond these fundamental tasks, a smaller or larger set of other techniques may be needed depending on the data and application domain. However, the described set can be seen as a common set that is needed in most applications including our fluid dynamics application domain.
Several mappings for such data exploration tasks have been proposed for both input modalities (see Sect. 2) . We can now analyze how the different tasks can be mapped to the two modalities, thus creating a design space for tactile and tangible control of 3D spatial visualizations. Table 1 shows the design space and gives examples for specific types of control based on the related work. For navigation tasks we assume that the tangible interaction device is able to display a visualization of the data on its own touch-enabled screen, such a tablet computer, in order to investigate combinations of both input paradigms. However, we also include cases where dedicated tangible props are used for additional interactions as these could be combined with the tablet device. For tactile input we specifically point out the minimum number of hands necessary for a particular technique. For example, even though Coffey et al.'s Slice WIM widgets [10] were demonstrated in their video in a bimanual fashion, the widget could also be used with several fingers of the same hand and we thus classify it as unimanual interaction. In contrast, while Yu et al.'s FI3D [87] can be used in a unimanual fashion, their constrained interaction modes necessarily require bimanual input due to the widget's design.
The Design Space for Tactile and Tangible Control
As Table 1 shows, tangible interaction based on physically moving a mobile device in 3D space facilitates a direct mapping of up to 6 input DOF to the respective output DOF. Scaling would need to be supported separately, but mode switches facilitate the control of data space navigation, cutting plane manipulation, seed point placement, spatial selection, and data readout. Tactile interaction, in contrast, uses a variety of mappings and widgets that are either controlled uni-manually or bimanually. This essential distinction affects our hybrid interaction design because the need to hold the device during interaction severely restricts potential input from the non-dominant (carrying) hand [79] .
In all manipulation interactions, precision can be controlled by setting specific control-display gains either explicitly (e. g., through physical or virtual widgets) or implicitly (e. g., velocity of the tangible device/finger or distance to the starting point). In addition, precise interaction is supported when specific interaction constraints are observed. Such constraints can also be specified though the use of specific widgets (physical [39] or virtual [11, 19, 87] ), or, in the tangible case, by using the device's own orientation (e. g., constraining the manipulation along the nearest data axis) or its position (e. g., translating along the axis with the longest distance from the starting point of the interaction).
After having discussed the individual mappings, we can now discuss how a combination of tactile and tangible input can be achieved. We concentrate on the spatial direct manipulation tasks because tasks such as style setting and temporal navigation, on a tablet-based interface, are most flexibly realized using a tactile widget. Table 2 summarizes some of the possible combinations. In contrast to the interactions in Table 1 , we place here particular emphasis on ensuring that combinations do not conflict with each other. Table 2 shows that hybrid techniques exclusive to 3D data space navigation or cutting plane manipulation are possible, but do not make much sense. However, with situations requiring the two tasks it becomes meaningful to assign the two input modalities to one of the two mapping alternatives.
Additional challenges arise when an additional 3D point needs to be specified-either for picking/seed point placement or for data readout-because both input modalities are already mapped to either view or cutting plane manipulation. If this point is specified using the tactile input, positioning a cutting plane is necessary in order to perform a ray-casting so that the finger's position can be interpolated to a 3D position. In this case, the positioning of the cutting plane and dataset are assigned to touch or tangible input. In the alternative case of tangible specification, the cutting plane is not necessary to provide a 3D location, so the tactile input can control the data view. Similar difficulties arise when considering spatial selection, as this interaction also has to be mapped either to the tangible or to the tactile modality. Here, no additional cutting plane is necessary. In the first of these cases, the tactile modality can thus be used to specify the data view while the tangible is used as a "tangible brush." Physical or virtual buttons can be used to activate the brush mode and control its size. In the latter case, the view on the data can be adjusted with the tangible input, while the tactile input is used to specify context-aware selections.
Field Study and Prototypical Implementation
This design space can now inform the creation of actual hybrid interaction mappings for a specific domain. In this paper we focus on supporting data exploration for fluid dynamics researchers. In order to better understand their needs, and following Shneiderman's [65] recommodentations, we carried out a field study with five experts (3 males; 2 females; ages 22-44; mean of 13.6 years of professional experience). For this purpose we visited them in their lab and individually observed their normal working procedures as they analyzed new datasets. Each e. g., tangible input to set data view and tactile input for context-aware selection; or tactile input to set the view and tangible input for selection using a "tangible brush" metaphor data read-out same as picking/seed point placement observation session was video-recorded for further analysis and was followed up with a semi-structured interview in which we asked about the steps involved in dataset analysis and the interaction features that participants thought were lacking in current software. One result from this field study was the realization that an essential part of understanding new datasets relies on being able to manipulate cutting views of the data. Fluid dynamics researchers do not perform much translations on the data itself, but frequently rotate it in order to get better views and then use several cutting planes to get an understanding of its internal structure. When analyzing new datasets, experts first want to obtain a general understanding of the dataset-particularly through cutting planes-and then focus on understanding how the flows evolve spatially and temporally. The latter can be evaluated thanks to particle seeding. 1 Based on this analysis, we decided to place our focus on several tasks in 3D space as the most fundamental building blocks for 3D data exploration. In line with the described design space, we decided to support the following tasks: 3D data space navigation, cutting plane manipulation, and seed point placement. Our work particularly focused on three points: (a) supporting these tasks in a way that the interaction mappings do not conflict with each other, (b) providing not only hybrid but also both purely tactile and purely tangible mappings so that they can be compared to each other, and (c) adding support for controldisplay gain control and DOF constraints in our mappings to provide a fine-grained control of manipulation.
Based on Table 1 , we used a simple 1:1 mapping for the tangibleonly case in which translations and rotations are captured by the Tango tablet and directly mapped to respective manipulations of the dataset. Zooming was not possible in the tangible-only setting. For the tactileonly case we used a simple posture-based mapping that assigns motions of one finger to arcball rotations (e. g., [19, 44] ), motions of two fingers to 2D rotations, scaling, and translations (2D-RST, e. g., [87] ). These mappings were chosen in part because unimanual input is easily supported and because they relate to common 2D tactile interaction mappings. Since many people are also used to translating items only using two fingers placed and kept next to each other, our 2D-RST mapping only becomes active if the distance between two simultaneous touches grows beyond a threshold (i. e., 300 pixels, equivalent to 29 mm). Due to the scaling gesture, translation along the z-axis was not possible with this mapping but could be achieved through combinations of x-/y-translations and arcball rotations.
For hybrid mappings we implemented four combinations. In the first two, we explore how a combination of tangible and tactile input can be used for either view navigation or cutting plane manipulation alone ( Fig. 1(a), (b) ). For this study, instead of mapping dataset orientation to one modality and location to another, as suggested in the first row of Table 2, we mapped both both location and orientation to a single modality. In the first mapping both modalities controlled the data volume, and in the second mapping both controlled the cutting plane. This way a temporal multiplexing made it possible to switch between the two input modalities for a given interaction, allowing us to investigate which mappings would be preferred by participants. In the other two combinations we explored the mappings mentioned in row 3 of Table 2 : either tactile input mapped to view manipulation and tangible input mapped to the cutting plane manipulation, or the other way around.
We also wanted to investigate at least one mapping that requires the specification of a 3D point. We thus decided to explore 3D seed point placement (Fig. 1(c) , row 4 in Table 2 ). From the different alternatives we implemented tactile input for specifying a seeding point because the act of touching is a good metaphor for the placement of objects. Consequently, we realized the two alternative mappings for integrated view specification and cutting plane arrangement with tactile and tangible input-using the considerations discussed in Sect. 3.2-and based the seeding on the specified cutting plane.
To facilitate the necessary mode switching, we implemented the interface shown in Fig. 2 . Menus on the top allow users to load datasets and change general settings. The buttons on the lower right constrain the interaction to a particular coordinate axis of the dataset. The slider on the right manipulates the control display gain factor associated with both tactile and tangible input to provide experts with an explicit control over the accuracy of their interactions. The buttons on the lower left control the mapping, allowing people to enable or disable the two input modalities and to map them to data or cutting plane manipulation. These are system-controlled states as user-controlled moding is already used for seeding and to activate tangible input through clutching. Tangible clutching is achieved by pressing and releasing the red button on the upper left (i. e., located beneath the left thumb of the user when holding a tablet 'normally'). Similarly, seeding point placement is achieved by placing the finger on the screen when the seed button is pressed.
OBSERVATIONAL STUDY WITH EXPERT USERS
To better understand the combined touch-tangible interaction and the use of the different possible mappings in practice, we conducted a second observational study with domain experts, this time with our actual prototype implementation. We were interested in their general opinion about such a hybrid interaction style, their understanding of the mappings, the way they transition between different modalities, how well the chosen mappings support their data exploration goals, and how they made use of those interaction capabilities in practice. We used an observational strategy like several visualization researchers before us (e. g., [19, 44, 48, 49, 69] ). We specifically decided against a classical usability study for several reasons. First, interaction mappings such as the ones we study are highly complex and are not easily studied by means of completion times and error metrics. Second, our pool of experts confirmed they do not consider data exploration and understanding as a task to be completed as fast as possible-in fact, a slower technique may be equally good or better when trying to understand unknown data. Moreover, as emphasized by Carpendale [9] and Greenberg and Buxton [21] , classical quantitative studies can prevent the desired insights from users on the suitability of the different interaction techniques, e. g., by muting creative ideas or meaningful critique. Based on Lam et al.'s [31, 47] categorization of evaluation strategies, we thus conduced a combination of a User Experience and VDAR evaluation: We asked our experts about how our techniques support their data exploration needs to understand how they can be improved and/or integrated in their work practice. Both of these evaluations have previously been conducted by means of observations and questionnaires/interviews (e. g., [15, 20, 66] ).
Participants
We recruited 7 researchers (all male; ages 23-61 years, mean: 35.7, median: 32, and SD: 13.1) from a fluid dynamics lab whose work focuses on volumetric flow data. Our unpaid volunteers had 1-38 years (mean: 12.9, median: 9, and SD: 12.9) of post-Master's professional experience. All participants were used to interacting with 3D datasets in the course of their work using typical mouse+keyboard interaction. All were familiar with tactile interaction on their smartphones, and two had previously participated in tactile interaction experiments for 3D visualization. Only one reported to be familiar with the term tangible interaction and had been using such techniques before in experiments for classical 3D manipulations and 3D scientific visualization.
Apparatus
Our setup included the 7 inch Google Tango tablet 2 (370 g, 1920 × 1200 pixel resolution) and a 55 inch (139.7 cm diagonal) vertical screen with a 3840 × 2160 pixel resolution. Users were asked to stand in front of the large display throughout the experiment. The external screen showed larger views of the data as well as additional visualization elements in order to address the occlusion issue of tactile interaction [24, 63] . As dataset, we used a domain-specific Finite Time Lyapunov Exponent (FTLE) scalar field ( Fig. 3 ) with its associated vector field. Our implementation uses the VTK library 3 to load and process the datasets. The dataset was rendered using OpenGL ES 2.0 on the tablet and OpenGL 3.0 on the vertical display. Communication between the devices used the UDP protocol and we sent absolute transformation matrices to ensure that packet loss would not be critical for the display/tablet synchronization. Elaborate computations and visualizations were restricted to the vertical display. For instance, the input information for particle tracing/seeding was captured by the tablet but processed and rendered by the vertical display's computer, and the external display also showed a 2D view of the slicing plane to ease the understanding of the sliced data. Our prototype is modular: the vertical display is handled by a PC running Ubuntu, while the tablet code can be adjusted to be fully functional with any position-aware device. Others can thus build on our work to create other hybrid interaction mappings with other devices.
Study Design and Tasks
We started by telling participants the purpose of the study, the setup, and the handling of the tablet. The study was divided into a training stage, two main tasks, and a final session consisting of a questionnaire and an interview. Overall, each study session took between 18 and 50 minutes, not counting the questionnaire and interview parts. Training. Using a simple 3D shape as a training dataset, we introduced the participants to all interaction techniques and gave details on the user interface in the form of a tutorial. Participants were also encouraged at this point to ask questions to the experimenter. This training session is not taken into account in our analysis of the results. Because we wanted to understand the entire interaction spectrum between tactileonly and tangible-only input, we encouraged the participants to explore all possible mapping combinations and ensured that this happened at least during the training stage.
First Task: Exploration. Once the participants declared that they were ready for the actual study, we switched to the FTLE dataset. We asked them to navigate the data and to try to understand it-as they would normally do in their work-by using any interaction technique provided by our interface. While interacting with the data, the participants were encouraged to ask questions and especially to think-aloud: explain what they liked, what they disliked, what they did not understand, or when they felt that unexpected things happened. We took notes about the oral insights given by participants. These notes were completed after each session based on video recordings and log data.
Second Task: Particle Tracing. After a thorough exploration of the data using the different mappings, the experimenter enabled the interaction mode for particle tracing 4 and explained how it could be performed. Participants were then asked to use it to gain additional insights on the datasets. Similar to the previous section, they were encouraged to explore all the different interaction mappings and to use the think-aloud protocol to allow us to capture their reasoning and preferences. In both the 3D navigation and the particle-based exploration parts, participants were free to explore the dataset until they had gathered enough knowledge.
Questionnaires. In the final part of each session we asked participants to fill out a questionnaire that asked about the effectiveness, usability, and intuitiveness of each interaction mapping. Participants were asked to provide their opinions using 5-point Likert scales. In addition, we asked about their overall preference for any of the different interaction mappings and the rationale for their choice. Finally, we conducted a semi-structured interview to discuss their experience in order to understand the pros and cons of each technique, why and how they would like to use them, and possible improvements. We based the interview on Lam et al.'s [47] main questions for User Experience (UE) evaluation. An experimenter took notes which were augmented from the captured video of the session.
QUANTITATIVE RESULTS
Next we report the quantitative data we captured during the study. Due to variations in the overall study duration we report time ratios as suggested by Dragicevic [14] . Even though our participant pool was small, it was composed of domain experts and observational studies of interactive systems with experts can yield important insights (e. g., [49] ). Nevertheless, we report our results using estimation techniques with simple effect sizes and confidence intervals (instead of p-value statistics), consistent with recent APA recommendations [78] . These quantitative results are no statistical proof and serve to support the qualitative feedback we obtained from our observations and interviews. Fig. 4 shows the fraction of time the participants spent using tangible, tactile, and hybrid input mappings. There is strong evidence that, after the training, participants predominantly used the hybrid mapping (86% of the time on average). In addition to this overall usage, we also 4 Particle tracing/seeding is a technique to explore vector fields datasets by generating a number of particles at a given 3D location. Each of them then follows the vector fields for this starting point. examined the distribution of tactile and tangible inputs in the hybrid interaction mappings (Fig. 5) . The results show that our participants, on average, spent approx. 74% of their time interaction with the tangible and only 26% with the tactile input. We hypothesize that the flexible manipulations of tangible interaction is the reason why it is mostly used, which was confirmed by our interviews. Finally, we were interested in the use of the four different hybrid mappings described in Sect. 3.3 for view and/or cutting plane manipulation. Fig. 6 reports the relative times spent in each of the four mappings. The ratios of time spent with each combination of data and plane manipulation (Fig. 6 ) do not provide evidence for a dominant mapping. It appears, however, that mapping tactile input to the cutting plane and tangible input to the dataset was not used much by participants. We conjecture that this result was caused by the tablet being-due to its shape-an easier metaphor for the cutting plane than the data volume, leading participants to more directly associate it with the cutting plane rather than with the dataset when selecting the mappings. This was confirmed by participants.
Relative Interaction Times

User Preferences and Assessments
We asked experts to rate the tactile-only, tangible-only, and hybrid interaction modes using 5-point Likert scales according to several usability criteria. In addition, we asked them to rank the three different techniques by preference. The results, collected using a questionnaire, are shown in Table 3 . Overall, our participants agreed that they were able to accomplish what they wanted, quickly achieve their goals, and that the three techniques were intuitive enough. It appears, however, that they needed some mental effort to use the techniques, an effect that could be attributed to the mappings being new to them.
QUALITATIVE OBSERVATIONS AND DISCUSSION
Our main goal is to understand the role of hybrid interaction in the context of 3D visualization. We thus not only need to evaluate the tested interaction techniques by themselves but also have to discuss how they compare to and can be integrated with the usual PC/workstation-based environment that experts typically use. Most rely on tools such as Paraview 5 or MATLAB. 6 Based on our initial field study as well as the present qualitative observations and, in particular, the comments of the participants from the think-aloud protocol we can make this comparison. We discuss the two general approaches in this section, together with the general comments from our participants on the interaction mappings and their reasoning for using particular interaction styles. 
Preferences
Overall, the hybrid interaction was preferred by most participants as seen in Table 3 -only one participant did not name it as his first choice but as his second. Participants reported that our approach "was way faster and way more natural. It was more engaging, making people want to try more things, in particular when using the seeding,". They reported that the tangible interaction "adds more options once you get used to it and also allows for axis-constrained interaction.It is more natural and provides more DOFs than a mouse,"and finally reported that our approach "is easier to use. Less powerful for now in the different options that it gives than the traditional Paraview interface, but it is only an implementation problem and could easily be solved. If it were, it would be used for teaching or sharing knowledge. It is more enjoyable to use, even though the mouse seems to provide more precision." One participant said that the system, "is a reproduction of what [he] can do with a PC but with better interactions." This statement was mirrored by P6 who stated that he "could achieve complex rotations or translation difficult to perform with a mouse." Another participant (P2) stated that the prototype could be used as an "extra visualization tool" in the sense that he could carry most of the primary analysis with it, before switching to a PC/workstation for a more in-depth analysis that requires scripts, scatterplots, and mathematical functions that are better created with and manipulated on a PC/workstation.
Mappings
Overall, the two 'redundant' mappings (that associate both input modalities to the same interaction target) and the the tangible to plane/tactile to data mapping were used similarly often. Which of the three mappings was most frequently used still varied quite a lot between participants, and it appears that the choice between them is guided by personal preference-we could not identify particular reasons for a given usage pattern. When asked to explain why they used one over the other, participants said that it would correspond to their way of thinking. This leads, however, to the surprising observation that, contrary to what we expected, participants actually used 'redundant' mappings a lot. They all reported that the tactile modality was a way for them to adjust and fine-tune the final view/cutting-plane following large-grained changes with the tangible modality. We believe, however, that a single study with one class of domain experts is not sufficient to fully understand the potential of these mappings. It would thus be useful to conduct a study with users from other backgrounds to better evaluate how tactile and tangible inputs can be combined when manipulating a single space or object. From our observations, it is also difficult to conclude whether a participant preferred to have a static cutting plane and a moving dataset, or the opposite. We conjecture that this is a matter of each person's mental model, which may be related to the type of datasets they usually manipulate.
Accuracy and constrained interaction
Both tangible and tactile input are inherently susceptible to noise and imprecise input, which is partially exacerbated by the integrated control of several DOF at the same time. We thus specifically considered how to support constrained input and control-display gain in order to improve manipulation accuracy.
Axis-Constrained Interaction. The possibility to constrain interaction to a given axis was much appreciated by participants, in particular for mappings that relied on tangible input. Participants reported that the tangible condition was a good way to freely explore the dataset, but that being able to constrain the input allowed them to achieve interactions they usually perform in PC/workstation-based environments. Indeed, in our field study we observed that, when using Paraview, experts often place a cutting plane perpendicular to one axis and translate it along this axis through the entire dataset. The use of axis-based input constraints can thus be considered as an important element of both tangible and tactile input mappings, confirming suggestions from previous work [44, 49] . Moreover, P5 and P6 suggested to add buttons for placing data or planes at precise configurations without any manipulation to provide a better way to compare views with Paraview.
Accuracy. Even though participants could change the gain factor associated with the tangible and touch interaction, we noticed that this was rarely used. Indeed, P1, P2, P4, and P6 adjusted the gain factor twice, while Participants 3, 5 and 7 only used this feature once. P2, P3, and P4 reported, however, that they used the tactile modality to adjust orientations or positions obtained with the tangible modality. P2, P3, P4 and P6 especially mentioned the lack of accuracy they felt in the tangible condition, even though they did not use the widget we provided to control the interaction's gain factor. This contrasts recent work which found a similar level of accuracy between tangible and tactile control for 3D manipulations [5] . From our interviews it also appears that having an explicit widget for setting the control-display gain was not appropriate, confirming the hypothesis stated by Issartel et al. [36] . One participant stated that he knew the widget could be used but did not think about using it and rather used the tactile modality to adjust the positioning. Perhaps we should thus focus on providing more implicit ways of controlling the gain factor while interacting. One participant suggested a rate-control approach-which is inappropriate for isotonic devices not providing a self-centering mechanism [88] .
Particle Seeding
The ability to seed particles in the data volume to explore its vector component was also appreciated by the experts. Six participants mentioned this feature first among the aspects they particularly appreciated. Participants compared particle seeding to the PC/workstation-based exploration tools, where they place particle sources by editing a script that is then executed. To be able to adjust the particle source they need to edit the script and re-run it. In contrast to this rather crude form of data exploration, our approach allowed them to interactively adjust the placement based on the location and orientation of the tablet (when using tangible control) or the cutting plane (for tactile input). All experts reported that this technique was "engaging," "easy to use," and that it could be "easily and greatly" improved with a few additional visual features such as depth cues or colors to represent tempature, speed, etc.
Use of a Separate Vertical Display
Five experts reported that the large display was not necessary in a non-collaborative setup. They reported that the screen of the tablet was large enough. Indeed, we observed that these participants actually spent most of their time looking at the tablet. This is surprising since previous observations of a tablet-based interaction with a large vertical screen [48] (albeit using a stereoscopic view) showed a preference of participants to focus on the vertical display. One of them explained that he looked at the tablet because that was "were the interaction was happening." Even in the supposedly eye-free tangible condition these three participants kept looking at the tablet. Participants 4-6, however, used the external display a lot, saying that they would always have access to an external display at their workplace anyway. Still, they did not think that the display had to be this large and that a typical 24" display would be enough. Yet, all of them mentioned that a large display was necessary for demonstration/presentation or collaborative analysis and that, with a larger screen, the tablet could be used alone as an on-the-go device to integrate in their working procedures.
Integration into the Workflow
We wanted to ensure that our interaction technique would be useful in improving the workflow and we asked participants whether they would use it in their everyday work. P6 reported that with a longer learning phase "it would be a nice tool and that [he] was interested and willing to use it whenever [he] needs to roughly analyze 3D data." P5 stated that he "would use it if it were improved with some extensions" (which we mention below). Overall, only P1 did not consider the tool as being fit for his practical work yet. Other participants welcomed the opportunity and imagined using it for presentations, collaboration, or teaching purposes. When asked whether they could integrate it with their classical interactions, five participants stated they would gladly use it if it synchronizes with their desktop station. Four participants also mentioned they would be interested in combinations of our hybrid technique with a mouse-based approach which worked well with classical software (to be used for further analysis). This way they could avoid a "going-back-and-forth" behavior and actually directly use our prototype for highlighting and selecting data-as it is "easier and more complete"-to further study it with mouse and scripts. We believe that these remarks highlight even further the need for an interaction continuum between new and classical interaction paradigms.
Suggested Extensions
Like many other qualitative studies, our experiment led to several suggestions for improvement. We discuss the most important ones:
• provide separate "frozen" views on the large display: participants wanted to be able to save frozen views on the large display and be able to interact with them at a later point (possibly using tactile interaction on the large display; • include the possibility to navigate in time: datasets in scientific fields are often time-dependent and participants reported that in the seeding interaction they would like to see the influence of time on the particle propagation-a classical slider implementation can easy be added, but other possibilities such as tangible sliders [39] may also be interesting in a hybrid interaction context; • add widgets to obtain specific, well-defined views and cutting plane positions: experts reported that they would like to have widgets to set data and cutting plane to specific positions as it is offered by their traditional PC-based software-a feature that they frequently use; and • consider interaction mappings for heterogeneous data: while our dataset was relatively box-shaped with 100 × 80 × 54 samples, extremely thin and long dataset may require adjusted interactions that better fit their overall shape; based on our study we could envision to address this issue by mapping large-scale motions to the tangible interaction while small-scale motions would be mapped to the tactile interaction.
Limitations
While our design space exploration and observational study have demonstrated that hybrid tactile/tangible interaction can support 3D data exploration tasks, our work still has some limitations that we want to summarize here. As previously mentioned, our field-study and observational study only focused on one class of domain experts-fluid dynamic namely. Even though fluid dynamic visualization is a scientific field in which experts are often confronted with the manipulation of multiple DOFs, there are other domains to consider that could give complementary/different insights on our hybrid interaction design space exploration. Similarly, during both studies, experts were faced with a rather homogeneous dataset thus avoiding issues that could be encountered with extremely heterogeneous datasets. Our observational study also does not explain why certain mappings worked or were preferred, in particular due to the small number of participants. Similarly, our study does not explain how tactile and tangible input-when assigned to a single target-can be efficiently combined. Further studies with more participants are needed to sketch different possibilities.
CONCLUSION
We explored the design space for the combination of tactile and tangible inputs to control 3D spatial visualizations. We proposed several mappings and studied a subset of these mappings to understand how the combination of touch and tangible inputs could benefit fluid dynamics experts in their 3D visualization tasks. Our observational study showed that our participants appreciated our prototype and that they found it better suited for primary 3D visualization tasks than a traditional mouse-and-keyboard setup. We saw surprising effects such as the participants using interaction mappings we initially did not think would be very useful. Our participants especially appreciated that a complex seed point placement task could easily be achieved by combining a tangible manipulation of the cutting plane and a ray-casting with the tactile input, thus demonstrating the potential of hybrid tactile-tangible interactions. The flexible seed point placement enabled them to use an exploratory data analysis style of vector fields. Participants also appreciated having the ability to constrain input to specific DOF. Our work is thus a first step towards combining these two complementary input techniques and providing an alternative data exploration platform for scientific visualization. Most importantly, however, we demonstrated that with current hardware it is possible to realize hybrid tactile/tangible interaction techniques that support fundamental 3D data exploration tasks and that no longer rely on external 3D tracking. Without the need for constant maintenance, calibration, and support that such hybrid interaction would normally require, it is thus now possible to make the proposed interactive data exploration techniques available to researchers in various domains.
Even though we focused on fluid dynamic experts, some of our findings are generalizable. First, hybrid interaction is easily understood, is largely preferred by participants, and is the most frequently used interaction mode. Second, it appears that the tablet, due to its shape, is a good metaphor for cutting plane manipulations, which affects the interaction mapping preference. Third, the combination with a large display does not seem to be necessary-regular displays (or none) can be enough. Finally, explicit accuracy adjustments are not useful for tactile/tangible interaction, other accuracy controls are needed. Moreover, while in our work we chose an observational approach that led to these insights, specific application domains may warrant quantitative studies, focusing on a task or domain that requires certain levels of accuracy or has time constraints. For example, doctors in a ER need to analyze medical scans quickly, surgeons need to understand medical images very precisely to plan or adjust a surgery. For such application domains we may thus need to reconsider the interaction design.
Naturally, several question remain open. For example, even though experts reported a lack of accuracy-particularly in the tangible condition-surprisingly few of them actually used our display-control gain factor widget to adjust the sensibility of the interaction. A followup study should thus investigate how to better control the accuracy for both interaction modalities. Future work also includes the exploration of additional 3D visualization tasks and how they can better be supported with hybrid tangible-tactile interaction-focusing, in particular, on data read-out and temporal navigation. We also wish to investigate the use of our prototype in a VR environment to check that it can also improve interaction in this context. Our discussion of the design space exploration also revealed that some tasks such as spatial selection are currently only supported by tactile or mouse-based interaction. These tasks may also benefit from having tangible and hybrid counterparts. We will also further improve our interface to better suit the needs of domain experts and to thus be able to further explore its usage in a practical context. One particularly interesting aspect to investigate is the support of collaborative work in different configurations, such as a joint data exploration by two or three colleagues or by a small team. In this particular case, the combination of a small device with a large vertical display (potentially showing a stereoscopic view) would be needed, and the latter could also be used to provide tactile input.
