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Abstract
We study a scheduling problem with deteriorating jobs, i.e., jobs
whose processing times are an increasing function of their start times.
We consider the case of a single machine and linear job-independent
deterioration. The problem is to determine an optimal combination
of the due date and schedule so as to minimize the sum of due-date,
earliness and tardiness penalties. We give an O(n logn) time algorithm
to solve this problem.
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Introduction
Browne and Yechiali1 introduced a scheduling problem with deteriorating
jobs. In this problem, the job processing time is a non-decreasing, start time
dependent linear function. Deterioration in processing time may occur when
the machine gradually loses efficiency in the course of processing jobs. At the
beginning, the machine is assumed to be at its highest level of efficiency. The
efficiency loss is reflected in the fact that a job which is processed later in
time has a longer processing time.
A practical example of the problem in which the job processing time is
an increasing function of its start time can be found in steel production2. It
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describes the ingot preheating process in steel mills. After heating in a heat
converter, hot liquid metal is poured into steel ladles and next into ingot
moulds, where it solidifies. Then, after the ingot stripper process, ingots are
appropriately segregated into batches and then transported to the soaking
pits, where the process consists of preheating ingot batches up to the required
temperature. The ingots are then hot-rolled on the blooming mill. Each ingot
batch consists of several ingots and is preheated by gas in a separate soaking
pit. The preheating time of the ingots depends on their starting temperature
at the beginning of the preheating process. The longer ingots wait for the
start of the preheating process, the lower their temperature drops and the
longer the preheating process lasts.
Scheduling in the settings described above is known as scheduling dete-
riorating jobs. The processing time of a deteriorating job is given by fi(t),
where fi(t) is a non-decreasing function of the job start time t. Most of the
relevant studies2−8 are confined to linear deterioration. In its standard form,
linear deterioration is given by fi(t) = ai + bit, where ai is the ‘normal pro-
cessing time’, which is the length of time required to complete the job if it is
scheduled first (t = 0), and bi is the job dependent deterioration rate, which
determines the job’s (actual) processing time at t > 0.
In this paper we study the case where the job-independent deterioration
rates are identical for all jobs, i.e., bi = b. We believe that this is a very
realistic setting, particularly in the case of scheduling with deteriorating ma-
chines, when all processing times increase by a common factor caused by the
machines. Thus, we focus on the case fi(t) = ai + bt.
In addition, we study the scheduling of deteriorating jobs in the context of
the Common Due-Date Problem (CDDP), which deals with job scheduling on
a single machine in a just-in-time production environment9−13. Applications
of the CDDP in real-life situations can readily be found. Baker and Scudder9
observed that treating due dates as decision variables reflects the practice in
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some shops of setting due-dates internally, as targets to guide the progress
of shop floor activities. Prescribing a common due-date might represent a
situation where several items constitute a single customer’s order, or it might
reflect an assembly environment in which the components should all be ready
at the same time in order to avoid staging delays.
The per unit costs involved in this paper (due date, earliness, and tar-
diness) are all linear. Panwalkar et al.13 argued that linear cost functions
present a case that is more tractable than that occurring with nonlinear costs.
The insight gained from the linear model may be useful when approaching
the nonlinear model. Also it is likely that in practice the estimation of costs
may introduce more inaccuracies than those occurring with the assumption
of linear costs. All of these costs can be regarded as opportunity costs.
Problem formulation
Let n jobs J = {1, 2, . . . , n} and a single machine that can handle only one
job at a time be given. Job processing times deteriorate linearly in relation
to their start times. In the remainder of this paper, we denote the normal
processing time of job i by ai, and its actual processing time if processed at
time t by pi(t) = ai + bt, i = 1, 2, . . . , n. For any given schedule σ, let
si(σ) = start time of job i,
d = common due date,
pi(σ) = ai + bsi(σ), actual processing time of job i,
Ci(σ) = completion time of job i,
Ei(σ) = max{0, d− Ci(σ)}, earliness of job i,
Ti(σ) = max{0, Ci(σ)− d}, tardiness of job i,
F (d, σ) =
∑
(αEi(σ) + βTi(σ) + γd), total penalty function, where α, β,
and γ are the unit earliness, tardiness and due-date penalty, respectively.
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A job sequence σ: σ(1), . . . , σ(n), where σ(j) denotes the job in position
j of σ, is called V -shaped with respect to the ai-values if there exist no
three indices i < j < k with aσ(i) < aσ(j) > aσ(k). It is not difficult to see
that a sequence is V -shaped if and only if aσ(1) ≥ aσ(2) ≥ . . . ≥ aσ(k) and
aσ(k) ≤ aσ(k+1) ≤ . . . ≤ aσ(n) for some 1 ≤ k ≤ n.
In this paper, we consider the problem of determining an optimal combi-
nation of due date d∗ and schedule σ∗ so that F (d, σ) is minimized. Using
the three field notation of Graham et al.14, the problem can be denoted as
1|pi(si) = ai + bsi|∑(αEi + βTi + γd).
In Section 3, we give some preliminary analysis of the problem. In Section
4, we develop a polynomial-time algorithm that finds an optimal solution for
the problem.
Preliminary analysis
We first present some elementary results.
Property 1. There exists an optimal schedule in which the machine is not
idle between the processing of the jobs.
Proof. Similar to the proof of Lemma 7.1 in 15.
Property 2. For any specified sequence σ, there exists an optimal due date
equal to Cσ(K), where K is the smallest integer greater than or equal to
nβ−nγ
α+β
and exact K jobs will be nontardy.
Proof. We first show that for any specified schedule σ, d∗ is equal to the
completion time of some job.
Consider a given schedule σ and d with Cσ(i) < d < Cσ(i+1), and let F be
the corresponding objective value. Define x = d − Cσ(i) and y = Cσ(i+1) −
d. Let F ′ and F ′′ be the objective value for d = Cσ(i) and d = Cσ(i+1),
respectively. Then,
F ′ = F + x(n− i)β − xiα− nγx (1)
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and
F ′′ = F − y(n− i)β + yiα + nγy. (2)
Thus, we have F ′ ≤ F if (n − i)β ≤ iα + nγ, and F ′′ < F otherwise.
This implies that for any specified schedule σ, d∗ is equal to the completion
time of some job σ(k). Assume that d∗ = Cσ(k), and let Z be the optimal
solution. Applying (1) and (2) to the situation x = Cσ(k) − Cσ(k−1) and
y = Cσ(k+1) − Cσ(k), respectively, we conclude that nβ−nγα+β ≤ k ≤ nβ−nγα+β + 1.
This implies that d∗ = Cσ(K). The result follows.
So, the total penalty is equal to F (Cσ(K), σ). Introducing Cσ(K) = pσ(1) +
pσ(2) + . . .+ pσ(K), we get
F (Cσ(K), σ) =
K∑
j=1
(α(j − 1) + nγ)pσ(j) +
n∑
j=K+1
β(n+ 1− j)pσ(j). (3)
Property 3. For any optimal schedule σ, aσ(K+1) ≤ . . . ≤ aσ(n).
Proof. Assume that the schedule σ in which aσ(i) > aσ(i+1) (i > K) is
optimal. The schedule σ′ is obtained from σ by interchanging the jobs in the
ith and (i+ 1)th positions of σ. Then,
Cσ(i+1) = aσ(i+1) + (1 + b)aσ(i) + (1 + b)
2sσ(i),
Cσ′(i+1) = aσ(i) + (1 + b)aσ(i+1) + (1 + b)
2sσ(i).
So, Cσ(i+1) − Cσ′(i+1) = b(aσ(i) − aσ(i+1)) > 0. Combining this with (3), the
difference between the value of F (d, s) for both schedules is as follows:
F (Cσ(K), σ)− F (Cσ′(K), σ′)
> β(n+ 1− i)pσ(i) + β(n− i)pσ(i+1) − β(n+ 1− i)pσ′(i) − β(n− i)pσ′(i+1)
= β(n+ 1− i)(aσ(i) + bsσ(i)) + β(n− i)(aσ(i+1) + baσ(i) + b(1 + b)sσ(i))
−β(n+ 1− i)(aσ(i+1) + bsσ(i))− β(n− i)(aσ(i) + baσ(i+1) + b(1 + b)sσ(i))
= β(1 + (n− i)b)(aσ(i) − aσ(i+1))
> 0.
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This is a contradiction to the optimality of σ. The lemma follows.
For notational convenience, we define the following:
mi =

b
∑K
j=i(α(j − 1) + nγ)(1 + b)j−i + b
∑n
j=K+1 β(n+ 1− j)(1 + b)j−i
for 2 ≤ i ≤ K,
b
∑n
j=i β(n+ 1− j)(1 + b)j−i, for K + 1 ≤ i ≤ n,
(4)
g(i) = α(i− 1) + nγ +mi+1, for i = 1, 2, . . . , K,
f(b) = (α+ nγ)b− α + bm3.
It is easily seen from (4) that
mi+1 = (αi+ nγ)b+ (1 + b)mi+2 for 2 ≤ i < K. (5)
Property 4. (1). If f(b) = (α+ nγ)b− α+ bm3 > 0, then (αi+ nγ)b− α+
bmi+2 > 0 for 1 ≤ i ≤ K − 1.
(2). If f(b) = (α+ nγ)b− α+ bm3 < 0, then (αi+ nγ)b− α+ bmi+2 < 0 for
1 ≤ i ≤ K − 1.
(3). If f(b) = (α+ nγ)b− α+ bm3 = 0, then (αi+ nγ)b− α+ bmi+2 = 0 for
1 ≤ i ≤ K − 1.
Proof. (1) We proceed by induction on i. If i = 1, (α+ nγ)b−α+ bm3 > 0,
the result follows. Assume that the result holds for the case i < k. For the
case i = k, by the induction hypothesis,
(α(k − 1) + nγ)b− α + bmk+1 > 0. (6)
Combining this with
mk+1 = (αk + nγ)b+ (1 + b)mk+2, (by (5))
we have
(αk + nγ)b− α+ bmk+2
= (αk + nγ)b− α+ bmk+1 − (αk + nγ)b
2
1 + b
> (αk + nγ)b− α+ α− (α(k − 1) + nγ)b− (αk + nγ)b
2
1 + b
(by (6))
= 0.
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The result of (1) follows.
(2) and (3). Similar to the proof of (1).
Property 5. (1). If f(b) < 0, then g(i) is an increasing function of i (i =
1, 2, . . . , K).
(2). If f(b) > 0, then g(i) is a decreasing function of i (i = 1, 2, . . . , K).
(3). If f(b) = 0, then g(1) = g(2) = . . . = g(K).
Proof. (1). Since mi+1 = (αi + nγ)b + (1 + b)mi+2 for 1 ≤ i ≤ K − 1, we
have
g(i+ 1)− g(i)
= (αi+ nγ +mi+2)− (α(i− 1) + nγ +mi+1)
= α +mi+2 −mi+1
= α +mi+2 − ((αi+ nγ)b+ (1 + b)mi+2)
= −((αi+ nγ)b− α+ bmi+2)
> 0. (By Property(4))
This completes the proof of (1).
(2) and (3). Similar to the proof of (1).
Property 6. (1). If f(b) ≥ 0, then there exists an optimal schedule σ such
that aσ(1) ≤ aσ(2) ≤ . . . ≤ aσ(K).
(2). If f(b) < 0, then for any optimal schedule σ, aσ(1) ≥ aσ(2) ≥ . . . ≥ aσ(K).
Proof. (1). Assume that the schedule σ1 in which aσ1(i) > aσ1(i+1) (1 ≤ i ≤
K − 1) is optimal. Let σ′1 be the schedule derived from σ1 by swapping i and
i+ 1. Then,
F (Cσ1(K), σ1)− F (Cσ′1(K), σ′1)
= (α(i− 1) + nγ)pσ1(i) + (αi+ nγ)pσ1(i+1) −
(α(i− 1) + nγ)pσ′1(i) − (αi+ nγ)pσ′1(i+1) + bmi+2(aσ1(i) − aσ1(i+1))
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= (α(i− 1) + nγ)(aσ1(i) + bsσ1(i)) + (αi+ nγ)(aσ1(i+1) + baσ1(i) + b(1 + b)sσ1(i))
−(α(i− 1) + nγ)(aσ1(i+1) + bsσ1(i))− (αi+ nγ)(aσ1(i) + baσ1(i+1) + b(1 + b)sσ1(i))
+bmi+2(aσ1(i) − aσ1(i+1))
= ((αi+ nγ)b− α+ bmi+2)(aσ1(i) − aσ1(i+1))
≥ 0. (By Property 4)
So, σ′1 is an optimal schedule. Proceeding as above, we can obtain an optimal
schedule σ such that aσ(1) ≤ aσ(2) ≤ . . . ≤ aσ(K).
(2). Assume that the schedule σ in which aσ(i) < aσ(i+1) (1 ≤ i ≤ K − 1)
is optimal. Let σ′ be the schedule derived from σ by swapping i and i + 1.
Then,
F (Cσ(K), σ)− F (Cσ′(K), σ′)
= ((αi+ nγ)b− α+ bmi+2)(aσ(i) − aσ(i+1))
> 0. (By Property 4)
This is a contradiction. This completes the proof.
The following theorem is easily established from Property 3 and Property
6.
Theorem 7. (1). If f(b) ≥ 0, then there exists an optimal schedule σ such
that aσ(1) ≤ aσ(2) ≤ . . . ≤ aσ(K) and aσ(K+1) ≤ aσ(K+2) ≤ . . . ≤ aσ(n).
(2). If f(b) < 0, then for any optimal schedule σ, aσ(1) ≥ aσ(2) ≥ . . . ≥ aσ(K)
and aσ(K+1) ≤ . . . ≤ aσ(n). That is, any optimal schedule for the problem
must be V -shaped with respect to the normal processing times.
A polynomial-time algorithm
First, we sort and re-label the n jobs so that they are in non-increasing order
of their normal processing times, namely a1 ≥ a2 ≥ . . . ≥ an. In the following,
we present an O(n logn) algorithm for 1|pi(si) = ai+ bsi|∑(αEi+βTi+ γd).
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Algorithm 1.
Step 1: Initialization.
i = 1, j = 1, k = n, S1 = S2 = ∅,mn+1 = 0, K = dnβ−nγα+β e.
Step 2. If K = 1, go to Step 5.
Step 3: Compute the values of mj+1,mj+2,mK+1.
Step 4: Compute f(b) = (α + nγ)b − α + bmj+2. If f(b) ≥ 0, go to Step
8; otherwise, go to Step 5.
Step 5: Compute Lj,k = α(j − 1) + nγ +mj+1 − β(n+ 1− k)−mk+1. If
Lj,k ≥ 0, set k := k − 1,mk+1 := bβ(n − k) + (1 + b)mk+1, S2 := S2 ∪ {i};
otherwise, set j := j + 1,mj+1 :=
mj+1−(α(j−1)+nγ)b
1+b
, S1 := S1 ∪ {i}.
Step 6: i := i+ 1
Step 7: If j = K + 1, set S2 := J − S1. Let σ be the schedule obtained
by arranging the jobs in non-increasing order of the job normal processing
times in S1, followed by arranging the jobs in non-decreasing order of the job
normal processing times in S2, and d
∗ = Cσ(K). STOP.
If k = K, set S1 := J − S2. Let σ be the schedule obtained by arranging
the jobs in non-increasing order of the job normal processing times in S1,
followed by arranging the jobs in non-decreasing order of the job normal
processing times in S2, and d
∗ = Cσ(K). STOP. Otherwise, go to Step 5.
Step 8: j := K
Step 9: Compute Lj,k = α(j − 1) + nγ +mj+1 − β(n+ 1− k)−mk+1. If
Lj,k ≥ 0, set k := k − 1,mk+1 := bβ(n − k) + (1 + b)mk+1, S2 := S2 ∪ {i};
otherwise, set j := j − 1,mj+1 := (jα + nγ)b+ (1 + b)mj+1, S1 := S1 ∪ {i}.
Step 10: i := i+ 1
Step 11: If j = 0, set S2 := J − S1. Let σ be the schedule obtained
by arranging the jobs in non-decreasing order of the job normal processing
times in S1, followed by arranging the jobs in non-decreasing order of the job
normal processing times in S2, and d
∗ = Cσ(K). STOP.
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If k = K, set S1 := J − S2. Let σ be the schedule obtained by arranging
the jobs in non-decreasing order of the job normal processing times in S1,
followed by the jobs in non-decreasing order of the job normal processing
times in S2, and d
∗ = Cσ(K). STOP. Otherwise, go to Step 9.
To determine the computation complexity of Algorithm 1, we note that
Steps 3, 5 and 9 can be completed in O(n) time, while Steps 7, 11 can be
completed in O(n logn) time. Hence, the overall time complexity of the
algorithm is O(n logn).
Property 8. Let σ be an optimal schedule and Li,j = α(i−1)+nγ+mi+1−
β(n + 1 − j) − mj+1 (1 ≤ i ≤ K,K + 1 ≤ j ≤ n). We have the following
properties:
(1). If Li,j > 0, then aσ(i) ≤ aσ(j); if Li,j < 0, then aσ(i) ≥ aσ(j).
(2). If f(b) < 0 and Li,j = 0, then aσ(k) ≥ max {aσ(i), aσ(j)} for k < i or k > j
and aσ(k) ≤min{aσ(i), aσ(j)} for i < k < j.
(3). If f(b) = 0 and Li,j = 0, then aσ(j−1) ≤ aσ(k) ≤ aσ(j+1) for 1 ≤ k ≤ K.
(4). If f(b) > 0 and Li,j = 0, then aσ(k) ≥max{aσ(i), aσ(j)} for K ≥ k > i or
n ≥ k > j and aσ(k) ≤min{aσ(i), aσ(j)} for 1 ≤ k < i or K + 1 ≤ k < j.
Proof. (1). If Li,j > 0, suppose to the contrary that aσ(i) > aσ(j). Let σ
′
be the schedule derived from σ by swapping i and j. Then, F (Cσ(K), σ) −
F (Cσ′(K), σ
′) = Li,j(aσ(i)−aσ(j)) > 0. This is a contradiction. So, aσ(i) ≤ aσ(j).
Similar to the above, we have aσ(i) ≥ aσ(j) if Li,j < 0.
(2). Since Li,j = 0, then Li,k > 0 if k > j. By (1), aσ(k) ≥max{aσ(i), aσ(j)}
for k > j. By Property 5, g(i − 1) < g(i), combining this with Li,j = 0, we
have Lk,j < 0 if k < i. By (1), aσ(k) ≥max{aσ(i), aσ(j)} for k < i. Similarly,
we have aσ(k) ≤min{aσ(i), aσ(j)} for i < k < j.
(3). If f(b) = 0 and Li,j = 0, by Property 5, Lk,j+1 > 0 and Lk,j−1 < 0 for
1 ≤ k ≤ K. Then, using (1), we have aσ(j−1) ≤ aσ(k) ≤ aσ(j+1) for 1 ≤ k ≤ K.
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(4). Similar to the proof of (2).
For notational convenience, we define the following properties:
(P1). If Li,j > 0, then aσ(i) ≤ aσ(j). Moreover, if Li,j > 0 and aσ(i) = aσ(j),
then σ(j) < σ(i). If Li,j < 0, then aσ(i) ≥ aσ(j). Moreover, if Li,j < 0 and
aσ(i) = aσ(j), then σ(i) < σ(j).
(P2). If Li,j = 0, then aσ(j) ≥ aσ(i). Moreover, if Li,j = 0 and aσ(j) = aσ(i),
then σ(j) < σ(i).
(P3). If Li,j = 0, then aσ(k) ≥ max {aσ(i), aσ(j)} for k < i or k > j and
aσ(k) ≤min{aσ(i), aσ(j)} for i < k < j.
(P4). aσ(1) ≥ aσ(2) ≥ . . . ≥ aσ(K) and aσ(K+1) ≤ . . . ≤ aσ(n). If aσ(i) = aσ(j),
then σ(i) < σ(j) if 1 ≤ i < j < K, and σ(i) > σ(j) if K < i < j ≤ n.
(P5). aσ(1) ≤ aσ(2) ≤ . . . ≤ aσ(K) and aσ(K+1) ≤ . . . ≤ aσ(n). If aσ(i) = aσ(j),
then σ(i) > σ(j) if 1 ≤ i < j ≤ K or K + 1 ≤ i < j ≤ n.
(P6). If Li,j = 0, then aσ(k) ≥max{aσ(i), aσ(j)} for K ≥ k > i or n ≥ k > j
and aσ(k) ≤min{aσ(i), aσ(j)} for 1 ≤ k < i or K + 1 ≤ k < j.
(P7). If Li,j = 0, then aσ(j−1) ≤ aσ(k) ≤ aσ(j+1) for 1 ≤ k ≤ K.
The following property is easily established from Algorithm 1.
Property 9. (1). If f(b) < 0, let σ be the schedule derived by Algorithm 1,
then σ satisfies properties (P1), (P2), (P3) and (P4).
(2). If f(b) > 0, let σ be the schedule derived by Algorithm 1, then σ satisfies
properties (P1), (P2), (P5) and (P6).
(3). If f(b) = 0, let σ be the schedule derived by Algorithm 1, then σ satisfies
properties (P1), (P2), (P5) and (P7).
Property 10. (1). If f(b) < 0, then there exists an optimal schedule that
satisfies properties (P1), (P2), (P3) and (P4).
(2). If f(b) > 0, then there exists an optimal schedule that satisfies properties
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(P1), (P2), (P5) and (P6).
(3). If f(b) = 0, then there exists an optimal schedule that satisfies properties
(P1), (P2), (P5) and (P7).
Proof. (1). Assume that σ is an optimal schedule with properties (P1), (P3),
and (P4), this is easily obtained by Theorem 7 and Property 8. If there exist
integers i, j with 1 ≤ i ≤ K,K+1 ≤ j ≤ n, such that Li,j = 0 and aσ(j) < aσ(i)
or aσ(j) = aσ(i) and σ(j) > σ(i), let σ1 be the schedule derived from σ by
swapping i and j. Then, F (Cσ(K), σ) − F (Cσ1(K), σ1) = Li,j(aσ(i) − aσ(j)) =
0. So, σ1 is an optimal schedule. By repeating the above procedure, we
eventually obtain an optimal schedule σ′ with properties (P1), (P2), (P3) and
(P4).
(2) and (3). Similar to the proof of (1).
Property 11. (1). If f(b) < 0, let σ, σ′ be two schedules with properties
(P1), (P2), (P3) and (P4), then σ(i) = σ
′(i) for 1 ≤ i ≤ n.
(2). If f(b) > 0, let σ, σ′ be two schedules with properties (P1), (P2), (P5) and
(P6), then σ(i) = σ
′(i) for 1 ≤ i ≤ n.
(3). If f(b) = 0, let σ, σ′ be two schedules with properties (P1), (P2), (P5) and
(P7), then σ(i) = σ
′(i) for 1 ≤ i ≤ n.
Proof. (1). We proceed by induction on i. If i = 1 and there exists an
integer j1 (K < j1 ≤ n) such that L1,j1 = 0, then L1,j > 0 if j > j1. By
properties (P1) and (P2), σ(1) = σ
′(1) = n − j1 + 2. If i = 1 and there
exists no integer j (K < j ≤ n) such that L1,j = 0, then σ(1) = σ′(1) = 1 if
L1,n < 0. If L1,n > 0, let j
′
1 =min {j|L1,j > 0}, then by properties (P1) and
(P2), σ(1) = σ
′(1) = n− j′1 + 2.
Assume that for i < k, the result follows. We consider the case i = k.
If there exists an integer jk (K < jk ≤ n) such that Lk,jk = 0, then by
properties (P3) and (P4), σ(k) =max{σ(k − 1), σ(jk − 1)} + 2. Similarly,
σ′(k) =max{σ′(k−1), σ′(jk−1)}+2. By the induction hypothesis, σ(i) = σ′(i)
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for 1 ≤ i ≤ k − 1. By properties (P3) and (P4), this implies that σ(jk − 1) =
σ′(jk−1). So, σ(k) = σ′(k). If there exists no integer j (K < j ≤ n) such that
Lk,j = 0, let jk = n− (σ(k − 1)− (k − 1)), then σ(k) = σ′(k) = σ(k − 1) + 1
if Lk,jk < 0. If Lk,jk > 0, let j
′
k =min{j|Lk,j > 0}, then σ(k) = σ′(k) =
σ(k − 1) + (jk − j′k + 2). The result follows.
(2) and (3). Similar to the proof of (1).
The following theorem follows from Property 9, Property 10 and Property
11.
Theorem 12. Algorithm 1 computes in O(n logn) time an optimal solution
for the problem 1|pi(si) = ai + bsi|∑(αEi + βTi + γd).
Conclusions
This paper studies the problem of setting a common due date and schedul-
ing jobs with linear deterioration of job processing times having a common
job-independent deterioration rate on a single machine. Our objective is to
minimize the sum of due-date, earliness and tardiness penalties. We show
that the optimal solution can be found in O(n logn) time.
Future research may focus on scheduling deteriorating jobs in multi-
machine settings (parallel machines or shops). Alternatively, one may con-
sider more general non-linear deterioration types. Finally, it will also be
interesting to investigate the “mirror” problem in which the job processing
times are non-increasing function of their start times.
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