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Introduction
Human-computer interaction is an important way to fulfill complex tasks. In the process of human-computer interaction, making a computer understand the behavior of a human is of considerable importance. Among various behaviors, the behavior based on human gestures expresses rich information. Therefore, 5 correctly identifying a human gesture is very helpful for the cooperation of a human and a computer.
Segmenting a hand region from a background image is a precondition for correctly identifying a human gesture, which forms the problem of gesture segmentation. Image segmentation is one of the popular methods for solving this 10 
problem.
A color of a pixel can be expressed by a color space such as YCbCr or RGB.
YCbCr is a representative color space in skin color segmentation [26] . In this space for skin color, component Y represents luminance, the value of which can be arbitrary. However, Cb or Cr refers to chrominance with its values obeying 15 its own Gaussian distribution. It is further observed that the value of Cb or Cr of a skin color falls in an interval, and the best Cb or Cr value of a skin color is 109.38 or 152.02 respectively [9] . As a result, we can select pixels whose Cb or Cr values are closest to 109.38 or 152.02 from the pixels of a gesture image.
Following that, we then take the selected pixels as the hand pixels, and obtain 20 their Cb and Cr values. In this way, we can segment the hand region from the gesture image. Essentially, selecting the hand pixels whose Cb or Cr values are closest to 109.38 or 152.02 is a multi-objective optimization problem. This is why gesture segmentation can be formulated as a multi-objective optimization problem. 25 The purpose of gesture segmentation is essentially to obtain a hand region from a gesture image. The existing methods of gesture segmentation are mainly implemented based on known skin colors. However, the color of a hand region is actually unknown and the obtained hand region via known skin colors might be inaccurate. For instance, the Cb or Cr value of the color of the obtained 30 hand region is closest to 109.38 or 152.02. But the color may be regarded as a non-skin color according to known skin colors. Since gesture segmentation is formulated as a multi-objective optimization problem, we can obtain the hand region based on its own color. As a result, formulating gesture segmentation as a multi-objective optimization problem can obtain the hand region, which 35 cannot be obtained by the existing methods.
To fulfill the task of image segmentation based on skin colors [7, 15] , a color space is first selected, a model of skin colors is then built based on a training sample set, and employed to distinguish pixels belonging to either skin colors or not. The distribution of skin colors in the color space is random and previous 40 methods of segmenting skin colors have limitations for hand colors with a low probability of occurrence.
Estimation of Distribution Algorithm (EDA) is a population-based evolutionary algorithm guided by the theory of statistical learning. The algorithm expresses the distribution of candidates in a search space by a probability model. 45 EDA first builds a probability model that reflects the distribution of candidates by using statistical learning, and then produces a temporary population by sampling the probability model. Finally, it generates an offspring population by selecting superior individuals from the united population formed based on the father population and the temporary population. EDA has been successfully 50 applied in various fields [22, 39, 45] .
Building the probability model of candidates is the core of EDA. When building the probability model, the following two aspects should be investigated, i.e., how to obtain information for building the probability model and how to express the probability model. For the first, information is the precondition of building 55 a probability model, and precise information is helpful to building a reasonable probability model. The second is the base of generating new candidates by sampling, and a reasonable probability model is beneficial to the production of high quality candidates.
In this study, a multi-objective optimization model for the problem of gesture 60 segmentation is formulated, and a method of solving the model based on a twophase estimation of distribution algorithm is presented. When building the model, the positions of a series of pixels are taken as the decision variable, and the differences between the colors of pixels and those of a hand are taken as the objective functions. A method of gesture segmentation based on the two-phase 65 estimation of distribution algorithm is proposed according to the correlation among the positions of pixels. The method divides the process of solving the problem based on evolutionary optimization into two phases, and uses different estimation of distribution algorithms in different phases. In the first phase, the probability model of candidates is formulated as a number of intervals given 70 the fact that the positions of hand pixels distribute in several intervals. In the second phase, the probability model of candidates is built as a series of segments since the positions of hand pixels further distribute around curves. A series of pixels constituting a hand region are obtained based on sampling by the probability models. Having solved the formulated model, the best pixel set 75 for forming a human gesture is obtained.
An evolutionary algorithm has the capability to solve a multi-objective optimization problem. The objective values of the multi-objective optimization problem are obtained by the color values of the pixels, and therefore are not continuous. As a result, the proposed evolutionary algorithm needs to deal with 80 this discrete problem. Since the positions of hand pixels have correlations among themselves, we can guide the population evolution process to obtain accurate solutions in a limited time by using the above correlation characteristic. To this purpose, we propose an EDA to deal with the gesture segmentation problem 4 and quickly obtain accurate solutions. In the literature, although the famous 85 evolutionary algorithm NSGA-II has been shown to deal with such a multiobjective optimization problem for gesture segmentation with discrete objective values, it does not take full advantage of the above correlation characteristic, and therefore its solutions are inferior to our proposed EDA.
In summary, this paper provides a feasible way to solve the problem of 
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The remainder of this paper is arranged as follows. Section 2 reviews related work. A multi-objective optimization model for the problem of gesture segmentation is built in Section 3. Section 4 proposes a two-phase estimation of distribution algorithm based on the correlation among the positions of hand pixels. The applications of the proposed model and algorithm in real-world 100 problems of gesture segmentation are provided in Section 5. Finally, Section 6 concludes the whole paper, and points out topics to be further studied.
Related work
In this study, we focus on the problem of gesture segmentation, formulate its multi-objective optimization model, and present a two-phase EDA to solve the 105 model. Therefore, work related to this paper includes the following two main parts: methods of gesture segmentation based on skin colors and evolutionary algorithms for multi-objective optimization problems.
Gesture segmentation based on skin colors
Gesture segmentation based on skin colors can generally be divided into the 110 following two steps: transforming a color space and modeling skin colors.
Different color spaces represent different features of a skin color. The distribution of skin colors is concentrated in a variety of color spaces, and is impacted by luminance. The color spaces that easily distinguish luminance from chrominance, such as YCbCr and HSV, can be employed to reduce the negative 115 influence of luminance [18, 29] .
In order to build a model of skin colors, a mathematical expression of the skin colors based on a given sampling data set is formulated. Previous methods of modeling skin colors can be mainly divided into the following three categories, restricting the range of the values of each skin color, building the Gaussian 120 distribution model of skin colors, and depicting the histogram that reflects the probability distribution of skin colors.
Restricting the range of the values of each skin color can be done using relatively simple methods. In reference [7] , the values of Cb and Cr of skin colors are restricted to meet the following conditions: 77 ≤ Cb ≤ 127 and 125 133 ≤ Cr ≤ 173. In reference [15] , the values of Cb and Cr of skin colors are in specific ranges related to Y, and a pixel can be taken as a skin pixel if the values of its HSV vector are in a tri-dimensional space.
The Gaussian distribution model of skin colors includes the case with a single peak [9, 24] and the case with a mixed Gaussian distribution [13, 23] . The
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Gaussian distribution model is built based on the fact that the values of skin colors in a color space are continuous, and obey the Gaussian distribution. Based on the Gaussian distribution model with a single peak, the similarity between the color vector of a pixel and that of the best skin color can be calculated. The model with the mixed Gaussian distribution consists of several models with a 135 single peak [23] , and can approximate any distribution model in an arbitrary shape. Compared with the model with a single peak, the mixed counterpart is a more accurate reflection of the distribution of skin colors.
The probability distribution histogram of skin colors depicts the probability of which skin colors emerge in each unit of a color space. To obtain this 140 histogram, the probability of which a sampling data set emerges in each unit is calculated. The methods of seeking pixels of skin colors based on the above 6 histogram can be divided into the following two categories, Bayesian classifiers and regularized query tables [3, 8] .
In recent years, there have been many research achievements with regard 
Estimation of distribution algorithms
In real-world applications, one often encounters problems with simultane- Compared with genetic algorithms based on the micro mode in the search space, Estimation of Distribution Algorithm is based on the macro counterpart in the search space [24, 34] , and has a stronger capability for exploration and a more rapid convergence speed [14, 40] . Zhang et al. proposed the regularity 205 model-based multi-objective estimation of distribution algorithm (RM-MEDA) [31, 41] , and employed it to solve continuous multi-objective optimization problems. This method was developed based on the Karush-Kuhn-Tucker condition.
That is, the Pareto-optimal set of a continuous multi-objective optimization problem forms a piece-wise continuous (m-1)-dimensional manifold in the ob- Other research achievements of EDA have been obtained in recent years.
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Reference [25] proposed a Boltzmann-based EDA for resource scheduling. This EDA is based on an approximation of the Boltzmann distribution. Such an approximation method is a tradeoff between solution accuracy and complexity.
Reference [6] introduced a hybrid approach consisting of a variable neighborhood search and a new EDA to deal with the flow-shop scheduling problem.
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This new EDA has the ability to discover promising regions in the search space. Reference [35] proposed an EDA with stochastic local search to tackle the uncertain capacitated arc routing problem. In this method, a two phase stochastic local search procedure is integrated with an EDA to minimize the maximal total cost over a set of different scenarios. The stochastic local search 250 procedure avoids excessive fitness evaluations in the local search. Reference [37] proposed an EDA-based memetic algorithm for solving the distributed assembly permutation flow-shop scheduling problem with the purpose of minimizing the maximal completion time. In this EDA, a novel selective-enhancing sampling mechanism for generating new solutions by sampling the probability model is 255 proposed. The EDA and a local search are incorporated within the memetic algorithm framework. Reference [36] presented a hybrid Pareto-archived EDA to solve the mode-identity resource-constrained project scheduling problem with makespan and resource investment criteria. In this EDA, a Pareto archive is used to preserve the non-dominated solutions, and another archive is used to 260 preserve the solutions for updating the probability model. In addition, a specific updating mechanism and a sampling mechanism are provided for the probability model to track the most promising search area. YCbCr is a commonly used color space for segmenting skin colors. According to [15] , the values that have the best match with those of Cb and Cr of skin colors are 109.38 and 152.02, respectively. Therefore, one can select a series 295 of pixels with the closest values to those of the best skin color from a gesture image.
To fulfill this task, the following multi-objective optimization model is formulated:
where X is the set of positions of all the pixels in a gesture image, 2 X represents the power set of X, x refers to a number of positions of the selected pixels, with each being different from the others, and denoted as
Here, n is the number of the selected pixels. In addition,
where x is the lower bound of x i , x is the upper bound of 305 x i , y is the lower bound of y i , and y is the upper bound of y i .
In addition, f 1 (x) means the distance between the values of Cb of a set of pixels and that of the best skin color, whose expression is provided as follows:
where Cb(x i ) is the value of Cb of x i , and Cb = 109.38 represents that of the 310 best skin color.
f 2 (x) reflects the distance between the values of Cr of a set of pixels and that of the best skin color, with its expression as follows:
where Cr(x i ) is the value of Cr of x i , and Cr = 152.02 means that of the best 315 skin color.
One can obtain a series of pixels by solving (1), and form the ranges of the values of Cb and Cr of these pixels. If the values of both Cb and Cr of a pixel lie in the above ranges, the pixel will belong to a hand. In this way, the hand can be segmented from a specific gesture image. 
Ideas
In the gesture image, the hand region is a continuous and closed region, and its size is limited. Therefore, the horizontal coordinate x i and the longitudinal coordinate y i of the hand pixel x i fall in bounded but unknown intervals respec- Based on the above analysis, the hand pixel x i has the following two features:
(1) its horizontal coordinate x i and its longitudinal coordinate y i are in bounded intervals respectively; (2) x i distributes around several curve segments.
If x is an optimal solution of model (1), each x i in x represents the hand (2) each x i = (x i , y i ) distributes around a curve segment. In the following, we firstly build two probability models of the components of a candidate solution according to the above two conditions, and then propose two sampling meth-345 ods for the above two established probability models. Finally we obtain all components of the candidate solution.
The distribution of x i or y i in an interval with the feasible range is uneven and irregular following condition (1). However, if we select the pixel whose x i and y i are both in their respective intervals, the selected pixel will fall into the 350 13 hand region, or the rectangular region determined by the hand region. To this end, we first build one probability model following condition (1) and obtain candidate solutions by sampling the probability model. After this step, we can obtain the coordinate ranges of the hand region. Secondly, we build the second probability model following condition (2), and obtain the candidate solutions
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by sampling the probability model. With this second step, we can eliminate non-hand pixels from the above rectangular region.
Algorithm framework
The evolutionary solution process of model (1) can be divided into two phases, which can be solved by two EDAs respectively. In the first phase, based 360 on the fact that the position coordinates of the hand pixels distribute in the intervals, several intervals are built as the probability model of candidate components. The probability model of intervals causes the pixels of a population to locate in the rectangular region determined by the hand coordinate ranges, which is suitable for the randomly generated initial population. In the second 365 phase, several line segments are built as the probability model of candidate components in order to eliminate non-hand pixels from the rectangular region, following the fact that the hand pixels distribute around several curve segments.
This second probability model of line segments causes the population's pixels to locate in the hand region, and it is suitable for the population which has 370 evolved.
In each generation t, after the iteration of the algorithm, the size of the population P (t) is N . The algorithm works as follows.
Step 1: Set t = 0, and randomly generate an initial population P (0).
Step 2: If the stopping condition is met, go to Step 9.
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Step 3: If t > T , go to Step 6.
Step 4: Build the probability model of candidate component intervals by the non-dominated solution set of P (t).
Step 5: Sample and obtain a temporary population, Q(t), by the probability model of intervals, and then go to Step 8.
380
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Step 6: Build the probability model of candidate component segments by the non-dominated solution set of P (t).
Step 7: Sample and obtain a temporary population, Q(t), by the probability model of segments.
Step 8: Select individuals and obtain the offspring population, P (t+1), from 385 P (t) ∪ Q(t) by the fast non-dominated sorting [12] . Set t = t + 1, and go to Step 2.
Step 9: Return the non-dominated solutions of P (t) and end the algorithm.
The probability model of candidate component intervals
We use the fast non-dominated sorting [12] to select all the non-dominated For each of the non-coincident pixels of the optimal solution set of model (1), the distribution of its x i or y i can also be expressed by a histogram. Thus, based on each of the non-coincident pixels of the optimal solution set of the current population, P (t), we can employ the histogram with variable width [45] to build the M intervals of its x i or y i . Following above, we can obtain the minimal and the sub-minimal values of x i , i.e.,
Similarly, we can obtain M intervals of y i , i.e., [y,
In the above intervals, 
The width of either the first or the M -th interval changes with P (t), while the width of each of the rest intervals changes with the width of either the first For each of the non-coincident pixels of the optimal solution set of the current population, P (t), the number of its x i or y i falling into the m-th In case the width of either the first or the M -th interval of the feasible range is 0, its B q,m is 0.
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Following the above, the probability of candidate component x i or y i from the m-th interval is defined as
For each of the non-coincident pixels of the optimal solution set of P (t), its
by probability P ′ x,m while its y i distributes in one of the M intervals, i.e.,
by probability P 
with probability P ′ y,m . Finally, the above M intervals of x i or y i are the probability model for generating candidate components, and we call it the probability 420 model of candidate component intervals.
Note that the value of M is mainly determined by the size of the hand region. If the value of M is small the accuracy of the probability model will be low, which is not beneficial to the evolution of the population. Otherwise, the computational complexity of the evolution will be high. 
Sampling based on intervals
By sampling the probability model of candidate component intervals in the We initially set x = φ, and use the following steps to generate candidate x that meets the above conditions.
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Step 1: Select the m-th interval from M intervals with the probability of Step 2: Select the m-th interval from M intervals with the probability Step 3: If
Step 4: If |x| = n, end the algorithm. Otherwise, go to Step 1.
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The above steps are the process of obtaining a candidate by sampling. We execute the above process N times, and obtain N candidates. In this way, a temporary population Q(t) can be obtained and its size will be N .
The histogram with variable width is used to build an EDA to solve a continuous single-objective optimization problem [45] . In model (1) , the values ponents. The rest of the probability model of candidate component intervals is the same as that in [45] . Furthermore, apart from the fact that in our sampling method of candidate components, each pixel of a candidate is different from the others, the rest of our sampling method is the same as that in [45] .
The probability model of candidate component segments 465
After several iterations, many x i of the population enter or approach the hand region. At each generation after T iterations, we build the probability model of candidate component segments based on the non-dominated solution set of P (t), and obtain a temporary population Q(t), until the population ends the evolution.
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For x i of the population at generation T +1, its x i distributes in the range of x i of the hand region, and its y i distributes in the range of y i of the hand region.
That is, x i distributes in a rectangular region determined by the hand region.
However, x i might distribute out of the hand region. According to condition (2) in section 4.1, all the hand pixels distribute around several curves. Following
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[41], a curve can be approximated by one or more segments. That is, all x i of an optimal solution of model (1) distribute around several segments. Since all the non-coincident pixels of the optimal solution set of model (1) distribute in the hand region, and therefore distribute around several segments, we can use the 1-dimensional local principal component analysis algorithm [41] to build the 480 probability model of candidate component segments.
We use the fast non-dominated sorting [12] to select all the non-dominated solutions of P (t). We divide all the non-coincident x i of the non-dominated solution set of P (t) into L categories, with each corresponding to one segment. The L segments are denoted as l 1 , l 2 , · · · , l L , and the sets of the pixels distributing 485 around the line segments are denoted as
We employ the 1-dimensional local principal component analysis algorithm [41] to obtain C 1 , C 2 , · · · , C L of all the non-coincident x i in the non-dominated solution set of P (t). The pixels are thereafter clustered into several categories, and the algorithm works as follows.
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Step 1: Randomly select L pixels, i.e., x i1 , x i2 , · · · , x iL , from all the noncoincident x i of the non-dominated solution set of P (t); and generate L lines,
i.e., l 1 , l 2 , · · · , l L , based on the L pixels, with each passing through one pixel.
Step 2: Cluster all the non-coincident x i of the non-dominated solution set of P (t) into L categories, i.e., C 1 , C 2 , · · · , C L , based on the distance between each x i and each of the L lines, with C j , j = 1, 2, · · · , L, being
where D(x i , l j ) is the distance between x i and l j .
Step 3: Let the mean value and the covariance of the pixel positions of C j be c j and V j , respectively, which are given as follows.
where |C j | is the number of pixels in C j . Further l j has the following expression
where u j is the feature vector corresponding to the largest eigenvalue of V j .
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Step 4: If C j , j = 1, 2, · · · , L, does not change, end the algorithm; otherwise, go to Step 2.
With the above algorithm, we can obtain the pixels of the hand by sampling around l 1 , l 2 , · · · , l L . Second, we consider the relationship between l j and C j to obtain the pixels of the hand. The projection of x i in C j on l j is denoted as x in C j on l j is on segment ϕ j . According to [41] , ϕ j has the following expression
All the non-coincident pixels of the non-dominated solution set of P (t) distribute around ϕ 1 , ϕ 2 , ..., ϕ L . We obtain the pixels of the hand by sampling
.., ϕ L . They form the probability model of the components of x.
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We lengthen ϕ 1 , ϕ 2 , ..., ϕ L to expand the search scope of the probability model, and obtain the probability model, ψ j , j = 1, 2, · · · , L, as follows.
We call it the probability model of candidate component segments.
The value of L is mainly determined by the size of the hand region. If the value is small the accuracy of the probability model will be low, which is not beneficial to the evolution of the population. Otherwise, the computational complexity of the evolution will be high. 
Sampling based on segments
We can obtain a candidate, x, by sampling the probability model, ψ j . Component x i , i = 1, 2, · · · , n of the candidate should meet the following conditions:
(1) the probability of generating x i by ψ j , is equal to the ratio of the number of pixels in C j to the total number of pixels, (2) x i distributes evenly in the 510 direction of ψ j , and (3) x i distributes around ψ j . In addition, the pixels of different candidates are different from each other, according to the definition of x in model (1).
We set x = φ. According to |C j |, the probability of generating a pixel by
In addition, we can also obtain the second 515 largest eigenvalue of V j , i.e., λ j , which reflects the deviation between the pixels in C j and their centers.
We employ the following steps to generate candidate x which meets the above conditions.
Step 1: Select ψ j from L segments with the probability of p j .
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Step 2 Step 4: If
Step 5: If |x| = n, end the algorithm; otherwise, go to Step 1.
The above steps are the process of obtaining a candidate by sampling. We execute the above process N times and obtain N candidates. Thus, a temporary population, Q(t), is obtained and its size is N .
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The 1-dimensional local principal component analysis is used to build an EDA to solve a continuous two-objective optimization problem [41] . Model (1) is a discrete multi-objective optimization problem. All optimal solutions of a continuous bi-objective optimization problem are around several segments, and all pixels of each optimal solution of model (1) are also around several segments.
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Therefore, we will use the 1-dimensional local principal component analysis to build an EDA to solve model (1). The probability model of candidate component segments is built for each component of a candidate whereas the probability model of candidates in reference [41] is built for each candidate. The rest of the probability model of candidate component segments is the same as that in 540 [41] . Apart from in our sampling method of pixels, each pixel of a candidate is different from the others, the rest of our sampling method of pixels is the same as that in [41] .
Selection
The population at the t-th generation is P (t), and the temporary population 545 obtained by the above method is Q(t). In order to produce the offspring population, i.e., P (t+1), we first combine P (t) and Q(t). Then, we obtain the offspring population based on the fast non-dominated sorting selection [12] . Interested readers are suggested to refer to [12] for details of the fast non-dominated sorting selection.
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Experiments
In this section, the effectiveness of the proposed model and algorithm is verified by a series of experiments. The problems to be verified are first proposed.
Following that, the hand images used in the experiments and the compared algorithms are provided. Next, the performance index for the comparison among 555 algorithms is given. Having described the experimental process, the experimental results are presented and analyzed.
Problems to be verified
The following questions should be answered to demonstrate the effectiveness of the model and algorithm proposed in this paper.
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(1) Can the proposed method select hand pixels from a gesture image? We investigate this by processing actual gesture images with approximate skin-color regions.
(2) Is the proposed algorithm better than the compared algorithms? We compare the proposed algorithm with three state-of-the-art algorithms, and 565 demonstrate the effectiveness of the proposed algorithm by showing that it has a higher accuracy rate.
Benchmark gesture images
In this paper, we use gesture images from the standard American Sign Language image database [5] to conduct the experiments. The image database 570 contains 2515 gesture images of five people in various light conditions. Thus, the gesture images are representative.
We sort the gesture images by their file names, and use their serial numbers to rename them. In this way, their file names are changed from hand1-0-bot-seg-1-575 23 5 people are shown in Fig. 1 (1) - (5) in order. 
Three compared algorithms
We compare EDA of candidate component intervals, EDA of candidate component segments, and NSGA-II [12] with our proposed EDA.
Firstly, EDA of candidate component intervals works as follows.
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Step 2: If the stopping condition is met, go to Step 6.
Step 3: Build the probability model of candidate component intervals by the non-dominated solution set of P (t).
Step 4: Sample and obtain a temporary population, Q(t), by the probability model of intervals.
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Step 5: Select individuals and obtain the offspring population, P (t+1), from P (t) ∪ Q(t) by the fast non-dominated sorting [12] . Set t = t + 1, and go to Step 2.
Step 6: Return the non-dominated solutions of P (t) and end the algorithm.
Note that the above algorithm only employs candidate component intervals 595 to generate the temporary population, Q(t), which is different from that of our proposed EDA. Besides the above difference, the rest of the above algorithm is the same as the proposed EDA.
Secondly, EDA of candidate component segments works as follows.
600
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Step 3: Build the probability model of candidate component segments by the non-dominated solution set of P (t).
Step 4: Sample and obtain a temporary population, Q(t), by the probability model of segments.
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Note that the above algorithm only employs candidate component segments 610 to generate the temporary population, Q(t), which is different from that of our proposed EDA. Apart from the above difference, the rest is the same as our proposed EDA.
Thirdly, NSGA-II utilizes the crossover and mutation operators to obtain a (1) is a continuous interval, the crossover and mutation operators of NSGA-II can be employed to solve model (1). In addition, both NSGA-II and the proposed EDA utilize the fast non-dominated sorting selection to obtain the offspring population, P (t + 1), from P (t) and Q(t).
However, the method of generating the temporary population, Q(t), in NSGA-
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II is different from the proposed EDA.
All the above three algorithms can solve model (1), and all employ the fast non-dominated sorting selection to obtain the offspring population, P (t + 1).
As a result, we can demonstrate the effectiveness of our proposed EDA by comparing it with these three algorithms. algorithm. In this way, the comparison of the four algorithms is guaranteed to be reasonable and fair.
The performance index
We use the proposed method to process a gesture image, and obtain the optimal solution set and the corresponding pixels. Based on the ranges of Cb We run the proposed EDA once for solving the model and obtain a set of Pareto optimal solutions. Following that, we obtain the pixels contained by 660 the above Pareto optimal solutions. If each obtained pixel is a hand pixel, the set of Pareto optimal solutions is regarded as correct, otherwise, it is incorrect.
Similarly, we can judge the correctness of the set of Pareto optimal solutions obtained by NSGA-II. Therefore, we can compare the two sets of Pareto optimal solutions according to whether they are correct or not. If both are correct, or 665 neither is correct, we think that they have no difference. If only one is correct, we consider the correct one as superior, and the other as inferior.
Due to the randomness of evolutionary algorithms, the pixels of the optimal solution set obtained by the proposed method might contain non-hand pixels. To overcome this, we utilize the proposed algorithm to independently solve model
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(1) several times, and obtain several optimal solution sets. If only a minority of the optimal solution sets contain non-hand pixels, we can take pixels with more times of repeated selection as the hand pixels, and eliminate the non-hand pixels. Therefore, whether there are a minority of sets which contain non-hand pixels among the optimal solution sets is of importance. Furthermore, we can 675 obtain the ratio of the number of the optimal solution sets which do not contain non-hand pixels to the total number of optimal solution sets, and define it as the accuracy rate. According to the above analysis, the accuracy rate can be taken as the performance index of evaluating the capability of the proposed algorithm.
We use each of the three compared algorithms to independently solve model
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(1) several times, and obtain several optimal solution sets. Their accuracy rates can also be taken as the performance indexes of evaluating the capability of the three compared algorithms. Thus, we can demonstrate the effectiveness of the proposed algorithm by comparing these accuracy rates.
We run one of the above four algorithms once to solve model (1) and obtain 685 a set of optimal solutions. If the obtained optimal solutions are the true optimal solutions of model (1), their pixels are in the hand region. Due to the randomness of these algorithms, we run each one several times and obtain several sets of optimal solutions. A pixel can be selected several times by the above sets, and the pixel with more selections has a lower error in general. Therefore we 690 should further select the pixels with more selections from the selected pixels as the hand pixels. If all the selected pixels of the above sets are hand pixels, we need to further select them. If only a part of selected pixels are hand pixels, it is difficult to further select hand pixels and remove non-hand pixels according to the selections of each pixel. This is because once a non-hand pixel is further 695 selected, there will be a non-hand region in the obtained region, and therefore the obtained hand region is inaccurate. As a result, we define the accuracy rate of the optimal solution sets to evaluate them. The accuracy rate can be used to evaluate the method of gesture segmentation and compare the above four algorithms. Finally, we use the two-phase EDA to solve model (1), and obtain one or more 710 non-dominated solutions.
The decision space of model (1) is composed of all the pixels of the gesture image. The number of coordinates of the selected pixels is the dimension of the decision variable. If the dimension is too large, both the computation complexity and the time consumption for solving the model will increase. Therefore,
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it is necessary to compress the gesture images. By sampling the pixels at each interval of 8 rows and 8 columns, we can reduce the size of each gesture image.
The size of each compressed gesture image is 100×100. We express each compressed gesture image with YCbCr, and obtain the values of Cb and Cr of each pixel.
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According to model (1), the decision variable should represent several pixels.
Thus, a vector of 100 dimensions is utilized as the decision variable in the following experiments, with decision variable x representing 50 pixels. We can obtain their values of Cb and Cr, and obtain their f 1 (x) and f 2 (x).
Considering the efficiency of evolutionary computation, the population size 725 is 50, the maximal number of generations is 100, M = 12, L = 10, and T = 50.
Due to the randomness of the optimal solution set, we independently run each algorithm 20 times, and obtain 20 optimal solution sets, that is, 20 pixel sets.
We compare each of the 20 pixel sets with that of the actual hand pixels to obtain the number of optimal solution sets not containing non-hand pixels, and 730 calculate the accuracy rates of 20 runs.
The environment configuration in the experiments is Intel Core i3-3240 (3.40GHz CPU, 1.85GB RAM).
Experimental results and analysis
Each of the hand regions of the image database has a green edge, with its We run the proposed algorithm 20 times for each of the 2515 preprocessed images, and obtain 20 optimal pixel sets. The obtained pixel sets of Fig. 2 (1) are shown in Fig. 3 (1) . In Fig. 3 (1) , the figures from left to right in 760 order in the first row are the results obtained from the 1st to the 5th run. The ones from left to right in order in the second row are the results obtained from the 6th to the 10th run, and similarly for the others. By using the proposed method, we can also obtain the pixel sets of Fig. 2 (2) - (5) shown in Fig. 3 (2)- (5) respectively.
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The 20 images in Fig. 3 (1) show 20 optimal pixel sets obtained from Fig. 2 (1). They are similar to Fig. 3 (2) - (5), except that the pixel sets are obtained from Fig. 2 (2) - (5) in order. In each image of Fig. 3 (1) , each red dot means the pixel obtained from Fig. 2 (1) . The vertical coordinate of the above red dot represents its number of rows in the matrix of Fig. 2 (1) , and the horizontal 770 coordinate of the above red dot refers to its number of columns in the matrix of Fig. 2 (1). They are similar to the red dot in each image of Fig. 3 (2)-(5). 92.24%. This indicates that the proposed algorithm can accurately select hand pixels from a gesture image. In addition, the proposed method spends 3-4s in processing an image.
We apply each of the three compared algorithms to each of the 2515 preprocessed images 20 times, and obtain 20 optimal pixel sets. For each compared 790 algorithm, the same parameter settings are adopted, that is, the population size is 50, and the maximal number of generations is 100. In addition, the same environment configuration is adopted. Based on these, we obtain the accura- Fig. 4(3) , and their average value is 7.55%.
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All the 2515 accuracy rates of NSGA-II are 0. This indicates that the proposed algorithm exceeds the three compared counterparts. 
34
The proposed algorithm employs candidate component intervals and candidate component segments to build the probability models and to generate the temporary population. This is in accordance with the correlation among the positions of hand pixels, whereas EDA of candidate component intervals only 815 causes pixels of the temporary population to distribute in a rectangular region, and EDA of candidate component segments only causes pixels of the temporary population to distribute around several line segments. As a result, neither of them is in accordance with the correlation among the positions of hand pixels, and they are inferior to our proposed method. NSGA-II does not take advantage 820 of the correlation among the positions of hand pixels to generate a temporary population, and therefore is inferior compared with our method.
From the above experimental results and analysis, we can obtain the following conclusions: the proposed method can select hand pixels from a gesture image with a high accuracy rate, and exceeds the other. Thus, both the pro-825 posed model and algorithm are effective.
Conclusions
We have formulated a multi-objective optimization model for the problem of gesture segmentation, and presented a method of solving the above model based on a two-phase estimation of distribution algorithm. When building the 830 model, we take the positions of a series of pixels as the decision variable, and the differences between the colors of pixels and those of a hand as the objective functions. The proposed method of gesture segmentation based on a two-phase estimation of distribution algorithm is based on the correlation among the positions of pixels. The method divides the process of solving the problem based 835 on evolutionary optimization into two phases, and adopts different estimation of distribution algorithms in different phases. In the first phase, we formulate the probability model of candidates as a number of intervals given the fact that the positions of hand pixels distribute in several intervals. In the second phase,
we build the probability model of candidates as a series of segments since the 840 
35
positions of hand pixels further distribute around curves. We obtain a series of hand pixels based on sampling by the above probability models. The experimental results of actual gesture images demonstrate that the proposed method can select hand pixels from a gesture image and exceeds the three compared algorithms.
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It should be pointed out that, due to the randomness of experimental results of the proposed method, the accuracy of the proposed algorithm should be further improved. It is of necessity to study appropriate methods to improve the accuracy of selecting pixels.
