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Abstract
We introduce a generalized James constant J (a,X) for a Banach space X, and prove that, if
J (a,X) < (3+a)/2 for some a ∈ [0,1], then X has uniform normal structure. The class of spaces X
with J (1,X) < 2 is proved to contain all u-spaces and their generalizations. For the James constant
J (X) itself, we show that X has uniform normal structure provided that J (X) < (1 +√5)/2, im-
proving the previous known upper bound at 3/2. Finally, we establish the stability of uniform normal
structure of Banach spaces.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that the notions of normal structure and uniform normal structure play
important role in metric fixed point theory (see [13]). Various properties of Banach spaces
have been known to imply uniform normal structure: J (X) < 3/2 [8], R(X) > 0 [6], and
CNJ(X) < (3+
√
5)/4 or CNJ(1,X) < 2 [3].
In this paper, we first show that the upper bound 3/2 of J (X) above can be replaced by
(1+√5)/2. Next we introduce a new coefficient J (·,X) generalizing the James constant
or nonsquare constant. The number J (a,X) is computed for all a  0 when X is a Hilbert
space. For a general Banach space X, we show that if J (a,X) < (3 + a)/2 for some
✩ Supported by Thailand Research Fund under Grant BRG/01/2544. A. Kaewkhao and S. Tasena were also
supported by the Royal Golden Jubilee program under Grant PHD/0216/2543 and DSPT, Thailand, respectively.
* Corresponding author.
E-mail addresses: sompongd@chiangmai.ac.th (S. Dhompongsa), g4365151@cm.edu (A. Kaewkhao),
u4205055@cm.edu (S. Tasena).0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00408-6
420 S. Dhompongsa et al. / J. Math. Anal. Appl. 285 (2003) 419–435a ∈ (0,1], then X possesses uniform normal structure. In particular, when a = 1, we give a
class of spaces X having J (1,X) < 2. Following Gao and Lau [8], we extend the concept
of the stability of the fixed point property of Banach spaces (see [1,15,17,20,21]) to the
stability of uniform normal structure, and finally show, for example, that if the Banach–
Mazur distance d(X,H)< (1+√5)/(2√2) for any Hilbert space H , then X has uniform
normal structure.
Throughout the paper we let X and X∗ stand for a Banach space and its dual space,
respectively. By BX and SX we denote the closed unit ball and the unit sphere of X, respec-
tively. xn
w→ x stands for weak convergence of a sequence {xn} in X to a point x in X. For
x ∈X, let ∇x denote the set of norm 1 supporting functions at x . This is the subdifferential
of the norm of point x . It is nonempty by the Hanh–Banach theorem. We will say that a
nonempty weakly compact convex subsetC ofX has the fixed point property (fpp for short)
if every nonexpansive mapping T :C→ C (i.e., ‖T x−Ty‖ ‖x−y‖ for every x, y ∈ C)
has a fixed point, i.e., there exists x ∈ C such that T (x) = x . We will say that X has the
(weak) fixed point property (fpp) if every weakly compact convex subset of X has the fpp.
Let A be a nonempty bounded set in X. The number r(A)= inf{supy∈A ‖x − y‖: x ∈A}
is called the Chebyshev radius of A. The number diamA= supx,y∈A ‖x − y‖ is called the
diameter of A. A Banach space X has normal structure if
r(A) < diamA (1.1)
for every bounded convex closed subset A of X with diamA > 0. When (1.1) holds for
every weakly compact convex subset A of X, X is said to have weak normal structure. The
normal structure and weak normal structure coincide if X is reflexive. X is said to have
uniform normal structure if inf{diamA/r(A)} > 1, where the infimum is taken over all
bounded convex closed subsets A of X with diamA > 0. Weak normal structure, as well
as many other properties imply the fixed point property. The relevant papers are [9,11,18,
25,27].
The modulus of convexity of X (cf. [2,4,22–24]) is a function δX : [0,2] → [0,1] de-
fined by
δX()= inf
{
1−
∥∥∥∥x + y2
∥∥∥∥: x, y ∈ SX, ‖x − y‖ 
}
.
When X is nontrivial, i.e., dimX  2, we can deduce that
δX()= inf
{
1−
∥∥∥∥x + y2
∥∥∥∥: x, y ∈BX, ‖x − y‖ 
}
= inf
{
1−
∥∥∥∥x + y2
∥∥∥∥: x, y ∈ SX, ‖x − y‖ = 
}
= inf
{
1−
∥∥∥∥x + y2
∥∥∥∥ : x, y ∈ BX, ‖x − y‖ = 
}
.
If δX(1) > 0, then X has uniform normal structure (see [12]). For the rest of the paper, we
assume that all Banach spaces are nontrivial.
The modulus of smoothness of X (cf. [2,4,22,23]) is a function ρX : [0,∞)→ [0,∞)
defined by
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{‖x + τy‖+ ‖x − τy‖
2
− 1: x, y ∈ SX
}
= sup
{
τ
2
− δX∗():  ∈ [0,2]
}
.
A space X is called uniformly convex if δX() > 0 for all 0 <  < 2. It is called uni-
formly smooth if ρ0(X)= ρ′X(0)= limτ→0(ρX(τ)/τ)= 0. Examples of uniformly convex
spaces are the spaces Lp(Ω), where Ω is a measure space such that Lp(Ω) is at least
2-dimensional. We know that X is uniformly convex if and only if ε0(X) = 0, where the
characteristic of convexity ε0(X) := sup{: δX() = 0}. Also, X is uniformly convex if
and only if it is -InQ for all 0 <   2. Here X is said to be -InQ, for 0 <   2, if
ε0(X) < ε. Clearly, X is -InQ if and only if δX() > 0. Uniformly convex spaces and
uniformly smooth spaces are examples of u-spaces, where a space X is called a u-space if
for any  > 0, there exists δ > 0 such that for each x, y ∈ SX ,∥∥∥∥x + y2
∥∥∥∥> 1− δ ⇒ f (y) > 1−  for all f ∈ ∇x .
The modulus of u-convexity is defined, for 0   2, as
u() := inf
{
1−
∥∥∥∥x + y2
∥∥∥∥: x, y ∈ SX and f (x − y)  for some f ∈ ∇x
}
= inf
{
1−
∥∥∥∥x + y2
∥∥∥∥: x ∈ SX, y ∈ BX \ {0},
and f (x − y)  for some f ∈ ∇x
}
. (1.2)
To verify Eq. (1.2), we let x ∈ SX , y ∈ BX \ SX ∪ {0}, and f ∈ ∇x be such that f (x −
y)  . Thus |f (y)| = 1, i.e.,  < 2. We prove that ‖x + y‖  ‖x + z‖ for some z ∈ SX
with f (x − z) = f (x − y). Put f (x − y) = ′   and find y ′ ∈ BX \ SX , y and y ′ are
independent, and f (y ′) = f (y). Write SX ∩ {αy ′ + (1 − α)y: α ∈ R} = {z′, z′′}. So y =
λz′ + (1 − λ)z′′ for some λ ∈ (0,1). Hence ‖x + y‖  ‖x + z′‖ or ‖x + y‖  ‖x + z′′‖.
Clearly, f (z′)= f (z′′)= 1− ′ and we find z ∈ SX as desired. Clearly, X is a u-space if
and only if u() > 0 for all  > 0. The notion of u-spaces was introduced by Lau [19].
A Banach space X is called uniformly nonsquare provided that there exists δ > 0 such
that if x, y ∈ SX , then ‖x+y‖/2 1−δ or ‖x−y‖/2 1−δ. Uniformly nonsquare spaces
are superreflexive (see [14]). Every u-space is uniformly nonsquare (see [19]), hence, it is
superreflexive.
In [3], Dhompongsa et al. introduced a generalized Jordan–von Neumann constant
CNJ(a,X) for a  0 as
CNJ(a,X)= sup
{ ‖x + y‖2 + ‖x − z‖2
2‖x‖2 + ‖y‖2 + ‖z‖2 : x, y, z ∈ BX of which at least one
belongs to SX and ‖y − z‖ a‖x‖
}
.
Some of its properties are:
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(2) CNJ(a,X)= 1+ 4a/(4+ a2) whenever X is a Hilbert space.
(3) CNJ(a,X) is continuous as a function of a.
(4) If CNJ(1,X) < 2 or CNJ(X) < (3+
√
5)/4, then X has uniform normal structure. Here
CNJ(X)= CNJ(0,X) is the Jordan–von Neumann constant of X.
(5) Every u-space X has CNJ(a,X) < 2 for all 0 < a < 2.
2. James constant
Let X be a Banach space. The James constant, or the nonsquare constant is defined by
Gao and Lau [7] as
J (X)= sup{‖x + y‖ ∧ ‖x − y‖: x, y ∈ SX}
= sup{‖x + y‖ ∧ ‖x − y‖: x, y ∈BX}.
Clearly,X is uniformly nonsquare if and only if J (X) < 2. In [8], Gao and Lau proved that,
in general,
√
2 J (X) 2 and X has uniform normal structure provided that J (X) < 3/2.
We show that 3/2 can be replaced by (1+√5)/2.
Theorem 2.1. If J (X) < (1+√5)/2, then X has uniform normal structure.
Proof. Since J (X) < 2, X is uniformly nonsquare, and consequently,X is reflexive. Thus,
normal structure and weak normal structure coincide. By [8, Theorem 5.2], it suffices to
prove that X has weak normal structure.
Suppose on the contrary that X does not have weak normal structure. Thus, there exists
a weak null sequence {xn} in SX such that for C := co{xn: n 1},
lim
n→∞‖xn − x‖ = diamC = 1 for all x ∈ C (2.1)
(cf. [27]).
Let r = (√5 − 1)/2. Thus r(1 + r) = 1. Let 0 <  < 1. We choose first x0 ∈ C with
‖x0‖ > 1 − /2. We shall consider, without loss of generality, the following possibilities:
Case 1 (‖xn + x0‖ 1+ r for all large n) and Case 2 (‖xn + x0‖> 1+ r for all large n).
We subdivide Case 2 into Case 2.1 (for all large n, ‖xn+ xm− x0‖> 1+ r for all large m)
and Case 2.2 (for all large n, ‖xn + xm − x0‖ 1+ r for all large m).
The numbers m and n can be chosen properly under any one of these situations and
satisfy conditions (2.2)–(2.7) below. Since 0 belongs to the weak closed convex hull of
{xn}, which equals to the norm closed convex hull C, we can choose m by (2.1) so that∥∥∥∥xm − r1+ r x0
∥∥∥∥ 1− 2 . (2.2)
Choose n such that the following estimations are satisfied:∥∥∥∥xn − 1− r x0
∥∥∥∥ 1− , (2.3)1+ r
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(by lower semicontinuity of the space norm ‖ · ‖),∥∥xn − (xm + x0)∥∥ ‖xm + x0‖− 2 , (2.5)∥∥∥∥xn − 11+ r
(
(1− r)xm + rx0
)∥∥∥∥ 1− , (2.6)
and ∥∥(1− r)xn − ((1+ r)xm − rx0)∥∥ ∥∥(1+ r)xm − rx0∥∥− 2 . (2.7)
Our aim is to find x, y ∈ BX such that
‖x + y‖ (1+ r)(1− ) and ‖x − y‖ (1+ r)(1− ). (2.8)
Taking (2.8) for granted, we see that J (X)  (1 + r)(1 − ) for all  > 0. Therefore,
J (X) (1+√5)/2, a contradiction.
For Case 1 (‖xn+x0‖ 1+ r for all large n), we let x = xn−x0, y = r(xn+x0). Thus
x, y ∈ BX and
‖x + y‖ = ∥∥(1+ r)xn − (1− r)x0∥∥= (1+ r)
∥∥∥∥xn − 1− r1+ r x0
∥∥∥∥ (1+ r)(1− )
by (2.3).
Similarly,
‖x − y‖ = ∥∥(1− r)xn − (1+ r)x0∥∥ (1+ r)‖x0‖ − 2  (1+ r)(1− )
by (2.4). Therefore (2.8) follows.
For Case 2.1 (for all large n, ‖xn+x0‖> 1+ r , ‖xn+xm−x0‖> 1+ r for all large m),
we put x = xn − x0 and y = xm. Clearly x and y belong to BX . Moreover, we obtain
‖x + y‖ = ‖xn + xm − x0‖ (1+ r),
and by (2.5),
‖x − y‖ = ∥∥xn − (xm + x0)∥∥ ‖xm + x0‖− 2  1+ r − 2 > (1+ r)(1− ).
Thus, (2.8) is valid in Case 2.1 as well.
Finally, we let, in Case 2.2 (for all large n, ‖xn + x0‖> 1+ r , ‖xn + xm − x0‖ 1+ r
for all large m), x = xn − xm and y = r(xn + xm − x0). By (2.6) we have
‖x + y‖ = ∥∥(1+ r)xn − ((1− r)xm + rx0)∥∥
= (1+ r)
∥∥∥∥xn − 11+ r
(
(1− r)xm + rx0
)∥∥∥∥
 (1+ r)(1− ),
and by (2.7) and (2.2) we have
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= (1+ r)
∥∥∥∥xm − r1+ r x0
∥∥∥∥− 2  (1+ r)(1− ).
Now as (2.8) is established in all cases, the proof is complete. ✷
From the relation
J (X)2
2
 CNJ(X) (2.9)
(see [16]), we obtain
Corollary 2.2 [5, Theorem 4.6]. For a Banach space X, if CNJ(X) < 5/4, then X has
uniform normal structure.
We consider now the Bynum space lp,∞. Recall that lp,∞ is the space of all sequences
{xn} whose norm defined by ‖{xn}‖ = max{‖x+n ‖p,‖x−n ‖p}. It is shown in [13] that this
space fails to have uniform normal structure for p  1. Thus J (lp,∞) (1 +
√
5)/2. In-
deed, we shall show that
J (lp,∞) 21/p 
1+√5
2
for p  p0,
J (lp,∞) 1+
(
1
2
)1/p
 1+
√
5
2
for p  p0, (2.10)
where p0 satisfies the equation 21/p = 1+ (1/2)1/p. Note that 21/p0 = (1+
√
5)/2.
For p  p0, let x = (1,0,−1,0,0, . . .) and y = (0,1,0,−1,0,0, . . .). Clearly ‖x +
y‖ = ‖x−y‖ = 21/p. For p  p0, let x = (1,−1,0,0, . . .) and y = ((1/2)1/p, (1/2)1/p,0,
0, . . .). Hence ‖x + y‖ = ‖x − y‖ = 1+ (1/2)1/p. Thus (2.10) follows. Note that
CNJ(lp,∞) 22/p−1 
3+√5
4
or CNJ(lp,∞)
(1+ (1/2)1/p)2
2
 3+
√
5
4
according to p  p0 or p  p0.
Conjecture. J (lp0,∞)= (1+
√
5)/2 and CNJ(lp0,∞)= (3+
√
5)/4.
We end this section by investigating the James constant of some well-known spaces.
Define, for α > 0,
Jα(X)= sup
{‖x + y‖ ∧ α‖x − y‖: x, y ∈ SX}.
Clearly, J1(X) = J (X), Jα(X) is a nondecreasing function with respect to α, and
Jα(X) 2.
We first obtain
Proposition 2.3. Jα(X)= sup{: δ(/α) 1− /2}.
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α‖x−y‖ η, then 1−‖x+y‖/2 δ(η/α) > 1−η/2, i.e., ‖x+y‖< η. Thus, Jα(X) η,
and since η > 0 is arbitrary, Jα(X)  0. To show that Jα(X)  0, we let η > 0 and
 > 0 − η satisfying δ(/α)  1 − /2. Choose x, y ∈ SX such that α‖x − y‖   and
1−‖x + y‖/2 < δ(/α)+ η, i.e., ‖x+ y‖> 2− 2δ(/α)− 2η. Thus, Jα(X) ‖x+ y‖∧
α‖x − y‖ (2− 2δ(/α)− 2η)∧   ( − 2η)∧   0 − 3η, and hence Jα(X) 0 as
desired. ✷
Example 2.4. (1) For the lp space (2  p <∞), it is known (cf. [26]) that δlp () = 1 −
(1− (/2)p)1/p. Hence, by Proposition 2.3 we have Jα(lp)= 2(αp/(αp + 1))1/p.
(2) J (l∞− lp)= 1+ (1/2)1/p for 1 p ∞. Here l∞− lp is the 2-dimensional Day–
James space whose norm is defined by ‖(x1, x2)‖ = (|x1|p + |x2|p)1/p or max{|x1|, |x2|}
according to x1x2  0 or x1x2  0.
Proof. The case when p = ∞ is clear. Let x, y ∈ SX . If both x and y are in the first
quadrant, then we have ‖x + y‖ ∧ ‖x − y‖  1  1 + (1/2)1/p. Suppose x = (−1, a),
y = (−b,1), where 0  a  1 and 0  b  1. If a > (1/2)1/p, then ‖x − y‖ = ((1 −
b)p + (1− a)p)1/p  (1+ (1/2)p)1/p  1+ (1/2)p  1+ (1/2)1/p. If a  (1/2)1/p and
b (1/2)1/p, then ‖x + y‖ 1+ (1/2)1/p. Thus ‖x + y‖ ∧ ‖x − y‖ 1+ (1/2)1/p.
If x = (a, b) and y = (−c,1), where a, b, c are all nonnegative, then x + y = (a − c,
b + 1) and x − y = (a + c, b − 1). First let c > a. Since f (a)= a + (1− ap)1/p has the
maximum value 2(1/2)1/p on [0,1], we have
‖x + y‖ ∧ ‖x − y‖ (1+ b)∧ (1+ a) a + b+ 2
2
= 1+ a + b
2
 1+
(
1
2
)1/p
.
If c a and a  (1+ (1/2)1/p)/2, then ‖x − y‖ = a + c 1+ (1/2)1/p. If c a and
a  (1+ (1/2)1/p)/2, then putting a0 = (1+ (1/2)1/p)/2,
‖x + y‖ ‖x0 + y0‖ =
(
1+
(
1+ (1/2)1/p
2
)p)1/p
 1+
(
1
2
)1/p
,
where x0 = (a0, b0) and y0 = (0,1). Thus
‖x + y‖ ∧ ‖x − y‖ 1+
(
1
2
)1/p
for the case c a.
The other case when x and y belong to opposite quadrants are easy to handle. ✷
Example 2.4 (Continued). (3) J (lp − lq)  2(2p/q/(2p/q + 2))1/p for 1  q  p <∞
and p  2. Here we define the norm ‖(x1, x2)‖ = (|x1|p + |x2|p)1/p or (|x1|q + |x2|q)1/q
according to x1x2  0 or x1x2  0.
Proof. By the convexity of the function f (u) = up/q , we have ‖x‖p  ‖x‖ 
2(1/q−1/p)‖x‖p . Let x, y ∈ SX . If x, y are in the same quadrant, then
‖x + y‖ ∧ ‖x − y‖ J2(1/q−1/p) (lp) 2
(
2p/q
p/q
)1/p
.2 + 2
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nonnegative.
Case 1 (c a and d  b).
‖x + y‖ ∧ ‖x − y‖ = ‖x + y‖p ∧ ‖x − y‖p  J (lp) 2
(
2p/q
2p/q + 2
)1/p
.
Case 2 (c a and d  b).
‖x + y‖ ∧ ‖x − y‖ = ‖x + y‖p ∧ ‖x − y‖ ‖x + y‖p ∧ 2(1/q−1/p)‖x − y‖p
 J2(1/q−1/p) (lp)= 2
(
2p/q
2p/q + 2
)1/p
. ✷
In [16], it is shown that J (lp − lq)min{2,2(1/q−1/p)J (lp)} which is not smaller than
our bound. They are equal only when p = q  2.
3. A generalized James constant
Let us begin with a generalization of the James constant. Define, for a  0,
J (a,X)= sup{‖x + y‖ ∧ ‖x − z‖: x, y, z ∈ BX and ‖y − z‖ a‖x‖}
= sup{‖x + y‖ ∧ ‖x − z‖: x, y, z ∈ BX of which at least one belongs to SX
and ‖y − z‖ a‖x‖}.
Note that
(1) J (0,X)= J (X);
(2) J (a,X) is a nondecreasing function with respect to a;
(3) If J (a,X) < 2, for some a  0, then J (X) < 2 and consequently X is uniformly
nonsquare.
Let us consider the case when X is a Hilbert space.
Proposition 3.1. For a Hilbert space H , J (a,H)=√2+ a for all a ∈ [0,2].
Proof. Let x, y, z ∈ BH with ‖y − z‖ a‖x‖. On one hand we have
‖x + y‖2 ∧ ‖x − z‖2  ‖x + y‖
2 +‖x − z‖2
2
= 2‖x‖
2 +‖y‖2 + ‖z‖2 + 2〈x, y − z〉
2
 4+ 2‖x‖‖y − z‖  4+ 2a = 2+ a.
2 2
S. Dhompongsa et al. / J. Math. Anal. Appl. 285 (2003) 419–435 427On the other hand, let e1 and e2 be orthonormal elements of SH . Put
x = e1, y = a2 e1 +
√
1− a
2
4
e2, z= −a2 e1 +
√
1− a
2
4
e2.
Thus we have ‖y − z‖ = a‖x‖ and ‖x + y‖ ∧ ‖x − z‖ = ‖x + y‖ =√2+ a and the proof
is complete. ✷
Later we will make use of the following
Lemma 3.2. Let X be a Banach space. For 0  a < 2, if CNJ(a,X)= 2, then there exist
sequences {xn}, {yn}, {zn} in BX satisfying
(i) ‖xn‖,‖yn‖,‖zn‖→ 1;
(ii) ‖xn + yn‖,‖xn − zn‖→ 2; and
(iii) ‖yn − zn‖ a‖xn‖ for all n.
Furthermore, the sequences {xn}, {yn}, {zn} can be chosen from SX .
Proof. Suppose CNJ(a,X)= 2 for some 0 a < 2. Choose xn, yn, zn ∈BX which at least
one of them belongs to SX such that ‖yn − zn‖  a‖xn‖ for all n and g(xn, yn, zn)↗ 2,
where
g(x, y, z)= ‖x + y‖
2 + ‖x − z‖2
2‖x‖2 + ‖y‖2 + ‖z‖2 .
Hence (iii) follows. Consider
g(x, y, z)= ‖x + y‖
2 + ‖x − z‖2
2‖x‖2 + ‖y‖2 + ‖z‖2
 2‖x‖
2 + ‖y‖2 + ‖z‖2 + 2(‖x‖‖y‖+ ‖x‖‖z‖)
2‖x‖2 + ‖y‖2 + ‖z‖2
= 1+ 2(‖x‖‖y‖+ ‖x‖‖z‖)
2‖x‖2 + ‖y‖2 + ‖z‖2 .
Thus we have
2(‖xn‖‖yn‖+ ‖xn‖‖zn‖)
2‖xn‖2 + ‖yn‖2 + ‖zn‖2 → 1
which implies
(‖xn‖ − ‖yn‖)2 + (‖xn‖− ‖zn‖)2
2‖xn‖2 + ‖yn‖2 + ‖zn‖2 → 0.
Since, for each n, at least one of xn, yn, zn belongs to SX , we can find a subsequence {n′}
of {n} such that ‖xn′ ‖,‖yn′ ‖,‖zn′ ‖→ 1. It follows then that ‖xn′ + yn′‖,‖xn′ − zn′ ‖→ 2.
Thus (i) and (ii) hold. Next, put x ′ = x/‖x‖ for nonzero x . From the choice of xn, yn, and
zn we also have ‖x ′ ′ − xn′‖,‖y ′ ′ − yn′ ‖,‖z′ ′ − zn′ ‖→ 0. As 2 ‖x ′ + y ′‖ ‖x + y‖ −n n n
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n′ +y ′n′ ‖,‖x ′n′ −z′n′ ‖→ 2 as well. Finally, a‖xn′‖‖yn′ − zn′ ‖ ‖y ′n′ − z′n′ ‖ − ‖z′n′ − zn′ ‖ − ‖y ′n′ − yn′ ‖. Thus, lim supn′→∞ ‖y ′n′ − z′n′ ‖ a,
completing the proof. ✷
With the same proof, relation (2.9) continues to hold in general case.
Proposition 3.3. For a Banach space X, J (a,X)2/2 CNJ(a,X) for all a ∈ [0,∞).
Corollary 3.4. For a Banach space X, J (a,X) = 2 if and only if CNJ(a,X) = 2 for all
a ∈ [0,2].
Proof. If CNJ(a,X)= 2, then by Lemma 3.2, there exist sequences {xn}, {yn}, and {zn} in
SX satisfying ‖xn + yn‖,‖xn − zn‖→ 2 and ‖yn − zn‖ a for all n. Thus, J (a,X)= 2.
The other direction is an easy consequence of Proposition 3.3. ✷
Corollary 3.5. Let X be a Banach space. If J (1,X) < 2, then X has uniform normal
structure.
Proof. This is an immediate consequence of [3, Corollary 3.7] and Corollary 3.4. ✷
We now obtain the continuity of the function J (·,X).
Proposition 3.6. For 0 a  b, J (b,X)+ a/2 J (a,X)+ b/2. In particular, J (·,X) is
continuous on [0,∞).
Proof. Let  > 0. There exist x, y, z ∈ BX such that ‖y − z‖ = b1‖x‖ and J (b,X)−  
‖x + y‖ ∧ ‖x − z‖. b1 can be chosen so that a < b1. Otherwise, the assertion is obviously
true. We can choose z1, y1 ∈ BX such that ‖y−y1‖,‖z− z1‖ (b−a)/2 and ‖y1− z1‖
a‖x‖. (Just put y1 = αy+ (1−α)z and z1 = αz+ (1−α)y , where 1−α = (b1 − a)/2b1.)
Combining all these, we have
J (b,X)−   ‖x + y‖ ∧ ‖x − z‖

(‖x + y1‖ + ‖y − y1‖)∧ (‖x − z1‖+ ‖z− z1‖)

(‖x + y1‖ ∧ ‖x − z1‖)+ b− a2  J (a,X)+ b− a2 .
To finish the proof, we let → 0. ✷
From the continuity of J (·,X), it is easy to see that the James constant J (·,X) of the
space X is invariant when computed on any of its ultraproduct X˜: J (·,X) = J (·, X˜). As
a consequence, if J (a,X) < (3 + a)/2 for some a ∈ [0,1], then X has uniform normal
structure. It is worth noting that this upper bound does not give as strong as the result in
Theorem 2.1 for small a. It only gives new information for a in (0,1].
In [3], it is shown that all u-spaces X satisfy CNJ(1,X) < 2, equivalently J (1,X) < 2,
which in turn implies that all of these spaces have uniform normal structure, the implica-
tion that was previously known [8]. We shall give more examples of spaces satisfying
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trarily close to 2, whereas J (1,X) < 2. Let 1 < p < 2 and let X = R2 be equipped
with the norm defined by ‖x‖ = ‖(x1, x2)‖ = ‖x‖1 or ‖x‖p according to x1x2  0 or
x1x2  0. In [3], it is seen that CNJ(X) = 1 + 22/p−2, J (X)  21/p, and CNJ(1,X) < 2.
Let X2 = l2(X), the space of sequences {xk} in X with {‖xk‖} ∈ l2. We define a norm for
each x = {xk} in X2 as the l2-norm of the sequence {‖xk‖}, that is, ‖x‖ = (∑∞n=1 ‖xk‖2)1/2.
Clearly, J (X2)  21/p. To show J (1,X2) < 2 we assume on the contrary and obtain, by
Lemma 3.2, sequences {xn}, {yn}, and {zn} in SX2 with ‖xn + yn‖,‖xn − zn‖ → 2 and
‖yn − zn‖ 1 for all n. Put, by the continuity of CNJ(·,X), E = CNJ(t,X) < 2 for some
t > 1, An = {k ∈ N: ‖ynk − znk‖ > t‖xnk ‖}, and Bn = {k ∈ N: ‖ynk − znk‖  t‖xnk ‖}. Ob-
serve that, if
∑
k∈Bn ‖xnk ‖2 → 0 as n→∞, then from the estimation 1  ‖yn − zn‖2 =
(
∑
k∈An+
∑
k∈Bn)‖ynk − znk‖2  t2
∑
k∈An ‖xnk ‖2, we can deduce that 1 t2 which is im-
possible. So we assume without loss of generality that, for some 0 > 0,
∑
k∈Bn ‖xnk ‖2  0
for all n. Put an =∑k∈An(2‖xnk ‖2 +‖ynk ‖2 +‖znk‖2) and bn =∑k∈Bn(2‖xnk ‖2 +‖ynk ‖2 +
‖znk‖2). Thus, an + bn = 4 and bn  20 for each n. Consider the estimation
‖xn + yn‖2 + ‖xn − zn‖2 =
( ∑
k∈An
+
∑
k∈Bn
)(∥∥xnk + ynk ∥∥2 + ∥∥xnk − znk∥∥2)
 2
∑
k∈An
(
2
∥∥xnk ∥∥2 + ∥∥ynk ∥∥2 + ∥∥znk∥∥2)
+E
∑
k∈Bn
(
2
∥∥xnk ∥∥2 + ∥∥ynk ∥∥2 + ∥∥znk∥∥2)
 2an +Ebn = 8− (2−E)bn  8− 2(2−E)0.
Therefore,
‖xn + yn‖2 + ‖xn − zn‖2
2‖xn‖2 + ‖yn‖2 + ‖zn‖2  2−
(2−E)0
2
for all n,
a contradiction since the left-hand side of the last inequality tends to 2 as n→∞.
This example shows that the notion of the generalized James constant J (a,X) is a step
forward.
Before we turn to some new classes of spaces, we consider one more sufficient condition
for a Banach space to have uniform normal structure.
Theorem 3.7. Let X be a Banach space. Then CNJ(a,X) (1+ a)2/(1+ a2) for all a ∈
(0,1] if and only if J (1,X)= 2.
Proof. (⇒) Since CNJ(a,X) is continuous,
CNJ(1,X)= lim CNJ(a,X) lim (1+ a)
2
2 = 2.a→1 a→1 1+ a
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{zn} in SX satisfying ‖xn + yn‖,‖xn − zn‖ → 2 and ‖yn − zn‖  1 for all n. Therefore
‖ayn − azn‖ a for all n. Consider inequalities
‖xn + yn‖− ‖yn − ayn‖ ‖xn + ayn‖ 1+ a
and
‖xn − zn‖ − ‖zn − azn‖ ‖xn − azn‖ 1+ a.
Hence
lim
n→∞‖xn + ayn‖ = 1+ a, limn→∞‖xn − azn‖ = 1+ a.
Combining together we get
CNJ(a,X) lim
n→∞
‖xn + ayn‖2 + ‖xn − azn‖2
2‖xn‖2 + ‖ayn‖2 + ‖azn‖2 =
(1+ a)2
1+ a2 ,
and the proof is complete. ✷
Sometimes it is more convenient to recognize Theorem 3.7 in the following form.
Corollary 3.8. Let X be a Banach space. If CNJ(a,X) < (1 + a)2/(1 + a2) for some a ∈
(0,1], then X has uniform normal structure.
In [3] it is shown that CNJ(a,X)= 1+ 4a/(4+ a2) whenever X is a Hilbert space. We
do not know if the converse is true, however, as a consequence of Corollary 3.8, we clearly
have the following.
If, for a Banach space X, CNJ(a,X)= 1+ 4a/(4+ a2) for some a ∈ (0,1], then X has
uniform normal structure.
Note that
(1+ a)2 + (3a− 1)2
2(1+ a2) 
(1+ a)2
1+ a2 = 1+
2a
1+ a2  2 for all a ∈ [0,1].
Observe that
(1+ a)2
1+ a2 >
(1+ a)2 + (3a − 1)2
2(1+ a2) for all a ∈ (0,1).
The bigger function is strictly concave and the smaller one is strictly convex. Thus, Corol-
lary 3.8 gives a strong improvement of [3, Theorem 3.6].
We introduce now new classes of spaces.
Definition 3.9. A Banach space X is said to be ε-uniformly smooth for 0 < ε  1, if
ρ0(X) < ε. X is said to be an ε-u-space, for 0 < ε  2, if there exists a δ > 0 such that for
x, y ∈ SX ,∥∥∥∥x + y2
∥∥∥∥> 1− δ ⇒ f (y) > 1− ε for all f ∈ ∇x.
S. Dhompongsa et al. / J. Math. Anal. Appl. 285 (2003) 419–435 431Clearly, if 0 < ε1 < ε2 and X is ε1-uniformly smooth (ε1-u-space), then X is ε2-
uniformly smooth (ε2-u-space, respectively). Also, if X is ε-uniformly smooth (or an
ε-u-space) for every ε > 0, then X is uniformly smooth (or a u-space, respectively). It
is also well known and easy to see from the equation connecting the moduli of smoothness
and convexity that (i) X(X∗) is -uniformly smooth if and only if X∗ (X, respectively) is
2-InQ and (ii) X is ε-uniformly smooth for some 0 < ε < 1 if and only if J (X) < 2.
Lemma 3.10. u(·) is a continuous function on [0,2).
Proof. Suppose u(·) is not continuous at ε  0. If ε > 0, then there exist α, β , and γ such
that supb<ε u(b) = α < β < γ = infb>ε u(b). Choose γn ↑ ε and xn, yn ∈ SX , fn ∈ ∇xn
such that fn(xn − yn) = γn, and 1 − ‖(xn + yn)/2‖  β . Therefore, fn(yn) = 1 − γn ↓
1 − ε. Choose ηn ↓ 1 such that fn(yn/ηn) = (1 − γn)/ηn < 1 − ε for all n (e.g., ηn =
(1− γn−1)/(1− ) for all n > 1). This implies, by (1.2), that
1−
∥∥∥∥xn + yn/ηn2
∥∥∥∥ γ for all n.
Finally,
1− γ  lim sup
n→∞
(
1
2
)∥∥∥∥xn + ynηn
∥∥∥∥= lim infn→∞
(
1
2
)
‖xn + yn‖ 1− β,
a contradiction.
For ε = 0, choose αn ↓ 0 and take xn, yn ∈ SX and fn ∈ ∇xn such that fn(xn− yn)= αn
for all n. Since ‖xn + yn‖ fn(xn + yn)= 1+ fn(yn) for all n,
lim sup
n→∞
(
1− ‖xn + yn‖
2
)
 lim
n→∞
(
1− 1+ fn(yn)
2
)
= lim
n→∞
fn(xn − yn)
2
= 0.
This shows that limn→∞ u(αn) = 0 = u(0). Since u is monotone, the proof is com-
plete. ✷
Lemma 3.11. X is an ε-u-space if and only if for any r > 0, and any sequences {xn} and
{yn} in X such that ‖xn‖,‖yn‖,‖(xn+yn)/2‖→ r and fn ∈ SX∗ satisfying fn(xn)= ‖xn‖
for all n, imply that
lim inf
n→∞ fn(yn) > r(1− ε).
Proof. (⇒) Let X be an ε-u-space. Thus by Lemma 3.10, X is an ε′-u-space for some
ε′ < ε. Let r > 0, {xn} and {yn} be sequences in X such that ‖xn‖,‖yn‖,‖(xn+yn)/2‖→ r
and fn ∈ SX∗ satisfying fn(xn)= ‖xn‖ for all n.
Let x ′n = xn/‖xn‖, y ′n = yn/‖yn‖. We then have x ′n, y ′n ∈ SX , fn(x ′n)= 1 for all n, and‖(x ′n+y ′n)/2‖→ 1. This implies that lim infn→∞ fn(y ′n) 1−ε′. Thus lim infn→∞ fn(yn)
 r(1− ε′) > r(1− ε).
(⇐) This is trivial by letting r = 1. ✷
Combining Lemmas 3.2, 3.10, and 3.11, we can easily see that (i) all ε-u-spaces X have
J (2− 2ε,X) < 2, and (ii) [3, Corollary 3.8], all u-spaces X have J (2− δ,X) < 2 for all
δ > 0. In general, we have
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Proof. Suppose the assertion is not true for some δ > J (X), Let δ >  > J (X). By
Lemma 3.2, there exist sequences {xn}, {yn}, and {zn} in SX satisfying
‖xn + yn‖,‖xn − zn‖→ 2 and ‖yn − zn‖ 2− δ for all n. (3.1)
Since J (X)= sup{ε ∈ (0,2): δX(ε) 1− ε/2}, by Proposition 2.3, ‖xn − yn‖< ε for all
large n. It follows that for these n, ‖xn− zn‖ ‖xn− yn‖+ ‖yn− zn‖ ε+ 2− δ. Hence
δ  ε, a contradiction. ✷
Proposition 3.13. For a Banach space X, J (2− δ,X) < 2 for all δ > ε0(X). In particular,
all ε-InQ spaces X have J (2− ε,X) < 2.
Proof. Suppose the conclusion is not true. By Lemma 3.2, there exist sequences {xn}, {yn},
and {zn} in SX satisfying (3.1) for some δ > ε0(X). Thus, lim supn→∞ ‖xn − yn‖< δ and
since ‖xn − zn‖  ‖xn − yn‖ + ‖yn − zn‖, letting n→∞, we have 2 < δ + (2 − δ), a
contradiction. ✷
For ε-uniformly smooth spaces, we have
Proposition 3.14. All ε-uniformly smooth spaces X have J (2− 2ε,X) < 2.
Proof. Suppose that J (2 − 2ε,X) = 2. By Lemma 3.2, there exist sequences {xn}, {yn},
and {zn} in SX such that ‖xn+ yn‖,‖xn − zn‖→ 2, and lim supn→∞ ‖yn− zn‖ = 2− δ 
2− 2ε for some δ  2. Let 0 < t < 1, we have ‖xn + tyn‖→ 1+ t , ‖xn − tzn‖→ 1+ t ,
and lim infn→∞ ‖xn − tyn‖ 1+ t − t (2− δ). Thus,
lim inf
n→∞
1
2
(‖xn + tyn‖ + ‖xn − tyn‖ − 2
t
)
 1
2
(
(1+ t)+ (1+ t)− t (2− δ)− 2
t
)
= δ
2
 .
Hence ρ0(X) , a contradiction. ✷
We close the paper by considering the stability of uniform normal structure of Banach
spaces. This concept follows from the concept of the stability of the fixed point property
of Banach spaces. In 1980, Bynum [1], showed that if for any p > 1 the Banach–Mazur
distance d(X, lp) < 21/p or = 21/p, then X has normal structure, or X has the fpp, respec-
tively. Using a result of Lin [20] it is known that X has the fpp if d(X, lp) < (
√
33− 3)/2.
Khamsi [17] improved this number to cp satisfying
cp  c2 =
√
3+√5
2
>
√
33− 3
2
.
Finally, Lin [21] showed in 1999 that if
d(X,H) <
√
5+√132
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proof of Jiménez-Melado and Llorens-Fuster’s result in [15], the paper that came out later.
Then used it to prove the above result. We imitate this concept and work on uniform nor-
mal structure property. For more on this topic, we refer to [10, Chapter 7] and references
therein.
Theorem 3.15. Let X,Y be isomorphic spaces and d(X,Y ) their Banach–Mazur distance.
If, for some a ∈ [0,1],
d(X,Y ) <
3+ a
2J (ad(X,Y ),Y )
or
1+√5
2J (Y )
,
then J (a,X) < (3 + a)/2 or J (X) < (1 + √5)/2, respectively. In particular, if Y is a
Hilbert space and
d(X,Y ) <
1+√5
2
√
2
,
then X has uniform normal structure.
Proof. Let a ∈ [0,1] satisfy the given condition in the theorem. For each  > 0, there exists
an isomorphism φ : (X,‖ · ‖)→ (Y,‖ · ‖) such that M := ‖φ‖‖φ−1‖  (1 + )d(X,Y ).
We define a norm on Y by |y| = ‖φ‖‖φ−1(y)‖. Thus, ‖y‖  |y| M‖y‖ for all y ∈ Y
and J (a,Y|·|)= J (a,X). Let x , y , and z be elements in B(Y,|·|) with |y − z| a|x|. Hence
x, y, z ∈ B(Y,‖·‖) and ‖y−z‖ aM‖x‖. Since |x+y|∧ |x−z|M(‖x+y‖∧‖x−z‖)
MJ(aM,Y‖·‖), J (a,X)= J (a,Y|·|)MJ(aM,Y‖·‖). Consequently, by the definition of
the Banach–Mazur distance, we have J (a,X) d(X,Y )J (ad(X,Y ),Y ). The rest of the
proof is clear. ✷
Corollary 3.16. If, for some a ∈ [0,1],
d(X,Y ) <
a − 2J (a,Y )+√(2J (a,Y )− a)2 + 4a(3+ a)
2a
,
then J (a,X) < (3+ a)/2.
Proof. From the proof of Theorem 3.15 we have J (a,X) d(X,Y )J (ad(X,Y ),Y ). Us-
ing Proposition 3.6 and the fact that
d(X,Y )
(
J (a,X)+ a(d(X,Y )− 1)
2
)
<
3+ a
2
if and only if
d(X,Y ) <
a − 2J (a,Y )+√(2J (a,Y )− a)2 + 4a(3+ a)
2a
,
we then have
d(X,Y ) <
3+ a
2J (ad(X,Y ),Y )
and Theorem 3.15 can then be applied. ✷
434 S. Dhompongsa et al. / J. Math. Anal. Appl. 285 (2003) 419–435Remark. (1) In [8], it is proved that if J (Y ) < 3/2, and if
d(X,Y ) <
7
2(J (Y )+ 2) ,
then X has uniform normal structure. This result is contained in Theorem 3.15, since it is
seen that, when a = 0,
7
2(J (Y )+ 2) <
3
2J (Y )
if and only if J (Y ) < 3/2.
(2) Since
1 <
a − 2J (a,Y )+
√
(2J (a,Y )− a)2 + 4a(3+ a)
2a
if and only if J (a,Y ) < (3+ a)/2, we note that, when X = Y , J (a,X) < (3+ a)/2.
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