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ABSTRACT 
The main area of the thesis is to study the collapsibility of 2 X 2 X K contin-
gency table. When a large contingency table is studied, it is often tempting to 
reduce the dimensions of the table by collapsing over the other variables. With 
this motivation, this thesis addresses the problem of testing for the collapsibility 
of multidimensional contingency table by focusing on the important case of 2 X 
2 X K table. 
In this thesis, the condition of collapsibility a 2 X 2 X K contingency table 
would be reviewed. The Wald test statistics have been suggested by employing the 
asymptotic properties of maximum likelihood estimator. However these statistics 
are only applicable when all entries in the 2 X 2 X K table are non-zero. This 
condition usually does not hold when the sample size is small and even moderate. 
The use of these statistics may yield incorrect decisions. Therefore, when the 
sample size is small, the bootstrap method is proposed to obtain the distributions 
of the test statistics and the new test statistics are derived. Last but not least, 
some behaviors of these test statistics will be observed when factors like sample 
size, number of tables (K) and log odd ratio is changing. Finally, the proposed 
test statistics will be demonstrated under Simpson's paradox data. 
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本論文主要探討 2 X 2 X K列聯表的重合。當一個對 
數線性模型考慮一個大型的列聯表時，我們嘗試以重合某 
些變量方法來減少表的維數。就此，本文將就檢定多維量 
列聯表的重合作一個探討，並以 2 X 2 X K 列聯表作重點 
的討論。 
此外，本文也就 2 X 2 X K 列聯表重合的情況作一 
個回顧。同時，我們利用極大槪似估計量的漸近特性來建 





以某幾個因素如 l o g odd r a t i o、表的數目（K )及樣本大小 
的改變來觀察此統計數的特性。最後我們會把所建議的統 
計數應用在S i m p s o n ' s P a r a d o x數據上。 
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Chapter 1 
Introduction 
1.1 Collapsibility of the multidimensional table 
Multidimensional contingency table can be constructed when the number of 
objects is classified in accordance with several factors. The number of factors 
represents the number of dimensions. In general, models are more complex for multi-
way tables than for two-way tables because of the large variety of potential partial 
association. By the way, there are some complicating factors for high dimensional 
tables. First, there is a tremendous increase in the number of possible interaction 
patterns. Second, there is a difficulty caused by the dramatic increase in number of 
cells. Unless the sample size is large, there may be many zero cell counts. The idea 
of dimensional reduction is proposed by summing the frequencies over all levels of 
some of the factors. The process of this dimensional reduction is called collapsibility. 
Whittemore (1978), depicts tables as strictly collapsible for which certain 
interactions remain unchanged when the contingency table is collapsed. Aickin (1983) 
characterizes tables called pseudo collapsible if variance of log odd ratios of 
individual table is small and the average of log odd ratio of individual table equal to 
1 
log odd ratio of collapsed table. For such tables, the benefits can be reaped without 
any loss of infonnation. 
But it is very dangerous that infonnation revealing the relationships among 
the unsummed factors may be lost during collapsibility. Therefore it is essential to 
know whether the given table is collapsible. In other words, it is important to know 
whether the given table can be summed over factors without affecting certain factors 
depicting the interactions among the remaining factors. This question had been raised 
by number of investigators including Simpsons (1951), Darroch (1962), Lindley and 
Novick (1981) and Samuels (1993). The most common phenomenon related to the 
infonnation loss concerning interactions of interests and distortion of these 
interactions during collapsibility is called Simpson's paradox. 
Simpson's paradox is a phenomenon that there is a reversal · in association 
when collapsing the remaining variables. For example, a three-dimensional tables 
with X, Y and Z as the variables. Association reversal means that the association 
direction between two variables X and Y is varied by collapsing over the third 
variable Z. This example illustrates Simpson's paradox for contingency tables. 
In the past few decades, several tests of strict collapsibility had been proposed. 
· W~ittemore (1978) studied the likelihood ratio test for strict collapsibility. 
Specifically, Cohen, Gatsonis and Marden (1983b) constructed a test of collapsibility 
for a 2 x 2 x 2 table using the asymptotic nonnal distribution of the maximum 
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likelihood estimators of two-factor and three-factor interactions. Ducharme and 
Lepage (1986) also proposed a test for a 2 x 2 x K table using the asymptotic normal 
distribution of the maximum likelihood estimator for the log odd ratios and the result 
can be extended to I x J x K tables. Davis (1989) suggested the intersection union 
tests for strict collapsibility in three-dimensional contingency table. 
In statistical procedure, the sample size can strongly affect the results. In 
general, most of the tests for collapsibility require large sample size as the test 
statistics is derived under the asymptotic properties of the normal distribution. 
However, in practice, the sample size is usually very small when conducting a survey 
or collection of data. The reason is simply due to the cost constraint of the survey and 
low response rate of the interviewees. A typical example can be found in the opinion 
survey for the web site in the internet. The sample size is at most 200. 
In this thesis, the problem of testing for the collapsibility of a multi-
dimensional contingency table is addressed. A 2 x 2 x K table will be particularly 
focussed. As mentioned before, the traditional tests for collapsibility hold only 
asymptotically. In other words, the idea of collapsibility cannot be applied to the 
multidimensional table when the sample size is small. In fact, if the test statistics do 
not require any asymptotic properties to hold, we can use them\ as the test statistics 
for collapsibility in small sample. 
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With this motivation, some modifications have been made to the test statistics 
for collapsibility proposed by Ducharme and Lepage (1986). In this thesis, the new 
test statistics for small size will be explored by reconstructing the asymptotic 
variance component of the original test statistics using the bootstrap method. 
1.2 Bootstrap Method 
The bootstrap (Efron 1979) is a simple and straightforward method for 
calculating standard deviations, confidence intervals and so forth, in almost any non-
parametric estimation problem. It may also be used to construct the estimate of the 
critical values of test statistics. Basically, the bootstrap method is a resampling 
method which aims at finding the distribution of statistics by repeatedly drawing a 
sample, making use of original sample. 
In fact, the bootstrap is attractive, because: 
1. It may consistently estimate the distribution under weaker conditions than the 
traditionally asymptotic approach (derivation of the asymptotic distribution 
followed by the estimation of its parameters) does. 
2. It makes derivation of the asymptotic distribution superfluous. 
3. It is applicable in cases where the asymptotic distribution is untractable. 
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The goal of this thesis is to reconstruct the new statistics by reconstructing 
the asymptotic variance component using bootstrap. The power of the bootstrap 
method is apparent. Unlike the classical statistics such as Pearson's (1900) statistics 
and likelihood ratio test statistics (Neyman and Pearson 1928) having chi-squared 
limiting distribution, the test statistics derived from the bootstrap method do not 
process a tractable asymptotic distribution from which the critical values could be 
approximated. 
In late 20''' century, the bootstrap method had been widely used in testing 
hypothesis and test statistics in the context of categorical data. Simonoff (1986) used 
this non parametric techniques to estimate the variances of the statistics that is valid 
under the composite hypothesis in the sparse situation. Romano (1988) investigated 
the bootstrap method to obtain the critical values under minimal assumptions. 
Saueramm (1989) investigated the consistency properties of the bootstrap in 
categorical data. Romano (1989) studied the asymptotic behavior of bootstrap 
method. Langeheine and Pannekoek (1996) suggested the bootstrapping goodness of 
fit measures in categorical data analysis. The non-naive bootstrapping method was 
also proposed to estimate the distribution of a fit measure. Chan, Yung, Bender and 
Tang (1998) proposed to use the bootstrap-based test for testing of independence 
hypothesis between two ordinal variables for small sample size and it is found that 
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the control of type I error rate by the bootstrap-based test is more accurate than 
traditional asymptotic test. Also the bootstrap-based test is more powerful than 
traditional asymptotic test because they are more likely than traditional asymptotic 
test to reject the false null hypothesis. Applying the bootstrap method to original data, 
we can reconstruct the asymptotic variance component of the original test statistics 
even the sample size is not large enough. 
1.3 Scope of the thesis 
In this thesis, the idea of collapsibility will be first introduced in chapter 2. 
Also the conditions for strong, strict and pseudo collapsibility and testing procedure 
for the classical test statistics for collapsibility will be included in this chapter. In 
chapter 3, some basic background materials of the bootstrap are contained and the 
bootstrap method will be adopted to reconstruct the asymptotic variance component 
to derive a new test statistics for strict and pseudo collapsibility under small sample 
size. The result of the type I error rate and power of these new test will be discussed 
in Chapter 4. Finally, the traditional and proposed test statistics will be applied to the 
Simpson's paradox data to justify the proposed statistics can give a correct decision 
of rejecting the null hypothesis of collapsibility under small sample while the 
traditional test cannot. 
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Chapter 2 
Testing Collapsibility using 
traditional asymptotic testing 
procedure 
2.1 Dimensional reduction in R x C x K contingency table 
Suppose that the subjects in a given population can be classified with respect 
to m factors and m-dimensional contingency table arises. The high dimensional table 
will lead to the large number of cells so it is difficult to detect relationship among 
factors. In order to reduce the dimensions of the table，the idea of collapsibility is 
suggested. In fact, there are many advantages of collapsing a high-dimensional 
contingency table including decreasing number of parameters, increasing cell counts, 
easing data interpretation and simplifying graphical and tabular data presentation. 
But, some information may be lost when summing the frequencies over all levels of 
some of the factors. 
Assume we have a three-dimensional frequency table say R x C x K table and 
we are interested in the interactions between variables R and C. We can describe the 
relationship between R and C by K different levels. However it might not be useful 
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since there are K different relationships. Another alternative is simply describing the 
relationship between R and C ignoring K, that is collapsing the R x C x K table to a 
R X C table by summing the cell frequencies over the variable K. However there 
may be extraneous association between the remaining variables or the original 
association can vanish after collapsing the tables. This is known as the Simpson's 
paradox (Simpson, 1951). 
Some of tables can still be safely collapsed without resulting in Simpson's 
paradox. In this situation, we can refer the marginal probabilities to perform some 
analysis. In general, this is done under asymptotic situation. There are three 
conditions for collapsibility including strong, strict and pseudo collapsibility. 
Before introducing three conditions for collapsibility, some notations are 
defined first. Assume that the subjects in a given population can be classified in 
accordance with three factors or three response variables, say X, Y and Z. Factor X 
has I levels for 1, 2, ... I, factor Y has J levels f o r j = 1,2, ... J and factor Z has K 
levels for k = 1，2，... K. That means there are UK possible combinations of 
classification. The response (X, Y, Z) of a subject randomly chosen from some 
population having a probability distribution. We display this distribution in a three-
dimensional rectangular table having I rows for the categories of X and J columns for 
the categories for Y and K tables for the categories for Z. The cells of the table 
represent the UK possible outcomes. Let p.j,^  be the probability that (X，Y, Z) falls in 
the ( z, j, k )-th cell where ^ 几乂々= 1 . When the cells contain frequency counts of 
ij.k 
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outcomes, the table is called a contingency table. A contingency table having 1 rows, 
J columns and K tables is referred as an I by J by K (or I x J x K) table. 
The set {p..,.} is the joint distribution of X, Y and Z while the marginal 
distributions are the row，column totals and sub-totals obtained by summing the joint 
probabilities. These are denoted by {p.^,.} for the row variable, {p^.^} for the 
column variable and {p..^} for the table variable where the subscript “ + ” denotes 
the sum over the index it replaces; that is, 
Pi.k =Y.PiJk , P^jk and p.^ 
i ‘ j 
2.2 Odd ratio 
Sometimes, we are interested in whether there is association between two 
categorical variables. Odd ratio measures the degree of association for two 
categorical variables. The odd ratio of a 2 x 2 table is defined as 6 
P)J Pii 
where p.. is the probability that subject falls in the (/，/)-th cell and 工p" =1 for i = 
'•J 
1，2 and j = 1, 2.Q, is the odds of level 2 to 1 for V, given level 1 of V, in a 2 x 2 
table while Q, is the odds of level 2 to 1 for V, given level 2 of V, in a 2 x 2 table. 
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1 2 
1 Pu Pn 
2 P22 
There are some important properties of odds ratio for a 2 x 2 table: 
a) If V, and Vj are independent then 0 = 1. 
b) The value of Q reflects the direction and the degree of association. 
i) If 0 < <1，individuals in row 2 are less likely to fall in column 2 than are 
individuals in row 1. 
ii) li\<6 <00，individuals in row 2 are more likely to fall in column 2 than are 
individuals in row 1. 
For a 2 X 2 X K table, we have K odd ratios and 2 x 2 tables. /?,).� is the 
probability that subject falls in the {i J , k )-th cell where ^ = 1. is the odd 
i’j .k 
ratio of kth 2 x 2 table which is defined as follow: 
Q —Puk 丨 Pnk 
k Pi\k 丨 Piik 
An alternative name for is the cross-product ratio, since it equals the ratio 
PwkPiik and PixkPxik of probabilities from diagonally opposite cells. 
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Sometimes it is more convenient to use log( ), the natural logarithm of the 
odd ratio of k"' table. Let log(p,jO be the log odds ratio (LOR) measuring 
the conditional association in the 她 2 x 2 table and the log odds ratio of marginal 
probabilities v|/+=Z(-l)'i log(p丨广).Sometimes we are interested in whether there are 
relations between s and Simpson's paradox occurs when all y,. ‘s are positive 
and is non-positive or vice-versa. 
Extension to the case of R x C x K table, the structure of the association in a 
R X C table is measured by the set of {R-\){C-\) log odd ratios. That is 
= log(p,j)+log(p,,.)-log(p,J-log(p^,) 
2.3 Three types of collapsibility 
There arc three different types of collapsibility discussed by Asmussen and 
F-dwards (1983). 
J.J. I Strict colhipsihility 
The most common romi of collapsibility is the sincily cnllupsihiliiv which is 
proposed by \\"hiucniorc( 197S). It occurs w hen 
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二 Vk (介=1，…K) (2.1) 
When condition (2.1) is satisfied，this implies there is an identical relationship 
for K 2 X 2 tables and we can study the relationship between the first two variables 
ignoring the third variable. In other words, the three dimensional tables can be 
collapsed into a two dimensional table. It is important to point out the fact that strict 
collapsibility is defined with respect to K categories of the third variable. 
2.3.2 Strong collapsibility 
When one wants to partially collapse the original table, there is a loss of 
information about the total structure of association between two variables when table 
is collapsed even the marginal of a strict collapsible table contain all the information 
about the individual associations of original categories. This motivates the definition 
of strong collapsibility: No matter how the third variable is partially collapsed or 
how to merge its categories together, the table will still be strictly collapsible, it is 
called strong collapsible. 
The important implication from strong collapsibility is the association of the 
first two variables is totally independent of the levels of third variable. 
It is vital that the strict collapsibility does not imply the strong collapsibility. 
To verify this, let's consider the following 2 x 2 x 3 table as an example: 
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K i 2 3 + 
^ ^ ^ r 1 2 i 2 1 2 i 2 
1 6 72 U 72 6 Wl Y6 126 
2 18 ~l4 Ts ~6 6 Ts Tl ^ 
^ log(3/2) log(3/2) log(3/2) log(3/2) 
The \|/k of the above 2 x 2 x 3 table is identical for all k. That means it fulfills 
the condition (2.1) and this table is strictly collapsible. When the above table is 
partially collapsed into a 2 x 2 x 2 table, the 2 x 2 x 2 table will no longer be strictly 
collapsible as the corresponding log odd ratio are not equal for all k. The definition 
of strong collapsible table is a table which remains collapsible no matter how it is 
partially collapsed. Now, the strict collapsible 2 x 2 x 3 table does not remain strict 
collapsible after it is collapsed which implies that the strict collapsibility does not 
imply the strict collapsibility. 
However, when K = 2, that is a 2 x 2 x 2 contingency table, strict and strong 
collapsibility are identical properties. 
Ducharme and Lepage (1986) suggested that a 2 x 2 x K contingency table is 
strongly collapsible over K if and only if one of the following criteria is satisfied for 
all i,j,k : 
i ) Vijk = 
ii) P/A- = (P^ /t)(P/，A.)/(P/++) 
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iii) Pijk = (P,y+)(P++A) (2.2) 
2 2 K 2 K 
where p.^, 二 [ p.j, , = ^ P m， Pih = Z P 丨ik， A.++ Puk , 
7=1 (=1 k=\ J=\ k=] 
2 K 2 2 
P+./+ ，p七七k ^Y^YjPijk 
/二 1 /=1 k=\ 
2.3.3 Pseudo-collapsibility 
Sometimes the log odd ratios for the contingency tables are not exactly 
identical. However, the variability between them may be relatively small or the 
degree of association for each two dimensional table are quite similar. In this 
situation, some authors (see Aickin, 1983) may still want to reap benefits of the 
dimensional reduction. They suggested to collapse the table provided that the loss of 
information is negligible if the variance of 灼，s is relative small. Thus if condition 
(2.1) does not hold and instead 
(2-3) 
is satisfied, the pseudo collapsibility is proposed 
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2.4 Setup of the testing procedure of collapsibility 
Suppose there is a multinomial sample of size n over the 4K cells of a 2 x 2 x 
K contingency table and the cell counts {77..^ .} i，j=l,2k=l,2, ..., K are observed 
Let p = (p,,„ Pp丨 p . p ” K y and , be the sample 
n n n 
proportions. It is well known that by Central Limit Theorem, 
(p-p)-N{0, diag{p}-pp' ) (2.4) 
provided t h a t “ � > 0 and n is large enough so p..,. > 0 
Now let 1/二、•丨,…，y/ic, (化， V > + ) a n d l o g ( ) 
{k 二 1, ..., K,+) be the sample log odd ratio of k"' table. Using delta's theorem 
(Bishop, Fienberg and Holland (1975)) again, we have 
的〜N(0, V) (2.5) 
� 0 ; v+ — 
where V = 0 v^ . ： v+ 
_v+ v+ : V+ _ 
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n = Z l / ( P , y . ) , (k=\,…,K) 
and = � / ( p " + ) 
The above results can lead to the following test statistics of collapsibility. But 
the most important key is that the above theorem holds under the sample size is large 
as the Central limit theorem holds when sample size is large. 
2.5 Asymptotic Testing procedure of strict collapsibility 
In this section a test statistic is derived to test whether a 2 x 2 x K is strictly 
collapsible over K as follows. 
Suppose M denote the contrast matrix [I, -e], where I is the K x K identity 
matrix and e is the K-dimensional vectors of ones that is 
1 0 0 ••• - 1 
0 1 0 … - 1 
M = : . 
_ 0 … 0 1 — 1 
{Mij/_My/):=> N (0 , Z ) (2.6) 
16 
where S = diag{v}-v+ee' ,v'=(v" ..... v^ .) and 
l Z l / ( A / + ) ’ •广 (2.7) 
' • ’ . / iJ 
Moore (1977) suggested the Wald statistics as follows, 
S = (2.8) 
where S— is a generalized inverse of Z and d = rankfL) 
e {dlag{\)} e - v + 
which is consistent estimator of E" 
Using (2.8a) and under 
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z l (2.8b) 
• 八 7 
The hypothesis of strict collapsibility will be rejected if S > Za,K , the upper a 
percentage point of Xk . 
As observed in the above, the above Wald statistics holds when n is large 
enough. 
2.6 Asymptotic testing procedure of pseudo collapsibility 
As for the procedure in testing the pseudo collapsibility, we define as f the 
(K+1) vector (K]，…，K.�， -1 ) . So 
V ^ r w ) = > N{0,a'{p)) (2.9) 
^ 1 人 
where cr-(p) = ^ ^ ( v ^ — . v+ and v人-can be estimated by estimators stated 
at (2.7) .Therefore if o\p) >0，the Wald Statistic 
灰==�IV2 � ( 2 . 1 0 a ) 
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under the condition in (2.3) and variance of 竹,s is relative small. 
K ^ _ 
o~(p) = ^―——^―^ is consistent estimator of o~ (p) • Hence, 
k=\ K" 
f 、 7 
K I -
w = (2.10b) 
k=\ 
under pseudo-collapsibility 
The hypothesis of pseudo collapsibility will be rejected if W> the upper 
a percentage point of X\ • 
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Chapter 3 
Testing Collapsibility using 
bootstrapping method 
3.1 Motivation of using bootstrap method 
The distribution of the two test statistics given in (2.8b) and (2.10b) rely on 
large sample properties of the maximum likelihood estimators. However, the sample 
is usually in moderate size and sometimes even small in practical situation. Therefore, 
the use of these statistics may yield incorrect decisions. With this motivation, the 
bootstrap method is proposed to obtain the distributions of the test statistics when the 
sample size is not large. 
3.2 Bootstrapping method 
Efron (1979) introduced the bootstrap method for statistical inference. The 
bootstrap is a computer-based method for assigning measures of accuracy to 
statistical estimates. It is extremely simple in the context of estimation, at least in 
principle. The following example illustrates how bootstrap works on finding the 
standard errors of the odd ratio of an observed 2 x 2 table. 
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Suppose a 2 X 2 table is observed as follows. 
“ j Y!^ _ 
The odd ratio of this table is 6 =————and if the sample size n 二工 n.. is 
large, it is well known that 
A � 1 1 1 1 var( logG )=——+ ——+ ——+ —— 
^U 2^1 "22 
A A 
and var( 0 ) can be obtained by delta method. However, what is the standard error of 
A • 
0 if the sample size is small? Bootstrap method is an ideal procedure to answer this 
question. Redefine the sample as follows: 
Suppose we have n balls which n^ ^ of them labelled A, n”— of them labelled 
B. of them labelled C and of them labelled D. Then we draw a sample of size 
n from these n balls with replacement and count the number of balls with different 
labels. The resulting sample is one of the bootstrap sample. Let n�)_ \ n,^  \ n,. *) 
be the observed counts of this trial and the bootstrapped odd ratio is simply 
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* * 
Q 1^1 万22 
"12�21* 
If the process is repeated B times, B 6 * 's would be obtained. The 
A A 
bootstrapped sample and 9 are also obtained. Moreover, the standard error of 0 can 
be accessed. 
It should be mentioned that the bootstrap sample is simply a realization of a 
multinomial sample with n, p,, = — , Pp = — , p,, = — and Therefore, 
n n n — n 
a bootstrap sample can be obtained by generating a multinomial sample with given 
configuration. 
In the context of hypothesis testing, attentions should be paid to ensure the 
bootstrap distribution obeys the null hypothesis (Fisher & Hall, 1990 and Efron and 
Tibshirani, 1993). For instance, if we want to test, for a 2 x 2 table, the null 
hypothesis 
Ho : 0 = 0Q , 0Q specified 
then the population odd ratio of the bootstrap distribution of should be (9�. However, 
it is difficult to obtain the distribution analytically. It is easy to fix the marginal total 
first and observe how the table changes. Once the marginal trial is fixed, the only 
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random variable is ； ( o r other counts of other cells). It is well known that the 
conditional distribution of n” given the fixed marginal total and 9 = is non 
central hypergeometric distributed (Agresti, 1990, p67) with probability mass 
function 
/ \ / \ V - n,^  \ „ 
1+ ++ 1+ Q "ll 
f(ni 丨;ni+’ ，e)= h / 如 广 � (3.1) 
for m< u < m+ where m = max (0, n,^ + — J and m—= min ( n … ) 
The bootstrap procedure can sample n^* from (3.1) and calculate the odd 
ratio as 
("1+ - 丨 丨 * ) 
repeatedly. Then the bootstrap distribution of 0 is simply the empirical distribution 
of 6*. This is the key idea how to construct the bootstrap distributions in the next 
section. 
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3.3 Bootstrapping test procedure 
Suppose a 2 X 2 X K table is obtained and the marginal totals can be 
calculated as 
l^+k — � k + 1^2k 
二 ,…k + ^ 21k 




The observed odd ratios are 
么二 丨 〜 丨 … 丨 丨 々 ) … ， K . 
("丨+々 -“丨u)Ku 
Q 二 入�1+(" + + + —乂+ + — n + 
+ (…++ — 
and the corresponding log odd ratios are 
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and 么=logi9+ 
To test the hypothesis, 
Ho: = /:= 1, 2, ... , K. 
The bootstrap procedure is as follows. 
(1) For each k, k= \ ,2 , ... K, n^^^* is generated from the distribution, 
H\+k �+++ - ^l+A-台"I、. 
f(nnk; iVk, n 十 i k ， ( V ——、n.2) 
八" + l � J 
for nikS u < m人,T where m,. = max {0, n丨,n—ik — 人-)and min ("/一人.’ n^,,.) 
(2) the other cell frequencies can be computed as 
* * 
1^2k = "1+k — "Ilk 
* * 
二 — "ilk 
"22k* = «…- " 1 十� � + l k + "Ilk* 
Hence the odd ratio is simply 
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"丨2�"2丨A 
and the log odd ratio is = log O,.. 
(3) Sum up the cell frequencies over k 
K K K K 
k=\ 人-=1 人-=l /t=l 
and hence the log odd ratio is 
t * “ 
, . . y； = log ^ ^ 
We have obtained a bootstrap replicate of y and denote it by 
w 
y/�丨 > =\ 
Repeat the process B times and a boostrap sample is obtained 
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For the hypothesis of pseudo collapsibility 
1 K 
Ho： = —Z^A' 
k k=\ 
The bootstrap procedure is similar to the case of strict collapsibility except the 
conditional distribution of n^ ^^  in (3.2) is replaced by 
/ \ / \ 
"丨Y�++ - � k V 
fY S�— v^l lA- J\^ + ]k — y , � ， 、 
“ n ^ i k . t ) 产 — y ^ x ^ 
f |X + 々 )卜“.-"! +々 )歹 
" ， 丄 “ 人 丨 ) 
〜 「！厂 1 
where 0= exp — ^ log 
3.4. Test Statistics 
3.4.1 Test Statistics for Strict Collapsibility 
After we obtained the B bootstrap samples, we can calculate the log odd 
A 
ratios for each bootstrap sample, viz, = ( — i , ， . . . . ， 人 = 1, ... , B. Then we 
can calculate the variance-covariance matrix of if/' to replace Z and is denoted as C. 
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B _ 
v a r ( ^ ) - - y } .jf l { B - \ ) 
7=1 
_ B 
where 仏 , = ^ 一 / B a n d j =1, 2, B , i 二1, 2，，...，K. 
M 
B _ 
c o v { y / . = X ( … - ) ( — ' / -y^u)丨义B 一 1) 
i=\ 
where / =1,2.. ..K 
Using (2.8b) and C to replace Z , we can obtain the modified Wald stalrslics 
as follows, 
公丨-⑴二 (…),「'(—,-〜 
w here I//, is the marginal LOR of each bootstrap samples . 
A 
For the original sample and each bootstrap sample, we have total B .V . \Vc 
can compare the 95 percentile of the ordered which arc calculated 
A 
based on bootstrap sample with S which is calculatcd by original sample. If 
2S 
A A 
S mod (original s a m p l e ) � 9 5 percentile of S 】加(1 of bootstrap sample , the null 
hypothesis of strict collapsibility is rejected. 
3.4.2 Test Statistics for Pseudo Collapsibility 
Once we have B bootstrap samples, we can calculate B sets of 





Y S � 






〜 B Y j h 
where = [ — i ^ j ) ' B 
7 = 1 人 
Using (2.10a) and expression of L, we have the modified W test statistics for testing 
pseudo-collapsibility as follows. 
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‘K Y 
余 ⑴ 二 L_ 
mod - K’-L 
With the original sample and each bootstrap sample, we have total (B+1) 
�mod. We can compare the 95 percentile of the ordered W^^ ^ �mod which are 
/N 
calculated based on bootstrap sample with which is calculated by original 
A /N 
sample. If 炉niod (original s ample )�95 percentile of /^ mod of the bootstrap sample , 




4.1 Type I error rate of two tests 
In statistical hypothesis testing, it is important to study the type I error rate of 
the test as well as its power. Type I error is defined as rejecting the null hypothesis 
given the null hypothesis is true. Therefore, some simulation studies with different 
sample sizes are studied in this aspect for two proposed tests and the results are also 
compared with the test proposed by Ducharme and Lepage (1986) whose ^est 
statistics for collapsibility hold asymptotically. 
4.1.1 Type I error rate of two tests for Strict Collapsibility 
The null hypothesis and alternative hypothesis of testing for strictly 
collapsibility is as follow: 
Ho： = V ^： = … = V 人 = '广 
H, ： ( / / ) are not equal for some i. (4.1) 
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Before we perform bootstrap method, the original data are transformed to 
satisfy the null hypothesis in (4.1). The procedure is shown below: 
1. Suppose we are considering the condition (i) in (2.2), that is: 
Pijk = (p 一 (p+/�y(p+/+) 
2. For an observed 2 x 2 x K table of size n, calculate the marginal probabilities 
K 2 2 K 
二Pijk , V.jk二S Piik and P.；. 二 P i j k 
k=\ /=1 /=] k=\ 
3. Define a bootstrap re-sampling space under the condition (i) in (2.2) 
Pijk 二 (/V)(P”.A-)/ (P十、 
That means cell probability 众 are replaced in the observed table by the above 
expression. With such a transformation, the observed table will have cell 
probabilities satisfying the null hypothesis of strict collapsibility in (4.1). 
In section 3.3 and section 3.4.1, we set the number of bootstrap samples B as 
/V 
1000. As mentioned before, we observe how many times that�nod (original sample) 
> 95 percentile of ordered (bootstrap samples) out of 1000 trials. On the other 
/s 
hand, for each trial the test statistic S stated in (2.8b) is also computed to compare 
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with the upper 5-percentage point of . Similarly, we also count how many times 
out of 1000 rejecting the null hypothesis. If the rejection rate of the corresponding 
test is about 5% that is 50 times that reject the null hypothesis out of 1000, this test is 
quite suitable as our test for this sample size. 
The following table shows the type I error rate of the proposed test and test of 
Ducharme and Lepage (1986) for strict collapsibility under different sample size (n), 
number of tables (K) and values of log odd ratio (y/.^, i = 1,2, ... , K , +). 
Table 1: Comparison of type I error rate between proposed test (A) and test proposed by 
Gilles R. Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
=0, a=0.05) 
“ n 150 m " " " 二丄 3 0 0 — 1 400 
K A B " “ A 1 A" I B A B ~ ~ 
" “ 6 0 . 0 ^ 0.02 “ 0.026 ~Q.019 0023 0.011 "~a028 
— 8 0.03~ 0.007 - 0.034 0.041 “ 0.039 ~Q.Q35 0.035 — 
—10 0.02^" 0 “ 0.081 —0.006 0.052— 0.014 “ 0.044 0.026 
12 0.056 0 0.037 0 0.033 0.012 0.02 0.016 
From table 1, the log odd ratio y/； is set 0. The sample size ranges from 150 
to 400 and K is set 6, 8, 10 and 12. It is observed that when K increases with fixed 
sample size, the type I error rate of our proposed test tends to 0.05 while type I error 
rate of test(B) tends to zero. That means our proposed test performs better when K 
becomes larger. 
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Moreover, when sample size is small (n = 150)，our proposed test (A) 
performs better than asymptotic test (B) because type I error rate of our proposed test 
is more closer to a value 0.05 while type I error rate of (B) is far away from 0.05. 
On the other hand，when K is small (K = 6, 8) and sample size is large (n = 300, 
400)，the test (B) has empirical rates closer to 0.05 than test (A) . 
From the above results, it is therefore concluded that when the null 
hypothesis of strict collapsibility is true, our proposed test has empirical type I error 
rates closer to the nominal levels 0.05. Such superiority is more prominent especially 
when sample size is small. The following tables are constructed under different log 
odd ratio y/. (-0.7, -1.96, 1.96) and the same conclusion is also made. 
Table 2: Comparison of type I error rate between proposed test {K) and test proposed by 
Gilles R. Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
= -0.7, a=0.05) 
一 n I 150 20  30  40  
一 K A I B . A I B A I B _ A I B 
6 Q.Q26~ 0.011 “ 0.027 1.017 0.017— 0.025 0.022 
— 8 0.039— 0.004 一 0.03 0.031 “ 0.024 1.033 0.028 
—10 Q.04y 0 “ 0.33 1.009 0.32— 0.06 0.27 
— 1 2 0.06 0 0.064 0 0.034 0.QQ8 0.03 0.021 
Table 3: Comparison of type I error rate between proposed test (A) and test proposed by 
Gilles R. Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
0 , = -1.96, a=0.05) 
一 I 150 200 300 400 
K A I B " A I B A I B A B 
6 0 . 0 5 ~ 0.01 0.047 ~~0^23 0.03 “ 0.037 0.039 0.055 
— 8 0.047~ 0 “ 0.051 0.01 O.Q47~~ 0.023 0.029 0.035 
10 0.0^  0 “ 0.8 1.002 0.45— 0.18 0.5 
- 1 2 0.058 0 0.036 0.002 0.066 0.011 0.045 0.028 
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Table 4: Comparison of type I error rate between proposed test (A) and test proposed by 
Gilles R. Ducharme and Yves Lepage (1986) (B) for strict collapsibility (y/. = 1.96, a二0.05) 
— n I 150 2Q0 300 4Q0 
— K A I B A I B ~ A I B 一 A | B 
— 6 0.075 0.017 “ 0.033 0.017 0.044 “ 0.034 1.029 0.039一 
8 0.082 0.002 - 0.072 O.OI~ 0.048 “ 0.031 "~0.Q39 0.046一 
— 1 0 0.084— 0 — 0.088 0.005 0.047 0.014 —0.05 0.026— 
一 12 0.088 0 0.091 0.004 0.068 0.005 0.046 0.017 
4.1.2 Type I error for two tests for Pseudo Collapsibility 
The null of hypothesis and alternative hypothesis of testing for pseudo 
collapsibility is as follow: 
Ho: Wx h =… 
1 K 
where (//+ = — 工 仏 and var(y+) is assumed to be small. 
K k=\ 
H,: are not equal for some i. (4.2) 
In section 3.3 and 3.4.2, again we set the number of bootstrap samples B as 
1000. As mentioned before, we observe how many times that l^ mod (original sample) 
A 
> 95 percentile of ordered PF^xki (bootstrap samples) out of 1000 trials. On the other 
hand, for each trial the test statistic W stated in (2.10b) is also computed to compare 
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with the upper 5-percentage point of . Similarly, we also count how many times 
out of 1000 rejecting the null hypothesis. If the rejection rate of the corresponding 
test is about 5% that is 50 times that reject the null hypothesis out of 1000, this test is 
quite suitable as our test for this sample size. The following table shows the type I 
error rate of the proposed test and test of Ducharme and Lepage (1986) for pseudo 
collapsibility under different sample size (n), number of tables (K) and variability of 
log odd ratio ( ^ . , i = 1,2,…，K, +). 
Table 5: Comparison of type I error rate between proposed test(C) and test proposed by 
Gilles R. Ducharme and Yves Lepage (1986) (D) for pseudo collapsibility 
( v a r ( � = 0 , a=0.05) 
— I 150 200 300 I— 400 
K C I D C I D C I D C D — 
— 6 0.038 0 —0.03 0 . 0 ^ 0.036 “ 0.003 — 0.033 0.002~ 
— 8 0.031 0.001 一 0.027 ― ― " 0 0 . 0 3 2 —0.005 0.047 0.005 — 
一 10 0.05 厂 0 0.042 0 0.037 0.003 1.042 “ 0.003 — 
12 0.027 0 0.047 一 0.Q04 0.04 0.001 0.042 〇.0〇3 
From table 5, for fixed K and we observe that for different sample size ranged 
from 150 to 400, the type I error rate of test(C) will be closer to 0.05 than of type I 
error rate (D). In particular, when the sample size is small say n = 150 or n = 200, the 
type I error rate of test(C) will be closer to 0.05 while type I error rate of test(D) is 
about 0. These results show that our proposed test performs even better when sample 
size is small. 
36 
On the other hand, for fixed sample size, when K increases, type I error rate 
of test(C) is much closer to 0.05 than type I error rate of test(D). This reveals that the 
proposed test (C) performs better when K is large. 
The following tables are constructed under var( y/.) = 0.09 which is known as 
a relative small variance and the results also reveal that our proposed test perform 
better than classical asymptotic test especially when sample size is small or K is 
large. Also it is found that our proposed test performs better in small sample size 
case than asymptotic test for different values of K. 
Table 6: Comparison of type I error rate between proposed test (C) and test proposed by 
Gilles R. Ducharme and Yves Lepage (1986) (D) for pseudo collapsibility 
(var(^.) = 0.09, a=0.05) 
n I 150 200 300 400 
— K C I D C I D ~ ~ C I D — C I D 
6 ~aQ43 0 ~ 0.035 1.004 0.034— 0.002 “ 0.057 “ 0.Q68~ 
8 0.032~~ 0 0.033 0.001 0.042 Q.0Q6 ~0.045 0.009 ~ 
10 0 .06^ 0 0.041 0 0.038 “ 0.006 0.032 0.008 ~ 
一 12 0.051 0 0.041 0.001 0.043 0.004 0.036 0.007 “ 
4.2 Power of the two tests 
In addition to studying the type I error rate, the power，defined as the 
probability of rejecting H � g i v e n H, is true. As a matter of fact, it would be 
meaningless to compare two tests only on their type I error rate without paying 
attention to their powers. This is because a test can be constructed with a precise type 
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I error rate by sacrificing its power. Therefore, the power of two tests will be studied 
in this section. 
In the last section (4.1), we have concluded that the probability of type I error 
rate of our proposed test is about 0.05 and it performs wells especially when the 
sample size is small and K is large. It is known fact that the power of tests depends 
on sample size and effect size. The power will increase when sample size and effect 
size increase. Moreover, the power will increase as the true state (e.g., the value of a 
parameter) departs further away from the one specified under the null hypothesis. 
Therefore, the power of the proposed test and test proposed by Ducharme and 
Lepage (1986) will be studied under different sample sizes or values of K and effect 
size in this section. The way to find the power of test is outlined in 4.2.1 and 4.2.2. 
4.2.1 Power of two tests for Strict Collapsibility 
From the hypothesis stated in (4.1), we can make some modification to the 
hypothesis. 
Ho: v^ i =仏= … = y / K = <=> var(i//,) = 0 
H,: are not equal for some i. var(y,) 二 c � 0 (4.3) 
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To find the power of two tests for strict collapsibility, we need to define those 
Pijk satisfying condition i) in (2.2), that is, = (P(/+)(P+yO/(P+/+). After defining p..^ ， 
we can find the value of i 二 1, 2, ..., K, +. Consequently,var(^.) = c can be 
obtained. Based on 节丨休,we can follow the procedures stated from section 3.3 to 
3.4.1 and see how many times that S^^ .d (original sample) > 95 percentile of ordered 
瓦x)d (bootstrap samples) out of 1000 trials. On the other hand, for each trial the test 
A 
statistic S stated in (2.8b) is also computed to compare with the upper 5-percentage 
point of Xk^ • Similarly, we also count how many times rejecting the null 
hypothesis out of 1000 trails. This rejection rate represents the power of the test. The 
larger the value of the power, the more powerful of the test in deciding whether the 
null hypothesis of strict collapsibility is rejected. To study effect on the power of two 
tests, the value of c will be gradually increased by small amount. In general, when c 
increases, H, is far away from the null hypothesis H。，the power will also increase. 
The following table shows the power of the proposed test and test of Gilles R. 
Ducharme and Yves Lepage (1986) for strict collapsibility respectively under 
different sample size (n), number of tables (K) and var( y/.) or value of c (variability 
of log odd ratio for different individual tables and collapsed table). 
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Table 7: Comparison of power between proposed test (A) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
( K = 12, a二0.05) 
~ n 150 200 300 400 — 
var(^.) A | B A | B A l B — A j B 
— 0 0.056 0 0.037 ~ ~ 0 0.033 “ 0.012 0.02 0.016— 
0.338456 0.145— 0 “ 0.193 "~0015 0.196 0.128 0.27 0.27 ~ 
T026197 0.175— 0 0.516 0.13 0.597 “ 0.368 0.663 0.632一 
~ 1.2 0.3 0.02 0.54 0.16 0.692 0.531 0.735 0.649— 
Table 8: Comparison of power between proposed test (A) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
(K= 10, a=0.05) 
n I 150 20〇 300 400 
v a r (仏）一 A I B A B A B A B 
0 0.023 0 0.081 0.052 一 0.014 0.044 “ 0.026— 
"a242521 0.218 0.014 “ 0.31 0.095 0.421 “ 0.37 0.512 0.545 • 
"Q.56915 0.434 0.057 “ 0.588 1.209 — 0.66�0.557 0.743 
0.8 0.61 0.08 0.628 0.28 0.718 0.638 0.816 . 
Table 9: Comparison of power between proposed test (A) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
(K = 8, a=0.05) 
n 150 200 300 400 
var(i//.) A I B A | B A B A B 
— 0 Q . Q ^ 0.007 - 0.034 —0.02 0.041 0.039 0.035 "~a035 
- 0 . 5 Q.2r r~ 0.077 - 0.233 —0.166 0.311 0.345 0.294 "~a531 
1.151337 0.367 0.111 “ 0.449 1 . 2 7 8 0.659 0.633 0.724 ~T839 
"10314491 0.509 0.162 0.576 0.405 0.73 0.717 0.852 0.885 
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Table 10: Comparison of power between proposed test (A) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (B) for strict collapsibility 
(K = 6, a=0.05) 
~ n I 150 200 300 400 
varO,) A B A | B A | B A | B 
一 0 0.024— 0.02 0.026 0.019— 0.017 ~ 0.023 O.OlT~ 0.028 
— 1 0.31 厂 0.213 0.393 0.395 0.526 “ 0.648 1.368 0.857— 
"Z785919 0.502 0.341 —0.613 0.58 0.786 — 0.834 0.99^" 1 
"46191061 0.53 0.473 0.648 0.657 0.795 0.836 0.998 1 
Referring to the table from (7) to (10), for different values of var( y/.), when 
the sample size is small (n = 150), it is observed that the power of test (C) is larger 
than test (D). In particular, the power of the latter test records 0 in table 7 when n is 
150 whereas the power of our proposed test is about 0.1 to 0.3. 
On the contrary, for different values of var( y/.), when sample size is large (n 
=400), the power of the latter asymptotic test (D) performs better than our proposed 
test (C). The evidence can be found from table (7) to (10). In conclusion, the power 
of our proposed test performs better in small sample size case than asymptotic test 
for different values of K and different values of var( y/.). 
4.2.2 Power of two tests for Pseudo Collapsibility 
From the hypothesis stated in (4.2)，we can make some modification to the 
hypothesis. 
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Ho ： =仏二 …二 〜二 var(^.) = 0 
1 K 
where y/^ = 一^^^ and var (y/^) is assumed to be small. 
K k=\ 
H,: xj/.: s are not equal for some i. <=> var(^.) = c > 0 (4.3) 
To find the power of two tests for pseudo collapsibility, we need to define 
those p-j,^  satisfying any condition in (2.2).The condition (i) is used in our study. 
After defining p^^, we can find the value of i =7 ’ 2 , ... ’ K , 
+ .Consequently , var(^.) = c can be obtained. Based on 万々.々，we can follow the 
A 
procedures stated from section 3.3 and 3.4.2 and see how many times that 炉 
A 
(original sample) > 95 percentile of ordered (bootstrap samples) out of 1000 
/V 
trials. On the other hand, for each trial the test statistic W stated in (2.10b) is also 
computed to compare with the upper 5-percentage point of X\ • Similarly, we also 
count how many times rejecting the null hypothesis out of 1000 trails. This rejection 
rate represents the power of the test. The larger the value of the power, the more 
powerful of the test in deciding whether the null hypothesis of pseudo collapsibility 
is rejected. To study effect on the power of two tests, the value of c will be gradually 
increased by small amount. In general，when c increases, H! is far away from the null 
hypothesis H。，the power will also increase. 
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The following table shows the power of the proposed test and test of 
Ducharme and Lepage (1986) for pseudo collapsibility under different sample size 
(n), number of tables (K) and va r (^ . ) or value of c (variability of log odd ratio for 
different individual table and collapsed table). 
Table 11:Comparison of power between proposed test(C) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (D) for pseudo collapsibility 
(K= 12, a=0.05) 
n I 150 200 3Q0 4Q0 
var(v/,) C I D 一 C I D C I D C | D 
— 0 0.027— 0 0.047 0.04 “ 0.001 0.042 0.003— 
—0.5 0.087 0 “ 0.078 0.00^" 0.045 0.005 —0.04 0.027— 
TQ99421 0.207 0 “ 0.276 0.01 0.197 “ 0.018 0.115 0.04 — 
~500412| 0.261 0.03 0.262 0.143 0.252 0.183 0.294 0.252一 
Table 12:Comparison of power between proposed test (C) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (D) for pseudo collapsibility 
(K= 10, a=0.05) 
n 150 200 300 T " 400 • 
var(^.) C | D C | D C | D C | D 
0 0.051 Q 0.041 0 ~ 0.037 0.003 1.042 0.003— 
0.5 0 . 2 ^ 0.022 0.241 —0.012 0.234 0.046 0.193 " ~ a i l 6 
1.097612 0.507 0.027 0.788 ~ O A W ~ 0.987 “ 0.857 1.995 0.995— 
一 1.5 0.738 0.35 0.868 0.431 1 0.952 | 1 | 1 
Table 13: Comparison of power between proposed test (C) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (D) for pseudo collapsibility 
(K = 8, a=0.05) 
一 // I 150 200 300 400 
var((//,) C I D C | D C | D C | D 
— 0 0.031 0.001 “ 0.033 0.001 〇.04 厂 0.006 0.047 "~aOQ5 
一 0.5 0.187" 0.008 “ 0.292 0.036 0.263 “ 0.04 1 . 6 9 8 0.387— 
1.098956 0.323 0.021 “ 0.581 0.045 0.582 “ 0.154 0.816 0.817— 
“1.5001 0.43 0.023 0.67 0.179 0.676 0.185 0.985 0.915 
43 
Table 14:Comparison of power between proposed test (C) and test proposed by Gilles R. 
Ducharme and Yves Lepage (1986) (D) for pseudo collapsibility 
(K = 6, a=0.05) 
一 " I 150 200 300 40〇 
Var � C D C I D " C I D C D 
— 0 0.03^" 0 _ 0.03 Q.OQ^ 0.036 — 0.003 0.033 0.002— 
—0.5 0.058— 0.006 0.061 0.00厂 0.11 0.067 0.127 
1.098798 0.105— 0.018 0.088 0.04厂 0.175 0.194 Q.364~ 0.401 
— 1 . 5 0.169 0.032 0.178 0.072 0.209 0.222 0.393 0.395— 
Referring to the table from (11) to (14)，the sample size ranged from 150 to 
400. It is observed that the power of our proposed test is larger than that of 
Ducharme and Lepage (1986) when sample size is small for different values of 
var( y/.). In particular, the power of the latter test is about 0 in the above tables 
whereas the power of our proposed test is about 0.02 to 0.3. Thus we can conclude 
that our proposed test is more powerful than latter asymptotic test when the sample 
size is relatively small. It can also justify that the asymptotic test is not suitable to be 
applied when the sample size is small. On the contrary, for different values of 
var(^.) , when sample size is large say n = 400, the power of the latter asymptotic 
test performs better than our proposed test. Also it is found that the power of our 
proposed test performs better in small sample size case than asymptotic test for 
different values of K. 
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4.3 Application to the Simpson's Paradox data 
As mentioned before, the situation of Simpson's Paradox occurs when all the 
y/. ,s are positive and ^^ < 0 or vice versa. If we handle the Simpson's Paradox data, 
it is not recommended to collapse the table. Therefore we apply the Simpson's 
Paradox data to our proposed test and asymptotic test proposed by Ducharme and 
Lepage (1986) for strict collapsibility and pseudo collapsibility to see which test can 
give a correct decision under a small sample. 
4.3.1 Comparison of two tests for Strict Collapsibility on Simpson's 
Paradox data 
The following table shows a 2 x 2 x 6 contingency table which exhibits the 
Simpson's paradox where ，s are negative and > 0 . The sample size is 69. 
k n"!^ n�_k ^hik ^22k Wk 
~ 1 1 一 3 3 — 5 -0.5877y 
— 2 4 一 3 3 — 1 -0.8109T" 
3 r — 2 3 5 —-0.18232 
— 4 4 一 3 3 1 -Q.SIOQT 
— 5 1 — 2 3 5 — -0.18232 
6 6 一 3 3 — 1 -0.4Q54"7" 
+ I 17 I 16 I 18 I 18 0.0606^ 
Now, two tests for strict collapsibility are compared to see which test can 
correctly reject the null hypothesis of stict collapsibility. The following shows the 
result of two tests: 
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Table 15-.Comparison of proposed test (A) and test proposed by Gilles R. Ducharme and 
Yves Lepage (1986) (B) for strict collapsibility on Simpson's Paradox data 
(a=0.05) 
Test Test statistic Critical value 
A 一 39.01335 34.98329 
B 3.759277 12.5616 
The result reveals that the classical asymptotic test statistic is smaller than the 
critical value (12.5616) so the null hypothesis of strict collapsibility is not rejected. 
That means the asymptotic test suggests to collapse the three dimensional 
contingency table into two-dimensional table. On the contrary, our proposed test 
rejects the null hypothesis of strict collapsibility as the test statistic is greater than 95 
percentile of the bootstrap distribution (34.98329). In conclusion, our proposed test 
can correctly make a decision on Simpson's Paradox data while classical asymptotic 
test does not under a small sample. 
4.3.2 Comparison of two tests for Pseudo Collapsibility on Simpson's 
Paradox data 
Using the same data, two tests for pseudo collapsibility are compared again to 
see which test can correctly reject the null hypothesis of pseudo collapsibility. The 
following shows the result of two tests: 
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Table 16:Comparison of proposed test (C) and test proposed by Gilles R. Ducharme and 
Yves Lepage (1986) (D) for pseudo collapsibility on Simpson's Paradox data 
(a=0.05) 
Test Test statistic Critical value 
C 38.44849 32.09192 
D 3.45845~~ 3.8415 
The result shows that the classical asymptotic test statistic is smaller than the 
critical value (3.8415) so the null hypothesis of pseudo collapsibility is not rejected. 
That means the asymptotic test suggests to collapse the three dimensional 
contingency table into two-dimensional table. On the contrary, our proposed test 
rejects the null hypothesis of pseudo collapsibility as the test statistic is greater than 
95 percentile of the bootstrap distribution (32.09192). In conclusion, our proposed 
test can correctly make a decision on Simpson's Paradox data while classical 
asymptotic test does not under a small sample. 
4.4 Conclusion 
From the above studies, it is shown that our proposed tests for strict and 
pseudo collapsibility perform better in small sample or large K whereas the classical 
asymptotic tests performs well in large sample. Hence, it is concluded that our 
proposed tests can be attractive alternatives for testing strict and pseudo collapsibility 
of multi-dimensional tables when sample size is small. The only additional cost of 
using them is the extra computing time for establishing the bootstrap samples. In 
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general, in marketing survey or e-marketing survey, the sample size is usually small. 
Our proposed tests can really help to perform collapsibility of multi-dimensional 
table. As for the census, the government can collect the data easier than marketing 
firm and the sample size may be relatively large. The asymptotic tests can help to 
collapse the tables in that kind of survey. 
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