Contr\^ole des bras articul\'es et transformations de Moebius (Control

























Pour un m-uple a = (a1, . . . , am) de nombres re´els positifs, le bras
articule´ de type a dans Rd est l’application fa : (Sd−1)m → Rd de´finie
par fa(z1, . . . , zm) =
∑m
j=1 ajzj . On se propose d’attaquer le proble`me
inverse via les releve´s horizontaux pour la distribution ∆a orthogonale
aux fibres de fa. On montre que les composantes connexes par courbes
horizontales sont les orbites d’une action sur (Sd−1)m d’un produit de
groupes de transformations de Mo¨bius. On de´termine e´galement, dans
plusieurs cas, les orbites d’holonomie de la distribution ∆a.
1 Introduction
Soit f : M → N une application diffe´rentiable (C∞) entre deux varie´te´s
M et N . Le proble`me inverse pour f consiste a` trouver un proce´de´ pour
relever dans M les courbes lisses par morceau dans N . Plus pre´cise´ment,
e´tant donne´ une courbe lisse par morceau c(t) ∈ N et un point q0 ∈
f−1(c(0)), on aimerait disposer canoniquement d’une courbe lisse par morceau
c˜(t) ∈M telle que c˜(0) = q0 et f(c˜(t)) = c(t).
Si M est une varie´te´ riemannienne et f est une submersion propre, on
peut alors proce´der comme Ehresmann [Eh, § 1]. On conside`re une distri-
bution ∆f , c’est-a`-dire un champ de sous-espace vectoriels ∆fq ⊂ TqM pour
tout q ∈M , en de´finissant ∆fq comme le comple´ment orthogonal a` kerTqf ,
ou` Tqf : TqM → Tf(q)N est l’application tangente a` f en q. Une courbe lisse
par morceau b(t) ∈ M dont le vecteur vitesse b˙ satisfait a` b˙(t) ∈ ∆f
b(t)
est
appele´e une ∆f -courbe, ou courbe horizontale. Le proble`me inverse pour f
est alors re´solu de la manie`re suivante : une courbe c(t) ∈ N de´finie sur un
intervalle au voisinage de 0 admet un unique rele`vement horizontal c˜(t) ∈M
partant d’un point c˜(0) ∈ f−1(c(0)). En effet, la de´monstration est la meˆme
1
que pour un fibre´ diffe´rentiable muni d’une connexion (voir [DNF, lemme 2
p. 212]). Rappelons que c’est le principe de la preuve du the´ore`me d’Ehres-
mann qui dit qu’une submersion propre est un fibre´ diffe´rentiable [Eh, § 1].
Pour une application diffe´rentiable f : M → N quelconque, avec M
riemannienne, on peut tout de meˆme conside´rer la distribution ∆f o ∆fq
est le complment orthogonal kerTqf . L’unicite´ du rele`vement horizontal
d’une courbe c(t) ∈ N est alors pre´serve´e puisque Tqf envoie ∆fq iso-
morphiquement sur l’image de Tqf . Son existence est garantie en tout cas
si c(t) reste dans les valeurs re´gulie`res de f , au dessus desquelles f est
une submersion. Cette solution horizontale du proble`me inverse est celle
qui minimise en chaque instant le couˆt infinite´simal : c˜(t) est horizontal
si et seulement si ˙˜c(t) est le vecteur au dessus de c˙(t) de norme mini-
male. Observons que ∆f est une distribution de dimension non-constante :
dim∆fq = rang (Tqf). Par exemple, si N = R
p avec la me´trique standard
et que l’on e´crit f(q) := (x1(q), . . . , xp(q)), alors ∆
f est la distribution en-
gendre´e par les champs de gradients {gradxi}i=1,...,p. Plus ge´ne´ralement,
pour f :M → N , la distribution ∆f est engendre´e par les champs de gradi-
ent des fonctions φ◦f pour toutes les fonctions φ : N → R.
Comme distribution sur une varie´te´ riemannienne, ∆f de´finit surM une
ge´ome´trie sous-riemannienne ([Be],[Mo]) ou ge´ome´trie de Carnot-Carathe´odory
[Gr]. En tant que distribution engendre´e par des champs de vecteurs, ∆f
de´finit e´galement surM un proble`me de the´orie du controˆle [Ju]. Ces the´ories
s’accordent sur l’utilite´ du the´ore`me de Sussmann [Su, Th. 4.1] qui de´crit,
pour une distribution surM , les composantes connexes par ∆-courbes comme
les feuilles d’une distribution inte´grable associe´e a` ∆. Il s’agit encore d’un
feuilletage dont les feuilles ne sont pas toutes de meˆme dimension, l’exemple
standard e´tant donne´ par les orbites d’une action diffe´rentiable d’un groupe
de Lie sur M . Dans le cas qui nous occupe d’une distribution ∆f , obtenir
une parame´trisation de ces feuilles peut eˆtre un pas pre´liminaire important
pour la re´solution du proble`me inverse car il re´duit le nombre de variables
dans les e´quations diffe´rentielles.
Le but de cet article est d’e´tudier les questions ci-dessus dans le cas ou`
M = (Sd−1)m est le produit de m sphe`res standard Sd−1 de rayon 1 (muni
de la me´trique produit) et f : (Sd−1)m → Rd est un bras articule´. Si a :=
(a1, . . . , am) ∈ Rm≥0, Le bras articule´ (de type a) dans Rd est l’application
fa : (Sd−1)m → Rd de´finie par





Les points de (Sd−1)m seront appele´s des configurations. On peut s’imaginer
un bras de robot dans Rd, partant de l’origine, forme´ de m segments de
longueurs a1, . . . , am et dont l’extre´mite´ est f
a(z). Notons que certaines


















fa(z1, z2, z3, z4)
Dans le cas d’un bras articule´, le proble`me inverse prend la signification
qu’il a habituellement en robotique : trouver, a` partir d’une configuration
initiale c˜(0) du bras, un mouvement c˜(t) des diffe´rents segments faisant que
fa(c˜(t)) = c(t).
Le lecteur trouvera une e´tude des bras articule´s dans [Ha], par exemple la
caracte´risation des points critiques de fa qui sont les configurations aligne´es
zi = ±zj ∀ i, j (voir aussi la remarque 7.3 plus loin), ainsi qu’une premie`re
classification des pre´images Mb := (f
a)−1({b}) pour une valeur re´gulie`re
b ∈ Rd. Les espaces Mb sont relie´s aux espaces de polygones. Par exemple, si
d = 2 et b 6= 0, l’espace Mb s’identifie a` l’espace des configurations planaires
d’un (m+1)-gone de longueurs (a1, . . . , am, |b|) modulo les isome´tries directes
de R2. La classification de ces espaces a re´cemment e´te´ pousse´e jusqu’a`
m ≤ 8 dans [HR] (l’espace Mb correspond a` Nm+12 (a1, . . . , am, |b|) pour les
notations de [HR]). En ge´ne´ral, si b 6= 0, le groupe SO(d− 1) (stabilisateur
de b pour l’action de SO(d) sur Rd) agit surMb avec quotient home´omorphe
a` Nm+1d (a1, . . . , am, |b|).
Pour le bras articule´ fa, notons ∆a := ∆f
a
la distribution de´termine´e sur
(Sd−1)m par fa. Comme indique´ ci-dessus, le premier travail sera d’e´tudier
les composantes connexes par ∆a-courbe. Notre the´ore`me principal ci-dessous
les identifie avec les orbites d’une action sur (Sd−1)m par un groupe de Lie,
action que nous allons de´crire maintenant.
Soit ♯(a) le nombre de valeurs non-nulles de la suite ai : ♯(a) := ♯{ai | i =
1 . . . ,m, ai 6= 0}. Par exemple, ♯(3, 3, 0, 1) = 2. De´signons par Mo¨bd−1 le
groupe des transformations conformes de Sd−1 (groupe des transformations
de Mo¨bius, engendre´ par les compositions d’un nombre pair d’inversions,
dans Rd ∪ {∞}, par rapport a` des sphe`res perpendiculaires a` Sd−1). Soient
b1, . . . , b♯(a) les valeurs de la suite ai. Pour j ∈ {1, . . . , ♯(a)}, soit Mo¨b(j)d−1 une
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copie du groupe Mo¨bd−1, que l’on conside`re comme agissant sur (Sd−1)m de




R · zi si ai = bj
zi sinon.
Si j 6= j′, les actions de Mo¨b(j)d−1 et de Mo¨b(j
′)
d−1 commuttent et de´finissent




de a. Notre the´ore`me principal est :
The´ore`me principal Deux points z et z′ de (Sd−1)m sont relie´s par une
∆a-courbe si et seulement si ils sont dans la meˆme orbite pour l’action de
G(a, d).
Le the´ore`me principal sugge`re que l’on peut trouver les rele`vements hor-
izontaux par des e´quations diffe´rentielles dans le groupe G(a, d). Ceci sera
l’objet d’un travail ulte´rieur.
La preuve du the´ore`me principal occupe les paragraphes 2 a` 4. Elle
utilise le the´ore`me de Sussmann cite´ auparavant ainsi que le the´ore`me de
Chow ([Gr, § 0.4], [Be, th. 2.4 et § 2.5], [Mo, Ch. 2]). Dans le paragraphe
5, on tire quelques conse´quences du the´ore`me principal, par exemple, le
fait que les invariants classiques des transformations de Mo¨bius, comme le
birapport de 4 points, produisent des quantite´s qui sont conserve´es le long
des ∆a-courbes.
Les paragraphes 6 et 7 sont consacre´s a` l’e´tude des groupes d’holonomie
de ∆a. Si U est un ouvert du plan forme´ de valeurs re´gulie`res du bras
fa : (Sd−1)m → Rd et si b ∈ U , le groupe d’holonomie Hb(U) est forme´
des diffe´omorphismes de Mb := f
−1(b) obtenus par transport horizontal
au dessus courbes dans U lisses par morceau qui sont des lacets en b. On
montre que pour un bras ge´ne´rique (♯(a) = m), le groupe Hb(U) agit tran-
sitivement sur chaque composante connexe de Mb. Ceci contraste avec le
cas a = (1, . . . , 1) ou` l’on montre que, pour les bras planaires, les orbites
de l’action du groupe d’holonomie sont les lignes de gradient d’une certaine
fonction de Morse ρb : Mb → S1 dont on de´termine les points critiques et
leur indice.
Cette recherche a be´ne´ficie´ du soutien du Fonds National Suisse de la
Recherche Scientifique. L’auteur tient a` remercier P. de la Harpe et D.
Thurston pour d’utiles conversations.
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2 Bras articule´s planaires
Ce paragraphe pre´sente quelques outils pour la de´monstration du the´ore`me
principal dans le cas d = 2 (bras planaires). On retrouvera essentiellement
les meˆmes e´nonce´s pour les bras dans Rd (§ 3), dont les de´monstrations utilis-
eront le cas d = 2 traˆıte´ ici. De plus, le cas d = 2 a l’avantage d’utiliser des
techniques plus e´le´mentaires et des calculs explicites.
Soit a := (a1, . . . , am) ∈ Rm≥0. Le bras articule´ planaire fa peut s’ex-
primer comme l’application fa : Tm → C du tore plat Tm = (S1)m a`
valeurs complexes :




En parame´trant le cercle S1 par q 7→ eiq (q ∈ R), et en identifiant C avec
R
2, on regardera aussi fa comme l’application de Rm → R2 donne´e, pour




ai cos qi ,
m∑
i=1
ai sin qi) = (X
a(q), Y a(q)). (1)
Par abus de langage, les points de Rm seront aussi appele´s des configurations.
La distribution ∆a := ∆f
a
est donc engendre´e par les champs gradXa et
gradY a. On la regarde, soit comme une distribution sur Tm, soit comme
une distribution pe´riodique sur Rm.
Rappelons que le groupe SU(1, 1) est forme´ des (2 × 2)-matrices com-
plexes M de de´terminant 1 telles que M
T
JM = J ou` J = ( 10
0
−1 ). Ce sont





avec ‖a‖2−‖b‖2 = 1. Le groupe
SU(1, 1) est le sous-groupe de SL(2,C) dont l’action sur C par transforma-
tions homographiques pre´serve l’orientation et le cercle unite´ ; il s’identifie
donc a` Mo¨b1. Son alge`bre de Lie su(1, 1) est forme´e des matrices M telles





avec u ∈ R. Enfin, rap-
pelons que les alge`bres de Lie sl(2,R) et su(1, 1) sont isomorphes, en fait
conjugue´es dans GL(2,C) :






De´signons par Vec (M) l’alge`bre de Lie des champs de vecteurs sur une
varie´te´ diffe´rentiable M . Soit La la sous-alge`bre de Lie de Vec (Tm) (ou de
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Vec (Rm)) engendre´e par les champs gradXa et gradY a, ou` Xa et Y a sont
de´finis dans l’e´quation (1).
Soit αa : su(1, 1)
♯(a) → Vec Tm l’action infinite´simale associe´e a` l’action
de G(a, 2) = SU(1, 1)♯(a) sur Tm de´finie dans l’introduction. Rappelons que
αa est un anti-homomorphisme d’alge`bres de Lie.
Proposition 2.1 L’anti-homomorphisme αa : su(1, 1)
♯(a) → Vec (S1)m est
injectif et son image est La.
Le reste de ce paragraphe est consacre´ a` la preuve de la proposition 2.1.
Nous avons tout d’abord besoin d’un certain mate´riel pre´liminaire. Prenons



















 =: U , [U,C] = −S , [S,U ] = −C. (3)































En faisant agir ces sous-groupes a` un parame`tre sur S1 par transformations
homographiques, on obtient les flots Γ1t ,Γ
i
t : S
1 → S1 (t ∈ R) de´finis par
Γ1t (z) :=
cosh(t/2) z + sinh(t/2)




cosh(t/2) z + i sinh(t/2)
−i sinh(t/2) z + cosh(t/2) (6)
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(l’exposant 1 ou i indique le point fixe stable du flot). Conside´rons les champs
de vecteurs S, C, et U de (2) dans le cas m = 1, c’est-a`-dire sur S1.
Lemme 2.2 En tant que flot sur S1, on a que
(a) Γ1t est le flot de −S, le flot du gradient de la projection sur l’axe re´el.
(b) Γit est le flot de C, le flot du gradient de la projection sur l’axe
imaginaire.
(c) z 7→ eitz (rotation a` vitesse constante) est le flot de U .
Preuve: Le calcul direct sur la formule (5) montre que Γ1t , de´fini sur C,









D’autre part, pour z = eiθ on a
‖e2iθ − 1‖2 = ‖ cos 2θ + i sin 2θ − 1‖2 = (cos 2θ − 1)2 + sin2 2θ =
= 2(1− cos 2θ) = 2(1 − cos2 θ + sin2 θ) = 4 sin2 θ. (8)
Comme Γ1t pre´serve le cercle unite´ S
1, l’e´quation (7) de´termine un champ
de vecteurs tangents a` S1, dont les ze´ros sont ±1 et qui est dirige´ vers la





= Dexpi(− sin θ ∂
∂θ
).
Ceci de´montre le point a) du lemme 2.2. Le point b) se de´montre de la meˆme
manie`re et le point c) est e´vident.
Plus ge´ne´ralement, pour s ∈ S1, conside´rons le flot sur S1
Γst(z) :=
cosh(t/2) z + s sinh(t/2)
s¯ sinh(t/2) z + cosh(t/2)
. (9)
Soit gs : S
1 → R la fonction “s-composante” : gs(z) = Re (zs¯). Soit Φst
le flot sur S1 de grad gs. Les points (a) ou (b) du lemme 2.2 sont des cas
particuliers du lemme suivant.
Lemme 2.3 Φst = Γ
s
t (e´galite´ de flots sur S
1).
Preuve: Soit ms : S
1 → S1 la multiplication par s et ms¯ celle par s¯. On
a gs = g1 ◦ms¯ et les champs grad g1 et grad gs sont ms¯-relie´s :
Tzms¯(gradzgs) = gradzs¯g1.
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t ◦ms¯ = Γ
s
t .







Par exemple, C1 = S˜ et Ci = C˜. Comme s = e
iθ, on a que Cs = PθS˜P
−1
θ ,
ou` = Pθ ∈ SU(1, 1) est la matrice diagonale de coefficients eiθ/2, e−iθ/2.
L’action par transformation homographique de P sur S1 est la rotation ms.
On a donc que exp(tCs) ge´ne`re sur S
1 le flot Γst .
Soit α : su(1, 1)→ Vec (S1) l’action infinite´simale de l’action de SU(1, 1)
sur S1. Vu ce qui pre´ce`de, le lemme 2.2 se paraphrase en
Lemme 2.4 α(Cs) = grad gs.
Remarque 2.5 Comme α est un anti-homomorphisme d’alge`bres de Lie,
on a bien que
α(U˜ ) = α([C˜, S˜]) = −[α(C˜), α(S˜)]) = −[C,−S] = U.
Preuve de la proposition 2.1. Elle se fait par re´currence sur ♯(a). Le
cas ♯(a) = 0 est banal car su(1, 1)0 = 0 (par convention) et La = 0 puisque
l’application fa est constante. L’injectivite´ de αa est aussi e´vidente puisque
l’action de G(a, d) sur Sd−1 est effective.
Supposons que ♯(a) = 1. Soit b l’unique valeur positive de la suite ai.
Les composantes non-nulles de gradXa sont e´gales a` celles de −bS et celles
de gradY a sont e´gales a` celles de bC. De plus, gradXa et grad Y a ont les
meˆmes composantes nulles. Il s’en suit que l’alge`bre de Lie La ne de´pend
pas de b et qu’elle est isomorphe a` l’alge`bre de Lie engendre´e par par S et
C. L’action de G(a, 2) = SU(1, 1) sur Tm ne de´pendant pas non plus de b,
on peut supposer que b = 1. Dans ce cas, pour X ∈ su(1, 1) les composantes
non-nulles de αa(X) sont e´gales a` α(X). Par les parties (a) et (b) du lemme
2.4, on en de´duit que αa(S˜) = gradX
a et αa(C˜) = gradY
a. L’image de αa
contient donc La. Comme S˜ et C˜ engendrent su(1, 1) en tant qu’alge`bre de
Lie, l’image de αa est aussi contenue dans La, ce qui de´montre la proposition
2.1 lorsque ♯(a) = 1.
Supposons, par hypothe`se de re´currence, que la proposition 2.1 soit vraie
pour ♯(a) ≤ j−1. Soit a tel que ♯(a) = j. Pour k ∈ N, introduisons les champs
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L’espace vectoriel engendre´ par les champs
A2k−1C , A2k−1S et A2k (k ≥ 1) (11)
est une sous-alge`bre de Lie de Vec (Rm). En effet, on a
[A2k−1C,A2l−1S] = A2(k+l−1) , [A2k, A2l−1C] = −A2(k+l)−1S
[A2k−1S,A2l] = −A2(k+l)−1C , [A2k, A2l] = 0.
Cette alge`bre de Lie est engendre´e par gradXa = −AS et gradY a = AC,
donc c’est l’alge`bre de Lie La.
Supposons que am 6= 0 (le raisonnement est analogue si c’est un autre
ai). Conside´rons les projecteurs line´aires π
′, π′′ : Rm → Rm de´finis par
π′(x1, . . . , xm) := (x′1, . . . , x
′
m) et π









0 si ai = am
xi sinon
On conside´rera aussi π′ et π′′ comme des morphismes du fibre´ tangent TRm
sur lui meˆme, au dessus de l’identite´ de Rm, en appliquant π′ ou π′′ sur
chaque fibre. Notons a′ := π′(a) et a′′ := π′′(a). Par exemple, si m = 5 et
a = (2, 1, 3, 1, 1), alors a′ = (0, 1, 0, 1, 1) et a′′ = (2, 0, 3, 0, 0).
On a π′(gradXa) = gradXa
′
, π′(gradY a) = gradY a
′
, etc, ce qui montre
que ∆a = ∆a
′ ⊕∆a′′ . De plus, la forme particulie`re des champs de (10) et
des actions fait que La = La′ ⊕ La′′ . Bref, tout se passe composante par
composante et il en est de meˆme des actions : α : Lie (G(a, 2)) → Vec (Tm)
se de´compose en αa = αa′ ⊕ αa′′ . Comme ♯(a′) = 1 et ♯(a′′) = ♯(a) − 1, on
aura, par hypothe`se de re´currence, que l’image de αa′ est La′ et que l’image
de αa′′ est La′′ . On en de´duit que l’image de αa est bien La, ce qui ache`ve
la de´monstration de la proposition 2.1.
Corollaire 2.6 En tant qu’alge`bre de Lie, su(1, 1)m est, quelque soit m,
engendre´e par 2 e´le´ments.
Preuve: Soit a = (a1, . . . , am) ∈ Rm avec 0 < a1 < · · · < am (donc
♯(a) = m). Par la proposition 2.1, αa : su(1, 1)
m → La est un (anti)-
isomorphisme d’alge`bres de Lie. Or, La est engendre´e, en tant qu’alge`bre
de Lie, par gradXa et gradXa.
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Remarque 2.7 Pour m = ♯(a), les deux ge´ne´rateurs de su(1, 1)m du corol-
laire 2.6 sont
AC˜ := (a1C˜, . . . , amC˜) et AS˜ := (a1S˜, . . . , amS˜),
avec les C˜, S˜ ∈ su(1, 1) de´finis en (4).
Example 2.8 Les champsA1, A2 . . . Ak de (10) sont line´airement de´pendants
de`s que k > ♯(a). La relation de de´pendance line´aire se re´percute sur les AiC
et AiS, donnant une pre´sentation inte´ressante de l’alge`bre de Lie su(1, 1)♯(a) .
Par exemple, si a = (a1, a2) avec a1 6= a2, on obtient une pre´sentation de
su(1, 1)2 engendre´e comme espace vectoriel par
AC , AS , A2 , A3C , A3S , A4
et les crochets non-nuls sont :
[AC,AS] = A2
[A2, AC] = −A3S
[A2, AS] = A3C
[AC,A3S] = A4
[A2, A3C] = [A4, AC] = a21a
2
2AS − (a21 + a22)A3S
[A2, A3S] = [A4, AS] = −a21a22AC + (a21 + a22)A3C
[A3C,A3S] = −a21a22A2 + (a21 + a22)A4






2)AS − (a41 + a21a22 + a42)A3S
[A4, A3S] = −a21a22(a21 + a22)AC + (a41 + a21a22 + a42)A3C.
Les quatre premie`res relations montrent que su(1, 1)2 est, en tant qu’alge`bre
de Lie, engendre´e par AC et AS.
3 Bras articule´s dans Rd
Dans ce paragraphe, nous ge´ne´ralisons aux bras dans Rd les re´sultats
obtenus, dans le paragraphe 2, pour les bras planaires. Les de´monstrations
utilisent les re´sultats du § 2.
Soit s ∈ Sd−1. Conside´rons le flot Γst sur Sd−1 forme´ des transformations
de Mo¨bius de´termine´es par la condition suivante : si ϕ est une transfor-
mation de Mo¨bius de Rd ∪ {∞} telle que ϕ(−s = 0 et ϕ(s = ∞, alors
ϕ◦Γst ◦ϕ−1(x) = et x, pour tout x ∈ ϕ(Sd−1). En terme d’isome´tries hyper-
boliques du disque de Poincare´ Dd, Γst correspond a` un flot de translations
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hyperboliques laissant invariant chaque plan qui contient la ge´ode´sique al-
lant de −s a` s.
Soit gs : S
d−1 → R la fonction gs(x) = 〈x, s〉, ou` 〈, 〉 de´note le produit
scalaire standard dans Rd. Soit Φst le flot, sur S
d−1, du gradient de gs.
Lemme 3.1 Γst = Φ
s
t (e´galite´ de flots sur S
d−1).
Preuve: Les deux flots ayant ±s comme points fixes, il suffit de ve´rifier
que Γst(y) = Φ
s
t(y) pour y ∈ Sd−1 diffe´rent de ±s.
Soit Π le sous-espace vectoriel de Rd engendre´ par y et s. Soit h : Rd →
R
d la re´flexion orthogonale par rapport au plan Π. La relation ge´ne´rale entre
grad(gs ◦h) et grad gs est
(Dxh)
∗(gradh(x)gs) = gradx(gs◦h), (12)
ou` (Dxh)
∗ est l’adjoint de Dxh. Comme h est une isome´trie line´aire, on a
(Dxh)
∗ = h∗ = h−1 = h. D’autre part, gs◦h = gs. Enfin, pour x ∈ Π, on a
x = h(x) et la formule (12) se re´duit a` h(gradxgs) = gradxgs. Cela prouve
que, si x ∈ Π, alors gradxgs ∈ Π, ce qui implique que gradxgs = gradx(gs)|Π.
Le flot Φst pre´serve donc le plan Π. Comme c’est aussi le cas du flot Γ
s
t ,
il suffit de montrer leur e´galite´ sur le cercle Π ∩ Sd−1. Soit µ : C → Π une
isome´trie euclidienne R-line´aire telle que µ(1) = s (il en existe deux, mais ce
choix est sans importance). On a, sur Π ∩ Sd−1, que µ◦Γst ◦µ−1 = Γ1t , ou` Γ1t
est le flot de´fini dans l’e´quation (5). De meˆme, µ◦Φst ◦µ−1 est le flot sur S1
du gradient de la projection sur l’axe re´el. Le fait que Γst = Φ
s
t sur Π∩Sd−1
est exactement le contenu de la partie (a) du lemme 2.2.
On peut e´videmment voir Γst comme un sous-groupe a` un parame`tre
de Mo¨bd−1. Soit Cs l’e´le´ment de Lie (Mo¨bd−1) tel que exp(tCs) = Γst . Soit
α : Lie (Mo¨bd−1)→ Vec (Sd−1) l’action infinite´simale de l’action de Mo¨bd−1
sur Sd−1. Le lemme 3.1 se paraphrase en
Lemme 3.2 α(Cs) = grad gs.
Soit s′ ∈ Sd−1 avec 〈s, s′〉 = 0. De´signons par Π(s, s′) le 2-plan de Rd
engendre´ par s et s′ et oriente´ par cette base. On appelle rotation d’angle t
dans Π(s, s′) l’e´le´ment R ∈ SO(d) tel que
R(s) = cos ts+ sin ts′ , R(s′) = − sin ts+ cos ts′
et R(x) = x pour tout x dans le comple´ment orthogonal de Π(s, s′).
Lemme 3.3 Le sous-groupe a` un parame`tre exp(t[Cs, Cs′ ]) est la rotation
d’angle −t dans le plan Π(s, s′).
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Preuve: Soit Π = Π(s, s′). Comme Γst et Γs
′
t pre´servent le plan Π, les
champs de vecteurs α(Cs) et α(Cs′) sont tangents a` Π. Le crochet [α(Cs), α(Cs′)] =
−α([Cs, Cs′ ]) est donc tangent a` Π et le sous-groupe a` un parame`tre exp(t[Cs, Cs′ ])
pre´serve le plan Π.
Soit µ : C→ Π(s, s′) l’isome´trie euclidienne R-line´aire telle que µ(1) = s
et µ(i) = s′. On a vu dans la preuve du lemme 3.1 que µ conjugue Cs et Cs′
avec, respectivement, les e´le´ments S˜ et C˜ de su(1, 1) de´finis par les e´quations
(4). L’isome´trie µ conjugue donc [Cs, Cs′ ] avec [S˜, C˜] = −U˜ dont le flot sur
S1 est la rotation d’angle −t (partie (c) du lemme 2.2). Cela montre que le
sous-groupe a` un parame`tre exp(t[Cs, Cs′ ]) se restreint a` Π en la rotation
d’angle −t.
Il reste a` montrer que si x ∈ Sd−1 est orthogonal a` s et a` s′, alors
exp(t[Cs, Cs′ ])x = x. Soit S la 2-sphe`re de rayon 1 dans l’espace vectoriel
engendre´ par s, s′ et x. Comme Γst = exp(tCs) et Γs
′
t = exp(tCs′) pre´servent
S, ainsi en est-il de exp(t[Cs, Cs′ ]). Comme le flot exp(t[Cs, Cs′ ]) pre´serve Π,
il pre´serve la famille des (grands) cercles de S qui sont perpendiculaires a`
Π. Leur intersection commune {±x} est donc pre´serve´e par exp(t[Cs, Cs′ ]).
Par continuite´, on en de´duit que exp(t[Cs, Cs′ ])x = x.
Lemme 3.4 Les e´le´ments Cs, pour s ∈ Sd−1, engendrent Lie (Mo¨bd−1) en
tant qu’alge`bre de Lie.
Preuve: Soit L la sous-alge`bre de Lie de Lie (Mo¨bd−1) engendre´e par les
e´le´ments Cs. Il suffit de voir que le groupe G = exp(L) est e´gal a` Mo¨bd−1.
Identifions Mo¨bd−1 avec Iso+(Dd), le groupe des isome´tries hyperboliques
du disque de Poincare´ Dd qui pre´servent l’orientation. L’orbite de l’origine
par exp(tCs) est le segment allant de −s a` s. On en de´duit que G agit tran-
sitivement sur Dd. Il suffit donc de montrer que G contient le stabilisateur
de l’origine qui est SO(d). Mais, par le lemme 3.3, G contient toutes les
rotations dans tous les 2-plans de Dd et ces rotations engendrent SO(d).
Nous allons maintenant de´montrer la ge´ne´ralisation de la proposition
2.1. Soit a = (a1, . . . , am) ∈ (R≥0)m. Si fa est un bras articule´ de type a,
on de´signe par gas : (S
d−1)m → R la fonction de´finie par gas (z) = 〈fa(z), s〉.
Soit La la sous-alge`bre de Lie de Vec (Sd−1)m engendre´e par les champs
grad gas pour tout s ∈ Sd−1. Soit αa : Lie (G(a, d)) → Vec (Sd−1)m l’anti-
homomorphisme d’alge`bre de Lie associe´ a` l’action de G(a, d) de´finie dans
l’introduction.
Proposition 3.5 L’anti-homomorphisme αa : Lie (G(a, d)) → Vec (Sd−1)m
est injectif et son image est La.
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Preuve: Comme pour la proposition 2.1, la de´monstration se fait par
re´currence sur ♯(a). Le cas ♯(a) = 0 est banal. L’injectivite´ de αa est aussi
e´vidente puisque l’action de G(a, d) sur Sd−1 est effective.
Supposons que ♯(a) = 1. Soit b l’unique valeur positive de la suite ai et




j=1 aj〈zj , s〉, on a grad gas = b grad ga¯s , d’ou`
il re´sulte que La = La¯. On a aussi que G(a¯, d) = G(a, d) et αa¯ = αa.
On peut donc supposer que b = 1. Dans ce cas, pour X ∈ Lie (G(a, d)) =
Lie (Mo¨bd−1), les composantes non-nulles de αa(X) sont e´gales a` α(X). Par
le lemme 3.2, α(Cs) = grad gs, donc αa(Cs) = grad g
a
s et l’image de αa
contient La. D’autre part, par le lemme 3.4, les e´le´ments Cs engendrent
Lie (Mo¨bd−1) comme alge`bre de Lie, ce qui entraˆıne que l’image de αa est
contenue dans La. Le cas ♯(a) = 1 est ainsi de´montre´.
Le pas de re´currence est exactement le meˆme que pour la proposition
2.1.
Corollaire 3.6 En tant qu’alge`bre de Lie, Lie (Mo¨bd−1)m est, quelque soit
m, engendre´e par d e´le´ments.
Preuve: Soit a = (a1, . . . , am) ∈ Rm avec 0 < a1 < · · · < am (donc
♯(a) = m). Par la proposition 3.5, αa : Lie (Mo¨bd−1)m → La est un (anti)-
isomorphisme d’alge`bres de Lie. Or, La est engendre´e, en tant qu’alge`bre de
Lie, par les d champs grad gas pour s ∈ Sd−1 parcourant les e´le´ments d’une
base de Rd.
4 Preuve du the´ore`me principal
Nous allons tout d’abord rappeler un the´ore`me de Sussmann [Su, Th. 4.1]
sous la forme simplifie´e dont nous aurons besoin ici. Soit M une varie´te´
diffe´rentiable et D ⊂ Vec (M). Soit ∆D la distribution sur M engendre´e par
D, c’est-a`-dire que (∆D)x est le sous-espace vectoriel de TxM engendre´ par
Ax pour A ∈ D. Supposons que les champs A ∈ D sont complets, c’est-a`-
dire dont leur flot ΦAt est de´fini pour tout t ∈ R. Soit H le sous-groupe de
diffe´omorphismes de M engendre´ par les ΦAt pour tout A ∈ D et t ∈ R. Soit
PD la plus petite distribution sur M qui contient ∆D et qui est invariante
par l’action de H.
Soit K une distribution sur M . Rappelons qu’une varie´te´ inte´grale de
K est une sous-varie´te´ V de M telle que TxV = Kx pour tout x ∈ V .
La distribution K est inte´grable si tout point de M appartient a` une varie´te´
inte´grable deK. La relation “eˆtre dans une meˆme varie´te´ inte´grale” engendre
alors une relation d’e´quivalence sur M dont les classes d’e´quivalence sont
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les feuilles d’un feuilletage. Ces feuilles ne sont pas, en ge´ne´ral, toutes de
meˆme dimension ; l’exemple standard est donne´ par les orbites d’une action
d’un groupe de Lie sur une varie´te´. Le the´ore`me de Sussmann [Su, Th. 4.1],
lorsque les champs de D sont complets (c’est le cas si, par exemple, si M est
compacte), prend la forme suivante :
The´ore`me 4.1 (Sussmann) Soit D ⊂ Vec (M) forme´ de champs com-
plets. La distribution PD est inte´grable et ses feuilles sont les orbites de
l’action de H.
Le corollaire suivant est bien connu des spe´cialistes (voir [Mo, p.230])
mais ne semble pas eˆtre e´nonce´ explicitement dans la litte´rature.
Corollaire 4.2 Soit D ⊂ Vec (M) forme´ de champs complets. Soient x, y ∈
M . Les deux conditions suivantes sont e´quivalentes :
(i) x et y sont joignables par une ∆D-courbe.
(ii) x et y sont joignables par une courbe qui est une succession de trajec-
toires de champs de D.
Preuve: Il est banal que (ii) entraˆıne (i). Re´ciproquement, soit c une ∆D-
courbe joignant x a` y. Comme la distribution PD contient ∆D, la courbe c
est aussi une PD-courbe. Elle est donc contenue dans une feuille de PD. Par
le the´ore`me de Sussmann, les points x et y sont dans la meˆme orbite de H,
ce qui est e´quivalent a` la condition (ii).
Nous pouvons maintenant entreprendre la de´monstration du the´ore`me
principal. Soit G := G(a, d). Soient x, y deux points de (Sd−1)m joignables
par une ∆a-courbe. Rappelons que ∆a = ∆D pour D = {grad gas | s ∈ Sd−1}.
Les champs grad gas sont complets puisque (S
d−1)m est compacte. Par le
corollaire 4.2, il existe une courbe reliant x a` y qui est une succession de
trajectoires de champs de D. Par la proposition 3.5, les e´le´ments de D sont
des champs fondamentaux de l’action de G sur (Sd−1)m. Les points x et y
sont dans une meˆme orbite pour l’action de G.
Re´ciproquement, soit z ∈ (Sd−1)m. Conside´rons l’application diffe´rentiable
β : G→ (Sd−1)m donne´e par β(g) := g z, dont l’image est l’orbite de z.
Soient e1, . . . , ed ∈ Sd−1 une base de Rd. Par la proposition 3.5, il existent
d e´le´ments Caei ∈ Lie (G(a, d)) tels que αa(Caei) = grad gaei . Ces champs
Caei engendrent Lie (G(a, d)) en tant qu’alge`bre de Lie (voir la preuve du
corollaire 3.6).
La courbe t 7→ exp (tCaei) g z dans (Sd−1)m repre´sente donc le vecteur
tangent gradgzg
a
ei . Le champ sur G invariant a` droite C
a
ei correspondant a` C
a
ei
est donc β-relie´ au champ grad gaei . Comme les C
a
ei engendrent Lie (G(a, d))
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en tant qu’alge`bre de Lie, les champs Caei engendrent Lie
−(G), l’alge`bre de
Lie des champs invariants a` droite sur G. Comme les valeurs des champs
de Lie−(G) engendrent l’espace tangent TgG en tout g ∈ G, le the´ore`me
de Chow ([Gr, § 0.4], [Be, th. 2.4 et § 2.5], [Mo, Ch. 2]) implique que G est
connexe par courbes qui sont des successions de trajectoires des champs
Caei . L’image de telles courbes par β e´tant des ∆
a-courbes, on en de´duit que
l’orbite Gz de z est connexe par ∆a-courbes.
Remarque 4.3 Changement de la mtrique riemannienne. Le fibr tangent
(Sd−1)m se dcompose en somme directe T (Sd−1)m = (TSd−1)m. Si l’on
munit (Sd−1)m de la mtrique riemanienne pour laquelle ‖(v1, . . . , vm)‖ =∑m
j=1 aj‖vj‖, la distribution ∆a pour cette nouvelle mtrique est gale celle,
dans la mtrique standard, pour le bras de type a = (1, . . . , 1) et G(a, d) est
alors isomorphe Mo¨bd−1.
5 Conse´quences du the´ore`me principal
Soit fa : (Sd−1)m → Rd un bras articule´, avec a = (a1, . . . , am). La
proposition 5.1 ci-dessous est une conse´quence banale du the´ore`me principal.
Proposition 5.1 Supposons qu’il existe i, j avec ai = aj . Soit z(t) ∈ (Sd−1)m,
t ∈ [0, 1], une ∆a-courbe. Si zi(0) = zj(0), alors zi(t) = zj(t) pour tout
t ∈ [0, 1].
Le the´ore`me principal entraˆıne que les invariants par transformations de
Mo¨bius, applique´s aux zi correspondants a` des segments de meˆme longueur,
sont invariants par ∆a-courbes. Cela donne toute une famille d’inte´grales
premie`res (constantes du mouvement) des ∆a-courbes.
Par exemple, si d = 2, trois points z1, z2, z3 ∈ S1 qui sont deux a` deux
distincts de´terminent une orientation O(z1, z2, z3) de S1, de´finie comme le
sens de parcours tel que le chemin allant de z1 a` z3 passe par z2. Pour quatre
zi ∈ S1 distincts, on a le birapport




zj − zk ∈ R
(ce birapport est re´el puisque les quatre zi sont sur un meˆme cercle).
Pour d = 3 et quatre zi ∈ S2 distincts, on a le birapport complexe
bC(zi, zj , zk, zl) ∈ C de´fini de la fac¸on suivante. On choisit une transforma-
tion de Mo¨bius σ de R3 ∪{∞} qui envoie S2 sur le plan horizontal, identifie´
avec C, telle que σ : S2 → C pre´serve l’orientation. On peut alors de´finir




σ(zj)− σ(zk) ∈ C.
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Enfin, pour d > 3, on a le birapport faible
b+(zi, zj , zk, zl) :=
|zi| − |zk|
|zi| − |zl|
|zj | − |zl|
|zj | − |zk| ∈ R>0,
qui est un invariant de Mo¨bd−1 (voir [Bn, p. 32]). Ces invariances donnent
imme´diatement la proposition suivante.
Proposition 5.2 Soit fa : (Sd−1)m → Rd un bras articule´.
(a) Supposons que d = 2. Soient i, j, k avec ai = aj = ak. Soient z(t) ∈
Tm, t ∈ [0, 1] une ∆a-courbe. Supposons que et zi(0) 6= zj(0) 6= zk(0) 6=
zi(0). Alors, pour tout t, on a zi(t) 6= zj(t) 6= zk(t) 6= zi(t) et l’orientation
O(zi(t), zj(t), zk(t)) est constante.
(b) Soient i, j, k, l avec ai = aj = ak = al. Soient z(t) ∈ Tm, t ∈ [0, 1] une
∆a-courbe. Si les quatre points initiaux zi(0), zj(0), etc, sont tous distincts,
ils le restent tout au long de la ∆a-courbe et
1. si d = 2, le birapport b(zi(t), zj(t), zk(t), zl(t)) est constant.
2. si d = 3, le birapport complexe bC(zi(t), zj(t), zk(t), zl(t)) est constant.
3. pour tout d ≥ 2, le birapport faible b+(zi(t), zj(t), zk(t), zl(t)) est con-
stant.
5.3 Dans le cas a = (1, . . . , 1) et d = 2 ou 3, les birapports permettent
d’obtenir des invariants complets pour la connexite´ par ∆a-courbes. La sit-
uation est re´sume´e par le tableau suivant. Un tiret dans la colonne de droite
veut dire une condition vide, donc toujours vraie. Soit donc fa : (Sd−1)m →
R
d un bras articule´ de type a = (1, . . . , 1). Soient z0, z1 ∈ (Sd−1)m.
m d
Condition e´quivalente a` l’existence d’une
∆a-courbe joignant z0 a` z1














3 ≥ 3 –



























































, z1k) pour k = 4 . . . ,m.
≥ 4 3 bC(z01 , z02 , z03 , z0j ) = bC(z11 , z12 , z13 , z1k) pour k = 4 . . . ,m.
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Les preuves des e´nonce´s du tableau ci-dessus sont classiques. Pour d = 2,
on choisit deux transformations de Mo¨bius σj (j = 0, 1) de R
2 ∪ {∞} telles
que σj(z
j
1) = ∞, σj(zj2) = 0 et σj(zj3) = 1. Si O(z01 , z02 , z03) = O(z11 , z12 , z13),






















k pour k =
4 . . . ,m. La de´monstration pour k = 3 est semblable.
6 Holonomie : le cas ge´ne´rique
Soit a = (a1, . . . , am) et b ∈ Rd une valeur re´gulie`re de fa : (Sd−1)m →
R
d. On de´signera par Mb la pre´image f
−1
a (b) de b, qui est donc une sous-
varie´te´ de codimension d dans (Sd−1)m.
Rappelons que les points critiques de fa sont les configurations aligne´es,
c’est-a`-dire les m-uples (z1, . . . , zm) tels que zi = ±zj [Ha, th. 3.1]. Les
valeurs re´gulie`res forment donc un ouvert de Rd, comple´ment d’un ensem-
ble fini de sphe`res centre´es en l’origine. Soit U un ouvert forme´ de valeurs
re´gulie`res qui contient b. Soit Lac b(U) l’ensemble des lacets en b dans U qui
sont des courbes lisses par morceau.
Lemme 6.1 Pour tout c ∈ Lac b(U) et tout q ∈ Mb, il existe une unique
∆a-courbe c˜ dans (Sd−1)m telle que fa◦ c˜ = c.
Preuve: Soit V := (fa)−1(U). La restriction de fa a` V est donc une
submersion qui est propre (puisque V est relativement compact). La meˆme
de´monstration que pour une connexion sur un fibre´ diffe´rentiable (voir [DNF,
lemme 2 p. 212]) prouve alors le lemme 6.1.
Soit c un lacet e´le´ment de Lac b(U). A tout q ∈ Mb, on peut associer
l’extre´mite´ du rele`vement horizontal de c partant de q, dont l’existence est
garantie par le lemme 6.1. Ce proce´de´ de´finit un diffe´omorphisme de Mb
appele´ l’holonomie de c. L’ensemble des diffe´omorphismes obtenus de cette
fac¸on constitue un groupe Hb(U) de diffe´omomorphismes de Mb, appele´
groupe d’holonomie en b pour l’ouvert U .
La dimension des orbites de l’action deHb(U) surMb (orbites d’holonomie)
de´pend de ♯(a). Pour un bras articule´ ge´ne´rique (♯(a) = m), nous allons
de´montrer la proposition suivante.
Proposition 6.2 Si ♯(a) = m, le groupe d’holonomie Hb(U) agit transi-
tivement sur chaque composante connexe de Mb.
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Preuve: Soit V := (fa)−1(U) et q ∈ V . Soit βq : G(a, d) → (Sd−1)m l’ap-
plication βq(g) := gq. Si ♯(a) = m, l’action du groupe G(a, d) sur (S
d−1)m
est transitive et βq est une submersion.
Soit A ∈ Lie (G(a, d)). Le champ de vecteurs αa(A) ∈ Vec (Sd−1)m sat-
isfait a` αa(A)q = TIβq(A) (ou` I de´signe l’e´le´ment neutre de G(a, d)). Par la
proposition 3.5, l’image de αa est e´gale a` La. On en de´duit que les valeurs
en q des champs de La engendrent tout TqV . Par le the´ore`me de Chow ([Gr,
§ 0.4], [Be, th. 2.4 et § 2.5]), pour tous q, q′ dans une meˆme composante con-
nexe de V , il existe une ∆a-courbe joignant q a` q′ dans V . Lorsque q et q′
sont dans Mb, cette courbe se projette sur un lacet dans Lac b(U), ce qui
prouve que q et q′ sont dans la meˆme orbite d’holonomie.
Remarque 6.3 a) Lorsque d = 2, on peut voir plus directement que les
les valeurs en q des champs de La engendrent tout TqTm (ou TqRm). En
effet, La contient les champs constants Ak de (10). Si ♯(a) = m, ces champs,
pour k = 1, . . . ,m, sont line´airement inde´pendants (le calcul aboutit a` un
de´terminant de Vandermonde).
b) Lorsque d = 2 la varie´te´ Mb peut avoir deux composantes connexes.
Par exemple, si a := (
√
3, 1), Mb, pour b = 2 est constitue´ de deux configu-
rations : (eiπ/6, e−iπ/3) et (e−iπ/6, eiπ/3). Comme G(a, 2) agit transitivement
sur T 2, il existe, par le the´ore`me principal, des courbes horizontales joignant
les deux points de M2, mais il est clair que ces courbes passent obligatoire-
ment par une configuration aligne´e. Le groupe d’holonomie H2(U) est donc
trivial, pour tout ouvert U contenant 2 et forme´ de valeurs re´gulie`res.
Plus ge´ne´ralement, soit a = (a1, a2, ε, . . . , ε) avec a1, a2 et ε positif, et
soit b ∈ C avec |a1 − a2| < |b| < a1 + a2. Si ε est assez petit, la varie´te´ Mb
est diffe´omorphe a` deux copies de Tm−2 et il n’y a pas de courbe horizontale
les joignant sans passer par une configuration aligne´e.
7 Holonomie des bras planaires lorsque a := (1, . . . , 1)
Dans tout ce paragraphe, on suppose que d = 2 et, sauf indication
contraire, a := (1, . . . , 1). On note f := fa et on conside`re la pre´image
Mb := f
−1(b) pour une valeur re´gulie`re b ∈ C de l’application f , que l’on voit
donc comme une sous-varie´te´ de codimension 2 dans Tm avec la me´trique
induite. Par abus de notation, on de´signera parfois e´galement par Mb la
pre´image de Mb dans R
m. Nous allons e´tudier les orbites d’holonomie sur
Mb. Soit ρ : T
m → S1 l’application ρ(z1, . . . , zm) := z1z2 · · · zm. De´signons
par ρb :Mb → S1 la restriction de ρ a` Mb.
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Proposition 7.1 Soit U un ouvert de C forme´ de valeurs re´gulie`res de f
et contenant b. Les orbites de l’action du groupe d’holonomie Hb(U) sur Mb
sont les trajectoires du champ de gradient de la fonction ρb.
Preuve: Par le the´ore`me principal, les orbites d’holonomie sur Mb sont
contenues dans l’intersection avec Mb des orbites de l’action de G(a, 2) =
SU(1, 1) sur Tm. L’espace tangent en q a` une telle orbite est engendre´ par
la valeur en q des champs C, S et A de (10) avec ai = 1. Les vecteurs Cq
et Sq sont orthogonaux a` TqMb. Le champ constant A est le gradient de
la fonction ρ. Comme Mb est munie de la me´trique induite, la projection
orthogonale de Aq sur TqMb donne sur Mb le gradient de ρb. Cela prouve
que les orbites d’holonomie sur Mb sont contenues dans les trajectoires du
gradient de ρb.
Pour montrer que les orbites d’holonomie sur Mb sont e´gales aux tra-
jectoires du gradient de ρb, on proce`de de la manie`re suivante. Pour s > 0,
conside´rons le chemin cs(t) dans C (t ∈ [0, 4s]) partant de z et parcourant a`
vitesse 1 le bord du carre´ (z, z + s, z + s+ is, z + is). Si s est assez petit, c
est un lacet e´le´ment de Lac b(U).
Le releve´ horizontal c˜q(t) de c partant de q ∈ Mb consiste en quatre
morceaux de trajectoires des champs e˜1, e˜2, releve´s horizontaux des champs
constants e1 = ∂/∂x, e2 = ∂/∂y ∈ Vec C. On a c˜(4s) ∈Mb et, dans Rm, on
peut e´crire
c˜(4s) = q +
s2
2
[e˜1, e˜2]q + ◦(s2). (13)
Pour un bras de type a = (a1, . . . , am) de´composons [e˜1, e˜2] par rapport a`
C, S et A2 :
[e˜1, e˜2]q = αqCq + βqSq + γqA
2
q .
Vu l’e´quation (13), les orbites d’holonomie sur Mb seront e´gales aux les




On a detPq 6= 0 puisque q est un point re´gulier de f . La proposition 7.1
de´coulera du lemme suivant.





Preuve: Soit f := fa et soit V un champ de vecteurs sur C. Le champ




En effet, on a bien que V˜q ∈ ∆aq et
Df(V˜ ) = Df DfT P−1V = P P−1V = V.
Les cas particuliers V = e1 = (1, 0)
T et V = e2 = (0, 1)
T donnent
e˜1 = −Q11AS +Q21AC , e˜2 = −Q12AS +Q22AC (14)
ou` les Qij sont les coefficients de la matrice Q := P
−1. On a donc
[e˜1, e˜2] = αCq + βSq + detQA
2
ce qui prouve le lemme 7.2.
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On en de´duit que q est un point critique de fa si et seulement si qi−qj = 0, π
pour tout i, j. Cela signifie que q est une configuration aligne´e. On retrouve
la caracte´risation des points critiques de [Ha, th. 3.1].
Proposition 7.4 Pour un bras planaire de type a(1, . . . , 1), les points fixes
de l’action du groupe d’holonomie Hb(U) sont les configurations z = (z1, . . . , zm) ∈
Mb telles que la suite zj (j = 1, . . . m) prenne exactement 2 valeurs.
Preuve: Si l’on travaille dans Rm, ce sont les points q tels que Sq, Cq
et Uq sont line´airement inde´pendants, c’est-a`-dire que la (m × 3)-matrice
construite avec ces trois vecteurs colonne est de rang ≤ 2. Cela signifie que
pour tout i, j, k, on a∣∣∣∣∣∣
sin qi cos qi 1
sin qj cos qj 1
sin qk cos qk 1
∣∣∣∣∣∣ = sin(qi − qj) + sin(qj − qk) + sin(qk − qi) = 0.
Cette e´quation est e´quivalente a`
sin ((qj − qk) + (qk − qi)) = sin(qj − qk) + sin(qk − qi),
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L’e´quation (15) a lieu si et seulement si l’une au moins des deux conditions
suivantes est ve´rifie´e :
1. cos u+v2 = cos
u−v
2 . Cette condition est e´quivalente a`
u ≡ 0 (mod 2π) ou v ≡ 0 (mod 2π), c’est a` dire eiqi = eiqk ou eiqj = eiqk .
2. sin u+v2 = 0, c’est-a`-dire u + v ≡ 0 (mod 2π). Ceci est e´quivalent a`
eiqi = eiqj .
On a ainsi montre´ que les points fixes du groupe d’holonomie sont les q tels
que, pour tout i, j, k, l’ensemble {eiqi , eiqj , eiqk} contient au plus deux points.
L’ensemble de tous les eiqj doit contenir au moins 2 points, sinon on aurait
|b| = m et b ne serait pas une valeur re´gulie`re de f .
La proposition 7.4 implique qu’un point critique z = (z1, . . . , zm) de ρb
est caracte´rise´ par l’ensemble
K = K(z) := {j | Im〈zj , b〉 < 0} ⊂ {1, . . . ,m},
ou` 〈, 〉 de´signe le produit scalaire standard de C. Pour K un sous-ensemble
propre de {1, . . . ,m}, on de´signe par zK le point critique de Mb tel que
K(zK) = K. Un tel point zK existe dansMb si et seulement si |m−2|K| | <
|b| < m. Par exemple, si m = 4, le point critique z{4} existe dans Mb si et
seulement si 2 < |b| < 4.
Proposition 7.5 La fonction ρb est une fonction de Morse. L’indice du
point critique zK est e´gal a` |K| − 1.
Preuve: Observons que la fonction ρ : Tm → S1 est satisfait a` la condition
d’e´quivariance
ρ(eiθz1, . . . , e
iθzm) = e
iθρ(z1, . . . , zm).
On peut donc, sans restreindre la ge´ne´ralite´, supposer que b est re´el ≥ 0.
Si b = 0, il n’y a pas de point critique puisque un tel point serait alors
une configuration aligne´e (le cas b = 0 sera traite´ dans l’exemple 7.10). On
supposera donc que b ∈ R>0.
On travaille dans Rm en un point qK au dessus de zK . Pour alle´ger la
notation, de´finissons
N := |K| = ♯{j | sin qKj < 0} et P := ♯{j | sin qKj > 0} = m−N.
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Observons encore que Mb et ρb sont invariantes par l’action du groupe
syme´trique sur Tm permutant les coordonne´es. Cette action permute les
points critiques ayant des proprie´te´s analogues. On pourra supposer que
K = {P + 1, . . . ,m}.
Au voisinage de qK , la fonction ρb admet un rele`vement ρ˜b a` valeurs dans
R de la forme









De´finissons u := u(q), ξ := ξ(q) ∈]0, π[, v := v(q), η := η(q) ∈]0, π[ par les
formules
fˆ(q) = u(q)eiξ(q) , b− fˆ(q) = v(q)ei(π−η(q)) .
Observons que ξ et η sont de´termine´s par u et v. En effet, les points 0, fˆ (q)
et b forment un triangle de coˆte´s u, v et b donc, par le the´ore`me du cosinus :
ξ(u, v) = arccos
b2 + u2 − v2
2bu
, η(u, v) = arccos
b2 − u2 + v2
2bv
. (17)
Conside´rons (q˜, r˜) ∈ RP−1 × RN−1 de´fini par
q˜j := qj − ξ(u(q), v(q)) si j = 1, . . . , P − 1.
r˜j := η(u(q), v(q)) + qm+1−j si j = 1, . . . , N − 1.
Ces diffe´rentes grandeurs qi, q˜i, etc, sont dessine´es dans la figure 1 ci-dessous,
dans le cas m = 7, P = 4 et N = 3.
























Nous allons parame´triser Mb au voisinage de q
K par des e´le´ments (q˜, r˜)
situe´ au voisinage de 0 ∈ RP−1 × RN−1. Observons tout d’abord que (q˜, r˜)
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de´termine u et v :
u(q˜) =
∑P−1
j=1 cos q˜j +
√
1− (∑P−1j=1 sin q˜j)2
v(r˜) =
∑N−1
j=1 cos r˜j +
√
1− (∑N−1j=1 sin r˜j)2. (18)
La parame´trisation q(q˜, r˜) de Mb au voisinage de q





ξ(u(q˜), v(r˜)) + q˜i si i = 1, . . . , P − 1
ξ(u(q˜), v(r˜))− arcsin (∑P−1j=1 sin q˜j) si i = P
−η(u(q˜), v(r˜))− arcsin (∑N−1j=1 sin r˜j) si i = P + 1
−η(u(q˜), v(r˜)) + r˜m+1−i si i = P + 2, . . . m.
(19)
On ve´rifie que la matrice jacobienne de l’application (q˜, r˜) 7→ (q, r) est bien
de rang n − 2 (si on lui enle`ve les lignes P et P + 1, on obtient la matrice
identite´).
L’expression de ρ˜b(q˜, r˜) s’obtient des formules (16) et (19) :
ρ˜b(q˜, r˜) = cte +
∑P−1
j=1 q˜i − arcsin (
∑P−1
j=1 sin q˜j) +∑N−1
j=1 r˜m+1−i − arcsin (
∑N−1
j=1 sin r˜j) +
P ξ(u(q˜), v(r˜))−N η(u(q˜), v(r˜)).
Comme ∂u/∂q˜i(0) = ∂v/∂r˜i(0) = 0, on a bien ∇ρ˜b(0, 0) = 0. Quant a` la
matrice hessienne Hρ˜b en (0, 0), le calcul de ses coefficients donne
∂2ρ˜b
∂q˜k∂q˜i



























(0, 0) = −1− δik,
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ou` δik est le symbole de Kronecker. Comme u(0) = P et v(0) = N , le calcul
avec les formules (17) donne :
su = −PN(1 + cos γ)
2A




> 0 i = 1 . . . N−1,
(20)
ou` γ est l’angle en fˆ(qK) du triangle (0, b, fˆ (qK)) et
A est l’aire de ce triangle ; ces formules s’obtiennent
a` l’aide du the´ore`me du cosinus et de la formule de
He´ron : 4A=
√−b4−P 4−N4+2b2P 2+2b2N2+2P 2N2. Comme
b est une valeur re´gulie`re, γ 6= 0, π, A 6= 0 et les























ou` M(k) est la (k × k)-matrice dont les coefficients diagonaux sont −2 et
les autres −1. Comme M(k) est somme de la matrice −I et d’une matrice
de rang 1, ses valeurs propres sont faciles a` calculer : l’une vaut −(k + 1)
et toutes les autres valent −1. En particulier, elles sont toutes ne´gatives.
On de´duit ainsi de (20) que Hρ˜b(0, 0) a N − 1 valeurs propres ne´gatives
et P − 1 valeurs propres positives. Le point zK est donc un point critique
non-de´ge´ne´re´ de ρb d’indice |K| − 1.
Remarque 7.6 Tous les points critiques d’un meˆme indice sont sur un
meˆme niveau de ρb.
Exemples :
7.7 Pour le bras articule´ avec m segments tous de longueur 1, la varie´te´
Mb est diffe´omorphe a` l’espace de polygones Nm+12 (1, . . . , |b|) (voir [HR]).
Lorsque m − 2 < |b| < m, varie´te´ Mb est donc diffe´omorphe a` la sphe`re
Sm−2 [HR, Exemple 6.5]. Les angles qi sont bien de´termine´s dans l’intervalle
ouvert (−π, π) (aucun segment ne pouvant se “retourner”) et on pourra donc
identifier Mb a` la composante connexe de M˜b ⊂ Rm pour laquelle |qj| <
π, ∀j. De meˆme, l’application ρb :Mb → S1 se rele`ve en ρ˜ : Mb → R de´finie
par ρ˜b(q) =
∑m
i=1 qi (un tel rele`vement continu n’existe que si |b| > m− 2).
Les points critiques zK existent dansMb pour tout sous-ensemble propre
K de {1, . . . ,m}. Par le the´ore`me 7.5, pour tout 1 ≤ k ≤ m− 1, la fonction
de Morse ρ˜b posse`de donc (
m
k ) points critiques d’indice k − 1.
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Pour visualiser le champ grad ρ˜b = grad ρb sur Mb ∼= Sm−2, on conside`re
une triangulation T sur Sm−2 isomorphe a` la premie`re subdivision barycen-
trique du bord du (m − 1)-simplexe ∆m−1. Si l’on nume´rote les sommets
de ∆m−1 de 1 a` m, les sommets de T sont indexe´s par les sous-ensembles
propres K de {1, . . . m}. On peut ve´rifier que gradρb est le champ associe´
a` T (voir [Sp, p. 611–612]) : le barycentre d’un k-simplexe est un ze´ro de
gradρb correspondant a` un point critique d’indice k de ρb.
7.8 Conside´rons le cas particulier de
l’exemple 7.7 ou` m = 3. Pour 1 < b <
3, la varie´te´ Mb est diffe´omorphe a` un
cercle et la fonction ρb admet 3 points
critiques d’indice 0 et 3 d’indice 1. La
figure ci-contre montre les configura-
tions critiques. Les fle`ches indiquent le
sens des trajectoires de gradρb, allant

















































7.9 Conside´rons le bras articule´ a` 4 segments : a = (1, 1, 1, 1). Les valeurs
critiques de fa sont 0 et les cercles de rayon 2 et 4. Si 2 < |b| < 4, la varie´te´
Mb est diffe´omorphe a` S
2 et on est dans le cas de l’exemple 7.7. Lorsque 0 <
|b| < 2, la varie´te´ Mb est diffe´omorphe a` l’espace des configurations planaires
(modulo rotations) d’un pentagone re´gulier ; cet espace est diffe´omorphe a`
une surface de genre 4 (voir [HR, Table V]). L’application ρb a alors 6 points




















































































Rappelons (voir remarque 7.6) que ces 6 points critiques sont sur un
meˆme niveau : ρb(z
i,j) = 1 pour tout i, j. La visualisation des trajectoires
de gradρb sur la surface Mb de genre 4 est un inte´ressant de´fi.
7.10 Lorsquem est impair, le disque ouvert de rayon 1 centre´ en 0 est forme´
de valeurs re´gulie`res. Si |b| < 1, il n’y a aucune configuration satisfaisant la
condition de proposition 7.4. La fonction ρb n’a donc aucun point critique et
est une submersion. Le groupe d’holonomie Hb agit sans point fixe sur Mb.
Dans le cas particulier z = 0, on a gradρb = U et le flot de gradρb est
pe´riodique, donne´ par l’action diagonale de S1 sur Tm. Chaque configuration
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effectue simplement un mouvement de rotation a` vitesse angulaire constante.
Cela prouve que M0, et donc Mb pour |b| < 1, est diffe´omorphe a` M (a¯)1 ×S1,
ou` a¯ est le bras articule´ a` m− 1 segments, tous de longueur 1.
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