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ABSTRACT 
A three-stage Hierarchical Bayesian Space-Time (HBST) model, an extension 
of the class of dynamic linear models to space, is proposed for the ground con-
tamination levels (GCL) and related uncertainties caused by polluting discharges 
in the environment. The model should allow updating the distribution of GCL in 
time and space as new data in the form of measurements and expert judgements 
become available to give real-time estimates of deposition levels. 
An application of the HBST model is proposed for the statistical modelling of 
radioactivity deposition after a nuclear accident. It explicitly handles uncertain-
ties associated with (i) predictions of depositions from a long-range atmospheric 
dispersal model, (ii) in-situ gamma ray measurements and (iii) spatial interpo-
lations. Unlike existing environmental statistical models, the HBST model also 
accounts for an established food chain contamination model called ECOSYS for 
which it provides data assimilation capabilities. 
The HBST model permits a fast implementation and full probabilistic infer-
ence for the parameters, interpolation and forecasts. Three distinct formulations 
of the HBST model were applied to assimilate real data of radioactivity deposition 
from the Chernobyl accident in southern Germany. Two of those formulations 
differ on the functional form of their spatial covariance matrices while the third, 
a normal inverse-Wishart model, allows the spatial covariances to "learn" from 
2 
the data within the usual Bayesian paradigm. The later is shown to outperform 
the former models both in short and medium term forecasting as well as in a 
predictive interpolation test that took some measurements as out-of-sample. 
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Chapter 1 
Introduction 
1.1 Setting the Scene 
This study proposes and tests a statistical model for uncertainty handling and 
data assimilation associated with the ground deposition of radioactivity after a 
nuclear accident. The model makes use of all information available during the 
accident in order to provide the best possible estimation of the levels of ground 
contamination by the released radioisotopes (together with a measure of their 
quality) for decision support purposes at various levels in nuclear emergencies, 
such as distribution of iodine tablets, sheltering advice and evacuation. For this, a 
hierarchical Bayesian spatio-temporal (RBST) model was developed to coherently 
combine information coming from established physical and environmental models 
with in-situ near ground radioactivity measurements. 
The scenario considered here is one of a severe accident in a nuclear plant with 
radioactive releases into the environment. This can typically be characterized as 
having four distinct phases: 
(1) a pre-release phase, when the in-plant conditions deteriorate in such a w({\, 
1 
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that the accidental release of radioactive material (source term) is about to 
occur; 
(2) a release phase, when while being released the source term is dispersed into 
the atmosphere; 
(3) an early post-release phase, when while being dispersed, the released masses 
of radionuclides are also partially deposited in time at diverse locations, 
contaminating soil, plants, waters, and thus, entering the human food chain; 
and 
(4) a late post-release phase where contamination passes through animal and 
food chains and impacts on long term environmental factors. 
The pre-release and release phases (1) and (2) above are associated with the 
early stages of the accident, that is, with a time scale ranging from few minutes 
to one or two days of duration. The post-release phases (3) and (4) are associated 
with the medium and long term and time scales ranging from days to years. 
Diverse deterministic but typically very complex physical and environmen-
tal models have been developed to describe a nuclear accident with its related 
contamination and effects during each phase. Examples of those for the early 
phase are the in-plant status probabilistic belief net for source term estimation 
(Smedley et al., 1996) and the Lagrangian K-model model for long-range atmo-
spheric dispersal (Lauritzen et al., 2006). For the later stages, the ECOSYS 
(Muller and Prohl, 1993) describes the food chain contamination. Because of 
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their hazardous environmental and health effects, any auxiliary experiments that 
have been performed are either limited in their association with the real scenario 
(for example, tracer experiments which use non-toxic smoke emissions typically 
in constant wind field environment) or are the product of strict control (like lab 
tests on plants exposure to radiation). The result of this is that current physical 
and environmental models are largely descriptive. 
Data from the rare accidents that have occurred are not generally available 
for two reasons, the sensitivity of such information and the lack of proper mea-
surement protocols during the emission (it is only in the last few years that these 
protocols have been implemented across Europe for example). When available 
they are useful for the modelling related to the geographic region they come from 
but not for other regions. 
Typically, such models have great complexity, lack of linearity and an internal 
integrity. They can be thought as machines which take a function of outputs from 
previous modules (except for the first), vectors of observations and vectors of 
known covariates as their inputs to produce outputs. The outputs of this module 
can then be used as one of the components of the inputs of a subsequent module. 
Part of the work we describe here has been developed in the RODOS (Real 
time Online Decision Support) system, an EU project for decision support III 
nuclear emergencies, that includes a module for each of the above phases. 
Similarly to Gamerman et al. (2006), the HBST model adopt a state-space 
approach based on an extension of the dynamic linear model of West and Har-
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rison (1997) to our spatio-temporal process. However, unlike Gamerman et al. 
(2006), the proposed approach in this thesis includes specific environmental and 
physical models in its formulation. In fact, the development of the integrated 
hierarchical Bayesian approach describes in this thesis is oriented to include the 
ECOSYS model of Muller and Prohl (1993) as a particular case. The ECOSYS is 
a detailed physical-biological model developed to explain the spread of radioactive 
contamination within the food chain with possible consequences on the human 
exposure doses. It includes modules for ground deposition, food chain contam-
ination and human exposure. The ground deposition module, the one I will be 
focusing on in this thesis, assesses the radiological consequences of short-term 
depositions of radio-nuclides in diverse types of soil and plants. The proposed 
HBST model handles in a rather natural and structured way the uncertainties as-
sociated with the ECOSYS model as we shall see. In addition, this model allows 
fairly easily not only the combination of information coming from different sources 
(such as estimations based on atmospheric dispersal and near-ground radioactiv-
ity measurements) but also the inclusion of new components, when needed (such 
as trends and seasonality for example), by augmentation of vectors and matrices 
only. Also, at any time the probability density of all variables will be dynamically 
updated by the information available up to that time. That is, the joint density 
is updated as new data become available with no need for the full data set to be 
collected before updating can take place. Moreover, different types of measured 
data need not all be available at every monitoring station as usually will be the 
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case. In practice, different stations will have different measuring resources, for 
example, stations equipped to measure ')'-dose rates not necessarily will be pre-
pared to measure air concentration and/or amount of rainfall. To handle nuclide 
specific wet and dry deposited activities on soil, the HBST model was formulated 
with three main components. Those components are represented by variables 
and parameters associated with total deposited activity and proportions of both 
specific radioisotopes and wet deposition relative to the total ground deposition 
mass at each site of interest. 
Because the HBST model allows learning ( from data) on the covariance struc-
ture related to the model, part of the results in this thesis are comparable to those 
of Le and Zidek (1992). Basically, it consists of the application of standard multi-
variate normal-wishart conjugate analysis (Anderson, 1984). However, differently 
from Le and Zidek (1992), in the case here significant temporal structures are 
included (temporal autocorrelation is allowed) as well as an explicit direct mod-
elling of spatial interpolations. The latter allows for smoothness constraints on 
the covariance estimates through the specification of a suitable spatial interpola-
tion matrix. 
The HBST model focuses on the interface between components of the atmo-
spheric dispersal, K-model, and the food chain, ECOSYS. We shall make use 
of outputs from the K-model, such as its predictions of radioactivity deposition 
for a regular spatial grid, as inputs to the HBST model. Those predictions are 
treated as data and combined with in-situ deposition measurements taken at 
Chapter 1. Introduction 6 
sites which are usually off-grid locations. In practice, the deposition measure-
ments (or other measurements from which ground deposition can be calculated, 
such as near-ground air concentrations together with rainfall intensities and near-
ground gamma dose rates) will not be available for all sites of interest. In fact, 
there will be a number of fixed measuring stations irregularly and sparsely sep-
arated over the region of interest. Some mobile measuring capability should be 
possible however in small scale. Also, there is a subtle interface question between 
the atmospheric dispersal K-model and the ECOSYS which is that of what de-
position is meant in each model. Because, deposition for ECOSYS is not only 
nuclide but also plant specific, I assume (for the models' reconciliation sake) that 
near-ground deposition at a certain site corresponds to deposition on soil. 
The proposed RBST model was applied to real data of the 1986 Chernobyl's 
accident contamination of Bavaria in southern Germany. In fact, three versions 
of the RBST model combined predictions at fixed regular grid points from the 
long range atmospheric K-model (Lauritzen and Mikkelsen, 1999) mentioned in 
Chapter 6 with measured (off-grid) near-ground contamination in Bavaria to 
produce estimations (actual and predictive) of the contamination profile. 
The accident at the Chernobyl nuclear reactor (in northern Ukraine, near 
the border with Belarus) that occurred on 26 April 1986 was the most serious 
accident ever to occur in the nuclear power industry. The accident happened 
during an experimental test of the electrical control system when the reactor was 
being shut down for routine maintenance. A sudden power surge caused a chain 
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of events leading to the destruction of the reactor's core, the severe damaging 
of the plant's building and ultimately to the release of considerable amounts 
of radioactive materials to the atmosphere. The leaking core was exposed to 
the elements for ten days before engineers were able to seal the building. The 
radioactive gases and particles released in the accident were initially carried by 
the wind in westerly and northerly directions. On subsequent days, distinct wind 
directions prevailed. The deposition of radionuclides was primarily governed by 
any precipitation occurring during the passage of the radioactive cloud, leading 
to a complex and variable exposure pattern throughout the affected region and 
as well as to other European countries including Germany as we shall see in the 
later chapters. 
The following subsections introduce a brief history of the spatial modelling 
with the basic introduction of some keywords which have been used in the later 
chapters. 
1.2 A Brief History of the Spatial Modelling 
In the history of spatial modelling, Student (1907) first gives the concept of spatial 
modeling. He was concerned about the distribution of particles throughout a 
liquid. Instead of analysing the spatial position of the particles, he was more 
interested to find the pattern of the particles in the liquid. In this context, he 
aggregated the data into counts of particles of per unit area. A hemocytometer 
(which is a device to count different types of cells as well as other microscopic 
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particles) of area 1 mm2 , divided into 400 squares, was used to count yeast cells. 
He found that the distribution of the number of cells per square followed a Poisson 
distribution. 
After Student's experiment (Student, 1907), it was clear that the spatial data 
have probability distributions. In other words models exists for spatial data. But 
then the question arose of whether any dependency exists between the spatial 
data. R. A. Fisher was clearly aware of spatial dependence in agricultural field 
experiments, since he tried to removed it (Fisher, 1935). In that period, he estab-
lished the principles of randomization, blocking and replication. Randomization 
controls the unwanted bias and also neutralizes (but does not remove) the effect 
of spatial correlation (Yates, 1938). However, Fisher realized that randomization 
does not neutralize the spatial correlation at spatial scales larger or smaller than 
the plot dimensions. After Fisher, Fairfield (1938) also empirically shows the 
presence of spatial correlation in agricultural field experiments. 
Now in spatial modeling, the crucial thing is to include the spatial dependency 
into the modeling. Whittle (1954), first introduced the spatial dependency. Ac-
cording to Whittle (1954), the sampling theory of stationary processes (discussed 
in Section 1.2.3) in space is not completely analogous to that of stationary time 
series since the variate of a time series is influenced only by past values, while , 
for spatial process dependence extends in all directions. 
Then the nearest-neighbor (NN) methods have been developed. Papadakis 
(1937) was the first to introduce a NN method for the analysis of agricultural field 
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trials. But the theoretical properties of NN methods were first investigated by 
Atkinson (1969). N earest-neighbor methods for analysing agricultural field trials 
attempt to take spatial dependence into account, indirectly, by using residuals 
from neighboring plots as covariates (see Bartlett (1938), Bartlett (1978), Wilkin-
son et ai. (1983), Green et ai. (1985), Besag and Kempton (1986), Zimmerman 
and Harville (1989)). 
But in some areas, such as geology, ecology and environmental science, it is 
not often possible (nor always appropriate) to randomize, block, and replicate 
the data. So, it needs new statistical models and approaches which address the 
new questions arising from old and new technologies. 
In the following subsections, after a short introduction of spatial data, some 
terms are defines that are related to the spatial modeling. 
1.2.1 A Short Introduction to Spatial Data 
In this section, we will see the basic definition of different spatial data. According 
to Cressie (1993), we classify spatial data into three basic types. (i) Geostatistical 
data, (ii) Lattice data and (iii) Point pattern data. 
The above mentioned types of data can be defined in the following way. Define 
ffi.d as the d-dimensional Euclidean space throughout the thesis. Let s E ffi.d be 
spatial location of the data and Y(s) be random variable for the data at the 
spatial location s. Define, D as the index set and allow s to vary over D C ffi.d. 
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So, now we can define the multivariate random field as 
{Y(s) : SED} 
For Geostatistical data, D is a fixed subset of JRd that contains ad-dimensional 
rectangle of positive volume, i.e. continuous sand Y(s) is a random vector at 
location sED. E.g. scallops data. (The scallops data frame is a spatial data set 
listing the catch of scallops from a 1990 National Marine Fisheries Service trawl 
survey in the Atlantic Ocean. The survey area runs from the Delmarva Peninsula 
off the coast of Virginia and Maryland up to the George Banks.) 
For lattice data, D is a fixed (regular or irregular) collection of countably 
many points of JRd and Y(s) is a random vector at location sED. E.g. image 
analysis where the image is recorded as pixels on a lattice. 
And for point patterns data, D is (random) a point process in JRd or a subset 
of JRd and Y (s) is a random vector at location sED. E.g. data on trees located 
randomly in forest. 
The proposed model in Chapter 4 is based on lattice data, so we concentrate 
only on spatial lattice data. 
Spatial lattice data is a set of quantitative measurements recorded on a regular 
lattice, for example measurements of ground contamination level by radioactivity 
after a nuclear accident at a given area taken at regular spacing in a geographical 
region of interest. In general, the lattice patterns arise in planned agricultural 
trials and in satellite imaging. In any spatial data set whose spatial locations 
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are form a regular lattice in the Euclidean space is the closest analogue to a 
time series observed at equally spaced time points. From the spatial lattice data, 
neighborhood information (based on, e.g., Euclidean distance) can be specified. 
The process that generates a lattice pattern is called a lattice process. Analysis 
of a lattice process is provided via either a spatial domain approach using spatial 
auto-correlation or a frequency domain approach using spectral analysis. Spatial 
auto-correlation methods measure correlation between measurements at pairs of 
sites (For further details please see, Upton and Fingleton (1995); Cliff and Grd 
(1981) ). 
In any statistical analysis of data in a spatial lattice, it should be determined 
whether the locations (i) are regular or irregular, (ii) represent points or regions, 
and (iii) are indices for continuous or discrete random variables. By nature or 
by design, many spatial problems are regular, points and discrete. The class of 
models in this thesis were formulated for points data at regular grids and discrete 
space (and / or continuous) in nature as we shall see. An example of spatial lattice 
data is given in Figure 1.1. Figure 1.1 shows a 64 x 64 regular grid covering the 
Bavarian region in southern Germany that was used by the proposed model in 
the application in Chapter 6. The distance between consecutive grid points is 8 
Km and each grid point has its own data of radioactivity deposition which gives 
the map in Figure 1.1. Detail explanation of those maps are discussed in Chapter 
6. 
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Figure 1.1 : Spatial lattice pattern of radioactivity deposition data in Bavaria 
1.2.2 Isotropic Spatial Covariances 
A process is said to be isotropic if the statistical properties of the process are 
invariant under rotations. For stationary and isotropic processes the covariance 
function depends only on the scalar distance between two locations S I and S2 , 
namely 11 8 1 - 8211. The covariance is called anisotropic when its structure varies 
with distance and simultaneously as a function of its direction. The proposed 
model in Chapter 4 can take both isotropic and anisotropic covariances. But 
the application to radioactive deposition data in Chapter 5 used t he isotropic 
covariance functions. 
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1.2.3 Stationarity 
In general, a process is called stationary if all the probability statements about 
the process within a finite region n c ~ are invariant under translation of that 
region. The discussions in this thesis assume that the spatial process has a mean 
J-1( 8) = E(Y (8)), associated with it and that the variance of Y (s) exits for all 
8 cD. The process Y (8) is said to be Gaussian if, for any n > 1 and any set of 
sites 81, ... ,8n , Y = (Y(8d, .. . , Y(8n ))' has a multivariate normal distribution. 
The process is said to be strictly stationary if, for any given n > 1, any set of n 
sites 81, ... ,8n and any h E ~r, the distribution of (Y (Sl), ... , Y (8n )) is the same 
as that of (Y (81 + h), ... , Y (8n + h) ). Here ~r denotes the r-dimensional (r > 0) 
Euclidean space and D is envisioned as ~r as well. 
A less restrictive condition is given by weak stationarity (also called second-
order stationarity). Cressie (1993) defines a spatial process to be weakly station-
ary if J-1(8) = J-1 (i.e., the process has a constant mean) and COV(Y(8), Y(s+h)) = 
C(h) for all h E ~r such that 8 and 8 + h both lie within D. Weak stationarity 
implies that the covariance relationship between the values of the process at any 
two locations can be summarized by a covariance function C(h), and this function 
depends only on the separation vector h. 
Stationarity requires that the process has constant mean and constant vari-
ance. It seems a rather restrictive assumption to require of an environmental 
process. However, certain types (but not all) of non-stationary processes can be 
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made stationary through appropriate transformations. More specifically, a spa-
tial process Z (s) is said to be (weakly) stationary if it has constant mean and 
the spatial covariance depends only on distance between two points. This type 
of covariance is called Covariogram. 
1.2.4 Valid Spatial Covariances 
In any spatial modelling, the spatial covariance function should be valid. A 
spatial covariance function is said to be valid if it is positive definite and rotation 
invariant, i.e. it is a function which can be used to represent the covariance of 
isotropic, stationary random fields which we have defined above. According to 
Schlather (1999), many functions from their respective family are valid in any 
specified dimension. In the thesis, the proposed HBST model used the spatial 
covariances from the exponential family and the spherical family. But there exist 
some other covariance functions which are valid as described by Schlather (1999), 
some of them are described below. 
(a) Bessel family (valid in IR.d) 
v>(d-2)/2 
where J
v 
is a Bessel function. This function is positive definite in }Rd for 
v = (d - 2)/2. The Bessel function with v = (d - 2)/2 is the isotropic 
analogue of the cosine in IR.d. For arbitrary v > (d - 2)/2, the positive 
definiteness of the function is demonstrated in Yaglom (1987). 
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(b) Cauchy family (valid in IROO) 
This function is positive definite as it is the scale mixture of the Gaussian 
model with mixing density function proportional to 
In Cressie (1993), it is called "rational quadratic model" when v = 1. 
( c ) Cosine (valid in IR 1 ) 
¢(h) = cos(h). 
This model is the most elementary covariance model on the real line and it 
is not a valid model for an isotropic random field in any dimension d > 2. 
(h) Whittle-Matern class or Basset family (valid in IROO) 
v> O. 
This class of covariance functions is very popular as it allows the user to 
specify the degree of differentiability of the underlying random field. Here 
K
v
(') denotes the modified Bessel function of the third kind of order v. 
(g) Symmetric stable family or powered exponential family (valid in IROO) 
v E [0,2]. 
These models are positive definite. 
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(d) Exponential family (valid in ]ROO) 
This model is a special case of the Whittle-Matern family, namely the model 
with parameter v = 1/2 and a special case of the symmetric stable family, 
namely the model with parameter v = 1. The exponential model is also 
interesting in its own right, as it allows for very simple and fast simulations 
on the real axis because of its Markov property. 
(e) Gaussian family (valid in ]ROO) 
This is a special case of the symmetric stable family, namely the model for 
v = 2. In the two-dimensional case, its spectral distribution function is 
F(x) = 1 - exp( _x2 /4). 
Thus a random field with Gaussian model as covariance function can be , 
simulated by the spectral method. Although the Gaussian model is still 
frequently used, it has two disadvantages. 
(i) The covariance matrices involved in simulation studies are often almost 
singular, and therefore numerically unstable. This kind of behaviour 
is to be expected as the Gaussian model is on the border of the set of 
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valid models, as ¢(h) = exp( -hV) is not a valid model in any dimension 
for any v > 2. 
(ii) The random field l'tself has a strange behaviour: any realisation is 
completely determined on the entire space by the values within an 
arbitrarily small, open ball. 
(f) Spherical family (valid in JR3) 
O<h<1. 
The name "spherical" refers to the fact that ¢3 (h) is the volume of the 
intersection of two three-dimensional balls with unit diameter and center 
a distance h apart. For some purposes, it is also convenient that the cor-
relation has a finite range. Because the family depends only on a scale 
parameter h, it gives no flexibility in shape. 
1.2.5 Markov Random Fields 
A Gaussian Markov random field is a model for spatially distributed random 
variables. 
Suppose Z = (Zl, Z2, ... , Zn)' have a normal distribution with mean J1 and 
covariance matrix L:. Define the labelled graph G = ('y, E), where "'( ={1,2,.,n} 
and E be such that there is no edge between node i and j iff Zi Il Zj I Z -ij, that 
is Zi and Zj are conditionally independent, where Z-ij is short for Z-{i,j}' Then 
we say that Z is a Gaussian Markov Random Field (GMRF) with respect to G. 
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Since the mean J-l does not have any influence on the pair wise conditional 
independence properties of Z, we can deduce that this information must be 'hid-
den' solely in the covariance matrix~. It turns out that the inverse covariance 
matrix, the precision matrix Q = ~-1 plays the key role. 
1.2.6 Kalman Filter 
In 1960, R. E. Kalman published his famous paper (Kalman, 1960) describing 
a recursive solution to the discrete-data linear filtering problem. The Kalman 
filter is a set of mathematical equations that provides an efficient computational 
(recursive) means to estimate the state of a process, in a way that minimizes 
the mean of the squared error. The filter is very powerful in several aspects: it 
supports estimations of past, present, and even future states, and it can do so 
even when the precise nature of the modeled system is unknown. 
The Kalman filter is a recursive predictor-corrector type estimator. The 
Kalman filter estimates a process by using a form of feedback control: the filter 
estimates the process state at some time and then obtains feedback in the form 
of (noisy) measurements. As such, the equations for the Kalman filter fall into 
two groups: time update equations and measurement update equations. The time 
update equations are responsible for projecting forward (in time) the current 
state and error covariance estimates to obtain the a priori estimates for the next 
time step. The measurement update equations are responsible for the feedback -
i.e. for incorporating a new measurement into the a priori estimate to obtain an 
Chapter 1. Introduction 19 
improved a posteriori estimate. 
The time update equations can also be thought of as predictor equations, while 
the measurement update equations can be thought of as corrector equations. In-
deed the final estimation algorithm resembles that of a predictor-corrector alga-
rithm for solving numerical problems as shown below in Figure 1.2. 
Time Update 
(" Predict") 
Measurement Update 
/O~~ 
Figure 1.2: The ongoing discrete Kalman filter cycle. The time update projects 
the current state estimate ahead in time. The measurement update adjusts the 
projected estimate by an actual measurement at that time. 
After each time and measurement update pair, the process is repeated with 
the previous a posteriori estimates used to project or predict the new a priori 
estimates. This recursive nature is one of the very appealing features of the 
Kalman filter. 
1.2.7 Kriging 
In real situation, it is impossible to get all-inclusive values of data at every de-
sired point because of practical constraints. Thus, interpolation is important and 
fundamental to graphing, analysing and understanding of 2D data. Kriging is a 
well-known method of spatial interpolation used in geostatistics. It was named 
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after D. G. Krige from South Africa. It is a method of interpolation which pre-
dicts unknown values from data observed at known locations. This method uses 
variogram (which is a function describing the degree of spatial dependence of a 
spatial random field, Cressie (1993), pages. 58-59) to express the spatial varia-
tion, and it minimizes the error of predicted values which are estimated by spatial 
distribution of the predicted values. For detail about kriging please see Cressie 
(1993). Following are the different types of kriging. 
• Ordinary Kriging: A variety of kriging which assumes that local means are 
not necessarily closely related to the population mean, and which therefore 
uses only the samples in the local neighborhood for the estimate. Ordinary 
kriging is the most common method used in environmental engineering. 
• Block Kriging: Estimating the value of a block from a set of nearby sample 
values using kriging. 
• Point Kriging: Estimating the value of a point from a set of nearby sample 
values using kriging. The kriged estimate for a point will usually be quite 
similar to the kriged estimate for a relatively small block centered on the 
point, but the computed kriging standard deviation will be higher. When a 
kriged point happens to coincide with a sample location, the kriged estimate 
will equal the sample value. 
• Universal Kriging: Kriging similar to that of ordinary kriging, but used 
when a trend, or slow change in average values, in the samples exists. 
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1.3 Notation 
Throughout the thesis, I adopt the standard convention that random variables 
are denoted as capital letters, and instantiations of random variables (values) are 
denoted as lower-case letters. I do not explicitly distinguish between scalars and 
vectors. The only difference is, vectors are denoted by bold-case letters and the 
scalars are without bold-case but the same letter as vector. 
Throughout the thesis, I denote vectors (which may be random variables) 
as bold-case letters, to distinguish them from matrices, which are always italics. 
Also, I will use prime to denote vector or matrix transposition. 
A typical notation used throughout this thesis is the following: 
It means that the conditional distribution of the random vector St given the value 
of It (set of all observations up to time t), has a multivariate normal distribution 
with mean vector IDt and the covariance matrix Ct· 
Finally, it is worth remarking that the equations are numbered according 
to the chapters. For instance, equation (4.1) means equation number 1 of the 
Chapter 4. Further notation will be introduced as necessary in each chapter. 
A summary of the most frequently used notation and abbreviations appears 
in the tables in Appendix D. 
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1.4 Thesis Structure 
The thesis is structured as follows. Chapter 2 shows the related literature re-
view. The basic multivariate DLM theory and some related topics are reviewed 
in Chapter 3 of this thesis, which is the key chapter about background material. 
This comprises the general model formulation in Section 3.1, as well as the usual 
form of analysis. Such analysis include the basic conjugate analysis with known 
observational variance-covariance matrix in Section 3.2, and the normal inverse-
Wishart conjugate analysis with unknown observational variance-covariance ma-
trix in Section 3.3. 
The main results of the thesis are presented through Chapters 4 to 7 as 
follows. Chapter 4 describes the model formulation of the proposed HBST model. 
In Section 4.1, a general framework of the HBST model introduced. Section 
4.2 introduced the different spatial covariance functions. Section 4.3 describes 
the different parametric families of the spatial covariance functions when the 
observational covariance matrix is known, and the corresponding basic conjugate 
analysis is shown in Section 4.4. Section 4.5 describes the normal inverse-Wishart 
HBST model with unknown observational covariance matrix. 
In Chapter 5 an application of the HBST model to radioactivity deposition 
which allows for uncertainty handling and data assimilation of ECOSYS is in-
troduced. Section 5.1 describes an overview of the physical model for nuclear 
emergencies, since the proposed HBST model is a part of that whole chain mod-
Chapter 1. Introduction 23 
ules. In Section 5.2, I describe in detail an application of the HBST model 
to radioactivity deposition. The deposition module of ECOSYS is briefly intro-
duced in Subsection 5.2.1. Subsection 5.2.2 describes the notations and the model 
components associated with the HBST model as well as a graphical model that 
establishes a link between the statistical and the ECOSYS models. In Subsection 
5.2.3, the HBST model formulation to radioactivity deposition is described. The 
Subsections 5.2.4 & 5.2.5 defines the three different formulations of the HBST 
model to the deposition data. Two of those formulations differ on the functional 
form of their known observational covariance matrix while the third, a normal-
inverted-Wishart model with unknown observational covariance matrix. 
In Chapter 6, the results from the data assimilation by the HBST model to 
radioactivity deposition are described. Section 6.1 describes the radioactivity 
data required for HBST model. More specifically, in Subsection 6.1.1, the real 
data of Chernobyl's near-ground radioactive deposition in Bavaria is described 
and in Subsection 6.1.2, the predicted data from a long range atmospheric dis-
persal model, called K-model is described. Section 6.2 describes the main results 
of the application of the three HBST models. This Section starts by describing 
the values of the input parameters of the HBST in Subsection 6.2.1. The sum-
mary of posterior results and its validation against measurements are described 
in Subsections 6.2.2 and 6.2.3. The overall predictive performances and the ra-
dionuclide specific predictive performances of the HBST models are described in 
Subsections 6.2.4 and 6.2.5. Section 6.3 checks the HBST model sensitivity for 
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the variation in the input parameters of the K-model and the variation in spatial 
decay of the spatial covariance function for the fixed functional RBST model. 
The cross-validation of the RBST model is described in Section 6.4 where the 
whole data set split into two parts, one is training set and the other is validation 
set. 
Finally, Chapter 7 consists of a general conclusion and possible topics for 
further research. 
Appendix A and Appendix B show the prior-to-posterior updating equations 
for the RBST models with known and unknown observational covariance matrix 
respectively. Appendix C shows the Cholesky decomposition & eigenvalue decom-
position method for the positive definite matrices. A summary of the notation & 
abbreviations used in the thesis is presented in Appendix D. 
Chapter 2 
Related Literature Review 
This chapter describes the main results in the literature associated with the 
formulation of the proposed model in Chapter 4 & 5. The proposed model in 
Chapter 4 is a hierarchical Bayesian space-time (HBST) model for the spatial 
data. So the following sections are structured as follows. 
Section 2.1 gives a short description of the statistical models for spatial data. 
Section 2.2 reviewed the hierarchical models. In section 2.3, the spatio-temporal 
models, both in classical and Bayesian approach that are related to the proposed 
HBST model are reviewed. The HBST model is an extension of dynamic linear 
model (DLM) to space, so section 2.4 describes the related literature review on 
DLM. The HBST model built based on a biological model, called, ECOSYS 
(Muller and Prohl, 1993) and it takes the prediction from other atmospheric 
dispersal model (ADM) as the input. Section 2.5 describes the model ECOSYS 
and related literature on different ADM. 
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2.1 Statistical Models for Spatial Data 
The statistical modelling of data that occur in space is of great interest in man" 
areas, e.g. in environment, in health, in geology, in astronomy, among many 
others. The low cost Geographic Information System (GIS) is becoming more 
and more common with user friendly interfaces. These systems allow the spatial 
visualization of variables such as individual populations, quality of life indexes 
and company sales in a region using maps. Besides the visual perception of the 
spatial distribution of the phenomenon, it is very useful to translate the existing 
patterns into objective and measurable considerations. The purpose of statistical 
models for describing spatial variation is to find a representation of the variation 
of a response variable where covariates are not present in the model. The data, 
then, consist only of measurements of the variable of interest at specified locations 
where they are observed. 
In many classical approaches to the statistical parametric modelling of spatial 
variation parameters are assumed to be fixed values and estimated by likelihood 
methods. For example, Cook and Pocock (1983) fit a parametric (linear) model 
to the trend, followed by an investigation of residual spatial dependence. Besag 
(1974) proposed a set of spatial models which are constructed using the Markov 
random-field approach, where he examined the formulation of conditional prob-
ability models for finite system of spatially interacting random variables. In the 
Markov random-field approach, the conditional probability distribution of any 
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site depends only on its 'nearest neighbours'. That is, suppose P(Xi,j I all other 
site values) denotes the conditional probability distribution of any random vari-
able X at site (i,j), then P(Xi,jl all other site values) depends only upon Xi,j, 
Xi-I,j, Xi+I,j, Xi,j-b Xi,j+I for each internal site (i, j). Here, each internal site 
(i,j) has four neighbours, namely (i - 1,j), (i + 1,j), (i,j - 1) and (i,j + 1), 
which are called 'nearest neighbours' of site (i, j). Later Hill et ai. (1984) and 
Clayton and Kaldor (1987) assume conditional independence of the data given 
the parameters, where the parameters are assumed to follow a Markov random 
field. 
2.2 Hierarchical Models 
The formal ideas of hierarchical modelling arise from simple probability rules. 
Some early modelling efforts in the mid 20th century that are clearly hierarchical 
in nature, are not referred as such, e.g. early non-Bayesian works of Stein (1955) 
and James and Stein (1960) were influential in the development of hierarchical 
normal models. For a summary please see the bibliographic note in Gelman 
et al. (1995), pages 154-155. Although the concept is not inherently Bayesian, 
over time most of the literature has been developed in that context and the best 
description are most often found in the Bayesian literature (Gelman et ai., 1995). 
Hierarchical modelling is mainly based on the simple fact from probability 
that the joint distribution of a collection of random variables can be decomposed 
into a series of conditional models. That is, if Z, P, Q are random variables. 
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then we can write their joint distribution in terms of a factorization such as 
[Z, P, Q] = [Q\P, Z][P\Z][ZJ, where [P] refers to the distribution of P and [P\Z] 
refers to the conditional distribution of P given Z. This simple formula is the 
most important point of hierarchical thinking. For example, for a spatio-temporal 
process, the joint distribution describes the stochastic behaviour of the process 
at all spatial locations and all times, including all possible interactions. This 
can be extremely difficult (if not impossible) to specify for many environmental 
processes. However, it is often much easier to specify the distribution of the 
relevant conditional models (e.g., conditioning the process at the present time 
given the past). In this case, the product of a series of relatively simple conditional 
models leads to a joint distribution that can be quite involved. For complicated 
processes in the presence of data, the idea is to approach the problem by breaking 
it into three primary stages (Berliner, 1996): 
Stage 1. Data Model: [data \ process; parameters] 
Stage 2. Process Model: [process \ parameters] 
Stage 3. Parameter Model: [parameters] 
The first stage is concerned with the observational process or 'data model', 
which specifies the distribution of the data given the process of interest and 
parameters that describe the data model. The second stage then describes the 
process, conditional on other parameters. Finally, the last stage accounts for the 
uncertainty in the parameters. Ultimately, we are interested in the distribution 
of the process and parameters updated by the data. We obtain this so-called 
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'posterior' distribution via Bayes' rule: 
[process, parameters I data] ex: [data I process, parameters] [process I param-
eters] [par ameters] . 
This formula serves as the basis for Bayesian hierarchical analysis. 
2.3 Spatio-temporal Models 
Spatio-temporal models have gained widespread popularity in recent years. One 
reason for this growth is that diverse areas, such as climatology, ecology, environ-
mental, health, and real estate marketing, are increasingly faced with the task 
of analysing data that are (i) highly multivariate, with many important predic-
tors and response variables, (ii) geographically referenced, and often presented 
as maps, and (iii) temporally and spatially correlated, as in longitudinal or other 
time series structures. Some examples of spatio-temporal data are monitoring of 
regional environmental contamination, disease mapping and the analysis of satel-
lite data. Increased computational power is another reason for the recent surge in 
this area. Space-time data sets are often large and therefore require substantial 
computing resources to fit even simple models. 
The spatio-temporal models are often constructed by combining time-series 
models with variogram-based models from spatial statistics. In time-series con-
text, popular approaches include autoregressive moving average models (Box 
et at., 1994) for stationary data, and state-space models (West and Harrison. 
1997), which allow for non-stationary components such as temporal trends and 
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seasonality. In the spatial setting, much of the literature revolves around isotropic 
models (Cressie, 1993). The main objective of these models is prediction or krig-
ing. Various methods also exist for non-stationary spatial processes, where the 
correlation depends on location as well as distance. Sampson and Guttorp (1992) 
developed a approach which based on transformations of the co-ordinate system. 
2.3.1 Classical Spatia-temporal Models 
Classical space-time state-space model approaches have been suggested in Mardia 
et al. (1998) combined kriging and state-space models to model spatial covariance 
and time dependence. They used iterative numerical optimization to estimate 
variogram parameters and the Kalman filter to estimate temporal trend fields. 
Similar classical approaches include Wikle and Cressie (1999) and Huang and 
Cressie (1996). Early statistical models for space-time data often relied on the 
assumption of temporal stationarity. For example, the STARMA (Pfeifer and 
Deutsch (1980a) and Pfeifer and Deutsch (1980b)) and STARMAX (Stoffer, 1986) 
models were constructed by adding spatial covariance matrices to standard vector 
autoregressive moving average models. Haslett and Raftery (1989) used similar 
models but relied on fractional differencing to address long memory features in 
Irish wind power data. Handcock and Wallis (1994) developed a model with 
kriging and long memory dependence to study global warming trends in northern 
USA. Another related approach was taken by Carroll et al. (1997), who estimated 
ground level ozone through Gaussian random fields by assuming separable space 
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and time correlation functions. 
In this field, different types of spatio-temporal models have developed. For in-
stance, Hirst et al. (2003) has developed a hierarchical model on long-transported 
air pollution in Europe. This is basically a spatio-temporal linear regression 
model for the true deposition at location s and time t. Hirst et al. (2003) used 
two stochastic terms in their model for different spatial covariance of deposition. 
For example, deposition in mountainous areas might have a high variance and a 
short correlation range, and in other areas correlation might be greatest in the 
direction of prevailing winds. 
2.3.2 Bayesian Spatia-temporal Models 
In last few years, several models have been proposed for non-stationarity and 
spatial anisotropy in spatiotemporal data. For example, Guttorp et al. (1994) 
used the deformation technique of Sampson and Guttorp (1992) to capture spatial 
anisotropy in a temporally prewhitened series of ozone readings. Higdon (1999) 
relied on a Bayesian process convolution approach to model temporal and spatial 
non-stationarity in north Atlantic Ocean temperatures. Lavine and Lozier (1999) 
proposed a Bayesian model for ocean temperatures using a three-dimensional 
Markov random field. Smith and Robinson (1997) proposed a Gibbs sampling 
approach for estimating rainfall in the presence of storms and Dellaportas et al. 
(1998) developed space-time models for wind speed. Waller et al. (1997) used 
a hierarchical Bayesian model with conditional autoregressive priors for spatial 
Chapter 2. Related Literature Review 32 
effects for the mapping of Ohio lung cancer rates. Other approaches invoh'ing 
hierarchical Bayesian models include Wikle et al. (1998), who analysed monthly 
maximum atmospheric temperatures, and Gelfand et al. (1998), who estimated 
a model for real-estate prices. 
Another modelling approach for time series is through the state space frame-
work. Sanso and Guenni (1999) assumed a parametric covariance function for 
the observation errors and fitted a model by using Markov chain Nlonte Carlo 
(MCMC) simulation. Tonellato (1997) proposed a vector AR(p) model with 
spatially correlated time shocks for fixed observation stations and applied it in 
Tonellato (1998) for wind power prediction. The method of Tonellato (1997) is 
limited by the fact that the dimension of the state vector grows in the number of 
observation stations. 
One of the main problems in spatial statistical modelling is to determine a 
spatial covariance matrix which not only represent spatial association in a realistic 
way but also is a valid one, that is, isotropic, positive definite. Notice that later 
requirement restricts the choice of valid functions when a functional form is used 
in the modelling. 
Instead of any fixed functional form of the spatial covariance function~ we 
can learn from data on covariance on Bayesian paradigm. Le and Zidek (1992) 
developed a hierarchical Bayesian alternative to Kriging. Kriging is well-known 
method of spatial interpolation and it is an important tool in geostatistics. But for 
environmental aspects, Kriging is less suitable as a tool for interpolating spatial 
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random fields which are observed successively over time. So, Le and Zidek (1992) 
presented temporal (and spatial) modelling in their paper which is closely related 
related to one of our proposed model in chapter 4. 
More related to a model formulation used in this thesis, Le and Zidek (1992) 
proposed a method that used an inverted Wishart prior for the spatial covariance 
function. They proposed the linear regression model, 
(2.1) 
Suppose a real-valued spatial random field is observed at 9 discrete 'moni-
tored' sites and yields a 9 x 1 data vector, y~2) = {~(21) ... ~(2g)}. Let the object 
of inferential interest is a u x 1 vector, y~l) = {~(11) ... ~(lu)}, of 'unmeasured' 
values at u 'unmonitored' sites. So the spatial field is over p = u+g discrete sites. 
Now, we partitioned the p dimensional random vector Y t as Y t = (y~1), V?))' 
where y~1) and V?) are the u and 9 dimensional vectors described above. Let, 
X t = {X 1t ... X kd is a k-dimensional vector of covariates and B is a (p x k) 
dimensional matrix of the regression coefficients. B = (Bb B2 )' and E has an 
inverse Wishart distribution. According to them, the hyperparameters of the 
second-level priors are specified. 
The covariance matrix E is partitioned as, 
Now, E is reparametrized as (E22' Ell21 V), where Ell2 is a (u x u) matrix and 
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Through the Bartlett decomposition, E can be written as E = TIJ T' where , 
and 
where 0 is a null-matrix and I is the identity matrix. 
E can be written as : 
And, E Ilft, m f"'V Wp- 1 ( lft, m) which is p variate inverse-Wishart distribution 
with m degrees of freedom. 
From the main results obtained by Le and Zidek (1992), the posterior dis-
tribution of (E22' El12' V) is ( here, p = u + 9 and I is a set of n independent 
realizations ) 
(2.2) 
(2.3) 
(2.-l) 
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Where, 
A 
1f/22 = 1f/22 + S + (B2 - Bg),(A-1 + F-1)-1(B2 - Bg) (2.5) 
and 
n 
S = L(Z?) - B2Xt)(Z~2) - B2Xt)' (2.6) 
t=l 
A spatial model, like any other statistical model, also has assumptions and 
requirements it must satisfy. Perhaps one of the most common requirements is 
that the underlying process be stationary. 
Another important issue of the spatio-temporal models is associated with 
their highly dimensional structure. This is the subject of concern because their 
use require a considerable computational demand. 
2.4 The Dynamic Linear Model 
The Dynamic Linear Model (DLM), West and Harrison (1997), can be repre-
sented as a system of equations specifying how observations of a process are 
stochastically dependent on the current process state and can be represented by 
how the process parameters evolve in time. The system of equations captures 
the inherent process dynamics with the stochastic elements modelled by random 
shocks or disturbances. The DLM is a general class of linear models flexible 
enough to represent most real time series processes. The model is stated in terms 
of discrete, equally spaced intervals of time although it is possible to extend it to 
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unequal intervals. Cases with missing values can also be dealt with within the 
DL"YI formulation, West and Harrison (1997). 
The DLM formulation must follow certain principles for Bayesian forecasting 
and dynamic modelling. Suppose that at a certain time t - 1 all the relevant 
information available up to that time is denoted as It-I, i.e. I t- I is the set of 
all observations up to time t - 1. From the modellers/forecaster point of view 
interest lies in the forecast value of some vector quantity Y t with observed val-
ues of this quantity as Yt. It follows that It = {Yt, It-I}. At time t - 1 the 
adopted parameterisation is that all historical information relevant to predict-
ing future observations {Yt , Y t+l , ... } is contained in a n- dimensional vector 
denoted Bt - I . This relevant information is represented in terms of a conditional 
probability distribution (tlt-I I It-I) such that given It-I, (Bt- I I It-d is suffi-
cient for predicting the future. The parameter vector Bt - I must be meaningful, 
dynamic and changeable to allow the incorporation of expert information from 
the decision makers and from other influential factors outside the system. Cur-
rent information can then be related to the future via some derived predictive 
distribution (YHk I It-I), k = 0,1,2, ... , This derivation is via specification of 
a sequential parametric relation (Bt I Bt- I, It-d together with (Yt I Bt- I, It-I)' In 
combination with (Bt- I I It-d these distributions enable derivation of a full joint 
forecast Student t-distribution. The main property enabling effective dynamic 
modelling is conditional independence, which can be stated generally as follows: 
given the present state Bt , the present observation Yt and the future observation 
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YHm for m > 1 are independent of the past observation Yt-I. 
For a time point t, (t = 1,2, ... ), Y t is time series with observation Yt. Let 
at be a r-dimensional vector of parameters at time t. We setup the model by 
the four quantities {Ft, vt, Hi, vvt}, which we assume are known at time t. The 
model can be expressed as: 
lit f"'V N(O, Vt) 
Wt f"'V N(O, Wt) 
(2.7) 
(2.8) 
where Ft is a n x r matrix, Vt is r x r variance-covariance matrix, Ht is n x n 
matrix and Wt is a n x n variance matrix. Here vt and Wt are symmetric 
and positive (semi)-definite. There are two main interpretations of the process 
parameters. A process parameter may be expressed as a relationship between 
dependent variables Y t and a matrix of independent variables Ft in which case it 
extends the classical parametric interpretation of the static model. The second 
interpretation is if Ft were constant the model is a state space representation of 
the time series in which the parameters may be thought of as process growth and 
so on. 
Equation (2.7) and (2.8) are not a complete specification, as it does not tell us 
of the relationship between the quantities lit and Wt, nor the relationship between, 
say, lit and Wt-I. The best way to think of a DLvI is as the graphical structure 
in Figure 2.1 imposed on the model in equations (2.7) and (2.8). This graph 
has two features. First, the state vector a follows a markov process, so that the 
Chapter 2. Related Literature Review 38 
conditional independence Ok Il OJ I Ok-I, for all 1 < j < k < t. This implies 
the marginal independence Wj Il Wk in equation (2.8). Second, Ok separates Y
k 
from everything else, so that the conditional independence Y k IlYj • OJ 10k . This 
implies the independence Vk Il Wk and Vk Il Vj, Wj in equations (2.7) and (2.8). 
Y, 
80 --- 81 --- (J2 --- etc. --- 8t - 1--- 0t --- 0t+l---
Figure 2.1: The DLM conditional independence structure 
A detailed review of the basic multivariate DLM theory and some related 
topics is given in Chapter 3 as this is the key chapter about background material 
for the formulation of our proposed model in Chapter 4. 
Like Gamerman et al. (2006), we adopt a state-space approach based on 
an extension of the DLM of West and Harrison (1997) to our spatio-temporal 
process. However, unlike Gamerman et al. (2006), the proposed approach in this 
thesis includes specific environmental and physical models in its formulation. 
The paper by Gamerman et al. (2006) concentrates on the simplest version of the 
spatio-temporal process and only considers models for continuous space. 
Similarly Stroud et al. (2001) proposed a state-space model for non-stationary 
spatio-temporal data. In another development, Shaddick and Wakefield (2002) 
have proposed a spatia-temporal model for four pollutants measured daily' at 
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eight monitoring sites in London over a 4-year period. They have suggested a 
hierarchical DLM with three stages. This model allows a temporal-pollutant in-
teraction, and a spatial-pollutant interaction. They have restricted the regression 
coefficients as scalar, which does not depends on the time component. In our pro-
posed model, the coefficients are depends space as well as time simultaneously. 
Also, in our proposed model the error terms are not necessarily stationary, it can 
be non-stationary. 
In another development, Lavine (1998) proposed a model based on Markov 
random field prior on lattice design. He shows that a Markov random field prior 
on a lattice is identical to the posterior from a particular DLJ\I updated with a 
particular data set. 
Politis and Robertson (2004) proposed a state-space model based on an ex-
tension of the DLM of West and Harrison (1997) to predict the dispersal of 
contamination on a large scale grid in the event of an accidental release of ra-
dioactivity. Similarly to Politis and Robertson (2004), our proposed model built 
on a physical model for atmospheric dispersion and transport. Unlike Politis and 
Robertson (2004), the state parameters in our proposed model in this thesis are 
not deterministic. 
As mentioned above that the proposed model in Chapter 4 built on a physical 
model for atmospheric dispersion and transport, so the next section reviewed 
the physical model, called ECOSYS (wIuller and Prohl, 1993) and the different 
atmospheric dispersal models. 
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2.5 Environmental Models for Radioactivity Con-
tamination and Deposition 
Environmental models can be broadly divided into short and long range models, 
depending on the scope and the extent of their application. 
The following subsections describe a food chain model called ECOSYS de-, , 
veloped by Muller and Prohl (1993), and some atmospheric dispersal models 
including the K-model by Lauritzen and Mikkelsen (1999) which is used in this 
thesis as we shall see. 
2.5.1 ECOSYS 
ECOSYS is a time-dependent radiological simulation model which has been devel-
oped to access the radiological consequences of short-term depositions of radionu-
clides. This model has been developed by Muller and Prohl (1993). ECOSYS is a 
dynamic model of radionuclides migration in terrestrial chains that contain soil, 
plants, agricultural products and humans. This model uses inputs as the integral 
of activity concentration in air and deposition on ground for each radionuclide 
and the amount of rainfall. The model includes the 'internal exposure' via in-
halation and ingestion and the 'external exposure' from the passing cloud and 
from radioactivity deposited on the ground. By means of the interception on 
plants and the deposition on ground the transfer of the radionuclides in different 
ecosystems and different feed-food chains can be simulated. Finally the course of 
the activity concentrations in foodstuff is calculated. 
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The ECOSYS model by :Milller and Prohl (1993) is based on one single ra-
diological region. There are many model parameters that depend on the cli-
matological, agricultural, or other characteristics of the region considered. The 
parameter values given in Muller and Prohl (1993) are mainly representative of 
Southern German conditions. However, the design of ECOSYS supports its adap-
tation to other agricultural, climatological, and radiological situations enabling 
its application in different geographical regions. The doses via inhalation and 
external exposure from the cloud are calculated from the concentration of activ-
ity in air. The model starts with estimating deposition to a variety of surfaces 
(vegetation and soil) for the ingestion pathway and external exposure from the 
ground. For the ingestion pathway, all relevant transfer processes among soil, 
plants, animals, and processed products, such as interception, translocation, root 
uptake, animal feeding, food processing, and culinary preparation are consid-
ered. ECOSYS is predominantly a model of migration of radionuclides through 
the food chain, which is adopted to the landscape conditions, consider physical 
and chemical properties of soil by means of influence of generalized soil factors on 
the probabilities of transfer of microelements from soil into plants, and consider 
season of changes in the probabilities of transfer of microelements from soil into 
underground crop. 
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2.5.2 Atmospheric Dispersal Models 
Atmospheric dispersal models fall into two broad categories: Lagrangian and Eu-
lerian. Lagrangian models use numerical methods to simulate the trajectories of 
the particles emitted, to approximate a continuous release. That is, a Lagrangian 
dispersion model Inathematically follows pollution plume particles as the particles 
move in the atmosphere and they model the motion of the particles as a random 
walk process. The Lagrangian model then calculates the air pollution dispersion 
by computing the statistics of the trajectories of a large number of the pollution 
plume particles. Smith and French (1993) suggested that the simple version of 
these models cannot provide accurate real-time predictions quickly enough. 
Eulerian models, in contrast, use the numerical solution to a more complete 
transport diffusion equation which describes the contaminated plume. An Eu-
lerian dispersion model is similar to a Lagrangian model in the sense that it 
also tracks the movement of a large number of pollution plume particles as they 
move from their initial location. Under certain condition conditions it is some-
times possible to obtain analytic steady-state solutions. The Gaussian plume 
model (RIMPUFF model described below) is one solution which considers the 
stationarity, constant wind vector and the homogeneous geographic area. But 
these solutions are analytic and parameterized form and they are steady-state 
solutions of a system which are not helpful in the early stage of a release. 
Mikkelsen et al. (1984) have suggested the puff model which assumes the 
Chapter 2. Related Literature Review 43 
continuous emissions from source and the contaminated mass has released as a 
discrete series of small puffs. These puffs are then transported and dispersed by 
the wind field. Puffs models are simple to work with and possess some useful 
properties. First, stationary conditions associated with source emissions can be 
relaxed because different masses under puffs can reflect the often uneven pattern 
of accidental releases. Second, the parameters associated with each puff dispersal 
can be made different, reflecting the characteristics of the wind field at the loca-
tion of that puff. Pasler-Sauer (1986) have suggested that the puff models work 
reasonably well in short term releases. 
The RIMPUFF (Rls0 Mesoscale PUFF model) is Gaussian puff model de-
veloped at Ris0 (Mikkelsen et ai. (1984) and Thykier-Nielsen et ai. (1998)). The 
RIMPUFF is a Lagrangian mesoscale atmospheric dispersal puff model designed 
for calculating the concentration and doses resulting from the dispersal of airborne 
materials. This model can cope well with the instationary and inhomogeneous 
meteorological situations, which are often of interest in connection with calcu-
lations used to estimate the consequences of the short term (accidental) release 
of airborne materials into atmosphere. The RIMPUFF applies both to homo-
geneous and inhomogeneous geographic region with moderate topography and 
instationary meteorological conditions. 
ATSTEP is a atmospheric dispersal model developed by RODOS (Pasler-
Sauer, 1997). RODOS (Realtime Online DecisiOn Support) is an integrated 
decision support system, is being developed to aid emergency management in 
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the event of the accidental release of radioactivity. An important component of 
RODaS is the prediction of dispersal of contaminated material and evaluation 
of possible countermeasures. This is a Gaussian puff model for distances up to 
50 km. It was developed especially for quick simulation calculations in the case 
of accidental releases of airborne radioactive contaminants. ATSTEP can cal-
culate real-time diagnoses of the radiological situation during or after a release 
and dispersion prognoses for 24 hours. The radiological situation is described by 
the following results calculated with ATSTEP: the concentration in the air near 
ground (instantaneous and time-integrated), the contamination of ground surface 
(dry and wet), and the gamma radiation from ground and from the radioactive 
cloud. These results are presented as time dependent, nuclide specific fields in 
the whole calculation area in the environment of the source of the release. The 
following phenomena are considered in the modelling of atmospheric dispersion 
and the radiological situation in ATSTEP: time dependent meteorology (meteo-
rological tower or SODAR data, forecast data, inhomogeneous wind fields), time 
dependent nuclide-group specific release rates, thermal energy and rise of the 
puffs released, dry and wet deposition and corresponding depletion of the cloud, 
gamma radiation from cloud and from ground, radioactive decay, and potential 
doses. 
ApSimon et al. (1985a) developed the Lagrangian puff trajectory model, called 
MESaS, which was initiated in 1976 to simulate the atmospheric transport and 
dispersal of radionuclides over distances of several hundred km or more. The 
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purpose of the MESOS model is to simulate, transport, dispersion and deple-
tion of material released to the atmosphere from point sources, out to distances 
of 1000 or 2000 km. The MESOS model also uses the real meteorological data 
extracted from standard observations recorded and reported routinely from me-
teorological stations across Europe. The purpose is to calculate trajectories of 
discrete puffs from a given source, and to assess probable conditions in the atmo-
sphere along these trajectories affecting dispersion and depletion in an evolving 
meteorological situation. In ApSimon et al. (1985a), the MESOS model and me-
teorological data have been used to simulate the dispersion of notional releases 
of selected nuclide from several European sites and in ApSimon et al. (1985b), 
they discuss the sensitivity of dispersion characteristics and levels of contamina-
tion to such factors as site and receptor location, prevailing weather conditions, 
nuclide deposition and decay rates, and mode of exposure (air contamination, 
dry and wet deposition). The long-range Lagrangian particle model APOLLO 
(Atmospheric POLlutant LOng range dispersion model) has been developed by 
ENEA-DISP (Desiato, 1992), which has been designed to estimate air concentra-
tion and ground deposition at distances up to some thousands of kilometers from 
one point source. Desiato (1992) proposed a sensitivity study of APOLLO with 
the Chernobyl data. 
In our study, we used a long-range atmospheric dispersal model, called K-
model (Lauritzen and Mikkelsen, 1999) to provide inputs to our RBST models 
in the Chernobyl's accident radioactive contamination of Bavaria. The K-model 
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is discussed in detail in Chapter 6. 
Chapter 3 
Multivariate Dynamic Linear 
Model 
The previous chapter described the main results in the literature associated to the 
proposed model in Chapter 4. This chapter provides background material about 
the multivariate Dynamic Linear Model (DLM) as a precursor to the study of the 
HBST model in Chapter 4 which is an extension of multivariate DLM to space. 
The development of statistical procedures for modelling and analysis of vec-
tor time series is a very important theoretical issue with an enormous range of 
applications in many different areas, e.g. business, engineering, social or natural 
sCIences. 
Commonly observed economIC processes classified or disaggregated by the 
geographical region or another factor are generating a multivariate series of data. 
In such cases the correlation structure among the component series or the joint 
probability distribution of one subset of series given values of another subset of 
series can be of extreme importance in a decision making or planning. 
The more general assumption of these time processes is non-stationarity. In 
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natural and Bayesian way it considers the case of dynamic Bayesian models 
(West and Harrison, 1997) or more specifically multivariate DLMs. Harrison and 
Stevens (1976) first introduced the multivariate DLM, where the basic theory is 
the same as univariate DLM, provided the observational error variance-covariance 
matrix is known. But in practice, the observational error variance-covariance ma-
trix is not known. 
In the multivariate DLM analysis with known observational error variance-
covariance matrix, the recursive filter, called the Kalman filter, is used for prior 
to posterior updating. If the observational error variance-covariance matrix is 
unknown then for specific models a conjugate analysis obtains, but for the gen-
eral multivariate DLM no such analysis is possible (Barbosa and Harrison, 1992). 
Such basic initial ideas as well as the introduction of the notation will be consid-
ered in the following sections of this chapter. 
The formulation of the multivariate DLM as well as the simplest form of 
analysis for such a model is presented in section 3.1. The problem of specifica-
tion of the error variances as well as updating algorithm is discussed in section 
3.2. In section 3.3, an approximate Normal-inverse Wishart conjugate analysis is 
discussed with the updating algorithm. 
3.1 The General Multivariate DLM 
This model has developed by Harrison and Stevens (1976) and is stated in terms 
of discrete intervals of time indexed by t. 
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For a time point t (t = 1 2 ) Y· t· . . h b . 
, , , ... , t IS a Ime serIes WIt 0 servatlOns Yt. 
Let 8 t be a n-dimensional vector of parameters at time t. We set up the model 
by the four quantities {Ft, lit, Ht, Wt}, which are assumed to be known at time 
t. The model can be expressed as follows. 
The observation equation is 
(3.1 ) 
The time evolution equation is 
(3.2) 
The prior information is 
(3.3) 
where I t - I is the set of all observations up to time t-I and N(IDt-l, Ct-d denotes 
the multivariate normal distribution with mean IDt-1 and variance Ct-I. 
Ft is a n x r matrix of (known) constants and / or independent regressors and 
lIt is n x n a known evolution matrix. The errors {vd and {Wt} are the sequences 
of independent zero mean normal random vectors. Also assumed that they are 
independent of each other. lit is a r x r (known) observational error variance-
covariance matrix and Wt is a n x n (known) evolution error variance-covariance 
matrix. That is, lit and Wt are symmetric and positive (semi)-definite. 
There are two main interpretations of the process parameters. The first in-
terpretation is, a process parameter may be expressed as a relationship between 
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dependent variables Y t and a matrix of independent variables Ft in which case it 
extends the classical parametric interpretation of the static model. The second 
interpretation is if Ft were constant the model is a state space representation of 
the time series in which the parameters may be thought of as process growth and 
so on. 
The normality assumptions for the error terms lit and Wt are not restrictive 
since the same estimated quantities are obtained with or without normality as-
sumptions as we shall see. 
3.2 Basic Conjugate Analysis: Vt is known 
This section describes the analysis of multivariate DLM supposing that Vt is 
known. Suppose that at a certain time t -1 all the relevant information available 
up to that time is denoted as It-I, i.e. I t- 1 is the set of all observations up to time 
t - 1. The updating equations for the process parameter 8 t are using normal 
theory. 
Theorem 3.1. For the multivariate DLM, one-step forecast and posterior distri-
bution are given, for each t, as follows. 
(a) Prior at time t : 
(3.4) 
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(b) One-step forecast : 
(3.5) 
(c) Posterior at time t : 
(3.6) 
Proof. Please see the proof of Theorem 16.1 in West and Harrison (1997). 0 
Note on Filtering : The use of current data to revise inferences about previous 
values of the process parameter is called filtering. This is an important tool 
for retrospective time series analysis where the information recently obtained if 
filtered back to previous time points. The distribution of (8 t - k lIt) for k > 1 and 
any fixed t, is called the k-step filtered distribution for the state vector at that 
time. 
3.3 Normal-inverse Wishart approximate Con-
jugate Analysis: Vt is unknown 
In most practical situations, the observational error variance-covariance matrix 
Vi: is not known. If Vt is unknown then for specific models a conjugate analysis 
obtains, but for the general multivariate DLM no such analysis is possible. A 
precise formulation of DLM's in closed form (exact conjugate prior analysis) is 
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possible only for univariate DLM (West and Harrison, 1997) and also for special 
very restrictive common components DLM (see Quintana (1985), Quintana and 
West (1987) and West and Harrison (1997)), but they are not generally applicable 
to general multivariate DLM. 
Barbosa and Harrison (1992) proposed an approximate conjugate analysis 
based on a simple analytic approximation. Their proposed approach is an ap-
proximate sequential procedure for multivariate DLM, which is also true for the 
univariate DLM and the common component DLM. 
The basic approximation is based on the factorisation of Vt, so that Vt = Sr 
The factorisation of Vt through Cholesky decomposition can be computationally 
useful but lacks of uniqueness properties such as invariance to permutations of the 
corresponding elements of Y t. So, their proposed method considered all variance-
covariance matrix factorisation based on eigenvalues decomposition. (See Ap-
pendix C for details and references of Cholesky and eigenvalues decompositions). 
The updating equations are described below. 
Theorem 3.2. For the multivariate DLM with unknown observational variance-
covariance matrix V, the posterior distribution and the one-step forecast are 
given, for each t, as follows. 
Let V be the unknown constant variance-covariance matrix and V is factor-
ized as V = S2. Let the initial point estimate of Vo = sg be a reference point. 
Define the parameter vector ILt = E(Yt!St) = F;St 
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Step-l Time updating : 
(3.7) 
where at = Htmt-l and Rt = HtCt-1Hi + Wt 
There is no time updating for V, it is supposed to be constant, and the time 
evolution for E>t is the same as in the standard multivariate DL::YI model 
described in Theorem 3.1. 
Step-2 Reparametrization and scaling: 
(3.8) 
where f t = Fiat and R; = SeEtS~ with Et = FiRtFt 
where initially the scaling matrix Se is set up as an identity matrix and 
updated in step-4. 
Step-3 One-step forecast : 
(3.9) 
where f t = F'at and Qt = Et + I 
and Se-l = St-ISO with St-l = (tfJ't_l/dt_l)1/2 
where So is a reference matrix set up initially such that the initial scale 
factor Se-l is the identity matrix. 
and dt - 1 is degrees of freedom at time t - 1. 
Step-4 Observation updating : 
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(a) Posterior distri bu tion for fJ,t : 
(3.10) 
where m t* = f t + At*et and C* = R* - A* Q* A*' t t t t t 
(b) Posterior distribution for V : 
(3.11) 
where 30 is a reference matrix set up initially such that the initial scale 
factor 3e is the identity matrix 
Step-5 Inverse reparametrization and scaling : 
(3.12) 
Proof. Please see Barbosa (1989). o 
In the next chapter, we will see the general formulation of the proposed HBST 
model which is an extension of multivariate DLM to space. 
Chapter 4 
A Hierarchical Bayesian 
Space-Time (HBST) Model 
This chapter describes the general form of the proposed Hierarchical Bayesian 
Space-Time (HBST) model. Section 4.1 introduces the basic notation involved 
and the general framework of the proposed model. Section 4.2 introduces the 
different spatial covariance functions, which gives an idea of the different formu-
lations of the HBST model when in the first case, the mean and observational 
covariance matrix are known and fixed and in the second case both are unknown. 
Section 4.3 describes the different parametric families of the spatial covariance 
functions when the observational covariance matrix is known. Section 4.4 defines 
a HBST model with fixed functional observational covariance matrix, and the 
corresponding basic conjugate analysis describes as we shall see. Section 4.5 de-
fines another variation of a HBST model with a normal-inverse Wishart conjugate 
prior attributed to the unknown mean and the unknown observational covariance 
matrix associated with the model. 
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4.1 The General Framework of the HBST Model 
In this section, the multivariate normal HBST model is defined for a vector of 
observations Y t = (Ylt , Y2t, ... , y(m+n)t)', where Yit is the observation at the ith 
location at time t. Suppose m + n be the total number of location points in a 
plane (JR2). 
A multivariate normal HBST model is an extension of a multivariate normal 
DLM (West and Harrison, 1997) to space. Suppose, for t = 1,2, ... ,T, where T 
is any fixed arbitrary time, the observational vector Y t has elements associates 
with spatial locations, i.e. Yit is the underlying observation at a location i in a 
plane (JR2). A HBST model for Y t is defined by the set 
for each time t, where 
(a) Ft is a known (m + n) x (m + n) dynamic regression matrix; 
(b) Gt is a known (m x n) spatial interpolation matrix; 
(c) Ht is a known (n x n) state evolution matrix; 
(d) vt is a known (m + n) x (m + n) observational error covariance matrix; 
( e) Et is a known (m x m) spatial interpolation error covariance matrix. 
(f) Wt is a known (n x n) evolution error covariance matrix. 
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Note that, the spatial interpolation matrix Gt depends on time t only when 
the additional observation comes in the next time point. 
Now, for a regular grid with n points over the geographic region of interest 
and for m off-grid points representing measuring station sites, we can define 
Y t = (Y Dt, Y Mt)' and e t = (eDt, e Mt)' as the observational and the associated 
state vectors respectively, where the subscripts D and M indicate the spatial 
location of data it represents, that is, D represents grid points and M measuring 
sites. 
The HBST model is a 3-stage hierarchical model where the first stage links 
the data vector (observations) with the unobserved state vector, the second stage 
spatially interpolates the values at measuring sites from the grid points through 
specified spatial interpolation matrix, and the third stage links the state vector 
at time t with the state vector at time t - 1 through a specified time-evolution 
matrix. 
Let, Y Dt = (YDlt , . .. ,YDnt )' and Y Mt = (YMlt , .. . , YMmt )' be the vectors of 
observations at grid points and measuring station sites (with dimensions nand m) 
respectively. Also, let eDt = (eDlt , ... , eDnt )' and e Mt = (eMIt,··., e Mmt )' be the 
state vectors associated with the observational vectors Y Dt and Y Mt respectively, 
where eDt and e Mt are vectors with elements eDit (i = 1, ... ,n for grid points) 
and eMit (i = 1, ... ,m for measuring station sites) interpreted as the real unknown 
state parameters at location i on time t. We can now define the HBST model by 
the following equations. 
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• The observation equation is 
Vt rv N[O, Vt] ( 4.1) 
where the observational error terms associated with grid points, and mon-
itoring stations is Vt = (Vlt, ... v(m+n)t)', where Vit is the error associated 
with the i-th observation of Y t . The observational error vector is assumed 
to have a normal distribution with mean vector 0 and covariance matrix 
• The interpolation equation is: 
(4.2) 
where Gt is a m x n spatial interpolation matrix with fixed elements gij 
(defined below) and Et is the vector of spatial interpolation errors assumed 
normally distributed with 0 mean vector and covariance matrix Et · 
• The time evolution equation is 
8 Dt = Ht 8 Dt- 1 + Wt, (4.3) 
where Ht is a n x n time evolution matrix (described below), and Wt is the 
vector of time evolution errors, assumed normally distributed with 0 mean 
vector and covariance matrix Wt· 
• The initial information is 
(80 I 10 ) rv N[ao, Ra] ( 4.4) 
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for some initial prior moments ao and Ro which values are chosen by the analyst. 
Here 10 is a vector of observations at time t = 0, where It = (Yt , It-I) represents 
the information available up to time t. 
The observational, space interpolation and time evolution error vectors Vt, ft 
and Wt are assumed independent and mutually independent respectively, and are 
independent of (80 110). The observation equation (4.1) relates the (m + n) x 1 
data vector Y t to the unobserved (m + n) x 1 state vector 8 t . The evolution 
equation (4.3) links the state 8 Dt at time t with the state at t -1, 8 Dt-I through 
the specified time evolution matrix Ht . 
The vector of state parameter at grid points 8 t is considered to be unknown 
and a normal prior probability distribution is attributed to it and the observa-
tional covariance matrix Vt in equation (4.1) can be either known or unknown. 
In one case, lit is assumed to be known and has its values fixed, while in the 
other case, Vt is assumed unknown and has a prior inverse-Wishart distribution 
attributed to it. The first case originates the conjugate normal model while the 
second case originates the conjugate normal-inverse-Wishart model. 
Now, for t = 1,2 ... T, VDt and VMt are the covariance matrices of the obser-
vational errors associated with the HBST model for grid points and measuring 
station sites respectively. Note that, VDt is not diagonal matrix, but, due to the 
Markovian structure of our model, V Mt is a diagonal matrix. 
Due to the Markovian structure of the interpolation matrix, the interpolation 
error covariance matrix Et is set as a diagonal matrix with the values of the 
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diagonal elements as a} = aid: where d: = Id*di I with di being the distance of 
max 
the measuring station site i to its nearest grid point and d* being the maximum 
max 
distance over all distances from off-grid points to their nearest grid points. 
The elements of the spatial interpolation matrix Gt are chosen to have an 
exponential form, such that 
gij = { cy .. exp( -(3. ·d· .) ~J ~J tJ , 0, 
jENe(i) 
otherwise. (4.5) 
where N e( i) denotes the set of nearest adjacent grid points to i. E.g. Figure 4.1 
shows the 4 x 4 regular grid, i represents the measuring station (denoted by 'black 
circle') and j's are the nearest adjacent grid points to the measuring station i. 
4.------...---.-----., 
3 I-------=J---Io.,-_..........I--=--J_---I 
21-----~~-..!II--------1 
J J 
1 2 3 4 
Figure 4.1: The graphical representation of the nearest adjacent grid points to a 
measuring station i. 
also in the equation (4.5), CYij is the proportionality constant such that l:j gij = 1, 
(3.. > 0 is the rate of exponential decay with the distance dij . Note that this ~J -
choice is a fairly reasonable one in applications (like in chapters 5 and 6) where 
not only the involved distances are considerably large (as we shall see) but also 
commonly non-uniform meteorological conditions are largely influential. The 
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adopted exponential form allows the choice of differing spatial decay rates to 
reflect particular spatial influences at distinct locations in the underlying region 
for every component of the HBST model. Those could be chosen for example by 
experts to reflect prevailing terrain structures at those locations. 
The deterministic component of the system variables related to their evo-
lution in time is described by the evolution matrix Ht in equation (4.3) which 
associates eDt with eDt-I. This association is indirectly carried out through the 
interpolation equation (4.2). The time evolution matrix Ht is set as a diagonal 
matrix which diagonal elements has chosen as an exponential form, such that 
ht(i) = exp( -Ait), where Ai is the decay parameter. 
4.2 The Spatial Covariances of the HBST Model 
The spatial covariance matrices associated with the HBST model are Vt, Et and 
Wt. It is important to set all the spatial covariance matrices for HBST model. 
The spatial covariance matrices of the HBST model have to be valid, i.e. positive 
definite and rotation invariant. In general, any valid spatial covariance matrices 
which are invertible can be used by the HBST model for data assimilation. The 
data assimilation is performed with the use of algorithms in Appendix A which 
are an extension of the Kalman filter to space-time processes. 
Schlather (1999) reviewed many families of the covariance functions which 
are positive definite and rotation invariant, i.e. valid (as discussed in Chapter 1). 
There are two cases concerning the values of the observational covariance matrix 
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lit· In one case lit can be known and the values are fixed, while in the other it 
can be unknown and a prior distribution is attributed to it. These two cases are 
discussed below. 
4.3 Parametric Families of Spatial Covariance 
Functions of the HBST Model 
According to Schlather (1999), a large number of functional covariance forms are 
available for the elements of valid (i.e. invertible) spatial covariance matrices (as 
discussed in Chapter 1). 
Suppose p( dij ) be the spatial correlation function of the RBST model, where 
dij is the distance between two sites i and j. The class of correlation p( dij ) must 
be positive definite function. This condition gives the non-negative variance for 
the covariance function. Checking whether a given function p( dij ) is positive 
definite is not straightforward in practice. An equivalent condition is that the 
spectrum, defined as the Fourier transformation of the covariance function, IS 
non-negative. For further discussion, see Stein (1999) and Schlather (1999). 
Apart from the necessary constraint of positive-definiteness, we would usually 
require the model for the correlation function p( dij ) to incorporate the following 
features: 
(a) p( dij ) is monotone non-increasing in dij (the correlation between two mea-
surements decreases with increasing distance between the two correspond-
ing sampling locations). 
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(b) p( dij ) ----+ 0 as dij ----+ 00 (correlation decays to zero at large separation 
distances) . 
( c) At least one parameter in the model controls the rate at which p( dij ) decays 
to zero (since the separation distance at which the correlation becomes 
negligible will usually not be known in advance). 
Additionally we may wish to include in the model some flexibility in the overall 
shape of the correlation function. Hence, a parametric model for the correlation 
function can be expected to have one or two parameters. We now examine briefly 
some candidate families which meet these requirements. 
4.3.1 The Spherical Family 
This one-parameter family of correlation functions is defined by 
(4.6) 
The name refers to the fact that p( dij ; ¢) has a geometric interpretation as 
the volume of intersection of two three-dimensional spheres whose centres are a 
distance dij apart. For some purposes, it is also convenient that the correlation 
has a finite range. Because the family depends only on a scale parameter ¢, it 
gives no flexibility in shape. 
4.3.2 The Powered Exponential Family 
This two-parameter family is defined by 
¢ > 0 & 0 < K, < 2. (4.7) 
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The exponential correlation function corresponds to the case where K = l. 
The case K = 2 is sometimes called the Gaussian correlation function. 
This family often gives a qualitatively reasonable fit to the empirical correla-
tion structure of spatial data. 
4.3.3 The Matern Family 
This family is named after Bertil Matern, who introduced it in his 1960 Swedish 
doctoral thesis, subsequently reprinted as Matern (1986). It is defined by 
(4.8) 
where (c/J, K) are parameters and K",,(.) denotes the modified Bessel function of 
the third kind of order K. 
The family is valid for c/J > 0 and K > O. The case K = 0.5 is the same as the 
exponential correlation function, p( dij ) = exp( -dij / c/J). The Gaussian correlation 
function is the limiting case as K ~ 00. 
Also, according to Berger et al. (2001), the standard families of valid co-
variance functions are Power Exponential (De Oliveira et al., 1997), Spherical 
(Wackernagel, 1995), Rational Quadratic (Yaglom, 1987) and Matern (Matern 
(1986); Randcock and Stein (1993)) families. 
Although the existence of a large number of functional covariance forms avail-
able for the elements of valid (i.e. invertible) spatial covariance matrices, I have 
chosen two particular forms to define two variations of the RBST model. One 
has an exponential form proposed by Cressie (1993) and the other has a spherical 
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form proposed by Schlather (1999) as described in Chapter 5. 
In order to operate the models, we need at the initial time t = 0 (before 
any observation is taken) not only to specify the parameters associated with the 
HBST model formulation, but also the observational, the interpolation and the 
time evolution covariance matrices (i.e. Va, Eo and Wo). After those values 
are stipulated, data assimilation is performed with the use of the algorithms in 
Appendix A which are an extension of the Kalman filter to space-time processes. 
4.4 Basic Conjugate Analysis for Known Ob-
servational Covariance Matrix 
This subsection describes the analysis of HBST model with known observational 
covariance matrix Vt. Suppose that at a certain time t - 1 all the relevant 
information available up to that time is denoted as I t- lJ i.e. I t- 1 is the set of all 
observations up to time t - 1. The updating equations for the process parameter 
e t = (eDt, eMt)'are using normal theory. 
Theorem 4.1. For the HBST model, one-step forecast and posterior distribution 
are given, for each t, as follows. 
Let for some mean mt-l and variance-covariance matrix Ct- 1 : 
(4.9) 
where I Dt- 1 = {Y Dt-l, I Dt- 2 } 
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Let for some mean a;-I and variance-covariance matrix R* . 
t-I . 
(a) Prior at time t : 
GtHtCt-IHf + Gt Wt ) 
GtHt Ct-IHf G: + Gt Wt G: + Et 
(b) One-step forecast : 
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(4.10) 
(4.11 ) 
(4.12) 
where ft = F'at and Qt = FfRtFt + lit, with at and Rt as described in 
equation (4.11). 
( c ) Posterior at time t : 
(4.13) 
where Y t = (Y Dt, Y Mt)' and f t = F'at as described in equation (4.12). 
Proof The proof is by induction using the multivariate normal distribution the-
ory. By using the terms in theorem statement, we can write the joint distribution 
of (Elt, Y t ) given by the available information at time t - 1, It- I is as follows, 
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( 4.14) 
The following results are derived from the basic facts concerning means and 
variance matrices of linear functions of normal random vectors. 
Suppose the statement in equation (4.9) is true, then 
(a) From the evolution equation in (4.3) and equation in (4.9) and (4.10) lead to 
where 
and 
where 
Ht8 Dt- 1 
GtHt8Dt-l I 1'-1 ) 
COV(8Dt,8MtIIt-l) ) 
Var(8 Mt IIt- 1 ) 
(4.15) 
( 4.16) 
( 4.17) 
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( 4.18) 
(4.19) 
That is, 
( 4.20) 
(b) The observational equation in (4.1) and equation in (4.9) lead to 
where 
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and 
( 4.22) 
= F;RtFt + Vt 
(c) Suppose the prior distribution of St is p( St lIt-I) and the likelihood is p(Yt 1St). 
Then by using Bayes' theorem, the posterior distribution of St is given by, 
( 4.23) 
N ow from the equation (4.11), the prior probability is given by, 
and from the observation equation in 4.1, the likelihood is given by, 
By using equations (4.24) and (4.25), we can write the equation (4.23) as, 
p(e,II,) ex exp [ -~ {(e, - at)' R,-'(et - at) + (Yt - F;e,y v,-l (Yt - F;e,)} 1 
ex exp [-~ {e,(R,-' - F, v,-l FDe, - 2e;(R,-la, + F, V,-ly,)} 1 
(4.26) 
From the theorem statement in equation (4.13), At = RtFt Qt- 1 = R; Ft Vt- 1 gives 
R; = Rt - AtQtA~ 
( 4.27) 
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* FA' = 1 - R-1R* t t t t 
Now, 
= R-1 R* + (1 - R-1 R*) t t t t 
=1 
where 1 is an identity matrix, so that 
R- 1 + F v:-1 F' - R*-l t t t t - t 
with a; as in the theorem statement in equation (4.13), 
R*-l * R-1 F v:-1y t ~ = t at - t t t 
From equation (4.26) we can write, 
p(e,II,) <X cxp [- ~ {e,14-'e, - 2e;R;-'a;} 1 
<X exp [-~ {(e, - a;)' 14-'(e, - a;)} 1 ' 
That is, 
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( 4.28) 
( 4.29) 
( 4.30) 
(4.31) 
( 4.32) 
( 4.33) 
o 
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4.5 The Normal Inverse-Wishart HBST Model 
Now define another variation of the HBST model that will also be used later 
in the application in Chapter 5 & 6. This model, called the normal inverse-
Wishart hierarchical Bayesian space-time (NWHBST) model, attributes a normal 
prior distribution with parameters at and Rt to 8 t conditional on Vt and It-I, 
i.e. (Btl Vi, It-I) rv N[at, Rt], and a prior inverse-Wishart distribution with dt - I 
degrees of freedom and scale matrix IfJt - 1 to the uncertain Vt conditional on 
It- b i.e. (Vi lIt-I) rv IW[ IfJt- l , dt - I ] where IW indicates an inverse-Wishart 
distribution. The joint distribution of (8 t , Vi lIt-I) is then a normal-inverse-
Wishart model, i.e. (8t , ViIIt - l ) rv N IW[at, Rt, IfJt - b dt - I ]. See e.g. Theorem 
7.7.3 in Anderson (1984). 
In this thesis we have adopted an extension of the prior-to-posterior updating 
approach proposed by Barbosa and Harrison (1992) for the temporal multivari-
ate DLM to include the spatial components of our model. This approach avoids 
the pragmatic problem usually caused by numerical computations involving ma-
trices of possibly obtaining posterior covariance matrices that are not positive 
semi-definite and symmetric. Barbosa and Harrison (1992) approach is an ap-
proximate conjugate procedure that considers all covariance matrix factorization 
based on eigenvalue decomposition and (unlike the use of Cholesky decomposi-
tion) is invariant to permutations of the elements of Y t . It has also shown to 
improve on other filters such as the Robust filter introduced by Masreliez (1975) 
Chapter 4. A Hierarchical Bayesian Space-Time (HBST) Alodel 72 
and used by West (1982) as an approximation for the marginal posterior distri-
bution of the state parameter vector in a multivariate DLM. 
The basic approach is based on the factorisation of Vt with eigenvalue matrix 
At and eigenvector matrix Dt such that Vt = DtAtD; = Sl 1 where St = DtA~/2 D; 
is unique, and the setting of the initial point estimate Vo = SJ to act as a reference 
matrix. Initially, (801 Vo, 10) rv N[ao, RoJ, where 10 is any initial information, and 
(Vollo) rv IW[ Wo, dol where Wo of dimension (k + 2)(m + n) x (k + 2)(m + n) is 
positive definite and do > (k + 2)(m + n). The initial hyperparameters ao, Ra, 
Wo and do are fixed by the user. Thus, at t = 1, (811 Vo, 11) rv N[aI, SoR1Sol and 
(VIllI) rv IW[ WI, d1l. The full recursive approach is shown in Appendix B. 
Note that to run the NWHBST model, apart from specifying the initial prior 
hyperparameters described above, the user will also need to choose the values for 
the parameters associated with the HBST model formulation (i.e. Go, HOl Eo 
and Wo) as described in the previous subsections. 
The next chapter will describes the HBST model in detail by an application 
to the radioactivity deposition. 
Chapter 5 
Application of the HBST Model 
to Radioactivity Deposition 
The previous chapter described the general framework of the RBST model. The 
chapter describes an application of the RBST model to radioactivity deposition 
which allows for uncertainty handling and data assimilation of ECOSYS. This 
chapter starts by describing an overview of the physical models for nuclear emer-
gencies with the different modules in the whole chain where the formulation of 
RBST model is based on one module. Section 5.2 introduces the RBST model 
for uncertainty handling and data assimilation associated with the ground depo-
sition of radioactivity after a nuclear accident. In subsection 5.2.1, a graphical 
representation of the deposition module of ECOSYS is described. Subsection 
5.2.2 describes the spatial components of the RBST model and the link between 
the RBST model and the ECOSYS is established. In subsection 5.2.3, the formu-
lation of RBST model for radioactivity deposition is described. Subsections 5.2.4 
and 5.2.5 describe the RBST models with fixed functional spatial covariances and 
the normal inverse-Wishart RBST model. 
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5.1 Physical Models for Nuclear Emergencies 
The data from a nuclear accidents are not generally available due to the sensitivity 
of the information and the lack of proper measurement protocols during the emis-
sion. Even if available they would probably be useful for the modelling related 
to the geographic region they come from but not for other regions. Typically, 
such models have great complexity, lack of linearity and an internal integrity. 
They can be thought as machines which take a function of outputs from previous 
modules, vectors of observations and vectors of known covariates as their inputs 
to produce outputs. The outputs of this module can then be used as one of the 
components of the inputs of a subsequent module. 
A simplified graphical representation of the whole chain of modules for the 
four mentioned phases (a pre-release phase, release phase, early post-release phase 
and a late post-release phase) of events in Section 1.1 can be seen in Figure 5.1. 
Each module (circle node) is associated with a well established engineering or 
physical/ environmental model as we shall see. The square nodes represent the 
input-output interfaces between modules and the filled circle nodes represent 
sources of information or data. 
The graph gives a general idea of the Markovian nature and the dimension of 
the problem. Each circle node embeds a particular component model (module) 
which in its turn can also be represented graphically in a highly structured pro-
cess. In fact, the In Plant Status node is composed of the belief nets mentioned 
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Figure 5.1: Physical models for nuclear emergencies. The following abbrevia-
tions are used in this figure: Expert Judgement (Exp. Judg.), Equipment data 
(Equip. data), Gamma-ray data (,,-ray data), Geographic Information System 
(GIS), Atmospheric Dispersal (Atm. Disp.), Ground Deposition (Ground De-
pos.), Food Chain Contamination (Food Chain Cont.) and Human Exposures 
(Human Expos.). 
earlier for source term and release height estimation. Those are based on diverse 
reactor technologies. They describe the causal associations of possible faults in 
equipments and circuits in the nuclear plant, and use expert judgements together 
with equipment data to elicit the conditional probabilities associated with each 
node (Smedley et al., 1996). The estimated source term and release height can 
then be used together with measured data (typically there will be a ring of detec-
tors around the nuclear plant with ,,-spectrometry and ,,-dose rates monitoring 
capabilities) as input for the following atmospheric dispersal model represented 
by the node Atm. Disp. on Figure 5.1. 
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Combining the information from the components of the triple (output, obser-
vations, covariates) which form the basis of the inputs of the next module over 
time in a way which: (i) preserves the integrity of each module in the system 
(i.e. does not interfere with the internal code of that module), (ii) combines ob-
servational and other module inputs in a sensible way when these two sources 
are compatible, and (iii) detects and reacts appropriately when these components 
contradict one another. 
Referring to Figure 5.1, we shall make use of outputs from the node Atmo-
spheric Dispersal (Atm. Disp.), such as the radioactivity deposition predictions 
for a regular spatial grid coming from the K-model, as inputs to the node Ground 
deposition (Ground Depos.) which is a component of the food chain model. Those 
predictions are treated as data and combined with deposition measurements taken 
at sites which are usually off-grid locations. In practice, the deposition measure-
ments (or other measurements from which deposition can be calculated, such as 
air concentrations together with rainfall intensities and gamma dose rates) will 
not be available for all sites of interest. In fact, there will be a number of fixed 
measuring stations irregularly and sparsely separated over the region of interest. 
Some mobile measuring capability should be possible however in small scale. 
The development of our integrated hierarchical Bayesian approach is oriented 
to include the ECOSYS model of Muller and Prohl (1993) as a particular case. 
The ECOSYS is a detailed physical-biological model developed to explain the 
spread of contamination within the food chain with possible consequences on the 
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human exposure doses. Therefore, it includes the modules ground deposition, 
food chain contamination and human exposure of Figure 5.1. We adopt a state-
space approach similar to the dynamic linear model of West and Harrison (1997) 
however extended and tailored to our spatio-temporal process. The approach 
monitors the levels of contamination in space and time, allowing for the process's 
means and covariances to adapt to data. The updating algorithms given here are 
obtained in closed form from the normal-inverted-Wishart conjugate analysis. 
For a description of such models used in a simpler and different context see Le 
and Zidek (1992). 
5.2 HBST Model for Radioactivity Deposition 
This section describes the proposed HBST model for radioactivity deposition in 
detail. The following subsections start by briefly describing the deposition mod-
ule of ECOSYS as well as the link between the ECOSYS and the HBST model. 
I have made use of graphical representations in order to facilitate those descrip-
tions. The graphical representations also allow to depict the important condi-
tional independence structure associated with the models. After that, a Gaussian 
HBST model is defined for radioactivity deposition. To comply with the Gaus-
sian errors assumption, the defined variables and parameters were transformed. 
In practice, the contamination variables will not be strictly Gaussian since, for 
example, the contamination values cannot be negative. Also, proportion vari-
ables which values belong to the interval (0,1) are obviously non-Gaussian. This 
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problem is solved by the use of appropriate transformations which allows the 
treatment of errors as Gaussian as we shall see. 
5.2.1 The Deposition Module of ECOSYS 
As mentioned in the introduction in Chapter 1, I shall focus on the deposition 
module of ECOSYS which models multiple-nuclide radioactivity depositions to 
soil and plants. Figure 5.2 shows a simplified graphical representation of the 
chain of modules associated with the interface between a long-range Atmospheric 
Dispersal Model (ADM) and a Food Chain model. In Figure 5.2 each module 
is represented by a circle node, the input-output (I/O) interface is represented 
by a square node, the information or data are represented by filled circle nodes 
and the associations between those are represented by the directed arrows. In 
the application to radioactivity deposition in this thesis, the HBST model uses 
K-model (Lauritzen and Mikkelsen, 1999) as the long-range ADM. 
In the deposition stage (3) of the accident (described in Section 1.1), ECOSYS 
calculates for a general site s with cartesian coordinates (x, y) E I~?, the total 
radioactivity A( i, j, s) produced by the deposited isotope type j which is inter-
cepted by the plants type i (e.g. grass, winter wheat, beet, potatoes etc. For 
further details please see, Muller and Prohl (1993)). The type j radionuclide 
deposition to soil at site s is treated separately for its effects on root uptakes and 
ressuspension to air. They are otherwise obtained similarly to the plants. 
The calculations are performed by decomposing the total deposition of ra-
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Figure 5.2: A graphical model for the interface between the long-range ADM and 
the Food Chain deposition module 
dioactivity, A, into wet and dry components. The dry component caused by dry 
deposition counts for the air activity concentration contribution to the contam-
ination while the wet component counts for both air concentration and rainfall 
contributions. Thus, if Adry(i, j, s) is the component of the total contamination 
caused by dry depositions of isotope j on plant i at the location s, and Awet (i, j, s) 
is the wet deposition component of isotope j at s, then 
A ( i, j, s) = Adry ( i, j, s) + Awet ( i, j, s) , (5.1) 
where Awet(i, j, s) = fw(i, j, s)Awet(j, s) with fw( i, j, s) called the interception 
fraction of isotope j for plants type i at site s. 
The dry contamination component Adry (i, j, s) IS obtained from the time-
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integrated activity concentration of isotope j in air at s, Gair(j, s), as 
(5.2) 
where 
( . ") (" ") LAI(i) Vg ~,) = vg,max ~,) LA1max(i) (5.3) 
is called the deposition velocity of isotope j on the plants type i at s, with 
Vg,max (i, j) being the maximum deposition velocity (i.e. for fully developed fo-
liage), LAI(i) being the leaf area index (LAI) for the plants type i, and LA1max(i) 
the leaf area index (LAI) of plant type i for fully developed foliage. 
On the other hand, the interception fraction of wet contamination for plant i 
IS 
f (" " ) - LAI(i)S(i,j) [1- { ln2 R( )}] (5.4) w ~,), s - R(s) exp 3S(i, j) s , 
where S(i, j) is the retention coefficient of radionuclides type j in plants type i, 
and R( s) is the amount of rain of a rainfall event at s. 
In an extension of ECOSYS, Bleher and Jacob (1993) developed a washout 
model in which the wet deposition Awet(j, s) can be obtained from Gair and R(s) 
according to the following equation: 
(5.5) 
where ho is the assumed effective cloud thickness, Ao(j) is a rate corresponding 
to a reference rainfall intensity Ro(s), and R(s) is the local rainfall intensity. 
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In fact, the key variables in obtaining A(i, j, s) in (5.1) are Cair(j, s) and R(s). 
Substituting equations (5.2), (5.4) and (5.5) in (5.1) above we obtain 
A( i, j, s) = [vg( i, j) + b( i, j)R* (i, j, s) ]Cair(j, s) (5.6) 
where 
R*(i . s) = [1 - exp -d(i,j)R(s)] 
,), [R(S)]O.2 (5.7) 
Now, in terms of the statistical modelling of the above module note that , , 
although non-linear, the first two moments of A(i, j, s) can be easily obtained if 
independence between Cair(j, s) and R*(i, j, s) is assumed. In this case, 
(i) E[A] = (vg + bE[R*])E[Cair ] 
(ii) Var[A] = v;Var[Cair ] + 2bvgE[R*]Var[Cair ] + b2{Var[R*]Var[Cair ] + 
E2[R*]Var[Cair ] + E2[Cair ]Var[R*]} 
where E[A] is the expected value of A and Var[A] = E{ (A - E[A])2} and the 
indexes i, k and s were omitted for simplicity. 
Another way of dealing with this non-linearity and the one which the HBST 
model has adopted, is to assume that vg(i,j) and iw(i,j,s) in equations (5.3) 
and (5.4) above are known and fixed. In practice, this approximation is a good 
one since the variation of those coefficients is much smaller when compared with 
the variation of Rand Cairo This gives a reasonable linear approximation for 
the problem and should be suitable for the decision support purposes of our 
system. Typical or average values of the LA! (i) can be used in fixing Vg (i. j), 
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Figure 5.3: A graphical representation of the deposition module in ECOSYS 
while estimated values of R(s) could be used in choosing values for iw(i, j, s). 
The error introduced by doing this is considered in the modelling of Awet(i, j, s). 
Figure 5.3 shows a directed acyclic graph (DAG) depicting the deposition 
module of ECOSYS. In that graph, a circle (or node) represents a variable and 
an arrow represent directional (causal) direct effect between variables. It basically 
depicts the fact that in ECOSYS, the total contamination is directly influenced 
by both the dry and the wet contaminations which in turn are directly influenced 
by the total concentration in air. The wet (but not the dry) contamination is 
also directly influenced by the amount of rainfall. For simplicity, and without 
loss, we have omitted the location index s from the variables in the remaining of 
this section. 
Also, note that from the DAG of Figure 5.3, and using the notation of Dawid 
(1979) -where for three random variables X, Y and Z, XIIYIZ means that X is 
independent of Y given Z- we can write the following conditional independence 
statements (see e. g. Smith (1989)): 
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(a) Cair(j) Il R 
(b) Adry ( i, j) Il Awet( i, j) !Cair(j) 
(c) A(i,j) Il Cair(j) , R!Adry(i,j), Awet(i,j). 
Conditional independence statements similar to (a)- ( c) above defined in the 
following section are used to simplify the joint probability distribution of the 
variables associated with the HBST model as we shall see. 
5.2.2 The HBST Model's Spatial Components 
The HBST model defines a regular grid with n points over the geographic re-
gion of interest. Each grid point represents a location for which the long range 
atmospheric dispersal model will generate a prediction. The network of m fixed 
measuring stations will be usually located off-grid. 
In practice, a measuring station will be able to measure at least one of the 
following data: 
(i) instantaneous air concentrations (Cair) and ,-dose rates (,-Dose) which are 
informative about the time (and nuclide) aggregated total depositions, 
(ii) ,-spectrometry (,-Spec), informative about the proportions of different ra-
dionuclides on the total depositions, and 
(iii) rainfall intensity (r), giving information about the proportion of wet depo-
sition relative to the total. 
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Omitting the time and space indexes (t and s respectively) for simplicity, the 
HBST model has three main components Z, P and Q associated with the above 
described data: 
Z: total ground radioactivity deposition, 
Pj : proportion of the radionuclide j (j = 1, ... , k) in the total ground deposi-
tion, and 
Q: fraction of wet deposited radioactivity from the total ground deposition. 
Those components allow not only the assimilation of the above mentioned mea-
surements but also the uncertainty calculations relative to the nuclide specific 
wet and dry radioactivity intakes for different types of plants as we shall see. 
With the above components introduced, we can draw the directed acyclic 
graph (DAG) of Figure 5.4 which makes a link between our statistical HBST 
model and a pragmatic version of the deposition module of the food chain ECOSYS 
model. The main difference between the theoretical ECOSYS described in the 
previous section and its pragmatic version shown in the DAG below is that the 
activities in plants A(i,j,s) are obtained from the activities in soil A(soil,j,s). 
This is due to fact that the model is making use of near-ground measurements of 
activities as surrogate for measures of deposition in soil. Plant specific activities 
can be estimated from those with the use of appropriate factors as described by 
Muller and Prohl (1993). 
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Figure 5.4: A directed acyclic graph linking the HBST model and the ECOSYS 
model 
The graph depicts the logical associations between the variables of the sta-
tistical model including the sources of informative data. The filled circle nodes 
represent sources of information (data) such as ,-Dose rates readings (,-Dose), 
,-spectrometry (,-Spec), instantaneous air concentrations (Cair) and rainfall in-
tensities (r). 
Measurements of time-integrated air concentrations, Cair(j, s), are usually 
obtained by integrating instantaneous air concentration readings, Cair(j, S, t) in 
time. They can also be obtained from ,-dose rate readings as described in Bleher 
and Jacob (1993). However, the isotopic composition in air concentrations needs 
,-spectrometry readings to be determined. Readings of ,-ray spectrum in their 
turn can also give information on measures of instantaneous air concentrations. 
In fact, ,-dose rates readings give information on total aggregated time-integrated 
air concentrations Cair(S) = 2:j Cair(j, s), while ,-spectrum readings give infor-
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mation on Gair(j, s), that is on the components of Gair(s). 
Note that in this graph, the HBST model components Z, P(j) and Q sep-
arate the ECOSYS inputs Gair and R from the activity outputs Adry(soil. j) 
and Awet(soil,j) (as well as A(soil,j) and A(i,j)) such that once those compo-
nents are known the output variables will have no further (new) information to be 
gained from the input variables. In fact, the following conditional independencies 
can be stated from the DAG of Figure 5.4: 
(a) Z II Pj II QIGair , R (but Z ¥lPj ¥lQ unconditionally); 
(b) A(i, j), A(soil, j) II Z, Pj, QIAwet(soil, j), Adry(soil, j); 
Those conditional independence statements are used to simplify the joint 
probability distribution functions of those variables which can be factorized ac-
cordingly. Please refer to Smith (1989) for examples of how to read conditional 
independence statements from directed acyclic graphs as well as to factorize joint 
probability distribution functions according to such statements. 
The nuclide specific activity intake by plant i at a location s, A(i, j, s), can 
be obtained from A(soil, j, s), since Awet(j, s) = Awet(soil, j, s) = ZsPj.sQs and 
Adry(soil,j,s) = ZsPj ,s[l- Qs]. In fact, the nuclide specific wet deposited activ-
ityat a location s is assumed to be deposition over soil, that is Awet(soil,j, s) 
for nuclide j. From that, the wet deposition at s for grassland is calculated as 
Awet(grass,j,s) = fw(grass,j,s)Awet(soil,j,s), where fw(grass,j,s) is the in-
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terception fraction of nuclide j for grass at site s. The wet deposition of nuclide 
j for all other types of plants is calculated in a similar way from Au.et(grass. j, s) 
as A (i)' s) - [ fw(i,j,s) ] A ( .) f hI' wet " - fw(grass,j,s) wet grass,), s or eac pant 1,. 
Before defining the HBST model in more detail, I would like to point out 
that all the variables associated with the components Z, Pj and Q above as well 
as their related parameters have been transformed. Those transformations were 
necessary so that the model could comply with the assumption of Gaussian er-
rors. In particular, the HBST model has used logarithmic transformations for 
the variables associated with total ground deposition as well as neutral to the 
right (NTTR) transformations of Walker and Muliere (1997) for the variables 
associated with the proportions components. The NTTR transformations guar-
antee that the proportion variables add up to unity and can be assumed to be 
Gaussian. 
5.2.3 The HBST Model Formulation 
The random variables define below are associated with the components Z, Pj 
and Q described above. Because vectors of those variables will need to be de-
composed into subcomponents grouped according to their origin, we shall use 
throughout the thesis the subscripts D and M, to indicate the spatial location of 
data represented, that is, D will represent grid points and M measuring station 
points. 
Let, at a time t (t 1, ... , T), ZDt (ZDlt, ... ,ZDnt)'where ZDit is the 
Chapter 5. Application of the HBST Model to Radioactivity Deposition ~8 
observed total radioactivity deposition at grid point i (i = 1 ) . t t' 
, ... , n a lme 
t, and ZMt = (ZMIt, ... , ZMmt)' where ZMit is the observed total radioactiyit,. 
deposition at measuring station site i (i = 1, ... , m) at time t. 
Similarly, let PDt = (P DIt, ... ,P Dnt) with P Dit = (PDi1b ... , PDikt )' where 
PDijt is the proportion (from the total deposition ZDit) of radionuclide j de-
posited at the grid point i at time t, and P Mt = (PMIt , ... , P Mmt ) with P Mit = 
(PMi1b ... ,PMikt )' where PMijt is the proportion (from the total deposition ZMit) 
of radionuclide j deposited at the off-grid measuring site i at time L 
Also, let QDt = (QDIt, ... , QDnt)' where QDit is the proportion (from the 
total deposition ZDit) of wet deposited radioactivity at the grid point i at time 
t, and QM t = (Q MIt, ... , Q M mt)' where Q M it is the proportion (from the total 
deposition ZMit) of wet deposited radioactivity at the grid point i at time t. 
(eDb 7rDt, PDt)', e Mt = (eMt , 7rMb PMt)' be the state vectors associated with the 
observational vectors Y Dt and Y Mt respectively, where the components eDt and 
eMt are vectors with elements Bit (i = 1, ... , n for grid points or i = 1, ... , m 
for measuring station sites) interpreted as the real unknown total radioactivity 
deposition at location i at time t. Similarly, each element 7rijt of 7rit is the real 
unknown proportion of isotope j in the total deposition eit at location i at time 
t; and each element Pit of Pet (c = D or M) is the real unknown proportion of 
wet deposited activity from the total deposition at location i at time t. \Ye can 
now define the RBST model by the following observation, interpolation and time 
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evolution equations. 
• The observation equation is 
(5.8) 
where the observational error terms associated with grid points, VDt = 
assumed independent and normally distributed with zero mean vectors and 
• The interpolation equation is 
(5.9) 
where G is a (k + 2)m x (k + 2)n spatial interpolation matrix with fixed 
elements gij (defined below) and Et is the vector interpolation errors assumed 
normally distributed with zero mean vector and covariance matrix Et . 
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• The time evolution equation is 
(5.10) 
where Ht is a time evolution matrix (described below), and Wt is the vector of 
time evolution errors, assumed normally distributed with zero mean vector 
and covariance matrix Wt . 
Now, for t = 1, 2 ... T, from the conditional independence statement (a) in the 
previous subsection 5.2.2, we can set VDt = diag( VZDtl VPDtl VQDJ and V Mt = 
covariance matrices of the observational errors associated with the HBST model 
components Z, Pj and Q for grid points and measuring station sites respectively. 
Note that, the sub-matrices of VDt are not diagonal themselves, but (due to the 
Markovian structure of our model) those of VMt are. 
The components of the interpolation error vector tt = (tOt, tnt, Cpt)' are as-
sumed to be mutually independent such that Et = diag(Eot, Ent , Ept). The co-
variance matrices Eot , Ent and Ept are associated with their respective component 
parameter (O,7r and p respectively). In our application, for each component c 
(c = 0, 7r, p) we have set values of the diagonal elements as 
2 2 d* (Jeit = (Jet i (5.11) 
where, at each time t, (J~t is a common fixed interpolation variance associctted wit 11 
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the component c and d* = d i 'th db' th d' 
t Id:nax I' WI i emg e Istance of the monitoring 
station point i (i = 1, ... , m) to its nearest grid point and d* being the lara-est 
max b 
distance over all distances from off-grid points to their nearest grid points. 
The spatial interpolation matrix is set as G = diag( Ge, Gn , Gp ) where Ge, 
Gn and Gp are spatial interpolation matrices for the components eD, 7rD and 
PD respectively. For the application, I have chosen an exponential form for the 
elements of each submatrices of G, such that 
{
a. ·exp(-fJ· ·d··) 
gij = 0 tJ tJ tJ , 
, 
j E Ne(i) 
otherwise. (5.12) 
where N e( i) denotes the set of nearest adjacent grid points to i. CYij is the propor-
tionality constant such that 2:j gij = 1 , {3ij > 0 is the rate of exponential decay 
with the distance dij . Note that this choice is a fairly reasonable one in applica-
tions (like in this thesis) where not only the involved distances are considerably 
large (as we shall see) but also commonly non-uniform meteorological conditions 
are largely influential. The adopted exponential form allows the choice of differ-
ing spatial decay rates to reflect particular spatial influences at distinct locations 
in the underlying region for every component of the RBST model. Those could 
be chosen for example by experts to reflect prevailing terrain structures at those 
locations. 
The deterministic component of the system variables related to their evolu-
tion in time is described by the evolution matrix Ht in equation (5.10) which 
associates eDt with eDt-I. This association is indirectly carried out through 
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the interpolation equation (5.9). The time evolution matrix H
t 
is defined as 
Ht = diag(HeDtl H7rDtl HpDt ) where the component matrices He Hand H Dt' 7rDt PDt 
account for isotopic decays in time of each component of the RBST model. 
At each time t, the decay associated with the total deposited activity consists 
of the aggregation of each deposited radionuclide's decay from the time of the 
initial deposition. Thus, the sub-matrix HeDt will be diagonal with each diagonal 
element heDt = 2:: heDjt independently of spatial location, where 
(5.13) 
with Aj = ~1~;~;) and T1/ 2 (j) being the half-life of isotope type j, that is, the 
amount of time required for 50% of the radioactive atoms in a sample to undergo 
a radioactive (or nuclear) decay. 
For practical reasons, we consider the mother-to-daughter decay of isotopes 
(i.e. the decay of the same element into another type of isotope) as negligible. 
Thus, the sub-matrix H7rDt for the proportions components will be a k x k diagonal 
matrix with elements H7rDjt , j = 1, ... k, where for each j, H7r Djt is a n x n diagonal 
matrix with elements heDjt = exp(-Ajt) independently of spatial location with 
Aj as described above. 
The sub-matrix HpDt related to the proportions of wet deposition will also 
be a diagonal matrix with elements hpDt = exp( -At) independent of the spatial 
location with suitably chosen decay parameter A. 
The initial values, at t = 0, of the mean vector an and the covariance matrix 
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Ro of the normal distribution of 8 0 conditional on any initial information must 
be provided before the model can be used. Also, initial values for the cm'ariance 
matrices Et and wt in equations (5.9) and (5.10) respectively, will have to be 
fixed a priori by the user as we shall see in Chapter 6. Note that, given the 
measurements of instantaneous air concentrations and amount of rainfall the , 
diagonal forms of the matrices above can be justified by the conditional indepen-
dence statement (a) drawn from the DAG of Figure 5.4 in the previous subsection 
5.2.2. 
In this thesis, we investigate two cases concerning the observational covariance 
matrix lit in equation (5.8). In the first case, lit is assumed known and has 
its values fixed at each time step. In fact, the known Vt will have elements 
with certain fixed functional forms as we shall see in the following subsection. 
In the second case, Vt is assumed unknown and has a prior inverse-Wishart 
distribution attributed to it as can be seen in Subsection 5.2.5. The first case 
leads to the conjugate normal model while the second case leads to the conjugate 
normal-inverse-Wishart model. The prior-to-posterior updating algorithms for 
the normal and the normal-inverse-Wishart models are described in Appendices A 
and B respectively. Those algorithms are extensions of the temporal Kalman filter 
and of Barbosa and Harrison (1992) approximate conjugate method to include 
the spatial components defined above. 
N ow define the three variations of the HBST model that will be used later 
in the application in Chapter 6. Two of those models, defined in the next sub-
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section, assume known isotropic spatial covariance matrices that have fixed func-
tional forms. The third model, defined in the subsection after next assume that , 
the RBST model spatial covariance matrices are unknown and have prior distri-
but ions attributed to them. 
5.2.4 The HBST Models with Fixed Functional Spatial 
Covariances for Radioactivity Deposition 
Despite the existence of a large number of functional covariance forms available 
for the elements of valid (i.e. invertible) spatial covariance matrices, I have chosen 
two particular forms to define two variations of the RBST model. One has an 
exponential form proposed by Cressie (1993) and the other has a spherical form 
proposed by Schlather (1999) as described below. The reason behind the choice 
of those models is pragmatic as they are not only simple to implement but also 
flexible to use as the spatial decay can be changed with the change of a single 
parameter. 
The exponential hierarchical Bayesian space-time (ERBST) model, the RBST 
model defined by equations (5.8), (5.9) and (5.10) where each component sub-
matrix V
ct (c = Z, P, Q) of the observational covariance matrix Vt in equation 
(5.8) has elements (JCijt (i = 1, ... ,m and j = 1, ... ,n) given by 
(5.14) 
where (J2 is the variance at site i associated with component c at time t, Tlci)t > 0 
Cit 
is a scalar reflecting the strength of the spatial decay in the covariance, and dij is 
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the distance between sites i and j. In this model, the spatial correlations between 
sites i and j decrease exponentially as the distance dij between them increases 
which can be seen from the Figure 5.5. The rate of exponential decrease is larger 
for larger values of the spatial decay parameter TJcijt which values must be fixed by 
the user. Figure 5.5 shows the above exponential function with different spatial 
decay TJcijt = 0.005, 0.0189 and 0.050 for all C = Z, P, Q. This family often giYes 
a qualitatively reasonably fit to the empirical correlation structure of spatial data. 
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Figure 5.5: Exponential correlation function 
Optionally, the spherical hierarchical Bayesian space-time (SHBST) model, 
the HBST model defined by equations (5.8), (5.9) and (5.10) where each compo-
nent sub-matrix Vct (c = Z, P, Q) of the observational covariance matrix Vt in 
equation (5.8) has elements (JCijt (i = 1, ... , m and j = 1, ... ,n) given by 
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(5.15) 
where a~t is the variance at site i associated with component c at time t and 
hij = ddij (0 < hij < 1) with dmax being the largest distance in the set of all max 
distances between grid points. In this model, the spatial correlation function is a 
polynomial function of order 3 of the distance dij . A plot of spherical correlation 
function is shown in Figure 5.6. 
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Figure 5.6: Spherical correlation function 
0.9 
Note that compared to the EHBST, the SHBST model is a little less flexible in 
that the spatial smoothness depends on the distance between the two underlying 
sites. 
In both models, the sub-matrices V ZDt , V PDt and VQDt of VDt have elements 
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of the form above. They also have the sub-matrices Vz V and V; of V 
Mt' PMt QMt Aft 
diagonal with fixed variances. 
Note that the interpolation matrix G in (5.9) must be specified a priori to-
gether with the initial values, at time t = 0 (before any observation is taken), of 
the time evolution matrix Ho in (5.10) and the observational, the interpolation 
and the time evolution covariance matrices (Le. Vo = (VDO , VMO ), Eo and Wo). 
Further to those, the mean vector, ao, and the covariance matrix, Ro, of the 
Gaussian prior distribution for the initial parameter vector So = (SDO, SMO)' 
must also be specified for both the EHBST and the SHBST models. After those 
values are fixed, data assimilation and the Bayesian sequential prior-to-posterior 
updating for those models are performed with the use of the extended Kalman 
filter algorithm described in Appendix A. 
5.2.5 The NWHBST Model for Radioactivity Deposition 
A third variation of the HBST model, called NWHBST model has already been 
defined in Chapter 4. This subsection describes the application of the NWHBST 
model to radioactivity deposition. The NWHBST model formulation for ra-
dioactivity deposition is same as described the NWHBST model in Section 4.5 of 
Chapter 4. Please see Section 4.5 for details of the NWHBST model formulation 
and the full recursive approach shown in Appendix B. 
Now that the models we will be applying in Section 6.2 of the next chapter 
are defined. In the next chapter we will proceed to describe the data object of 
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that application, that is, the radioactive near-ground concentrations in Bayaria 
caused by the Chernobyl accident in April 1986. 
Chapter 6 
The Chernobyl Contalllination of 
Bavaria 
The proposed HBST model was applied to real data on the 1986 Chernobyl's 
accident contamination of Bavaria in southern Germany. In fact, three versions 
of the HBST model combined predictions at fixed regular grid points from the long 
range atmospheric K-model (Lauritzen and Mikkelsen, 1999) mentioned in the 
previous chapter with measured (off-grid) near-ground contamination in Bavaria 
to produce estimations (actual and predictive) of the contamination profile. 
This chapter describes the results from the HBST model for radioactivity de-
position. Section 6.1 describes the radioactivity data required for HBST model. 
More specifically, in Subsection 6.l.1, the real data of Chernobyl's near-ground 
radioactive deposition in Bavaria is described and in Subsection 6.l.2, the pre-
dicted data from a long range atmospheric dispersal model, called K-model, is 
described. Section 6.2 summaries the posterior and predictive results of the HBST 
model and also the validation of those results with the measurements. Section 6.3 
describes the HBST model sensitivity. In subsections 6.3.1 and 6.3.2, we checked 
99 
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the model sensitivity for the variation in the input parameters of the K-model 
and the variation in spatial decay of the spatial covariance function for the fixed 
functional HBST model. The cross-validation of the HBST model is described in 
Section 6.4 where the whole data set split into two parts, one is treated as the 
training set and the other is as the validation set. 
6.1 The Chernobyl Contamination of Bavaria 
This section describes in detail both the measured, posterior and the predicted 
near-ground radioactive contamination of Bavaria caused by the Chernobyl dis-
aster. The measurements were taken from 13 fixed measuring station sites, while 
the predictions were those from a long range atmospheric dispersion model, the 
K-model, for the 4,096 points of a 64 x 64 grid over the Bavarian region. 
According to the World Nuclear Association (WNA, 2008), Chernobyl's nu-
clear accident on the 26 April 1986 released an estimated 14 EBq (i.e. 14 x 1018 
becquerels) of radioactivity to the atmosphere during a period of at least nine 
days. Half of the released radioactivity was of biologically inert noble gases. :\frost 
of the released material was deposited as dust and debris near Chernobyl, but 
lighter material was carried by wind over The Ukraine, Belarus, Russia, Scan-
dinavia and Europe, including Bavaria, in southern Germany, as we shall see in 
this section. 
The GECD's Nuclear Energy Agency (NEA, 2002) stated that initial as-
sessment of releases made by Soviet scientists based on sampling from material 
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deposited in the former Soviet Union, estimated that all of the core inventory of 
biologically inert noble gases was released, and between 10% and 207c of iodine-
131 (1131), caesium-134 (Cs-134) and caesium-137 (Cs-137). Iodine and caesium 
elements are of particular concern as they are known to be hazardous to human 
health. The 1131 isotope has a short radioactive half-life (eight days), but can be 
transferred to humans relatively rapidly from the air and through the consump-
tion of contaminated milk and leafy vegetables. Caesium isotopes on the other 
hand have relatively longer half-lives (Cs134 has a half-life of 2 years while Cs137 
has 30 years). Many other less hazardous radioisotopes such as Ruthenium-l03 
(Rul03), Ruthenium-l06 (Rul06) and Tellurium-132 (TeI32) amongst others, 
were also released during the accident. 
Weather conditions at the time of the accident were such that only after the 
third day of the accident prevailing winds were in the western European direction. 
In fact, it was only from the 29 April 1986 that the measuring station sites in 
Bavaria started to read higher than normal measurements of radioactivity as we 
shall see. 
The reader may refer to the WNA (2008) or to the NEA (2002) for a more 
in-depth historical description of the accident and its consequences. 
6.1.1 The Radioactivity Data in Bavaria 
Daily data of Chernobyl's near-ground radioactivity air concentrations in Bavaria 
were obtained from the Bavarian regional office for environmental protection 
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(Bollmann et ai., 1987) for t he period between 29 April and 10 J\,Iay 1986 in-
elusive. The data consisted of ( -spectrometry ((-spec) readings converted to 
measures of nuelide specific (i) instant aneous air concentrations, in uni ts of Bec-
querel per cubic meter (Bqjm3 ) , and (ii) wet deposited activities , in Becquerel 
per litre (in Bqj l). Those readings were taken from 13 fixed measuring station 
sites covering t he Bavarian region with an area of approximately 70 , 549 J( m 2 
as shown in Figure 6. l. Figure 6.1 also shows the 64 x 64 regular grid covering 
the whole Bavaria t hat was used by the BBST models in t his application. The 
dist ance between consecut ive points in t he grid is 8 J( m. 
1. Egling 
2. Munchen 
3. MLinchen-Ebersberg 
4 . Garching 
5. Wasserburg 
6. Gundremmingen 
7. Essenbach 
8 . Niederaichbach 
. AA8 9. Passau 
7 
10. Schwandorf 
, . . . . . .. ... . . 
... • . .. I .. .. 
• I ..... .. 
....... 11. Kahl 
12. Grafenrheinfeld 
13. Hof 
Figure 6.1: The map of Bavaria wit h t he 13 fixed monitoring stati~ns (indicated 
by t riangles wit h individual numbers on t he map and corres~ondmg names. on 
t he right hand side table) and t he 4096 points of the 64 x 64 gnd over the reglOn. 
The distance between consecut ive grid points is 8 Km. 
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The data correspond to six isotopes: Ru103, Ru106, Te132~ 1131, Cs134 and 
Cs137. Note that measurements of instantaneous air concentrations could be 
obtained for each of those six isotopes in all 13 monitoring stations, while mea-
surements of wet depositions were only available for 5 (viz. Hof, Kahl, ;VI unchen, 
Passau and Wasserburg) of the 13 stations. 
Note that, with the exception of a few, most stations are rather scattered 
over the region and quite distant from one another. Most stations (9 of the 13) 
are located in the south of the region with the majority of those (7 of the 9) 
situated towards the Bavarian south-east. There is a single station in the center-
east Bavaria (Schwandorf) which seems quite spatially isolated distancing by 120 
Km from its nearest station (Essenbach). The northern Bavaria region has only 
three stations (Kahl, Grafenrheinfeld and Hof) which are located far apart from 
each other. The Hof station also seems quite isolated from the remaining sta-
tions. There is a large area in the center-west region with no measuring station 
whatsoever. Further to those, there are about three spatial clusters of stations 
(Munchen and Ebersberg, Gundremmingen and Wasserburg, and, Essenbach and 
Niederaichbach), all in the south, which are relatively closely located. The two 
nearest stations are Essenbach and Niederaichbach with a distance of approxi-
mately 10 K m separating them. The important point to note here is that there 
are relatively few and scattered monitoring stations to cover the region of interest. 
The plots in Figure 6.2 show the time series of measurements of nuclide specific 
instantaneous air concentrations for 8 measuring stations in the period from the 
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Figure 6.2: Daily average instantaneous near-ground air concentrations in Bq/m3 
of I131 (dashed lines) , Caesium (Cs134 and Cs137, solid lines) and the other 
(Ru103 , Ru106 and Te132, dotted lines) radioisotopes from the 26 April (t = 
1) to the 10 May 1986 (t = 15) at (a) Essenbach, (b) Gundremmingen , (c) 
Miinchen, (d) Ebersberg, (e) Niederaichbach, (f) Passau, (g) Schwardorf, and (h) 
Wasserburg 
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26 April to 10 May 1986. Data for the other 5 stations are not shown because 
near-ground concentrations at those sites were only marginally larger than the 
normal levels. In each plot, the time (horizontal) axis indicate the day number 
(we adopted t = 1 for 26 April, ... , t = 15 for 10 May 1986) and the vertical axis 
indicate the nuclide specific daily average air concentrations (in Bq/m3 ). Also, 
for simplicity, the isotopes were grouped into three categories according to their 
levels of hazard to human health and half-lives. Thus, the less hazardous isotopes 
(Ru103, Ru106 and Te132) were labeled as others while the most hazardous were 
split into the shorter lived Iodine (1131) with a half-life of 8 days, and the longer 
lived Caesium (Cs134 and Cs137) with half-lives of 2 and 30 years respectively. In 
fact, from the radiological point of view, 1131 and Cs137 are the most important 
radionuclides to consider for their potentially damaging health effects. The 1131 
radioisotope accumulates in the thyroid gland and in high doses can cause thyroid 
cancer while Cs137 mainly concentrates in bones and can cause leukaemia and 
cancer. See e.g. Castronovo (1999) and Watari et ai. (1988) for more detailed 
descriptions of potential health effects of 1131 and Cs137 intakes. 
We can see from Figure 6.2 that the concentration levels for all the detected 
radioisotopes at most stations increased dramatically from their normal back-
ground levels of 0.012Bq/m3 on average before and in the early days of the 
accident (from t = 1 to t = 4) to much higher levels (in the range from 10 to 50 
Bq/m3 ) in the period from t = 5 to t = 10, i.e. from the fourth to the ninth day 
after the reactor's explosion. 
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Figure 6.3: Near-ground daily average air concent rations of Iodine (I1 31 ), Cae-
sium (Cs134 and Cs137) and ot her less hazardous isotopes (Ru103, Ru106 and 
Te132) from the 29 April (t = 4) to the 4 May 1986 (t = 9) at each of t he 13 
measuring st ations in Bavaria: 1. Egling, 2. Munchen, 3. iYIlinchen-Ebersberg, 4. 
Garching, 5. Wasserburg, 6. Gundremmingen, 7. Essenbach , 8. Niederaichbach, 
9. Passau, 10. Schwandorf, 11. Kahl , 12. Grafenrheinfeld and 13. Hof. 
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Figure 6.3 shows for each day from the 29th of April to the --Hh of :\Iay 1986, 
the nuclide specific near-ground radioactivity air concentrations measured at each 
of the 13 measuring stations for the three isotope groups: iodine (1131), caesium 
(Cs134 and Cs137) and others (Ru103, Ru106 and Te132). Notice that both on 
the 30th April 1986 and on the 1st May 1986, the concentration levels of all iso-
topes were not only much higher than at any other day but also were particularly 
so at the measuring stations mainly located in the south-eastern and central 
Bavaria (Essenbach, Gundremmingen, Miinchen, Passau and Schwandorf). In 
general, the more hazardous isotopes (iodine and caesium) seemed to constitute 
about 50% of the total concentrations with the proportions of iodine being almost 
always much larger than the caesium. Also, note that the total daily concentra-
tions had been at their natural average levels (i.e. 0.012 Bq/m3 or less) up to 
the 30 April 1986 when the total levels increased enormously to approximately 
36.859 Bq/m3 in average (that is, about 3071 times the natural average level). 
This is consistent with the fact that the prevailing wind direction at Chernobyl 
towards Western Europe occurred only after the 29 April as in the weather map 
of Figure 6.4. Before that, from the 26 April, the wind direction mainly pointed 
north towards Belarus and Russia. 
The meteorological conditions at Chernobyl together with the varying char-
acteristics of the release led to a complex pattern of atmospheric transport and 
ground deposition both within the Soviet Union and in other countries. However, 
the rise in concentration levels on the fourth and fifth days after the accident is 
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consistent with the fact, reported by the NEA (2002), that 'initially the wind was 
blowing in a Northwesterly direction and was responsible for much of the deposi-
tion in Scandinavia, the Netherlands and Belgium and Great Britain. Later the 
plume shifted to the South and much of Central Europe, as well as the Northern 
Mediterranean and the Balkans, received some deposition. the actual severity 
, " 
of which depended on the height of the plume, wind speed and direction, ter-
rain features and the amount of rainfall that occurred during the passage of the 
plume.' 
6.1.2 The Long Range Atmospheric Dispersal K-Model 
The K-model, proposed by Lauritzen and Mikkelsen (1999), is a long range atmo-
spheric transport model of radionuclides that has been chosen in this thesis, for 
its simplicity and good performance in real (Chernobyl accident) and simulated 
applications (Lauritzen et al., 2006), to adopt in the application in this thesis. It 
produces estimates of instantaneous daily average radioactive concentrations for 
the grid points over Bavaria (transported from Chernobyl). 
The K-model is a first order approximation of a two-dimensional advection-
diffusion process which relates turbulent fluxes to the gradient of the mean con-
centration in the long-range dispersion of a pollutant. In fact, the K-model 
describes the isotropic diffusion of the near-ground mean radioactivity concen-
tration Cair for a radionuclide j at a location s at time t, in Bq/m3 , by the 
following equation: 
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. r ~t d(s)Vt_h 
Cair(J, s, t) = --e 2K Ko(d~) 21f K JS (6.1) 
where d( s) is the distance, in K m, from location s to the source of release: ~t 
is the total radioactivity, in Bq, released from the nuclear reactor at time t; K 
is the large-scale eddy diffusivity coefficient, in m 2 / s: r is the ensemble total 
activity removal rate (or 'effective scavenging coefficient'), in s-\ Vt-h(s) is the 
average wind speed at time t - h at the source of release (h( s) is the length of time 
the radioactive plume takes to reach the location s where the concentration is 
being estimated), in m / s; and, K 0 ( djs) is the zero-order modified Bessel Function 
at djs = (d(s)/2K)V4Kr + vI, where Vj is the deposition velocity, in mis, for 
isotope j (assumed constant for each radionuclide). Please refer to Lauritzen and 
Mikkelsen (1999) for more details. 
The parameters K and r account for a suitably chosen ensemble of long-
range weather patterns and are estimated with the use of numerical weather 
prediction model data. The application in this thesis has adopted the values 
K = 106m 2 S-l and r = (1/864000)S-1 (corresponding to 10days )-1) adopted by 
Lauritzen and Mikkelsen (1999) for the Chernobyl accident. We also determined, 
for each day, the average wind speed by projecting the prevailing wind vector 
at Chernobyl, given by Bollmann et ai. (1987), in the southwest line towards 
Bavaria. Figure 6.4 shows the weather maps in Europe on (a) the 26 April, (b) 
27 April, (c) 28 April, (d) 29 April, (e) 30 April, and on (f) the 01 :'Iay 1986. 
Notice that the prevailing wind directions at Chernobyl in period from 26 to 
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29 of April 1986 were mainly pointing northwest, north and northeast towards 
Belarus, Scandinavia and Russia. From the 30 April, those changed direction and 
started to point southwest and south towards Western Europe. However, despite 
the wind blowing north-northwesterly initially, the average wind speeds during 
that period were highest so that the projected speed towards Bavaria peaked at 
6.21m/ s (22.37 K m/ h) on the 26 April and fluctuated at around 4.23m/ s (15.24 
K m/ h) during the following 5 days. From the 1 May, the projected wind speed 
dropped steadily from 4.29m/s (15.43 Km/h) to its minimum value of 1. 18m/s 
(4.26 Km/h) on 6 May 1986. It peaked again on the 7 May to reach 5.90m/s 
(21.25 Km/h). As the releases from Chernobyl were taking about three days to 
reach Bavaria, we have set h(s) = 3 in equation (6.1). 
Also we adopted the estimated daily releases for I131, Caesium (134 & 137) 
and the other isotopes (Ru103, Ru106, Te132) from the nuclide specific estimated 
total releases provided by the NEA (2002) report and from the daily release 
fractions given in ApSimon et al. (1989). Those values were used to obtain tlt in 
equation (6.1) above. 
In fact, according to the NEA (2002), Chernobyl's accident estimated total 
radioactive release of I131, Caesium and the other radioisotopes (Ru103, Ru106 
and Te132) together during the whole accident was in excess of 3.29 EBq. Table 
6.1 shows the estimates of radionuclide released (Devell et al., 1995) during the 
Chernobyl accident with the core inventory and half-life of the isotopes. In the 
Table 6.1, the estimated released activity is shown in Peta-becquerels (PBq) 
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Bavaria ChemobyI 
Bavaria Chemobyl 
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Bavaria Chemobyt 
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Bavaria Chemobyl 
(e) (f) 
Figure 6.4: European weather charts with wind vectors at Chernobyl on the (a) 
26 April, (b) 27 April, (c) 28 April, (c) 29 April, (c) 30 April, and on the (d) 01 
May 1986. 
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(lPBq = 1015 Bq) and the half-lives are shown in hours (h), days (d) and years 
(y) respectively. Also, ApSimon et al. (1989) estimated the daily percentages 
from the total release as 23.90%, 7.97%, 6.97%, 4.98%, 3.98%, 3.98%, 7.97%, 
9.96%, 13.95% and 15.94% for each respective consecutive day in the period from 
26 April to 5 May 1986, as well as 0.20% for both 6 and 7 May 1986 as shown in 
Figure 6.5. 
Table 6.1: Estimates of radionuclide releases during the Chernobyl accident 
Core inventory on 26 April 1986 Total release during the accident 
Nuclide Half-life Activity (P Bq) Percent of inventory Activity (P Bq) 
Ru103 39.6 d 4800 >3.5 >168 
Ru106 1.0 y 2100 >3.5 >73 
I131 8.0 d 3200 50-60 r-v1760 
Te132 78.0 h 2700 25-60 r-v1150 
Cs134 2.0 y 180 20-40 r-v54 
Cs137 30.0 y 280 20-40 r-v85 
The shortest distance between Chernobyl's border and its nearest point in 
the grid over Bavaria is 1875 Km. The distances used in equation (6.1) for 
other points in the grid considered the 8 K m distances between consecutive grid 
points. Those distances together with the values of the variables described above 
where used to determine the daily near-ground air concentrations estimated by 
the K-model at the grid points. 
Because the K-model is a long range dispersal model and does not account 
for local atmospheric variables, the distribution of its estimated daily concentra-
tions was rather smooth in space. This smoothness had a detrimental effect in 
the HBST models which produced confidence intervals for the estimated concen-
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Figure 6.5: Daily variation in release rates 
trations which were larger near measuring sites than at grid points. In order to 
produce more realistic estimates which also produced a less smooth spatial distri-
bution of the estimated concentrations, we have made use of precipitation data 
(amount of rainfall) at 24 locations in Bavaria during the underlying period of 
time. Daily average washout measures for 24 locations in Bavaria, obtained from 
tutiempo.net (2008), were converted into proportions of total washouts, spatially 
interpolated to grid points and applied to the values estimated by the original 
K-model to produce what we call corrected K-model estimates. Those corrected 
daily radioactivity concentrations were then used by the RBST models. 
The predicted grid-point concentrations, interpolated to the 13 off-grid mea-
suring sites, showed to be consistent with the measured values at those sites. In 
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fact, those interpolated predictions gave values which were significantly closer to 
the observed concentrations than interpolations from the K-model's estimations 
alone (without the washout correction). The corrected predictions produced a 
square-Root of the spatial Average of the Mean Square Errors (RA:\ISE) of 10.32 
Bq/m3 that was 63.30% lower than the K-model alone. The RAl\!ISE is calculated 
by 
RAMSE= 1 m (1 T ) m~ T~e;t (6.2) 
where m is the total number of measuring stations, T is the total number of re-
lease days and eit is the estimation (or prediction) error by the underlying model 
at site i and time t. This measure of performance is adopted by the various 
applied models in the following section. In this section, it was used to measure 
the estimation performance of the corrected K-model when interpolated to the 
measuring station sites. So, the error term eit in the above equation was the dif-
ference between the daily measurement at each site and the interpolated value by 
the corrected K-Model estimation. When used to measure the predictive perfor-
mances of the RBST models, the error eit is the difference between the observed 
value (i.e. either an off grid measurement or a grid point value estimated by 
the corrected K-model) and the underlying RBST model one-step-ahead median 
forecast for site i and day t (as defined in subsections A.4 and B.4 in Appendices 
A and B respectively). 
The corrected K-model predictions of near-ground total radioactivity concen-
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trations on the 29th of April were very low for the whole region, having varied 
between 3 and 4 Bq/m3 that day. However, on the 30th of April, the corrected 
predictions increased to the range between 30 and 32 Bq/m3 almost everywhere 
in the region (except for some rainfall gauging sites where higher precipitation 
measures implied slightly larger predicted values). The predictions reached their 
peaks on the 1st of May when they varied between 35 and 38 Bq/m3 almost 
everywhere with the exception of some rainfall gauging sites in southern Bavaria 
where predictions reached between 40 and 43 Bq/m3. Table 6.2 show the sum-
mary statistics (aggregated for all the radionuclides together) of the grid values 
from the K-model before and after compiling the local rainfall. From Table 6.2, 
we note that the standard deviations increased enormously (approximately 27.84 
times on an average) after compiling the local rainfall with the K-model pre-
dictions between 29th April and 10th May 1986. In particular, the increased 
standard deviation varied between 1.06 times (on 29th April) and 137.00 times 
(on 9th May). That is, the local rainfall measures have contributed to a less 
homogeneous and more realistic spatial distribution of the predicted concentra-
tions. 
Figure 6.6 shows the contour plot of the predicted Bavarian concentrations 
for the 1st of May. The dots with individual numbers on the map represent the 
24 rainfall gauging sites used to correct the K-Model's predictions. ~ote that the 
plot is fairly consistent not only with the K-model's predictions which concen-
trations decay exponentially but slowly in space as the distance from the origin 
Table 6.2: Summary statistics for the grid values for all the radionuclides from K-model in Bavaria (all the measurements 
are in Bq/m3 ) 
Day Without local rainfall With local rainfall 
Mean Min Max SD Mean Min Max SD 
29 April 1986 3.06 2.90 3.21 0.0784 3.06 2.90 3.71 0.0833 
30 April 1986 31.01 30.90 31.14 0.0606 31.01 30.63 40.90 0.3948 
01 May 1986 36.53 35.21 37.93 0.6873 36.53 35.21 43.24 0.7616 
02 May 1986 13.27 13.17 13.38 0.0531 13.27 13.00 21.82 0.2756 
03 May 1986 11.02 10.91 11.13 0.0561 11.02 10.72 18.00 0.2301 
04 May 1986 11.72 11.55 11.89 0.0860 11.72 11.40 16.34 0.1824 
05 May 1986 7.43 7.38 7.49 0.0270 7.43 7.31 11.12 0.1248 
06 May 1986 9.16 9.14 9.19 0.0138 9.16 9.10 10.63 0.0733 
07 May 1986 3.99 3.98 3.99 0.0012 3.99 3.96 4.81 0.0354 
08 May 1986 1.95 1.95 1.95 0.0001 1.95 1.93 2.17 0.0136 
09 May 1986 1.79 1.79 1.79 0.0001 1.79 1.78 2.08 0.0137 
10 May 1986 1.65 1.62 1.69 0.0194 1.65 1.60 2.27 0.0291 
g 
.g 
""'" ~ 
~ 
~ 
I1l 
g 
I1l 
8 
0 
~ 
'""""' 
~ 
""'" ~
S S· 
~ 
""'" 
....... g 
0 ,....., 
to 
~ 
~ ~ 
....... 
~ 
~ 
~ 
0') 
Chapter 6. The Chernobyl Contamination of Bavaria 117 
(Chernobyl) increases, but also with the corrections for rainfall which introduce 
changes to the regularity of the contour lines as well as to the regions near the 
gauging sites in the southern region where predicted concentrations were much 
larger than nearby regions. The local rainfall measures have indeed contributed 
to a less homogeneous and more realistic spatial distribution of the predicted 
concentrations. The actual rainfall measures were large in the southern region 
(average O.66mm) and there were no rainfall in the central and northern region 
on 1st May 1986. In particular, Munchen and Muhldorf (near Essenbach) had 
the largest rainfall (1.02mm) on 1st May 1986. In general, between 29th April 
and 1st May 1986 the rainfall measures were large in the southern region only 
and no rainfall from center to north. On the 2nd of May there were no rainfall 
measurements in almost all the stations except M uhldorf and from 3rd May to 
5th May there were no rain in the southern and central region except the northern 
region (average 0.40mm). After that, the average rainfall increases on 6th May 
(1.64mm) and it reaches its peak on 8th May (5.48mm) and again decreases to 
0.45mm on an average between 9th and 10th May 1986. Note that: the rainfall 
measures come from almost all the region in Bavaria during 6th May to 10th May 
1986. 
On the 2nd of May the predictions dropped to the range between 13 and 
14 Bq/m3 almost everywhere and then from the 3rd to the 6th of May fell to 
the range between 8 and 12 Bq/m3. From the 7th to the 10th of ;\Iay, the 
corrected predictions were very low again ranging between 1.5 and 4 B q / Tn 3 
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almost everywhere. Note that those predictions were all consistent with both the 
accident's dispersal behavior and the measurements described in the previous 
Section. 
l6 
15 
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Figure 6.6: Contour plot of the K-model 's corrected predictions of total near-
ground radioactivity concentrations for the 1st May 1986. The dots with indi-
vidual numbers represent the locations of the 24 rainfall gauging stations which 
measurements were used to correct the K-model 's predictions. 
We can now proceed to describe the results of applying the three variations 
of the HBST model (viz. the EHBST, the SHBST and the NWHBST models 
described in Chapter 5) using the rainfall corrected predictions from the K-model 
described above, to the Chernobyl 's near-ground radioactivity concentrat ions in 
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Bavaria described in Subsection 6.1.1. 
6.2 The HBST Models Applied to the Bavarian 
Radioactivity Concentration Data 
This section describes the main results of the application of the three HBST 
models, defined in Chapter 5, to the radioactive near-ground concentrations in 
Bavaria caused by the Chernobyl accident, presented in Section 6.1. :\ uclide 
specific predictions of near-ground concentrations are made for some of t he main 
urban areas in Bavaria for each of the three isotope groups (Il31, Cs134-137 
and others) defined earlier. Those are compared with observed (or interpolated) 
values at those urban areas on the days the concentrations were highest to assess 
the best predictive model. One of the aims of the analyses presented in this 
section is to illustrate the potential usefulness of the HBST models: in particular 
the NWHBST, were they to be adopted at the time of the accident. 
Subsection 6.2.1 introduces the values chosen for the input parameters as 
well as the hyperparameters of the prior distributions associated with the HBST 
models. In subsection 6.2.2 and 6.2.3, the summary of posterior results and its 
validation against measurements are described. Subsection 6.2.4 shows a com-
parative analysis of the three models in terms of their predictive performances 
for both one-day-ahead (we call 'short' term) as well as for three-days-ahead 
('medium' term) forecasting of total near-ground radioactivity concentrations in 
Bavaria. Contour plots of one-day-ahead predictions of total near-ground ra-
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dioactivity concentrations and their related uncertainties are also shown for a 
spatial comparison of the predictive outcomes by all three models. In subsec-
tion 6.2.5, bar charts of the nuclide specific concentrations at the measuring sites 
predicted by the best predictive model, the NWHBST, are shown and compared 
with the similar bar charts of the measurements displayed in Figure 6.3. Further 
to those, one-day-ahead forecasts of nuclide specific concentrations are produced 
by the NWHBST model for five of the largest cities in Bavaria for the 30th April 
and the 1st May 1986 (the days of highest observed concentrations in Bavaria). 
6.2.1 The Input Parameters of the HBST Models 
The input parameters required for the observation equation (5.8) are VDt = 
the SHBST models, the variances O"~i of VDt in (5.14) were estimated from the 
available data to give O"~Di = l.0385, O"~IDi = 0.0011, 0"~2Di = 0.0001, 0"~3Di = 
0.0005 for iodine, caesium and others (subscripts 1, 2 and 3 respectively) and 
O"~Di = l.8026 for all sites i. Similarly, each component of VMt was estimated 
from the data to give O"~Mi = 9.5283, O"~lMi = l.9329, 0"~2Mi = 2.7459, 0"~3Mi = 
6.9204 and O"~Mi = 17.4571 for all sites i. The values of T/cijt for the EHBST 
model in equation (5.14) were estimated from the observed data and for simplicity 
adopted independently of spatial location as T/cijt = 0.0189 for all c, i, j, t. The 
distance d
max 
in equation (5.15) was set as dmax = 712.76Km. So, the covariance 
matrix V for the EHBST and the SHBST models have elements O"ZDijt = 
ZDt 
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1.0385 exp ( -0.0189dij ) and (YZDijt 
respectively. 
The input parameters in equation (5.9) are G = diag( Go, G7r • Gp) and :;t = 
diag(Eot, E7rt , Ept). For simplicity, we have adopted for all three models (indc-
pendently of spatial location) a common value for the spatial decay parameters 
{3ij = {3 = 0.2 for all i, j. Also, for simplicity, the values of aij, for the el-
ements gij = aij exp{ -{3ijdij } of all the submatrices of G, were set to be (ti 
for all j E Ne(i). Those values of ai for i = 1,2 ... 13 were estimated from 
the observed data based on the assumption that ~j gij = 1 for all j E N e( i) 
to give 0.73,0.98,0.63,0.78,1.34,0.53,0.77,0.77,0.76, 0.76, 0.73,0.74 and 0.76 for 
i = 1, ... , 13 respectively. 
Each submatrix Eet (c = (), 7r, p) of E t is also diagonal with elements (Y~it as 
in equation (5.11). A common value (Y2 = 8.46 X 10-7 (estimated from data) was 
chosen for (Y2' t for all c, i and t. For each i, d: = d*d
i with d:nax = 10.21Km. 
et max 
The input parameters in equation (5.10) are Ht = diag(HoDtl H7rDtl HpDt ) and 
the covariance matrix vvt = diag( WOt, W7rt , Wpt )' All the submatrices of Ht are 
diagonal and for each component we adopted the same diagonal values inde-
pendently of spatial location. Each diagonal element of HODt is hODjt = hOD = 
~~=1 exp( -Ait) independently of each spatial location for all the isotope types 
j (j = 1, ... ,6). The diagonal elements of H7rDt are exp( -)'It), ~~=2 exp( -Ajt) 
and I:~=4 exp( -Ajt) for each group of radionuclides (e.g. iodine, caesium and 
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others) and the each diagonal element of HpDt is hpDt = exp( -At) with A = 0.05 
independently of each spatial locations. The value of A is suitably fixed by the 
user. As the wet deposition mainly depends on rainfall, so we have chosen a 
quite fast exponential decay so that the effect of rainfall covers only the neigh-
boring region of the place where rainfall happens. The diagonal elements of all 
submatrices of Ht are of exponential form as described in equation (5.13). The 
parameters Aj = ~l~~~;) were determined from the half-life T1j2 (j) of each iso-
tope type j (j = 1, ... , 6). The half-life values of the radioisotopes 1-131, Cs-134, 
Cs-137, Ru-103, Ru-106 and Te-132 are 8.04, 753.72, 11033.95, 39.27, 372.3 and 
3.204 days respectively. Note the relatively short half-lives of 1-131 and Te-132 
compared with those of Cs-134, Cs-137, Ru-103 and Ru-106. 
For the EHBST and the SHBST models, the elements of each submatrix Wct 
of Wt described in subsection 5.2.3 are WcijtJ which have fixed exponential form 
similar to (JCijt described in equation (5.14). 
Finally, for the data assimilation process by the EHBST and the SHBST 
models, we fixed the initial values of those models' hyperparameters, i.e. rno 
and Co. These values are suitably chosen by the users. One possible choice is 
the non-informative prior distribution of 8 0 , On the other hand, when the data 
represents the continuation of a previously observed series, then the time origin 
t = 0 is just being an arbitrary label. In such cases, the initial prior is viewed as 
sufficiently summarising the information from the past, 8 0 having the concrete 
interpretation of the final state vector for the historical data. In this application, 
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we fixed the vector rno as the average of all the grid point values independently of 
each spatial locations. The elements of the initial covariance matrix Co is chosen 
as an exponential form similar to (JCijt at t = 0 described in equation (5.14). 
The NWHBST model adopted the algorithm described in Appendix B. The 
prior parameters at time t = 1 for the NWHBST model are aI, RI , r[Jo and do. To 
obtain the values of al and R I , we need the initial mean vector rno and the initial 
variance-covariance matrix Co as described above. r[Jo is the initial scale matrix 
for the inverse-Wishart distribution. The implementation of the Barbosa and 
Harrison updating algorithm described in Appendix B requires the computation 
of two matrix square roots in B.4 of Appendix B. These matrix square roots 
are implemented in two different ways, using respectively two different matrix 
factorisation techniques: the Cholesky decomposition method and the eigen-value 
decomposition method described in Appendix C. For Cholesky decomposition 
method r[Jo has to be a positive definite matrix and for eigen-value decomposition 
method r[Jo should be symmetric square matrix. The choice of r[Jo depends on 
the users. In our application we choose r[Jo from a exponential family which 
guaranteed the positive definiteness of the matrix r[Jo. We used the elements of 
the initial scale matrix r[Jo is chosen as an exponential form similar to (J Cijt at 
t = 0 described in equation (5.14) and do is the initial degrees of freedom with 
value in the present application being do = (m + n) x (k + 2) = 20545, where 
m = 13, n = (64 x 64) and k = 3 (all were defined earlier). So is the square-root 
of the initial observational matrix Vo, where Vo = rIto/ do· 
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With all the input parameters and hyperparameters specified, the Chernobyl 
data assimilation was carried out by the EHBST and the SHBST model through 
the spatio-temporal Kalman filter described in Appendix A and by the ~\YHBST 
model through the updating algorithm described in Appendix B. 
6.2.2 Summary of the Posterior Results of the HBST Mod-
els 
We can now proceed to describe the posterior results of applying the three vari-
ations of the RBST model (viz. the EHBST, the SHBST and the NWHBST 
models described in Chapter 5) using the rainfall corrected predictions from the 
K-model described in Subsection 6.1.2, to the Chernobyl's near-ground radioac-
tivity concentrations in Bavaria described in Subsection 6.1.1. 
With all the input parameters specified in the previous subsection, the HBST 
models can perform the data assimilation through the spatio-temporal Kalman 
filter described in Appendix A and the Barbosa and Harrison (1992) updating 
algorithm described in Appendix B. Calculated posterior results are summarized 
in Table 6.3. 
To compare the model performances, we calculated the RAMSE for all the 
three RBST models, as described in equation (6.5). We also calculated the spatial 
Average Mean Absolute Deviation (AMAD) for the three HBST models described 
in equation (6.3). The AM AD is calculated by 
Table 6.3: Posterior medians (Med.) and 95% credible intervals for the parameters of the original variables of total 
near-ground concentrations of the EHBST, the SHBST and the NWHBST models calculated on the 01 May 1986 at 
the 13 measuring stations (Egling (M1), Miinchen (M2 ), Miinchen-Ebersberg (M3 ), Garching (M4 ), Wasserburg (Ms), 
Gundremmingen (M6 ), Essenbach (M7 ), Niederaichbach (Ms), Passau (Mg), Schwandorf (MlO ) , Kahl (Mn), Grafenrheinfeld 
(M12) and Hof (M13))' 
B EHBST SHBST NWHBST 
Median 2.5% 97.5% Median 2.5% 97.5% Median 2.5% 97.5% 
BMl 28.33 6.37 126.03 34.37 7.89 149.69 18.04 17.62 18.47 
BM2 69.46 15.86 304.24 58.05 13.59 247.94 39.54 38.62 40.47 
BM3 62.52 14.43 270.85 42.73 11.26 162.12 36.81 35.96 37.67 
BM4 25.20 7.60 83.64 20.42 6.75 61.79 17.05 16.73 17.38 
BMs 27.65 6.24 122.62 31.77 7.93 127.34 17.76 17.35 18.19 
BM6 95.76 49.99 183.41 96.46 61.57 197.42 108.89 97.27 120.97 
BM7 60.20 26.40 137.30 123.10 20.55 737.49 91.02 88.40 93.72 
BMs 53.45 12.52 228.16 37.13 10.40 132.60 35.30 34.50 36.13 
BMg 53.03 12.53 224.38 35.69 10.06 126.60 34.46 33.68 35.26 
BMlQ 53.31 12.10 234.97 34.31 9.38 125.52 31.25 30.52 32.00 
BMll 39.94 9.70 164.45 33.44 9.77 114.41 25.24 24.68 25.81 
BM12 50.06 11.70 214.17 38.11 10.05 144.54 31.10 30.39 31.83 
BMl'J 12.26 4.59 32.70 11.01 4.74 25.S7 8.87 ~. 7:3 D.01 
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AMAD= 1 N (1 T ) 
N 8 ;:: 8 1eitl (6.3) 
where N = (m + n) is the total number of grid points and the measuring station 
sites, T is the total number of release days and leit I is the absolute value of the 
estimation error by the underlying model at site i and time t. 
Table 6.4 summaries the RAMSE and the AMAD values for the HBST models. 
According to Table 6.4, the overall performance of the NWHBST model is better 
than ERBST and SRBST models. That is, the HBST model with the learning 
from data on covariance fits better to the data compared to the known and fixed 
functional spatial covariance models. 
Table 6.4: The RBST models performances 
RAMSE 
AM AD 
ERBST SHBST NWHBST 
0.5876 2.3835 
0.4399 0.9501 
0.2258 
0.1077 
In all the contour plots in this thesis, low concentrations are in cyan and high 
concentrations are in pink. Intermediate values are displayed in various intensities 
of pink, the darker the intensity the larger the concentration values. 
The contour plots (a) to (c) in Figure 6.7 display the posterior mean of the 
total near ground radioactivity air concentrations in Bavaria on 01 May 1986 by 
the three RBST models (viz. the ERBST, SRBST and the NWRBST models). 
The contour maps are based on the posterior distribution of eDt given the whole 
data (Y Dt, Y Mt), where eDt is the unknown parameter for total near ground 
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radioactivity deposition at the grid points D at time t. 
We noticed that in general the posterior means varied from 100Bq/m3 to 
110Bq/m3 for the EHBST model, where as for the ~vVHBST model it varied 
from 30Bq/m3 to 40Bq/m3 at the region near Munchen, Passau and Regensburg, 
i.e. the north-east and the south-east region of Bavaria. On the other hand, for 
the SHBST model the posterior mean varied from 45Bq/m3 to 55Bq/m3 near 
Munchen and near Passau it reached 70Bq/m3 to 80Bq/m3 . Comparing those 
posterior means with the measured values in some measuring stations located 
in that region shown in Figure 6.3, we notice that in general on 1st May 1986 
the NWHBST model produced better results (i.e. close to the measured values) 
compare to the EHBST and SHBST models. We also noticed that the two local 
maximum of the total near ground deposition appeared near Nlunchen and Es-
senbach (For the exact location of Essenbach please see the Figure 6.1) where the 
posterior means of the total near ground radioactivity air concentrations reached 
120Bq/m3 to 130Bq/m3 for the EHBST model, 70Bq/m3 to 80Bq/m3 for the 
SHBST model, and 40Bq/m3 to 50Bq/m3 for the NWHBST model. This is be-
cause, in those region the rainfall measurements were larger and more accurate 
than the other region on 01 May 1986. 
The contour plots (a) to (c) in Figure 6.8 show the corresponding uncertainty 
maps for the mean near ground radioactive deposition in Bavaria on 01 ~IRY 
1986. By incorporating this information, we can greatly improve on the inference 
provided by the mean field alone. Note that the posterior uncertainty maps for 
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all the three HBST models are higher at those region where the posterior mean 
deposition is also higher. Also note that the posterior uncertainties are lower in 
the north-west region of Bavaria. In the north-west region it has less measuring 
stations, so that those regions have comparatively smoothed grid values which 
were the rainfall corrected predictions from the long range atmospheric dispersal 
K-model. Also the variability among the data at grid points is less compare to 
variability on the data from measuring stations. For the EHBST model, on the 
region near M iinchen and Passau, the mean deposition is higher than the otlwr 
two models, but simultaneously the posterior uncertainties were larger compare to 
the other two HBST models. The NWHBST model has the lowest uncertainty. 
This is because, in NWHBST model the covariance is learning from data and 
the daily data from measuring stations were available mainly from the southern 
Bavaria. Overall, the NWHBST model displayed the best posterior performances. 
6.2.3 Validation of the Posterior Results Against Mea-
surements 
We ran the three different formulation of HBST models separately and it pro-
duced the posterior and predictive results for the parameters. Now, we need to 
validate these results. The posterior results from the EHBST, the SHBST and 
the NWHBST model has been validated against the measurements from 13 mea-
suring sites. Table 6.6 gives the comparison of observed data (measurements) 
and the posterior means of the total near ground concentrations from the three 
HBST models for 30th April 1986 and 1st May 1986. All the posterior results 
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Figure 6.7: Posterior maps of mean radioactive deposition in Bavaria for (a) 
EHBST , (b) SHBST and (c) NWHBST models on 01 May 1986 (contours cor-
respond to posterior means of the total radioactive deposition, based on the full 
data set) 
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Figure 6.8: Posterior uncertainty maps in Bavaria for (a) EHBST, (b) SHBST 
and (c) NWHBST models on 01 May 1986 (contours correspond to posterior 
standard deviation of the total radioactive deposition, based on t he full data set) 
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produced for the original variables of the total near ground concentrations. For 
all the RBST models, the probability distributions of the original variables are 
log-normal distribution as the transformed variable which were used in the RBST 
models are normally distributed. 
Table 6.6 displays that, on 30th April and 1st May 1986 has the higher level of 
total near ground concentrations in the southern region of Bavaria (like, ~Iiinchen, 
Ebersberg, Gundremmingen, Essenbach and Passau) and also small part of east-
ern region of Bavaria (Schwandorf). Table 6.6 also gives an idea of the perfor-
mances of each of the RBST model based on comparison with the measurements. 
Both 30th April and 1st May, the posterior means of the total near ground con-
centrations for NWRBST model are very close to the measurement compare to 
the other two RBST models, the ERBST and SRBST. 
To measure the model's 'best posterior fits' performance, we calculate the 
Spatial square-Root Mean Square Error at time t, called SRMSE(t), based on 
the 13 measuring sites for each of the RBST model separately in Table 6.5. The 
SRMSE(t) measures is based on only for fixed time point t. So, we calculate the 
SRMSE(t) for 30th April (t = 5) and 1st :Ylay (t = 6) 1986 separately. We can 
define SRMSE(t) in the following way. 
SRMSE(t) = 
1 m 
- 2: eTt 
m. 
t=l 
(6.-1) 
where m is the total number of measuring sites and the eit is the estimation 
error at measuring site i for the RBST model. The error eit is the difference 
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between the measured and the posterior mean values of the total near ground 
concentrations from the HBST model. 
Table 6.5: For 30th April 1986 (t = 5) and 1st May 1986 (t = 6), the SRMSE(t) 
values for the three HBST models 
Day 
30th April 1986 
1st May 1986 
EHBST SHBST NWHBST 
36.72 
42.52 
67.74 
53.49 
25.84 
24.94 
From Table 6.5, we can see that for both t = 5 and t = 6, the SRMSE(t) 
values are less for the NWHBST model compare to the EHBST and the SHBST 
models. In other words, for the NWHBST model the posterior mean values for 
the total near ground concentrations are closer to the measurements. That is, 
NWHBST model gives the 'best posterior fits' to the measurements. 
6.2.4 Predictive Distributions and the HBST Models Per-
formances 
The RAMSEs of all three models were computed to assess their 'short' (one-day-
ahead) as well as their 'medium' term (three-days-ahead) predictive performances 
for the total near-ground radioactivity concentrations. That is, for each day t, 
the means of each model's predictive distribution of total concentrations at all 
underlying spatial points for days t + 1 and t + 3 were used to calculate the 
forecasting errors in the computation of the 'short' and 'medium' term RAMSEs 
respectively. 
Figures 6.9(a) and (b) show the RAMSE plots for the one-day-ahead and the 
Table 6.6: Observed and Posterior values of the original variables of total near-ground concentrations of the EHBST, the 
SHBST and the NWHBST models calculated on the 01 May 1986 at the 13 measuring stations (Egling (Md, Miinchen 
(M2), Miinchen-Ebersberg (M3), Garching (M4 ), Wasserburg (M5 ), Gundremmingen (M6 ), Essenbach (M7 ), Niederaichbach 
(M8 ), Passau (Mg), Schwandorf (MlO) , Kahl (Mn), Grafenrheinfeld (M12 ) and Hof (M13))' 
30th April 1986 1st May 1986 
() Observed Posterior Means Observed Posterior Means 
Mean EHBST SHBST NWHBST Mean EHBST SHBST NWHBST 
()Ml 0.01 31.38 57.80 15.38 0.01 42.80 51.30 18.04 
()M2 79.58 67.08 126.30 33.56 64.13 103.90 85.70 39.54 
()M3 16.16 54.74 85.50 26.04 67.32 93.00 59.40 36.81 
()M4 0.71 19.34 31.30 12.30 5.56 32.90 25.60 17.05 
()M5 0.01 29.77 46.90 14.68 0.01 41.70 45.40 17.77 
()M6 69.95 82.52 146.90 34.54 76.58 109.40 153.00 30.97 
()M7 97.00 194.82 262.80 76.37 78.84 138.10 222.60 91.04 
() 1118 0.01 28.94 72.80 15.30 22.00 78.90 50.10 35.31 
()Mg 44.53 31.34 69.60 26.54 108.79 77.90 148.00 54.46 
()MlO 81.82 55.14 66.90 26.43 26.67 80.10 46.80 31.26 
()M11 2.60 34.22 64.20 19.70 10.55 57.80 44.20 25.24 
()M 12 4.96 39.32 56.80 21.37 20.28 74.00 52.90 31.10 
()lIh3 4.52 10.88 16.70 7.89 0.64 14.60 12.60 8.87 
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three-days-ahead forecasts respectively for each of the three models. Xote that 
the NWHBST (solid line) had the best overall performance of the three models 
in both short and medium term forecasting. The Chernobyl contamination in 
Bavaria is measured from Day 4 (29th April 1986) to Day 15 (10th ;\Iay 1986). 
So, the RAMSE for one-day ahead forecast starts from Day 5 (30th April 1986) 
as shown in Figure 6.9 (a) and the RAMSE for three-day ahead forecast starts 
from Day 7 (2nd May 1986) as shown in Figure 6.9 (b). 
The concentration increased from practically natural levels to very high levels 
in the period from day 5 to day 7 for the short term, and on days 7 and 8 for 
the medium term forecasting, all the models' performances decreased with the 
RAMSE jumping to values in the range from 1.63 to 46.83 Bq/m3 and from 
20.50 to 53.19 Bq/m3 for the short and medium respectively. However, in those 
periods the NWHBST produced the best relative performance of all models, 
with its RAMSE being on average 30.6% and 18.5% lower (for the short and 
the medium term periods respectively) than the second best model, the EHBST. 
The SHBST was the worst performing model during those periods, followed by 
the EHBST. In the period from day 8 to 15 and from day 9 to 15 (for the short 
and medium term periods respectively), all the models performances improved 
with their RAMSEs practically displaying a negative trend. Again, on those 
periods the NWHBST model slightly outperformed the remaining models. This 
time though the RAMSE from the NHWBST model was only 4.6% and 3.6% 
lower (for the short and medium term periods respectively) than the second best 
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Figure 6.9: The RAMSE for (a) one-day ahead forecasts, and (b) three-days 
ahead forecasts for the EHBST (dashed line), SHBST (dash-dotted line) and the 
NWHBST (solid line) models. 
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model, the SHBST. Overall, the XWHBST displayed the best performance on 
the RAMSE criteria showing average gains of 36.7% and 26.6% (for the short and 
medium term periods respectively) over the second best model, the EHBST. 
The contour plots (a) to (c) in Figure 6.10 display the one-day ahead forecasts 
of total near-ground radioactivity air concentrations in Bavaria on 01 :\Iay 1986 by 
the three HBST models. We noticed that in general the one-day ahead predictions 
varied from 300Bq/m3 to 350Bq/m3 for the EHBST model, where as for the 
SHBST model it reached 600Bq/m3 to 700Bq/m3 at the region near Miinchen, 
Passau and Regensburg, i.e. the north-east and the south-east region of Bavaria. 
On the other hand, for the NWHBST model the one-day ahead prediction varied 
from 50Bq/m3 to 150Bq/m3 in the same region mentioned above. Comparing 
those forecasts with the measured values in some measuring stations located in 
that region shown in Figure 6.3, we notice that in general on 1st May 1986 
the NWHBST model produced better results (i.e. close to the measured values) 
compare to the EHBST and SHBST models. As we have seen before, the RAMSE 
for the one-day-ahead forecast is larger on day 5 (1st May) for the SHBST model, 
which can also be seen from the contour plots for one-day ahead forecasts. 
The contour plots (a) to (c) in Figure 6.11 show the corresponding predictive 
uncertainty maps for the total near ground concentrations in Bavaria on 01 wIay 
1986 by the three HBST models. By incorporating this information, we can 
greatly improve the prediction provided by the one-day ahead prediction alone. 
Comparing those uncertainty maps, we notice that in general on 01 i\Ia:v 1986 
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Figure 6. 10: The one-day ahead predictive means in Bavaria for the (a) EHBST, 
(b) SHBST and t he (c) NWHBST models on 01 May 1986 (contours correspond 
to predictive means of the total near ground radioactive deposition, based on the 
full data set) 
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the predictive uncertainties were larger for the EHBST model compare to other 
two models. T he NWHBST model has the lowest uncertainty which can be seen 
from the lowest RAMSE for one-day ahead forecast in Figure 6.9 (a). 
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Figure 6. 11: The one-day ahead predictive uncertainty maps in Bavaria for the 
(a) EHBST , (b) SHBST and t he (c) NWHBST models on 01 May 1986 (c?nto~rs 
correspond to predictive standard deviation of the total near ground radlOactlve 
deposit ion , based on t he full data set) 
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6.2.5 Radionuclide Specific Predictive Performances of the 
HBST models for Decision Support for Nuclear Emer-
. gencles 
The bar charts (a) to (f) III Figure 6.12 display for each day from the 29th 
of April (day 4) to the 4th of May 1986 (day 9), the one-step-ahead forecasts of 
near-ground radioactivity air concentrations of iodine (1131), caesium (Cs134 and 
Cs137) and others (Ru103, Ru106 and Te132) by the NWHBST model for the 
sites of the 13 measuring stations. Comparing those forecasts with the measured 
values shown in Figure 6.3, we notice that in general for each day the NWHBST 
model produced mixed results with under and over forecasting at some sites but 
also some pretty close predictions at others. For the 30 April and 01 l\Iay 1986, 
the predicted concentrations were a lot larger than on the 29 April and closer 
to the measured values at some sites, in particular for sites 6 and 7. This is 
because there were more accurate rainfall predictions near those sites. Such that, 
the rainfall measuring stations Augsburg and Ingolstadt are very close to the 
radioactivity measuring stations Gundremmingen (site 6) and Essenbach (site 7) 
respectively. Due to same reason of inaccurate rainfall information, the NWHBST 
model produced mixed results with under and over predictive values in some 
measuring sites. 
Note that on day 5, the predicted level of caesium was larger than the mea-
sured at site 6 but not by a large amount, and at site 7, the predicted caesium 
level was smaller than the measured but again by a small amount. On day 6, the 
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predicted level of caesium varied in a pattern similar to day,S at the sites 6 and 
7. In general at site 6, the predicted caesium level was larger than the measured 
but by small amounts between days 5 and 9. 
The predicted levels of iodine for sites 6 and 7 were very close to the mea-
surements on days 5 and 6. At Munich (site 2), the predicted level of iodine was 
very close to the measurements between days 5 and 9. In general, on days 5 and 
6, the predicted levels of iodine were very close to the measurements at most of 
the measuring sites except at 1, 5 and 8. 
As the average natural level of concentration for caesium was 0.0009Bq/m3 
and the NWHBST models' predicted level of concentrations of caesium for site 
6 (Gundremmingen) and site 7 (Essenbach) were 12.49Bq/m3 and 3.82Bq/m3 
on 30th April and 15.84Bq/m3 and 4.56Bq/m3 on 1st May. So the level of 
concentrations of caesium for sites 6 and 7 were approximately 13878 and 4244 
times larger on the 30th April, and 17600 and 5066 times larger on the 1st May 
than the natural levels of concentration. 
On the other hand, as the average natural level of concentration for iodine 
was 0.0009Bq/m3 and the NWHBST models' predicted level of concentrations 
of iodine for sites 6 and 7 were 38.66Bq/m3 and 44.15Bq/m3 on the 30th April 
and 30.21Bq/m3 and 47.99Bq/m3 on the 1st May. So, the predicted level of 
concentrations of iodine for sites 6 and 7 were approximately 42955 and 49055 
times larger on 30th April and 33566 and 53322 times larger on the 1st ~Iay than 
the natural levels of concentration. 
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Figure 6.12: NWHBST model 's predicted near-ground daily average air concen-
trations of iodine (1131), Caesium (Cs134 and Cs137) and other less hazardous 
isotopes (Ru103, Ru106 and Te132) from the 29 April (t = 4) to the 4 May 
1986 (t = 9) at each of the 13 measuring stations in Bavaria: 1. Egling, 2. 
Miinchen, 3. Miinchen-Ebersberg, 4. Garching, 5. Wasserburg, 6. Gundremmin-
gen, 7. Essenbach, 8. Niederaichbach, 9. Passau, 10. Schwandorf, 11. KahI , 12. 
Grafenrheinfeld and 13. Hof. 
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From a decision maker's point of view, it may be important to predict the 
concentration levels at urban areas of larger populations. So we have produced 
one-day ahead predictions by the NWHBST model for the main cities in Bavaria. 
Table 6.7 shows the one-day ahead predicted daily average air concentrations (in 
Bq/m3 ) and the corresponding observed (or, interpolated) values for the iodine 
and caesium isotopes calculated on the 30th April and 1st May 1986 at the 
five Bavarian cities: Augsburg, Munchen, Ingolstadt, Nurnberg, Wurzburg. To 
obtain the interpolated values at those cities, we adopted an interpolation rule 
similar to that used by the EHBST model in the previous section but with a 
smaller spatial decay of 0.0189 for the exponential form of the elements of the 
observational covariance matrix. 
The large cities and the corresponding nearest measuring stations in paren-
thesis are: Augsburg (Gundremmingen), Munchen (Munchen), Ingolstadt (Essen-
bach), Nurnberg (Schwandorf), Wurzburg (Grafenrheinfeld). These cities mainly 
cover the region of south-west (Augsburg), south (Munchen), south-east (Ingol-
stadt), north-east (Nurnberg) and north-west (Wurzburg) in Bavaria. 
Note that, the predicted values of iodine and caesium by the NWHBST model 
fit well the observed (or interpolated values) shown in Table 6.7. The values with 
'*' marks lie outside the 95% predictive interval. 
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Table. 6.7: The N':"HBST mo~el's one-day ahead pr~dicted (pred) daily aYer-
age a.Ir concentratIOns (Bq/m ) and the correspondmg observed/interpolated 
(obs/mt) values (Bq/m3 ) for the two groups of radionuclides (Iodine and Cae-
sium) calculated on the 30th April and 1st May 1986 at some of the large cities 
(Augsburg, Miinchen, Ingolstadt, Niirnberg, Wiirzburg) in Bavaria. 
Major 30th April 1986 1st May 1986 
Cities Iodine Caesium Iodine Caesium 
obs/int pred obs/int pred obs/int pred obs/int pred 
Augsburg 31.03 31.56 3.61 10.19* 28.94 24.67 6.31 12.93* 
Miinchen 3.04 11.55 1.28 1.00 15.36 12.42 6.67 1.18* 
Ingolstadt 5.95 7.80 1.38 0.68 5.24 8.49 1.29 0.81 
Niirnberg 2.12 1.04 0.79 0.09 0.86 1.12 0.24 0.11 
Wiirzburg 0.26 3.15 0.25 0.27 2.62 4.18 0.36 0.39 
6.3 Model Sensitivity 
This section describes the HBST model sensitivity by the source of variation in the 
input parameters of the three HBST models. In the following subsections I will 
discuss only the sensitivity of the three HBST models to the K-model predictions 
and the sensitivity of the spatial decay in the observational covariance matrix 
VZDt in equation (5.14) of the EHBST model. Note that, I have restricted the 
sensitivity of the spatial decay in the observational covariance matrix only for 
EHBST model, and not for the SHBST model, as there is no parameter (like the 
decay parameter) in the SHBST model that can vary. 
6.3.1 Sensitivity of K-Model 
This subsection describes the variation in the output of the HBST model to the 
sources of variation in the input parameters of the K-model. The K-model i:-; 
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simple Eulerian diffusion model for long-range atmospheric transport of actiyity. 
The parameters of the K-model equation in (6.1), the total activity removal 
rate (r), the deposition velocity for each isotope j (Vj) and the large scale eddy 
diffusivity coefficient (K) are to be fitted by the experiment. 
In our application, we adopted the values of K = 106m 2S-1 and r = (10days)-1 
or r = (864000) -1 s -1 adopted by Lauritzen and Mikkelsen (1999) for the Cher-
nobyl accident. The prediction from K-model is highly negatively correlated with 
the value of K. That is, as we increase the value of K, the near ground predicted 
concentrations from K-model decrease rapidly at the grid points. 
Also in our application we used the average wind speed projecting towards 
Bavaria at Chernobyl. The accurate wind speed and directions will produce more 
accurate K-model predictions at the grid points which will give the more accurate 
predicted near ground air concentrations for the RBST models. 
The K-models' predicted concentrations at the grid points are positively corre-
lated with the deposition velocity of each isotope. In our application we assumed 
that the deposition velocity is constant for all the radionuclides. The different val-
ues of the deposition velocity for different isotope will give more accurate nuclide 
specific predictions for the K-model. 
In general, as the value of the K-model predictions increases at the grid 
point, which gives a large predictive interval for the RBST model's predicted 
near ground concentration at the grid points as well as in the measuring stations. 
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6.3.2 Sensitivity of Spatial Decay for Spatial Covariances 
In the EHBST model, the elements of the observational covariance matrix in 
equation (5.14) are known and fixed by an exponential form. So, to check the 
EHBST model sensitivity, we used different values of the spatial decay TJcijt in 
equation (5.14). In the application in Chapter 5, we used the same spatial d(,(,(-l\" 
independently of spatial locations and time. Also, this section shows the sensi-
tivity analysis for the total near ground radioactivity deposition only, i.e. when 
c = Z in equation (5.14). For simplicity, from now TJCijt will be denoted as TJz for 
c= Z. 
The predictive distribution is quite sensitive to slight changes of the spatial 
decay TJz. Figure 6.13 shows the contour plots of one-step ahead prediction 
and the corresponding uncertainty maps for TJz = 0.005, 0.01, 0.0189 and 0.05 
respectively. 
Figure 6.14 shows the RAMSE plots for the one-day ahead forecasts respec-
tively for each value of decays described above. For the above mentioned values of 
TJz, we note that in Figure 6.14, the RAMSE values were increased as the values 
of decay increased. In our application for the EHBST model, we estimated the 
decay parameter from the data as TJz = 0.0189. We also note that, as the value 
of spatial decay increased the one-day ahead predicted near ground radioactivity 
concentrations and the corresponding predictive uncertainties were also increased 
which can be seen from the Figure 6.13. 
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Figure 6.13: Contour plots of t he one-day ahead predictions and the corre ponel-
ing uncertainty maps for different spatial decays of t he EHBST model on 01 May 
1986. T he plots of different decays (viz. TJz = 0.005 , 0.01 , 0.0189, 0.05) are shown 
in (a1), (a2) , (a3) , and (a4) respectively. The one-day ahead forecast and the 
uncertainty maps are shown in (b1), (b2) , (b3) , (b4) and (c1), (c2), (c3). (c4)) 
respectively, corresponding to each value of TJz· 
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Figure 6.14: The RAMSE for one-day ahead forecast for different decays (TJz = 
0.005 , 0.01,0.0189,0.05) of the EHBST model. 
Figure 6.14 shows that , for the EHBST model , the smaller value of spatial 
decay gives the the smaller RAMSE, or in other words , better predictive results , 
But in our application we estimated the decay from the data as 0.0189 , This is 
because the smaller value of decay produced spatially smoothed predictions from 
the K-model, in their turn, would degrade the quality of the EHBST model's 
predictions. 
The contour plots (b1) to (b4) in Figure 6.13 show that the smaller decay 
value (T/z = 0.005) produced the smoothed predictions from the EHBST model 
in Bavaria, and in general, it varied between 100Bq/m3 and 120Bq/m3 ) and 
slightly larger near P assau (approximately 200Bq/ m 3 ) . Then at TJz = 0.01 the 
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variation in the near ground air concentrations increased between 100Bq/m3 and 
250Bq/m3 in the whole Bavaria, except near Passau (approximately 300Bq/m3). 
The variation reached between 100Bq/m3 and 350Bq/m3 as we used the "alue 
of TJz = 0.0189, which produced better results (i.e. close to the variation present 
in the measured values) compare to other values of TJz. 
6.4 Cross-Validation of HBST Models 
In subsections 6.2.4 and 6.2.5, the predictive performances of the HBST model 
have already been described. This section describes the predictive performances 
of the HBST models in another way, called, cross-validation technique. As the 
NWHBST model performed better among all the other HBST models, so in 
this section we concentrated only on the NWHBST model. That is the cross-
validation technique was applied to asses the NWHBST model's predictive per-
formance. 
To assess the model's predictive performance, we split the data into two 
parts: a training sample which consists 10 measuring stations and the other 
part is validation set, which consists 3 measuring stations. The measuring sta-
tions under training sample are Egling, Miinchen-Ebersberg, G arching , Wasser-
burg, Niederaichbach, Passau, Schwandorf, Kahl, Grafenrheinfeld and Hof. The 
measuring stations in the validation set are Miinchen, Gundremmingen and Es-
senbach. Both the data set have to be representative samples of the dat a that 
the NWHBST model would be applied to. 
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The cross-validation technique applies to asses the model's performance for 
an independent data set. This is mainly use to check the moders predictive 
performance. In other words, to estimate the accuracy of the model in predictive 
sense. In Cross-validation technique one question arises regarding the splitting 
the samples. Picard and Cook (1984) suggested a well-motivated procedure to 
split the data at random. According to Picard and Cook (1984), if the original 
data can be viewed as a sample randomly drawn from a population of interest, 
a randomly selected validation set should mimic a sample of future observations 
since such a split is easy to implement. But in our case the selected samples in 
the validation set were not random. They were selected in such a way so that 
the samples in the validation set were close to the samples in the training set as 
we shall see in the following subsection. 
6.4.1 Training Sample and Validation Set are Close to 
Each Other 
We have chosen each sample in the validation set close to the sample(s) in the 
training set. E.g. from Figure 6.1 we can see that, Munchen is close to Egling 
and Munchen-Ebersberg, Gundremmingen is close to Wasserburg, and Essenbach 
is close to Niederaichbach. The reason behind these choices were to minimise the 
predictive errors as we have only 13 sparse fixed measuring stations in Bavaria. 
We computed the predictive distribution for the 3 measuring stations which be-
longs to validation set. Table 6.8 shows the one-day ahead predictive total Ilcar 
ground air concentrations (in Bq/m3 ) by the NWHBST model and the corr£'-
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sponding observed values of the 3 measuring stations in the validation set on bt 
May 1986. The NWHBST model produced an over forecasting at those measur-
ing stations in the validation set. This is common for cross-validation technique 
as we shall see. 
Table 6.8: The observed and the one-day ahead predicted total near ground 
air concentrations by the NWHBST model at the 3 measuring stations (viz. 
Miinchen, Gundremmingen and Essenbach) in the validation set on 1st ~Iay 1986 
Measuring 
Station 
Miinchen 
G undremmingen 
Essenbach 
1st May 1986 
observed predicted 
64.13 139.36 
76.58 
78.84 
193.16 
199.48 
The calculated square-Root of the Mean Square Error (R:NISE) values for each 
measuring station in the training sample as well as in the validation set are shown 
in the Figure 6.15. The RMSE is calculated by 
RMSE= (6.5) 
where Y it and Yit are the observed and the one-step ahead predicted total near 
ground air concentrations respectively for the ith sample (either from training set 
or validation set). T is the total number of release days. Note that, the R:"ISE 
measures the mean difference between actual and predicted values. 
In Figure 6.15, the 'red circles' denote the RMSE values for each sample in 
the training set and the validation set. Also, the first 10 samples (measuring 
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stations) were from the training sample and the I t 3 I ( ft as samp es a er the blue 
vertical line) were from the validation set. The vertical line (blue) represent the 
end of the training sample. 
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Figure 6.15: The plots of RMSE values for training sample & validation set: the 
vertical line (blue) represents the end of the training sample. 
Note that the RMSE values for the 3 measuring stations (viz. Munchen, 
Gundremmingen and Essenbach) in the validation set were slightly larger than 
the RMSE values in the training sample. The average RMSE of validation set 
was 44% larger than the average RMSE of the training sample. This is normal 
to get slightly larger RMSE for the validation set , as in the updating algorithm 
in Appendix B we used the measured values only for the training samples not 
for the validation set. Also the other reason for the over forecasting would be the 
smaller size of the training sample. 
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In general if we take an independent sample of validation data from t he same 
population as the training sample data, it will turn out that the model does 
not fit the validation data as well as it fits the training data. This is called 
overfitting, and is particularly likely to happen when the size of the training 
sample is small, or when the number of parameters in the model is large. No 
matter how the performance of the model is measured, we always need to measure 
on the validation set, not on the training set. This is because the performance 
on the training sample only tells us that the model learns what it is supposed to 
learn. It is not good indicator of performance on validation set. 
Finally we can conclude that the overall predictive performance of the NWHBST 
model is good though it produced slightly larger predictions than the measured 
values for the validation set but not by a large amount. Due to the smaller size 
of the training sample the accuracy was not good in our case, but the larger size 
of the training sample would give better predictions for the ~WHBST model. 
The next chapter describes a more general conclusion on the proposed HBST 
models and the direction of the possible ways to improve the HBST models. 
Chapter 7 
Conclusion and Direction for 
Further Research 
In Chapters 4 and 5 we described the general framework of the proposed HBST 
models and an application of the proposed models to the radioactivity deposi-
tion. Then in Chapter 6 we analysed the results from the HBST models for the 
radioactivity deposition. This chapter summarises the main results of this thesis 
and propose directions for further research in this area. 
7.1 Conclusion 
This section describes the major contribution of this study. The HBST models 
proposed in this thesis provide a flexible framework for modelling nuclide specific 
near-ground radioactive concentrations in time and space. Those models are valid 
for any data sets that are discrete in time and continuous in space, including 
data observed at irregular grids or at locations that change over time. They 
can be adapted for use in different countries with different measuring resources. 
They use predictions from a long range atmospheric dispersal model as data to 
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produce improved estimation of concentration levels which account for weather 
information. 
The accuracy of the RBST models depend crucially on the quality of inputs 
from the long range atmospheric dispersal model as this in principle accounts for 
atmospheric effects. Processes of the type being modelled here are meteorolooy 
be 
dependent by nature. In our case, too smoothed predictions from the atmospheric 
model can lead to RBST models predictions with smaller associated uncertainties 
than expected being obtained. The K-model did a decent job here but other more 
sophisticated models such as RIMPUFF dispersion model by Mikkelsen et al. 
(1984), which explicitly accounts for atmospheric forecasts and measurements 
including temperature, precipitation and wind fields, are expected to perform 
better and thus improve the RBST models' predictive qualities. 
The model formulation presented in this thesis, addresses the issue of compat-
ibility between outputs of modules in a chain system that models all the phases 
of the whole accident and the inputs required by other modules further down 
in the chain. In particular, it makes it possible to coherently transfer informa-
tion (updated by measurements and/or other information) between a long range 
atmospheric dispersal model and a food contamination model. 
Finally, we can conclude that the proposed NWRBST model among all the 
HBST models that were considered performed better in the posterior and the 
predictive senses. Still the predictions from the NWHBST model could have 
been improved by incorporating more accurate rainfall information over the ge-
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ographic region of interest. More accurate rainfall information would produce 
more accurate predictions by the K-model at the grid points which, in their turn, 
would improve the quality of the NWHBST's predictions. In this application we 
had only 13 sparse measuring sites in the Bavarian region to cover an area of ap-
proximately 70, 549Km2 as shown in Figure 6.1. Obviously, more measurements 
would contribute to better data assimilation and model performance. 
One criticism of the K-model predictions is, the use of this release profile 
corresponds to using hindsight information (e.g. amount of the exact release 
materials). This certainly favors the K-model performance and consequently the 
HBST models applied in this thesis. In reality, no one will know the release profile 
for sure when an accident happens and the K-model to be run will need some 
estimation of that which is likely to be worse than a posterior estimation based 
on measurements of deposited radioactivities. Thus, in a real future accident 
the HBST models would certainly produce worse performances than the ones 
portrayed in this thesis. Perhaps a solution to this would be to choose prior 
parameters for the HBST models such as to weight down the K-models inputs 
when crude estimates are used. 
7.2 Future Research 
This thesis has not exhausted all the possible ways to improve the HBST models. 
This section describes the direction of further extension of the HBST models. 
An extension of the proposed HBST model to include explanatory variables is 
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technically straightforward. It would only require the inclusion of a corresponding 
regression matrix in the set of the model's equations and consequently on the set 
of updating Kalman filter equations. Similarly, a generalization to distribution-
free models (associated to processes that can be characterized by the first two 
moments only) on the line of Goldstein (1976) Bayes linear method would be 
relatively easy to implement. 
Certainly a future step in our developments will consist of making use of a 
fully computational MCMC approach. A possible advantage of that would be a 
better quality of the posterior densities estimation achieved by the inclusion of the 
process non-linearities in the methodology. However, in this non-linear setting 
complications associated with unidentifiability and convergence are likely to be 
significant. Other possible extensions of our model include the use of anisotropic 
covariance functions as proposed by Sampson and Guttorp (1992) to consider 
directional spatial dependencies. 
Off-grid unmonitored sites of interest (such as large cities, rivers, agricultural 
regions, etc) could also be included in the model by augmentation of vectors and 
matrices only. This would allow, via model interpolation, the estimation of more 
accurate contamination levels at those sites. 
The proposed models can be used for decision support purposes with clear 
decision making issues potentially addressed (such as evacuation, relocation, food 
ban, etc.) although the HBST model may not necessarily be known to a decision 
maker. 
Appendix A 
A space-time extension of the 
Kalman filter algorithm for the 
HBST model 
A.I The initial information: 
The distribution of 8 0 = (8 DO ,8MO )' at time t = 0 is assumed to be a 
multivariate normal distribution with parameters ao and Ro, that is 
8 0 rv N[ao, Ro] 
, (Co GCo) 
where ao = (rna, Gmo) and Ro = CoG' GCoG' + Eo 
A.2 The prior distribution of 8 t : 
The prior distribution of 8 t = (8D t, 8 Mt )' at time t (t = 1,2, ... ), conditional 
on the information I t - 1 available at time t - 1, is given by 
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and 
GHtCt-IH! + GWt ) 
GHtCt-IH!G' + GWtG' + Et 
A.3 The one-step predictive distribution of Y t : 
The one-step ahead predictive distribution of Y t = (Y Dt, Y Mt)' conditional 
on I t - ll is a multivariate normal distribution with mean vector f t and covariance 
matrix Qt, that is 
where ft = at and Qt = Rt + Vt 
A.4 The posterior distribution of E>t: 
The distribution of E>t = (E>Dt, E>Mt)' conditional on It = {It-I, Y t} IS a 
multivariate normal with mean vector a; and covariance matrix R;, that is 
I ( Y Dt - Htmt-I ) being the one-step-ahead fore-
with At = Rt Qt- , and et = Y Mt - GHtmt-1 
casting error vector. 
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A.5 The k-step predictive distribution for Y Hk : 
The k-steps ahead predictive distribution for Y Hk given It is a multivariate 
normal with mean ft(k) and covariance matrix Qt(k) where k = 1,2, .... That is. 
where ft(k) = at(k) and Qt(k) = 14(k) + VHk , 
with at(k) = HHkat(k - 1) and 14(k) = HHk14(k - l)Hf+k + WHk , 
where at(O) = a; and 14(0) = R;, 
with a; and R; are defined in A.4. 
Appendix B 
The prior-to-posterior updating 
algorithm for the Normal 
inverse-Wishart HBST model 
Suppose, at time t, the state parameter vector 8 t = (8 Dt, 8 Mt)' and the obser-
vational covariance matrix lit are unknown. 
B.l The initial information: 
Let, the distribution of 80 = (8DO , 8 MO )' conditional on Vo and on the initial 
information 10 be a multivariate normal with fixed and known hyperparameters 
an = (rno, Grno)' where rno = (mDlO, ... ,mDnO, ... ,mD(k+2)nO)' are initial means 
at grid points for each component Z, P and Q, and flo = (G~~I GG
o 
~c:~ Eo ), 
where Co of dimension ((k+2)n x (k+2)n) is the initial spatial covariance matrix 
(similar to VDt defined in Subsection 5.2.3) associated with the components Z, 
P and Q for all the grid points. 
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and the distribution of Vo conditional on the initial information 10 is an inverse-
Wishart with the fixed parameters do > (k + 2)(m + n) and ![to > 0, 
with Vo = ![to/do-
B.2 The prior distribution of 8 t : 
The prior distribution of 8 t = (8 Dt, 8 Mt)' at time t (t > 1), conditional on 
Vo and the information I t - 1 is given by 
and the distribution of Vt conditional on I t - 1 is an inverse-Wishart with param-
eters dt - 1 > (k + 2)(m + n) and ![tt-l > 0, 
and 
GHt Ct-1H; + GWt ) 
GHtCt-1H;G' + GWtG' + Et 
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B.3 The predictive distribution of Y t : 
The one-step ahead predictive distribution of Y t = (Y Db Y Mt)' made at time 
t - 1 is a multivariate Student-t distribution with mean vector f t and covariance 
matrix St-l QtSt-l, that is 
where ft = at· S?-l = Wt-1/dt- 1 and Qt = I + Rt, with an identity matrix I. 
B.4 The posterior distribution of E>t: 
The distribution of E>t = (E> Dh E> Mt)' conditional on Vt and on It is given by 
and the distribution of lit conditional on It is an inverse-Wishart with parameters 
with Qt = Qt 2 , Bt = Rt Qt-1 and At = StBtSt-l, 
and et = ( Y Dt - HtIDt-l ) being the one-step-ahead forecasting error vector. 
Y Mt - GHtIDt-l 
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B.5 The k-steps predictive distribution for YHk : 
The k-steps ahead predictive distribution for Y Hk given It is a multivariate 
Student-t distribution with rnean ft(k) and covariance matrix St-l(k) Qt(k)St-l(k) 
where k = 1,2, .... That is, 
where ft(k) = at(k) and Qt(k) = Rt(k) + I, 
with at(k) = Ht+kat(k - 1) and Rt(k) = HHkRt(k - l)Hf+k + vvt+k, 
where at(O) = a; and Rt(O) = R;, 
and St-l (0) = St-l and dt - 1 (0) = dt - 1 , 
with a;, R; are defined in B.4, 
and St-l and dt - 1 are defined in B.3. 
Appendix C 
Factorisation Method for Positive 
Definite Matrices 
The two basic factorisation methods for positive definite (p.d.) matrices are 
considered. First, the Cholesky decomposition method which gives the square 
roots of a symmetric matrix. Second, the Jacob method which provide full eigen-
structure, and consequently square roots also. Following are the basic definitions 
and properties of these two decomposition methods. 
C.l The Cholesky Decomposition and the Ma-
trix Square Roots Algorithm 
Definition C.l. If the positive definite matrix V can be written as V = 88', 
with 8 a square matrix, we say that 8 is a square root of V. This definition, al-
though frequently used, is not universal. Some authors allow 8 to be rectangular, 
while others restrict 8 to be symmetric. 
Properties : 
(i) Unicity : Square Roots matrices, when they exist, are non-unique. If S is 
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one square root of V, and P is orthogonal (PP' = I), then 8P is also a square 
root of V. 
(ii) Existence: Every p.d. matrix has a square root. this can be verified 
by the elementary process of completing squares in the corresponding quadratic 
forms. 
(iii) Triangular Factorisation: If 81 and 82 are two lower triangular fac-
torisations of V, then 81 = 82 diag(±l,'" ± 1), i.e. 8(j,j) = ±[V(j,j)]1/2. 
From now on, we will consider the unique square root corresponding to positive 
diagonal elements. 
C.l.l Lower Triangular Cholesky Decomposition 
If V is p.d., it has a lower triangular factorisation V = 88', and the one with 
positive diagonal elements is given by the following algorithm: For j = 1, ... d - 1 
(d = dimension of V), recursively cycle through the following ordered set of 
equations: 
8(j, j) = V(j, j)1/2 
8(k,j) = V(k,j)/8(j,j), k = j + 1, ... d 
V(i,k) ~ V(i,k) - 8(i,j)8(k,j), 
with k = j + 1, ... d and i = k, ... d, and then 8(d, d) = V(d, d) 
Proof. Please see Bierman (1977) for instance. o 
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Note: An upper triangular factorisation follows a similar algorithm, changing 
only indices order. 
C.l.2 The Jacob Method 
Definition C.2. A d x d matrix V is said to have an eigen-vector x and corre-
sponding eigenvalue A if Vx = AX. Multiplies of x are not considered distinct 
eigen-vectors and the zero vector is not considered to be an eigen-vector at all. 
Properties : 
(i) Existence: The associated characteristic equation I V - All = 0, derived 
from the definition, is a dth degree polynomial in A whose roots are the eigenval-
ues, that proves that there exist always d (not necessarily distinct) eigenvalues. 
Consequently, by the definition, there are d corresponding eigen-vectors (not nec-
essarily distinct). 
(ii) If V is symmetric, the eigenvalues of V will be real. Also, if they are 
distinct, the eigen-vectors x will be orthogonal to each other, forming an orthog-
onal matrix X. Then, by definition, VX = X diag(AI,'" Ad), or equivalently, 
X-I VX = diag(AI'" Ad), which is a special (similarity) transformation called 
diagonalization. 
A more detailed description of this technique and full references can be found 
in Press (1986). 
Appendix D 
Notation and abbreviations 
A summary of the most frequently used notation and abbreviations appears in 
the tables below. I also adopt the standard convention that random variables 
are denoted as capital letters, and instantiations of random variables (values) 
are denoted as lower-case letters. I do not explicitly distinguish between scalars 
and vectors. The vectors are denoted by bold-case letter and the scalers are 
without bold-case but the same letter as the corresponding vector. Throughout 
the thesis, I denote vectors (which may be random variables) as bold-case letter, 
to distinguish them from matrices, which are always italics. 
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Symbol 
Y t 
8 t 
n 
m 
Y Dt 
Y Mt 
8 Dt 
8 Mt 
Gt 
Ht 
{Vt} 
{ Et} 
{Wt} 
Vt 
Et 
Wt 
It = {Yt, It-I} 
d·· t] 
d:nax 
dmax 
I[Jt 
E(X) 
Var(X) 
Cov(X1,X2) 
XIIY 
XIIYIZ 
Table D.1 : Notation for general RBST model. 
Meaning 
Observational vector at time t 
State vector at time t 
Total number of grid points 
Total number of measuring stations 
Observational vector at grid points 
Observational vector at measuring stations 
State vector associated with Y Dt 
State vector associated with Y Mt 
Spatial interpolation matrix 
Time evolution matrix 
Sequence of observational error vectors 
Sequence of spatial interpolation error vectors 
Sequence of time evolution error vectors 
Observational variance-covariance matrix 
Spatial interpolation variance-covariance matrix 
Time evolution variance-covariance matrix 
Information (observations) available up to time t 
Distance between sites i and j 
Maximum distance from measuring stations to their nearest grid points 
Maximum distance between grid points 
Scale matrix for inverse-Wishart distribution 
Expectation of a random variable X 
Variance of a random variable X 
Covariance between two random variable Xl & X2 
Random variables X and Yare independent 
Random variables X and Yare conditionally independent on Z 
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Table D.2: List of abbreviations. 
Abbreviation 
ADM 
Atm. Disp. 
Cs134 
Cs137 
DLM 
Equip. data 
Exp. Judg. 
Food Chain Cont. 
,-ray data 
GCL 
GIS 
GMRF 
Ground Depos. 
HBST Model 
Human Expos. 
1131 
IW 
NIW 
MDLM 
Ru103 
Ru106 
Te132 
Meaning 
Atmospheric Dispersal Model 
Atmospheric Dispersal 
Caesium-134 
Caesium-137 
Dynamic Linear Model 
Equipment data 
Expert Judgement 
Food Chain Contamination 
Gamma-ray data 
Ground Contamination Level 
Geographic Information System 
Gaussian Markov Random Field 
Ground Deposition 
Hierarchical Bayesian Space-Time Model 
Human Exposures 
Iodine-131 
Inverse-Wishart 
Normal Inverse-Wishart 
Multivariate Dynamic Linear Model 
Ruthenium-103 
Ruthenium-106 
Tellurium-132 
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