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Abstract
Dynamics of nonlinear coupled driven oscillators is investigated. Re-
cently, we have demonstrated that the amplitude profiles – dependence
of the amplitude A on frequency Ω of the driving force, computed by
asymptotic methods in implicit form as F (A,Ω) = 0, permit prediction
of metamorphoses of dynamics which occur in neighbourhoods of singular
points of the implicit curve F (A,Ω) = 0. In the present study we strive
at a global view of singular points of the amplitude profiles computing
bifurcation sets, i.e. sets containing all points in the parameter space for
which the amplitude profile has a singular point.
1 Introduction
In this work we continue our investigation of coupled oscillators, see [1] and
references therein. Coupled oscillators play important role in many scientific
fields, e.g. neuroscience, chemistry, electronics, and mechanics, see [2–15] and
references therein. A classic example is a dynamic vibration absorber, consisting
of a mass m2, attached to the primary vibrating system of mass m1 [16,17] and
described by equations:
m1x¨1 − V1 (x˙1)−R1 (x1) + V2 (x˙2 − x˙1) +R2 (x2 − x1) = f cos (ωt)
m2x¨2 − V2 (x˙2 − x˙1)−R2 (x2 − x1) = 0
}
(1)
where V1, R1 and V2, R2 represent (nonlinear) force of internal friction and
(nonlinear) elastic restoring force for mass m1 and mass m2, respectively.
After making a a simplifying assumption:
R1 (x1) = −α1x1, V1 (x˙1) = −ν1x˙1, (2)
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we derived approximate second-order effective equation and computed nonlin-
ear resonances A (ω) cos (ωt+ ϕ) in implicit form F (A,ω; c1, c2, . . .) = 0 ap-
plying the Krylov-Bogoliubov-Mitropolsky (KBM) method [18] where c1, c2, . . .
are parameters [19]. We have demonstrated in our earlier papers that bifurca-
tions occur in the neighbourhoods of singular points of the amplitude equation
F (A,ω) = 0. In this work we attempt to find a global picture of singular points
of the amplitude equation in the case of the effective equation, extending our
results obtained for the van der Pol-Duffing equation [20].
The paper is organized as follows. In the next Section the effective equation
and the amplitude profile of the nonlinear resonance, obtained in Ref. [19],
are described. In Section 3 theory of algebraic curves is applied to compute
the bifurcation set for the effective equation obtaining thus a global view of
bifurcations. In Section 4 examples of singular points are presented and we
summarize our results in the last Section.
2 Approximate effective equation and the Krylov-
Bogoliubov-Mitropolsky amplitude profile
In new variables, x ≡ x1, y ≡ x2−x1, we can eliminate variable x to obtain the
following exact equation for relative motion [19, 21]:(
M
d2
dt2
+ ν
d
dt
+ α
)
(µy¨ − Ve (y˙)−Re (y)) + ǫme
(
ν
d
dt
+ α
)
y¨ = F cos (ωt) ,
(3)
where m ≡ m1, me ≡ m2, M = m+me, F = meω2f , µ = mme/M , ǫ = me/M
and Re ≡ R2, Ve ≡ V2.
In the present work we put:
Re (y) = αey − γey3, Ve (y˙) = −νey˙, (4)
and assume that ǫme, ν, α are small so that the term proportional to ǫme can
be neglected.
Introducing nondimensional time τ and rescaling variable y:
τ = tω¯, ω¯ =
√
αe
µ
, z = y
√
γe
αe
, (5)
we get the approximate effective equation [19]:
d2z
dτ2
+ h
dz
dτ
− z + z3 = −γ Ω
2√
(Ω2 − a)2 +H2Ω2
cos (Ωτ + δ) , (6)
with γ ≡ G κ
κ+1
and where nondimensional constants are given by:
h =
νe
µω¯
, H =
ν
Mω¯
, Ω =
ω
ω¯
, G =
1
αe
√
γe
αe
f, κ =
me
m
, a =
αµ
αeM
. (7)
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We applied the Krylov-Bogoliubov-Mitropolsky (KBM) perturbation ap-
proach [18] to the effective equation (6) obtaining the following implicit am-
plitude equation for the 1 : 1 resonance [19]:
A =
γΩ2√(
h2Ω2 +
(
1 + Ω2 − 3
4
A2
)2)(
(Ω2 − a)2 +H2Ω2
) . (8)
Equation (8) can be written as L (X,Y ; a, h,H, γ) = 0, X ≡ Ω2, Y ≡ A2:
L (X,Y ) =
(
h2X +
(
1 +X − 3
4
Y
)2)(
(X − a)2 +H2X
)
Y − γ2X2 = 0. (9)
3 Global view of metamorphoses of the ampli-
tude profiles
3.1 Singular points
We shall investigate singular points of the amplitude equation (9) because bifur-
cations occur in the vicinity of these points. Singular points of algebraic curve
L (Y,X) = 0 are given by [22, 23]:
L = 0, (10a)
∂L
∂X
= 0, (10b)
∂L
∂Y
= 0. (10c)
Equation (10c) factorizes as:
∂L
∂Y
= 1
16
(
H2X +X2 − 2Xa+ a2
)
×
(
16X2 − 48XY + 16Xh2 + 32X + 27Y 2 − 48Y + 16
)
= 0.
(11)
It follows that the condition H2X+X2−2Xa+a2 = 0 does not lead to physical
solutions [24], therefore instead of (10c) we consider a simpler equation:
M (X,Y ;h) ≡ 16X2 − 48XY + 16Xh2 + 32X + 27Y 2 − 48Y + 16 = 0. (12)
Now we notice that the equation (12) reduces to linear relations between X and
Y for two physical values of h: h1 =
√
4
3
, h2 = 0. Indeed, we have:
M (X,Y ;h1) =
1
3
(4X − 9Y + 12) (12X − 9Y + 4) = 0, (13a)
M (X,Y ;h2) = (4X − 9Y + 4) (4X − 3Y + 4) = 0. (13b)
3.2 Bifurcation sets
It follows from general theory of implicit functions that in a singular point there
are multiple solutions of equation (9). We shall use this property to compute
3
parameters values for which singular points occur for the amplitude equation
(9).
Equation (10b) means that the function X = f (Y ) does not exist in the
neighbourhood of a solution of Eqs. (10a), while due to Eq. (10c) also the
function Y = g (X) does not exist (more exactly, there are no such continuous
functions f , g with continuous first derivatives df
dY
, dg
dX
).
On the other hand, to define a singular point we can use equations (10a),
(10b) and an alternative to condition (10c) or (12) which excludes existence
of the single-valued function Y = g (X) . We thus solve Eqs. (10a), (10b)
obtaining equation for a function Y = f (X) and then demand that there are
multiple solutions for such Y (alternatively, we could have solved Eqs. (10a),
(10c)).
Solution of Eqs. (10a), (10b), with L (X,Y ) given by Eq. (9) can be written
as the following equation for X :
F (X) = a8X
8+a7X
7+a6X
6+a5X
5+a4X
4+a3X
3+a2X
2+a1X+a0 = 0, (14)
with coefficients a0, a1, . . . , a8 given in the A.
Necessary and suficient condition for a polynomial to have multiple roots is
that its discriminant vanishes [25], see also lecture notes [26].
Discriminant ∆ can be computed as a resultant of a polynomial F (X) and
its derivative F ′, with a suitable normalizing factor. Resultant of the polynomial
F (X) and its derivative F ′ (X) is given by determinant of the Sylvester matrix
S, ∆ = a−18 det (S), where the matrix S reads [25, 26]:
S =


a0 a1 a2 a3 a4 a5 a6 a7 a8 0 0 0 0 0 0
0 a0 a1 a2 a3 a4 a5 a6 a7 a8 0 0 0 0 0
0 0 a0 a1 a2 a3 a4 a5 a6 a7 a8 0 0 0 0
0 0 0 a0 a1 a2 a3 a4 a5 a6 a7 a8 0 0 0
0 0 0 0 a0 a1 a2 a3 a4 a5 a6 a7 a8 0 0
0 0 0 0 0 a0 a1 a2 a3 a4 a5 a6 a7 a8 0
0 0 0 0 0 0 a0 a1 a2 a3 a4 a5 a6 a7 a8
a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0 0 0 0 0 0 0
0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0 0 0 0 0 0
0 0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0 0 0 0 0
0 0 0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0 0 0 0
0 0 0 0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0 0 0
0 0 0 0 0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0 0
0 0 0 0 0 0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8 0
0 0 0 0 0 0 0 a1 2a2 3a3 4a4 5a5 6a6 7a7 8a8


The condition ∆ (a, h,H, γ) = 0 leads to a nontractable high-order polyno-
mial in variables a, h,H, γ. However, computations are possible if two param-
eters are fixed, say h = h0, H = H0, then we can plot the implicit function
∆ (a, h0, H0, γ) = 0.
On the other hand, the polynomial (14) factorizes into a product of two
polynomials for h =
√
4
3
and h = 0 – note that for these values of h the
4
equation (12) factorizes, see Eqs. (13a), (13b). More exactly, for h =
√
4
3
F (X) = f1 (X) f2 (X) , (15)
f1 (X) = b4X
4 + b3X
3 + b2X
2 + b1X + b0,
f2 (X) = c4X
4 + c3X
3 + c2X
2 + c1X + c0,
where
b4 = 144, b3 = −288a+ 144H2 + 96
b2 = 144a
2 − 192a+ 96H2 − 81γ2 + 16
b1 = 96a
2 − 32a+ 16H2, b0 = 16a

 , (16)
c4 = 16, c3 = −32a+ 16H2 + 96
c2 = 16a
2 − 192a+ 96H2 + 144
c1 = 96a
2 − 288a+ 144H2 − 81γ2, c0 = 144a2

 , (17)
while for h = 0 we have:
F (X) = −3γ2X g (X) , (18)
g (X) = d5X
5 + d4X
4 + d3X
3 + d2X
2 + d1X + d0,
where
d5 = 16, d4 = 16H
2 − 32a+ 48
d3 = 48 + 16a
2 − 96a+ 48H2
d2 = 48H
2 + 48a2 − 81γ2 + 16− 96a
d1 = −32a+ 48a2 + 16H2, d0 = 16a2

 . (19)
Discriminant of a quartic polynomial f (x) = ax4+ bx3+ cx2+ dx+ e is not
very complicated:
∆ = 256a3e3 − 192a2bde2 − 128a2c2e2 + 144a2cd2e− 27a2d4 (20)
+144ab2ce2 − 6ab2d2e− 80abc2de+ 18abcd3 + 16ac4e
−4ac3d2 − 27b4e2 + 18b3cde− 4b3d3 − 4b2c3e+ b2c2d2
Hence, the bifurcation sets ∆1 (a,H, γ) = 0, ∆2 (a,H, γ) = 0 where ∆1, ∆2 are
discriminants of polynomials f1 (X), f2 (X), respectively, are shown in Fig. 1.
Discriminant of the quintic polynomial is more complicated, see Eq. (8)
in [20] or Eq. (1.36) in Chapter 12 in [25]. The bifurcation set ∆3 (a,H, γ) = 0,
where ∆3 is discriminant of polynomial g (X) is plotted in Fig. 2.
Moreover, for h =
√
4
3
we were able to compute degenerate singular points,
i.e. fulfilling Eqs. (10) and additional condition:e
∂2L
∂X2
∂2L
∂Y 2
−
(
∂2L
∂X∂Y
)2
= 0, (21)
which implies that determinant of the Hesse matrix vanishes. The physical
solution reads:
h∗ =
√
4
3
, a∗ = −1 +
√
4 +H2, γ∗ =
16
9
√
8 + 2H2 − 4
√
4 +H2,
H ≥ 0, X = 1, Y = 16
9
.
}
(22)
5
01
gamma
2
05 4 3
H
2 1 0
4
4
3
a 2
5
gamma 2
0
1
0
3
4
5
3
a
2
1
4
5 5
4
3
2
H
1
0
Figure 1: The bifurcation sets: ∆1 (G, λ, µ) = 0 (top) and ∆2 (G, λ, µ) = 0
(bottom).
Let us note that these parameters a, γ, H are also a solution of equations:
∆1 (a,H, γ) = 0, ∆2 (a,H, γ) = 0. (23)
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Figure 2: The bifurcation set: ∆3 (G, λ, µ) = 0.
We shall now determine the form of the amplitude A (Ω) in the case of
a degenerate singular point and for two singular points in its vicinity in the
parameter space. Let h∗ =
√
4
3
= 1. 154 7. Then, for H = 1 we have a∗ = −1+
√
4 +H2 = 1. 236 , γ∗ =
16
9
√
8 + 2H2 − 4
√
4 +H2 = 1. 826 6. The amplitude
A (Ω) for degenerate singular point corresponds to a cusp, see black line in the
Figure 3.
There are also two singular points: self intersection (red line) and isolated
point (blue). Parameters a1, a2 were computed from equation ∆ (a, h0, H0, γ0) =
0, h0 = 1.1, H = 1, γ = 2, where ∆ (a, h,H, γ) = a
−1
8 det (S). Alternatively, a1,
a2 (as well as X , Y ) can be computed from Eqs. (10), h = 1.1, H = 1, γ = 2.
4 Numerical computations
We shall demonstrate that the amplitude profiles A (Ω) computed by the KBM
method, and given implicitly in Eq. (8), permit preditcion of metamorphoses
of dynamics. More exactly, we are going to show that singular points of the
amplitude profile defined by equations (10a), (10b), (10c), which lie in the
neighbourhoods of degenerate singular points, defined by these equation and
additional equation (21), lead to metamorphoses of dynamics in their vicinity
in the parameter space.
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Figure 3: The amplitude profiles: h = 1.1547 . . ., H = 1, a = 1.236 . . ., γ =
1.8266 . . . (black), h = 1.1, H = 1, γ = 2, a = 1.8066 (red), a = 1.8739 (blue).
It follows from Fig. (3) that in neighbourhoods of degenerate singular
points (a∗, h∗, 1, γ∗) – black curve, there are two kinds of singular points: self-
intersections (red) and isolated points (blue). In the neighbourhood of the first
singular point (a, h,H, γ) = (1. 806 6, 1.1, 1, 2) the amplitude functions have
the forms shown in Fig. 4 while bifurcation diagrams below show, indeed, meta-
morphosis of dynamics, see Fig. 5.
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Figure 4: The amplitude profiles: h = 1.1, H = 1, γ = 2, a = 1.8066 (red),
a = 1.80 (green), a = 1.81 (blue).
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Figure 5: The bifurcation diagrams: h = 1.1, H = 1, γ = 2, a = 1.86 (left),
a.1.87 (right).
In the neighbourhood of the second singular point (a, h,H, γ) = (1. 873 9, 1.1, 1, 2)
the amplitude functions are shown in Fig. 6 and the bifurcation diagrams are
displayed in Fig. 7.
9
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0A
Ω
Figure 6: The amplitude profiles: h = 1.1, H = 1, γ = 2, a = 1.8739 (red),
a = 1.865 (green), a = 1.89 (blue)
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Figure 7: The bifurcation diagrams: h = 1.1, H = 1, γ = 2, a = 1.9055 (left),
a.1.9060 (right).
The singular amplitude profile for h = 0 is shown below in Fig. 8. The
singular amplitude profile for h = 0.02 is very similar. It is shown in Fig. 9
with two non-singular amplitude profiles displaying metamorphosis of A (Ω).
The corresponding metamorphosis of the bifurcation diagrams is shown in
Fig. 10.
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Figure 8: The amplitude profile: a = 9, h = 0, H = 1, γ = 4.4958 (red -
singular).
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Figure 9: The amplitude profiles: a = 9, h = 0.02, H = 1, γ = 4.496 (red -
singular), γ = 4.48 (green), γ = 4.51 (blue).
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Figure 10: The bifurcation diagrams: a = 9, h = 0.02, H = 1, γ = 4.35 (left),
γ = 4.37 (right).
5 Summary and discussion
In this work we have studied metamorphoses of amplitude profiles for the ef-
fective equation (6) which describes approximately dynamics of two coupled
periodically driven oscillators. Our computations are based on the amplitude
profile A (Ω) computed in [24] within the approximate KBM method. We have
demonstrated in our earlier papers that the amplitude profiles A (Ω) computed
by the KBM method, permit prediction of metamorphoses of dynamics which
occur in neighbourhoods of singular points. In the present study we have strived
at a global view of singular points of the amplitude profiles computing bifur-
cation sets – all points in the parameter space for which the amplitude profile
A (Ω) is singular.
A Coefficients of the polynomial (14)
a0 = 64a
4h2
a1 = 128h
4a4 + 128H2h2a2 − 48a2γ2 − 256a3h2 + 256a4h2
a2 =

 64h6a4 + 384a4h2 + 256h4a4 + 96γ2a+ 64H4h2 + 384h2a2−144a2γ2 − 512h4a3 − 256H2h2a+ 256h4H2a2 + 512H2h2a2
−432γ2h2a2 − 48γ2H2 − 1024a3h2


a3 =


128h4a4 − 256h2a+ 128h2H2 − 256h6a3 − 1024h4a3
+256H4h2 − 432γ2h2a2 − 144γ2H2 + 768H2h2a2 + 1536h2a2
−144a2γ2 + 864γ2h2a− 1536a3h2 + 768h4a2 + 243γ4
+256a4h2 − 48γ2 + 288γ2a− 512h4aH2 − 432γ2h2H2
−1024H2h2a+ 128h4H4 + 512h4H2a2 + 128h6H2a2


a4 =


64h2 + 288γ2a− 144γ2H2 + 2304h2a2 − 1024h2a+ 512h2H2
−432γ2h2 + 64a4h2 + 384h6a2 − 512h4a+ 1536h4a2 − 144γ2
−256h6aH2 + 864γ2h2a+ 512H2h2a2 − 432γ2h2H2 − 1536H2h2a
−1024h4aH2 + 256h4H2a2 + 64h6H4 − 512h4a3 + 256h4H2
+256h4H4 − 1024a3h2 + 384H4h2 − 48a2γ2


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a5 =


256H4h2 − 48γ2H2 + 128h4 − 256a3h2 + 512h4H2 + 1536h2a2
+768h4a2 − 1536h2a− 432γ2h2 + 96γ2a+ 256h2 − 1024h4a
−144γ2 − 256h6a− 512h4aH2 − 1024H2h2a+ 128h6H2 + 128h4H4
+768h2H2 + 128H2h2a2


a6 =
(
512h2H2 + 64h6 + 384h2a2 − 48γ2 − 512h4a+ 384h2
+64H4h2 − 1024h2a− 256H2h2a+ 256h4 + 256h4H2
)
a7 = 128h
4 − 256h2a+ 256h2 + 128h2H2
a8 = 64h
2
B Computational details
Nonlinear polynomial equations were solved numerically using the computa-
tional engine Maple from Scientific WorkPlace 5.5. All Figures were plotted
with the computational engine MuPAD from Scientific WorkPlace 5.5. Curves
shown in bifurcation diagrams in Figs. 2, 4, 6 were computed running DYNAM-
ICS, program written by Helena E. Nusse and James A. Yorke, and our own
programs written in Pascal.
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