The total number of the RNA secondary structures with a limited length m in each hairpin loop, that is, ( ) m S n has already been studied. In this paper, the number of this kind of RNA secondary structures is discussed with the technique of combinatorics. As a result, the recurrence relations, generating functions, explicit expressions, and some other properties were obtained. Furthermore, a new method to compute ( ) m S n is given in the end.
INTRODUCTION
In 1978, M.S. Waterman firstly gave a mathematical definition of RNA secondary structures (Stein and Waterman 1978) . And in order to satisfy the need of research, RNA secondary structures are usually modeled by some discrete mathematic objects, which establish a connection between Discrete Mathematics and Computational Molecular Biology (Chen et al, 2005; Hofacker et al., 1998; Liu, 2006; Nebel, 2004; Nkwanta, 1997; Schmitt and Waterman 1994; Vernizzi et al., 2005) . On the one hand, the skills of combinatorics enumeration have been successfully applied to the enumeration problems of RNA secondary structures (Doslic et al., 2004; Howell et al., 1980; Liao and Wang 2004; Nebel, 2002; Reginer, 1998; Vauchaussade and Viennot, 1985; Waterman et al., 1978) . On the other hand, the enumeration problems of RNA secondary structures have inspired some new interesting combinatorial questions (Chen et al., 2005; Liu, 2006; Schmitt and Waterman 1994; Stein and Waterman 1978) . The research on the enumeration of RNA secondary structures becomes one of the hot topics in Computational Molecular Biology. An RNA molecule is described by its sequences of bases, which is a string of A, U, G and C. Each entry in *Corresponding author. E-mail: wangwenwencumt@163.com. such a string is called a base. However, it has been known for some time that bases can interact with one another: A can pair with U and C can pair with G, which is called Watson-Crick pairing rules. Of course, there exists GU base pair, which is neglected here. The fact that RNA is single-stranded makes the molecule fold. Furthermore, the nucleotide sequence uniquely determines the way the molecule folds and this is why we can attempt to predict RNA's structure by analyzing its sequence.
Generally, we consider an RNA molecule as a string of n characters
A secondary structure of the molecule is a collection S of pairs ( , ) i j r r of bases such that 1 .
, i j r r S ∈ in principle we should require that i r be a complement to j r and that , j i m − ≥ , for m a certain threshold (because it is known that an RNA molecule does not fold too sharply on itself (Waterman, 1995) .
Here, a mathematical definition of secondary structure is given (Stein and Waterman 1978 
is a base pair. k+1 is the length of the stack. (p, q) is the terminal base pair of the stack.
A hairpin loop consists of all unpaired vertices that are immediately interior to some base pair (p+k, q-k) . The number of unpaired vertices is the length of the hairpin loop. are not interior to any base pair. The sub-structure enclosed by the terminal base pair (p, q) of a terminal stack will be called a component of secondary structure. We will say that a structure on n vertices has a terminal base pair if (1, n) is a base pair.
An external vertex is an unpaired vertex which dose not belongs to a loop, including hairpin loop, convex loop, interior loop, multiple loops, which are shown in the following Figure 1 respectively. A collection of adjacent external vertices is called an external element. If it contains the vertex 1 or n, it is called a free end; otherwise it is called a joint. An internal vertex is an unpaired vertex, which is interior to a base pair.
In Biology, the prediction of the shapes of biological molecules is an important problem. And its algorithms are combinatorial. The enumeration of RNA secondary structures is an interesting topic (Nebel, 2002; Stein and Waterman 1978; Waterman, 1978) , and many recurrence formulas obtained in this topic play an important role in guiding for the predictions of RNA secondary structures (Rivas and Eddy 1999; Smith, 1978, 1986; Zuker and Sankoff, 1984) . Here we are only concerned with the enumeration problem of RNA secon-dary structures. First research on the enumeration of various constrained secondary structures of RNA molecules are due to M.S. Waterman (Howell et al, 1980; Schmitt and Waterman 1994; Stein and Waterman 1978; Waterman, 1978 Waterman, , 1995 Smith, 1978, 1986) . And about twenty years later, I.L. Hofacker with his coworkers established a framework about the enu-meration of RNA secondary structures (Hofacker et al., 1998) . They are mainly concerned with the number of secondary structures with limited length in each hairpin loop, in which the influence of pseudoknots are neglec-ted. Of course, there are many other authors are devoting to the research of the enumeration of secondary structures including pseudoknots (Haslinger and Stadler 1999; Jin et al., 2008a, Jin and Reidys, 2008b; Rodland, 2006) . Here, we discuss the enumeration problem based on Waterman's definition without pseudoknots.
In this paper, we will present the recursion formulas and the generating functions for the corresponding enumerations of constrained RNA secondary structures. Some properties and explicit formulas of them are also given there. Finally, a new method to compute the number of RNA secondary structures with a limited length in each hairpin loop is given, which is a generalization of the result given by M.S. Waterman.
MAIN RESULTS
From previous investigations, we know that all of recurrence relations about RNA secondary structures are established based on the following rule: a secondary structure on n vertices may be obtained from two cases: either n pairs with k base or n is a free base. According to this rule, M.S. Waterman with his coworkers obtain the recurrence relation about the number of secondary structures on n vertices with k base pairs and minimum size m of unpaired bases in each hairpin loop, denoted by ( , ) m S n k . In the following paper, the parameter m has the same meaning. Lemma 1. (Waterman, 1978) 1 2 1
Now we consider the sequence [1; n], and there are two cases to be considered:
Case 1: n is a free end, the number of secondary
Case 2: n is paired with j, where1 2. j n ≤ ≤ − . We'll consider three subcases: Considered a special case, that is, let k = 1 in above Lemma, that is to say, we consider the number of structures on n vertices with only one base pairs, then we can get a explicit formula. ( A nice expression about ( , ) S n k has already been treated by Schmitt and Waterman (1994) . Here, by virtue of multinomial identity, we can get another explicit expression for ( , ) S n k . And the advantage of this method is that for any given m in ( , ) m S n k , we can also obtain the explicit expression in the same way. However, according to the method given by Waterman, we can't obtain the expression about ( , ) m S n k except for m = 1. Our aim is to present a new way used to simplify the recurrence relations. 
k where x x x x k for any x and k
. 
It is obvious that our expression is less compact than previous expression, however, the connection between two expressions may be useful from combinatorial point of view.
Let S (n) be the number of secondary structures for n points, then it asserts that S (0) = 1; and
n j S n S n S j S n j n Howell et al., 1980) . Moreover, S (n) is bounded by a geometric growth rate when 2 n ≥ (Waterman, 1978) .
The following explicit expression of S (n) can be calculated in analogy to Theorem 4. (Hofacker et al, 1998) .
Conclusions
The aim of this paper is to give the enumeration of RNA secondary structure by the technique of combinatorics. A remarkable formula about ( , ) S n k has been obtained by Waterman. In this paper, we can get another explicit expression for ( , ) S n k by virtue of multinomial identity.
Although the result is not very informative, the method is worthy. Besides, for a given m in ( , ) m S n k we can also obtain the explicit expression in the same way. Moreover, the method which is pointed out in Theorem 6 may be useful to the prediction of RNA secondary structure. Here we give it just from the combinatorial point of view.
