Given discrete groups Γ ⊂ ∆ we characterize (Γ, σ)-invariant spaces that are also invariant under ∆. This will be done in terms of subspaces that we define using an appropriate Zak transform and a particular partition of the underlying group. On the way, we obtain a new characterization of principal (Γ, σ)-invariant spaces in terms of the Zak transform of its generator. This result is in the spirit of the analogous in the context of shift-invariant spaces in terms of the Fourier transform, which is very well-known. As a consequence of our results, we give a solution for the problem of finding the (Γ, σ)-invariant space nearest -in the sense of least squares -to a given set of data.
Introduction
Given a measure space (X , µ), we study spaces in L 2 (X ) that are invariant under the action σ of a discrete group Γ on X . These spaces are called (Γ, σ)-invariant spaces and their structure was completely characterized in terms of appropriate range functions in [7] . They provide a unified framework for studying spaces invariant, for instance, under dilations, translations and the action of the shear matrix which are operators having a very featured role in Harmonic Analysis, wavelet and shearlet theory and signal processing.
Since X might not have group structure, we face with the lack of the Fourier transform that is the usual tool when studying spaces invariant under translations (see [8, 12, 9] and the references therein). To overcome this situation, the approach is to work with a Zak transform adapted to this setting as was first done in [18, 6] and then in [7] .
In this paper we make use of the Zak transform to characterized (Γ, σ)-invariant spaces that are additionally invariant by another group ∆ that also acts on X and whose action extends that of Γ. Under this situation, we say that the (Γ, σ)-invariant space has extra invariance ∆. The problem of characterizing extra invariance of an invariant space was first proposed and solved in [3] where the authors consider shift-invariant spaces of L 2 (R) (that is, spaces invariant under integer translations) that are invariant by 1 n Z for some n ∈ N >1 . Then, the extra invariance was studied for shift-invariant spaces in several variables in [5] and in the context of locally compact abelian groups in [4] . In [11] the problem was analyzed for multiplicatively invariant spaces.
Our main result gives necessary and sufficient conditions for a (Γ, σ)-invariant space to be invariant under another group ∆. The conditions are stated in terms of some closed subspaces of L 2 (X ) that we defined using the Zak transform and a proper partition of the dual group of T , which is group containing Γ and ∆, i.e. Γ ⊆ ∆ ⊆ T . The characterization that we obtain is inspired in the one given in [4, 5] but, due to the more complicated context, it requires to deal with some more technical issues. In particular, we needed to prove a characterization of principal (Γ, σ)-invariant space, which are those generated by a single function of L 2 (X ). This result is new in this context and it is interested by itself because gives a more comprehensive picture of (Γ, σ)-invariant spaces.
As a application, we solve the problem of finding the (Γ, σ)-invariant space with extra invariance that best approximates a given finite set of functions of L 2 (X ) in the sense of least-squares.
The paper is organized as follows. We first review the basics of (Γ, σ)-invariant spaces and the Zak transform in Section 2. There, we also prove a characterization of principal (Γ, σ)invariant spaces which is one of the new results of this paper (see Theorem 2.7) . In Section 3 we present and prove our main result (Theorem 3.1) where we give necessary and sufficient conditions for a (Γ, σ)-invariant space to have extra invariance in a given "bigger" group. To give deeper insight, we describe the heuristic behind this result in Subsection 3.1. Finally, in Section 4 we establish the connection between (Γ, σ)-invariant spaces with extra invariance and decomposable multiplicatively invariant spaces. Once this connection is clear we solve the approximation problem.
Notation: Given an LCA group G written additively, we denote by G its Pontryagin dual group. By m G we denote the Haar measure associated to G. Since the dual of the dual group is topologically isomorphic to the original group, for ξ ∈ G and x ∈ G we write (x, ξ) to indicate the character ξ applied to x (i.e. ξ(x)) or the character x applied to ξ. For a subgroup H ⊆ G, its annihilator is denoted by H * and is defined as
2.
Invariant spaces under the action of a discrete group 2.1. (Γ, σ)-invariant spaces. We are interested in invariant spaces with respect to unitary operators arising from the action of a discrete LCA group Γ on a σ-finite measure space (X , µ). We shall work with actions that are quasi-Γ-invariant, a notion introduced in [18] and then extended to the non abelian case in [6] .
Fix Γ a discrete countable LCA group. Let (X , µ) be a σ-finite measure space and σ : Γ×X → X a measurable action satisfying the following conditions:
(i) for each γ ∈ Γ the map σ γ : X → X given by σ γ (x) := σ(γ, x) is µ-measurable; (ii) σ γ (σ γ (x)) = σ γ+γ (x), for all γ, γ ∈ Γ and for all x ∈ X ; (iii) σ e (x) = x for all x ∈ X , where e is the identity of Γ.
The action σ is said to be quasi-Γ-invariant if there exists a measurable function J σ : Γ×X → R + , called Jacobian of σ, such that dµ(σ γ (x)) = J σ (γ, x)dµ(x). To each quasi-Γ-invariant action σ we can associate a unitary representation Π of Γ on L 2 (X ) given by
Note that Π depends on σ although it is not explicit in the notation.
When L 2 (X ) is separable, each (Γ, σ)-invariant space is of the form V = S Γ (A) := span{Π γ ϕ : γ ∈ Γ, ϕ ∈ A} for some at most countable set A ⊆ L 2 (X ) and we say that V is generated by A. When A is a finite set we say that V is finitely generated and when A = {ϕ} we write S Γ (A) = S Γ (ϕ) and we call it principal Γ-invariant space.
We shall say that the quasi-Γ-invariant action σ has the tiling property if there exists a measurable subset C Γ ⊆ X such that µ(X \ γ∈Γ σ γ (C Γ )) = 0 and µ(σ γ (C Γ ) ∩ σ γ (C Γ )) = 0 whenever γ = γ . We call C Γ a tilling set for σ.
2.2.
The Zak transform. Let σ be a quasi-Γ-invariant action having the tiling property, with tilling set C Γ . Denote by Γ the Pontryagin dual of Γ. The space L 2 ( Γ, L 2 (C Γ )) consists of all measurable functions Φ : Γ → L 2 (C Γ ) with finite norm, where the norm is given by
With this notation we have.
The map Z Γ it is well known and it is called Zak transform. In [18] , was generalized to study cyclic subspaces asociated to representations of certain LCA groups. It was extended to the noncomutative setting in [6] and used to characterized (Γ, σ)-invariant spaces in terms of range functions in [7] .
In this paper we will consider the Zak transform associated with different groups. In what follows we describe the setting where we shall work in, and establish the connection between the Zak transforms involved.
Let T be a discrete and countable LCA group such that Γ is a subgroup of T with T /Γ being finite; that is, Γ is a uniform lattice of T . Additionally, suppose that exists a quasi-T -invariant action σ T of T on X that extends σ. By this we mean that σ T | Γ×X = σ. In this situation we can derive the following two properties: Lemma 2.3. Let J σ and J σ T be the Jacobians associated to σ and σ T and let Π and Π T be the correspondent unitary representations induced by σ and σ T , respectively. Then we have:
Proof. Item (i) is a direct consequence of the definition of the Jacobian and the relationship between σ and σ T since, for every γ ∈ Γ
Item (ii) follows from item (i).
When the action σ T has the tiling property a tiling set for σ can be constructed in terms of C T , the tiling set for σ T . Note that in particular the tiling property of σ T forces σ to have it. Lemma 2.4. Let C T be a tiling set for σ T and let F = {a 0 , a 1 , . . . , a s } ⊆ T be a section for the quotient T /Γ. Then,
is a tiling set for σ.
Proof. First, let γ = γ ∈ Γ. Then, using the properties of the actions we have
In order to simplify the notation and as it is suggested by Lemma 2.3, we shall, from now on, omit the superindexes on σ T and Π T and simply write σ and Π for the actions and representations of Γ and T on X .
Let Γ * be the annihilator of Γ. As it well known, Γ * turns out to be a subgroup of T such that Γ * ≈ T /Γ, where ≈ means "isomorphic groups". In particular, since T /Γ is finite it holds that T /Γ ≈ T /Γ and then one has that #Γ * = #T /Γ. Take Ω ⊆ T a measurable section of T /Γ * which existence is guaranteed by [19, Lemma 1.1.] and [15, Theorem 1]. Then, since Γ ≈ T /Γ * one can identify Γ with Ω. Under this identification, L 2 (Ω, L 2 (C Γ )) is isometricaly isomorphic to L 2 ( Γ, L 2 (C Γ )) and this allows us to have the mapping Z Γ of Proposition 2.2 defined on Ω instead Γ. Moreover, Z Γ can be extended to the whole T in a Γ * -periodic way since, for f ∈ L 2 (X )
for every γ * ∈ Γ * , for m T -a.e. ω ∈ Ω and for µ-a.e. x ∈ C Γ . We can now consider the mapping Z T defined in Proposition 2.2 for the group T . That is,
where f ∈ L 2 (X ),τ ∈ T and x ∈ C T . The isomorphisms Z Γ and Z T are related as it is shown in the next lemma.
be the isometric isomorphisms defined in Proposition 2.2 for the groups Γ and T respectively. Then, the following relationship holds:
for every f ∈ L 2 (X ), for m T -a.e. ω ∈ Ω and for µ-a.e. x ∈ C T .
Moreover, for every γ * ∈ Γ * ,
Proof. Using that F = {a 0 , . . . , a s } is a section for the quotient T /Γ, we have
Using (2), equation (3) is obtained in a similar way.
Remark 2.6. Note that from Lemma 2.5 the relationship between Z Γ and Z T can be formulated in terms of matrices as follows: For ω ∈ Ω and
which is the Discrete Fourier transform matrix associated to the group T /Γ. Then, by Lemma 2.5, we have that
In what follows we present a result that characterizes functions belonging to a principal (Γ, σ)-invariant space. It is in the spirit of [13, Theorem 2.14] , as well as [5, Theorem 4.3] and [4, Theorem 4.4 ] (see also [14, 20] ).
For the proof we will need the following lemma.
Lemma 2.8. Let ψ ∈ L 2 (X ). Then the following hold true:
Proof. (i). We begin by proving that
Thus, noticing that a function in L 2 (Ω) is zero if and only if all its Fourier coefficients are zero and that
Let P be the orthogonal projection of L 2 (X ) onto S Γ (ψ), then
where P denotes the orthogonal projection of L 2 (Ω,
. ω ∈ Ω. Then, Q is well-defined and continuous since
Since Now, take h to be the Γ * -periodization ofh defined on the whole T . That is,
for every γ * ∈ Γ * and m T -a.e. ω ∈ Ω. Then, by (3) we have
for m T -a.e. ω ∈ Ω and µ-a.e. x ∈ C T . This shows what we wanted.
Extra-invariance of (Γ, σ)-invariant spaces
In this section we shall characterize the extra-invariance of (Γ, σ)-invariant spaces. To be precise, let us first describe the setting we will work on.
Let Γ ⊆ ∆ ⊆ T be discrete and countable LCA groups acting on a measure space (X , µ), such that (a) Γ is a uniform lattice of T , (b) the action of T coincides with that of Γ (resp. ∆) when restricted to Γ×X (resp. ∆×X ).
Our aim is to give necessary and sufficient conditions on a (Γ, σ)-invariant space V ⊆ L 2 (X ) to be also invariant under ∆, that is, to satisfy Π δ f ∈ V for every δ ∈ ∆ and for all f ∈ V .
Towards this end, we define a partition of T in ∆ * -periodic measurable sets as follows: as before, let Ω ⊆ T be a measurable section for the quotient T /Γ * and let N ⊆ Γ * be a section for the quotient Γ * /∆ * and for ξ ∈ N define
By definition, for every ξ ∈ N , B ξ is measurable and ∆ * -periodic, meaning that B ξ + δ * = B ξ for all δ * ∈ ∆ * . Since Ω is a measurable section for T /Γ * and N is a section for Γ * /∆ * if follows that {B ξ } ξ∈N is a partition for T . Now, given a (Γ, σ)-invariant space V ⊆ L 2 (X ), we define for every ξ ∈ N the subspace
Our main result characterizes the (∆, σ)-invariance of V in terms of the subspaces U ξ , ξ ∈ N .
Theorem 3.1. Let Γ ⊆ ∆ ⊆ T be discrete and countable LCA groups satisfying (a) and (b) and let V ⊆ L 2 (X ) be a (Γ, σ)-invariant space. Then, the following are equivalent:
Moreover, in case any of the above holds, we have that V is the orthogonal direct sum
We postpone the proof of Theorem 3.1 to Subsection 3.2. In the next subsection we give an heuristic that lies behind the statement of the above theorem.
3.1. Heuristic. In order to better understand the statement of Theorem 3.1, we will give here some heuristic that will show how the Zak transform appears in the condition of the theorem. To that end, let us review some results for invariant spaces under translations in LCA groups. (See [4] for more details).
As in the previous section, let Γ ⊆ ∆ ⊆ T be discrete and countable LCA groups satisfying (a) and (b). Let V ⊆ 2 (T ) be an invariant subspace by translations along Γ, i.e. such that t γ a ∈ V for every a ∈ V and γ ∈ Γ, where t γ is the usual translation operator given by t γ a(τ ) = a(τ − γ). If additionally, V is invariant under translations along the lattice ∆ we say that V has extra invariance ∆. A characterization of this extra invariance was given in [4] and we briefly describe it here: define B ξ as in (6) and let U ξ be the subspaces of 2 (T ) defined as
Here a denote the Fourier transform of a for the group T which is given by a(τ ) = τ ∈T a(τ ) (−τ,τ ), forτ ∈ T . The result in [4] adapted to our case can be stated, using the notation above, as: Theorem 3.2. Let V be an invariant subspace of 2 (T ) under translations along Γ. Then, the following conditions are equivalent:
Essentially, Theorem 3.2 says that a invariant subspace under translations in Γ has extrainvariance if the Fourier transform of each function in V can be cut off with the B ξ sets and still remains in the space V .
In trying to reproduce this result for subspaces invariant by the action of Γ on an abstract measure space (X , µ) we found the problem that, because of the lack of the group structure, we can not define the Fourier transform on X . However there are a way to surround this obstacle, as we will show next.
We start by decomposing the space X in orbits by the group action. For this, define the following relation in X : for x, y ∈ X we say that x is equivalent to y, x ∼ y, if there exist τ ∈ T such that σ τ (x) = y. The properties of the action guarantee that ∼ is an equivalence relation. If C T ⊆ X is the tilling set associated to σ, then C T is a section of the quotient X /∼, the orbit space.
Now consider the following map,
It is easily seen that Φ is an isometric isomorphism (see e.g. the proof of From the theory of range functions [16, 8] we conclude that J is a measurable range function and that
On the other hand, the (Γ, σ)-invariance of V forces J(x) to be invariant under translations along Γ for almost all x ∈ C T . To see this, note that for f ∈ L 2 (X ) and γ ∈ Γ we have that
where we have used the properties of the Jacobian (see e.g. [7, Subsection 2.2] ). Moreover, when V is, additionally, a (∆, σ)-invariant space, J(x) has extra invariance ∆ for almost all x ∈ C T . The good news is that the subspaces J(x) are subspaces of 2 (T ) i.e. subspaces of functions defined in a group, so we can use the Fourier transform and apply Theorem 3.2. With this purpose, for almost µ-a.e. x ∈ C T , we define, associated to each J(x), the subspaces defined by (8) that read
Then, Theorem 3.2 applied to J(x) can be stated, using the notation above, as: Theorem 3.3. For µ-a.e. x ∈ C T the following conditions are equivalent:
which motives the definition of the cut off sets given in (7) and the statement of Theorem 3.1.
3.2.
Proof of Theorem 3.1. The proof of Theorem 3.1 will not follow the ideas of the previous section. Instead, we will follow that lines of the proofs of [5, Theorem 5.1] . See also [4, 3] . We need a fundamental intermediate lemma.
Lemma 3.4. Let V ⊆ L 2 (X ) and ξ ∈ N . Assume that the subspaces U ξ defined in (7) satisfied
Proof. We split the proof into three parts.
Step 1: Let us show that U ξ is closed. Take {f n } n∈N ⊆ U ξ be a sequence of functions converging to f ∈ L 2 (X ). Since U ξ ⊆ V and V is closed, we have that f ∈ V . Note that, since for any
Since f n → f in L 2 (X ), we conclude from the above equality that Z T [f ](τ ) = 0 for m T -a.e. τ ∈ B c ξ and then, we must have Z T [f ](τ ) = 1 B ξ (τ )Z T [f ](τ ) for m T -a.e.τ ∈ T . Therefore, using that f ∈ V , it follows that f ∈ U ξ proving that U ξ is closed.
Step 2: Note that U ξ is (Γ, σ)-invariant. Indeed, for f ∈ U ξ and γ ∈ Γ we have that
Step 3: Given f ∈ U ξ and δ 0 ∈ ∆ we shall prove now that Π δ 0 f ∈ U ξ . This part is not as direct as the (Γ, σ)-invariance of U ξ and it requires more work.
for m T -a.e.τ ∈ T . Although we have that (δ 0 ,τ )Z T [g](τ ) = Z T [Π δ 0 g](τ ), we can not say by now that Π δ 0 g belongs to V to deduce that Π δ 0 f ∈ U ξ . However, suppose that we can find a Γ * -periodic function h defined on T such that
Then, we would have that
for m T -a.e.τ ∈ T and, by Theorem 2.7,
Therefore, it is sufficient find such a Γ * -periodic function h and this is what we do next. For every δ * ∈ ∆ * we know that (δ 0 , ω + ξ) = (δ 0 , ω + ξ + δ * ) for m T -a.e. ω ∈ Ω.
We define h(ω + γ * ) := (δ 0 , ω + ξ) for m T -a.e. ω ∈ Ω and ∀ γ * ∈ Γ * . By definition, h is Γ * -periodic. To see that h = (δ 0 , ·) on B ξ takeτ = ω + ξ + δ * ∈ B ξ . Then, h(τ ) = h(ω) = (δ 0 , ω + ξ) = (δ 0 , ω + ξ + δ * ) = (δ 0 ,τ ), as we wanted. This conclude the proof.
Proof of Theorem 3.1. (i) ⇒ (ii). Let ξ ∈ N be fixed and take f ∈ U ξ . Then, there exists g ∈ V such that Z T [f ](τ ) = 1 B ξ (τ )Z T [g](τ ) for m T -a.e.τ ∈ T . Since 1 B ξ is a ∆ * -periodic function, Theorem 2.7 but applied to ∆ instead of Γ gives that f ∈ S ∆ (g). Using that V is (∆, σ)-invariant, we obtain S ∆ (g) ⊆ V . Thus (ii) is proven.
(ii) ⇒ (i). Since {B ξ } ξ∈N is a partition of T , the subspaces {U ξ } ξ∈N are mutually orthogonal.
On the other hand, for every ξ ∈ N call P U ξ the orthogonal projection onto U ξ . Thus, using again that {U ξ } ξ∈N are mutually orthogonal, we have that for every f ∈ V , f = ξ∈N P U ξ f . Therefore, V ⊆ ξ∈N U ξ and then,
Finally, since by Lemma 3.4, U ξ is a (∆, σ)-invariant space for every ξ ∈ N , so is V .
Remark 3.5. Observe that given any Γ ⊆ ∆ ⊆ T satisfying (a) and (b) there is always a (Γ, σ)invariant space of L 2 (X ) that is also (∆, σ)-invariant. For seeing this, assume that e ∈ T , the neutral element of T , belongs to N and take ϕ ∈ L 2 (X ) such that Z T [ϕ] = χ Be . Set V = S Γ (ϕ) and let us prove that V is (∆, σ)-invariant. Note that, by Theorem 2.7, for every g ∈ V there there exists a measurable Γ * -periodic function h defined on T such that
and it is easily seen that U ξ = {0} when ξ = e and U e = V . Then, by Theorem 3.1, we conclude that V is (∆, σ)-invariant.
Example 3.6.
• Z acts in R 2 by multiplication with the shear matrix.
Let us consider the group Γ = Z acting on X = R 2 by σ(k, (x, y)) = 1 0 k 1
which is an action that clearly extends σ. Then, J(k, (x, y)) = 1 for all k ∈ Z and (x, y) ∈ R 2 and also J T ( 1 6 j, (x, y)) = 1 for all j ∈ Z and (x, y) ∈ R 2 . Moreover, σ T has the tiling property with tiling set
} is a section for the quotient T /Γ, by (1) we then have that Figure 1 the tiling set C T is represented in light gray. According the gray of the regions is getting darker, we have illustrated the sets σ T − 1 6 j (C T ) for 1 ≤ j ≤ 5. If we now consider the group ∆ = 1 2 Z and we take V ⊆ L 2 (R 2 ) a (Γ, σ)-invariant space that is also (∆, σ)-invariant, then the subspaces U 0 and U 1 given by (7) are 
Note that since F = {0, − 1 4 , − 1 2 , − 3 4 }, by (1), we that have that the tiling set associated to
. This is illustrated in Figure 2 where
The tiling set C T is represented by the frame painted in lightgray and the other gray regions represent the dilations of C T by 1 4 , 1 2 and 3 4 respectively. Now, for ∆ = 1 2 Z, we have that the partition {B ξ } ξ=0,1 of T = [0, 4) is given by Figure 2 . Tiling set for the action by dilations.
(Γ, σ)-invariant spaces and decomposable MI spaces.
In this section we want to connect (Γ, σ)-invariant spaces which are also (∆, σ)-invariant with decomposable multiplicatively invariant spaces. For this, we start be recalling the basics of multiplicatively invariant spaces and their connection with invariant spaces. Then we will prove a characterization of extra invariance of (Γ, σ)-invariant spaces in terms of decomposable multiplicatively invariant spaces. Additionally we will solve an approximation problem of finding the nearest (Γ, σ)-invariant space to a given set of data.
4.1.
Characterization of extra invariance in terms of decomposable MI spaces. Recall that given a separable Hilbert space H and a measure space (Y, ν) a multiplicatively invariant space M (MI-space for short) is a closed subspace of L 2 (Y, H) which is invariant under multiplications of functions in a determining set D ⊆ L ∞ (Y), where D is a determining set for L 1 (Y) if for every f ∈ L 1 (Y) such that Y f g dν = 0 for all g ∈ D, one has f = 0. For details in the subject see [9, Section 2] as well as [16, 21, 17] .
For the notion of decomposable MI-spaces, introduced in [11] , fix D a determining set for L 1 (Y) and for a given κ ∈ N ∪ {+∞}, suppose that a Hilbert space H can be decomposed into an orthogonal sum as
For each MI-subspace M, we define
where P j (Φ) denotes the function in L 2 (Y, H) defined as P j (Φ)(y) := P H j (Φ(y)) with P H j : H → H j being the orthogonal projection of H onto H j . Note that P j is the orthogonal projection of L 2 (Y, H) into L 2 (Y, H j ), for all j = 1, . . . , κ.
Definition 4.1. We say that a MI-subspace M ⊆ L 2 (Y, H) is decomposable with respect to
To establish the connection between decomposable MI-spaces and (Γ, σ)-invariant spaces that are also (∆, σ)-invariant suppose that Γ ⊆ ∆ ⊆ T are discrete and countable LCA groups acting on a measure space (X , µ) such that they satisfy properties (a) and (b) of Section 3 and keep the notation stated in that section.
Observe that, by Proposition 2.2, (Γ, σ)-invariant spaces in L 2 (X ) are in correspondence with MI-spaces in L 2 (Ω, L 2 (C Γ )) under the Zak transform Z Γ where the underlying determinig set D ⊆ L ∞ (Ω) is D = {e γ } γ∈Γ , with e γ (ω) := (γ, ω) for ω ∈ Ω. In what follows we need to consider a slightly different version of Z Γ which can be seen as a Fourier transform of it. More precisely, let Z :
where ω ∈ Ω and x ∈ C T . Note that from Remark 2.6 and Proposition 2.2 where we identify Γ with Ω, we obtain that
Moreover, with the same notation of Remark 2.6 and noticing that F is a unitary matrix we have
Here, in the last equality we have used (1) and the definition of J. This shows that Z is an isometry and we can conclude that it is an isometric isomorphism (i.e. surjective) because so is Z Γ . Furthermore, by (10) , it follows that V ⊆ L 2 (X ) is a (σ, Γ)-invariant space if and only if Z[V ] is an MI-space in L 2 (Ω, L 2 (C T ) s+1 ) with respect to the determining set D = {e γ } γ∈Γ . Now we define a decomposition of H = L 2 (C T ) s+1 in the following way: for each ξ ∈ N let H ξ := {F ∈ L 2 (C T ) s+1 : F i = 0 for all i such that γ * i / ∈ ξ + ∆ * }.
Then we clearly have that L 2 (C T ) s+1 = ξ∈N H ξ . The characterization of (Γ, σ)-invariant spaces which are also (∆, σ)-invariant in terms of decomposable MI-spaces is stated in the following theorem. 
Approximation problem.
In [1] it was solved the problem of finding a shift-invariant space (i.e. a closed subspace of L 2 (R d ) invariant under integer translations) that best fits a given set of data in the sense of least squares. Later, in [10] the same problem was solved but for shift-invariant spaces having some extra invariance. The question that arises here is if one can state and solve this approximation problem in the context of (Γ, σ)-invariant spaces. For this, given a finitely generated (Γ, σ)-invariant space V , define the length of V , (V ), as the minimum number of function we need to generate it and consider the classes C := {V ⊆ L 2 (X ) : V is a finitely generated (Γ, σ)-invariant space with (V ) ≤ }, with being a fixed number in N and C ∆ = {V ∈ C : V is also (∆, σ)-invariant}.
Then, the approximation problems can be stated as follows:
(1) Given Ψ = {ψ 1 , . . . , ψ m } ⊆ L 2 (Ω, L 2 (C Γ )), find V * ∈ C such that
