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La logique line´aire n’a de´ja` plus 20 ans ! Ce syste`me logique introduit par Jean-Yves Gi-
rard [Gir87] a fait profonde´ment e´voluer les rapports entre logique et calcul autour de la corres-
pondance de Curry-Howard. Issue de la de´couverte d’un lien exact entre les preuves en de´duction
naturelle intuitionniste minimale et les λ-termes simplement type´s, cette correspondance donne
une signification calculatoire aux preuves formelles et une justification logique aux primitives
de programmation. L’e´valuation des programmes co¨ıncide ainsi avec la proce´dure d’e´limination
des coupures du calcul des se´quents (ou la normalisation en de´duction naturelle). Il s’agit d’une
transformation des preuves qui permet d’extraire l’« essence » d’une preuve formelle comme l’ex-
prime la proprie´te´ de la sous-formule : une preuve sans coupure n’utilise que des sous-formules de
la formule prouve´e. On en de´duit imme´diatement la cohe´rence (non contradiction) du syste`me
logique concerne´, ce qui e´tait la motivation des logiciens pour de´finir l’e´limination des coupures.
La logique line´aire (LL) a e´te´ introduite graˆce a` l’analyse des mode`les de´notationnels de
la logique intuitionniste (principalement les espaces cohe´rents) et ame`ne une de´composition de
l’implication intuitionniste via la traduction de Girard : A → B = !A ⊸ B (= ?A⊥ `B).
L’effet principal de cette de´composition est de localiser l’utilisation des re`gles structurelles
(contraction = copie, affaiblissement = effacement) au niveau des connecteurs exponentiels ! et
?. L’impossibilite´ d’utiliser les re`gles structurelles aussi librement qu’en logique classique a pour
effet de dupliquer les connecteurs : deux conjonctions ⊗ et &, deux disjonctions ` et ⊕, ... On
obtient ainsi la famille des connecteurs multiplicatifs ⊗, `, 1, ⊥ (on peut e´galement ajouter ⊸
de´fini par A⊸ B = A⊥ `B) et celle des connecteurs additifs &, ⊕, ⊤, 0.
Nous nous inte´ressons a` l’e´tude de la correspondance de Curry-Howard par le biais de la
logique line´aire ainsi qu’aux applications en logique et en informatique. Nous utiliserons pour
cela les trois principales « variantes » de la logique line´aire :
– La logique line´aire polarise´e est le principal syste`me issu de la logique line´aire pour ana-
lyser le contenu calculatoire de la logique classique. Avec d’autres syste`mes e´quivalents
(comme le λµ-calcul notamment), cette logique permet d’amener la correspondance de
Curry-Howard pour la logique classique a` la maturite´ qu’on connaˆıt dans le cadre intui-
tionniste : mode`les cate´goriques, se´mantique des jeux, ...
– Les logiques line´aires alle´ge´es permettent de prendre en compte en logique des contraintes
de complexite´ sur l’e´valuation des programmes. Ce point est e´videmment pertinent lors-
qu’il s’agit d’exe´cuter des programmes possiblement couˆteux en temps et en espace par
rapport aux ressources disponibles.
– La logique line´aire diffe´rentielle ame`ne a` l’extension de la correspondance de Curry-
Howard a` la programmation concurrente et distribue´e a` travers une interpre´tation logique
des calculs de processus.
Il s’agit de trois lignes de travaux assez inde´pendantes dans la mesure ou`, bien que proches,
ces syste`mes de´rive´s de la logique line´aire ne sont, a` l’heure actuelle, pas inte´gralement rendus
compatibles. Ne´anmoins, les outils sous-jacents restent bien souvent les meˆmes : re´seaux de
preuve, mode`le relationnel, se´mantique des jeux, ...
La the`se de´fendue ici est que la logique line´aire (notamment via les trois variantes men-
tionne´es ci-dessus) apparaˆıt comme un outil central dans l’e´tude de la correspondance de Curry-
Howard et est en mesure de fournir un cadre unifie´. En effet, l’unification entre approches
(logique, informatique, syntaxique, se´mantique, ...), l’e´puration des concepts, la de´couverte de
structures simples et e´le´gantes sont le cœur de notre de´marche.
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Premie`re partie
Logiques classiques constructives1
[Lau05a] Olivier Laurent. Classical isomorphisms of types. Mathematical
Structures in Computer Science, 15(5):969–1004, October 2005.
[HL06] Russ Harmer and Olivier Laurent. The anatomy of innocence re-
visited. In S. Arun-Kumar and Naveen Garg, editors, Foundations
of Software Technology and Theoretical Computer Science, volume
4337 of Lecture Notes in Computer Science, pages 224–235. Sprin-
ger, December 2006.
[Lau08] Olivier Laurent. Game semantics for first-order logic. Submitted
to Logical Methods in Computer Science, November 2008.
1Cette partie aurait pu s’intituler « Logique line´aire polarise´e et logique classique » mais, forts des relations
de´sormais connues entre les diffe´rents syste`mes de logique classique constructive, nous utiliserons plutoˆt le λµ-
calcul comme langage (la logique line´aire polarise´e aurait joue´ un roˆle parfaitement similaire [Lau05b]).
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La correspondance de Curry-Howard permet une unification entre l’e´tude des syste`mes lo-
giques en the´orie de la de´monstration et l’e´tude des langages de programmation. Initialement
restreinte au cas de la logique intuitionniste, du λ-calcul et des langages purement fonction-
nels, de nombreuses extensions sont de´sormais a` notre disposition. Celle qui nous inte´resse ici
concerne la logique classique et les ope´rateurs de controˆle (comme call/cc). Les progre`s faits
dans l’e´tude syntaxique de ces syste`mes et dans celle de leur se´mantique de´notationnelle (ce
qui ame`ne naturellement a` modifier, raffiner, enrichir, ... les syste`mes eux-meˆmes) offrent une
seconde unification [Gir99] : les formes canoniques syntaxiques deviennent tre`s proches des
structures manipule´es par les mode`les.
Apre`s avoir de´crit les e´le´ments techniques qui sous-tendent cette approche, nous pre´sentons
le cas concret du rapport entre la logique classique constructive du premier ordre (repre´sente´e
par une extension du λµ-calcul [Par92]) et un mode`le de jeux a` la Hyland-Ong/Nickau [HO00].
1 Syntaxe vs. se´mantique
On relie traditionnellement syste`mes syntaxiques et mode`les par les the´ore`mes de correction
(« ce qui est prouvable est vrai ») et de comple´tude (« ce qui est vrai est prouvable »). Une
e´volution due a` la correspondance de Curry-Howard, aux travaux de´veloppe´s en se´mantique
de´notationnelle, ... ame`ne a` raffiner ces the´ore`mes. Conside´rons un syste`me logique L de´finissant
des formules A et des preuves π de ces formules (avec la relation π ⊢ A : « π est une preuve de
A »), un mode`le est alors donne´ par des structures A pour les formules (objets si on utilise un
cadre cate´gorique), des structures f pour les preuves (morphismes dans le cadre cate´gorique),
une interpre´tation JAK des formules et JπK des preuves, et une relation f  A (« f habite A »).
Dans le contexte traditionnel, les preuves comptent peu et on note ⊢ A s’il existe une preuve
de A et  A si A est habite´ (souvent sans meˆme faire apparaˆıtre de notion d’habitants comme
dans les alge`bre de Boole ou`  A est simplement A = 1). La correction d’un mode`le M pour
L est alors ⊢ A =⇒  JAK et la comple´tude (prise plutoˆt au sens du the´ore`me d’incomple´tude
de Go¨del puisqu’on fait re´fe´rence ici a` un mode`le donne´ et pas globalement a` la classe de tous
les mode`les) est la re´ciproque  JAK =⇒ ⊢ A. Un premier raffinement consiste a` prendre en
compte les preuves, et on obtient un e´nonce´ de correction modifie´ π ⊢ A =⇒ JπK  JAK et une
re´ciproque appele´e comple´tude forte (ou surjectivite´) f  JAK =⇒ ∃π(JπK = f ∧ π ⊢ A). Une
deuxie`me e´tape prend en compte une notion d’e´galite´ entre preuves π1 ∼= π2 (c’est un point
crucial dans l’interpre´tation calculatoire des preuves : si les preuves sont des programmes, elles
ne peuvent pas eˆtre toutes e´gales) et raffine la correction : π1 ∼= π2 ⊢ A =⇒ Jπ1K = Jπ2K  JAK
puis me`ne a` l’injectivite´ Jπ1K = Jπ2K  JAK =⇒ π1 ∼= π2 ⊢ A comme re´ciproque.
Une ope´ration fondamentale sur les preuves est la composition donne´e par l’e´limination d’une
coupure introduite entre une preuve de A ⊢ B et une preuve de B ⊢ C (on suppose de´sormais la
prouvabilite´ dans la logique L e´tendue a` des se´quents). Ainsi, dans les cas qui nous inte´ressent,
les mode`les M viennent naturellement avec une structure cate´gorique et toutes les proprie´te´s
que l’on vient de voir se reformulent de manie`re particulie`rement adapte´e si on s’inte´resse, coˆte´
syntaxique, a` la cate´gorie S dont les objets sont les formules et dont les morphismes de A dans
B sont les classes d’e´quivalence de preuves de A ⊢ B (ide´alement des repre´sentants canoniques
de ces classes d’e´quivalence). La forme la plus forte de correction pre´sente´e ci-dessus est la
fonctorialite´ de l’interpre´tation de S dansM. La comple´tude forte requiert que le foncteur soit
plein, et l’injectivite´ que le foncteur soit fide`le. Si, de surcroˆıt, on demande a` l’interpre´tation
des formules d’eˆtre essentiellement surjective (i.e. que, pour tout objet A de M, il existe une
formule A de S telle que A ≃ JAK ou` ≃ est l’isomorphisme cate´gorique dans M), alors on
obtient exactement que les cate´gories S et M sont des cate´gories dites e´quivalentes. Arrive´s a`
une telle correspondance, la distinction entre syntaxe et se´mantique devient extreˆmement te´nue
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et permet une unification des me´thodes logiques.
Revenons sur la notion d’e´galite´ entre preuves. Les e´galite´s du λ-calcul (la β-e´galite´ et la
η-e´galite´) s’orientent naturellement, dans le cas type´, en β-re´duction et η-expansion permettant
de de´finir un repre´sentant canonique de chaque classe de βη-e´quivalence : la forme β-normale η-
longue. A` travers Curry-Howard, ces transformations correspondent a` l’e´limination des coupures
et a` l’expansion des axiomes en calcul des se´quents. Il est cependant clair que les formes normales
que l’on obtient avec ces deux re´-e´critures ne sont pas canoniques en calcul des se´quents : il
existe des formes normales qui ne diffe`rent que par des transformations insignifiantes (et sont
identifie´es par tout mode`le raisonnable). La proprie´te´ d’injectivite´ est ainsi principalement une
question sur la syntaxe (on doit eˆtre en mesure de repre´senter les preuves de manie`re canonique)
alors que la surjectivite´ ne´cessite de travailler sur le mode`le pour trouver des caracte´risations
internes des morphismes issus de preuves. Obtenir l’e´quivalence cate´gorique mentionne´e plus
haut ne´cessite ainsi de travailler a` la fois coˆte´ syntaxique pour obtenir une « bonne syntaxe »
et coˆte´ se´mantique pour obtenir un « bon mode`le ».
On a parle´ d’e´galite´ de preuves, une autre question concerne l’e´galite´ entre formules dans une
logique donne´e. La re´ponse la plus simple est l’e´quiprouvabilite´ : A et B sont e´gales s’il existe une
preuve de A ⊢ B et une preuve de B ⊢ A. Cependant cette notion est beaucoup trop violente, ne
refle`te aucun contenu calculatoire et identifie par exemple toute formule prouvable a` la formule
« vrai ». Si l’on conside`re ces deux preuves de A ⊢ B et de B ⊢ A comme des conversions
des « habitants » de A (ou des preuves de A) en « habitants » de B, respecter l’information
calculatoire impose qu’un aller/retour de A a` A en passant par B (c’est-a`-dire la preuve de A ⊢ A
obtenue par coupure a` partir de A ⊢ B et de B ⊢ A) la pre´serve (et de meˆme de B a` B via A).
Au sein de la cate´gorie syntaxique S de´crite plus haut, cela revient a` demander que les deux
preuves de A ⊢ A et B ⊢ B obtenues par composition soient l’identite´ sur A et sur B. Autrement
dit qu’il s’agisse d’isomorphismes entre A et B et donc que A et B soient isomorphes dans S.
On parle souvent d’isomorphismes de types. L’objectif est alors de caracte´riser (par exemple
par un syste`me e´quationnel) cette e´galite´. Cette question, naturelle de`s qu’on a muni la syntaxe
d’une structure cate´gorique, a des applications informatiques importantes pour comprendre
quand un composant logiciel de type A peut eˆtre utilise´ dans un contexte ou` on recherche un
composant de type B. Par exemple, si A ≃ B, il est facile de construire un programme effectuant
une conversion de A en B et d’utiliser ainsi du code existant de type A avec le type B sans
modifier son comportement calculatoire. Des caracte´risations des isomorphismes de types ont
e´te´ donne´es pour diffe´rents syste`mes intuitionnistes [DC95] par des me´thodes syntaxiques ou
se´mantiques. La me´thode se´mantique consiste a` construire un mode`le du syste`me concerne´ (ce
qui entraˆıne automatiquement que tout isomorphisme syntaxique est un isomorphisme dans le
mode`le, mais il y a ge´ne´ralement plus d’isomorphismes dans le mode`le que dans la syntaxe)
dont les isomorphismes soient caracte´risables et pas plus nombreux que dans la syntaxe. Le fait
qu’un mode`le n’ajoute pas d’isomorphismes de types par rapport a` la syntaxe est une proprie´te´
d’injectivite´ au niveau des formules. En particulier un mode`le qui est cate´goriquement e´quivalent
a` la syntaxe n’introduit jamais d’isomorphismes additionnels.
2 Logique line´aire polarise´e, λµ-calcul, ...
Importante proprie´te´ de´couverte par J.-M. Andreoli [And90] quelques anne´es apre`s l’intro-
duction de la logique line´aire, la focalisation induit une partition des connecteurs line´aires en
deux familles : les positifs (⊗, ⊕, 0, 1, ∃) et les ne´gatifs (`, &, ⊥, ⊤, ∀). On note alors que les
isomorphismes de la logique line´aire (associativite´s, distributivite´s, e´le´ments neutres, ...) vivent
a` l’inte´rieur de ces classes de connecteurs sans en sortir (A ⊗ (B ⊕ C) ≃ (A ⊗ B) ⊕ (A ⊗ C)
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par exemple). Seule exception notable, l’isomorphisme !(A&B) ≃ !A⊗ !B fait des connecteurs
exponentiels une passerelle entre les deux mondes (ici ! va de ne´gatif a` positif). De la focalisation
(c’est-a`-dire, au sens strict, la possibilite´ de conside´rer, au sein de LL, un groupe de connecteurs
positifs comme un seul connecteur), on passe a` la polarisation en imposant que les utilisations
des connecteurs ne passent pas d’une classe a` l’autre sauf via les connecteurs exponentiels.
Formellement on restreint les formules de logique line´aire a` la grammaire suivante :
N ::= X | ⊥ | ⊤ | N `N | N &N | ∀xN | ∀XN | ?P
P ::= X⊥ | 1 | 0 | P ⊗ P | P ⊕ P | ∃xP | ∃XP | !N
Utilisant la focalisation et la polarisation, J.-Y. Girard a montre´ que les connecteurs ne´gatifs
pre´servent les structures de `-mono¨ıdes (A ` A → A et ⊥ → A), et dualement les positifs
pre´servent les ⊗-comono¨ıdes (A→ A⊗A et A→ 1), et a ainsi construit le syste`me LC [Gir91].
Graˆce a` ce travail, puis a` l’introduction du λµ-calcul par M. Parigot [Par92], a de´bute´ la the´orie
de la logique classique constructive : la logique classique est compatible avec une e´limination
de´terministe (i.e. confluente) des coupures lui donnant un sens calculatoire correspondant aux
ope´rateurs de controˆle comme montre´ par T. Griffin [Gri90].
Apre`s une multiplication des syste`mes de logique classique constructive a` la fin des anne´es
90, de nombreuses e´quivalences entre eux ont e´te´ mises en e´vidence (voir par exemple [LQTdF05,
Roc05]). Si on se concentre sur les syste`mes dits « en appel par nom » (auxquels se rame`nent
ceux « en appel par valeur » a` travers la dualite´ cate´gorique explicite´e par P. Selinger [Sel01]),
on constate qu’ils sont e´quivalents et que, en ce qui nous concerne en particulier ici ou` nous nous
focalisons sur la syntaxe vue comme cate´gorie, e´tudier le λµ-calcul, la logique line´aire polarise´e,
LC, ... ne fait pas de diffe´rence profonde. Si l’on s’inte´ressait a` des e´tudes syntaxiques plus fines,
et notamment a` la re´e´criture, des diffe´rences plus importantes entre syste`mes apparaˆıtraient.
3 Se´mantique des jeux
Les mode`les de jeux [AJM00, HO00] ont la qualite´ et le de´faut d’eˆtre proches de la syn-
taxe. C’est un de´faut dans la mesure ou` le niveau d’abstraction obtenu est moindre qu’avec
d’autres approches. Mais ce sera pour nous une qualite´, et c’est ce qui a fait leur succe`s via
les re´sultats de « full abstraction », car ils fournissent ainsi un outil puissant pour analyser la
syntaxe. On s’inte´resse ici aux mode`les a` la Hyland-Ong/Nickau (HO/N) [HO00, Nic94] qui
sont particulie`rement adapte´s aux extensions du λ-calcul type´.
3.1 Re´ponses
Dans le langage PCF [Plo77], les types sont construits avec le connecteur « fle`che » a` partir
de types de base, en ge´ne´ral N (repre´sentant les entiers) et B (repre´sentant les boole´ens). On
va autoriser ici de manie`re ge´ne´rale des types e´nume´re´s finis comme types de base, i.e. dont les
e´le´ments sont donne´s par un ensemble fini. Par opposition aux types re´cursifs par exemple, ces
types de base n’ont aucune structure intrinse`que et on se restreint, sans perte de ge´ne´ralite´, a` un
type de base Fk a` k e´le´ments pour chaque entier k. Conside´rer e´galement des cardinaux infinis
et un Fω correspondant a` N ne poserait pas de proble`me technique mais induirait une syntaxe
infinitaire (« en largeur ») que nous pre´fe´rons e´viter ici (de plus ce cas est traite´ explicitement
dans [HL06]).
On conside`re ainsi le calcul µPCF (une variante de celui de´crit par Jim Laird [Lai98] avec no-
tamment, dans l’esprit des arbres de Bo¨hm, des termes potentiellement infinis « en profondeur »
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et une construction Ω plutoˆt qu’un ope´rateur de point fixe) e´tendant PCF avec des ope´rateurs
de controˆle a` la manie`re du λµ-calcul.
Les types sont donne´s par la grammaire :
A ::= Fk | A→ A (k ∈ N)
et les termes (possiblement infinis en profondeur) par :
M ::= a | λa.M | (M)M | Ω | nk | casek M with 0 7→M ; . . . ; k-1 7→M | µα.M | [α]M
ou` 0 ≤ n < k, avec comme re`gles de typage :
Γ, a : A ⊢ a : A | ∆
Γ, a : A ⊢M : B | ∆
Γ ⊢ λa.M : B | ∆
Γ ⊢M : A→ B | ∆ Γ ⊢ N : A | ∆
Γ ⊢ (M)N : B | ∆
Γ ⊢ Ω : A | ∆
n < k
Γ ⊢ nk : Fk | ∆
Γ ⊢M : Fk | ∆ · · · Γ ⊢ Ni : A | ∆ · · · 0 ≤ i < k
Γ ⊢ casek M with 0 7→ N0 ; . . . ; k-1 7→ Nk−1 : A | ∆
Γ ⊢M : A | ∆, α : A
Γ ⊢ [α]M : F0 | ∆, α : A
Γ ⊢M : F0 | ∆, α : A
Γ ⊢ µα.M : A | ∆
On ne de´crit pas ici la the´orie e´quationnelle de ce langage dans la mesure ou` ce n’est pas le
point clef de la discussion que l’on souhaite mener. Cette the´orie est de´crite dans [Lai98].
Le mode`le de jeux innocents HO/N de ce langage interpre`te les types par des are`nes et les
termes type´s par des strate´gies.
De´finition (Are`ne)
Une are`ne est un arbre de coups. La racine est une question d’Opposant, puis les polarite´s
Joueur/Opposant alternent le long d’une branche de l’arbre. Enfin certaines feuilles de l’arbre
(diffe´rentes de la racine) sont des re´ponses, les autres coups e´tant des questions.
Pour alle´ger les notations, on utilisera A pour l’are`ne interpre´tant le type A. Le type Fk est
interpre´te´ par l’are`ne ayant une racine q avec k fils n0, . . ., nk−1 qui sont tous des re´ponses. Le
type A→ B est obtenu a` partir de l’arbre interpre´tant B en greffant l’arbre interpre´tant A sous
la racine de B (ainsi la racine de A devient un fils de la racine de B).
De´finition (Vues et Strate´gies)
Une vue sur l’are`ne A est une suite de coups de A de polarite´s alterne´es commenc¸ant par un
coup Opposant, telle que tout coup Opposant est un fils du coup Joueur pre´ce´dent, et munie
pour chaque coup Joueur m d’un pointeur (appele´ λ-pointeur) vers une occurrence de coup
pre´ce´dente n ou` n est le pe`re de m dans A.
Une strate´gie σ est un ensemble non vide de vues de longueurs paires (clos par pre´fixe pair)
tel que si sm et sn sont des e´le´ments de σ alors sm = sn.
En de´finissant une composition des strate´gies et en utilisant les strate´gies dites copycat
comme identite´s, on obtient une cate´gorie de controˆle (notion de mode`le cate´gorique de la
logique classique constructive introduite dans [Sel01]).
L’interpre´tation des termes peut eˆtre de´crite a` partir de leur forme β-normale η-longue
pre´sente´e sous forme d’arbre de Bo¨hm en associant des λ-pointeurs aux liaisons de variables
(une occurrence lie´e λ-pointe vers le λ qui la lie). On obtient ainsi un mode`le complet (et injectif)
de µPCF.
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The´ore`me (Comple´tude)
Toute strate´gie sur l’are`ne A est l’interpre´tation d’un terme clos de µPCF de type A.
Plusieurs travaux [Lai98, DH01, HL06] ont permis d’analyser ce mode`le de jeux (en particu-
lier le roˆle des re´ponses) en de´coupant des sous-cate´gories qui caracte´risent exactement certains
sous-langages de µPCF.
Les re´ponses e´tant ne´cessairement des feuilles dans une are`ne, la de´finition de vue impose
que si une vue contient une re´ponse Joueur, il s’agit de son dernier coup.
Bon parenthe´sage. Une vue est bien parenthe´se´e si son e´ventuelle re´ponse Joueur pointe
sur la dernie`re question Opposant qui la pre´ce`de. Une strate´gie est bien parenthe´se´e si toutes
ses vues le sont.
Cette condition caracte´rise les termes qui n’utilisent pas les constructions µα. et [α] puisque
l’interpre´tation d’un tel terme est bien parenthe´se´e et re´ciproquement toute strate´gie bien pa-
renthe´se´e est l’interpre´tation d’un terme sans µα. ni [α] [Lai98].
Rigidite´ avant. Une vue est rigide avant si une re´ponse Opposant n’est jamais suivie par
une question Joueur. Une strate´gie est rigide avant si toutes ses vues le sont.
Cette condition caracte´rise les termes qui n’utilisent pas la construction casek with
puisque l’interpre´tation d’un tel terme est rigide avant et re´ciproquement toute strate´gie rigide
avant est l’interpre´tation d’un terme sans casek with (a` condition de se donner toutes les
fonctions strictes de Fk dans Fp) [DH01].
Rigidite´ arrie`re. Une vue est rigide arrie`re si une re´ponse Joueur est toujours pre´ce´de´e par
une re´ponse Opposant. Une strate´gie est rigide arrie`re si toutes ses vues le sont.
Cette condition caracte´rise les termes qui n’utilisent pas la construction nk puisque l’in-
terpre´tation d’un tel terme est rigide arrie`re et re´ciproquement toute strate´gie rigide arrie`re est
l’interpre´tation d’un terme sans nk (a` condition de se donner toutes les fonctions strictes de Fk
dans Fp) [HL06].
Une strate´gie a` la fois rigide avant et rigide arrie`re est appele´e rigide. On peut noter que les
strate´gies de´finissant les fonctions strictes de Fk dans Fp sont rigides et de´finissables a` l’aide de
casek with et des np.
On montre que ces trois conditions sont inde´pendantes par des the´ore`mes de factorisation :
The´ore`me (Factorisation du parenthe´sage)
Il existe une are`ne B et une strate´gie ρP telle que pour toute strate´gie σ sur une are`ne A, il
existe une factorisation σP (sur l’are`ne B → A) de σ par ρP ( i.e. ρP compose´e avec σP est
e´gale a` σ) qui est bien parenthe´se´e.
De plus, si σ est rigide avant alors σP est rigide avant et si σ est rigide arrie`re alors σP est
rigide arrie`re.
On obtient les the´ore`mes correspondants pour la rigidite´ avant et la rigidite´ arrie`re. Ces
re´sultats sont traite´s dans [HL06] dans le cas plus ge´ne´ral ou` l’on utilise le type Fω.
Si l’on s’inte´resse aux mode`les de jeux pour des syste`mes logiques, les strate´gies obtenues
ve´rifient une contrainte de totalite´ (pendant se´mantique de la normalisation) : si s est une vue de
σ strate´gie totale sur l’are`ne A et si sm est une vue sur A, alors il existe une vue smn dans σ (qui
prolonge sm). Un the´ore`me de comple´tude montre que les strate´gies totales sont l’interpre´tation
des termes de µPCF sans Ω. Un the´ore`me de factorisation montre que toute strate´gie σ sur A
s’e´crit σ = {ε} ; σT avec σT strate´gie totale sur l’are`ne F0 → A ({ε} e´tant l’interpre´tation de
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Ω). Dans ce contexte logique, on se restreint de plus a` des termes finis en profondeur et donc a`
des strate´gies finies qui sont des ensembles finis de vues.
Il est important e´galement, dans l’interpre´tation de la logique, de contraindre le compor-
tement des strate´gies sur les atomes. En effet, si α est un type atomique (i.e. α = Fk dans
µPCF), la seule preuve de α → α est l’identite´, et par conse´quent la seule strate´gie « valide »
dans α→ α doit eˆtre la strate´gie copycat.
En conside´rant les diffe´rentes vues possibles sur l’are`ne Fk → Fk, on trouve :
Fk → Fk
q
nj
Fk → Fk
q
q
ni
q
Fk → Fk
q
q
ni
nj
On constate que la premie`re n’est pas rigide arrie`re et que la deuxie`me n’est pas rigide avant.
Quant a` la troisie`me vue, elle ne correspond a` l’identite´ que si i = j, mais ce n’est pas une
contrainte structurelle sur les questions et les re´ponses. Par contre en imposant k < 2, le
proble`me est re´solu.
On montre ainsi qu’il existe une unique strate´gie totale (finie) rigide sur F0 → F0 et sur
F1 → F1 qui est la strate´gie copycat. Le cas de F0 est particulier puisque dans la mesure ou` il
n’induit aucune re´ponse, toute strate´gie sur F0 → F0 est rigide ! De manie`re plus ge´ne´rale, si on
conside`re uniquement des types forme´s a` partir de F0, on obtient un mode`le complet pour le
λ-calcul simplement type´ avec un seul atome [DHR96], et donc pour la logique minimale avec
un seul atome.
Pour re´sumer, les mode`les « logiques » que l’on obtient sont les strate´gies totales finies dans
les are`nes base´es sur F0 comme mode`le du λ-calcul, les strate´gies totales finies rigides dans les
are`nes base´es sur F1 comme mode`le du λµ-calcul, et les strate´gies totales finies rigides bien
parenthe´se´es dans les are`nes base´es sur F1 comme mode`le du λ-calcul. Ces trois mode`les sont
complets.
3.2 Logique classique et µ-pointeurs
S’il faut critiquer les trois mode`les construits ci-dessus, ceux base´s sur F1 ont le de´faut de
n’introduire la notion de re´ponse que pour mieux la contraindre ensuite. Quant a` celui sur F0,
il est complet pour le λ-calcul et ne permet donc pas d’interpre´ter convenablement le λµ-calcul
ou la logique classique.
Pour tirer le meilleur parti de ces deux situations, on cherche a` ajouter de la structure au
mode`le base´ sur F0, afin d’avoir « suffisamment de place » pour interpre´ter le λµ-calcul. On va
pour cela utiliser les µ-pointeurs. Tout comme pour les λ-pointeurs, chaque coup Joueur d’une
vue doit eˆtre muni d’un µ-pointeur dont la cible est un coup Opposant pre´ce´demment joue´. Il
n’y a pas d’autre contrainte dans un premier temps (contrairement aux λ-pointeurs qui doivent
respecter la structure pe`re-fils de l’are`ne). Ces µ-pointeurs sont un cas particulier de ceux de´finis
par J. Laird pour mode´liser un langage avec exceptions locales [Lai01].
L’interpre´tation d’un λµ-terme est donne´e a` partir de sa forme β-normale η-longue (ou
forme canonique) sous forme d’arbre de Bo¨hm en associant une vue a` chaque branche de
l’arbre ou` les liaisons de λ-variables deviennent des λ-pointeurs et les liaisons de µ-variables
deviennent des µ-pointeurs. Les formes canoniques du λµ-calcul peuvent eˆtre de´crites sous la
forme λb1 . . . λbk.µβ.[α](a)M1 . . .Mn ou` les Mi sont en forme canonique. Si on se´pare les lieurs
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λb1 . . . λbk.µβ. vus comme des coups Opposant, des occurrences de variables [α](a) vues comme
des coups Joueur, on peut e´crire les formes canoniques comme des arbres de coups. Ainsi par-
tant de la forme canonique λb.µα.[α](b)λa.µδ.[α]a : ((F0 → F0)→ F0)→ F0, on obtient quatre
coups. L’arbre de Bo¨hm est obtenu en repre´sentant les liaisons de variables par des λ-areˆtes et
des µ-areˆtes. Enfin, en oubliant la structure interne des coups, on obtient les vues de la strate´gie
associe´e au terme de de´part.
λb.µα. λb.µα. •
[α](b) [α](b) •
λa.µδ. λa.µδ. •
[α]a [α]a •
En repre´sentant les coups a` la position correspondante dans le type (et donc l’are`ne), on aboutit
a` :
( ( F0 → F0 ) → F0 ) → F0
q
q
q
q
Ce mode`le avec µ-pointeurs M0 base´ sur F0 est complet pour le λµ-calcul. Il existe donc
ne´cessairement un rapport e´troit avec le mode`le M1 base´ sur F1. Ce rapport s’exprime simple-
ment dans le formalisme des jeux. E´tant donne´ un type, son interpre´tation dansM0 est obtenue
a` partir de celle dans M1 en supprimant toutes les re´ponses. Re´ciproquement, l’interpre´tation
dans M1 est obtenue a` partir de celle dans M0 en ajoutant une re´ponse comme fils a` chaque
nœud. Concernant les termes, on peut de´finir des proce´dures de repliage/de´pliage permettant
de passer de l’interpre´tation dans M0 a` celle dans M1. A` toute vue de longueur paire dans le
mode`le M0, on associe une vue dans M1 de la manie`re suivante : si le dernier coup Joueur m
est muni d’un µ-pointeur vers n, on supprime tous les µ-pointeurs et on ajoute deux coups aman
a` la suite obtenue ou` am est la re´ponse fille de m dans l’are`ne du mode`le M1. Re´ciproquement,
toute vue saman dans M1 est interpre´te´e comme la pre´sence d’un µ-pointeur de m vers n dans
M0.
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Dans le cas de l’interpre´tation de λb.µα.[α](b)λa.µδ.[α]a, on obtient :
( ( F0 → F0 ) → F0 ) → F0
q
q
q
q
( ( F1 → F1 ) → F1 ) → F1
q
q
q
q
n0
n0
q
q
n0
n0
(une vue maximale dans M0 mais deux dans M1).
3.3 Logique du premier ordre
Nous n’avons jusqu’ici utilise´ qu’un unique type de base (ou une unique formule atomique).
Pour le traitement des atomes en logique (et en ne´gligeant pour le moment la quantification du
premier ordre), on peut distinguer diffe´rents niveaux de richesse :
1. Propositionnel constant : on conside`re uniquement les formules construites a` partir des
constantes ⊤ (« vrai ») et ⊥ (« faux ») avec les connecteurs propositionnels. Ainsi les deux
seules re`gles qui permettent de conclure une construction de preuve de bas en haut sont :
⊤R
Γ ⊢ ⊤,∆
⊥L
⊥ ⊢
2. Propositionnel mono-atomique : on conside`re uniquement les formules construites a` partir
des constantes ⊤ et ⊥, et d’une unique variable propositionnelle R avec les connecteurs
propositionnels. La re`gle « axiome » fait alors sont apparition en haut des preuves :
ax
R ⊢ R
C’est cette re`gle reliant une occurrence ne´gative d’atome a` une occurrence positive d’atome
que les µ-pointeurs incarnent.
3. Propositionnel complet : on conside`re un ensemble de´nombrable de variables proposition-
nelles X, Y , ... On obtient des re`gles « axiome » pour chaque variable propositionnelle et
il devient important de les distinguer : X ⊢ Y n’e´tant pas prouvable.
C’est ici que l’on peut parler de logique propositionnelle. On peut noter en particulier
que, pour les formules construites a` partir d’une unique variable propositionnelle et du
connecteur d’implication, les prouvabilite´s intuitionniste et classique co¨ıncident. Ce n’est
plus le cas en propositionnel complet.
Ce cas est e´quivalent au cas Π1 (formules en forme pre´nexe avec uniquement des quanti-
fications universelles et du second ordre) car ∀ e´tant un connecteur re´versible, on peut le
mettre ou l’enlever en de´but de formule sans re´ellement modifier la the´orie.
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4. Second ordre : on introduit les quantificateurs de second ordre en toute ge´ne´ralite´, et
en particulier la possibilite´ de substituer les variables propositionnelles par des formules
arbitraires lors de la construction de preuve ou l’e´limination des coupures. Les variables
propositionnelles deviennent ve´ritablement « variables ».
On va de´crire comment enrichir notre mode`le de jeux pour traiter les syste`mes proposi-
tionnels complets, puis la quantification du premier ordre [Lau08]. La quantification du second
ordre pose des proble`mes beaucoup plus complexes dans la mesure ou` la structure d’arbre des
are`nes est amene´e a` e´voluer dynamiquement durant les vues [Hug00, dL07] ; nous n’en parle-
rons pas ici. Sur la base de l’interpre´tation du type F0 par l’are`ne re´duite a` un unique coup, on
interpre`te l’atome X par un unique coup muni du label X. Ainsi les are`nes ont de´sormais leurs
coups de´core´s par un label (l’absence de label correspondant a` ⊥) ce qui permet de distinguer
X de Y par exemple. On demande aux µ-pointeurs de respecter ces labels : les deux extre´mite´s
d’un µ-pointeur doivent avoir le meˆme label dans l’are`ne (une contrainte similaire est introduite
dans [Mur01, page 122]). Ainsi seule la premie`re vue ci-dessous est valide (les labels se lisent
dans le type au-dessus du coup) :
X → X
•
•
X → Y
•
•
ce qui correspond a` la prouvabilite´ de X ⊢ X et a` la non prouvabilite´ de X ⊢ Y . En fait on
ne demande plus la pre´sence de µ-pointeur que pour les coups Joueur ayant un label (donc ne
correspondant pas a` ⊥).
L’interpre´tation de la quantification du premier ordre se traduit elle aussi par une condition
sur les extre´mite´s de µ-pointeurs. Concernant les formules, une formule atomique Xt1 . . . tn est
interpre´te´e par l’are`ne a` un coup de label Xt1 . . . tn et la formule ∀xA est interpre´te´e en ajoutant
une nouvelle sorte de label ∀x a` la racine de l’interpre´tation de A. Lorsqu’Opposant joue un
coup ayant un label ∀x dans l’are`ne, il fournit une variable du premier ordre o fraˆıche et lorsque
Joueur joue un tel coup, il fournit un terme t du premier ordre. Ceci permet de de´finir des
substitutions e´le´mentaires x 7→ o ou x 7→ t. Partant d’une occurrence de coup m dans une vue,
on de´finit une substitution θm en remontant les λ-pointeurs et en collectant les substitutions
e´le´mentaires. Un µ-pointeur d’un coup m (de label Xt1 . . . tp dans l’are`ne) vers un coup n (de
label Y t′
1
. . . t′q dans l’are`ne) est valide si θm(Xt1 . . . tp) = θn(Y t
′
1
. . . t′q) (en particulier X = Y et
p = q). On note ici un interaction forte entre λ-pointeurs, µ-pointeurs et labels dans l’are`ne.
La commutation de la double ne´gation avec la quantification universelle (qui est valide en
logique classique) ∀x¬¬Xx → ¬¬∀xXx peut s’e´crire sans ne´gation sous la forme ∀x((Xx →
⊥)→ ⊥)→ ((∀xXx)→ ⊥)→ ⊥ et admet la strate´gie :
∀x ( ( Xx → ⊥ ) → ⊥ ) → ( ( ∀x Xx ) → ⊥ ) → ⊥
•
•
•[o]
•[o]
•
•
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La formule dite « du buveur » ∃x∀y(Xx→ Xy) peut s’e´crire sans ∃ sous la forme ∀x(∀y(Xx→
Xy)→ ⊥)→ ⊥ (de manie`re ge´ne´rale, le connecteur ∃ n’e´tant pas re´versible, il ne s’inte`gre pas
directement dans les syste`mes en appel par nom, mais passe par le « codage » ∃ ≡ ¬∀¬) et
admet la strate´gie :
∀x ( ∀y ( Xx → Xy ) → ⊥ ) → ⊥
•
•[x]
•[o1]
•[o1]
•[o2]
•
Dans le λµ-calcul avec quantification du premier ordre a` la Church approprie´ :
M ::= a | λa.M | (M)M | [α]M | µα.M | Λx.M |M{t}
ces strate´gies correspondent aux formes canoniques :
λb.λa.(a)Λx.µα.(b{x})λc.[α]c et λb.(b{x})Λy.λd.µα.(b{y})Λz.λa.µδ.[α]a
Ce mode`le fournit un re´sultat de comple´tude pour la logique classique du premier ordre :
The´ore`me (E´quivalence)
La cate´gorie syntaxique des preuves de logique classique constructive du premier ordre et la
cate´gorie de jeux sont e´quivalentes.
3.4 Isomorphismes de types
Les mode`les de jeux permettent de traiter efficacement la question des isomorphismes de
types [Lau05a]. Les isomorphismes syntaxiques sont ne´cessairement valides dans tout mode`le.
Le travail sur le mode`le consiste alors en deux e´tapes : caracte´riser les isomorphismes du mode`le
puis montrer qu’ils sont tous syntaxiquement valides.
Le point clef est un lemme de « zig-zag » qui montre que deux strate´gies σ et τ qui de´finissent
un isomorphisme entre les are`nes A et B ont ne´cessairement la proprie´te´ d’alterner les coups
dans A et les coups dans B en transportant la structure (λ-pointeurs, µ-pointeurs, termes du
premier ordre) d’un coˆte´ a` l’autre. Ceci me`ne a` une caracte´risation « ge´ome´trique » :
The´ore`me (Isomorphismes d’are`nes)
Deux are`nes sont isomorphes dans le mode`le de jeux si et seulement si elle le sont en tant
qu’arbres e´tiquete´s.
Par une re´currence sur la taille de ces arbres, on extrait les e´quations entre types/formules
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qui correspondent :
A ∨B = B ∨A
A ∨ (B ∨ C) = (A ∨B) ∨ C
A ∨⊥ = A
A ∧B = B ∧A
A ∧ (B ∧ C) = (A ∧B) ∧ C
A ∧⊤ = A
∀x∀yA = ∀y∀xA
A ∨ (B ∧ C) = (A ∨B) ∧ (A ∨ C)
A ∨⊤ = ⊤
A ∨ ∀xB = ∀x(A ∨B) x /∈ A
∀x(A ∧B) = ∀xA ∧ ∀xB
∀x⊤ = ⊤
¬(A ∧B) = ¬A ∨ ¬B
¬⊤ = ⊥
A→ B = ¬A ∨B
La se´mantique des jeux permet ainsi de re´soudre e´le´gamment un proble`me d’origine pure-
ment syntaxique.
Les re´sultats pre´sente´s ici semblent clore la question du rapport entre logique classique
constructive du premier ordre et se´mantique des jeux. Apre`s le passage de la logique intuition-
niste propositionnelle a` la logique classique constructive propositionnelle puis a` logique clas-
sique constructive du premier ordre, on souhaite eˆtre en mesure de traiter le pre´dicat d’e´galite´,
d’inte´grer les travaux sur la logique du second ordre [dL07], d’interpre´ter des axiomes comme
l’axiome du choix, ...
Une autre direction plus prospective consiste a` trouver d’autres domaines se´mantiques que
les mode`les de jeux pour lesquels on puisse prouver des the´ore`mes d’e´quivalence et qui four-
nissent donc d’autres pre´sentations des formes canoniques de la logique classique constructive.
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Deuxie`me partie
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La logique line´aire a permis de mettre en avant la notion d’utilisation de ressource a`
l’inte´rieur meˆme de la logique : une formule n’est par de´faut utilisable qu’un nombre spe´cifie´
de fois et les connecteurs exponentiels stipulent explicitement la possibilite´ de passer outre. De
cet aspect « qualitatif » (une formule est re´utilisable ou ne l’est pas), il est possible de passer a`
des e´le´ments « quantitatifs » en limitant le nombre d’e´tapes d’e´limination des coupures par des
restrictions approprie´es des connecteurs exponentiels (on parle de logiques line´aires alle´ge´es).
Ainsi les syste`mes LLL [Gir98] ou SLL [Laf04] repre´sentent la complexite´ en temps polynomial
et ELL [Gir98, DJ03] la complexite´ en temps e´le´mentaire. Il s’agit d’une approche de la com-
plexite´ dite implicite, car aucun artefact externe ne sert a` borner le temps de calcul, c’est la
structure des objets eux-meˆmes qui garantit les bornes. E´tant donne´s un syste`me et une no-
tion de repre´sentation des pre´dicats sur les entiers (essentiellement des preuves repre´sentant
les boole´ens et les entiers, et une fonction associant, a` tout pre´dicat, une preuve qui, com-
pose´e avec la repre´sentation d’un entier, se normalise en le boole´en que vaut le pre´dicat en
cet entier), on dit qu’on a correction vis-a`-vis d’une classe de complexite´ si tous les pre´dicats
repre´sentables appartiennent a` cette classe (ce qui implique des contraintes sur la complexite´
de la normalisation dans le syste`me logique), et on a comple´tude extensionnelle si tous les
pre´dicats de la classe sont repre´sentables. Ainsi LLL et SLL sont corrects et extensionnellement
complets pour le temps polynomial et ELL pour le temps e´le´mentaire, a` condition de conside´rer
ces syste`mes avec la quantification du second ordre (les connecteurs additifs ne sont par contre
pas ne´cessaires [MT03]). Il faut noter que la comple´tude extensionnelle ne dit pas tout : si toute
fonction calculable en temps polynomial admet un algorithme qui permet de la repre´senter,
dans SLL par exemple, tout algorithme en temps polynomial n’admet pas ne´cessairement de
repre´sentation directe dans SLL. On oppose ainsi l’expressivite´ extensionnelle en termes de fonc-
tions repre´sentables (dont parle la comple´tude extensionnelle) et l’expressivite´ intentionnelle en
termes d’algorithmes repre´sentables (qui diffe`re entre LLL et SLL par exemple). Concernant la
correction, les re´sultats de complexite´ de l’e´limination des coupures obtenus dans le cadre des
logiques line´aires alle´ge´es sont souvent forts : alors que les proprie´te´s de terminaison des cal-
culs sont ge´ne´ralement lie´s a` l’utilisation explicite des types ou formules (en λ-calcul, en logique
line´aire comple`te, ...), on peut prouver les re´sultats de complexite´ de ces fragments alle´ge´s de LL
inde´pendamment des types, sur la seule base d’invariants graphiques sur les boˆıtes des re´seaux
de preuve.
Les trois syste`mes qui vont nous inte´resser ici sont ELL, LLL et SLL. Dans l’objectif de mieux
comprendre les structures sous-jacentes a` ces logiques, on adopte une approche se´mantique. C’est
une me´thodologie courante dans le domaine : la logique line´aire est issue des espaces cohe´rents,
LC des espaces de corre´lation, la logique line´aire diffe´rentielle des se´mantiques vectorielles, ...
Afin de donner un cadre a` cette e´tude se´mantique, on s’inte´resse tout d’abord a` la de´finition
d’une notion cate´gorique de mode`le (principalement pour ELL). De plus la preuve que la notion
introduite (cate´gorie de Seely e´le´mentaire par exemple) fournit bien des mode`les (de ELL) facilite
ensuite la preuve de correction de mode`les particuliers : prouver que M est un mode`le de ELL
se factorise en prouvant que M est une cate´gorie de Seely e´le´mentaire (ce qui re´duit le travail,
notamment en pre´sence de connecteurs additifs), dans la mesure ou` on a prouve´ une fois pour
toutes qu’une telle cate´gorie est toujours un mode`le de ELL.
Sur la base du mode`le relationnel (le mode`le le plus simple de la logique line´aire [BE01]), en
de´finissant une proprie´te´ de saturation des interpre´tations de preuves, on introduit deux mode`les
concrets : l’un pour ELL et l’autre pour SLL. Une forme relativise´e de comple´tude montre que
ces mode`les permettent de caracte´riser ELL et SLL parmi les preuves de LL.
Cette premie`re approche consiste essentiellement a` restreindre un mode`le existant de LL
pour coller au mieux a` un syste`me alle´ge´ donne´ (et donc a` une classe de complexite´). Une
alternative est de conside´rer un mode`le de LL dans lequel on puisse exprimer des bornes de
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complexite´ : un mode`le muni d’une fonction C a` valeurs entie`res telle que C(JπK) donne une
borne sur le temps de normalisation de π. On utilise pour cela un mode`le de jeux, profitant une
fois de plus de la pertinence de ces mode`les pour analyser la syntaxe.
4 Trois logiques alle´ge´es
Parmi les diffe´rents sous-syste`mes de LL a` complexite´ borne´e, nous nous inte´resserons princi-
palement a` ELL et SLL (et ponctuellement a` LLL). Comme nous le mentionnions pre´ce´demment,
les re´sultats de comple´tude extensionnelle ne´cessitent la quantification du second ordre. Nous
ne parlerons cependant ici que des fragments propositionnels des diffe´rents syste`mes.
4.1 Re`gles exponentielles
Commenc¸ons par les fragments multiplicatifs et exponentiels. Les re`gles multiplicatives res-
tent celles de LL (on pourra se reporter a` l’annexe pour trouver un rappel des re`gles des diffe´rents
syste`mes e´tudie´s). Elles induisent un comportement line´aire dans l’e´limination des coupures et
n’ont donc pas d’impact sur la complexite´. La pre´sentation originelle de la re`gle de promotion
par J.-Y. Girard n’est pas la plus adapte´e pour les syste`mes alle´ge´s. On s’inte´resse donc aux
re`gles exponentielles suivantes (dites a` base de promotion multi-fonctorielle) pour LL :
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, A
?d
⊢ Γ, ?A
⊢ Γ, ??A
??
⊢ Γ, ?A
⊢ Γ, A
!f
⊢ ?Γ, !A
La re`gle de « digging » (??) est souvent critique´e sur le plan syntaxique pour ce qu’elle viole
la proprie´te´ de la sous-formule. Cependant elle apparaˆıt naturellement dans le contexte des
mode`les cate´goriques (en lien avec la notion de monade). En ce qui nous concerne ici, on peut
ignorer cette discussion sur les proprie´te´s intrinse`ques du digging puisque cette re`gle va eˆtre
retire´e pour de´finir ELL, LLL et SLL.
Logique line´aire e´le´mentaire. Le syste`me ELL est obtenu en supprimant les re`gles de
de´re´liction (?d) et de digging (??), il reste :
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, A
!f
⊢ ?Γ, !A
Logique line´aire douce. Le syste`me SLL ne conserve que la re`gle de promotion multi-
fonctorielle et substitue, aux autres re`gles, la re`gle de « multiplexing », on a donc :
⊢ Γ, A, . . . , A
?m
⊢ Γ, ?A
⊢ Γ, A
!f
⊢ ?Γ, !A
La re`gle de multiplexing (?m) admet comme cas particuliers la re`gle de de´re´liction et la re`gle
d’affaiblissement de la logique line´aire, mais pas la re`gle de contraction. En effet, ajouter la
re`gle de contraction a` SLL en fait un syste`me plus puissant que ELL et brise donc la borne de
complexite´ polynomiale sur la normalisation de SLL. Re´ciproquement, la re`gle de multiplexing
est de´rivable dans LL.
Logique line´aire le´ge`re. Le syste`me LLL contraint, dans ELL, la re`gle de promotion a` n’avoir
qu’une formule en contexte (on parle de promotion fonctorielle et non multi-fonctorielle). Le
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pouvoir expressif du syste`me obtenu e´tant trop restreint, il est ne´cessaire d’introduire une
nouvelle paire de connecteurs duaux § et §¯. Les re`gles exponentielles de LLL sont ainsi :
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ B,A
!f
⊢ ?B, !A
⊢ Γ,∆, A
§f
⊢ ?Γ, §¯∆, §A
Les deux connecteurs exponentiels ! et § sont alors relie´s par le principe !A ⊢ §A.
4.2 Connecteurs additifs
Rajouter aux syste`mes ci-dessus les re`gles des connecteurs additifs de la logique line´aire ne
pose pas de proble`me particulier et n’a notamment pas d’impact sur les questions de complexite´.
Les choses se compliquent si l’on s’inte´resse a` l’interaction entre connecteurs additifs et
exponentiels (probablement l’un des points les moins clairs a` ce jour dans la the´orie de la
logique line´aire). Une des proprie´te´s centrales de LL reliant les diffe´rents types de connecteurs
est l’isomorphisme !(A&B) ≃ !A ⊗ !B. Les modifications apporte´es aux re`gles exponentielles
dans ELL, LLL et SLL brisent cet isomorphisme clef.
Nous allons voir qu’il n’est pas raisonnable de re´-introduire cet isomorphisme dans SLL,
mais que cela s’ave`re possible dans ELL (la me´thode s’appliquant de manie`re similaire a` LLL).
En pre´sence de promotion fonctorielle et de connecteurs additifs (donc d’une diagonale A
∆
−→
A & A), l’isomorphisme ci-dessus rend la contraction de´rivable : !A
!∆
−→ !(A&A) ≃ !A ⊗ !A
(or on a de´ja` vu que ce n’e´tait pas acceptable dans SLL). Dans le cas de ELL, V. Danos et J.-
B. Joinet [DJ03] ont montre´ comment retrouver l’isomorphisme clef sans perdre la normalisation
en temps e´le´mentaire. Leur solution peut se pre´senter en calcul des se´quents a` l’aide un pre´-
connecteur unaire ♭. Ainsi ♭A est une pre´-formule si A est une formule ne contenant pas ♭, et les
(autres) connecteurs ne s’appliquent qu’a` des formules (pas des pre´-formules) : ♭♭A et ♭A⊗ 1 ne
sont ni des formules ni des pre´-formules. Le pre´-connecteur ♭ agit comme un marqueur sur les
formules. Une de´rivation dont la conclusion contient des pre´-formules est alors une pre´-preuve,
le terme preuve e´tant re´serve´ aux de´rivations dont la conclusion ne contient que des formules
(donc sans ♭).
Les re`gles exponentielles de ELL deviennent :
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, ♭A, ♭A
♭c
⊢ Γ, ♭A
⊢ Γ
♭w
⊢ Γ, ♭A
⊢ Γ, A
♭
⊢ Γ, ♭A
⊢ ♭Γ, A
!♭
⊢ ?Γ, !A
En l’absence de re`gles additives, ces re`gles sont e´quivalentes a` celles de´crites pre´ce´demment :
les re`gles (♭), (♭c) et (♭w) commutent vers le bas avec toutes les autres re`gles excepte´ (!♭) ; (♭c)
et (♭w) commutent vers le bas avec (!♭) en devenant (?c) et (?w) ; enfin dans une preuve (pas
ne´cessairement dans une pre´-preuve) les re`gles (♭) se trouvent alors agglome´re´es au-dessus des
re`gles (!♭), se transformant ensemble en des re`gles (!f). En pre´sence de re`gles additives et de ♭,
l’isomorphisme !(A&B) ≃ !A⊗ !B redevient prouvable :
ax
⊢ A⊥, A
♭
⊢ ♭A⊥, A
♭w
⊢ ♭A⊥, ♭B⊥, A
ax
⊢ B⊥, B
♭
⊢ ♭B⊥, B
♭w
⊢ ♭A⊥, ♭B⊥, B
&
⊢ ♭A⊥, ♭B⊥, A&B
!♭
⊢ ?A⊥, ?B⊥, !(A&B) `
⊢ ?A⊥ ` ?B⊥, !(A&B)
ax
⊢ A⊥, A
⊕1
⊢ A⊥ ⊕B⊥, A
♭
⊢ ♭(A⊥ ⊕B⊥), A
!♭
⊢ ?(A⊥ ⊕B⊥), !A
ax
⊢ B⊥, B
⊕2
⊢ A⊥ ⊕B⊥, B
♭
⊢ ♭(A⊥ ⊕B⊥), B
!♭
⊢ ?(A⊥ ⊕B⊥), !B
⊗
⊢ ?(A⊥ ⊕B⊥), ?(A⊥ ⊕B⊥), !A⊗ !B
?c
⊢ ?(A⊥ ⊕B⊥), !A⊗ !B
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On peut noter que la traduction ♭A 7→ ?A permet de plonger ce syste`me avec ♭ dans LL, et que
les deux preuves ci-dessus redonnent ainsi celles de l’isomorphisme !(A&B) ≃ !A⊗ !B dans LL.
Pouvoir e´tendre les logiques line´aires alle´ge´es sans briser les bornes de complexite´ associe´es
est un point important dans la recherche de syste`mes permettant de repre´senter le plus pos-
sible d’algorithmes (i.e. allant vers plus d’expressivite´ intentionnelle). L’ajout des connecteurs
additifs les plus expressifs possible va dans ce sens. On s’inte´resse souvent aussi a` l’ajout de
l’affaiblissement dans les variantes intuitionnistes des logiques alle´ge´es [AR02].
5 Mode`les cate´goriques
L’e´tude des mode`les de´notationnels d’un syste`me logique passe souvent par une de´finition
cate´gorique de ces mode`les.
5.1 Mode`les a` la Seely
Dans le cas de LL, la premie`re proposition d’une telle de´finition est due a` R. Seely [See89]
(on s’inte´resse en fait directement a` la version corrige´e par G. Biermann [Bie95, Mel03] et de
plus au cas ⋆-autonome et pas seulement mono¨ıdal clos).
De´finition (Cate´gorie de Seely)
Une cate´gorie de Seely L est une cate´gorie ⋆-autonome avec produits finis munie d’un endo-
foncteur ! tel que :
1. (!, δ, ε) est une comonade
2. (!, p, q) est un foncteur mono¨ıdal syme´trique fort de (L,&,⊤) dans (L,⊗, 1)
3. le diagramme suivant commute :
!A⊗ !B
pA,B
//
δA⊗δB

!(A&B)
δA&B

!!A⊗ !!B
p!A,!B
&&N
N
N
N
N
N
N
N
N
N
N
!!(A &B)
!〈!proj1,!proj2〉

!(!A& !B)
La suppression des re`gles de de´re´liction et digging lors du passage de LL a` ELL correspond
naturellement a` la suppression de la structure de comonade de ! (et par conse´quent le dia-
gramme de la condition 3 n’a plus de raison d’eˆtre). Il est cependant ne´cessaire de rajouter de
nouvelles conditions, la disparition de la structure de comonade faisant perdre trop. En particu-
lier, dans une cate´gorie de Seely, il de´coule de la structure pre´sente que (!,m,n) est un foncteur
mono¨ıdal syme´trique de (L,⊗, 1) dans (coMON (L),⊗, 1) (ou` coMON (L) est la cate´gorie des
⊗-comono¨ıdes de L). On arrive ainsi a` la de´finition suivante de mode`le de ELL [Lau09] :
De´finition (Cate´gorie de Seely e´le´mentaire)
Une cate´gorie de Seely e´le´mentaire C est une cate´gorie ⋆-autonome avec produits finis munie
d’un endofoncteur ! tel que :
1. (!,m,n) est un foncteur mono¨ıdal syme´trique de (C,⊗, 1) dans (coMON (C),⊗, 1)
2. (!, p, q) est un foncteur mono¨ıdal syme´trique fort de (C,&,⊤) dans (C,⊗, 1)
3. ! transporte la structure de &-comono¨ıde de A sur la structure de ⊗-comono¨ıde de !A
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Comme sugge´re´ ci-dessus, on montre que toute cate´gorie de Seely est une cate´gorie de Seely
e´le´mentaire.
Une fois cette de´finition donne´e, se pose la question de l’interpre´tation d’un syste`me logique
avec pre´-connecteur, comme l’est l’extension de ELL avec connecteurs additifs. Le sche´ma clas-
sique en logique cate´gorique consiste a` e´tablir les correspondances suivantes : formule 7→ objet,
preuve 7→ morphisme, connecteur 7→ foncteur (ou multi-foncteur), et re`gle 7→ transformation
naturelle. Pour simplifier les notations, notons ♯ le dual de ♭ (♯A = (♭A⊥)⊥) qui est a` ! ce que
♭ est a` ?. On ne va pas interpre´ter ♯ par un foncteur mais, de manie`re plus ge´ne´rale, par toute
une famille de foncteurs S. Ainsi une pre´-preuve π de conclusion ⊢ ♭A⊥, B sera interpre´te´e par
un morphisme de ♯A dans B ou` ♯ est un e´le´ment de S qui de´pend de π. Dans le cas d’une
preuve (et pas d’une pre´-preuve), les pre´-connecteurs disparaissent et les objets source et cible
du morphisme interpre´tant la preuve ne de´pendent plus de celle-ci. On retrouve le cadre usuel.
On de´finit S comme la plus petite famille d’endofoncteurs de C contenant le foncteur identite´
et les foncteurs constants 1 et ⊤, et close par ⊗ et par & (ainsi A 7→ ⊤ ⊗ ((A ⊗ A) & (1 & A))
est un e´le´ment de S). On montre que tout e´le´ment de S est un foncteur mono¨ıdal syme´trique
de (C,⊗, 1) dans (C,⊗, 1), ce qui fait de !♯ un foncteur mono¨ıdal syme´trique de (C,⊗, 1) dans
(coMON (C),⊗, 1) (de`s que ♯ ∈ S). On de´finit de plus une transformation naturelle mono¨ıdale
b♯ de ! dans !♯ pour chaque ♯ dans S. Ceci fournit les ingre´dients ne´cessaires a` l’interpre´tation
de ELL. A` titre d’exemple, voici comment interpre´ter les re`gles (♭c) et (!♭) dans une cate´gorie
de Seely e´le´mentaire :
(♭c) Un morphisme de ♯1(A) ⊗ ♯2(A) dans B est un morphisme de ♯1 ⊗ ♯2(A) dans B avec
♯1 ⊗ ♯2 ∈ S si ♯1 ∈ S et ♯2 ∈ S.
(!♭) Si ♯1 et ♯2 sont deux e´le´ments de S et si f est un morphisme de ♯1A⊗ ♯2B dans C, on
construit :
!A⊗ !B
b♯1⊗b♯2
−−−−−→ !♯1A⊗ !♯2B
m
−→ !(♯1A⊗ ♯2B)
!f
−→ !C
Juste un mot concernant LLL : la de´finition d’une notion de cate´gorie de Seely le´ge`re, en
supprimant la condition de mono¨ıdalite´ de ! de (C,⊗, 1) dans (coMON (C),⊗, 1), en introduisant
un foncteur mono¨ıdal syme´trique § de (C,⊗, 1) dans (C,⊗, 1) et en demandant l’existence d’une
transformation naturelle de ! dans § (pour interpre´ter !A ⊢ §A), ne doit pas poser de proble`me
et ne doit apporter aucune nouveaute´ particulie`re par rapport au cas de ELL.
Pour ce qui est de SLL, le travail a e´te´ fait par B. Redmond [Red07] qui a de´fini les cate´gories
a` multiplexeur.
De´finition (Cate´gorie a` multiplexeur)
Une cate´gorie a` multiplexeur M est une cate´gorie ⋆-autonome munie d’un endofoncteur ! tel
que :
1. (!,m,n) est un foncteur mono¨ıdal syme´trique de (M,⊗, 1) dans (M,⊗, 1)
2. pour tout entier n, il existe une transformation naturelle mono¨ıdale µn de ! dans A 7→
A⊗ · · · ⊗A (n fois)
3. les deux diagrammes suivants commutent:
!A⊗ !B
m
//
µn⊗µn

!(A⊗B)
µn

A⊗ · · · ⊗A⊗B ⊗ · · · ⊗B ∼
// (A⊗B)⊗ · · · ⊗ (A⊗B)
1
n
//
∼
%%J
J
J
J
J
J
J
J
J
J !1
µn

1⊗ · · · ⊗ 1
27
Ajouter l’hypothe`se que M a des produits finis suffit a` interpre´ter les re`gles usuelles des
connecteurs additifs de LL.
Une cate´gorie a` multiplexeur est dite syme´trique si le diagramme suivant commute :
!A
µn
//
µn
%%L
L
L
L
L
L
L
L
L
L
L
A⊗ · · · ⊗A
σ

A⊗ · · · ⊗A
pour toute permutation σ.
5.2 Mode`les line´aires/non-line´aires
Une proposition alternative concernant la de´finition de mode`les cate´goriques de LL est due
a` N. Benton [Ben94] (a` nouveau on donne la version ⋆-autonome et avec produits).
De´finition (Mode`le line´aire/non-line´aire)
Un mode`le line´aire/non-line´aire est donne´ par une cate´gorie ⋆-autonome C avec produits finis,
une cate´gorie carte´sienne M et une adjonction mono¨ıdale syme´trique entre elles.
Un mode`le line´aire/non-line´aire fournit donc un foncteur F de C dans M adjoint a` droite
d’un foncteur G de M dans C, tous deux mono¨ıdaux syme´triques.
Le foncteur ! est obtenu comme la composition G ◦ F . Sa structure de comonade (donc
la possibilite´ d’interpre´ter les re`gles de de´re´liction et de digging) est induite par l’adjonction.
Comme avec les cate´gories de Seely, supprimer brutalement la proprie´te´ d’adjonction pour
de´finir une version e´le´mentaire est trop violent. Il est ne´cessaire d’exiger certaines proprie´te´s
qui de´coulaient de cette d’adjonction. On arrive a` la de´finition suivante :
De´finition (Mode`le line´aire/non-line´aire e´le´mentaire)
Un mode`le line´aire/non-line´aire e´le´mentaire est donne´ par une cate´gorie ⋆-autonome C avec
produits finis, une cate´gorie carte´sienne M, un foncteur F de C dans M et un foncteur G de
M dans C tels que :
1. F est un foncteur mono¨ıdal syme´trique
2. G est un foncteur mono¨ıdal syme´trique fort
3. F pre´serve les produits
Tout mode`le line´aire/non-line´aire est un mode`le line´aire/non-line´aire e´le´mentaire.
On montre que les notions de cate´gorie de Seely e´le´mentaire et de mode`le line´aire/non-
line´aire e´le´mentaire sont e´quivalentes au sens ou` : toute cate´gorie de Seely e´le´mentaire induit
un mode`le line´aire/non-line´aire e´le´mentaire et tout mode`le line´aire/non-line´aire e´le´mentaire
induit une cate´gorie de Seely e´le´mentaire. Ceci implique que les mode`les line´aires/non-line´aires
e´le´mentaires permettent d’interpre´ter ELL.
La de´finition de mode`les de LLL ne´cessite d’introduire un foncteur § tel que §A ne soit
pas muni d’une structure de ⊗-comono¨ıde. Dans le contexte line´aire/non-line´aire, ceci interdit
de composer F avec un foncteur op-mono¨ıdal. De meˆme, rendre ! non mono¨ıdal interdit de
composer F avec un foncteur mono¨ıdal. On introduit donc deux foncteurs diffe´rents deM dans
C, pour aboutir a` la proposition suivante de mode`le de LLL :
De´finition (Mode`le line´aire/non-line´aire le´ger)
Un mode`le line´aire/non-line´aire le´ger est donne´ par une cate´gorie ⋆-autonome C avec produits
finis, une cate´gorie carte´sienne M, un foncteur F de C dans M, deux foncteurs G et H de M
dans C et une transformation naturelle α de G dans H tels que :
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1. F est un foncteur mono¨ıdal syme´trique
2. G est un foncteur op-mono¨ıdal syme´trique
3. H est un foncteur mono¨ıdal syme´trique
4. F pre´serve les produits
C M
F
G
H
α
La transformation naturelle α permet d’interpre´ter !A ⊢ §A en de´finissant ! = G ◦ F et
§ = H ◦ F .
Tout mode`le line´aire/non-line´aire e´le´mentaire est un mode`le line´aire/non-line´aire le´ger : c’est
le cas particulier ou` G = H est mono¨ıdal fort et ou` α = id.
La pertinence de ces mode`les de LLL reste cependant a` e´tudier.
L’approche line´aire/non-line´aire ne semble pas adapte´e a` SLL, ou` les ⊗-comono¨ıdes ne sont
pas pre´ponde´rants contrairement a` LL, ELL et LLL.
6 Le mode`le obsessionnel
Une fois le cadre cate´gorique e´tabli, on cherche a` construire des mode`les concrets. Les
mode`les de´notationnels des logiques line´aires alle´ge´es sont encore toutefois peu nombreux dans
la litte´rature [Bai04, MO00, DLH05].
Une approche naturelle consiste a` chercher des proprie´te´s se´mantiques au sein des mode`les
de LL qui correspondent aux spe´cificite´s des syste`mes alle´ge´s. L’inte´reˆt est alors de construire
des mode`les qui re´futent les principes responsables de l’explosion de complexite´ qui a lieu dans
LL. Ainsi un mode`le de ELL ne doit pas valider la de´re´liction !A ⊸ A et un mode`le de SLL
ne doit pas valider la contraction !A ⊸ !A ⊗ !A. Mieux encore, une approche aboutie de la
se´mantique de ces syste`mes devrait permettre de de´duire les bornes de complexite´ directement
des mode`les sans retour a` la syntaxe. Des travaux dans cette direction sont en cours.
C’est cette volonte´ de trouver des mode`les des syste`mes alle´ge´s qui ne soient pas des mode`les
de LL tout entier et qui puissent donc eˆtre significatifs sur le plan de la complexite´ qui ont guide´
les travaux mentionne´s pre´ce´demment sur les mode`les cate´goriques. L’ade´quation du travail
cate´gorique abstrait avec la logique est conforte´ par le fait que les deux principaux mode`les
de ELL (dont nous allons parler maintenant), le mode`le stratifie´ et le mode`le obsessionnel,
fournissent tous les deux des cate´gories de Seely e´le´mentaires.
La premie`re proposition dans le domaine de la se´mantique des syste`mes alle´ge´s est celle
des espaces cohe´rents stratifie´s [Bai04] qui de´finissent des mode`les de ELL et LLL. Elle forma-
lise au niveau se´mantique la proprie´te´ de stratification satisfaite par ces deux syste`mes : la
profondeur d’un nœud dans un re´seau ne change pas durant l’e´limination des coupures. L’in-
terpre´tation de la re`gle de promotion/boˆıte dans les se´mantiques relationnelle et cohe´rente se
fait en collectant un nombre arbitraire d’interpre´tations de la pre´misse sous forme de multi-
ensemble. Ceci est particulie`rement clair lorsqu’on utilise le calcul de la se´mantique par les
expe´riences [Gir87]. En associant les expe´riences obsessionnelles [TdF03] (une forme particulie`re
d’expe´rience re´pe´tant toujours, et un meˆme nombre de fois, les calculs effectue´s dans la pre´misse
d’une promotion/boˆıte, et qui fournissent ainsi un outil particulie`rement utile pour coder de
l’information sur la structure d’un re´seau) et l’ide´e de stratification, on aboutit a` une autre
notion, les cliques obsessionnelles : si la profondeur d’un nœud est un invariant de la re´duction
alors, partant d’un e´le´ment de JπK, il doit eˆtre possible d’en obtenir un autre en ite´rant un plus
grand nombre de fois ce qui se passe dans les boˆıtes. Cliques stratifie´es et cliques obsessionnelles
fournissent ainsi deux formulations se´mantiques assez diffe´rentes de la proprie´te´ de stratification
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de ELL. En particulier, on sait adapter les cliques stratifie´es pour mode´liser LLL mais pas pour
SLL, alors qu’on sait adapter les cliques obsessionnelles pour mode´liser SLL mais pas aussi bien
pour LLL.
Le mode`le des cliques obsessionnelles [LTdF06] est de´fini en munissant les ensembles utilise´s
dans le mode`le relationnel (on pourrait e´galement travailler sur le mode`le cohe´rent [Lau09])
d’une action du mono¨ıde multiplicatif des entiers non nuls (N⋆,×, 1). Dans le mode`le relationnel,
une formule A est interpre´te´e par un ensemble JAK (la trame) et les preuves π de A par des
sous-ensembles JπK de JAK. Les connecteurs multiplicatifs ⊗, ` et ⊸ sont interpre´te´s par le
produit carte´sien, les connecteurs additifs & et ⊕ par l’union disjointe et enfin J!AK = J?AK =
Mfin(JAK) (ou` Mfin(E) est l’ensemble des multi-ensembles finis d’e´le´ments de E). Concernant
l’action du mono¨ıde (N⋆,×, 1), elle est donne´e composante par composante pour les connecteurs
multiplicatifs (et additifs). Le cas inte´ressant est celui des connecteurs exponentiels. Si t est un
entier, on de´finit une famille (indice´e par t ∈ N) d’actions sur J!AK a` partir de l’action de JAK :
k ·t [a1, . . . , an] =
{
[k ·t a1, . . . , k ·t an] si n ≤ t
[k ·t a1, . . . , k ·t an]
k si n > t
ou` [a1, . . . , an]
k est le multi-ensemble a` kn e´le´ments obtenu en copiant k fois chaque e´le´ment.
On dit alors que c ⊆ JAK est t-obsessionnelle si, pour tout x ∈ c et pour tout k ∈ N⋆, k ·t x ∈ c.
On utilise ici la terminologie de clique car les constructions propose´es s’appliquent a` l’identique
dans le cas du mode`le cohe´rent.
On montre que si π est une preuve de ELL alors JπK est 0-obsessionnelle et si π est une
preuve de SLL alors JπK est t-obsessionnelle pour tout t suffisamment grand. Ainsi la de´re´liction
interpre´te´e comme d = {([a], a) | a ∈ JAK} est t-obsessionnelle exactement pour t > 0 (de`s qu’il
y a copie a` l’inte´rieur du multi-ensemble, on sort de d) en accord avec le fait qu’elle est valide
dans SLL mais pas dans ELL. D’autre part, la contraction interpre´te´e comme c = {(µ+ν, µ, ν) |
(µ, ν) ∈ J!AK2} est 0-obsessionnelle et accepte´e par ELL mais n’est obsessionnelle pour aucun
autre indice et donc bien rejete´e pour SLL (sinon il peut y avoir copie dans la somme mais pas
dans les composants pris se´pare´ment et on sort de c). L’introduction du parame`tre t variable
pour l’interpre´tation de SLL est tre`s similaire a` la construction cate´gorique ge´ne´rale introduite
inde´pendamment par B. Redmond [Red07].
Du travail ge´ne´ral sur les mode`les cate´goriques de ELL de´coule une preuve tre`s simple du
fait que le mode`le des cliques obsessionnelles s’e´tend aux connecteurs additifs pour ELL. Dans la
mesure ou` l’on travaille a` l’inte´rieur d’un mode`le de LL, il suffit de montrer que les constructions
ne´cessaires a` l’interpre´tation des preuves de ELL pre´servent l’obsessionalite´ (les e´galite´s requises
entre morphismes de´coulent directement du fait que le mode`le de LL ambiant les valide). En
l’absence de connecteurs additifs, il suffit de ve´rifier chaque re`gle du calcul des se´quents. Pour les
connecteurs additifs, l’aspect global de leur inte´gration ne´cessite d’isoler les principes ne´cessaires
a` l’interpre´tation des preuves, ce que l’analyse cate´gorique a permis : il suffit de ve´rifier que &
fournit un produit carte´sien dans la cate´gorie obsessionnelle et que l’isomorphisme !(A&B) ≃
!A⊗ !B est obsessionnel.
6.1 Comple´tude relative
Nous nous sommes inte´resse´s a` la comple´tude forte des mode`les ainsi construits. La re´ponse
est imme´diatement ne´gative : ELL et SLL contiennent tous les deux MLL pour lequel le mode`le
relationnel n’est pas complet et l’obsessionalite´ inope´rante. Ceci conduit a` l’introduction d’une
notion plus faible de comple´tude relative. Si S0 est un sous-syste`me de S et siM0 est un mode`le
de S0 obtenu en restreignant un mode`le M de S, M0 est relativement complet pour S0 si
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JS0K = M0 ∩ JSK (alors que la comple´tude forte serait JS0K = M0). On peut noter qu’un
re´sultat de comple´tude relative interdit les mode`les de S vus comme mode`les de S0. De`s que
S0 est une restriction non triviale de S (en particulier JS0K 6= JSK), M n’est pas un mode`le
relativement complet de S0, puisque sinon JS0K = M ∩ JSK = JSK. Un mode`le relativement
complet donne une caracte´risation se´mantique des preuves de S qui sont dans S0. Graˆce aux
techniques de´veloppe´es dans [TdF03] sur les expe´riences obsessionnelles, nous avons pu montrer
la comple´tude relative de nos mode`les de ELL et SLL.
On peut noter qu’afin d’interpre´ter des syste`mes extensionnellement complets pour les temps
e´le´mentaire et polynomial, nous devons aller au-dela` des fragments propositionnels. La solution
usuelle consiste a` prendre en compte la quantification du second ordre, ce qui complique beau-
coup la construction et l’e´tude des mode`les. Nous avons pre´fe´re´ utiliser des versions non type´es
des syste`mes ELL et SLL, ce qui garantit e´galement la comple´tude extensionnelle. Pour les in-
terpre´ter, on introduit dans notre mode`le un ensemble D « a` la Scott » tel que D×D etMfin(D)
s’injectent dans D.
Une question naturelle qui se pose est de chercher a` traiter LLL de la meˆme manie`re afin
d’obtenir en particulier un mode`le relativement complet (le mode`le stratifie´ l’est pour ELL, mais
sa version stratifie´e borne´e pour LLL ne l’est pas). Ce proble`me reste ouvert.
7 Mesure se´mantique du temps de calcul en logique line´aire
L’approche pre´ce´dente consistait a` chercher des mode`les spe´cifiquement adapte´s a` un syste`me
alle´ge´ particulier (dont on connaˆıt la classe de complexite´ associe´e, par correction et comple´tude
extensionnelle). Une alternative possible est de chercher a` calculer la complexite´ (temps de cal-
cul notamment) de n’importe quelle preuve de LL, de manie`re a` de´terminer ensuite si une preuve
donne´e repre´sente un pre´dicat de complexite´ polynomiale par exemple. Un inte´reˆt majeur de
cette approche est de se libe´rer des proble`mes d’expressivite´ intentionnelle puisqu’il n’y a plus
de restriction a priori sur l’espace des algorithmes autorise´s.
Un obstacle imme´diat apparaˆıt si on cherche une approche se´mantique a` cette question. En
effet, un mode`le de´notationnel fournit un invariant du calcul. L’interpre´tation d’une preuve et
de sa forme normale est la meˆme. Par conse´quent il n’est pas possible d’extraire une informa-
tion sur le temps de normalisation a` partir de l’interpre´tation de´notationnelle d’une preuve.
Une premie`re manie`re de contourner ce point consiste a` de´finir une paire d’interpre´tations : la
premie`re de´finissant un mode`le de´notationnel, la seconde n’e´tant pas invariante par re´duction
mais la plus proche possible de la premie`re en ajoutant juste l’information ne´cessaire pour
e´valuer le temps de normalisation. C’est ce que nous allons pre´senter a` l’aide d’un mode`le de
jeux [DLL08]. Une second solution consiste, non pas a` de´terminer (a` partir de sa se´mantique)
le temps de normalisation d’une preuve mais, e´tant donne´es deux preuves normales de A ⊢ B
et B ⊢ C, a` de´terminer le temps de normalisation de la preuve obtenue par coupure sur B,
graˆce aux interpre´tations des deux preuves d’origine. C’est ce qui est propose´ dans [dCPTdF09]
a` l’aide du mode`le relationnel.
Du fait de leur proximite´ avec la syntaxe, les mode`les de jeux sont un candidat naturel pour
e´tudier pre´cise´ment la normalisation des preuves. Les principaux mode`les de jeux de la logique
line´aire se concentrent sur le fragment intuitionniste IMELL. Se restreindre a` ce fragment n’est
pas trop proble´matique pour nous puisqu’il reste suffisamment expressif pour repre´senter tout
ce que l’on peut faire en λ-calcul type´. Ceci e´tant, un de´faut majeur des mode`les de jeux pour
ce qui nous inte´resse ici est leur caracte`re affine : ils sont incapables d’inspecter les parties de
preuves/programmes qui seront efface´es pendant la normalisation puisque ces parties de preuve
ne participent pas du tout a` l’interpre´tation dans les jeux. Par conse´quent il n’est pas possible
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de mesurer dans les jeux le temps ne´cessaire a` effacer un morceau de preuve (qu’il soit gros ou
non) alors que ceci apparaˆıt explicitement dans la syntaxe. De meˆme, du calcul (aussi long soit-
il) effectue´ dans un morceau de preuve, que l’on efface ensuite dans la syntaxe, est totalement
invisible dans les jeux.
On s’inte´resse a` un mode`le de jeux construit a` partir des constructions multiplicatives
usuelles sur les jeux a` parties (par exemple [Abr97]) ce qui fournit une cate´gorie mono¨ıdale
syme´trique ferme´e et donc permet d’interpre´ter IMLL.
De´finition (Jeu)
Un jeu est un triplet (MA, λA,PA) forme´ d’un ensemble de coupsMA, d’une fonction de polarite´
λA : MA → {O, J} et d’un ensemble de parties PA qui sont des suites de coups de polarite´s
alterne´es et commenc¸ant par un coup Opposant.
Pour interpre´ter IMELL, on de´finit habituellement une construction de jeux ♯A en cre´ant
des copies de A indice´es par des entiers : M♯A = N ×MA, λ♯A(k, m) = λA(m) et s ∈ P♯A si,
pour tout k, s ↾k ∈ PA (ou` s ↾k est obtenue en ne gardant que les coups d’indice k dans s).
Utiliser directement cette construction pour interpre´ter ! pose les proble`mes de caracte`re affine
que nous mentionnions. Afin de les e´viter, on introduit une construction de de´calage ajoutant
deux coups en de´but de parties : ˜A = (MA ∪ {o, c}, λA ∪ {(o, O), (c, J)}, {ε, o} ∪ oc.PA). Ceci
permet d’ajouter du « temps » en de´but de partie et on de´finit !A = ♯˜A. Le de´faut de cette
construction est d’introduire de la se´quentialite´ dans l’interpre´tation des re`gles comme le montre
le cas de la re`gle de promotion multi-fonctorielle :
!A1 , . . . , !An ⊢ !A
(k, o)
(k, o)
(k, c)
. . .
(k, o)
(k, c)
(k, c)
...
On de´finit ainsi une interpre´tation de IMELL [DLL08] : la strate´gie associe´e a` une preuve est, a`
l’ordre des coups o et c par rapport aux autres pre`s, invariante par e´limination des coupures.
Il convient alors d’enrichir ce mode`le avec des informations qui ne sont pas invariantes par
re´duction (meˆme modulo permutation de coups) mais permettent de mesurer la complexite´.
Lors de la construction ˜A, on introduit des jetons • (dans l’esprit de [Ghi05]) entre les coups
o et c. Ces jetons ne se comportent pas exactement comme des coups puisqu’ils n’ont pas de
polarite´ et s’accumulent lors de la composition : alors que les coups dans B disparaissent lors
d’une composition de σ : A → B avec τ : B → C, les jetons pre´sents dans B sont conserve´s.
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Les jetons sont introduits a` travers les re`gles de promotion multi-fonctorielle :
!A1 , . . . , !An ⊢ !A
(k, o)
(k, o)
(k, c)
. . .
(k, o)
(k, c)
•
(k, c)
...
Le point important est qu’il est possible de de´finir une mesure de complexite´ a` l’inte´rieur
de ce mode`le de jeux avec jetons. Si ⊤ est le jeu vide (sans coup), les parties maximales du jeu
˜⊤ sont de la forme o • · · · • c, et sont donc en bijection avec N (en comptant le nombre de
jetons). On de´finit pour tout jeu A, une strate´gie TAA : A → ˜⊤ afin d’analyser le temps de
normalisation des preuves : si π est une preuve de A, et si JπK : A est la strate´gie avec jetons
associe´e, TAA de´finit une fonction C des preuves de IMELL dans N en composant JπK avec TAA
et en extrayant l’entier obtenu dans ˜⊤. Le calcul de la complexite´ associe´e a` une strate´gie est
ainsi internalise´ dans le mode`le de jeux via TA, de plus on peut noter que TAA ne de´pend que
de A.
Pour simplifier la de´finition de TA, on se restreint a` la re´duction de surface, c’est-a`-dire ne
re´duisant pas de coupure a` l’inte´rieur des boˆıtes dans les re´seaux. Cette strate´gie de re´duction
est suffisamment puissante pour calculer la forme normale d’un re´seau repre´sentant un entier
par exemple.
The´ore`me (Ade´quation de la mesure de complexite´)
La longueur maximale d’une re´duction de surface de π (a` laquelle on ajoute la taille du plus
grand re´duit de π) et la mesure C(π) (a` laquelle on ajoute la taille de π) sont polynomialement
relie´es.
L’objectif est de´sormais d’unifier les deux approches de construction de mode`les que nous
avons pre´sente´es, en trouvant des mode`les a` complexite´ intrinse`quement borne´e. C’est-a`-dire
des mode`les qui non seulement permettent d’interpre´ter une (ou des) logique(s) alle´ge´e(s)
(ce qui offre une garantie d’expressivite´) mais assurent e´galement une borne de complexite´
sur les preuves ou programmes interpre´tables dans le mode`le. Ce type d’approche apparaˆıt
dans [DLH05]. Il nous parait naturel d’essayer de travailler dans le contexte de la se´mantique
des jeux [Abr02, Red07].
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L’e´tude de la correspondance de Curry-Howard est quasi-inte´gralement consacre´e au cas
du calcul se´quentiel alors qu’une part tre`s importante de l’informatique concerne la program-
mation concurrente et les syste`mes distribue´s et mobiles, ce qui se traduit par d’importants
de´veloppements autour des alge`bres de processus concurrents. Il n’y a que tre`s peu de passerelles
avec la logique, et celles-ci sont toujours obtenues finalement en appliquant une modification ad
hoc des syste`mes conside´re´s. Une raison a` cela est le manque de compre´hension des aspects non
de´terministes de l’e´limination des coupures en logique. De ce point de vue, l’introduction de
la logique line´aire diffe´rentielle a profonde´ment modifie´ le paysage : l’e´limination des coupures
est de´terministe mais une preuve est constitue´e d’une superposition (combinaison line´aire) de
preuves simples. Il s’agit de la traduction syntaxique de mode`les de la logique line´aire construits
a` partir d’espaces vectoriels. Il semble alors possible d’interpre´ter la re´duction d’une preuve π
en une somme π1+π2 comme la capacite´ du processus repre´sente´ par π a` se re´duire de manie`re
non de´terministe en π1 ou en π2.
Dans un premier temps nous pre´sentons comment une extension (apparemment) tout a` fait
ad hoc des re´seaux de preuve polarise´s permet d’e´tablir des liens tre`s e´troits avec une version
type´e du π-calcul. Graˆce aux re´seaux d’interaction diffe´rentiels, on e´tablit ensuite une autre
connexion entre π-calcul et logique line´aire, mais cette fois sans modifier de manie`re arbitraire
le syste`me logique utilise´. On peut enfin ve´rifier que l’analyse par la logique line´aire diffe´rentielle
permet de justifier logiquement l’extension utilise´e pre´ce´demment en logique line´aire polarise´e.
On aboutit de cette manie`re a` des traductions de calculs de processus dans la logique line´aire
diffe´rentielle, sans qu’il soit ne´cessaire de modifier celle-ci. Vues comme les premie`res pierres
d’une correspondance de Curry-Howard concurrente, elles permettent d’envisager se´rieusement
des transferts de technologies a` partir des outils de´veloppe´s en logique line´aire diffe´rentielle. Les
travaux existant par ailleurs ne´cessitaient de quitter le monde de la logique et par conse´quent hy-
pothe´quaient se´rieusement les chances de re´-utiliser les outils de´veloppe´s auparavant en the´orie
de la de´monstration.
8 π-calcul type´ et re´seaux polarise´s
Partant d’un π-calcul asynchrone, M. Berger, K. Honda et N. Yoshida ont construit une
restriction du π-calcul se´quentielle et de´terministe qui permet de coder exactement le λµ-
calcul [HYB04]. Par ailleurs, du fait des liens e´troits entre logique classique constructive, λµ-
calcul et logique line´aire polarise´e, les re´seaux de preuve polarise´s fournissent une syntaxe gra-
phique pour le λµ-calcul [Lau03]. Via ce point commun qu’est le λµ-calcul, on trouve ainsi
une connexion entre π-calcul et re´seaux polarise´s. Lorsque l’on cherche a` comprendre plus
pre´cise´ment ce lien, un premier e´le´ment est que l’on obtient des traductions directes entre ces
deux syste`mes qui s’abstraient totalement du λµ-calcul et sont de nature plus primitive. Ainsi
meˆme si le λµ-calcul a pu servir de point de contact initial, il apparaˆıt que π-calcul et re´seaux
polarise´s sont beaucoup plus proches l’un de l’autre que du λµ-calcul. Un second e´le´ment est
que si les re´seaux polarise´s fournissent ainsi une syntaxe graphique pour un π-calcul restreint,
on peut essayer de relaˆcher les contraintes qui ont e´te´ impose´es aux π-termes et de comprendre
leur signification en termes de re´seaux.
On conside`re un π-calcul polyadique construit de la manie`re suivante :
P ::= !x(~y).P | x¯(~y)P | P |P | νxP | 1
ou` !x(~y).P est une re´ception re´plique´e (avec ~y lie´ dans P ), x¯(~y)P est une e´mission asynchrone
prive´e (avec ~y lie´ dans P ) qui peut s’e´crire ν~y(x¯〈~y〉|P ) en π-calcul usuel, P |Q est la mise en
paralle`le de deux processus, νxP est la restriction (x est lie´ dans P ) et 1 est le processus inactif.
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La re`gle de re´duction cruciale est celle de communication entre une e´mission et une re´ception :
x¯(~y)P | !x(~y).Q → ν~y(P | Q) | !x(~y).Q
Le syste`me de typage pre´sente´ dans [HYB04] peut eˆtre de´compose´ de la manie`re suivante :
1. Localite´ : les canaux rec¸us lors d’une re´ception sont ne´cessairement utilise´s en e´mission.
2. De´terminisme en re´ception : un canal ne peut pas eˆtre utilise´ simultane´ment (i.e. en
paralle`le) pour deux re´ceptions.
3. De´terminisme en e´mission : un processus contient exactement une unique e´mission active.
4. Acyclicite´ : la se´quentialite´ induite par les pre´fixes de re´ception re´plique´e de´finit une
relation sur les canaux qui est acyclique.
Nous avons montre´, avec Kohei Honda [HL08], que les π-termes ve´rifiant toutes ces contraintes
correspondent a` des re´seaux de preuve polarise´s (satisfaisant le crite`re de correction). Plus
pre´cise´ment, il est possible de relaˆcher les contraintes de typage sur le π-calcul et d’identifier
les conditions associe´es dans les re´seaux. Le re´sultat est e´tonnamment simple : l’acyclicite´ du
π-calcul correspond a` l’acyclicite´ oriente´e du crite`re de correction polarise´, le de´terminisme
en e´mission correspond a` la connexite´ du crite`re de correction, le de´terminisme en re´ception
correspond a` l’unicite´ de la pre´misse dans la re`gle de promotion (contrainte que la logique
line´aire diffe´rentielle nous autorisera a` relaˆcher graˆce au principe de co-contraction), enfin la
localite´ correspond a` la contrainte de contexte ?Γ de la re`gle de promotion (nous ne toucherons
pas a` cette dernie`re hypothe`se faute de quoi la logique line´aire perd rapidement son sens). Ceci
permet d’e´clairer les conditions de typage du π-calcul sous un nouveau jour, un peu comme les
conditions de se´mantique des jeux (parenthe´sage, rigidite´, totalite´, ...) apportent un nouveau
regard sur les constructions syntaxiques des langages fonctionnels.
Ainsi en ne gardant que la condition de localite´ du syste`me de typage du π-calcul, on obtient
une e´quivalence avec un syste`me de structures de preuve polarise´es (re´seaux polarise´s sans crite`re
de correction) dans lesquelles les nœuds ! peuvent avoir plusieurs pre´misses (voir ci-dessous).
Cette extension (a priori ad hoc : nous verrons un peu plus loin comment la logique line´aire
diffe´rentielle la justifie) de la logique line´aire polarise´e avec plusieurs boˆıtes associe´es a` un
meˆme nœud ! permet d’introduire du non de´terminisme dans l’e´limination des coupures. Si une
contraction duplique toutes les boˆıtes et un affaiblissement les efface toutes, une de´re´liction
se´lectionne l’une d’entre elles de manie`re non de´terministe, l’ouvre et supprime les autres (on
trouvera un exemple dans la section 9.5).
En tenant compte de la polarisation et afin d’optimiser la repre´sentation des π-termes par
les re´seaux, on fait des choix spe´cifiques dans la syntaxe des re´seaux. On utilise quatre types de
nœuds diffe´rents : ⊗, `, ? et !.
!N1 · · · !Nn⊗
1≤i≤n !Ni
n ≥ 0
?P1 · · · ?Pn˙
1≤i≤n ?Pi
n ≥ 0
P · · · P
?P
n ≥ 0 pre´misses
N · · · N
!N
n > 0 pre´misses
Dans ce contexte pre´cis, une structure de preuve est une foreˆt forme´e a` partir des nœuds ci-
dessus. Les racines de la foreˆt sont les conclusions de la structure de preuve et les feuilles sont
obtenues a` l’aide de nœuds ⊗, ` ou ? d’arite´ 0. L’utilisation des nœuds ⊗ et ` d’arite´ arbitraire
(et la contrainte de typage imposant que deux nœuds ⊗ ou deux nœuds ` ne puissent pas eˆtre
imme´diatement l’un au-dessus de l’autre) est justifie´e par l’associativite´ de ces connecteurs ou
encore par la proprie´te´ de focalisation. A` chaque pre´misse de nœud ! est associe´e une boˆıte
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contenant une sous-structure de preuve. Enfin on traite les coupures de manie`re spe´cifique pour
coller a` l’ide´e que l’interaction provient du fait que deux agents veulent effectuer des actions
duales sur une meˆme adresse [Gir01]. Il n’y a donc pas de nœuds coupures mais des areˆtes de
coupure entre la conclusion d’un nœud ? et celle d’un nœud !.
La traduction d’un π-terme est base´e, pour l’essentiel, sur l’ide´e d’associer, a` chaque nom
libre x, une conclusion ? et possiblement une conclusion ! (uniquement si le π-terme contient
des re´ceptions sur x) dans le re´seau correspondant. Des areˆtes de coupure sont introduites entre
la conclusion d’un ? et celle d’un ! lorsqu’ils correspondent au meˆme nom de canal.
Ainsi on a, construction par construction :
– La traduction du π-terme 1 est le re´seau vide.
– La traduction de !x(~y).P est obtenue en ajoutant un nœud ` dont les pre´misses sont les
nœuds ? associe´s aux ~y. On ajoute e´galement un nœud ! avec le ` comme pre´misse et
tout le re´seau (excepte´ le !) comme boˆıte de cette pre´misse. On comple`te avec une areˆte
de coupure entre le nœud ! et un nœud ?.
? !
 
. . .
x
P ≡
. . .
~y
7→ ≡!x(~y).P
– La traduction de x¯(~y)P est obtenue en ajoutant un nœud ⊗ dont les pre´misses sont les
nœuds ! associe´s aux ~y. Si x est libre dans P , la conclusion du ⊗ est ajoute´e comme
pre´misse du ? associe´ a` x, sinon on ajoute un nouveau nœud ? sous le ⊗.
⊗
? !
. . .
x
? !
P ≡ 7→ ≡x¯(~y)P
. . .
~y
x
. . . . . . . . .. . .
– La traduction de P |Q est obtenue en identifiant les nœuds ? et ! des traductions de P et
Q qui correspondent aux meˆmes noms. On augmente ainsi l’arite´ de ces nœuds.
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? !
x
? !
x
≡P
? !
x
. . . . . .
≡Q
. . . . . .
≡7→ P |Q
. . . . . . . . .. . .
– La traduction de νxP est la meˆme que celle de P .
La traduction du π-terme u¯(x) ( x¯(yz)(!y.1 | !y.1 | !z.1) | !x(yz).y¯1 ) est ainsi :
⊗
?
? ?
!
 
⊗
?
⊗
!
 
!
  
? ?
u
The´ore`me (Simulations)
Deux π-termes correspondent a` la meˆme structure de preuve si et seulement si ils sont structu-
rellement congruents.
La re´duction des structures de preuve simule celle des π-termes et la re´duction des π-termes
simule celle des structures de preuve.
Ce re´sultat s’applique naturellement au cas particulier des π-termes type´s a` la [HYB04] et
des re´seaux de preuve corrects.
9 Re´seaux d’interaction diffe´rentiels
Un progre`s majeur par rapport aux travaux pre´ce´dents, notamment [HL08], a e´te´ obtenu
graˆce a` l’utilisation de la logique line´aire diffe´rentielle [ER06] qui permet une justification logique
des constructions.
Cette extension de la logique line´aire provient de travaux se´mantiques sur des mode`les
d’espaces vectoriels pour LL et introduit dans la syntaxe des ope´rations correspondant au calcul
diffe´rentiel qui augmentent la syme´trie entre les connecteurs exponentiels ? et !. Les principes
de co-de´re´liction A ⊸ !A, de co-contraction !A ⊗ !A ⊸ !A et de co-affaiblissement 1 ⊸ !A
deviennent valides. Cette logique est dote´e d’une ope´ration de somme entre preuves qui va
permettre de repre´senter les aspects non de´terministes du calcul : π se re´duit en π1+π2 revient
a` dire que π peut se re´duire de manie`re non de´terministe soit en π1 soit en π2.
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Les re´seaux diffe´rentiels que nous utilisons ici sont base´s sur les cellules suivantes :
`
⊗
?
!
?
! !
?
Il s’agit des cellules par, de´re´liction, affaiblissement, contraction, tenseur, co-de´re´liction, co-
affaiblissement, et co-contraction. Plus ge´ne´ralement, on utilisera des cellules ` et ⊗ d’arite´s
quelconques.
Les principales e´tapes de re´duction (voir [EL07] pour une pre´sentation comple`te) que nous
utiliserons sont les suivantes :
−→−→
+−→ −→
` ⊗
? !
! ?
! ?
? !
!?
?
?
?
?
Les deux premie`res correspondent a` du simple « routage ». La troisie`me est une forme forte de
duplication qui est cruciale dans le comportement des zones de communication que nous allons
de´finir. La dernie`re enfin incarne le non de´terminisme des re´seaux diffe´rentiels : on interpre´tera
la somme obtenue comme la possibilite´ pour le re´seau d’origine de se re´duire arbitrairement en
l’un ou en l’autre des termes de la somme.
En remarquant que l’extension des re´seaux polarise´s de´finie dans [HL08] correspond a` la co-
contraction de´finie en logique line´aire diffe´rentielle (voir section 9.5), nous avons pu avec Thomas
Ehrhard [EL07] de´finir une correspondance de Curry-Howard entre un syste`me logique (non mo-
difie´ spe´cifiquement et donc conservant ses proprie´te´s et ses mode`les de´notationnels) et un calcul
de processus (le fragment finitaire du π-calcul, i.e. sans re´plication ni re´cursion pour l’instant).
On utilise un syste`me de typage polarise´ peu contraignant pour les re´seaux diffe´rentiels, mais
induisant une orientation sur les areˆtes et c’est tout ce qui sera utile pour nous ici concernant ces
types. L’interpre´tation d’un processus du π-calcul par un re´seau diffe´rentiel est alors base´e sur
la repre´sentation de chaque canal de communication par deux areˆtes d’orientations oppose´es,
l’une permettant de repre´senter les e´missions effectue´es par le processus sur ce canal et l’autre
pour les re´ceptions.
Apre`s avoir de´fini les principaux ingre´dients qui nous seront ne´cessaires pour interpre´ter
des processus concurrents a` l’aide des re´seaux diffe´rentiels, nous montrerons a` quelles primitives
calculatoires ils correspondent. On commencera par la communication proprement dite, a` travers
le passage de noms en calcul des solos. On ajoutera dans un deuxie`me temps la se´quentialite´
ne´cessaire a` repre´senter les processus de CCS (donc sans passage de noms). On regroupera alors
tous ces ingre´dients pour pouvoir aborder le π-calcul. De manie`re a` comparer l’approche de´crite
dans la section pre´ce´dente a` base de re´seaux polarise´s avec celle utilise´e ici, on de´crira finalement
les principaux e´le´ments d’une traduction du π-calcul asynchrone de Berger-Honda-Yoshida dans
les re´seaux diffe´rentiels.
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On se restreindra a` des syste`mes finitaires (sans de´finition re´cursive ni re´plication), sans
ope´rateur de choix et sans test d’e´galite´.
9.1 Ingre´dients clefs
On construit une boˆıte a` outils de re´seaux diffe´rentiels qui permettront ensuite de repre´senter
diffe´rentes primitives de communication concurrente [EL07]. On de´crit a` chaque fois la construc-
tion a` partir des cellules des re´seaux diffe´rentiels, les proprie´te´s induites en terme de re´duction
que nous utiliserons par la suite, et enfin des macro-notations pour simplifier les dessins.
Zones de communication. L’ingre´dient essentiel permettant a` deux processus de commu-
niquer est la zone de communication. Le cas central est celui de la zone ternaire (i.e. ayant trois
areˆtes entrantes et trois areˆtes sortantes, correspondant a` trois canaux de communication), et
on utilise e´galement souvent le cas unaire :
?
?!
!
!
?
?!
Ces zones de communication sont de´finies pour des arite´s quelconques et posse`dent de bonnes
proprie´te´s d’associativite´. En effet, brancher ensemble une zone d’arite´ p et une zone d’arite´ q
donne par re´duction une zone d’arite´ p+q−2 (chacune perd 1 d’arite´ du fait du branchement) :
p
...
...q −→ p + q − 2
...
...
ou`, par exemple,
3
est une zone de communication d’arite´ 3.
Actions. Les actions d’e´mission x¯〈~y〉 et de re´ception x〈~y〉 agissent comme des multiplexeurs
regroupant plusieurs canaux :
!
!
...
... ⊗ ?
?
?
... !
... `
L’interaction d’une action de re´ception et d’une action d’e´mission de meˆme arite´ engendre
un de´multiplexage :
...!
... −→
...?
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ou` ? et ! sont des actions d’e´mission et de re´ception. Les canaux ap-
porte´s en « arguments » sont ainsi connecte´s deux a` deux.
On a dit que l’on allait repre´senter les canaux par des paires d’areˆtes d’orientations oppose´es,
or les actions que nous venons de pre´senter n’ont qu’une areˆte « en sortie ». On associe donc
souvent un affaiblissement a` une action d’e´mission et un co-affaiblissement a` une action de
re´ception de manie`re a` ne travailler qu’avec des paires d’areˆtes. La seconde proprie´te´ importante
des actions est que lorsqu’une e´mission (associe´e a` un affaiblissement) et une re´ception (associe´e
a` un co-affaiblissement) sont connecte´es a` la meˆme zone de communication, elles ont la possibilite´
de communiquer :
? !? !
−→ + · · ·3
! ? ! ?
Les autres termes de la somme (dans le re´duit) correspondent aux cas ou` les deux actions
n’interagiront pas ensemble mais potentiellement avec d’autres actions du re´seau.
Transistors. Puisque le calcul dans les re´seaux d’interaction se fait par connexion de deux
cellules par leurs ports principaux, afin d’inactiver un re´dex il suffit de couper le fil reliant
deux ports principaux ou, moins violemment, de connecter les deux extre´mite´s du fil aux ports
auxiliaires d’une cellule. C’est sur cette ide´e qu’est base´e l’introduction de se´quentialite´ dans le
calcul.
On de´finit la « promotion d’identite´ » (de type !(?α⊥ ` α)) :
` ?! note´e I
qui permet de transformer une action d’e´mission (cette utilisation de l’action est totalement
diffe´rente de celle pre´sente´e a` la section pre´ce´dente) en un simple fil :
I? −→
Lorsque l’on souhaite introduire de la se´quentialite´, il est ainsi possible de « geler » l’inter-
action entre deux ports principaux de cellules en introduisant une action d’e´mission jouant le
roˆle de « transistor ». Le calcul sera re´-active´ graˆce a` une promotion d’identite´. Ci-dessous : un
re´dex, une version de´sactive´e de ce re´dex via l’introduction d’une action d’e´mission (utilisation
comme transistor), une version en voie de re´-activation par branchement d’une identite´ promue,
puis le re´dex d’origine (obtenu alors par re´duction).
? ? I −→
Notations. On rappelle les macro-notations que nous avons introduites : zone de communi-
cation (d’arite´ 3 dans l’exemple), action d’e´mission, action de re´ception et identite´ promue.
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3? ! I
Sur la base des constructions que nous venons de pre´senter et des proprie´te´s induites, nous
allons de´sormais voir comment les assembler pour repre´senter diffe´rents calculs concurrents.
9.2 Passage de noms et calcul des solos
L’introduction de se´quentialite´ explicite dans le calcul complique l’interpre´tation dans les
re´seaux diffe´rentiels qui sont avant tout un mode`le de calcul tre`s local et tre`s asynchrone. Il se
trouve que ce proble`me a en fait de´ja` e´te´ aborde´ dans le cadre des calculs de processus : le calcul
des solos [LV03] est totalement asynchrone et a malgre´ tout e´te´ montre´ suffisamment expressif
pour repre´senter le π-calcul. Nous allons donc tout d’abord e´tudier la repre´sentation des solos
dans les re´seaux diffe´rentiels.
Les termes du calcul des solos sont base´s sur des actions sans continuation :
P ::= x[~y] | x¯[~y] | P |P | νxP | 1
On conside`re ici une version finitaire du calcul des solos (i.e. sans re´plication).
En l’absence de continuation, le passage de noms ne peut pas se faire par substitution dans
celle-ci. Le calcul des solos est base´ sur un passage de noms par unification (comme dans le
calcul de fusion [PV98]) :
x¯[~y] | x[~z] | P → P{~y ≡ ~z}
ou` {~y ≡ ~z} est un unificateur (le plus ge´ne´ral) des ~y avec les ~z (des conditions sur la liaison des
variables doivent eˆtre satisfaites pour e´viter d’unifier deux noms libres).
Une syntaxe graphique pour le calcul des solos existe de´ja`, il s’agit des diagrammes de
solos [LPV01]. Ce sont des hypergraphes dans lesquels chaque nom d’un terme des solos est
repre´sente´ par un nœud et chaque solo (x[~y] ou x¯[~y]) est repre´sente´ par une hyper-areˆte (munie
d’une polarite´ correspondant a` « re´ception » ou « e´mission ») dont les sources sont les ~y et la
cible est x. La re´duction est obtenue en identifiant les nœuds sources de deux areˆtes de polarite´s
duales et de meˆme cible.
A` l’aide du mate´riel pre´sente´ pre´ce´demment, il est facile d’imple´menter les diagrammes de
solos par des re´seaux diffe´rentiels. Les nœuds sont traduits par des zones de communication
d’arite´ approprie´e, les hyper-areˆtes d’e´mission par des actions d’e´mission (apparie´es a` un co-
affaiblissement) et les hyper-areˆtes de re´ception par des actions de re´ception (apparie´es a` un
affaiblissement).
Ainsi le diagramme de solos correspondant au terme :
νuxyzy′z′abca′b′c′
(
u¯[xyz] | u[xy′z′] | x¯[abc] | x[a′b′c′]
)
et le re´seau diffe´rentiel associe´ sont :
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et
2
4
1
1
1
1
1 1
1
1
1
1
!?
! ?
?!
? !
Il reste malgre´ tout un proble`me : dans certains cas particuliers la re´duction n’est pas
fide`lement reproduite. Lors de la re´duction x[y] | x¯[y] | P → P , y est identifie´ avec y ce qui n’a
pas d’effet spe´cifique dans le calcul des solos (ou dans les diagrammes de solos) puisqu’on obtient
la meˆme chose avec x[ ] | x¯[ ] | P → P (on a une situation similaire d’identification de y avec
y dans x[yy] | x¯[zz] | P ). Par contre dans les re´seaux diffe´rentiels, le fait d’essayer d’identifier
un nom avec lui-meˆme (ou d’identifier deux noms de´ja` e´galise´s par ailleurs) se traduit par une
boucle sur une zone de communication :
?
?!
!
!
?
qui ne se re´duit pas en une zone de communication.
Il est malgre´ tout possible de caracte´riser une restriction du calcul des solos (le calcul des solos
acyclique [EL09]) pour laquelle la traduction dans les re´seaux diffe´rentiels simule la re´duction.
Cette restriction est de´finie par un syste`me de typage qui brise la syme´trie du passage de noms
par unification du calcul des solos en identifiant certaines occurrences de noms comme associe´es
a` de l’e´mission ou dualement a` de la re´ception. Le calcul obtenu satisfait quelques bonnes
proprie´te´s :
– Pre´servation par re´duction : la re´duction du calcul des solos pre´serve les types.
– Acyclicite´ de l’unification : durant la re´duction un nom n’est jamais identifie´ a` lui-meˆme
ce qui garantit un bon plongement dans les re´seaux diffe´rentiels.
– Expressivite´ : l’e´tude du calcul des solos se justifie par l’existence d’une traduction du
π-calcul [LV03] qui garantit son expressivite´ et on montre que l’image de cette traduction
est incluse dans le calcul acyclique.
On montre ainsi en traduisant le π-calcul finitaire dans le calcul des solos acyclique puis dans
les re´seaux diffe´rentiels, et en de´finissant les syste`mes de transitions approprie´s (base´s sur les
re´ductions de´re´liction/co-de´re´liction pour les re´seaux diffe´rentiels), qu’il existe une bisimulation
entre π-calcul finitaire et re´seaux diffe´rentiels (voir la fin de la section 9.4 pour quelques de´tails).
A` titre d’exemple, la re´duction du calcul des solos :
νxyz (x¯[uy] | x[zz] | u¯[ ] | y[ ]) → u¯[ ] | u[ ] → 1
est simule´e de la manie`re suivante dans les diagrammes de solos :
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uu−→ −→
et dans les re´seaux diffe´rentiels :
?!
!
2
2
2
2?
!?
?!
−→ ! 2
2
2
?
!?
?!
−→
2
2
!?
?!
2 −→
!?
2
?!
−→
?
!
−→
On peut constater que le solo d’e´mission x¯[uy] (et l’action d’e´mission correspondante dans
les re´seaux) joue le roˆle de transistor que nous avons aborde´ pre´ce´demment : la communication
entre l’e´mission u¯[ ] et la re´ception y[ ] n’a pas lieu tant que ce transistor n’a pas disparu (se
traduisant alors par l’identification de u et y et rendant la communication possible). C’est de
la` qu’est issue l’ide´e d’introduire les transistors pour la se´quentialite´.
Si nous pre´sentons ici des calculs sans re´plication, mentionnons malgre´ tout que la re´plication
est parfaitement prise en compte par le calcul des solos, les diagrammes de solos, et la traduction
du π-calcul dans le calcul des solos. Obtenir des re´sultats aussi pre´cis que ci-dessus, en pre´sence
de re´plication, ne´cessitera des travaux comple´mentaires sur l’utilisation des boˆıtes dans les
re´seaux diffe´rentiels pour controˆler les portes auxiliaires de manie`re approprie´e.
9.3 Se´quentialite´ et CCS
En utilisant, comme de´crit ci-dessus, les solos comme interme´diaire, on peut traduire le π-
calcul finitaire dans les re´seaux diffe´rentiels. Nous allons nous pencher d’un peu plus pre`s sur
cette traduction. Pour simplifier les choses, concentrons nous tout d’abord sur le cas de CCS
(i.e. le π-calcul sans passage de noms).
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Les termes de CCS finitaire (sans re´plication) sont donne´s par :
P ::= x.P | x¯.P | P |P | νxP | 1
avec pour principale re`gle de re´duction :
x¯.P | x.Q → P | Q
En particulier, aucune re´duction ne peut se produire dans le sous-terme P de x.P tant que x
n’a pas interagi.
Du fait de la forte asynchronie du calcul dans les re´seaux diffe´rentiels, ce type de comporte-
ment n’est a priori pas simple a` repre´senter. Ayant isole´ la notion de transistor graˆce au passage
via les solos, on peut les utiliser de´sormais directement pour coder la se´quentialite´. On peut
alors traduire chacune des constructions de CCS finitaire en termes de re´seaux diffe´rentiels. Des
paires de fils d’orientations oppose´es correspondent aux noms libres du terme CCS et un fil de
controˆle (utilise´ pour la se´quentialite´) est introduit :
1 νxP P |Q
?
c
! ?
c
P
x
c P Q
3 3
x1 xn x1 xn
x1 xn
. . .
. . . . . .
?
x¯.P x.P
c
I
P
3
x
x
?
!
?
I
!
P
3
x
x
c
?
?
La traduction comple`te d’un terme de CCS finitaire est obtenue en appliquant les e´le´ments
ci-dessus puis en branchant une promotion d’identite´ sur le fil de controˆle.
On conside`re l’exemple νa (a | a¯ | a.c | b.a¯) qui admet deux re´ductions :
νa (a | a¯ | a.c | b.a¯) → νa (a.c | b.a¯)
νa (a | a¯ | a.c | b.a¯) → νa (a | c | b.a¯)
La re´duction correspondante dans les re´seaux diffe´rentiels est donne´e page 48 (les rectangles
pointille´s ne font pas partie de la traduction, et permettent simplement de repe´rer les parties
des re´seaux associe´es aux diffe´rents composants du terme de CCS). Cette re´duction introduit
une somme correspondant aux deux choix de CCS.
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?
?
I
I ?
I
!
?
?
!
?
?
!
?
I
!
?
?
!
I?
?
?
I
4
?
?
I
?
?
?
a a¯
c
a¯
a
b
↓
!
?
I
!
I?
?
I ?
I
4
?
I
!
?
?
?
!
?
I
!
?
?
!
?
a a¯
a
c
b
a¯
↓
!
?
I
!
I?
?
I ?
I
?
I
!
?
?
?
!
?
I
!
?
?
!
?
a a¯
c
a¯
b
a
+
!
?
I
!
I?
?
I ?
I
?
I
!
?
?
?
!
?
I
!
?
?
!
?
a a¯
c
a
a¯
b
↓
?
I
I?
?
I ?
I
?
?
!
?
I
!
?
?
!
I
!
?
!
a a¯
c
a
a¯
b
?
+
I
I?
?
I ?
I
!
?
!
?
?
?
!
I
!
?
?
c
a¯
a
b
↓
I ?
I
I
I?
!
?
!
?
?
!
c
a
a¯
b
!
?
?
?
+
I
I?
?
I ?
!
?
!
?
?
?
!
I
!
?
c
a
a¯
b
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9.4 π-calcul
Traduire le π-calcul revient essentiellement a` ajouter le passage de noms a` la traduction de
CCS. En effet, les termes du π-calcul finitaire sont :
P ::= x(~y).P | x¯〈~y〉.P | P |P | νxP | 1
avec pour re´duction :
x¯〈~z〉.P | x(~y).Q → P | Q[~z/~y]
On a de´ja` mentionne´ qu’on peut obtenir une traduction en passant par le calcul des solos
acyclique. On pre´sente ici une version directe le´ge`rement simplifie´e.
On conserve la meˆme traduction que pour CCS pour 1, νxP et P |Q. La traduction des
pre´fixes d’e´mission et de re´ception devient :
x¯〈~y〉.P x(~y).P
...
. . .
...
...
. . .I
P
?
?
!
. . .
z1 zp
3 3
z1 zp
c
. . .. . .
?
c
?
P
!
I
3
y1 yn z1 zp. . . . . .
x
z1 zp
x
ou` la zone grise´e est constitue´e de zones de communication identifiant les noms e´gaux parmi
{x, ~y, ~z}.
Pour relier la re´duction du π-calcul finitaire et celle des re´seaux diffe´rentiels, on de´finit
des syste`mes de transitions e´tiquete´es. Contrairement a` l’habitude dans l’e´tude des alge`bres
de processus, on s’inte´resse aux re´ductions internes de fac¸on a` comparer la dynamique des
deux syste`mes. Pour cela on e´tiquette de la meˆme manie`re les actions des π-termes et les (co)-
de´re´lictions qui leurs correspondent dans le re´seau diffe´rentiel associe´. Une transition l/m a
lieu en π-calcul lorsque qu’une re´duction x¯〈~z〉.P | x(~y).Q → P | Q[~z/~y] se produit avec x¯〈~z〉
e´tiquete´ l et x(~y) e´tiquete´ m. Une transition l/m a lieu dans les re´seaux diffe´rentiels lorsque
que la de´re´liction e´tiquete´e l interagit avec la co-de´re´liction e´tiquete´e m.
The´ore`me (Bisimulation)
Les syste`mes de transitions e´tiquete´es associe´s a` un π-terme finitaire et a` sa traduction en
re´seaux diffe´rentiels sont bisimilaires.
9.5 Des re´seaux polarise´s aux re´seaux diffe´rentiels
Afin de comparer l’approche a` base de re´seaux polarise´s e´tendus et celle a` base de re´seaux
diffe´rentiels, nous allons montrer comment e´tendre nos outils de re´seaux diffe´rentiels pour
inte´grer les constructions du π-calcul de la section 8. Ceci ne´cessite d’utiliser des boˆıtes ex-
ponentielles pour repre´senter la re´ception re´plique´e, c’est pourquoi nous nous plac¸ons dans le
contexte des re´seaux d’interaction diffe´rentiels avec boˆıtes [Pag09].
Cette section peut apparaˆıtre plus technique que les pre´ce´dentes, mais ceci se justifie par le
fait que les re´sultats pre´sente´s ici ne sont pas pre´sents dans les articles mentionne´s page 35. Il
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s’agit, sans fournir tous les de´tails, de montrer en quoi les approches des sections 8 et 9 sont
compatibles.
Pour e´viter les proble`mes de se´quentialite´ au niveau des portes auxiliaires de boˆıtes (qui
restent encore a` eˆtre correctement e´tudie´s), nous conside´rons ici une restriction du calcul de
Berger-Honda-Yoshida : on contraint !x(~y).R au cas ou` les seuls noms libres de R sont ~y.
On traduit alors la re´ception re´plique´e !x(~y).R et l’e´mission asynchrone prive´e x¯(~y)R par :
!x(~y).R x¯(~y)R
I
y1 yn. . .
R
`
!
. . .
? ?
??
c
x
I
?
. . .
y1 yn z1 zp. . .
z1 zp
. . .
. . .
x
?
?
3
!
x
c
?
R
Enfin, pour mener a` bien notre comparaison, nous de´finissons une traduction des re´seaux
polarise´s e´tendus de la section 8 dans les re´seaux diffe´rentiels. Les e´le´ments clefs sont :
– les nœuds ? a` plusieurs pre´misses sont traduits par une contraction (ou affaiblissement)
d’arite´ approprie´e et des de´re´lictions ;
– les nœuds ! a` plusieurs pre´misses sont traduits par une co-contraction d’arite´ approprie´e
et des boˆıtes ;
– les areˆtes de coupure entre un nœud ? et un nœud ! sont traduites en connectant la
contraction obtenue a` partir du nœud ? et la co-contraction obtenue a` partir du nœud !
et en ajoutant une pre´misse a` la contraction connecte´e au nœud ⊗ situe´ sous le !.
Ce qui donne :
!?
. . .
⊗⊗
? ?
?
. . .
. . .
!
!! . . .
7→
Nous allons montrer que ce codage refle`te fide`lement la dynamique des re´seaux polarise´s dans
les re´seaux diffe´rentiels. En effet, le re´seau polarise´ :
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⊗ ⊗
⊗
?
!
   
?
P P ′ Q Q′
u
et le re´seau diffe´rentiel associe´ :
Q
`
!
⊗
⊗
P P ′
⊗
?
? ?
!?
Q′
`
!
u
se re´duisent respectivement en :
⊗
⊗
?
!
 
?
 
Q
⊗
P
 
Q
cut
P ′ Q′
u
et
P ′
⊗
?
⊗
?
Q
`
!
!
Q′
`
!
Q
`
!
!
Q′
`
!
Q
`⊗
P
u
ou` le re´seau diffe´rentiel de droite est un re´duit de la traduction du re´seau polarise´ de gauche.
Revenons au π-calcul de manie`re a` comparer les deux traductions dans les re´seaux (polarise´s
et diffe´rentiels). La re´duction des re´seaux pre´sente´e ci-dessus correspond a` :
u¯(x)
(
x¯(yz)P | x¯(yz)P ′ | !x(yz).Q | !x(yz).Q′
)
→ u¯(x)
(
νyz(P | Q) | x¯(yz)P ′ | !x(yz).Q | !x(yz).Q′
)
via la traduction du π-calcul dans les re´seaux polarise´s.
Si on regarde par ailleurs la traduction du π-terme :
u¯(x)
(
x¯(yz)P | x¯(yz)P ′ | !x(yz).Q | !x(yz).Q′
)
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dans les re´seaux diffe´rentiels, on obtient (modulo quelques re´ductions lie´es aux fils de controˆle)
le re´seau :
I
y z
Q
`
!
? ?
?
I
I
?
?
P
y z
!
I
I
?
?
y z
!
P ′
I
y z
`
!
? ?
?
Q′
?
!
5
⊗
?
u
On peut montrer, en tenant compte de l’asynchronie du calcul utilise´ et de la contrainte de
localite´ (qui nous autorise, sans modifier la re´duction, a` substituer la partie en pointille´s ci-
dessus, la` ou` on aurait duˆ avoir un simple fil dans le cas ge´ne´ral), que ce re´seau diffe´rentiel est
calculatoirement e´quivalent au re´seau diffe´rentiel suivant :
Q
`
!
⊗
⊗
P P ′
⊗
?
? ?
!?
Q′
`
!
u
que l’on obtenait en passant par les re´seaux polarise´s e´tendus (i.e. en traduisant le π-terme en
re´seau polarise´ puis le re´seau polarise´ obtenu en re´seau diffe´rentiel).
Il n’est donc pas difficile d’e´tendre le´ge`rement l’analyse de la concurrence par les re´seaux
diffe´rentiels (en inte´grant !x(~y).R et x¯(~y)R) comme nous venons de le pre´senter, pour montrer
que l’extension des re´seaux polarise´s qui semblait totalement ad hoc est en fait logiquement va-
lide dans un cadre diffe´rentiel : principalement le fait d’utiliser des nœuds ! a` plusieurs pre´misses
n’est qu’une manie`re de repre´senter une co-contraction, et les areˆtes de coupure une forme par-
ticulie`re de zone de communication.
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Il convient de´sormais de comprendre dans quelle mesure les liens e´tablis entre π-calcul et
logique line´aire diffe´rentielle vont permettre des transferts de technologie tels que l’utilisation de
mode`les de´notationnels issus de la logique pour la caracte´risation d’e´quivalences comportemen-
tales en π-calcul. De manie`re plus ge´ne´rale, un objectif consiste a` faire e´merger des fondements
logiques pour une (des) alge`bre(s) de processus.
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Annexe : Logiques Line´aires
1 Logique Line´aire
1.1 Avec promotion usuelle
Formules
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | ∀αA | ∃αA
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ, A ⊢ Γ, B
&
⊢ Γ, A&B
⊢ Γ, A
⊕1
⊢ Γ, A⊕B
⊢ Γ, B
⊕2
⊢ Γ, A⊕B
⊤
⊢ Γ,⊤
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, A
?d
⊢ Γ, ?A
⊢ ?Γ, A
!
⊢ ?Γ, !A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
1.2 Avec promotion multi-fonctorielle
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | ∀αA | ∃αA
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
55
⊢ Γ, A ⊢ Γ, B
&
⊢ Γ, A&B
⊢ Γ, A
⊕1
⊢ Γ, A⊕B
⊢ Γ, B
⊕2
⊢ Γ, A⊕B
⊤
⊢ Γ,⊤
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, A
?d
⊢ Γ, ?A
⊢ Γ, ??A
??
⊢ Γ, ?A
⊢ Γ, A
!f
⊢ ?Γ, !A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
2 Logique Line´aire Polarise´e
Formules
P ::= X | P ⊗ P | 1 | P ⊕ P | 0 | !N | ∃αP
N ::= X⊥ | N `N | ⊥ | N &N | ⊤ | ?P | ∀αN
∀αN et ∃αP repre´sentent aussi bien une quantification du premier que du second ordre.
Re`gles
ax
⊢ P,P⊥
⊢ Γ, P ⊢ ∆, P⊥
cut
⊢ Γ,∆
⊢ Γ, P ⊢ ∆, Q
⊗
⊢ Γ,∆, P ⊗Q
⊢ Γ, N,M `
⊢ Γ, N `M
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ, N ⊢ Γ,M
&
⊢ Γ, N &M
⊢ Γ, P
⊕1
⊢ Γ, P ⊕Q
⊢ Γ, Q
⊕2
⊢ Γ, P ⊕Q
⊤
⊢ Γ⊤,⊤
⊢ Γ, N,N
?c
⊢ Γ, N
⊢ Γ
?w
⊢ Γ, N
⊢ Γ, P
?d
⊢ Γ, ?P
⊢ N , N
!
⊢ N , !N
⊢ Γ, N
∀
⊢ Γ,∀αN
x /∈ Γ ⊢ Γ, P [
Φ/α]
∃
⊢ Γ,∃αP
ou` Γ⊤ contient au plus une formule positive et N ne contient que des formules ne´gatives.
3 Logique Line´aire E´le´mentaire
3.1 Sans ♭
Formules
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | ∀αA | ∃αA
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
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Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ, A ⊢ Γ, B
&
⊢ Γ, A&B
⊢ Γ, A
⊕1
⊢ Γ, A⊕B
⊢ Γ, B
⊕2
⊢ Γ, A⊕B
⊤
⊢ Γ,⊤
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, A
!f
⊢ ?Γ, !A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
3.2 Avec ♭
Formules et pre´-formules
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | ∀αA | ∃αA
F ::= A | ♭A
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ, A ⊢ Γ, B
&
⊢ Γ, A&B
⊢ Γ, A
⊕1
⊢ Γ, A⊕B
⊢ Γ, B
⊕2
⊢ Γ, A⊕B
⊤
⊢ Γ,⊤
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, ♭A, ♭A
♭c
⊢ Γ, ♭A
⊢ Γ
♭w
⊢ Γ, ♭A
⊢ Γ, A
♭
⊢ Γ, ♭A
⊢ ♭Γ, A
!♭
⊢ ?Γ, !A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
4 Logique Line´aire Douce
Formules
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | ∀αA | ∃αA
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
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Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ, A ⊢ Γ, B
&
⊢ Γ, A&B
⊢ Γ, A
⊕1
⊢ Γ, A⊕B
⊢ Γ, B
⊕2
⊢ Γ, A⊕B
⊤
⊢ Γ,⊤
⊢ Γ, A, . . . , A
?m
⊢ Γ, ?A
⊢ Γ, A
!f
⊢ ?Γ, !A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
5 Logique Line´aire Le´ge`re
Formules
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | §A | §¯A | ∀αA | ∃αA
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ, A ⊢ Γ, B
&
⊢ Γ, A&B
⊢ Γ, A
⊕1
⊢ Γ, A⊕B
⊢ Γ, B
⊕2
⊢ Γ, A⊕B
⊤
⊢ Γ,⊤
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ B,A
!f
⊢ ?B, !A
⊢ Γ,∆, A
§f
⊢ ?Γ, §¯∆, §A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
6 Logique Line´aire Diffe´rentielle
Formules
A ::= X | X⊥ | A⊗A | A`A | 1 | ⊥ | A&A | A⊕A | ⊤ | 0 | ?A | !A | ∀αA | ∃αA
∀αA et ∃αA repre´sentent aussi bien une quantification du premier que du second ordre.
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Re`gles
ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
cut
⊢ Γ,∆
⊢ Γ, A ⊢ ∆, B
⊗
⊢ Γ,∆, A⊗B
⊢ Γ, A,B `
⊢ Γ, A`B
1
⊢ 1
⊢ Γ
⊥
⊢ Γ,⊥
⊢ Γ ⊢ Γ +
⊢ Γ
0
⊢ Γ
⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A
⊢ Γ
?w
⊢ Γ, ?A
⊢ Γ, A
?d
⊢ Γ, ?A
⊢ Γ, !A ⊢ ∆, !A
!c
⊢ Γ,∆, !A
!w
⊢ !A
⊢ Γ, A
!d
⊢ Γ, !A
⊢ ?Γ, A
!
⊢ ?Γ, !A
⊢ Γ, A
∀
⊢ Γ,∀αA
x /∈ Γ
⊢ Γ, A[Φ/α]
∃
⊢ Γ,∃αA
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Re´sume´
La logique line´aire fait de´sormais partie des outils standards en the´orie de la de´monstration
et, de manie`re plus ge´ne´rale, dans l’e´tude de la correspondance de Curry-Howard.
Nous pre´sentons ici trois directions importantes d’application de me´thodes issues de la lo-
gique line´aire :
– la the´orie de la de´monstration de la logique classique et ses aspects calculatoires via
notamment la se´mantique des jeux ;
– la complexite´ implicite a` travers les mode`les de´notationnels des logiques line´aires a` com-
plexite´ borne´e ;
– la the´orie de la concurrence et ses fondements logiques graˆce aux ingre´dients apporte´s par
la logique line´aire diffe´rentielle.
Les approches line´aires offrent ainsi un cadre commun pour l’e´tude de diffe´rents aspects
logiques du calcul.
Abstract
Linear Logic is now part of the toolbox for the development of proof theory as well as for
the study of the Curry-Howard correspondence.
We present here three important directions for the application of methods coming from
linear logic:
– proof theory for classical logic and its computational aspects using game semantics mainly;
– implicit computational complexity by means of the denotational models of light linear
logic systems;
– concurrency theory and its logical foundations through the new ingredients provided by
differential linear logic.
Linear Logic provides us this way with a common framework for the study of various logical
aspects of computation.
