Abstract. In this note we provide a quick proof of the Sklar's Theorem on the existence of copulas by using the generalized inverse functions as in the one dimensional case, but a little more sophisticated.
Introduction
Let us begin by defining generalized functions. Let [a, b] and [c, d] 
G(x). (L12)
Since G is a mapping, this ensures that a = inf{x ∈ R, G (x) > c}, (L13) b = sup{x ∈ R, G (x) < d}. (L14) If x = a or x = b is infinite, the value of G at that point is meant as a limit. If [a, b] is bounded above or below in R, G is extensible on R by taking G (x) = G (a+) for x ≤ a and G (x) = G (b − 0) for x ≥ b. As a general rule, we may consider G simply as defined on R. In that case, a = lep(G) and b = uep(G) are called lower end-point and upper end-point of G.
The generalized inverse function of G is given by
The properties of G −1 have been thoroughly studied, in particular in Billingsley (1968) , Resnick (1987) . The results we need in this paper are gathered and proved in Lo et al. (2016a) or in Lo et al. (2016b) (Chapter 4, Section 1) and reminded as below.
Lemma. Let G be a non-decreasing right-continuous function with the notation above. Then G −1 is left-continuous and we have
and
Proof. The proof of Formulas (A) and (B) are well-known and can be found in the cited books above. Let us prove Formula (1.1) for any
On one side, we start by the remark that
On the other side G(x+h) ց G(x) by right-continuity of G, and by the existence of the right-hand limit of the non-decreasing function
The remainder of the note will focus on distribution functions (df 's) and copulas on R d . For an introduction to df, we refer to Lo (2017) (Chapter 11) and for copulas to Nelsen (2006) .
Let us also remind the definition of a distribution function on 
where
It becomes a cumulative distribution function cdf or simply a probability distribution function if F satisfies the third limit conditions (which by the way ensure that F is non-negative) :
Now we come to copulas. By definition, a copula on R d is a cdf C whose marginal cdf 's defined by, for 1
are all equal to the (0, 1)-uniform cdf which in turn is defined by
and we may also write, for all s ∈ [0, 1],
Based on the notation above, the theorem of Sklar is :
This theorem is now among the most important tools in Statistics since it allows to study the dependence between the components of a random vector through the copula, meaning that the intrinsic dependence does not depend on the margins.
This note aims to give proof of some lines based on generalized inverses of the margins.
A proof of the Sklar's Theorem
It is immediate that C assigns non-negative volumes to cuboids of [0, 1] d , since according to Condition (DF2), Formula (1.2) for C derives from the same for F where the arguments are the form F Finally, by combining Formulas (1.1) and (2.1), we get the conclusion of Sklar in Formula (1.4). The proof is finished.
