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INTRODUCTION 
Let R be a commutative Noetherian ring and let A4 be any finitely 
generated R-module. In this paper we compute the dimension of S(M), the 
symmetric algebra of M, and identify many of the components of S(M). 
While the computation of the dimension of S(M) is not difficult, the 
answer is intriguing and in view of the recent interest in symmetric algebras 
we hope the computation will be useful. The dimension is given by the for- 
mula, 
dim S(M)= max {dim R/p+p(M,)}. 
pESpec(Rl 
The right-hand side of this equation is of course related to basic element 
theory. One consequence of this result is that dim S(M) k p(M), the 
minimal number of generators of A4, which as far as we know was not 
known. We also obtain easy proofs of many of the previous estimations of 
dim S(M). 
Perhaps of more interest is the work in section three which lists many of 
the minimal components of S(M). The main result is Theorem 3.4, which 
gives a sufficient condition for a prime in R to be the contraction of a 
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minimal prime of S(M). In Example 3.7 we show that S(M) can have 
arbitrarily large number of minimal components with widely varying 
dimensions, even in the case that R is a polynomial ring over a field and M 
is a prime ideal of R. 
2. THE DIMENSION OF THE SYMMETRIC ALGEBRA 
Throughout this paper we will let R be a commutative Noetherian ring 
such that R = A/Z, where A is a commutative Noetherian universally 
catenarian domain of finite dimension. While these assumptions of A may 
be unnecessarily restrictive’ they are general enough to include practically 
all examples which are normally studied. 
We will let M be a nonzero finitely generated R-module. By S(M) we 
will denote the symmetric algebra of M over R. Recall if M has a presen- 
tation. 
where F and G are finitely generated free R-modules, then S(M) is 
isomorphic to R[T,,..., T,]/J, where J is generated by the m equations 
Cp=, a,] T,, 1 d i < m. (Here m = rank(F), g = rank(G).) This description is 
in fact independent of the bases of F and G which are chosen. 
To begin our computation of the dimension of S(M), we first identify a 
component of S(M) in the case that R is a domain. 
DEFINITION 2.1. Let R be a Noetherian ring, M a finitely generated R- 
module. Then by T= T(M), we denote the kernel of the map 
S(M) + S(M@ K) where K = full ring of fractions of R = R w, where W is 
the multiplicatively closed set of nonzero-divisors of R. 
LEMMA 2.2. Let R be a domain, and M u finitely generated R-module. If 
K is the quotient ,field qf R, we set rank(M) (denoted rk(M)) equal to 
dim. MOR K. Then dim(S(M)/T(M)) = rk(M) + dim(R). 
Proof: Write S(M) = R[ T, ,..., T,]/J as above, and lift T(M) to a prime 
ideal Q containing J in Spec(R[ T, ,..., T,]). We claim Q c (T, ,..., T,). If 
XE Q, then there is an r E R, r # 0 such that r.f = 0 in S(M), where X 
denotes the image of x in S(M). Hence rs E JG (T, ,..., T,). However 
r 4 (T, ,..., T,,) so that I E (T, ,..., T,,). Thus Q G (T, ,..., T,,). 
’ Both W. Vasconcelos and M. Kiihl have shown the authors how to remove this 
assumption. 
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Since Q c (T, ,..., T,) and R is a universally catenarian domain it follows 
that 
dim S(M)/T= dim R[ T, ,..., T,]/Q 
= dim R + ht( T, ,..., T,,) - ht Q. 
On the other hand as Q n R s (T, ,..., T,,) n R = 0 and Q is homogeneous, 
ht( T, ,..., TJ - htQ 
= dim(R[ T, ,..., T,]/Q 0 K) 
=dimS(M)@.K=dimS,(M@.K) 
= rk( M). 
Hence dim S(M)/T = dim R + rk(M). 
DEFINITION 2.3. Let p E Spec(R). We set T(p) = ker(S(M) + S(M) 0 
k(p)), where 4~) = R,IPR,. 
An alternate description of T(p) is as follows: T(p) is T(S,,,(M/pM)) 
lifted back to S(M). 
The commutativity of the diagram below shows that 
S(WIT(P) = S,,~(MIPM)IT(S,,~(MIPM)). 
S(A4~ 
(2.4) 
S(M 
Y’k 
) 0 R R/P = &&WPW J+ S(M) 0 R k(p) 
= S( M/pM) 0 R R, 
= SW,IPyJ 
Equation (2.4) follows since ker(p) = T(p) and so im(p) = S(M)/T(p). On 
the other hand, WY) = T(S,,,(M/PW) and so im(y) = 
S,,JM/pM)/T(S,,JA4/pA4)). As a is surjective (2.4) is proved. 
DEFINITION 2.5. Let p E Spec(R). Set n(p) = p(M,) + dim R/p. 
THEOREM 2.6. Let R, M be as above. 
(i) Zf PE Min(Spec(S(M)) then P= T(p) for p= Pn R, and 
dim S(M)/P = n(p). 
(ii) dim S(M) = maXpESpec(R) 4 P). 
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Proof: We first show (i). Let PE Spec(S(M)) be minimal and set 
p = P n R. By definition, T(p) = kernel of the map of S(M) -+ 
S(M) @ k(p), where k(p) = Rp/pRp = quotient field of R/p. We claim 
T(p) c P and hence r(p) = P. Consider S(M,,), where M, = M OR R,. 
Then pS(M,,) is prime since pR, is the maximal ideal of R,. Since 
pS(A4,) c PS(M,) the minimality of P implies that pS(M,,) = PS(M,). On 
the other hand, since S(M) 0 k(p) = S(M,) @ R,/pR, = S(M,)/pS(M,,) it 
follows that r(p) E P and therefore equal to P. Hence, 
dim S(M),/P = dim S(M)/T( p) 
= dim S( M/pM)/T( M/pM) (by 2.4) 
= rk( M/PM) + dim R/p by Lemma 2.2. 
However, rk(M/pM) = dim,(,) M,,/pM, = p( M,), which proves (i). 
We now prove (ii). Since 
dim S(M) = Pt $~IT;~,)) dim S(M)/P = Max n(p) 
p=PnR 
P~Min(S(h4) 
clearly dim S(M) < Maxpt- Spec(RJ n(p). To prove the converse, fix 
p E Spec( R) and consider dim S( M)/T( p). The argument given in (i) shows 
that 
dim S(M)/T( p) = rk(M/pM) -t dim R/p 
= &M,) + dim R/p = n(p) 
SO that dim S(M) 2 IZ( p). This inequality proves (ii). 1 
Remark 2.7. It is not true that dim S(M)/P = n(Pn R) for all 
PE Spec(S(M)). For instance, if R is local with maximal ideal m then 
S(M)/mS(M) =k[T,,..., TPcM,]. If Q is any nonzero prime of 
k[ TI,..., TPcM,], write Q = P/mS( M) where P E Spec(S(M)). Then 
PnR=m, but 
dim S(M)/P# n(m) = p(M). 
We now list several corollaries of Theorem 1.4, some of which were 
already known. The first corollary although trivial for the local case, was 
not known for non-local R. 
COROLLARY 2.8. Dim S(M) 2 p(M). 
Proof: By Forster’s theorem [2] MaxpE,,,,,,, n(p) > p(M). The 
corollary immediately follows from Theorem 2.6(ii). 
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It would be interesting to give an independent proof of this corollary. 
Suppose we let J = S(M) + , the ideal generated by all elements of S(M) of 
positive degree. (With S(M) having the usual grading.) If ZZ$!c”)(S(M)) # 0 
(where ZZ;( ) is local cohomology, see [3]), then it would follow that 
dim S(M) > p(M). However, we do not know whether HI;(~)(S(M)) is zero 
or not. It seems that it might be independent interest to know. 
COROLLARY 2.9 ([6], Theorem 2.7). Let I, J he nonzero ideals of a ring 
A as in the introduction such that I c 5’ and S(J) = R(J), the Rees algebra of 
J = @z=,, J”. Then dim Sa,,,( J/Z) = dim A. 
Pro05 Let R = A/Z. By Theorem 2.6, dim S,(J/Z) = dim R/p + p( (J/Z),,) 
for some RE Spec(R). Write p = P/Z with p E Spec(A). Note that 
,u(Jp/Zp) = ,u(Jp) since I, G J’, E PJ2, if Px J. If J g P then p( Jp/Zp) = 
ZJ( Jp) = 1. Hence, dim S,(J/Z) = dim A/P + ,u(Jp) for some P containing Z, 
and thus dim S,( J/Z) = dim A - ht( P) + p( Jp) which is at most dim A since 
R( Jp) N S(J,) implies p( Jp) < ht( P). Conversely, if P is a prime in A 
associated to J, such that ht(J) = ht(P), let p = P/I. Then dim S,(J/Z) 3 
dim R/P+p(Jp) =dim A/P+p(Jp) = dim A - ht P+p(J,) which is at 
least dim A by the Krull principal ideal theorem. 
DEFINITION 2.10. A finitely generated R module A4 is said to have 
(generic) rank d (denoted rk(M)) if M, is R,-free of rank d for every 
p E Ass(R). 
Observe that any non-zero ideal with rank has rank 1, and any ideal of 
positive grade has rank. 
COROLLARY 2.11. Suppose M has a rank. Then dim S(M) > 
dim R + rk( M). 
Proof: This corollary follows immediately from Theorem 2.6(i), 
Lemma 2.2, and the definition of rank. 
COROLLARY 2.12 [7, Proposition 2.41. Suppose S(M) is equidimen- 
sional. and M has a rank. Then 
dim S(M) = dim R + rkM. 
Proo$ Since S(M) is equidimensional it suffices to find a minimal prime 
P of S(M) such that dim S(M)/P = dim R + rkM. However this was done 
in the proof of Corollary 2.11. 
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COROLLARY 2.13. Let I be u nonzero ideal with rank and suppose 
p(Zp) < ht( p) for all p not maximal or minimal. Then 
dim S(Z) = max dim{ R + 1, p(Z)}. 
Before we begin the proof we note two common situations where the 
hypothesis of Corollary 2.13 holds. If either Z is primary to a maximal ideal 
of R or if R is regular and R/I has isolated singularities the assumption 
holds. 
Proof: By Theorem 2.6, dim S(Z) = Max,,. Spec,RJ n(p). So it remains to 
see this maximum is equal to maxi dim R + 1, p(Z)}. If p E Min( R) with 
dim R/p = dim R then n(p) = dim R + 1 since rkZ= 1. By Corollary 2.8, 
dimS(Z)3y(Z). Therefore Max,E,,,,,R,n(p)>max{dim Rf 1, ,u(Z)}. Con- 
versely if p is neither minimal nor maximal, then n(p) = dim R/p + p(Z,) 6 
dim R/p + ht( p) 6 dim R. If p E Min( R), then n(p) < dim R + 1, while if p 
is maximal, n(p) = dim R/p + p(Z,,) < ,u( I). Hence the opposite inequality 
holds and Corollary 2.13 is proven. 
Finally we wish to demonstrate how another result of Simis and Vascon- 
celos [7, Theorem 2.1, Corollary 2.21 follows from Theorem 2.6. For this, it 
is convenient to fix a free presentation of M: 
R”‘% R”+M+O,n=p(M) 
and cp = (ag) uk E R. The symmetric algebra S(M) is then isomorphic to 
R[ T, ,..., T,]/J where J is generated by the equations C;=, ah T,, 1 < id m. 
By Z,(q) we denote the ideal generated by the t x f minors of cp. Suppose M 
has a rank and set 
t,=inf{t> 11 gradeZ,,(cp)>,p(M)-rkM-s+ 1, for all s > t}. 
COROLLARY 2.14. dim R + rkM < dim S(M) d dim R + rkM + t, - 1. 
Proof The left-hand inequality is Corollary 2.11. To prove the right- 
hand inequality it is enough to show (by Theorem 2.6) maxpESpec(R, n(p) < 
dim R + rkM+ t,- 1. Suppose there is a prime p with dim R + rkM + 
to- 1 <n(p). Then rkM+ t,- 1 <p(M,,-ht(p). If t=p(M)--l((Mp)+ 1, 
then p contains Z,(q) (see [7, Corollary 1.11) and htp> htZ,(q). If t < to, 
then htp 2 htZ,,(cp) >, p(M) - rkM - t, + 1, so that 
rkM+t,-l<p(Mp)-(p(M)-rkM-t,,+l), 
or 0 < p( MP) - p(M) which is impossible. Thus t 3 t, and so by definition 
oft,, htZ,(cp)>p(M)-rkM-t+l =p(M)-rkM-(p(M)-p(M,,)+ l)+ 
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1 = p(M,,) - rkA4, and so htp > p(M,) - rkA4. In this case n(p) = dim R - 
htp + p(M,) < dim R - ht( p) + (htp + rkM) = dim R + rkM which con- 
tradicts our assumption, and proves the corollary. 
3. COMPONENTS OF S(M) 
In this section we study the minimal components of S(M) and try to 
identify the set of all p E Spec(R) such that p = P n R for P E Min(S(M)). 
These primes are naturally divided into two sets which depend upon the 
torsion in S(M). 
DEFINITION 3.1. Set 
Min(S(M)) - A’. 
A’ = Min(S(M)) n V( T(M)) and A= 
First, we study A’. Let ‘IC denote the map from Spec(S(M)) to Spec(R). 
PROPOSITION 3.2. (i) Grade(p) = 0 fp is in n(A’). 
(ii) Min(R) s x(/i’). 
(iii) max{dim S(M)/p, p E A’} = dim R + rank M. 
Proof: We first prove (ii). Let p E Min(R), and set P = T(p). We claim 
PE /1’. First, PE Min(S(M)) since if Q 5 P and we let q = Q n R, then 
q c p and so q = p. Then ( pS(M)), c QP c P, forces (2, = P, and so Q = P. 
Next we show TC P. By the definition of T there is a .nonzero divisor 
r E R with rT= 0. Then rTc P and so TC P else r E p E Ass(R). 
Next we prove (i). Let p E A’ and set p = x(P). Suppose there is a non- 
zero divisor SE p. We may choose an element XE S(M) such that 
x $ nilrad(T) but xkpk c T and so rxksk = 0 with r as in the paragraph 
above. This implies xk E T which contradicts the choice of x. 
Statement (iii) follows from Theorem 2.6. We know if PE Min(S(M)) 
then dim S(M)/P = n(z(P)) = dim R/p + p(Mp), where p = x(P). By con- 
dition (i), grade(p) = 0 and so ,u(M,) = rkA4. Thus, 
dim S(M)/P < dim R + rkM. 
On the other hand (ii) shows the opposite inequality and proves (iii). 
Note if R is a domain, then A’ consists of precisely one element. The set 
n is the far more interesting set. To study /i we first need a definition. 
DEFINITION 3.3. Suppose (R, m) is a local ring and M is a finitely 
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generated R-module with rank. Let T= T(S(M)). Then we define the 
analytic spread I(M) of M to be, 
Z(M)=dimS(M)/(T+mS(M)). 
Of course Z(M) generalizes the usual analytic spread first defined in [S]. 
THEOREM 3.4. (i) Let p E x(A). Then l(M,) < p(Mp). 
(ii) Suppose p E Spec(R) and [(Al,,) < p(M,). Zf n(p) 2 n(q) ,for all 
q c p such that Z(M,) < p(My), then p E n(A). 
Proof. Suppose pen(A), so that p = Pn R for some PE Min(S(M)) 
with T g P. Then T@ R, = ( T)I, @ P, and so 
4M,) = dim S(M,,)/(T, + PS(M,)) 
< dim S(M,)/pS(M,) = AM,,) 
as P, = pS(M,) is prime (see Theorem 2.6(i)) and T(S(M,)) = T,,. 
Next suppose Z(M,) < p(M,) and n(p) 3 n(q) if q c p and Z(M,) < p(M,,). 
Set P=T(p). Then PnR=p. If T&P then T,cP,=pS(M,) and so 
Z(M,) = ~(44,). Hence T g P. We claim P is in Min(S(M)). If not there is 
a Q $ P, QE A. By the first part of this theorem, Z(M,) <p(My) if 
q = Q n R. By assumption n(p) > n(q). However, n(q) = dim S(M)/Q 
(Theorem 2.6(i)) > dim S(M)/P = n(p). This contradiction proves the 
theorem. 
Unfortunately we cannot completely characterize the set n(A). However, 
we will give an example to illustrate the theorem. 
We would like to thank G. Valla for allowing us to include his com- 
putation of the following example. 
EXAMPLE 2.5. Let X be an r x s generic matrix over a field K, and let 
Z,(X) = Z denote the ideal of R = K[X] generated by the t x t minors of X. 
Then dim S(Z) = max{dim R + 1, p(Z)}. Furthermore, if we set pl = Z,(X) 
l<i<t--1, and t<r<s, then p,Erc(A)for l<i<t-1, so that therecan 
be arbitrarily large numbers of minimal primes of S(Z) with arbitrarily 
large differences in dimension. 
We know that the minimal number of generators of Z,, changes 
depending upon which of the ideals pi p contains. In addition the analytic 
spread of Z, also changes depending upon which of the ideals pI p contains. 
(See [l, Theorem 3.51, e.g.) 
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From the first remark above it follows that 
max 4~) = 4~~). 
P=Pk 
Therefore 
We will show that 
0) 4~~)2n(pd3 ... >n(p,-,)>n(Z) if t<r<s or if t=r and 
s-r33, and 
(ii) n(p1)6n(p,)<n(p,)6 ... <n(Z) if t=r and s-62. 
In case (i) it will follow that n( pI) = max{dim R + 1, p(Z)} since n(0) = 
dim R+ 1 and n(p,)=p(Z) while in case (ii), n(Z)=dim R so that 
dim S(Z)=dim R+ 1. 
Localizing Z at pk has the same effect on the number of generators of Z as 
inverting a k - 1 x k - 1 size minor of X, it is easily seen that 
while dim R/p, = rs - (r - k + 1 )(s - k + I). Therefore, 
n(pk)=rs-(r-k+ l)(s-k+ l)+ (;I;; :)(;I:: ;). (3.6) 
If t = 1, then n(pl)=n(Z)=dim R. If 2 6 t < r<s, then we will show 
n(pk)-n(p,+,)>O for 16k< t- 1. In fact, 
H(p,)-i’Z(p,...,)=r+S-2k+1 + 
(t:Z ,>(t”Z 1) 
+(tZ l)(:r~)+(:I~)(t”k:l)>o. 
Let t=r<s. Then 
nh-nh+,)=(r~;: ,)-(‘-is-=+ 1). 
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Consider integers n > m > 0. We claim n + m 3 (2) if n - m < 1 and 
n + m < (L) if n -m > 2 and m > 2. The first claim is obvious and the 
second follows from an easy induction on m. 
Now we assume t<r<s. Then l(Z,,)=ht(p,)=(r-k+ l)(s-k+ l)< 
,u(lP,). If q c pk, then n(q) d n(pj) for some j> k, and by (i) above it follows 
that n(q) d n(pk), and so Theorem 3.4 shows that p,&n(/i). 
Of course also rc(n’) = (0) and A’ consists of a single prime, namely T, 
with dim S(Z)/T=dim R + 1 = rs + 1. Thus S(1) has at least t + 1 com- 
ponents of dimensions rs + 1, n(p,) 1 6 k d t - 1, and n(l), and dim S(Z) = 
4 PI) = P(I) = (:)(:I 
An almost immediate consequence of Theorem 2.6 is the following 
corollary. 
COROLLARY 3.7. Let (R, m) he a local ring and let M he a finitely 
generated R-module. Suppose p E rt(Min(S(M))). Let J denote the ideal 
(m, S(M)+) of S(M). Then depth S(M), 6 n(p). 
Proof By Theorem 2.6 if p = x(P), for PE Min(S(M)), then 
dim S(M)/P = n(p), and of course dim S(M),/PJ = n(p). From [4], 
Theorem 29 it follows immediately that depth S(M),<n(p). 
Of course, we may use Theorem 3.4 to identify many of the primes in 
Min( S( M)). 
Finally we close by identifying some of the embedded components of 
S(M). 
PROPOSITION 3.8. Let R, M be as above. Set T= T(S(M)) and 
J= (0: T) n R. Let p be a minimal prime containing J. 
(i) Zf l(M,) < p(M,) then p E x(n). 
(ii) Zfl(M,)=p(M,), then T(p)~Ass(s(M)). 
ProoJ: To prove (i) it suffices by Theorem 3.4 to show l(M,) = p(My) if 
q 3 p. In this case (0: T) @ q and so T, = 0. Then l(M,) = 
dim S(M,)/T, + qS( MY) = dim S( M,)/qS( MY) = p( MY). This calculation 
proves (i). 
Next suppose 1(M,) = p(MP). As usual choose P such that P, = pS(A4,). 
In this case P n R = p and dim S(M)/P = n(p) by Lemma 2.2. To show 
P E Ass(S(M)), it is enough to show P, = pS(M,) E Ass(S(M,,)). Thus we 
may assume p is the unique maximal ideal of R and (0: T) n R is p- 
primary. Then pk c (0: T) for some k. Hence TO pk =0 which shows 
pS(M,) E Ass(S(M,)) provided T, # 0 which is the case. 
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