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1. Introduction and main result
Recently anti-periodic problems have been studied extensively [1–5]. There is a connection between anti-periodic and
periodic problems. As we all know Landesman–Lazer type conditions are essential for the existence and uniqueness of
periodic solutions of the following Newton equation [6–8]:
x′′ + gradG(t) = q(t) = q(t + 2π).
In [9] the existence of periodic solutions has been considered for the following equation
(p(t)x′)′ + f (t, x) = 0.
Motivated by the above works, we will consider the existence of anti-periodic solutions for the second order differential
equation in this note. We consider the following nonlinear second order differential equation
(p(t)x′)′ + f (t, x) = 0, (1.1)
where p(t) ∈ C1(R) is a given T -periodic function in t ∈ R, and p(t) > 0; f ∈ C1(R × R) is a T -anti-periodic function, that
is,−f (t + T , x) = f (t,−x). Throughout this paper we assume that
(A1) there exist two constants a and b such that
a ≤ fx(t, x)
p(t)
≤ b
for all t ∈ R and x ∈ R;
(A2) there exists a nonnegative integerm satisfying the condition
π2
T 2
m2 < a ≤ b < π
2
T 2
(m+ 1)2.
Theorem 1. Let the assumptions (A1) and (A2) hold. Then Eq. (1.1) has a unique T-anti-periodic solution.
✩ partially supported by NSFC grants (10871203) and Program for New Century Excellent Talents in University.∗ Corresponding author.
E-mail addresses:wurui0221@sina.com (R. Wu), congfz67@126.com (F. Cong).
0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2010.12.031
R. Wu et al. / Applied Mathematics Letters 24 (2011) 860–863 861
2. Linear equation
We first consider the following linear equation
(p(t)x′)′ + q(t)x = h(t), (2.2)
where p(t) and q(t) are the given T -periodic functions in t ∈ R, and p(t) > 0; h(t) is a T -anti-periodic function. Assume
that
(H1) there exist two constants a and b such that
a ≤ q(t)
p(t)
≤ b
for all t ∈ R and x ∈ R;
(H2) there exists a nonnegative integerm to satisfy the following condition
π2
T 2
m2 < a ≤ b < π
2
T 2
(m+ 1)2.
Theorem 2. Let the assumptions (H1) and (H2) hold. Then Eq. (2.2) has a unique T-anti-periodic solution.
In order to prove Theorem 2, we consider the homogeneous equation as follows
(p(t)x′)′ + q(t)x = 0. (2.3)
Lemma 1. Let the assumptions (H1) and (H2) hold. Then Eq. (2.3) has only one zero T-anti-periodic solution.
Proof. Note that if x is a T -anti-periodic function, then x is a (2T )-periodic function. Define a bilinear form
H(u, v) =
∫ 2T
0
(p(t)u′(t)v′(t)− q(t)u(t)v(t))dt,
where u, v ∈ C2(R) are T -anti-periodic functions.
Put
X =

x ∈ C2(R), is a T -anti-periodic function:x =
∞−
j=m+1

cj cos
π
T
jt + dj sin πT jt

,
Y =

y ∈ C2(R), is a T -anti-periodic function:y = c0 +
m−
j=1

cj cos
π
T
jt + dj sin πT jt

,
where cj and dj are Fourier’s coefficients. Then the above anti-periodic functions space is equivalent to X ⊕ Y . From the
assumption (H1), we can obtain that there exist the two constantsM1 andM2 such that
0 < M1 ≤ p(t) ≤ M2 for all t ∈ R. (2.4)
By using the assumptions (H1) and (H2), and Parseval’s formula, we can have
H(x, x) =
∫ 2T
0
p(t)

x′2(t)− q(t)
p(t)
x2(t)

dt
≥
∫ 2T
0
p(t)

x′2(t)− π
2
T 2
(m+ 1)2x2(t)

dt
>
π2
T
M1
∞−
j=m+1
(j2 − (m+ 1)2)(c2j + d2j )
≥ 0, ∀x ∈ X, x ≠ 0,
and
H(y, y) =
∫ 2T
0
p(t)

y′2(t)− q(t)
p(t)
y2(t)

dt
≤
∫ 2T
0
p(t)

y′2(t)− π
2
T 2
m2y2(t)

dt
<
π2
T
M2
m−
j=1
(j2 −m2)(c2j + d2j )− c20
π2
T
≤ 0, ∀y ∈ Y , y ≠ 0,
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which show that H is positive definite on X , and negative definite on Y . According to the lemma on the bilinear form [7], we
conclude that, for a fixedw, if H(u, w) = 0 for all u(t) = −u(t + T ), thenw = 0.
Letw be a anti-periodic solution of Eq. (2.3). Then for any u ∈ C2(R), u(t) = −u(t + T ), we have∫ 2T
0
((p(t)w′)′u+ q(t)wu)dt = 0.
We conclude that H(u, w) = 0, sow = 0, which completes the proof of the Lemma 1. 
The following is the proof of Theorem 2.
Proof. We first prove the uniqueness. Let x1(t) and x2(t) be any two T -anti-periodic solutions of Eq. (2.2). Then x(t) =
x1(t)− x2(t) is a T -anti-periodic solution of the following homogeneous equation
(p(t)x′)′ + q(t)x = 0.
By the assumptions (H1) and (H2), and Lemma 1 we conclude x(t) ≡ 0, t ∈ R. This proves the uniqueness.
Next prove the existence of anti-periodic solutions. By | · |1 we denote the usual C1-norm. Rewrite the Eq. (2.2) as follows
(p(t)x′)′ + q(t)x− h(t) = 0.
Let
β = π
2
4T 2
(M1 +M2)(m2 + (m+ 1)2).
Introduce an auxiliary equation
(p(t)x′)′ + (1− λ)βx+ λ(q(t)x− h(t)) = 0, λ ∈ [0, 1]. (2.5)
By (2.4) and the definition of β , we derive
0 <
π2
T 2
m2 <
β
M2
≤ β
p(t)
≤ β
M1
<
π2
T 2
(m+ 1)2.
According Lemma 1, the equation
(p(t)x′)′ + βx = 0
has only one solution x(t) ≡ 0. Hence, from the Leray–Schauder principle, we only need to prove that for all λ ∈ [0, 1],
there existsM0 > 0 such that if xλ(t) is a T -anti-periodic solution of Eq. (2.5), then
|xλ(t)|1 ≤ M0. (2.6)
If this fails, then there will exist the sequences {xj} ⊂ C1(R) and {λj} ⊂ [0, 1] such that |xj|1 →∞ (j →∞), where xj is a
solution of Eq. (2.5) for λ = λj. Write
yj = xj|xj|1 .
Then
(p(t)y′j)
′ + ((1− λj)β + λjq(t))yj − λjh(t)|xj|1 = 0. (2.7)
By the assumptions (H1) and (H2), and the Arzela–Ascoli theorem, we may assume that λj → λ0, yj → y0 and y′j → z0, as
j →∞. Moreover y0 and z0 are anti-periodic functions on C(R).
Obviously, as j →∞,
λjh(t)
|xj|1 → 0.
Thus, by (2.7), we have
y0(t) = y0(0)+
∫ t
0
z0(s)ds,
p(t)z0(t) = p(0)z0(0)−
∫ t
0
((1− λ)β + λ0q(t))dt = 0.
This shows that y0(t) is a T -anti-periodic solution of
(p(t)y′)′ + ((1− λ0)β + λ0q(t))y = 0, (2.8)
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and |y|1 = 1. On the other hand, by the assumption and the definition ofβ , we derive that p(t) and (1−λ0β)+λ0q(t) suit the
Lemma 1. Hence, Eq. (2.8) has a unique trivial T -anti-periodic solution, which leads to a contradiction. By Leray–Schauder
principle, We end the proof of Theorem 2. 
3. The proof of Theorem 1
Proof. First we prove the uniqueness. Let x˜1(t) and x˜2(t) be any two T -anti-periodic solutions of Eq. (1.1). Then x˜(t) =
x˜1(t)− x˜2(t) is a T -anti-periodic solution of the following equation
(p(t)x′)′ + x
∫ 1
0
fx(t, x˜2(t)+ θ x˜(t))dθ = 0.
By the assumption (A1), we find
 1
0 fx(t, x˜2(t)+θ x˜(t))dθ to be periodic function and satisfying the assumptions (H1) and
(H2). By the Theorem 2, x˜(t) ≡ 0.
We next prove the existence. Rewrite Eq. (1.1) as follows:
(p(t)x′)′ + l(t, x)+ f (t, 0) = 0,
where l(t, x) =  10 fx(t, θx)dθ . Introduce an auxiliary equation
(p(t)x′)′ + (1− λ)βx+ λ(l(t, x)x+ f (t, 0)) = 0,
The remaining part of the proof is similar to the one of Theorem 2, so we omit it. 
Similarly we also consider an even order vector differential equation as follows:
(p(t)x(n))(n) +
n−1
j=1
αjx(2j) + (−1)n+1f (t, x) = 0, (3.9)
where x ∈ Rm, f ∈ C1(R× Rm, Rm),−f (t + T , x) = f (t,−x); and p ∈ Cn(R, Rm × Rm)with p(t + t) = p(t).
Theorem 3. Assume that γ I < p(t) < νI , where I is an m×m unit matrix. There exist two constant symmetric m×mmatrices
A and B such that
A ≤ (pT (t))−1fx(t, x) ≤ B, t ∈ R, x ∈ Rm,
where fx = (fixj) is a Jacobian matrix, and fx is a symmetric m×mmatrix. If κ1 ≤ κ2 ≤ · · · ≤ κn and µ1 ≤ µ2 ≤ · · · ≤ µn are
the eigenvalues of A and B respectively. There exist integers Ni, i = 1, 2, . . . ,m, satisfying the condition
0 <
π2n
T 2n
N2ni +
n−1
j=1
(−1)j−nαjπ
2j
T 2j
N2ji < κi ≤ µi
<
π2n
T 2n
(Ni + 1)2n +
n−1
j=1
(−1)j−nαjπ
2j
T 2j
(Ni + 1)2j.
Then Eq. (3.9) has only one T-anti-periodic solution.
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