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Abstract

Introduction

An explicit computational fluid dynamics
(CFD) computer code with parallel processing
capability has been developed for the purpose of
simulating internal high-speed reacting flows. The
code solves the three-dimensional Navier-Stokes
equations for compressible flows. The CFD code can
be executed on either sequential (single processor)
computers or multi-computers (multiple processor
machines with distributed memory and message
passing between processors).
The parallel
implementation involves homogeneous domain
decomposition between processors with message
passing needed only between neighbor processors.
The code is validated for a compression ramp, an
expansion ramp, a viscous flat plate, and a viscous
flat plate with wall injection. These results are
presented and discussed. Also, parallel timings,
relative speed-ups, and relative efficiencies are
presented and discussed. These preliminary results
indicate that parallel processing should solve the
resource and speed shortages currently encountered
with sequential computers for problems of interest.

Computational Fluid Dynamics (CFD) has
matured rapidly in the past twenty years and is now
generally accepted as an important tool for analyzing
and understanding fluid flows. In studies of complex
high-speed internal flows where experiments are often
impractical, CFD is especially important. In the past
five years, CFD has played a vital role in the study of
high-speed (hypersonic and supersonic) flight,
especially in the ongoing research effort to develop
an advanced air-breathing aerospace vehicle. This
vehicle will rely on hydrogen-fueled supersonic
combustion ramjet engines (scramjets) to produce the
thrust necessary for the vehicle to reach hypersonic
speeds in the atmosphere. The ultimate goal of this
project is to obtain a reliable singlc-stage-to-orbit
capability. Although many experimental facilities
have contributed to the development of the sc ramjet,
CFD must be used to assist in the evaluation of
engine flight performance.
The numerical modeling of the chemically reacting flows present in supersonic combustors has
been pioneered by Drummond1 and others.2,3
However, due to the enormous computer resources
required, many of the analyses to date have relied on
two-dimensional representations of the flow-field.
These two-dimensional studies have contributed
significantly to the understanding of the complicated
physics and kinetics of supersonic combustion.
However, a realistic sc ramjet combustor is dominated
by three-dimensional effects. For instance, axial
(tliree-dimensional) vorticity generation by injectors
largely contribute to actual fuel mixing and
subsequent reaction.
Therefore, full three
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this paper will first discuss the theoretical viewpoint
of parallel processing. Next, a brief description of
the code and the actual parallel implementation used
in this work will be discussed. Lastly, the results of
the code validation and parallel processing efforts
will be presented and discussed.

dimensional simulations have been attempted with
moderate success.4*5 But due to memoiy limitations
and (especially) CPU time limitations, these
simulations can provide only limited details of
specific flows, even on conventional supercomputers.
As an example, a typical three-dimensional reacting
flow simulation of a supersonic combustor can
require over 300,000 grid points, 60,000 explicit
iterations, memoiy of about 20 million words, and
CPU times of up to 200 hours on a conventional
supercomputer.4 Therefore, to provide more detailed
solutions (requiring greater computational mesh
refinement, more complete chemistry and turbulence
modeling, etc.) and also to satisfy the demand for
faster turn-around time for parametric studies
necessary for engine design, the current
supercomputing capabilities need to increase by ten
fold or greater. However, Johnson7 argues that, due
to the physical limitation of the speed of light, a
single processor (based on current micro-chip
technology) would have the theoretical limit of
approximately 1000 million floating-point operations
per second (MFLOPS) and that current
supercomputers are already within an order of
magnitude of that lim it One way to delay the impact
of this theoretical limitation is to employ parallel
processing.
During the past few years, the amount of
research in parallel processing has been enormous.
The research efforts have included developing parallel
algorithms, modifying current sequential codes to run
in parallel, and evaluating the parallel performance of
various parallel architectures. The research in fluid
dynamics has included such work as large-scale
modeling of turbomachinery across a network of
workstations,* large-scale modeling of Rayleigh
natural convection on a 1024-processor nCUBE/2,9
and the comparative evaluation of different computer
architectures for solving both Euler andNavier-Stokes
equations.10 This latter research compared both
shared memoiy (such as the CRAY Y-MP/8) and
distributed memory (such as the Intel iPSC/2 and
Symult Series 2010) MIMD architectures. The major
conclusion from this research was that distributed
memory MIMD architectures offer the greatest
possibility for effectively implementing a large-scale
CFD code. The main objective of the work described
in this paper has been to create an efficient parallel
CFD code structured for high-speed applications so as
to evaluate whether parallel processing can solve the
resource and speed shortages currently encountered
by conventional supercomputers. The remainder of

Parallel Processing Considerations

Parallel processing on multi-computers is a
relatively simple concept, A multi-computer is a
computer with multiple processors where each
processor has separate memory (distributed memory).
This architecture allows for each processor to be
working on different data and different instruction
sets. Therefore, a multi-computer is classified as
MIMD (Multiple Instruction, Multiple Data) whereas
a single processor (sequential) computer is classified
as SISD (Single Instruction, Single Data). A vector
processor is SIMD (Single Instruction, Multiple
Data). Based on the increase in computing power by
moving from an SISD to an SIMD architecture,
MIMD is the next logical step. Theoretically, by
suitably programming a multi-computer composed of
N homogeneous processors, linear speedup could be
obtained; i.e., an equivalent computing power of N
times the MFLOPS rating of a single processor could
be achieved.
Since the memory is disjointly
distributed over the processors, any sharing of
information between processors must be done by
message passing. To achieve near linear speedup, the
communication between processors must be over
lapped with computation. The ideal scenario would
be that all N processors complete the computations
necessary to begin communication at the same time,
then begin sending messages while continuing with
useful calculations, receive all messages, and repeat
as necessary. To achieve this ideal scenario, parallel
processing considerations involve both problem
formulation for parallel implementation and also
consideration of the architecture of the computer on
which the code is to be executed. Therefore, the
purpose of the ongoing work described here is multifacetted. First, a three-dimensional CFD computer
code has been developed which can be executed on
either a sequential computer or multi-computers.
This allows for concept (timing) validation and also
provides a check that the solution is independent of
the parallel implementation. Secondly, this research
is aimed at determining the feasibility of parallel
processing with respect to large-scale CFD
applications for hypersonic propulsion flows. Lastly,
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Since the focus currently is on homogeneous multi
computers, the parallel implementation involves
simple domain decomposition, where each processor
gets an equal portion of the total number of grid
points in the domain.
The sub-domains are
distributed to the separate processors in such a way
that a processor only needs to communicate with its
neighbors (processors that share an input/output line
with the current processor).
This type of
communication is the fastest possible in a hypercube
architecture. First, it avoids message delays caused
by intermediate processors checking the message
destination.
Secondly, the messages travel the
shortest physical distance, hence arrive rapidly at the
target processor.
Figure 1 shows a simplified example of how
the actual domain is divided over the separate
processors. For each processor, the outer perimeter
(exterior points) of its separate decomposed domain
is shown as the solid box and the outer perimeter of
the points interior to that processor are shown as the
dotted box. However, the domains of the separate
processors arc overlapped such that (referring to the
figure) the left-most exterior points (solid line) of the
right processor correspond to the right-most interior
points (dotted line) of the left processor, and vice
versa. Once the calculations are performed on the
right-most interior points of the left processor, this
processor sends a message which sets the new right
most interior points as the new left-most exterior
points of the processor on the right, and vice versa.
In the actual CFD code, this has been extended for
three-dimensional domains.
In the current implementation, the message
passing used is both asynchronous and synchronized.
Asynchronous message passing allows a processor to
send/receive messages whenever they are available
(without concern as to whether the receiving/sending
processor is ready).
Conversely, synchronous
message passing implies that all processors involved
must wait to send/receive messages at the same time.
Synchronized communication means that even though
the right processor (in Figure 1) may have the
message from the left processor available, the values
are not allowed to be stored until all right processor
interior points which would be directly affected by
changing the exterior points are suitably iterated
upon. There fore, sync hr o nized asynchronous me ssa ge
passing means there can be no mixed time levels for
the values used to iterate on an individual grid point.
For example, (referring to Figure 1) even if the left
processor finishes calculations on its right-most

various parallel convergence acceleration algorithms
(such as multi-grid) are also being investigated. The
scope of this paper will be limited to the former two
objectives.
Code Description and
Parallel Implementation
The CFD code developed in this study uses
(to date) the explicit, finite-difference, second-order
accurate MacCormack method for the solution of the
Navier-Stokes equations. The MacCormack method
was chosen for two main reasons. First, it is based
on well known and proven technology and has
reliably provided successful solutions for scramjet
combustor flows in the past on conventional
supercomputers. Although implicit methods often
have a definite advantage over explicit methods, the
advantage is not clear in internal scramjet combustor
flows due to the small time step required and the lack
of a true flow steady-state. Also, the low order
explicit methods need less message passing as
compared to other numerical schemes. Typically,
both implicit and higher order explicit algorithms
would need more message passing due to the
necessity to share more information across any
processor boundaries. Since one goal of this effort is
to evaluate as many different computer architectures
as possible, the code was written in the C
programming language in order to make it portable
between different computer systems. Also, the code
was written in modular form. Thus, it is simple to
add and/or remove different sections of the code or
(for example) change the message-passing syntax in
order to match a different system. Although the code
has been written for homogeneous (equally powered
processors) multi-computers, research is also being
done in determining an efficient manner to
decompose the domain over very diversified
processors. The current code structure was based on
the availability of both a 16-processor Intel iPSC/2
and a 32-processor Intel iPSC/860. The iPSC/2 has
an MIMD hypercube architecture where each
processor consists of 8 MB (megabytes) of memory
and both an Intel 80386 epu and an Intel 80387 math
co-processor which run at 20 MHz. The iPSC/860
also has an MIMD hypercube architecture and 8 MB
of memory per processor. However, each processor
consists of an Intel 80860 RISC chip which runs at
40 Mhz. The C parallel extensions provided by the
manufacturer were used to explicitly create the
message passing between processors for both systems.
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Compression Ramp
The two-dimensional oblique shock case
examined here is for Mach 2.5 air encountering a 10°
compression ramp. The computational grid was
generated using Smith and Weizel analytic metrics.11
The grid was composed of 66 x 98 x 4 points with
clustering at the comer (see Figure 2). The physical
inflow domain height is 4 cm and the domain length
is 5 cm. In this test case, the code solved the flowfield in three-dimensions but, due to the enforced
two-dimensionality, all four cross-flow planes should
(and did) return the same results. Since the boundary
condition along the bottom wall was flow tangency,
the flow must turn into itself. Due to this turning of
the flow, the supersonic flow must go through a
shock. The generated shock causes an abrupt
increase in static temperature, static pressure, and
static density. The flow upstream of the shock and
downstream of the shock should be uniform. Thiff is
supported by examining the pressure contours in
Figure 3 with the note that some of the irregularity of
the shock wave seen in Figure 3 is due to the
coarseness of the grid near the shock itself. For both
inviscid and viscous flow, the flow as predicted by
the CFD code was validated (i.e., the correct static
pressure, static temperature, static density, shock
angle and Mach number were predicted for the flow
based on the two-dimensional oblique shock
relations). Additionally, the code returned the same
results whether executed on a sequential or parallel
machine.

interior points before the right processor finishes on
its left-most interior points, the left processor begins
to send the values of its right-most interior points. If
that message arrives at the right processor before the
right processor has finished the calculations of its
left-most interior points, the message is ignored until
those particular calculations are completed. Once
these calculations are completed, the right processor
can send its left-most interior points and then receive
the message from the left processor.
This
implementation preserves the temporal accuracy of
the explicit code.

Results
The following results are separated into two
sections. The first section presents and discusses
some of the test cases used to validate the parallel
code to date while the second section presents and
discusses the timings, relative speedups, and relative
efficiencies achieved on the iPSC/2 and iPSC/860.
The latter portion also includes timing comparisons
between the parallel processing machines and
sequential machines.

Code Validation
The parallel CFD code described in earlier
sections is applied to a compression ramp (shock), an
expansion ramp, a viscous flat plate, and a viscous
flat plate with air-into-air injection. For the shock
and expansion problems, inviscid (flow tangency)
boundary conditions are used for the bottom wall.
For the flat plate and injection problems, viscous (no
slip) boundary conditions are applied on the bottom
wall. In all cases, the wall pressure, the wall
temperature, and the outflow properties are
extrapolated from the interior grid points, since the
flow is mainly supersonic. For inviscid flow cases,
the coefficients of thermal conductivity and viscosity
are set identically to zero. For the viscous cases, the
coefficient of viscosity is calculated using
Sutherland's law.
The coefficient of thermal
conductivity is then related to the coefficient of
viscosity through the Prandtl number. Additionally,
the solutions are considered converged when the /,
norm of the density has decreased by five orders of
magnitude from its maximum value (unless stated
otherwise).

Expansion Ramp
The second case examined here is for Mach
2.5 air turning through an expansion angle of 10°
relative to the inflow direction. This problem was
handled in a manner similar to that of the first case.
The grid was generated using the same external grid
generator with the same grid density except that the
bottom wall was turned 10° clockwise (away from the
flow), instead of counter-clockwise (towards the flow)
as in the shock problem. The physical dimensions of
this test case are the same as those given above for
the compression ramp. Figure 4 illustrates the grid
used for this ease. The relieving effect generated by
the flow passing through an isentropic expansion fan
causes a reduction in the static properties of
temperature, pressure, and density. The numerically
computed expansion fan is illustrated by the pressure
contours in Figure 5. Again, for both inviscid and
viscous flow cases, the code predicted the correct
values for the various flow properties behind the
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considered converged after the l2 norm of the density
had dropped approximately three orders of magnitude.
This was due to vorticity and inherent unsteadiness in
the flow. The results from the CFD code were the
same when this problem was executed on either a
sequential computer or a multi-computer.

expansion fan, based on the Prandtl-Meyer expansion
relations. The code produced identical results on
sequential computers and multi-computers.
Flat Plate Flow
The third case is for Mach 2.5 (viscous) flow
over a flat plate. The grid was generated by the same
external grid generator and had 130 x 66 x 4 grid
points with node clustering at the leading edge. The
physical domain height is 2,5 cm and the length is 4
cm. This problem models the development and
growth of a laminar and compressible boundaiy layer.
The solution obtained agrees approximately with
compressible boundary layer results for similar
conditions given by W hite/2 although, due to the
coarseness of the grid used, exact correlation is
difficult. The flat plate solutions are identical for
both sequential computers and multi-computers.

Parallel Processing Results
Since a primary objective of this work is to
evaluate the performance of the parallel
implementation of the CFD code, the performance
variables of speedup, percent efficiency, relative
speedup, and percent relative efficiency are defined.
Speedup is a basic measure of how much faster the
parallel program executes than ihe sequential (one
processor) program executes and is defined as the
time for the sequential program to he completed
divided by the time for N processors to complete the
same program in parallel.
The term percent
efficiency is a measure of how close the parallel
solution time is to linear speedup and is calculated by
dividing the speedup by N (the number of processors)
and then multiplying by 100. Due to the relatively
small size of memory on the iPSC/2 and iPSC/860
machines used in this work, some of the grid sizes
used in the test cases were too large for a single
processor. Therefore, it is necessary to define the
performance parameters of relative speedup and
percent relative efficiency. Relative speedup is the
time for N processors to complete the program (in
parallel) divided by the lime for M processors to
complete the program (in parallel), where N is the
reference number of processors. The percent relative
efficiency is then simply the relative speedup
multiplied by ((N/M)* 100).
Figure 8 presents the speedup comparisons
between the iPSC/2, iPSC/860, and the ideal speedup
for the basic case of the code returning freestream.
Note that in Figure 8 the iPSC/2 provides speedups
closer to the ideal. There is a considerable difference
in efficiency between the iPSC/2 and iPSC/860 for
the same number of processors. The reason that the
iPSC/2 seems to be more efficient is due to the fact
that both machines communicate at nearly the same
speed but that the iPSC/860 is approximately 10 to
20 times faster (per processor) at computations.13
Therefore, the iPSC/860 is completing its useful
calculations before the message passing is completed,
while the iPSC/2 is over-lapping more of the

Injection
The last test case is similar in flow
conditions and geometry to the viscous flat plate test
case except that an injection slot is inserted in the
bottom wall. This case provides a preliminary test of
supersonic injection into a supersonic airstream, The
Mach 2.5 inflow air has a static temperature of 225
K and static pressure of 20000 Pa. Air is injected
from the bottom wall slot at Mach 1.0 and with a
static temperature of 675 K and a static pressure of
69000 Pa. The injected flow is angled 20° from the
downstream direction. Figure 6 shows the grid for
the injection problem which was generated by die
same external grid generator as used in the previous
test cases. This grid also had 130 x 66 x 4 points
(like the flat plate problem) with the node clustering
at the injection slot (instead of at the plate leading
edge). The physical dimensions are exaedy the same
as those given above in the flat plate problem.
Figure 7 illustrates pressure contours obtained from
the CFD solution.
There is a laminar and
compressible wall boundary layer along the forward
section of the plate which ends near the injection slot.
The bow shock caused by the injection is the
dominant feature of the flow. In addition, the jet has
a clearly defined expansion into the wake region
downstream of the injection orifice. Due to the twodimensionality in this case, there is no relieving
effect. AJso, note the triangular region of pressure
contours upstream of the shock in Figure 7. This is
a result of the upstream recirculation zone caused by
the injection. The solution presented here was
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communication time. This same argument applies
when the number of processors on the same machine
is increased.
Due to homogeneous domain
decomposition for a set number of grid points, the
amount of useful calculations available to over-lap
the message passing decreases by increasing the
number of processors. Thus, the efficiency decreases.
One way to increase the parallel efficiency is to
increase the grid density (which is also physically
advantageous).
Table 1 shows the relative speedup and
percent relative efficiency based on 4 processors for
returning freestream with 34 x 34 x 4 grid points and
66 x 66 x 4 grid points for both the iPSC/2 and
iPSC/860. Note that neither machine was able to
execute the program using less than 4 processors for
the finer grid levels.
The relative speedup
comparisons between the different machines and
different grid sizes is graphically presented in Figure
9. Note that by increasing the grid size, the relative
speed ups of both parallel machines becomes closer to
linear (ideal) speedup. Referring to Table 1, it can be
seen that the relative efficiency for the 32-processor
iPSC/860 increased from 59% for the smaller grid
size to 74% for the larger grid size.
The timing results for the freestream, shock,
expansion, flat plate, and injection problems on the
iPSC/860 are summarized in Table 2. Most of these
problems were unable to be executed on any fe%ver
than 8 processors due to memory constraints. The
relative speedup and percent relative efficiency based
on 8 nodes for the freestream [34 x 34 x 4],
freestream [66 x 66 x 4], shock [66 x 98 x 4],
expansion [66 x 98 x 4], flat plate [130 x 66 x 4),
and injection [130 x 66 x 4] cases on the iPSC/860
are presented in this tabic. Note that, for a set
number of processors, the relative speedup and
percent relative efficiency increase as the number of
grid points increase. This relation can be graphically
seen in Figure 10 which shows the relative speedup
comparison between the different cases on the
iPSC/860.
Lastly, Table 3 shows rankings (normalized
based on CRAY Y-MP results) between the
iPSC/860, a CRAY Y-MP supercomputer, a CRAY II
supercomputer, and a Hewlett-Packard 9000/720
workstation for the shock, expansion, and flat plate
test cases. The results for the CRAY computers were
for the program running in sequential mode. This
included using the compiler vector processing
capability but not the multiple processor multi-tasking
capability. Also, since the code is portable between

many different computer systems, the code relies on
the compilers (with full optimization flags) to do any
optimization (i.e., it is not written specifically for the
CRAY). For all three test cases, the 16-processor
iPSC/860 was 1.5 to 1.7 times faster than the CRAY
Y-MP, and the 32-processor iPSC/860 was 2.7 to 3.0
times faster. Compared to the CRAY II for the fiat
plate case, the 8-, 16-, and 32-processor iPSC/860
solution times were, respectively, 1.2 , 2.4, and 4.3
times faster. Likewise, for the fiat plate case,
compared to the Hewlett-Packard (HP) 9000/720
workstation, the 8-, 16-, and 32-processor iPSC/860
solution times were, respectively, 6.5, 12.5, and 22.3
times faster.
Conclusions
Currently, large-scale CFD simulations of
internal high-speed reacting flows have encountered
substantial resource and speed shortages even when
using conventional supercomputers. However, these
shortages can be overcome bv using parallel
processing. The ongoing research described in this
paper has focused on developing a CFD code with
parallel processing capability for the purpose of
simulating such high-speed flows. The research to
date has focused on the parallel implementation of
this CFD code on multi-computers. Multi-computers
have MIMD architectures with multiple processors
where each processor has separate memory
(distributed memory). In particular, the parallel
implementation of the code (domain decomposition
over homogeneous processors) has been validated and
the parallel performance analyzed on the Intel LPSC/2
and Intel iPSC/860 multi-computers. The code has
been validated to date for the test cases of a
compression ramp, an expansion ramp, a (viscous)
flat plate, and a (viscous) flat plate with air-into-air
injection. The solutions were independent of the
computer architecture (sequential computer or multi
computer) used to execute the code, In addition, the
results demonstrate that as the problem size (number
of grid points) increases, the parallel efficiency also
increases. Thus, this conclusion implies that a multi
computer could be scaled to efficiently handle very
large-scale CFD applications. With the CFD code
developed in this ongoing research, the 32-processor
iPSC/860 executes approximately 3 times faster than
the single processor CRAY Y-MP supercomputer.
Note that the code has not been optimized explicitly
for any one computer system, but instead relies on
the computer system compiler to perform any
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optimization (i.e., the code does not take full
advantage of the CRAY Y-MP processing power).
Future work in this area will include the
evaluation of various parallel architectures for rapid
flow simulation and parallel convergence acceleration
techniques (such as multi-grid). The existing code
will be expanded and modified for multiple species,
chemical kinetics, advanced turbulence modeling
capability, as well as algorithm and order-of-aceuracy
improvements. The overall goal of this and related
efforts is the rapid parametric simulation of flowfields for hypersonic propulsive flow-path design and
evaluation.
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Freestream [3 4 x3 4 x4 ]
iPSC/2

Number of

iPSC/860

Processors

Relative
Speedup

Relative
Efficiency (%)

Relative
Speedup

Relative
Efficiency (%)

4
8
16
32

1
1.866
3.453

100
93.3
86.3

1
1.692
2.968
4.734

100
84.6
74.2
59.2

I1

Freestream [66 x 66 x 4]
iPSC/860

iPSQ2

Number of
Processors

Relative
Speedup

Relative
Efficiency (%)

Relative
Speedup

Relative
Efficiency (%)

4
8
16
32

1
1.928
3.708

100
96.4
92.7

1
1.887
3.518
5.919

100
94.4
88.0
74.0

1

Table 1. Relative speedup and relative efficiency for freestream cases; [34x34x4] and
[66x66x4]
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Results on the iPSC/860
Freestream [34x34x4]

! Number of
Processors

Relative
Speedup

Relative
Efficiency (%)

Relative
Speedup

Relative
Efficiency (%)

8
16
32

1
1.754
2.797

100
87.7
69.9

1
1.864
3.136

100
93.2
78.4

1

Expansion [66x98x4]

Shock[66x98x4]

Number of
Processors

Relative
Speedup

Relative
Efficiency (%)

Relative
Speedup

8
16
32

1
1.906
3.383

100
95.3
84.6

1
1.911
3.392

1

; Processors

8
16
32

1

l

Relative
Efficiency (%) |
100
95.5
84.8

Injection [130x66x4]

Flat Plate [130x66x4]

Number of

!

Freestream [66x66x4]

Relative
Speedup

Relative
Efficiency (%)

Relative
Speedup

Relative
Efficiency (%) |

1
1.916
3.422

100
95.8
85.6

1
1.916
3.422

100
95.8
85.6

Table 2. Relative speedup and relative efficiency of various test cases on the iPSC/860
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Comparison between computers
Shock

Rank

Computer

Number of
Processors

Normalized
Time

Equivalent
CRAY Y-MP Speed

1
2
3
4

iPSC/860
iPSC/860
CRAY Y-MP
iPSC/860

32
16
1
8

0.374
0.664
1.0
1.265

2.674
1.507
1.0
0.791

Expansion

Rank

Computer

Number of
Processors

Normalized
Time

Equivalent
CRAY Y-MP Speed

1
2
3
4

iPSC/860
iPSC/860
CRAY Y-MP
iPSC/860

32
16
1
8

0.324
0.576
1.0
1.100

3.084
1.757
1.0
0.909

Flat Plate

Rank

Computer

Number of
Processors

Normalized
Time

Equivalent
CRAY Y-MP Speed

1
2
3
4
5
6

iPSC/860
iPSC/860
CRAY Y-MP
iPSC/860
CRAY II
HP 9000/720

32
16
1
8
1
1

0.330
0.590
1.0
1.131
1.408
7.383

3.027
1.694
1.0
0.884
0.710
0.135

Table 3. Comparison of Different Computer Systems Relative to the CRAY Y-MP
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Figure 1. Layout of sub-domains on separate processors

Figure 2. Grid layout used in compression ramp test case
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Figure 3. Pressure contours for compression ramp test case

Figure 4. Grid layout used in expansion ramp test case
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r

Figure 6. Grid layout used in injection test case

13

Figure 7. Pressure contours for injection test case

Freestream [34x34x4]

F igure 8. Speedup comparison between iPSC/2, iPSC/860, and ideal speedup for return
ing freestream; [34x34x4]
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Freestream on iPSC/2 and iPSC/860

Number of Processors

Figure 9. Relative speedup comparison between iPSC/2. iPSC/860. and ideal speedup
for returning freestream; [34x34x4] and [66x66x4]

Various Cases on iPSC/860

Number of Processors

Figure 10. Relative speedup comparison between iPSC/860 and ideal speedup for vari
ous test cases
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