Abstract. -A period of a rational integral is the result of integrating, with respect to one or several variables, a rational function over a closed path. This work focuses particularly on periods depending on a parameter: in this case the period under consideration satisfies a linear differential equation, the Picard-Fuchs equation. I give a reduction algorithm that extends the Griffiths-Dwork reduction and apply it to the computation of Picard-Fuchs equations. The resulting algorithm is elementary and has been successfully applied to problems that were previously out of reach.
Introduction
This work studies periods of rational integrals, that is, the result of the integration, with respect to one or several variables, of a rational function over a closed path. I focus especially on the case where the period depends on a parameter. The fact that periods depending on a parameter of rational or algebraic integrals satisfy linear differential equations with polynomial coefficients has been a continuous discovery since Euler and his computation of a differential equation for the perimeter of an ellipse as a function of eccentricity. Since then, these differential equations, known as Picard-Fuchs equations, have proven to be useful in numerous domains such as combinatorics, 1 number theory 2 or physics.
3 Research in computer algebra has devoted great efforts to provide algorithms for computing integrals and, in particular, Picard-Fuchs equations. Nevertheless the practical efficiency of current methods is not satisfactory in many cases. One reason might be the high level of generality of most algorithms, which apply to the integration of general holonomic functions. Rational functions are certainly very specific among holonomic functions, but the numerous applications of Picard-Fuchs equations as well as the fundamental nature of rational functions make them worth developing specific methods.
Formulation of the problem. -Let R be a rational function in the variables x 1 , . . . , x n , denoted x, and a parameter t, with coefficients in C. Let γ be a n-cycle in C n , e.g., an embedding of the sphere S n in C n , on which R is continuous when t ranges over some connected open set U of C. We can form the following integral, depending on t ∈ U ,
(1)
where dx stands for dx 1 · · · dx n .
Example 1. -For t ∈ C, with |t| < 17 − 12 √ 2 n 0 n k=0 n k
where the cycle of integration γ is (x, y, z) ∈ C 3 |x| = |y| = |z| = 1/2 . This is the generating function of Apéry numbers.
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These integrals, for different cycles γ, are called the periods of the integral R. It is well-known that P (t) satisfies a linear differential equation with polynomial coefficients. Let L R,γ denote the differential operator in t and ∂ t which corresponds to the minimalorder equation of P (t). That is to say L R,γ is the non zero operator a k (t)P (k) (t) = 0.
Every linear differential equation for P (t) translates into an operator which is a left multiple of L R,γ . It often happens that the description of the cycle γ is analytic or topological, sometimes not even explicit, and, to say the least, unsuitable to a formal algorithmic treatment. In fact there is no harm in simply discarding γ: there exists a differential equation satisfied by all the periods of R. In other words, there exists an operator in t and ∂ t which is a left multiple of all L R,γ . Let L R denote the least common left multiple of the L R,γ . The classical result which allows the algorithmic computation of L R is that it is the minimal operator L such that
for some rational functions B i in C(t, x) whose denominators divide a power of the denominator of R, and where ∂ i denotes ∂/∂x i . This article presents an algorithm that compute the operator L R , or at least a left multiple of it.
Example 2. -In the case of Example 1, the operators L R and L R,γ both equal L R = t 2 (t 2 − 34t + 1)∂ 3 t + 3t(2t 2 − 51t + 1)∂ 2 t + (7t 2 − 112t + 1)∂ t + (t − 5).
Note that integrals of algebraic functions are easily translated into integrals of rational functions with one variable more: if W (t, x) is a function such that P (t, x, W ) = 0 for some polynomial P in C[t, x, y], elementary residue calculus shows that W (t, x) = 1 2πi τ y∂ y P P dy over some adequate contour τ and where ∂ y denotes the derivation ∂/∂y, so that γ W (t, x)dx = 1 2πi γ×τ y∂ y P P dxdy.
Contributions. -Following the principle of the reduction of the pole order, I define a family of finer and finer reductions [ ] r , for r 1, that given a rational function R in several variables produces another rational function [R] r that differs from R only by a sum of partial derivatives of other rational functions (Section 4). The first reduction [ ] 1 is the Griffiths-Dwork reduction (Section 3). When applied to the case of periods depending on a parameter, these reductions can solve Equation (2), and hence compute Picard-Fuchs equations of rational integrals (Section 6). A major difficulty is to fix an r such that the rth reduction [ ] r will be fine enough to ensure the termination of the algorithm. It is solved by applying a theorem of Dimca (Section 5).
The new algorithm has been implemented and shows excellent performance (Section 7). For example, I applied it to compute 137 periods coming from mathematical physics that were previously out of reach 5 (Section 8).
Reduction of pole order. -The principle of the method originates from Hermite reduction. 6 It is a procedure for computing a normal form of a univariate function modulo derivatives. Hermite introduced his method as a way to compute the algebraic part of the primitive of a univariate rational function without computing the roots of its denominator, as opposed to the classical partial fraction decomposition method. I denote by [R] the reduction of a fraction R. It is defined as follows. Let a/f q be a rational function in C(x), with f a square-free polynomial and q a positive integer. Every fraction can be written in this way since a and f are not assumed to be relatively prime. Hermite reduction enjoys the following properties: it is linear; the fractions [R] and R differ only by a derivative of a rational function; [R] is zero if and only if R is the derivative of a rational function.
The principle of Hermite reduction gives an efficient way to compute the PicardFuchs equation of simple integrals.
7 Let R be a rational function in C(t, x). Hermite reduction can be performed without modification over the field with one parameter C(t). To compute L R , it is sufficient to compute the reductions [∂ rise to an algorithm by Wilf and Zeilberger, 11 refined by Apagodu and Zeilberger, 12 applicable to proper hyperexponential terms, which includes rational functions. The idea is to transform Equation (2) into a linear system over C(t) by bounding a priori the order of a left multiple of L R and the degree of the polynomials appearing in the certificate. While being an interesting method, especially because it gives a priori bounds, the order of the linear system to be solved is large even for moderate sizes of the input. Zeilberger's "fast algorithm" 13 for hypergeometric summation is the origin of a different family of algorithms, whose key idea is to reduce the resolution of Equation (2) to the computation of rational solutions of systems of ordinary linear differential equations. Interestingly, Picard used this idea much earlier in a method for computing double rational integrals.
14 Chyzak's algorithm 15 and Koutschan's semi-algorithm 16 -termination is not proven-belong to this line and apply to D-finite ideals in Ore algebras. Rational functions are a very specific case.
A last family of algorithms coming from D-module theory has given algorithms for numerous operations on D-modules and, in particular, an algorithm by Oaku and Takayama 17 to compute the de Rham cohomology of the complement of an affine hypersurface, which would allow, in theory, to compute Picard-Fuchs equations. It is worth noticing that an algorithm to compute the integration of a holonomic Dmodule does not give as such an algorithm applicable to our problem: computing the annihilator of a rational function in the Weyl algebra is far from being an easy task.
18
The domain of application of each of these three families is much larger than just rational integrals: any comparison with the present algorithm must be done with this point in mind.
The guessing method, or equation reconstruction, a totally different method, applies to the computation of L R,γ . It often happens that beside the integral formula for P (t) one has a way to compute a power series expansion. After computing sufficiently many terms, it is possible to recover L R,γ via Hermite-Padé approximants. It may be difficult to prove that the operator computed is indeed correct, but not too hard to get convinced. The simplicity of this method counterbalances a certain lack of delicacy and justifies its ample use. When the power series expansion of P (t) is, for some reason, easy to compute, it can find Picard-Fuchs equations which are far out of reach 11 Wilf and Zeilberger, "An algorithmic proof theory for hypergeometric (ordinary and "q") multisum/integral identities". 12 Apagodu and Zeilberger, "Multi-variable Zeilberger and Almkvist-Zeilberger algorithms and the sharpening of Wilf-Zeilberger theory". 13 Zeilberger, "The method of creative telescoping". 14 Picard, "Sur les intégrales doubles de fonctions rationnelles dont tous les résidus sont nuls". 15 Chyzak, "An extension of Zeilberger's fast algorithm to general holonomic functions". 16 Koutschan, "A fast approach to creative telescoping". 17 Oaku and Takayama, "An algorithm for de Rham cohomology groups of the complement of an affine variety via D-module computation". 18 Ibid.
of any existing algorithms.
19 Most of the time, though, the power series expansion of P (t) is expensive to compute. For example, I am aware of no general method allowing to compute directly the first p terms of a diagonal of a rational function in n variables in less than p n arithmetic operations.
20
Picard and Simart have studied the case of simple and double integrals of algebraic functions and gave methods to compute normal forms modulo derivatives extensively 21 . Chen, Kauers, and Singer 22 gave an algorithm in this direction, for double rational integrals. This algorithm is an echo, independently discovered, of one of the methods of Picard.
23 Interestingly, it has two steps: a first one based on a reduction à la Hermite and another one based on creative telescoping.
Well later after Picard, Griffiths resumed the search for a normal form in the setting of de Rham cohomology of smooth projective hypersurfaces, defining what is now known as the Griffiths-Dwork reduction.
24 This reduction is in many respects similar to the Hermite reduction. It can be applied to the computation of Picard-Fuchs equations in the same way as Hermite reduction applies to simple integrals. The smoothness hypothesis can be worked around with a generic deformation. This leads to an interesting complexity result about the computation of Picard-Fuchs equations 25 but to disappointing practical efficiency in singular cases. The direction that Griffiths shown has been pursued, in particular by Dimca 26 and Saito, 27 and some results are known in the case of a singular hypersurface. 19 See, for example, Kauers and Zeilberger, "The computational challenge of enumerating highdimensional rook walks". 20 However, see Metelitsyn, "How to compute the constant term of a power of a Laurent polynomial efficiently", for an improvement in the space complexity. 21 Picard and Simart, Théorie des fonctions algébriques de deux variables indépendantes. 22 Chen, Kauers, and Singer, "Telescopers for Rational and Algebraic Functions via Residues". 23 Picard, "Sur les intégrales doubles de fonctions rationnelles dont tous les résidus sont nuls". 24 Griffiths, "On the periods of certain rational integrals. I, II", §4. 25 Bostan, Lairez, and Salvy, "Creative telescoping for rational functions using the Griffiths-Dwork method". 26 Dimca, "On the de Rham cohomology of a hypersurface complement", "On the Milnor fibrations of weighted homogeneous polynomials". 27 Dimca and Saito, "A generalization of Griffiths's theorem on rational integrals". 1. Overview 1.1. Griffiths-Dwork reduction. -To achieve a normal form modulo derivatives, the guiding principle is the reduction of pole order. Let us first consider the decision problem: given a rational function a/f q , decide whether it lies in n i=0 ∂ i A f . A major actor of the study is Jac f , the Jacobian ideal of f . It is the ideal of A generated by the partial derivatives ∂ 0 f, . . . , ∂ n f . The basic observation is that the differentiation formula
PART I

REDUCTION OF PERIODS
implies, by reading it right-to-left, that if a is in Jac f and q > 1 then a/f q equals a /f q−1 modulo derivatives, for some polynomial a . Namely, if a
Griffiths 28 proved the converse property in the case when Jac f is zero-dimensional or, equivalently, when the projective variety defined by f is smooth. Under this hypothesis, if q > 1 and if a/f q equals a /f q−1 , modulo derivatives, for some polynomial a , then a is in Jac f . This gives an algorithm to solve the decision problem, by induction on the pole order q. 
is not in Jac f , which is here the ideal (xy, y 2 , z 2 ). This identity is a consequence of the following particular case of Equation (3): 
so that for all (R, R ) in W 1 q , the first element R has a pole of order at most q and is equivalent, modulo derivatives, to the second element R , which has a pole of order at most q − 1. The following statement is a rewording of Griffiths' result:
homogeneous of degree −n − 1, the following assertions are equivalent:
The starting point of the method in the general case is to observe that W 1 q contains ordered pairs in the form (0, R ). Namely, if b 0 , . . . , b n is a syzygy, then (0, 
Of course, this can be iterated:
The basic property that is preserved through this induction is that for all (R, R ) in W r q , the first element R has a pole of order at most q and is equivalent, modulo derivatives, to the second element R , which has a pole of order at most q − 1.
Moreover, this construction is somehow exhaustive. The main result is the following, with no assumption on V (f ):
Theorem 4. -There exists an integer r 1, depending only on f , such that for all q and all R in M q , homogeneous of degree −n − 1, the following assertions are equivalent:
The algorithm presented in this article is based on this theorem, and provides an efficient way to compute the spaces W r q . The two main ingredients of efficiency are, firstly, the use of Gröbner bases to reduce the dimension in which we need to perform linear algebra and, secondly, the computation of a basis of non-trivial syzygies. 
The antisymmetry property implies that this defines a syzygy, and we check that
It follows that the ordered pair (
q . Thus, in order to compute W 2 q , one may discard trivial syzygies. Quantitatively, the trivial syzygies are numerous among the syzygies-see, for example, Table 2-so that discarding them is a tremendous improvement. A basis of non-trivial syzygies can be computed efficiently by means of Gröbner bases.
1.5. Reduction procedure. -Let R = a/f q be a fraction in M q . The reduced form [R] r is defined by induction on q in the following way. Let S be the minimal-with respect to a monomial order, for example-element of M q such that there exists a R
A constraint on the homogeneity degree of R will ensure that R is zero at some point of the induction.
Exponential isomorphism
The exponential isomorphism, due to Dimca 29 , allows to manipulate polynomials rather than rational functions. We work in a homogeneous setting and we deal only with homogeneous fractions R of degree −n − 1. (So that Rdx 0 · · · dx n is homogeneous of degree 0.) A fraction a/f q is therefore represented solely by its numerator a: if a/f q is homogeneous of degree −n−1, the numerator a is homogeneous of degree q deg f −n−1, so that q may be recovered from a. To the usual partial derivative ∂ i on the rational side corresponds the twisted derivative on the polynomial side
The exponential isomorphism, Theorem 5 and Corollary 7, relates, on the one hand, homogeneous fractions a/f q of degree −n − 1 modulo derivatives and, on the other hand, homogeneous polynomials, with degree in (deg f )Z − n − 1, modulo twisted derivatives.
Differential forms. -
This section is a short reminder about differential forms, or simply forms. 30 Let Ω 1 denote the polynomial differential 1-forms: it is the free A-module of rank n + 1, and the basis is denoted by the symbols dx 0 , . . . , dx n .
The A-algebra of differential forms, denoted Ω, is the exterior algebra over Ω 1 . Its multiplication is denoted ∧, it is generated by the dx i and is subject to the rela- the module Ω n+1 has rank 1 and is freely generated by dx 0 ∧ · · · ∧ dx n , denoted ω. The module Ω n has rank n + 1 and is freely generated by the elements ξ i defined by
Exterior derivative. -The differential map d, from A to Ω 1 , extends to an endomorphism of Ω, called exterior derivative, such that for α ∈ Ω p and β ∈ Ω,
The exterior derivative gives rise to a complex
which is exact.
Homogeneity. -The degree of a monomial x I dx J is defined to be |I| + |J|. A form is called homogeneous of degree k if it is a linear combination of monomials of degree k. If α and β are two homogeneous forms of degree k α and k β respectively, then dα is a homogeneous form of degree k α and α ∧ β is a homogeneous form of degree k α + k β .
Koszul complex. -The exterior product with df gives a map from Ω p to Ω p+1 , and since df ∧ df vanishes we can consider the chain complex
known as the Koszul complex of A with respect to df , and its cohomology HK(df ) defined by
is isomorphic to A/ Jac f , with a shift of n + 1 in the natural grading, where Jac f is the Jacobian ideal (∂ 0 f, . . . , ∂ n f ).
Let Syz be the kernel of the product by df on Ω n . It is the syzygy module of the sequence ∂ 0 f, . . . , ∂ n f . Let Syz be df ∧ Ω n−1 , the module of trivial syzygies, generated by the elements
Chain complex
q be the subspace of Ω p generated by the homogeneous elements of degree qN . Let T p be the direct sum
. Let S (resp. S ) be the intersection of T n and Syz (resp. Syz ). The component of degree qN of an element α of T is denoted α q .
The space T n+1 q is the equivalent of M q , as defined in the introductory remarks: the elements of T n+1 q represent numerators of rational functions whose denominator is f q . We define the linear map h from The following theorem has been proved by Dimca 32 and, independently, by Malgrange 33 and Deligne.
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Theorem 5.
of homogeneous elements of degree −n−1, and the isomorphism is given by the map induced by h : 
As a special case of Theorem 5, we have
This way, the goal of computing normal forms modulo derivatives of rational functions can be reformulated as computing normal forms of elements of
Example 8. -With f = x 2 y − z 3 , Equation (4) rewrites
The rewriting is not always direct but Corollary 7 asserts that it is always possible.
Griffiths-Dwork reduction
We reword the Griffiths-Dwork reduction, presented in Section 1, in the above setting. Let us choose a monomial ordering on A, denoted ≺. For a linear subspace V of A and an element a of A, let rem V a, or rem(V, a), be the unique b in A such that a − b is in V and no monomials of b is divided by the leading monomial of some element of V . If V is an ideal of A, this can be computed using a Gröbner basis of V , and if it is a finite-dimensional subspace, then Gaussian elimination following the monomial ordering computes rem V a.
The elementary step of the Griffiths-Dwork reduction is the following. Let α be an element of T n+1 q . Write α as ρ + df ∧ β, with β in T n and ρ minimal, that is equal to rem(df ∧ T n , α). The elementary reduction of aω in degree q is defined to be
We make the reasonable assumptions that β depends linearly on α and that β is zero if α equals ρ. For α in T n+1 k , for some k different from q, we define red GD q (α) = α. This reduction step is very easy to compute using a Gröbner basis of the Jacobian ideal Jac f = (∂ 0 f, . . . , ∂ n f ) and its cofactors. Indeed, the multivariate division algorithm gives a decomposition of a polynomial a as rem(Jac f, a)
is rem(Jac f, a)ω and β may be chosen equal to i b i ξ i . In this way, the assumptions on β are naturally satisfied. See Section 7 for more details about the implementation.
Proof. -Point (1) is a consequence of the fact that the map rem df ∧T n is idempotent and the assumption that, in the definition of red GD q (α), β is zero if rem df ∧T n α equals α. Since df is homogeneous of degree N , we can assume that β, in the definition of red GD q (α), is homogeneous of degree (q − 1)N , that is β is in T n q−1 , and so dβ is in T n+1 q−1 . Point (2) follows. Point (3) is given by the equalities
Concerning point (4), let β be an element of
When translated into a relation between fractions, point (3) reflects integration by parts:
This reduction step can be iterated by induction on the degree by defining [α] GD as red
GD , using the notations in the definitions of red GD q . Proposition 9, and an induction on the degree, gives the equivalence
The reduction [ ] GD is known as the Griffiths-Dwork reduction. It is a multivariate and homogeneous analogue of Hermite reduction. In general, it does not have all the nice properties of Hermite reduction. Namely, it may happen that for some α in D f (T n ) the reduction [α] GD is not zero. Nevertheless, Griffiths has proven the following:
The hypothesis "V (f ) is smooth" is equivalent to the fact that Jac f is a zerodimensional ideal, that is A/ Jac f is finite-dimensional over K. It is also equivalent to the equality of S and S , respectively the syzygies and the trivial syzygies in T n . The main step of the proof of Theorem 10 is
. 35 Griffiths, "On the periods of certain rational integrals. I, II", §4 36 Ibid., Theorem 4.3
In the singular case, it is never true that
is never finite dimensional. Indeed, we have
so that the quotient is finite dimensional if and only if Jac f is a zero-dimensional ideal.
Computation of higher order relations
Let W 1 q be the subspace of T n+1 q
Following the idea developed in Section 1, we define, for r 1 and q 0
Compared to Section 1, the space M q has been replaced by T 
Proof. -By induction on r. For r = 1, the claim reduces to
, which is the definition. Then, let us prove that the right-hand side satisfies the recurrence relation defining W r q , that is:
The right-to-left inclusion is clear. Conversely, let β in 
Proof.
In view of Proposition 12, it is useful to introduce the spaces
In other words, E r q is F q T n+1 modulo elements which are reducible to
. Moreover, as a reformulation of Proposition 9, the space E 1 q is
Example 15. -Let us consider the polynomial f
3 ) coming from an integral for the Apéry numbers, see Example 1. In this case n = 3 and N = 6. The dimension of the singular locus of V (f ) in P 3 K is 1. The dimensions of the first few E r q are shown in Table 1 . This illustrates the successive dimension falls. At r = 3, the equality dim E By induction on r, 
by induction hypothesis
We conclude with diagram chasing in Figure 1 . Let df ∧ β be an element of S q , with β in T
is dε, for some ε in T n q−1 such that df ∧ ε = −df ∧ dβ. In particular ε + dβ is in S q−1 , so that it decomposes in ε + η, with ε in A q−1 and η in S q−1 . In the end red 
Thus point (i) implies (ii) because
Reduction of order r.
-Putting all together, we obtain:
. The following assertions are equivalent:
Proof. 
The higher order analogue of red
for α in T n+1 . As for the Griffiths-Dwork reduction, we define [α] r as red
Corollary 22. -Let r 1, and q 0.
Moreover [ ] 1 coincides with the Griffiths-Dwork reduction [ ] GD .
This gives a proof of Theorem 11: if S = S , thenẄ 
Extensions of Griffiths' theorems
r equals zero? Corollary 23 lacks effective bounds and does not answer this question. The question is more commonly addressed in terms rational functions, but results are easily translated from one setting to the other with a more precise version of Corollary 7.
Let E r q be the quotient space, as introduced above,
where the second equality comes from Corollary 22. The space E r+1 q is a quotient of E r q , so we can consider E ∞ q , the inductive limit lim
The analogous spaces in terms of fractions arē 
It is only a matter of decoding notations to check that the map h : 
Let C f be the least such C. Unfortunately, while explicit, this integer C f is not easy to compute: in Dimca's proof it is expressed in terms of a resolution of the singularities of the projective variety V (f ). By contrast, the point (ii) of Theorem 10 fully generalizes to singular cases:
Theorem 27 (Dimca 39 ). -For any rational function a/f q homogeneous of degree −n−1, there exists another rational function a /f n , homogeneous of degree −n−1 such that
for some polynomials b i and some integer s.
Together with Theorems 24 and 25 we obtain
Example 30. -Needless to say, the polynomial f of Example 15 confirms these results. It seems that C f equals 3.
As far as I know, computations on explicit examples confirm this conjecture. Moreover the bound is tight when n is 2. A proof of this conjecture would have very interesting algorithmic consequences: the reduction algorithm is extensible to the computation of the whole cohomology of T , not just the top cohomology. Only the bound C f n + 1 lacks for obtaining an efficient algorithm for computing the de Rham cohomology of the complement of a projective hypersurface.
For some applications, such that the computation of annihilating operators of periods with a parameter, Corollary 28 gives an efficient workaround. Consider an algorithm which computes reductions [α] r , for some forms α and some fixed integer r, and does it as long as the reductions it computes are linearly independent. Then either all the [α] r are in the finite dimensional space F n T n+1 , and then the algorithm terminates; or some [α] r is not in F n T n+1 , and then r < C f , by Corollary 28. When the second case is encountered, we abort the algorithm, increment r and start over. This may happen only if r < C f , so the first case happens eventually and the algorithm terminates.
PART II PERIODS WITH A PARAMETER
We apply the reduction algorithm to the computation of Picard-Fuchs equations.
6. Algorithms 6.1. Setting. -Let K be a field of characteristic zero with a derivation δ. Typically K is Q(t) and δ is the usual derivation with respect to t. Let K δ be the algebra of differential operators in δ: it is the associative algebra with unity generated over K by δ and subject to the relations
for all x in K, where δ(x) denotes the application of δ to x whereas δx is the operator that multiplies by x and then applies δ. On K(x 0 , . . . , x n ), let ∂ i denote the derivation with respect to x i . The derivation δ extends to K(x 0 , . . . , x n ) uniquely by setting δ(
This section describes an algorithm which takes as input a rational function R in K(x 1 , . . . , x n ) and outputs an operator L in K δ such that there exist other rational functions C 1 , . . . , C n with Being based on the reduction algorithm of Section I, the algorithm does not compute the C i . It is worth a word because while only L matters, the size of the C i , say the size of a binary dense representation, is usually much larger than the size of L. To be able to compute L without computing the C i is certainly a good point toward practical efficiency. The fractions C i are called certificate: they allow to check a posteriori that L is indeed an annihilating operator of R. 6.2. Homogenization. -The reduction algorithm works in an homogeneous setting. If we are interested in computing the Picard-Fuchs equation of the integral of an inhomogeneous function, the problem can be homogenized as follows. Let R hom be the homogenization of R in degree −n − 1 defined by
or, equivalently, if F = u/v where u and v are homogeneous polynomials such
Let us write R hom as a/f q , with a and f two homogeneous polynomials and q an integer. Usually f will be chosen square-free but it is not necessary. Let N be the degree of f . Since R hom is homogeneous of degree −n − 1, the degree of a is qN − n − 1. This is the main reason for considering homogeneous fractions: the degree of the denominator determines the degree of the numerator, there is no invisible pole at infinity. The degree −n − 1 is crucial to ensure that: 
Since R hom is homogeneous of degree −n − 1, we may assume that each b i /f m is homogeneous of degree −n. Euler's relation gives
This proves that
and the claim follows.
The Picard-Fuchs equation of R hom may not be the Picard-Fuchs equation of R. However, it is the case if x 0 divides f , which is possible to assume, up to replacing f by x 0 f and a by x q 0 a. From now on I focus exclusively on the homogeneous case.
Computation of Picard-Fuchs equations. -
The derivation δ is extended to T coefficient-wise, and we define the twisted derivativeδ bỹ
It commutes with the map h, and the differential D f , as a consequence of δ commuting with ∂ i .
To highlight the difference between the smooth and the singular cases, I recall first how the Griffiths-Dwork reduction applies to the computation of Picard-Fuchs Input -a/f q a homogeneous rational function in K(x) of degree −n − 1, with V (f )
Let a/f q be a homogeneous fraction of degree −n − 1. We define ρ 0 as [aω] GD and
Sinceδ commutes with
Thus, by Theorem 10 and Corollary 7,
This leads to Algorithm 1.
Proposition 32. -Algorithm 1 applied to a fraction R satisfying the regularity assumption terminates and outputs the Picard-Fuchs equation of R.
Proof. -Correction has just been proven. Termination follows from Theorem 10, point (ii), which implies that the ρ i lie in a finite-dimensional space, so they are linearly dependent.
If Conjecture 29 were proven, it would be enough to replace [ ] GD by [ ] n+1 in Algorithm 1 to obtain an algorithm which provably outputs the Picard-Fuchs equation of a rational integral in the singular case. While this gives good results in practice, the absence of a proof is embarrassing.
It is worth mentioning the treatment of singular cases by a generic deformation: to compute a differential for R, for some R = a/f , we may change R into
where λ is a free variable. The denominator of R λ always satisfy the smoothness hypothesis, so Algorithm 1 applies, over K(λ), and gives the Picard-Fuchs equation
, where a is the unique integer which makes this evaluation neither zero nor singular, is a differential equation for R. This method achieves a good computational complexity 41 but its practical efficiency is terrible.
Another approach, using the reductions [ ] r , is to loop over r. We begin by fixing r to an initial value, for example 1, and we introduce another variable M , a positive integer. Then we compute ρ 0 , ρ 1 , etc. as in Algorithm 1 but replacing [ ] GD by [ ] r , up to ρ M . If there is no linear dependency relation between the ρ k then we increase both r and M and repeat the procedure. At some point, the parameter r will exceed C f and M will exceed the order of the Picard-Fuchs equation of R. There, a relation will be found between the ρ k and it will give the Picard-Fuchs equation. It is possible that a relation is found before the condition r C f is met: it gives of course a differential equation, but it need not be the minimal one.
Theorem 27 and its corollary allow for an interesting variant of this approach. As above, we loop over r. For a given value of r, the forms ρ 0 , ρ 1 , etc. are computed as in Algorithm 1 but replacing [ ] GD by [ ] r . Contrary to the previous approach, the number of ρ i we compute before moving to the next value of r is not bounded a priori. Instead, we compute ρ 0 , ρ 1 , etc. as long as ρ k stays in F n T n+1 . Since F n T n+1 is finite dimensional, we have the following alternative: either there exists a relation between the ρ k , or there exists a k such that ρ k is not in F n T n+1 . In the first case, the relation gives a differential equation for R. In the second case, we increase r. Corollary 28 assures that as soon as r C f , the second condition is never met, so a relation will eventually be found. Algorithm 2 details the procedure.
Theorem 33. -Algorithm 2 terminates and outputs an annihilating operator of R.
Implementation
Algorithm 2 has been implemented in the computer algebra system Magma, 42 with Q(t) as base field K, with the usual derivation.
43 To be able to treat large examples-like the ones in Section 8-the coefficient swell makes it necessary to implement a randomized evaluation-interpolation scheme which splits a computation over Q(t) into several analogous computations over different finite fields. However it comes at a price: since we lack tight a priori bounds on the size of the output-order, degree, size of the coefficients-the reconstruction step is not certified to be correct, even though the probability of failure can be made arbitrarily small. There are also Algorithm 2. Computation of annihilating operators of the periods of a rational function
Compute the subspaces U q r as they are needed.
k=0 a k δ several ways to cross-check the result independently. The variant is described in Section 7.2.
Implementation of [ ] r
with Gröbner bases. -Let M be the module Ω n+1 + Ω n , that is the free module generated by ω and the ξ i . A convenient way to implement the reduction [ ] r is to compute a reduced Gröbner basis, 44 say G, of the submodule P of M generated by the ∂ i f ω − ξ i , that is df ∧ ξ i − ξ i . We choose on M a monomial ordering, denoted , such that for all multi-indices I and J, and all integer j
For example, any position-over-term (POT) ordering with ω ξ 0 ξ 1 · · · is fine. But a term-over-position (TOP), with ω ξ 0 ξ 1 · · · , extending a graded ordering on A works as well. This gives some flexibility in the implementation. Let rem G denote the remainder on division by G. The condition (11) on the order is enough to ensure that behaves like an order eliminating ω. The reason is the following. If we give to ω the degree 1 and to each ξ i the degree N , then P is a homogeneous submodule of M . Thus any reduced Gröbner basis G of P , whatever the monomial order, contains only homogeneous elements and the remainder on division by G of a homogeneous element of degree d is homogeneous of degree d. Proof. -By definition of G there exist polynomials c i such that
If the coefficient of ω in rem G (α) is zero then rem G (α) is in Ω n . Identifying the components gives
Conversely, assume that α is in df ∧ β, for some β in Ω n . We may assume that α is homogeneous of degree d and that β is homogeneous of degree d−N . In particular α−β is in P and rem G (aω − β) = 0, since G is a Gröbner basis of P . By linearity rem G (aω) equals rem G (β).
For the grading introduced above, the element β is homogeneous of degree d − n, thus so is rem G (β). Furthermore, the leading monomial of rem G (β), with respect to , is at most the leading monomial of β, which has the form x I ξ i with |I| = d − N − n. The claim follows since no monomial of the form x J ω has degree d − n (with the alternative grading) and is less than x I ξ i , thanks to hypothesis (11).
In the same way we prove that
Together with a Gröbner basis of Syz , this Gröbner basis can be used to compute a basis of S q /S q in the following way. Using the Gröbner bases, we compute the set
Then, for each element α of S we pick an element of S q whose leading monomial is α. Those elements form a basis of S q /S q .
Gröbner bases in the module M can be emulated by Gröbner bases in the polynomial ring A with two extra variables, say u and v. Let A be A [u, v] , let ω be u n+1 and ξ i be u n−i v i+1 . Let M be the A-submodule of A [u, v] generated by ω and ξ i . Let P be ideal of A generated by ∂ i f ω − ξ i and all the monomials u p v q , with p + q = n + 2. Let ϕ be the A-linear map from M to M sending ω to ω and ξ i to ξ i . Finally, let G be a Gröbner basis with respect to any graded monomial ordering , say the graded reverse lexicographic ordering, with u v x 0 · · · x n .
If , the monomial ordering for M , is the TOP ordering proposed above, then the following holds: Input -α an element of T n+1 and q an integer Output -red BasisW(r, q) if r = 1 then return dβ β ∈ (a basis of (mod i p i ) . And then, using rational reconstruction 46 to each coefficient of A, we recover h. Without a priori bounds on h, it is still possible to try to reconstruct it with the method above. Assume that we obtain a result h , and let M and d be the analogues of M and d for h . Under randomness assumptions, the bigger m i=1 p i − 2M and m − 2d are, the higher is the probability that h = h.
Any algorithm which inputs and outputs elements of Q(t) and which performs only ring operations-addition, multiplication, negation, constant one, zero test, inversionin Q(t) can be turned into a randomized evaluation-interpolation algorithm, simply by evaluating the input at t = u and reducing it in F p , for several p and u, and proceeding to the computation over F p . Indeed, the execution of the algorithm requires a finite number of operations, either field operations, which commute with ν, or zero test. For generic values of p and u, these tests yield the same result on evaluated or unevaluated data. For specific values of p and u, the computation over F p may fail or return a result which is not the evaluation of the result of the computation over Q(t). It is important to be able to test that in order to exclude bad evaluations.
The number of evaluation points (p, u) is chosen, a priori or on-the-fly, so that the reconstruction of the outputs is possible with high probability of success. If a priori bounds on the output are known it may be possible to certify the result. If no bounds are known, then the evaluation-interpolation algorithm may return a false result, but the probability of this event can be made arbitrarily small. This evaluation-interpolation approach is classical in computer algebra for avoiding the problem of coefficient swell.
Algorithm 2 depends on the derivation δ, which is not a field operation, so the conversion to an evaluation-interpolation algorithm is not completely straightforward.
7.2.1. Principle. -Let u be in Q and p be a prime number. Let ν be the partial function Q(t) → F p , which consists in evaluating t in u and reducing modulo p. The function ν is extended coefficient-wise to Q(t) [x] , Ω, matrices, etc.
Let f be a polynomial in 
However, the value of ν(δ(a)) for some form a cannot be deduced from ν(a), so that Algorithm 2 requires an adaptation to fit into an evaluation-interpolation scheme.
45 Gathen and Gerhard, Modern computer algebra, §5.8. 46 Ibid., §5.10.
As in Section 6, let R = a/f q be a rational function in Q(t), homogeneous of degree −n − 1 with respect to the variables x. Let α be aω. Once the value of r is fixed, Algorithm 2 computes the terms of the sequence (ρ i ) i∈N , defined by ρ 0 = [α] r and ρ i+1 = [δ(ρ i )] r , until it finds a linear dependency relation between the ρ i . For a prime p and an evaluation point u, can we compute ν(ρ i ) using only operations in F p ? The answer seems to be negative, but there are two ways to circumvent this issue.
The first one is to define ρ i to be [δ i (α)] r . With this definition, the principle and the halting condition deg ρ i nN of Algorithm 2 remain valid. And given ν(δ i (α)), which is certainly easy to compute, it is possible in this case to compute ν(ρ i ) using only operations in F p . This approach is feasible but it becomes terrible if i reaches high values: indeed, the degree ofδ i (α) is deg α + iN . Another approach is to compute the matrix of the linear map, say m, such that 
Let M be the least set of monomials of T n+1 such that Vect M contains ρ 0 and is stable under the map m : ρ → [δ(f )ρ] r . And let A be the matrix in Q(t)
M×M of the map m | Vect M in the basis M. For generic values of p and u, the basis M, the matrix ν(A) and ρ 0 are all computable using only operations in F p , once given ν(f ), ν(δ(f )) and ν(α). Once M, A and ρ 0 are reconstructed over Q(t), the ρ i are easily computed with ρ i+1 = δ(ρ i ) − m(ρ i ), and the minimal operator L = i a i (t)δ i such that i a i (t)ρ i = 0 can be deduced. It seems to be a good idea to reconstruct A and ρ 0 over F p (t) and compute L modulo p, and only then to use several moduli to reconstruct L over Q(t). The full procedure is summarized by Algorithm 4. Input -R = a/f q a rational function in Q(t)(x), homogeneous of degree −n − 1 w.r.t. x Output -L ∈ K δ an annihilating operator of R, with high probability procedure PicardFuchs(a/f q ) loop p ← random prime number Compute M, ρ 0 and Mat M m, as defined in §7.2.2, over F p (t) by repeated evaluation of t and rational interpolation.
Compute A sufficient condition is that the set L of leading monomials of elements of ker[ ] r equals the set L of leading monomials of ν(ker[ ] r ). Since M (resp. M ) is the complement of L (resp. L ) in the set of all monomials of T n+1 , we obtain Lemma 37.
Let P be the probability that M = M. Assume for simplicity that deg α nN and that J r is included in F n T n+1 . Let V be the subspace ker[ ] r ∩ F n+1 T n+1 and let B be an echelonized basis of V , formed by elements of T n+1 whose coefficients are in Z[t]. For the above equalities to hold, it is enough that for all b in B, the evaluation ν(lc b) of the leading coefficient of b is not zero.
Under the assumption, somewhat excessive, that for random p and u the ν(lc b), with b ∈ B are independent and uniformly distributed in F p , the probability P The set M is not computed, so it is not possible to compare it with M . However, we can compare the different M obtained for different values of p and u. Typically, most of them will be mutually equal-and hopefully equal to M-and a few will differ. We simply drop the pairs (p, u) giving odd M .
Application to periods arising from mirror symmetry
Batyrev and Kreuzer 47 have recently constructed a family of 210 smooth Calabi-Yau varieties of dimension three with Hodge number h 1,1 equal to one. Their method is based on toric varieties of reflexive polytopes. To each variety is associated a one-parameter mirror family of varieties and we look for the Picard-Fuchs equation of a distinguished principal period. This computation is the first step toward the computation of other important invariants, like, mirror maps, instanton numbers, etc.
48
The 210 varieties gather together into 68 different classes of diffeomorphic manifolds.
49
The principal periods associated to diffeomorphic varieties need not coincide but they are typically expected to differ only by a rational change of variable.
In concrete terms, we look for a differential equation satisfied by periods of rational integrals in the form A power series expansion of the integrand with respect to t shows that (14) F (t) = n ct(g n )t n , where ct(g n ) stands for the constant term of f n . Batyrev and Kreuzer have computed Picard-Fuchs operators for topologies #37, #40 and #43-68 of their list. They used the guessing method presented in the introduction: they computed the power series expansion of F (t), using equation (14), until they reached a degree d such that they could find a non-zero solution to the equation
The issue with this technique is not the reconstruction step which can be done efficiently-with respect to the size of the computed operator-but the computation of the power series expansion: the number of monomials in g k is Θ(k 4 ), so the computation of N terms of F (t) with this technique take Θ(N 5 ) operations in Z, and we may add an order of magnitude to reflect the binary complexity.
Metelitsyn 50 computed four more equations for topologies #24, #38, #39 and #41. His method is also guessing, with modular evaluation techniques, but he managed to improve the space complexity, not the time complexity though, in the power expansion step and he provided an implementation optimized with Gpu programming. Moreover, Almkvist 51 reports that Straten, Metelitsyn and Schömer have computed one operator for the topology #17. To the best of my knowledge, no other computation succeeded in the remaining topologies (#1-16, #18-23 , #25-36, #42).
With the implementation described in Section 7, I have been able to compute a differential equation for the 136 remaining integrals, associated to 35 different topologies. 52 8.1. Minimal equation and crosschecking. -The equations obtained from the algorithm are not always minimal, for two reasons. Firstly they were obtained with r = 2 but a higher value might have caught a lower order equation. Secondly, the algorithm computes an annihilating operator of all the periods of a given rational function; a period associated to a given cycle may satisfy a lower order equation.
Nevertheless, once any differential equation L for F (t) is obtained, it is easy to compute efficiently thousands of terms of its power series expansion: the relation L(F ) = 0 translates into a linear recurrence relation on the coefficients of the power series expansion and the initial conditions are given by Equation (14). Thus we may try to reconstruct the minimal equation L 0 . By contrast to the guessing method, the 50 Metelitsyn, "How to compute the constant term of a power of a Laurent polynomial efficiently". 51 Almkvist, "The art of finding Calabi-Yau differential equations". 52 The results are available at http://pierre.lairez.fr/supp/periods.
proved
59 that if L 6 admits a right factor of order 4 then the degree of the coefficients of this factor is at most 88. Thus, admitting that L 6 is indeed an annihilating operator of F (t), if the minimal annihilating operator of F (t) has order 4, it would have degree at most 88. Zero being the only solution to the system of linear equations
where the unknowns are the a i,j , this shows that the minimal annihilating operator of F (t) is not of order 4. The argument holds for orders 1, 2, 3 and 5 with respective degree bounds 10, 16, 45 and 125. This is rather surprising since it contradicts the claims of Batyrev and Kreuzer. The topology #17, polytope v18.16766, shows the same behavior with a minimal equation of order 6. This has been first reported by Almkvist, 60 referring to a computation by Straten, Metelitsyn and Schömer. As Almkvist wrote about topology #17, "this example leaves some doubts about the reflexive polytopes." I can only corroborate. The remaining operators have not been studied in depth yet, but it seems that only one of the 137 newly computed periods has a minimal equation of order 4.
