Coregistration of point clouds obtained from various sensors is an important part of workflows for automatic building reconstruction from remote sensing data. Many approaches assume a common Z axis between the coordinate systems, and perform coregistration in 2D. While this assumption is usually valid for laser scanning (LS) data, for photogrammetric point clouds the Z axis is in general different from the world Z axis, and requires correction e.g. by manually measured ground control points (GCP). In this paper, we propose a fully automatic, GCP-free procedure for finding the world Z axis in rural areas, based on the relationships of planar surfaces in building gable roofs. Instead of performing direct gable line detection, we derive these lines as theoretical intersections between adjacent roof planes from 3D shape fitting. Each gable roof then casts a vote for both the Z axis direction and sign based on roof convexity constraints, and the votes are aggregated through a non-parametric kernel density estimator model. Experiments on two real world UAV image-based point clouds show that the Z axis recovered by our method leads to high-accuracy planimetric coregistration, with a median distance over 89 as well as 149 matched linear feature pairs (respectively for dataset 1 and 2) lying below 1 cm. Our results indicate that a high-quality vertical orientation can be achieved without using any GNSS or IMU hardware, which enables the use of low-cost UAV platforms for suburban and rural mapping tasks.
INTRODUCTION
Automatic mapping of urban an rural areas from remote sensing data is a topic of significant practical importance as a means for obtaining building models and related cadastral maps (Jazayeri et al., 2014 , Sun , Salvaggio, 2013 . In recent years, UAV-based camera systems are increasing in popularity as an alternative to laser scanning for urban mapping (Nex , Remondino, 2014) . The main advantage of such UAV-moutned systems is their significantly lower cost and hence accessbility to a wider circle of institutions and individuals. However, due to the lack of prohibitively expensive odometry hardware, photogrammetrically reconstructed point clouds originating in such systems are scaled and oriented arbitrarily. This is in contrast to laser scanning data, which is either already georeferenced (as in aerial laser scanning), or at least properly scaled and aligned with the world Z coordinate axis (for terrestrial laser scanning). In order to perform fundamental cadastral mapping tasks such as building outline extraction and planimetric area calculation, the Z axis must be properly aligned and the point coordinates should be at scale. The alignment of the vertical axes is also a requirement for many point cloud coregistration methods (e.g. (Von Hansen et al., 2008 , Yang et al., 2015 ), which must be carried out if change detection or comparison to previously acquired data is to be conducted.
One way of properly orienting and scaling such photogrammetric data is through the use of manually measured ground control points (GCPs), however such a procedure is time consuming and expensive, which defeats the purpose of applying a cheaper platform. In this paper, we propose an alternative method of automatically finding the world Z axis orientation for photogrammetric points containing * Corresponding author buildings with gable roofs, in case no ground control points are available. Specifically, we find matching pairs of roof planes and utilize relationships between their surface normals as well as convexity constraints to derive a vote for the global Z axis for each gable roof. The votes are aggregated in a kernel density estimator model, whose global maximum represents the optimal Z axis (Polewski et al., 2017) . Our method is insensitive to point cloud scale, as all parameters concern either relative distances or angular deviations. Once the Z axis is corrected, the scale may be determined by coregistering the point cloud to another dataset with known scale, or by comparing building dimensions measured on the (now properly oriented) orthophotograph with previous cadastral records or other measurements. We show that the analytically computed gable roof intersection lines provide a natural feature source for high-accuracy coregistration.
RELATED WORK
There exists little prior work on the automatic orientation of photogrammetric point clouds. In (Gerke, 2011) , additional structural information is integrated into the bundle adjustment procedure to reduce the number of GCPs necessary for orienting imagery of urban scenes. However, a number of GCPs is still required to complete this task. One of the relevant works might be found in (Roh et al., 2017) , which developed an image-based correction method for heading orientation in mapping and navigation applications for urban canyon. The approach utilized the direction of the structural edges from buildings to restrict the estimation error. However, a number of important works concerning relevant topic of co-registration for point clouds have been proposed before. In (Von Hansen et al., 2008) , the vertical axes are assumed to be aligned, and the target transformation parameters are the scale, 3D translation and rotation angle around the Z axis. The rotation
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-2/W13, 2019 ISPRS Geospatial Week 2019, 10-14 June 2019, Enschede, The Netherlands is estimated from correlating histograms of the line orientations in both point clouds. This is based on a strong assumption of rectangular buildings located along parallel streets, resulting in distinctive local maxima in the histograms. While this may be valid in strongly built-up urban locations, in rural areas the streets do not always follow this pattern (see Fig. 3(a) ). The method of Wu et al. (Wu et al., 2014 ) also assumes vertical axis alignment. The authors find the transform which minimizes the deviations between the reference and fitted linear features of corresponding buildings. Novak and Schindler (Novak , Schindler, 2013) propose a method for coregistration where the point clouds' Z axes are allowed to diverge. The principal point cloud axis is then approximated by dominant surface normal orientations. While this approach may yield useful axis estimates for point clouds representing isolated objects or urban regions with buildings featuring flat roofs, we argue that in case of rural scenes dominated by gable roofs and acquired from a UAV perspective, it may be insufficient. This is because few surface normals in such a scene would be oriented according to the world Z axis, especially if the terrain is covered with vegetation or is not flat. To deal with this issue, we propose a Z axis voting scheme based on the intersection lines of adjacent gable roof planes.
PLANAR SURFACE SEGMENTATION
Our strategy for recovering the point cloud's Z axis is based on intersection lines of adjacent planes. We do not attempt to detect such lines directly within the 3D data, since they might not be accurately represented due to the presence of outliers and/or noise. Instead, we pursue a more robust approach of precisely determining the plane parameters of neighboring components and analytically calculating their intersection lines. To ensure that the plane detection method is not only translation-and rotation-but also scale-invariant, we designed the processing pipeline to use only parameters relating to relative distances, angles, and nearest neighbor counts, avoiding fixed absolute distances.
Data smoothing
Photogrammetrically generated point clouds may contain more noise compared to their counterparts obtained by laser scanning due to artifacts arising from the dense matching algorithm. To alleviate this problem, we perform a moving least squares-based correction of the point cloud (Levin, 2004) . In the general formulation, each point p is replaced by its projection p = Q (p) onto the m-th order polygonal approximation Q of the local surface around p having the minimal least-squares residual:
In the above, I represents some index set defining p's neighborhood, whereas θ represents a non-negative weight function. Since the target surface type is planar, it is natural to use a first-order approximation. Also, although the index set I is commonly defined through a spherical neighborhood of radius dn centered around p, this would violate our assumed policy of avoiding absolute distance parameters. Therefore, we instead apply a k-nearest neighborhood rule N k (p). Assuming a Hessian normal form for the plane Q : n·x−D = 0, where n, D represent the respectively plane's surface normal and distance to origin, we can rewrite the above equation more specifically as:
This procedure is equivalent to projecting p onto its best-fit (least-squares) local plane defined by p's k nearest neighbors.
Plane fitting
We apply the region growing algorithm (Rabbani et al., 2006) to the point cloud in order to partition it into spatially contiguous planar components. After the surface smoothing, the point normals are more coherent, which allows us to apply a strict smoothness constraint α thr to ensure that each connected component contains only one planar surface. Specifically, α thr represents the maximum permitted angular deviation between a candidate point's surface normal and the current normal estimate of the whole planar component. If this angle does not exceed α thr , the candidate point is accepted and the component's normal estimate is updated, else the point is discarded. Similar to the case of surface smoothing, we utilize a nearest-k neighborhood structure instead of a predefined neighborhood radius. Each segmented planar component with at least N thr member points undergoes least-squares plane fitting, recovering the plane normal and distance from origin.
Rectangular outline calculation
In order to determine whether two planes intersect, our method requires some notion of plane proximity. Since the scale is unknown, we cannot set a maximum absolute distance threshold between member points of the considered planar clusters. Instead, we define plane proximity based on spatial relationships between their rectangular outlines. Specifically, we project all the planar cluster's points onto the corresponding plane obtained from least-squares fitting, and perform principal component analysis of the projected coordinates. By retaining only the first 2 principal components with largest variance, we obtain a new two-dimensional basis B spanning the current plane. We then compute the minimum-area 2D oriented bounding box (Toussaint, 1983) of the plane's member points, expressed in their planar coordinates (in B ). Fianlly, the 4 vertices of the bounding box are transformed from B into the original 3D coordinate system.
INTERSECTION LINE-BASED AXIS VOTING

Deriving Z axis votes from gable roofs
To find gable roof intersection lines, we examine all pairs of planar components and check if the angle between the normals of their fitted planes lies in the range of valid gable roof angles, [αmin; αmax] . It is assumed that αmax < 85
• to avoid confusion with walls. If two planes Pi, Pj meet this condition, the proximity of their bounding boxes is examined. Each pair of bounding box edges e Plane pairs Pi, Pj with a pair of bounding box edges fulfilling all 3 criteria are considered as forming a gable roof. Next, a gable intersection line is computed analytically based on the parameters of the intersecting planes. 
The procedure for the remaining two planes can be defined in a similar manner. The choice of the specific plane depends on the line orientation v ij .
In the next stage, we wish to extract the gable roof's vote for the Z axis. If the orientations of all the plane normals were guaranteed to be consistent, this Z axis estimate would simply be the average of the two (unit-length) normals: 0.5(n i + n j ). However, there is no unambiguous way to define the normal orientation (sign) during plane fitting, since the point cloud is rotated arbitrarily. As Fig. 2(b) shows, this may lead to averaging two normal vectors having opposite orientations with respect to the direction of the gable roof's convexity. In particular, when one of n i , n j is facing downwards of the gable roof, and the other one upwards, then their average yields a vector Z2 which is not a correct estimate of the Z axis. To ensure the proper relative normal orientations, we perform the following procedure. First, a planar coordinate system is defined, associated with the plane π having v ij as its normal vector (see Fig. 2(a) ), and centered at the projection O of p ij onto π. Let c i , c j denote the centroid projections (onto π) of the bounding boxes belonging to Pi, Pj. We examine whether traversing the point sequence c i , O, c j constitutes a left turn or a right turn by checking the sign of the cross product
. If the normals of Pi, Pj are consistent, traversing n i followed by n j should produce a turn in the same direction. If this is not the case, it means that n i and n j lie on opposite sides of the gable roof. In this case, we flip the sign of n i . After this correction, averaging Ze = 0.5(n i + n j ) is guaranteed to yield the correct Z axis estimate (Z1 from Fig. 2(b) ), up to the sign of the vector. To make sure that we obtain a Z axis pointing 'upwards', we consider the angle between Ze and (O − c i ), and pick the sign of Ze which minimizes this angle. 
Vote aggregation
Each detected plane pair forming a gable roof casts a single vote on both the direction (line) and orientation (sign) of the whole dataset's Z axis. Since we do not perform any filtering or classification of the planes based on spatial or visual characteristics, it is possible that false positive pairs of invalid objects detected as gable roofs may cast their (wrong) votes. To mitigate this, we apply a vote aggregation strategy which is insensitive to outliers and instead will extract the Z axis associated with the mode of the vote distribution. Specifically, we use the method described in (Polewski et al., 2017) , first projecting the 3D axis votes (x, y, z) onto the Gaussian sphere and thus obtaining a 2D representation (with unit radius) in terms of angles:
To obtain the most probable Z axis line, a kernel density estimator model is constructed in the 2D vote space, and the global maximum is found using multiple-restart gradient ascent search. Finally, the sign is determined by majority voting among the partial Z axis estimates (votes) which lie near the KDE's global optimum.
EXPERIMENTS
Material
To assess the applicability of the proposed method, two UAV flight campaigns were performed in a rural area close to Wuhan, China, containing mostly residential buildings with gable roofs. A dataset of 130 images of 5456x3632 pixels was acquired by a Sony ILCA QX1 camera, with a GSD of 2cm and a view angle of 45
• . The camera was mounted on a Tianxing Octocopter HO1300+ from South Surveying Ltd. with a total payload of 7 kg. The flight was planned for the images to have a forward and a side overlap of 80% and 60% respectively owing to a flight height of 90 m. The platform included precise GNSS and IMU hardware, yielding accurate trajectory data for georeferencing. State-of-the-art software was used for structure-from-motion based photogrammetric generation of point clouds from the imagery. For each of the two plots, two sets of point clouds were generated: (i) properly scaled and oriented, based on the recorded sensor trajectory, and (ii) unreferenced, generated using only tiepoints derived from the imagery, resulting in a random scale and orientation.
Experimental setup and evaluation
Our method was applied to the unreferenced version of each plot's point cloud, and the cloud was rotated according to the obtained corrected Z axis. As the 'true' Z axis is unknown, we instead focused on comparing planimetric features between the georeferenced and automatically corrected point clouds after projection on the XY plane. DTM filtering was applied to remove ground points. We then calculated the gable roof intersection lines for both datasets. For each plot, we manually chose 20 corresponding pairs of buildings, and utilized the midpoints of their gable lines as tiepoints to calculate the optimal 2D transformation consisting of a scaling, rotation and offset, from the unreferenced coordinate system to the referenced one, using the method of Umeyama (Umeyama, 1991) . After coordinate transformation, we matched all pairs of gable lines having an angular deviation below 1 • and average distance below 5 cm. Matching quality was assessed based on the mean angular and spatial deviations between the matched lines. Moreover, we computed approximate roof areas as rectangular bounding boxes aligned with the respective gable intersection line. The roof areas of corresponding buildings were compared between the original (referenced) and corrected/transformed point clouds for both plots. Two roof planes were considered as matched if their 2D intersection area constituted at least 0.7 of each individual area, and the deviation in their (projected) areas was below 15%, with respect to the smaller polygon. Table 1 shows the accuracy of the gable line and roof plane planimetric matching after the Z axis correction is applied. For both plots, the spatial and angular distances between corresponding lines are low, with medians lying below 1 cm and 0.1
RESULTS AND DISCUSSION
• , which represents sub-pixel accuracy with respect to the camera GSD of 2 cm. Despite quite strict matching criteria, 89 and 147 gable lines could be matched in Plot 1 Fig. 3 ), which suggests that the gable line positions can be calculated with high accuracy using the analytical formulation. We believe this is associated with the fact that the plane parameters can be determined more robustly based on a larger quantity of its inliers, compared to explicit fitting of the intersection line. To estimate the precision of the axis estimation, we simulated a tilt of the corrected Z axis by 1 to 5
• in a random direction, recalculating the Umeyama transformation and re-evaluating the matched line distance. For each angle, the random rotation was repeated 10 times, and the least-distance result was recorded (see Fig. 4(a) ). Not a single of the 50 conducted rotations led to an improvement of the distances in either Plot 1 or Plot 2. Tilting the axis by even 1
• resulted in more than doubling the average line distance, suggesting that the Z axis deviation between the georeferenced and corrected datasets is below 1
• . The high-accuracy co-registration based on gable lines could be exploited for finding the scale of the unreferenced point cloud, by co-registering with another point cloud or vector model with known scale. In our case, the scales recovered by the Umeyama transformation were 11.96 and 17.05 respectively for Plot 1,2.
Figure 4(b) presents the distribution of the relative area deviations between the matched planar roof facets. In Plot 1, a total of 207 and 208 planes were detected respectively in the georeferenced and raw point clouds, out of which 162 were considered as matched pairs. It is worth noting that despite the scale factor of nearly 12 and the fact that these two point clouds were generated separately under different conditions (camera reference positions), more than 42% of the matched planes had a relative error below 2%, and more than 23% below 1%, resulting in a median error of 2.6%. Plot 2 turned out to be slightly more complex, with 260 out of 384 (georeferenced) and 355 (raw) planes matched, yielding a median error of 3.4%. This time, the percentage of roof planes with a relative error below 2% was 32%, which is probably associated with the higher number of smaller roof parts belonging to utility structures/sheds etc. We believe that the unmatched portions of the roof facets may be explained by the differences in the point clouds themselves (due to presence/lack of georeferecing) which propagate to further processing steps (smoothing, region growing, plane fitting). Also, the set of buildings in the pair of processed point clouds was not identical due to differences in DTM height filtering between the georeferenced and raw data, since the filtering was applied before proper scaling of the latter, utilizing an approximate filtering height different from the scaled setting.
CONCLUSIONS
This paper presented an automatic method for determining the vertical orientation of ungeoreferenced, photogrametrically generated point clouds depitcing rural area scenes. The method utilizes statistical modeling of gable roof geometry to recover the most probable Z axis. Experiments showed that the resulting vertical orientation has a precision below 1 degree, compared to a georeferenced dataset covering the same scene. Moreover, once the Z axis is corrected, the gable roof intersection lines were found to be a good source of features for planimetric coregistration, achieving a relative matched linear feature distance below 1 cm, or half the data acquisition sensor's GSD. Our results show that a high-accuracy vertical orientation of a UAV-based point cloud is possible without using GNSS/IMU hardware. Also, the methods could be extended towards a fully automatic co-registration between both point clouds and vector 3D models of rural areas, provided that a scheme for finding corresponding linear features is defined.
