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Identificação de sistemas é uma área interessada em obter modelos 
matemáticos de sistemas desconhecidos baseados em dados de leituras 
sequenciais do sistema. Diversas aplicações do mundo real não tem sua dinâmica 
completamente compreendida ou são complexas para serem modeladas, para estes 
casos, a identificação de sistemas é uma ferramenta eficiente para modelagem e 
previsão. Este trabalho aborda redes neurais artificiais, mais precisamente, redes 
neurais com uma única camada de neurônios ocultos, em inglês, Single Layer 
Feedforward Neural Network (SLFN), para previsão de séries temporais. Um 
algoritmo de aprendizagem proposto recentemente chamado de Máquina de 
Aprendizagem Extrema, em inglês, Extreme Learning Machine (ELM), é introduzido 
para a tarefa de aprendizagem da rede neural. O algoritmo ELM é baseado na 
matriz inversa generalizada de Moore-Penrose, que torna o problema um simples 
sistema linear. No núcleo do algoritmo ELM, duas funções de ativação diferentes 
serão testadas, sendo que uma delas é uma função de ativação variável. Para 
alcançar melhores resultados, um método estocástico de otimização do campo da 
inteligência de enxame chamado de Otimização por Enxame de Partículas, em 
inglês, Particle Swarm Optimization (PSO), é validado para otimizar os parâmetros 
do algoritmo ELM. O PSO consiste em modelar as ações de um bando de pássaros 
procurando por comida, onde cada pássaro é uma partícula, e cada partícula é uma 
possível solução para o problema. Neste trabalho é proposta uma nova variação do 
PSO empregando a função gama invertida. Neste contexto, três conjuntos de dados 
são usados para testar os algoritmos, um é a leitura de uma fornalha, e dois são 
obtidos de equações diferenciais com comportamento caótico. Os modelos obtidos 
através do algoritmo ELM são então validados através de testes de correlação. As 
previsões realizadas pelo algoritmo ELM são promissoras para todos os conjuntos 
de dados, revelando que a combinação do algoritmo PSO com o ELM é uma 
eficiente forma de identificação de sistemas. 
 
Palavras-chave: rede neural, máquina de aprendizagem extrema, inteligência de 






System identification is a subject concerned about obtaining mathematical 
models of unknown systems based on sequential systems’ data readings. Many 
real-world applications do not have their dynamics well understood yet or are 
complex for modeling, for these cases, system identification is an efficient tool for 
modeling and forecasting. This work approaches artificial neural networks, more 
precisely, the Single Layer Feedforward Neural Network (SLFN) for time series 
forecasting. A recently proposed learning algorithm called Extreme Learning 
Machine (ELM) is introduced for the neural network learning task. The ELM 
algorithm is based on the Moore-Penrose generalized inverse of a matrix, turning the 
problem into a simple linear system. In the core of ELM algorithm, two different 
activation functions will be evaluated, where one is a variable activation function. To 
reach better results, a stochastic optimization method of the swarm intelligence field 
called Particle Swarm Optimization (PSO) is validated to optimize ELM’s 
parameters. PSO consists of modeling the actions of a flock of birds looking for food, 
where each bird is a particle and each particle is a possible solution for the problem. 
This work proposes a modified PSO based on the incomplete gamma function. In 
this context, three datasets are used for testing, one is from a gas furnace, and two 
are obtained from differential equations with chaotic behavior. After the optimization, 
model verification is realized by correlation tests. The ELM’s forecasting results are 
promising for all datasets, revealing that PSO combined with ELM is an efficient way 
for the task of the system identification. 
 
Keywords: neural network, extreme learning machine, swarm intelligence, system 







A necessidade do ser humano em tentar antever eventos remonta dos tempos 
mais longínquos, quando pessoas chamadas muitas vezes de “magos”, por 
supostamente serem dotados de poderes divinos, tentavam prever catástrofes ou 
boas safras para a agricultura, acontecimentos importantes, etc., baseando-se em 
observações astronômicas, eventos cotidianos, os quais eles julgavam serem 
relevantes, e também por experiências vivenciadas, sendo que na maioria das vezes 
não obtinham sucesso na previsão, ou quando obtinham, seria por pura 
coincidência. Esta necessidade perdura até os tempos atuais, onde cartomantes 
tentam predizer o futuro a partir da leitura de cartas, por exemplo. 
Já no âmbito científico, nos anos de 1950 surgiam os primeiros esforços na 
tentativa de prever acontecimentos futuros, mas agora em sistemas, como por 
exemplo, na tentativa de prever o clima, em problemas de classificação e regressão, 
com algo em comum a todos, a necessidade da obtenção de um modelo. 
Nesta época começou o desenvolvimento das redes neurais, com os 
primeiros trabalhos de Rosenblatt, McCulloch e Pitts, com o objetivo de desenvolver 
um modelo para problemas de classificação [1].  
A utilização de redes neurais artificiais se tornou uma ferramenta cada vez 
mais utilizada com o aumento da capacidade de processamento dos computadores 
nas últimas décadas. Inicialmente desacreditada devido ao alto custo computacional 
que envolve o treinamento supervisionado, durante a década de 1980 ela começou 
a se destacar e continua exercendo um papel importante em problemas de 
classificação, regressão e agrupamento de dados (clustering). Seu sucesso é devido 
a sua flexibilidade para mapeamentos multidimensionais não-lineares de entrada e 
saída, em conjunto com sua capacidade de aproximação universal [1][2]. 
Entretanto, diversos desafios envolvem o processo de treinamento 
supervisionado de uma rede, como a utilização de conjuntos de dados observados 
limitados e normalmente ruidosos para o treinamento pode fazer com que a rede se 
torne especializada unicamente para aquele conjunto de dados, perdendo a 
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flexibilidade, ou seja, a capacidade de generalização do modelo, problema esse 
conhecido como sobre-treinamento, em inglês, overtraining. 
Atualmente existe uma necessidade crescente de previsão de processos nas 
mais diversas áreas, onde as redes neurais atuam com sucesso, desde negócios, 
criando modelos que atuem na cadeia de suprimentos, com o objetivo de evitar a 
falta de matéria-prima na indústria, abastecendo-a antecipadamente, na 
metereologia, dando um prognóstico do clima, na previsão dos volumes de 
precipitações e vazões de rios, na biologia, prevendo reações de um organismo a 
certos medicamentos, como também no auxílio à tomada de decisões financeiras, 
como na compra e venda de ações [3]. Processos dinâmicos e com alto grau de 
não-linearidade também são abordados pelas redes neurais, como por exemplo, 
sistemas caóticos. 





Este trabalho têm como objetivos: 
• utilizar uma forma mais eficiente e simples de treinamento de redes 
neurais com uma única camada de neurônios ocultos, chamado de 
Máquina de Aprendizagem Extrema. Esta eficiência é obtida através 
da diminuição do custo computacional despendido para sintonia das 
ponderações da rede a partir do uso da matriz inversa generalizada de 
Moore-Penrose;  
• otimizar as ponderações e parâmetros através de um método 
estocástico de otimização, chamado de Otimização por Enxame de 
Partículas. Ele tem a finalidade de melhorar o desempenho da rede 
neural com uma única camada de neurônios ocultos, e do algoritmo de 
aprendizagem; 
• implementar uma variação do método de otimização, com o objetivo 
de melhorar o desempenho do método original; 
• identificar e prever três séries temporais, sendo que uma delas é um 
problema de identificação obtido do mundo real, e as duas séries 
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restantes geradas a partir de equações diferenciais com 
comportamento caótico. 
• implementar uma variação da função de ativação da rede neural, com 






A justificativa deste trabalho se baseia na baixa eficiência de métodos de 
treinamento de redes neurais já consagrados, como o método de retropropagação 
que tem um alto custo computacional. Em aplicações no mundo real, o tempo 
despendido durante o treinamento da rede pode ser um fator crítico. 
Portanto, a implementação de um método mais eficiente de treinamento, que 
produza soluções de melhor qualidade necessitando de menos processamento é 
uma vantagem do método chamado de máquina de aprendizagem extrema. 
Juntamente com os métodos de otimização estocástica clássico e o proposto pelo 
autor, onde ambos são aplicados à busca de parâmetros ótimos de funcionamento 
da rede. A obtenção de modelos mais flexíveis pode evitar problemas de excesso de 
treinamento e consequente perda de generalização, melhorando o desempenho final 
do modelo encontrado pela rede neural. 
  
 
1.3. ORGANIZAÇÃO DO TRABALHO 
 
 
O restante do trabalho está organizado da seguinte forma. No Capítulo 2 são 
descritos os estudos de caso, explicando inicialmente o conceito de séries temporais 
e posteriormente introduzindo cada um dos estudos de caso. O Capítulo 3 aborda a 
identificação de sistemas, em especial, a representação de modelos, a aplicação de 
redes neurais, o conceito da máquina de aprendizagem extrema, e alguns testes de 
validação de modelos. O Capítulo 4 é sobre otimização das soluções de problemas, 
onde o algoritmo de otimização é descrito e sua variação é proposta. O Capítulo 5 
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apresenta os resultados obtidos através de simulações para cada estudo de caso. O 
































2. SÉRIES TEMPORAIS 
 
 
A definição de série temporal pode ser baseada em [4], onde é definida como 
um conjunto de variáveis estocásticas (probabilísticas) equiespaçadas e ordenadas 
no tempo. Outra definição pode ser dada a partir de [5], que define uma série 
temporal como observações de uma variável de interesse realizadas numa 
sequência cronológica, que quando analisadas, podem ajudar a prever 
comportamentos futuros a partir de características passadas da série, sendo que [6] 
citando [7] afirma que a característica mais importante de uma série temporal é que 
observações vizinhas são dependentes, onde o maior interesse é analisar esta 
dependência para se entender a dinâmica da série. 
Segundo [8], podem-se observar outras características importantes e 
pertinentes das séries temporais, tais como a relevância da qualidade e 
confiabilidade dos dados utilizados, como sendo um pré-requisito para uma boa 
investigação. 
A partir de [6], podem-se classificar os principais objetivos de uma análise de 
séries temporais como descrição, modelagem, previsão e controle. A descrição 
envolve a aplicação de cálculos estatísticos com o objetivo de extrair características 
da série, a modelagem consiste na identificação do processo gerador da série e 
estimação dos parâmetros do modelo que representa o processo, a previsão 
consiste na estimação de valores futuros da série temporal, e o controle seria o 
monitoramento dos valores da série, com o objetivo de detectar alterações na 
característica da mesma. 
A seguir serão apresentadas as séries temporais que serão utilizadas para 
validar os métodos de identificação e otimização. 
 
 
2.1. SÉRIE TEMPORAL DE BOX & JENKINS 
 
 
Um problema de identificação de sistemas conhecido é a série de leituras de 
uma fornalha a gás, publicada em 1976 pelos autores Box e Jenkins [9]. A série 
6 
 
consiste em 296 pares de amostras de entrada e saída de uma fornalha, com tempo 
de amostragem de nove segundos. A entrada  é o fluxo de gás metano 
(pés3/min), e a saída  é a concentração de gás carbônico (CO2), sendo  o 
índice da amostra. A série foi retirada do banco de dados da Universidade de York, 
disponível em [10]. 
A Figura 1 a seguir mostra os dados de entrada da série, já a Figura 2 
apresenta os dados de saída da série. 
 
 
Figura 1: Sinal de entrada (pés3/min de metano) da fornalha. 
 













Figura 2: Sinal de saída (% CO2) da fornalha. 
 
As entradas selecionadas para o algoritmo de identificação foram escolhidas 
de acordo com [11], e são   1,   2 e   3,   1,   2 e   3, a previsão será  . Todas as amostras da série foram normalizadas no 
intervalo !0,1", sendo que as primeiras 180 amostras foram selecionadas para o 
treinamento do algoritmo, e as 116 amostras restantes para validação do algoritmo. 
 
 
2.2. SÉRIE TEMPORAL DE MACKEY-GLASS 
 
 
A série temporal Mackey-Glass é gerada a partir de uma equação diferencial 
com comportamento caótico e é dada pela equação (2.1), 
 #$#$  0,2$  1 % $    0,1$, (2.1) 
 
onde  é o atraso [12][13]. Os atributos escolhidos para o algoritmo de identificação 
são ,   6,   12 e   18 e a saída estimada é   % 6, conforme 
[12][13] sugerem. Todos os dados foram normalizados na faixa !0,1". 















Para este caso, foi utilizado o método de Euler para a resolução da equação 
diferencial e geração das 2500 amostras utilizadas. As 500 amostras iniciais serão 
descartadas a fim de evitar o início transitório. 
Um sistema caótico pode ser definido como um sistema sensível a pequenas 
variações nas condições iniciais e/ou parâmetros [14][15]. Sendo assim, se faz 
necessário o uso de uma ferramenta que permita quantificar o caos do dado 
sistema. Alligood et al. [14] e Kinsner [15] demonstram a aplicação do cálculo do 
expoente de Lyapunov, que indica se um sistema é caótico, quasi-periódico ou 
periódico. 
O conceito do expoente de Lyapunov é quantificar a separação exponencial 
entre duas trajetórias vizinhas e, a partir disto, pode-se obter a taxa média de 
divergência entre os pontos vizinhos, no caso de um sistema discreto, por passo. 
O expoente de Lyapunov pode ser calculado discretamente a partir da 
equação (2.2). 
 
&  1Δ( )ln #,#-	, (2.2) 
 
onde, Δ( é o número de passos, # é a distância inicial entre os pontos e #, é a 
distância entre os pontos após Δ( passos. 
A Figura 3 mostra como as trajetórias que estavam inicialmente próximas, 
com uma distância tendendo a zero, divergem e após Δ( passos estão a uma 





Figura 3: Trajetória de dois sistemas divergindo. Adaptada de [15]. 
 
A interpretação dos valores do expoente de Lyapunov é que sistemas 
caóticos irão gerar valores positivos do expoente, sistemas quasi-periódicos terão 
valores iguais a zero, e sistemas periódicos terão valores negativos do expoente de 
Lyapunov. 
Com o expoente de Lyapunov, é possível determinar qual condição inicial e 
valor do parâmetro  que tornam o sistema mais caótico. Para determinar estas 
condições, foram calculados os expoentes para as condições iniciais variando entre 1 .  . 1 com passo de 0,01, e o parâmetro  variando entre  17 .  . 40, pois, 
segundo [13], a série torna-se caótica quando  / 16,8. A distância inicial # 
escolhida é 0,001 e foram calculados 3000 passos da série. 
Trabalhos anteriores [12][13][16] escolheram o parâmetro   17 para calcular 
os valores da série, mas como os cálculos do expoente de Lyapunov mostram, esta 
escolha não apresenta a situação mais caótica. A Tabela 1 mostra o expoente de 
Lyapunov & e a condição inicial  para   17 e para   34, que possui o maior 
expoente das faixas de valores de  e de  citadas anteriormente. 
 
Tabela 1: Parâmetros da série Mackey-Glass e respectivos expoentes de Lyapunov.   & 
17 0,24	 3,349 ∗ 101 





A partir dos valores de &, foram escolhidos os parâmetros   34 e   0,68 
para calcular a série temporal. A Figura 4 mostra a série com   17 e   0,24, já a 
Figura 5 mostra a série com   34 e   0,68. 
 
  




Figura 5: Série de Mackey-Glass com   34 e   0,68. 


















2.3. SISTEMA DE LORENZ 
 
 
O sistema de equações diferenciais de Lorenz foi desenvolvido com o objetivo 
de modelar o movimento de convecção do calor em um fluído como água ou ar [13]. 
Ele consistia inicialmente de sete equações diferenciais, mas após algumas 





35 ##$  6$ % 6$,##$  7$  $  $8$,#8#$  $$  98$,
 (2.3) 
 
onde 6, 7 e 9 são parâmetros do sistema. 
Lorenz notou que sempre que utilizava 6  10 e :  8 3⁄ , e o parâmetro 7, 
também conhecido como número de Rayleigh (ou Reynolds), maior que 
aproximadamente 7 < 24,74, o sistema se comportava caoticamente, mostrando 
também uma sensibilidade às condições iniciais escolhidas [14]. Sendo assim, os 
valores dos parâmetros para as simulações foram escolhidos de acordo com [13] e 
[14], e são 6  10, :  = e 7  28. As condições iniciais escolhidas foram 0  12, 0  2 e 80  9. O método de Euler foi utilizado para resolução das equações 
diferenciais. 
Para estas condições, os valores dos expoentes de Lyapunov podem ser 
observados na Tabela 2. 
 





A partir das condições iniciais e dos parâmetros, obtêm-se a série temporal 
com 3000 amostras mostrada na Figura 6, onde estão representadas as três 
equações nas três dimensões respectivas. 
 
 
Figura 6: Gráfico tridimensional do sistema de equações diferenciais ordinárias de 
Lorenz. 
 
Para o algoritmo, foram selecionados somente os dados da coordenada , 
conforme o resultado dos expoentes de Lyapunov apresentados na Tabela 2, a 
coordenada  é mais caótica que as demais. A Figura 7 apresenta a série temporal 
formada pela coordena , sendo que as primeiras 1500 amostras são utilizadas para 


























Figura 7: Série de Lorenz na coordenada . 
 
 
Os atributos escolhidos para a entrada do algoritmo de identificação foram 
baseados em [12] e são ,   8,   16,   24,   32 e   40. 































3. IDENTIFICAÇÃO DE SISTEMAS 
 
 
A modelagem de sistemas faz parte da natureza humana, mesmo que este 
processo seja inconsciente. Diversas ações são guiadas por modelos mentais de 
atividades cotidianas, como por exemplo, no processo de aprender a dirigir um carro, 
que nada mais é que a construção de um modelo mental do carro [17]. 
A existência deste modelo mental pode ser facilmente notado quando se 
dirige um carro diferente, pois logo no início percebe-se que o controle da 
embreagem ficou ruim, freia-se bruscamente, etc. Após algum tempo o cérebro 
adaptou o modelo mental ao novo sistema (carro) e não mais cometerá os mesmo 
erros. 
Esta necessidade de descrever o mundo ao nosso redor acompanha-nos 
desde os princípios da ciência, quando Isaac Newton formulou as leis de movimento 
e gravitação universal e Charles Coulomb, as leis da repulsão e atração das cargas 
elétricas [18]. 
A aplicação de equações diferenciais para reproduzir comportamentos 
dinâmicos foi uma das primeiras soluções encontradas para modelar 
matematicamente fenômenos naturais, como os descritos anteriormente [18]. 
Na indústria existe a necessidade de se modelar diversos processos, como os 
processos químicos, por exemplo, com o objetivo de criar um controle baseado em 
modelo. 
A modelagem de sistemas a partir de equações diferenciais exige o 
desenvolvimento de um estudo do próprio processo físico envolvido, lhe dando uma 
característica mais conceitual, de modo que este tipo modelagem pode ser chamado 
de modelagem ‘caixa-branca’. O uso de séries temporais extraídas de sistemas pode 
resultar num tipo de modelagem conhecido como ‘caixa-preta’ [19], devido a falta de 
conhecimento a priori do sistema envolvido em alguns casos. 
Quando se opta por um modelo ‘caixa-preta’, é necessário estimar seus 
parâmetros através de métodos de aprendizagem, os quais podem ser classificados 
de acordo com o seu funcionamento:  
• Aprendizagem em Batelada: quando todo o conjunto de dados deve 
estar disponível antes do início do processo de estimação, pois os 
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parâmetros serão calculados em um único conjunto de operações e 
permanecerão imutáveis [20]; 
• Aprendizagem Adaptativa: os dados são utilizados à medida que são 
disponibilizados, estimando-se constantemente os parâmetros. Pode 
ser chamado também de treinamento continuado [20]. 
 
Em situações de aprendizagem adaptativa onde os dados previstos 
anteriormente são realimentados no modelo, configura-se o caso de aprendizagem 
recursiva. 
Com a popularização dos computadores nas últimas décadas, foram 
produzidas várias propostas de estruturas de equações matemáticas com o objetivo 
de identificar e modelar sistemas. Equações fundamentalmente baseadas em 
equações a diferenças, onde a dinâmica do sistema é reproduzida utilizando valores 
anteriores da saída. Existem diversas representações matemáticas, algumas destas 
serão apresentadas com maiores detalhes a seguir. 
 
 
3.1. REPRESENTAÇÕES DE MODELOS 
 
 
Existem diversas representações matemáticas utilizadas para modelar 
sistemas lineares e não-lineares, como por exemplo, representações utilizando 
funções de transferência contínua ou discreta, e espaço de estados. Dentro destas 
representações, podem-se citar algumas especialmente adequadas à identificação 
de sistemas em tempo discreto a partir de algoritmos para a estimação de 
parâmetros [17]. 
A equação (3.1) mostra o modelo geral dado por: 
 
AB  CBB  % DBEBF	, 




onde B1 é o operador atraso, F é o ruído branco,  é a saída prevista,  é 
o sinal de entrada, e AB, CB, DB, EB e B são os polinômios definidos a 
seguir, 
 AB  1  IB1. . . I,KB1,K	; 
(3.2) 




As funções GB e HB são normalmente referidas como as funções de 
transferência do processo e do ruído, respectivamente. 
A partir das definições anteriores se podem descrever algumas 
representações de modelos. 
 
 
3.1.1. MODELO DE RESPOSTA AO IMPULSO 
 
 
O modelo de resposta ao impulso é o somatório de convolução entre a 
resposta ao impulso de um sistema, R, e um sinal de entrada , resulta na 
saída do sistema com ruído , conforme mostra a equação (3.3), 
 
  SRT  T % UVW 	, (3.3) 
 
sendo que a equação (3.3) é conhecida como resposta ao impulso infinita, ou IIR, do 
inglês, Infinite Impulse Response. O modelo de resposta ao impulso finita, ou FIR, do 
inglês, Finite Impulse Response, é obtido a partir da equação (3.1), quando AB DB  EB  B  1 e CB X 1. Se GB for assintoticamente estável, então 
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existe Y Z ∞, de forma que R  0, ∀ / Y [17]. Assim, “truncando” a equação 
(3.3) obtêm-se o modelo FIR, 
 
  SRT  T % ]VW 	. (3.4) 
 
 
Se CB é um polinômio arbitrário de ordem Y, ou seja, (>  Y, a equação 
(3.4) pode ser reescrita da seguinte forma, 
   CB % F		, (3.5) 
 
sendo que deve ser observado o seguinte aspecto, como DB EB  1⁄ , então o 
ruído  acrescentado na saída é branco, portanto,   	F	. 
 
 
3.1.2. MODELO ARX 
 
 
O modelo auto-regressivo com entradas exógenas ARX, do inglês, 
AutoRegressive with eXogenous inputs, pode ser derivado do modelo geral (3.1) 
quando DB  EB  B  1. Sendo que AB e CB são polinômios arbitrários, 
resultando em 
 AB  CB % F		, 
(3.6)   CBAB  % 1AB F	. 
 
Ao contrário do modelo FIR, o ruído que é adicionado a saída,  F AB⁄ , não é branco [17]. 





3.1.3. MODELO NARX 
 
 
O modelo não-linear auto-regressivo com entrada exógena, do inglês, 
Nonlinear AutoRegressive with eXogenous input, é um modelo discreto que explica o 
valor de  em função de valores anteriores dos sinais de entrada e saída, como 
mostra a equação (3.7), 
   ^  1,… , `  (?a,   b, … ,   (>c	, (3.7) 
 
onde b é o atraso inicial de ; (? e (> são os maiores atrasos de  e , 
respectivamente. De acordo com [17], é comum adicionar termos de ruído no 
modelo com objetivo de se evitar polarização de parâmetros, passando o modelo 
para a classe dos modelos NARMAX, explicado adiante. 
 
 
3.1.4. MODELO ARMAX/NARMAX 
 
 
A classe dos modelos auto-regressivos com média móvel e entradas exógenas, 
ARMAX, do inglês, AutoRegressive Moving Average models with eXogenous inputs, 
é uma forma comum de identificação de modelos lineares [21]. Sua estrutura 
relaciona uma sequência de entradas com uma sequência de saídas, e pode ser 
obtida através do modelo geral dado pela equação (3.1), onde	EB  B  1 e AB, CB e DB são polinômios arbitrários. Assim têm-se, 
 
 AB  CB % DB	F		, 




sendo que (3.8) pode ser reescrita na forma de equações a diferenças linear com 
coeficientes constantes, conforme (3.9): 
 
  SIV  T
,K
VW % S:V  T
,d
VW % S9V  T
,e
VW 		, (3.9) 
 
onde (?, (> e ( são os maiores atrasos de ,  e o maior atraso no modelo de 
ruído, respectivamente. 
Quando o sistema a ser identificado se trata de uma série temporal, não 
possuindo entradas exógenas, ou seja,   0, o modelo é chamado de ARMA. 
O modelo NARMAX, do inglês, Nonlinear AutoRegressive Moving Average 
models with eXogenous inputs, é utilizado para sistemas não-lineares e pode ser 
descrito da seguinte forma, 
 
   f  1,   2,… , `  (?a, ,   1,… ,   (>, 
 1,   2,… ,   (g % 	, (3.10) 
 
onde  ∙ é uma função não-linear de (? % (> % ( % 1 variáveis. 
A variação para séries temporais do modelo NARMAX, as quais não possuem 
entradas exógenas, conforme citado anteriormente, pode ser chamado de NARMA. 
 
 
3.1.5. MODELO DE HAMMERSTEIN / WIENER 
 
 
Uma forma simples de modelar não-linearidades é o modelo em blocos, que é 
feita com conexões em cascata e/ou paralelo de uma não-linearidade estática e uma 
linearidade dinâmica. O modelo mais conhecido desta família é o modelo de 
Hammerstein, que é composto por um modelo não-linear estático, seguido em 






Figura 8: Modelo de Hammerstein. 
 
A partir da Figura 8, o modelo de Hammerstein pode ser definido em tempo 
discreto como em (3.11): 
   I  1%. . . %I,K`  (?a % P!  1%. . . %  (>"	, (3.11) 
 
onde apenas  e  são conhecidos em problemas de identificação, enquanto P∙ é uma função desconhecida [17]. 
Quando mais blocos são adicionados em cascata, têm-se o modelo sanduíche, 
o qual é composto por um modelo linear dinâmico, um modelo não-linear estático, e 
um modelo linear dinâmico, ou, ii (Linear – Não-linear – Linear). 
Modelos compostos por j blocos Hammerstein em paralelo são conhecidos 
como modelo de Uryson, ou, kil (Paralelo – Não-linear – Linear) [21]. 
 
 
3.2. REDES NEURAIS ARTIFICIAIS 
 
 
O cérebro humano é considerado um sistema altamente complexo, não-linear 
e de processamento paralelo [1]. O sistema nervoso humano contém mais de 100 
bilhões de células chamadas de neurônios, que fazem o processamento de milhões 
de bits de informação enviados pelos diferentes órgãos sensoriais a cada minuto, 
para determinar respostas adequadas realizadas pelo corpo [22]. 
As conexões realizadas entre os neurônios são chamadas de sinapses, sendo 
que o número de sinapses realizadas por cada neurônio irá variar de acordo com a 
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função do neurônio, podendo chegar a até 200 mil sinapses com fibras enviando 
sinais para o neurônio [22]. 
A Figura 9 apresenta o formato básico de um neurônio, onde o sinal entra 
principalmente pelos dendritos, mas também pelo corpo celular [22], o sinal de saída 
viaja pelo axônio, que possui diversos ‘galhos’ separados, e deixa o neurônio em 
direção a outras partes do sistema nervoso ou partes do corpo. 
 
 
Figura 9: Descrição das partes de um neurônio de um animal vertebrado. Adaptada 
de [1]. 
 
Em 1943 McCulloch e Pitts publicaram um trabalho modelando 
matematicamente as operações biológicas de um neurônio, trabalho este que 
motivou Frank Rosenblatt a criar a primeira geração de redes neurais artificiais [23]. 
A Figura 10 mostra o modelo de neurônio de McCulloch e Pitts que é o mais 





Figura 10: Modelo de neurônio de McCulloch e Pitts. Adaptado de [1]. 
 
O neurônio pode ser dividido em três partes: a função de rede, que determina 
como as entradas  da rede serão ponderadas e somadas. Essa função pode ser 
uma combinação linear ponderada, como é mostrado na Figura 10 e pode ser 
definido pela equação (3.12), 
 
m  Snoo % :opoW 	, (3.12) 
 
onde  é o número de entradas, o	é a q-ésima entrada, no é o peso de ponderação 
da q-ésima entrada, :o é a polarização, em inglês, bias, e m é a saída da combinação 
linear. Neste trabalho a polarização :o será chamada unicamente de bias. 
A segunda parte do neurônio é a função de ativação, 
   rm	, (3.13) 
 
onde  é o sinal de saída do neurônio e r∙ é a função de ativação. 
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E a terceira e última parte do neurônio é uma ponderação de saída, ligando a 
camada de neurônios até a camada de saída, sendo o modelo final representado 
pela equação (3.14), 
 
Ssor`nV ∙ V % :oa  V 	,ptoW  T  1,… , 		, 
(3.14) 
 
onde so é a ponderação de saída do q-ésimo neurônio, t é o número de neurônios e no ∙ V denota o produto interno entre no e V.  
Diferentes funções podem ser utilizadas como uma função de ativação, 
lineares ou não-lineares. Algumas funções de ativação normalmente utilizadas 
podem ser observadas na Tabela 3. 
 
Tabela 3: Tipos de função de ativação. 
Tipo Função de ativação Fórmula 
Linear Linear rm  Im % : 
Não-linear Sigmóide rm  11 % 1u 
Não-linear Limiar rm  v1,					m / 01,			m Z 0 
 
Numa rede neural artificial, múltiplos neurônios são interconectados em 
camadas para formar uma rede com a intenção de facilitar a computação distribuída 
[1][23]. Esta topologia pode ser composta de uma simples camada de neurônios, ou 
de múltiplas camadas de neurônios. 
Na forma mais simples, a rede possui uma camada composta por nós de 
entrada, que propagam o sinal para uma camada composta por neurônios, ou, nós 
computacionais.  
Como os dados seguem somente em um sentido, da entrada para a saída, 
esta é uma rede do tipo feedforward, se opondo à rede do tipo feedback, quando 
ocorre realimentação de dados da saída para a entrada.  
A designação de ‘camada simples’ (single layer) se refere somente a camada 
de neurônios (nós computacionais), não incluindo os neurônios de entrada, pois 
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nenhum processamento é realizado neste [1]. Estas redes também são chamadas 
de SLFN, do inglês, Single Layer Feedforward Neural Networks. 
Dependendo da função de ativação escolhida, redes do tipo SLFN podem ser 
interpretadas como modelos do tipo Uryson, descrito anteriormente. Cada neurônio 
da camada oculta pode ser ativado por uma função de ativação não-linear ro∙, que 
pode ser considerado um modelo não-linear estático. A camada de saída é 
considerada um modelo linear dinâmico. Portanto, uma rede neural composta por t 
neurônios na camada oculta pode ser denominada como um modelo de Uryson kipt [21]. 
A forma mais complexa é composta por múltiplas camadas de neurônios 
ocultos, onde o termo ‘oculto’ se refere ao fato de esta parte da rede neural não ser 
vista diretamente tanto pela entrada, quanto pela saída da rede. A adição de 
camadas ocultas possibilita mais graus de liberdade para a rede, empregando um 
número menor de neurônios [1]. 
Na identificação de sistemas, considera-se um mapeamento não-linear 
descrito pela relação,  w  P, (3.15) 
 
onde w é a saída e  é o vetor de entrada. A função P∙ é assumida ser 
desconhecida. Sendo assim, pode-se compor um conjunto x com os exemplos de 
dados conhecidos da função, 
 x  y`o, woazoWp 		, (3.16) 
 
onde q é a amostra atual e  é o número total de amostras. 
Conforme [1], o principal requerimento de uma rede neural para aproximar 
uma função desconhecida P∙ é que a função ∙ que descreverá as entradas-
saídas mapeadas, função essa realizada pela rede neural, esteja perto o suficiente, 
num ponto de vista Euclidiano em todas as amostras, como pode ser descrito pela 
equação (3.17), 




onde | é o erro de aproximação e é um número positivo pequeno. Desde que o 
número de amostras  seja grande o suficiente e a rede esteja equipada com 
parâmetros livres suficientes, o erro de aproximação pode ser suficientemente 
pequeno para a tarefa [1]. 
A partir da diferença entre a saída real da função desconhecida e saída 
estimada pela rede, se obtém o vetor de sinal de erro o, sendo este vetor utilizado 
para ajustar os parâmetros livres, a fim de minimizar a diferença entre a saída real e 
a estimada. 
Existem diversas formas de ajustar os parâmetros livres de uma rede neural, 
dentre as quais, têm-se: 
• Aprendizagem online utilizando retropropagação; 
• Máquina de aprendizagem extrema. 
 
Neste trabalho apenas o método de aprendizagem extrema será abordado, 




3.2.1. ALGORITMO DE APRENDIZAGEM EXTREMA 
 
 
O algoritmo de aprendizagem extrema, em inglês, Extreme Learning Machine 
(ELM), foi proposto por Guang-Bin Huang, Qin-Yu Zhu e Chee-Kheong Siew em 
2004 [24]. Os autores tinham como motivação criar um algoritmo de aprendizagem 
de redes neurais mais rápido que o método mais popular de aprendizagem, o 
método de retropropagação, pois o tempo dispensado na aprendizagem tem sido um 
dos gargalos de diversas aplicações nas últimas décadas. 
O algoritmo ELM apresenta diversas vantagens em relação aos outros 
algoritmos, uma delas foi citada anteriormente, a velocidade de processamento pode 
ser milhares de vezes mais rápido que o algoritmo de retropropagação, além de 
obter um melhor desempenho na generalização. O algoritmo também tende a 
alcançar não somente o menor erro de treinamento, mas também a menor norma 
das ponderações [25]. 
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Uma das características provadas pelos autores é que as ponderações de 
entrada e os bias da camada oculta da SLFN podem ser assinalados aleatoriamente 
se a função de ativação for infinitamente diferenciável. Ou seja, após escolher 
aleatoriamente as ponderações de entrada e os bias, a SLFN pode ser considerada 
um simples sistema linear e as ponderações de saída podem ser analiticamente 
calculadas através de uma operação de inversa generalizada. 
A inversa generalizada de Moore-Penrose foi introduzida inicialmente em 
1920 por Moore, sendo que algumas extensões foram propostas por outros autores, 
mas até 1955 nenhum estudo sistemático havia sido realizado, quando Penrose [26], 
sem conhecimento do trabalho anterior de Moore, redefiniu de uma forma diferente o 
método [27]. 
As definições de matriz inversa podem ser obtidas em [25][26][27][28]. 
Existem diferentes métodos para obter-se a inversa generalizada, sendo que eles 
resultam em matrizes inversas com as seguintes características: 
 
• Inversa para uma solução de norma mínima; 
• Inversa para uma solução de mínimos quadrados; 
• Inversa para uma solução de mínimos quadrados com norma mínima. 
 
Para maiores detalhes sobre o cálculo da matriz inversa generaliza, ver 
[24][25][26][27][28][29]. 
O algoritmo ELM faz uso da matriz inversa para uma solução de mínimos 
quadrados com norma mínima para o cálculo das ponderações de saída s. 
Fazendo uso do modelo de neurônio descrito pela equação (3.14), pode se 
escrever as  equações de forma compacta como, 









 Gn, … ,np , :, … , :pt , , … , p
 rn ∙  % : ⋯ rnpt ∙  % :pt⋮ ⋱ ⋮rn ∙ p % : ⋯ rnpt ∙ p % :ptppt 	, 
(3.19) 
 
s  s⋮sptptl e w  
w⋮wp pl		, (3.20) 
 
onde  wo  ^wo, wo, … , wolc ∈ l, é a saída real, e G é chamada de matriz de 
saída da camada oculta de neurônios, onde q-ésima coluna de G é o q-ésimo nó de 
saída oculto com respeito as entradas , , … , p [24][25]. 
Se a função de ativação for infinitamente diferenciável, é possível provar que o 
número de neurônios necessários será t . , para isso formula-se os seguintes 
teoremas a partir de [25] sobre a SLFN em questão, 
 
Teorema (3.1): Dada uma SLFN normal com  neurônios ocultos e função de 
ativação r: → , a qual é infinitamente diferenciável em qualquer intervalo, para as  amostras distintas o, wo, onde o ∈ , e wo ∈ l, para qualquer no e :o 
aleatoriamente escolhidos de um intervalo qualquer de , e , respectivamente, de 
acordo com qualquer distribuição de probabilidade contínua, então, com 
probabilidade “1”, a matriz de saída da camada oculta G da SLFN é inversível e ‖Gs  w‖  0. 
 
A prova do Teorema (3.1) pode ser encontrada em [24][25]. 
 
Teorema (3.2): Dado qualquer valor pequeno e positivo | / 0 e função de ativação r:  → , a qual é infinitamente diferenciável em qualquer intervalo, então existe t .  para  amostras arbitrariamente distintas o, wo, onde o ∈ , e wo ∈ l, 
para qualquer no e :o aleatoriamente escolhidos de um intervalo qualquer de , e , 
respectivamente, de acordo com qualquer distribuição de probabilidade contínua, 




A prova do Teorema (3.2) é clara, caso contrário simplesmente se faz t  , 
o que faz Gpptsptl  wpl Z | de acordo com o Teorema (3.1). Se o número 
de neurônios ocultos for igual ao número de amostras distintas, a matriz G é 
quadrada e inversível quando as ponderações de entrada no e os bias ocultos :o são 
aleatoriamente escolhidos, e a SLFN pode aproximar as amostras de treinamento 
com erro zero. A capacidade universal de aproximação de uma SLFN com pesos 
aleatórios pode ser vista com detalhes em [30].  
Como na maioria dos casos, o número de neurônios ocultos é muito menor 
que o número de amostras distintas selecionadas para o treinamento, a matriz G 
normalmente não é quadrada e pode não existir uma solução para (3.18), então, 
pode se afirmar a seguinte definição baseado em [25][27][29]: 
 
Definição (3.1): uma matriz H de ordem (  j é uma inversa generalizada de 
Moore-Penrose da matriz A de ordem j  (, se 
 AHA  A	, 
(3.21) 
HAH  H	, AH  AH	, HA  HA	. 
 
Para conveniência, a matriz inversa generalizada de Moore-Penrose da matriz A sera denotada por Aϯ. 
A partir da definição (3.1) e do método de obtenção da inversa por uma 
solução de mínimos quadrados com norma mínima, citado anteriormente, tem-se a 
seguinte equação, 
 s  Gϯw 	, (3.22) 
 
onde a solução especial s  é uma das soluções de mínimos quadrados de um 
sistema linear geral dado pela equação (3.18), significando que o menor erro de 
treinamento pode ser alcançado por esta solução, como pode ser demonstrado a 
seguir, através de (3.23). 
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 Gs  w	  GGϯw  w  min ‖Gs  w 	‖	. (3.23) 
 
Assim, pode-se resumir o algoritmo ELM no Pseudocódigo 1 que se encontra 
no Anexo A.   
Como foi afirmado anteriormente, teoricamente, este algoritmo funciona para 
qualquer função de ativação infinitamente diferenciável, como por exemplo, a função 
sigmóide, seno, cosseno e exponencial. 
Sendo assim, a função de ativação escolhida neste trabalho será a função 
sigmóide, a partir deste momento, denominada SIG, que pode ser definida como, 
 
rm  11 % 1u 		, (3.24) 
 
onde 9 é uma constante positiva. 
A Figura 11 mostra a função SIG para 9  10, com 1 .  . 1. 
 
 
Figura 11: Resposta da função SIG. 
 
O trabalho de Li, Li e Rong [31] sugere a utilização de mais de uma função de 
ativação, a fim de captar mais características do sistema analisado, onde o número 

















de neurônios com uma função, e outra, dependeria do problema. Com isso a função 
linear será combinada com a função sigmóide nas simulações, onde o número de 
neurônios destinados à função SIG (qr, deverá respeitar a restrição (3.25), 1 Z (qr Z t. A função de ativação linear é dada por, 
 8o,m  mo,	, (3.25) 
 
onde o, é uma constante positiva. 
A utilização da função de ativação sigmóide convencional com parâmetros 
fixos de ângulo de inclinação e posição provoca uma restrição no mapeamento não-
linear da rede, além de diminuir a precisão do treinamento. Assim, [32] sugere a 
utilização de uma função de ativação variável como uma forma de corrigir estas 
falhas. A função de ativação variável, a partir deste momento denominada TAF, do 
inglês Tunable Activation Function, pode ser definida pela seguinte equação, 
 
8m  1 % 1u1 % 		, (3.26) 
 
onde  é o fator de mapeamento, por ele alterar o comprimento e o alcance do 
mapeamento,  é o fator de deslocamento vertical,  é o parâmetro de 
posicionamento horizontal, e  é o fator do ângulo de inclinação, ele determina o 
formato de 8m. 
Uma situação especial de 8 m é quando     0 e     1, resultando 
na função SIG dada pela equação (3.24). 
 
 
3.3. VALIDAÇÃO DE MODELOS 
 
 
A validação de modelos é um passo importante no processo de identificação de 
sistemas, sendo que ele normalmente é realizado nas etapas finais do procedimento 
para checar se o modelo identificado é satisfatório [33][34]. 
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Diversos métodos foram desenvolvidos para a validação de modelos lineares e 
não-lineares, sendo que os testes utilizando as funções de correlação tornaram-se 
populares devido a vantagem em diagnosticar diretamente se um modelo 
identificado é adequado ou não. Métodos baseados em comparação de modelos 
tem a desvantagem da necessidade de testar todos os conjuntos de modelos 
possíveis antes de se obter um diagnóstico [34]. 
O método baseado em correlação se baseia no fato de que em um sistema 
identificado de forma ideal, o resíduo ¡ deve ser reduzido a uma sequência de 
dados não-correlacionados definidos como , com média zero e variância finita. 
Portanto, testes de validação de modelos baseados em correlação normalmente são 
validados, se 
 ¡ < 	, (3.27) 
 
onde o resíduo ¡ é definido como em (3.28) 
 ¡  w  ¢	. (3.28) 
 
 
A Função de AutoCorrelação, ou FAC, de um sinal  pode ser definida por 
(3.29) [17], 
 7>£>£,   ¤!  ̅∗ %   ̅"		, (3.29) 
 
sendo que, se  for real, ∗ %    % , onde  é a unidade de atraso, e ¤!∙" é a esperança matemática. 
Normalmente os dados utilizados são coletados, ou seja, são sinais reais e 
com média nula [17]. A partir dessa informação, pode-se reescrever a equação 
(3.29) como (3.30). 
 7>>,   ¤!∗ % "		, (3.30) 
 
onde,  7>£>£,   7>>,  quando ̅ é igual a zero [33]. 
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Sabendo que  é um valor inteiro e  tem um valor suficientemente elevado, a 
função de autocorrelação baseada em (3.29) pode ser estimada a partir de séries 
discretas no tempo, 
 
7>£>£  limp→U 12 % 1 S q  ̅q %   ̅	,
p
oW1p  (3.31) 
 
sendo que a equação (3.31) pode ser reescrita a seguir para o caso prático de séries 
temporais de duração finita, baseado na seguinte definição. 
 
Definição (3.3): Se um processo for estacionário, então sua função de 
autocorrelação será simétrica, ou seja, 7>£>£  7>£>£ [17]. 
 
A partir da definição anterior, obtém-se a nova FAC, 7̂>£>£, 
 
7̂>£>£  1 Sq  ̅q %   ̅,   0,1,… ,  1
p1§
oW 	. (3.32) 
 
Outra forma de calcular a autocorrelação de um sinal é a partir da função de 
covariância. Isto é possível devido à forma como os dados são coletados, fato citado 
anteriormente. Em casos como este, a função de autocorrelação coincide com 
função de autocovariância, como mostra as definições a seguir [17]. 
 
Definição (3.4): A matriz de covariância de dimensão (  ( é definida em (3.33). 
 9~¨!"  ¤!  ¤!"  ¤!""  ¤!"  ¤!"¤!", (3.33) 
  
onde ¤!" pode ser substituído por ̅, devido a propriedade que determina a média 
assintótica como sendo  





Definição (3.5): A função de autocovariância de  é definida em (3.35). 
 9>>,   D~¨!,  % "  ¤!"¤!∗ % "	. (3.35) 
 
O estudo da correlação entre dois sinais diferentes com média nula,  e , resulta Função de Correlação Cruzada, ou FCC, e pode ser definida como, 
 7>?,   ¤!∗ % "		, (3.36) 
 
sendo que se o processo for considerado real, ∗  . A equação (3.36) pode 
ser estimada a partir de séries discretas no tempo como (3.37), 
 
7>?  limp→U 12 % 1 S qq % 	
p
oW1p . (3.37) 
 
No caso de séries temporais de duração finita, a equação (3.37) pode ser 





35 1 S qq % ,   0,1,… ,   1
p1§





sendo que é importante ressaltar que se algum sinal não tiver média nula, a 
respectiva média deve ser subtraída antes de utilizar o estimador (3.38) [17]. 
Assim como a FAC, a FCC pode ser obtida através do uso da função 
covariância cruzada, definida a seguir. 
 





9>?,   D~¨!,  % "  ¤!"¤!∗ % "	. (3.39) 
 
A partir da definição (3.6) pode-se determinar o coeficiente de correlação entre 
as variáveis  e  como (3.40), 
 
«,   D~¨!, "6>6? 		, (3.40) 
 
onde 6> e 6? o desvio padrão dos sinais  e , respectivamente [17][35].  
Da mesma forma obtêm-se o coeficiente de correlação em função do 
deslocamento , «>,>, para as séries  e  % . 
Aplicar a FAC e FCC ao conceito de séries temporais têm o objetivo de 
identificar termos atrasados lineares e não-lineares não modelados. Os trabalhos de 
[33] e [34] apresentam a utilização de testes para identificação de termos não-
lineares, como por exemplo, um ruído não-linear atrasado   1  4. 
Em [34] são propostos dois novos testes baseados na relação ¡ ¡. Estes testes permitem análise da correlação cruzada entre a saída e o 
resíduo e também entre a saída, resíduos e entrada, aumento o poder dos testes de 
correlação cruzada. Também será empregada a relação ¡  ¡ com o 
mesmo objetivo. 
Para os testes não-lineares de alta ordem serão utilizados sinais de entrada e 
resíduo elevados ao quadrado nos testes de autocorrelação e correlação cruzada, 
assim têm-se os seguintes testes lineares e não-lineares a serem realizados 











Tabela 4: Testes de correlação a serem aplicados. 7̂>,¬ Correlação cruzada entre entrada e resíduo Linear 7̂>­,¬­ Correlação cruzada entre entrada e resíduo Não-linear 7̂>­,¬ Correlação cruzada entre entrada e resíduo Não-linear 7̂¬,¬ Autocorrelação do resíduo Linear 7̂¬­,¬­ Autocorrelação do resíduo Não-linear 7̂®¬,¬­ Correlação cruzada entre saída, resíduo e resíduo Não-linear 7̂®¬,>­ Correlação cruzada entre saída, resíduo e entrada Não-linear 




O objetivo dos testes de correlação é que os resíduos sejam reduzidos a uma 
sequência não-correlacionada com todas as combinações lineares e não-lineares de 
entradas e saídas passadas [34]. Cada teste detecta termos diferentes, 7̂>¬ 
detecta termos atrasados de , 7̂¬¬ detecta termos atrasados de , 7̂>­¬­ 
detecta termos atrasados do tipo   1  2, 7̂¬­¬­ detecta termos do tipo   1  4, por exemplo. A detecção de termos atrasados da saída  deve 
ser feita a partir da observação dos testes 7̂>¬ e 7̂¬¬, da mesma forma para 
termos do tipo   1  2, por exemplo, onde os testes 7̂>­¬­ e 7̂¬­¬­ 
devem ser observados.  
Idealmente, quando os resíduos possuem média zero e não são 
correlacionados, os testes de correlação devem ter o seguinte comportamento, 
 7̂>,¬  0	, ∀			, 
(3.41) 
7̂>­,¬­  0	, ∀			, 7̂>­,¬  0	, ∀			, 
7̂¬,¬  v1,									  00,					∀ X 0						, 
7̂¬­,¬­  v1,									  00,					∀ X 0					, 
7̂®¬,¬­  ¯ ̂°±,±­ ,									  00,					∀ X 0	 					, 
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7̂®¬,>­  0	, ∀			, 7̂>¬,¬  0	, ∀			. 
 
A constante 7 ¡,¡2  pode ser calculada pela equação (3.42). 
 
 ̂°±,±­  ∑ ¡  ¡©©©p§W  ³∑ ¡  ¡©©©p§W  ³ 		. (3.42) 
 
Os resíduos analisados podem estar correlacionados com os dados de 
entrada, sendo assim, o objetivo dos testes é procurar picos positivos de correlação 
com atrasos negativos, no caso das correlações cruzadas. Segundo [17], valores 
positivos de correlação cruzada em um atraso positivo podem indicar um tempo 



























Algoritmos de otimização são métodos de procura ou busca, que têm por 
objetivo obter uma solução para um problema de otimização, onde, segundo [36], 
estes problemas podem ou não serem sujeitos a uma ou mais restrições.  
 Um problema de otimização possui alguns componentes básicos: 
• função objetivo: representa a quantidade a ser otimizada, podendo ser 
maximizada ou minimizada. Alguns problemas podem não possuir uma 
função objetivo, assim, o objetivo passa a ser determinar uma solução que 
satisfaça as restrições do problema, no caso de problemas com presença de 
restrição. A função objetivo pode ser também chamada de, em inglês, fitness, 
ou aptidão. Este termo foi utilizado originalmente nos algoritmos de 
otimização baseados na Teoria da Evolução de Darwin, onde somente os 
mais aptos sobrevivem; 
• conjunto de variáveis: elas afetam o valor da função objetivo; 
• conjunto de restrições: elas restringem os valores das variáveis, podendo até 
excluir possíveis soluções candidatas. 
 
 As soluções para os problemas nem sempre são simples, sendo que elas 
podem consistir de:  
• diferentes tipos de dados, tais como variáveis inteiras ou de ponto flutuante; 
• diferentes áreas de procura, podendo estas serem restritas por restrições 
lineares ou não-lineares. 
 
Os problemas também podem apresentar algumas dificuldades a mais para o 
algoritmo, como por exemplo: 
• as características podem variar com o tempo, desqualificando soluções 
encontradas anteriormente e consideradas boas; 




A solução é designada a partir de valores de um domínio permitido para as 
variáveis, sendo que este domínio, ou pode ser restrito somente nos limites dos 
valores, onde o problema é dito ‘problema irrestrito’, em inglês, unconstrained 
problem, ou pode ser restrito por equações e/ou inequações lineares ou não-
lineares, onde o problema é dito ‘problema restrito’, em inglês, constrained problem. 
Um problema de otimização pode ser classificado a partir de algumas 
características: 
• número de variáveis que influenciam a função objetivo; 
• tipo das variáveis, continuas ou inteiras; 
• grau de não-linearidade da função objetivo; 
• restrições utilizadas; 
• número de critérios de otimização, se a quantidade a ser otimizada é 
expressa em somente uma função objetivo, o problema é denominado de 
objetivo simples, problemas multi-objetivo especificam mais de um sub-
objetivo a serem otimizados simultaneamente; 
• número de soluções, para um problema onde existe uma única solução, é 
chamado unimodal, um problema com mais de uma solução é chamado 
multimodal. 
 
O espaço de procura para as soluções, denominado espaço de procura , 
representa todo o universo de soluções possíveis ou impossíveis. O espaço possível 
de procura, denominado espaço possível ´, é delimitado pelas restrições e é onde 






Figura 12: Ilustração mostrando o espaço de procura  e o espaço possível de 
procura ´. Adaptado de [37]. 
 
As soluções encontradas pelos algoritmos de otimização podem ser 
classificadas de acordo com a sua qualidade. Para apresentar as definições de 
diferentes tipos de soluções, será assumido um problema de minimização da função 
objetivo, cuja definição se encontra a seguir. 
 
Definição (4.1): Um problema de minimização é composto por um conjunto de 
soluções válidas µ do espaço possível de procura ´, e P ∶ 	µ → · é a função 
objetivo. O objetivo é achar uma solução global ótima, ou seja, uma solução ∗ ∈ µ 
tal como P∗ . P,∀ ∈ µ. Com isso, P∗  P∗ é o custo ótimo e µ∗ y ∈ µ	|	P  P∗z é o conjunto de soluções ótimas globais [38]. 
 
Definição (4.2): Uma solução mínima global de uma função objetivo P é uma 
solução ∗ ∈ ´, onde  é uma possível solução, tal que, 




onde ´ ⊆  e  é o espaço de procura. 
 
Definição (4.3): Uma solução mínima local de uma função objetivo P é uma solução 
 º∗ ∈ º ⊆ ´, se, 
 Pº∗  Z P,∀ ∈ º	, (4.2) 
 
onde º ⊆ ´ e º é um conjunto de pontos possíveis na vizinhança de º∗  [36]. 
 A Figura 13 exemplifica o que seriam os pontos mínimos de uma função. 
 
 
Figura 13: Mínimos de uma função. 
 
Para procurar a melhor solução pode-se optar entre duas formas de procura, 
algoritmos de procura local e algoritmos de procura global. Os algoritmos de procura 
local somente procuram soluções ótimas locais, as quais podem ser ótimos globais. 
Os algoritmos de procura global fazem uso de mais informações para procurar por 
todo o espaço de busca e então obter uma solução ótima global. 
Os métodos de busca podem ser divididos em três grupos, os métodos 
enumerativos, os métodos determinísticos e os métodos estocásticos. 
Os métodos enumerativos, como por exemplo, a Programação Dinâmica, 
possuem um mecanismo de procura simples, estipula-se um universo finito de 
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busca, discretiza-se este para representar todas as possíveis soluções, e verificam-
se todos os pontos. Como afirma [39], apesar de sua simples implementação, fica 
evidente que o custo computacional é grande para problemas onde o espaço de 
busca é grande, além da realidade que uma discretização, por mais fina que seja, 
dificilmente cobrirá todos os pontos possíveis, assim, corre-se o risco de a solução 
global não ter sido discretizada. 
Os métodos determinísticos, como por exemplo, o método de Newton, 
utilizam cálculos de derivadas e necessitam de outras informações, como o 
gradiente da função objetivo, para determinar a sua direção. Devido ao uso de 
informações de pontos anteriores, sua busca pela melhor solução é local e em 
certos problemas estes tendem a ficar presos em mínimos locais. 
Os métodos estocásticos usam regras de probabilidade para buscar a 
solução. A vantagem disso é aumentar a área de procura de soluções do algoritmo, 
também aumentando a possibilidade do algoritmo encontrar uma solução ótima 
global. Alguns exemplos de métodos estocásticos seriam o Algoritmo Genético e o 




4.1. ALGORITMO DE ENXAME DE PARTÍCULAS 
 
 
O algoritmo de otimização por enxame de partículas, em inglês, Particle 
Swarm Optimization (PSO), foi proposto inicialmente por Kennedy e Eberhart em 
1995 [40]. O algoritmo se baseia no comportamento social de um bando de pássaros 
procurando por comida, onde cada pássaro seria uma partícula, e no algoritmo, esta 
partícula seria uma possível solução para o problema. 
O PSO já se mostrou robusto para diversas aplicações, como por exemplo, na 
otimização de formas elípticas para a concepção de modelos de próteses cranianas 
para reparação [41], e na otimização dos parâmetros de funcionamento de 
controladores do tipo Proporcional-Integral-Derivativo (PID) para a sincronização de 
dois sistemas caóticos [42].  
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A partir de [36], a explicação do funcionamento do algoritmo pode ser 
simplificada ao imaginar as partículas “voando” pelo espaço de busca 
multidimensional. Durante este “voo”, as partículas trocam experiências com seus 
vizinhos, a fim de que a nova posição da partícula seja ajustada de acordo com suas 
próprias experiências e a experiência de seus vizinhos. A Figura 14 exemplifica um 
espaço de busca onde as partículas estão se direcionando para a partícula 




Figura 14: Movimento das partículas em direção à melhor solução. 
 
Sendo assim, pode-se definir a mudança da posição da partícula como a 
adição de um termo à posição anterior, denotado da seguinte forma, 
 »oq$ % 1  »oq$ % ¼oq$ % 1, (4.3) 
 
onde »oq$ é a posição atual da partícula q, ¼o é a velocidade da partícula q e q$ é a 
iteração atual do algoritmo. 
A equação (4.3) indica que o vetor velocidade direciona o processo de 
otimização, sendo somado à posição anterior da partícula. Neste vetor estão 
contidos os conhecimentos trocados com as outras partículas que fazem parte do 
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enxame, e também as informações adquiridas anteriormente com a própria 
experiência da partícula. 
Este conhecimento experimental também é chamado de componente 
cognitiva, já o conhecimento trocado entre a partícula e suas vizinhas é chamado de 
componente social. 
A equação (4.4) apresenta como é calculado o vetor velocidade, 
 ¼oq$ % 1   ∙ ¼oq$ % 7 ∙ 9 ∙ `½koq$  »oq$a % 7 ∙ 9 ∙ `rkq$  »oq$a, (4.4) 
 
onde  é o peso de inércia da partícula, ½ko é a melhor posição que a partícula 
alcançou até a iteração q$, rk é a melhor posição alcançada entre todas as 
partículas do enxame até a iteração q$, 9 e 9 são os coeficientes de aceleração, e 7 e 7 são valores aleatórios com distribuição uniforme no intervalo [0,1].  
A equação (4.4) contém o peso de inércia da partícula que não estava 
presente no algoritmo canônico criado em 1995 [40]. Este fator foi incorporado à 
equação da velocidade em 1998 por Shi e Eberhart [43] como uma tentativa de 
eliminar o grampeamento da velocidade, artifício utilizado como uma forma de 
controlar a exploração global e local do algoritmo [44] e para evitar o fenômeno 
conhecido como “explosão do enxame”. Em 1999 Maurice Clerc [45] propôs um 
termo de constrição ¾ que seria calculado de acordo com os valores dos coeficientes 
de aceleração 9 e 9,  
 6  9 % 9 / 4,0	, (4.5) 
 
¾  22  6  √6  4 ∙ 6	, (4.6) 
 
mas o estudo posterior de Eberhart e Shi [46] mostrou que o termo de constrição e o 
peso de inércia são equivalentes em condições especiais, sendo que o algoritmo 
com termo de constrição pode ser considerado um caso especial do algoritmo com 
peso de inércia, já que seus parâmetros estão conectados pela equação (4.6). 
O peso de inércia é um parâmetro importante no algoritmo, influenciando 
diretamente na convergência do mesmo. Podendo ser descrito como um mecanismo 
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de controle do momento da partícula, ponderando a contribuição da velocidade 
anterior, como uma forma de memória da direção anterior da partícula, com isso, 
pode alterar a habilidade do algoritmo em explorar o espaço de busca. Para valores 
maiores que “1”, o algoritmo terá a tendência de divergir. Valores altos e menores 
que “1” priorizam uma busca global, aumentando a diversidade do enxame, 
enquanto valores mais próximos de “0” priorizam uma busca local. 
Os coeficientes de aceleração 9 e 9 atuam em conjunto com os valores 
aleatórios 7 e 7 na influência estocástica dos componentes social e cognitivo. Estes 
coeficientes também são chamados de coeficientes de confiança, pois expressam 
quanto a partícula confia em si própria (9) e quanto confia nos seus vizinhos (9). 
Valores pequenos para estes parâmetros garantem uma trajetória suave para a 
partícula, já valores altos causam maior aceleração e movimentos bruscos. Eberhart 
e Shi afirmam que experiências anteriores mostraram empiricamente que os 
melhores valores para os coeficientes de aceleração são ambos iguais a 2 para a 
maioria das aplicações [44][47], inclusive quando o peso de inércia é substituído 
pelo fator de constrição, sendo que neste caso o valor sugerido é  9  9  2,05 por 
questões de convergência [48]. 
As interações da partícula com sua vizinhança são definidas como topologia 
do enxame. Analisando a equação (4.4), mais precisamente sua componente social, 
nota-se uma interação onde a partícula troca experiências com todas as outras do 
enxame, essa topologia é chamada de topologia de estrela, ou topologia global, e é 





Figura 15: Topologia de estrela do PSO. 
 
 
A utilização de outras topologias tem como objetivo outras interações sociais, 
como por exemplo, a topologia em anel, também conhecida como topologia local 
[48][49]. 
O pseudocódigo do algoritmo PSO se encontra no Anexo A. 
 
 
4.1.1. ALGORITMO DE ENXAME DE PARTÍCULAS DINÂMICO 
 
 
Uma modificação bem sucedida do algoritmo PSO implementada por diversos 
autores é tornar o peso de inércia dinâmico, sendo que um modo de variar o 
parâmetro  é iniciando-o com o valor de 0,9 e linearmente decaindo para 0,4 
[46][47]. Desta forma o algoritmo priorizará inicialmente uma busca global, 
eliminando possíveis mínimos locais, e posteriormente uma busca local, para 





q$      1 q$  1 % 	, (4.7) 
 
onde q$ é o peso de inércia atual,  é o valor final do peso de inércia,  é o 
valor inicial do peso de inércia,  é a iteração onde peso de inércia deve ter o 
menor valor, e q$ é a iteração atual do algoritmo. 
O pseudocódigo do algoritmo denominado aqui de DPSO, ou em inglês, 
Dynamic Particle Swarm Optimization, se encontra no Anexo A. 
A Figura 16 mostra um exemplo de  onde   0,9,   0,4 e   700. 
 
 
Figura 16: Exemplo de peso de inércia obtido através da equação (4.7) com os 
parâmetros   0,9,   0,4 e   700. 
 
 
4.1.2. ALGORITMO DE ENXAME DE PARTÍCULAS COM FUNÇÃO GAMA 
 
 
A distribuição gama pode não ser normalmente empregada, como a 
distribuição normal, mas possui diversas aplicações práticas, como a modelagem da 
quantidade de chuva diária em uma região [50][51][52], para ajustar conjuntos de 
dados hidrológicos [51], na segmentação de fonemas [53], na modelagem da 
quantidade de pagamento de dividendos nas reivindicações dos acionistas de uma 
















companhia de seguros [54], na previsão da distribuição dos tamanhos das gotas de 
um cabeçote de impressão [55], 
A função gama incompleta pode ser representada por (4.8). 
 
À8Á , Á  Â $@11Ã#$		,UÄ  
(4.8) Å8Á , Á  Â $@11Ã#$		,Ä  
 
onde 8Á deve ser maior que 0. Se Á  0, então, À8Á , 0  À8Á que é a função 
gama. Já quando 8Á  0, então, À0, Á  ¤Á que é a integral exponencial 
[56][57]. 
Uma segunda representação é apresentada em (4.9). 
 
À8Á , Á  1À8Á	Â $@11Ã#$		,
U
Ä  





 À % Å  1	. (4.10) 
 
A representação (4.9) é utilizada para a resolução de problemas de 
matemática estatística e teoria de probabilidade, devido à propriedade definida pela 
equação (4.10) [58]. O software MATLAB, utilizado neste trabalho, também faz uso 
da representação (4.9) para o calculo da função gama incompleta, obtida a partir dos 
valores de Å.  
Esta distribuição ainda possui poucas aplicações em algoritmos de 
otimização, sendo que nenhuma publicação empregando a distribuição gama à 
inteligência de enxames. 
O cálculo da função gama incompleta para uma determinada sequência de 
valores pode gerar curvas com formatos interessantes aos algoritmos de otimização, 
mais especificamente, ao peso de inércia  do algoritmo PSO. A Figura 17 mostra 
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os valores da função gama incompleta Å dada pela equação (4.9), a partir de uma 
sequência de 1000 valores de 8Á. A sequência decrescente está dentro do intervalo !10	0,008", e o parâmetro Á foi definido como Á  10. 
Tanto o parâmetro Á, quanto o intervalo de 8Á foram estimados 
empiricamente. Na mesma figura é possível observar a curva da função gama com 
um ajuste definido pela equação (4.11). 
 Æ  Å8Á , Á % Æ	, 
(4.11) Æ    Å8Ámax_q$, Á		, 
 
onde Æ é o peso de inércia utilizando a função gama incompleta, Æ é uma 
constante calculada a partir do valor do peso de inércia desejado na etapa final da 
otimização, e 8Ámax_q$ é o último valor da sequência usada no cálculo. 
 
Figura 17: Curvas da função gama incompleta original e ajustada. 
 
Para a curva ajustada mostrada na Figura 17, foi escolhido   0,35, assim 
a curva tem um início próximo de 0,9, e um final próximo de 0,4. Este intervalo esta 
de acordo com a afirmação de diversos autores citados anteriormente, como sendo 
um bom intervalo de funcionamento para o peso de inércia do PSO, garantindo 
inicialmente uma busca global, seguida de uma busca local, aumentando as 
chances de convergência do algoritmo. 
















Função gama inc. ajustada
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Com isso, a equação (4.4) pode ser reescrita da seguinte maneira, 
 Êoq$ % 1  Æq$ ∙ Êoq$ % 7 ∙ 9 ∙ `½koq$  »oq$a % 7 ∙ 9∙ `rkq$  »oq$a, (4.12) 
 
onde  Æq$ é o peso de inércia obtido pela função gama incompleta na iteração q$. 
































Diversos autores criaram métodos com o objetivo de melhorar o desempenho 
do algoritmo da máquina de aprendizagem extrema (ELM). Como afirma [59], desde 
que as ponderações de saída são calculadas de acordo com as ponderações de 
entrada e bias, e estes são escolhidos aleatoriamente, deve existir um conjunto de 
valores não-ótimos ou desnecessários para estes parâmetros. Isto faz com que o 
ELM necessite de mais neurônios ocultos que outros algoritmos de aprendizagem 
convencionais, o que pode fazer com que ele responda lentamente a conjuntos de 
dados desconhecidos. Para resolver este problema, [59] sugere a utilização do 
algoritmo de otimização baseado em evolução diferencial, sendo esta variação do 
algoritmo chamada de máquina de aprendizagem extrema evolucionária (E-ELM). 
Outros autores também propuseram variações do algoritmo, como [60] que 
apresenta o ELM efetivo (EELM), onde é utilizado o critério da diagonal dominante 
para definição das ponderações de entrada e bias adequadas. Já [61] propõe um 
ELM com voto para problemas de classificação, onde em cada neurônio oculto 
existiria outro algoritmo ELM com o mesmo número de neurônios ocultos, as 
ponderações e bias seriam iniciados de forma aleatória para todos os neurônios, 
assim, existiriam mais neurônios para captar cada característica do problema, e o 
resultado da classe seria obtido por meio de votação entre os algoritmos ELM. Yuan, 
Wang e Cao fazem uma análise da equação (3.18) em [62], onde ela é substituída 
por outra, com o objetivo de melhorar a qualidade da solução do sistema linear, 
também discutem casos de rank cheio para a matriz G. O trabalho realizado em [63] 
explora a inteligência de enxame utilizando o algoritmo de procura em grupo para 
otimizar as ponderações iniciais e bias. Com o mesmo objetivo, [64] utiliza o 
algoritmo PSO para a otimização. 
Neste capítulo serão apresentados os resultados obtidos na utilização do 
algoritmo PSO com peso de inércia   0,4, a variação do PSO com peso de inércia 
dinâmico,   0,9 → 0,4. E também a variação proposta pelo autor empregando a 
função gama incompleta para gerar os valores do peso de inércia. Os três algoritmos 
irão otimizar as ponderações de entrada, bias e os diversos parâmetros adicionais 
da função TAF, implementada no algoritmo de aprendizagem extrema. O objetivo 
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será identificar as séries temporais de Box & Jenkins, Mackey-Glass e Lorenz, 
descritas no Capítulo 2, sendo que a aprendizagem será feita em batelada, 
conforme explicado anteriormente. 
Um teste para comparar o desempenho dos modelos será realizado de forma 
recursiva, ou seja, os dados das previsões anteriores irão alimentar a rede. Este tipo 
de previsão também é conhecido como previsão -passos-a-frente, sendo que a 
tendência do modelo é divergir devido ao erro acumulativo decorrente da 
realimentação citada anteriormente. 
Também serão apresentados resultados obtidos utilizando o algoritmo ELM 
puro, com peso de entrada e bias aleatórios distribuídos uniformemente, e 
empregando o algoritmo de retropropagação para aprendizagem, ambos a título de 
comparação com a proposta apresentada neste trabalho. 
A função objetivo escolhida para ser minimizada é a média da soma dos erros 





oW  (5.1) 
  
onde o é o erro de previsão da q-ésima amostra distinta, e  é o número de 
amostras distintas. Alterando a equação (5.1) e incluindo um termo que consiste na 
média da soma dos quadrados das ponderações, é possível aprimorar a 
generalização, pois a rede tenderá a selecionar ponderações menores, forçando-a a 
responder mais suavemente e com menos sobressinais. A nova função objetivo é 
definida pela equação (5.2), 
 
Y¤Ë  Y¤ % 1tSnV
pt
VW 		, (5.2) 
 




Para o algoritmo PSO obter soluções de melhor qualidade para o problema de 
minimização do fitness, será adicionado à equação (5.2) mais um termo MSE, sendo 
que um deles será o MSE calculado a partir do erro de treinamento, o outro termo 
será o MSE calculado a partir do erro da validação do algoritmo, assim temos que a 
função objetivo, ou fitness, 
 
Pq$(ÌÌ  ΚY¤Ã % 1  Κ 1t SnV
pt
VW 		, (5.3) 
 
onde Y¤Ã é o MSE do treinamento, Κ é uma ponderação na faixa entre [0,1]. 
Adicionalmente ao cálculo do fitness será utilizado o parâmetro R2 dado pela 
equação (5.4) como uma confirmação da qualidade da previsão. O parâmetro é 
definido como, 
 
  1  ∑`w  ¢a∑w  ©w		, (5.4) 
 
onde Î é a média da saída. O objetivo do parâmetro R2 é alcançar valores próximos 
de “1”, ou seja, maximizá-lo, sendo que “1” indica que o modelo é perfeito e “0“ 
indica que o modelo não foi capaz de reproduzir o comportamento do sistema. 
Simulações realizadas com o PSO clássico e utilizando a série temporal de Box 
& Jenkins como exemplo, mostraram que o melhor valor para Κ é 0,9, conforme 
mostra a Tabela 5. Os parâmetros de teste escolhidos foram 0,1 . Κ . 0.9 com 
passo 0,1 e o número de neurônios ocultos variando entre 5, 10, 30 e 50 neurônios, 
os parâmetros do algoritmo PSO foram um enxame composto por 20 partículas,   0,4, e 9  9  2, em cada experimento foram realizadas 1000 iterações do 








Tabela 5: Teste de Κ para diferentes números de neurônios ocultos. 
Neurônios Ocultos Κ Pq$(ÌÌ 
5 0,9	 0,002106 
10 0,9	 0,001711 
30 0,9	 0,000807 
50 0,9	 Ï, ÏÏÏÐÑÐ 
 
Os resultados da identificação das séries temporais serão apresentados 
inicialmente para, as simulações empregando 5, 10, 30 e 50 neurônios na camada 
oculta do ELM, com a função de ativação SIG dada pela equação (3.24) com 9  10. 
Posteriormente serão apresentados os resultados utilizando a função de ativação 
TAF definida pela equação (3.26), juntamente com a função de ativação linear dada 
pela equação (3.25), combinando as duas funções no mesmo ELM. 
Para a otimização das duas abordagens do ELM serão aplicados o algoritmo 
de enxame de partículas e suas variações apresentadas no Capítulo 4. 
O algoritmo PSO clássico foi implementado com   0,4, 9  9  2, o PSO 
dinâmico (DPSO), com os parâmetros   0,9 → 0,4, n  900, 9  9  2. O 
GPSO foi elaborado de acordo com os parâmetros citados anteriormente no Capítulo 
4. 
O vetor de posição das partículas do algoritmo PSO e suas variantes foram 
ordenados da seguinte maneira para o ELM com a função SIG, 
 »o  !n, … , npt , s, … , spt"	, (5.5) 
 
e para o ELM com a função TAF, 
 »o  ^n, … , npt , s, … , spt , , … , pt , , … , pt , , … , pt , , … , pt , o,, … , o,ptc	. (5.6) 
 
As combinações de funções de ativação linear e não-linear podem ser 
observadas na Tabela 6, onde as proporções de neurônios lineares escolhidas para 
5 neurônios ocultos foram de 20% e 80%, já para 10, 30 e 50 neurônios ocultos as 
proporções escolhidas foram de 10%, 50% e 90% de neurônios lineares. 
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O erro absoluto médio de previsão considerado aceitável para este trabalho 
será de até 5%. Para os testes de correlação, a fim de validar os modelos, a faixa de 
confiança, região onde a correlação não é significativa, escolhida será de 95%. Esta 
faixa de confiança é determinada pela seguinte equação [17], 
 
9~(PÒÓ%  Õ1,96√ 		, (5.7) 
 
onde  é o número de amostras.  
 
Tabela 6: Número de neurônios lineares e não-lineares por camada de neurônios 
ocultos. 



















5.1. BOX & JENKINS 
 
 
Os resultados das simulações para identificação e previsão do tipo um-passo-
a-frente da série temporal de Box & Jenkins serão apresentados a seguir. Serão 
empregadas as funções de ativação SIG e TAF, a qual é a combinação da função de 
ativação variável com função de ativação linear. 
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Inicialmente serão discutidos os resultados utilizando as entradas sugeridas 
na literatura, quando também será apresentada uma análise correlacional do melhor 
resultado obtido pelo algoritmo de otimização. Posteriormente, estes serão 




5.1.1. ESTUDO DE CASO ORIGINAL BOX & JENKINS 
 
 
Os resultados obtidos empregando a função SIG podem ser observados na 
Tabela 7, onde os valores em negrito indicam o melhor valor entre os três métodos 
de otimização e o valor sublinhado indica o melhor resultado para este estudo de 
caso. 
 
Tabela 7: Resultados de previsão da série Box & Jenkins com a função SIG. 
Neurônios Ocultos 
Fitness 
PSO DPSO GPSO 
5 6,369 ∗ 101  Ö, Ï×Ö ∗ ØÏ1Ù 6,456 ∗ 101 
10 2,847 ∗ 101 Ñ, ÐÚÙ ∗ ØÏ1Ù 2,769 ∗ 101 
30 7,174 ∗ 101Û Ð, Ø×Ø ∗ ØÏ1Ú 7,644 ∗ 101Û 
50 Ù, Ü×Ü ∗ ØÏ1Ú 4,724 ∗ 101Û 4,281 ∗ 101Û 
 
 
O resultado das simulações utilizando a função de ativação TAF e a função 
de ativação linear em conjunto, conforme citado anteriormente na Tabela 6, podem 













PSO DPSO GPSO 
5 
1 Ù, ÏÜÜ ∗ ØÏ1Ú 3,155 ∗ 101Û 3,113 ∗ 101Û 
4 Ð, ÐÙÝ ∗ ØÏ1× 7,842 ∗ 101Ó 7,935 ∗ 101Ó 
10 
1 2,608 ∗ 101Û Ñ, ÑÙÜ ∗ ØÏ1Ú 2,240 ∗ 101Û 
5 Ö, ÜÏÜ ∗ ØÏ1× 6,988 ∗ 101Ó 6,998 ∗ 101Ó 
9 Ö, ÙØÜ ∗ ØÏ1× 6,672 ∗ 101Ó 6,542 ∗ 101Ó 
30 
3 7,236 ∗ 101Ó Ð, ÑØÚ ∗ ØÏ1× 7,274 ∗ 101Ó 
15 Ú, ÐÝÏ ∗ ØÏ1× 4,907 ∗ 101Ó 4,791 ∗ 101Ó 
27 4,363 ∗ 101Ó 4,280 ∗ 101Ó Ú, ØÙÏ ∗ ØÏ1× 
50 
5 Ö, ××Ð ∗ ØÏ1× 6,655 ∗ 101Ó 6,558 ∗ 101Ó 
25 4,370 ∗ 101Ó Ú, ÏÑÑ ∗ ØÏ1× 4,107 ∗ 101Ó 
45 8,594 ∗ 101Ó 4,491 ∗ 101Ó Ú, ÑÏÝ ∗ ØÏ1× 
 
Analisando a Tabela 7 e a Tabela 8 pode-se concluir que para este estudo de 
caso o algoritmo PSO obteve o maior número de ‘melhores soluções’, com 7 vitórias, 
contra 6 vitórias do DPSO e 2 vitórias do GPSO.  
O melhor resultado obtido foi através do algoritmo DPSO empregando 50 
neurônios ocultos, com a função de ativação TAF combinada com a função linear, 
sendo 25 neurônios utilizando cada função. A Tabela 9 mostra os detalhes 












Tabela 9: Dados estatísticos para simulação com a série de Box & Jenkins e função 
TAF com as entradas originais. 
Melhor fitness: 3,332 ∗ 101Ó 
Média do fitness em 30 exp.: 4,022 ∗ 101Ó 
Desvio Padrão: 3,466 ∗ 101Þ 
R2 Treinamento: 0,999 
R2 Validação: 0,951 
Desvio Padrão do Erro de Treinamento: 6,058 ∗ 101 
Desvio Padrão do Erro de Validação: 3,618 ∗ 101 
MSE Treinamento: 0,254 
MSE Validação: 0,429 
 
A partir da Tabela 9 é possível observar que o parâmetro R2 do conjunto de 
validação ficou próximo de “1”, indicando que o modelo identificado ficou próximo do 
modelo real, os gráficos referentes ao melhor experimento serão mostrados a seguir. 
A Figura 18 mostra a convergência do algoritmo DPSO para o melhor 
experimento e também a convergência média durante os 30 experimentos, pode-se 
ressaltar que o algoritmo DPSO produziu boas soluções para a maioria dos 
experimentos, com a curva média ficando próxima da curva da melhor solução. 
 
 
Figura 18: Curva de convergência do algoritmo DPSO para a série de Box & Jenkins. 


























A Figura 19 apresenta a previsão e o sinal de erro de previsão para o 
conjunto de treinamento. 
 
 
Figura 19: Previsão e sinal de erro para o conjunto de treinamento da série de Box & 
Jenkins utilizando a função de ativação TAF. 
 
Ao observar a Figura 19, pode-se ressaltar que o conjunto de parâmetros 
otimizados pelo algoritmo DPSO, em conjunto com o algoritmo ELM e a função TAF, 
foram capazes de identificar as dinâmicas dos dados de treinamento com êxito. 
A Figura 20 mostra a previsão e o sinal de erro para o conjunto de dados 
escolhido para a validação do modelo. 

































Figura 20: Previsão e sinal de erro para o conjunto de validação da série de Box & 
Jenkins com a função de ativação TAF. 
 
Ao observar a Figura 20 é possível reparar que o modelo obteve um 
desempenho razoável, mesmo não prevendo todas as dinâmicas do sistema, fato 
esse comprovado pelo valor do parâmetro R2 apresentado na Tabela 9. O erro 
absoluto máximo foi na 111ª amostra com uma amplitude de 11,4%, apesar disto, o 
erro absoluto médio foi de 2,75%, dentro da faixa considerada aceitável. 
A Figura 21 mostra a previsão do tipo -passos-a-frente, onde  é o número 
de amostras do conjunto de validação. A Tabela 10 apresenta os dados estatísticos 
referentes a esta previsão. 

































Figura 21: Previsão e sinal de erro da previsão do tipo -passos-a-frente para a 
série de Box & Jenkins. 
 
 
Tabela 10: Dados estatísticos referentes à previsão do tipo	-passos-a-frente para a 
série de Box & Jenkins. 
R2: 0,656 
MSE: 9,649 ∗ 101 
Desvio Padrão do Sinal de Erro: 9,694 ∗ 101 
 
É possível observar pela comparação do parâmetro R2 que o modelo teve um 
desempenho inferior quando requisitado para uma previsão com um horizonte mais 
longo. O erro absoluto médio foi de 6,39%, no entanto o pico foi de 34,3%, ambos 
acima do limite aceitável.  
Ao se analisar o sinal de erro ¡ através dos testes de correlação 
apresentados no Capítulo 3, são traçadas os gráficos que podem ser observados no 
Anexo B. A partir das interpretações sugeridas por [17][33][34][35], onde valores 
positivos no eixo das ordenadas indicam uma correlação positiva com um atraso que 
é indicado no eixo das abscissas. Assim, as entradas escolhidas para serem 
adicionadas são   1  1 e   1  2 devido ao pico em   1 































identificado na Figura 41 e na Figura 45, referentes aos testes de autocorrelação e 
correlação cruzada entre  e ¡, e  e ¡. 
Com as novas entradas o modelo deixa de ser do tipo ARX, para se tornar um 
modelo do tipo NARX. 
Da Figura 48 até a Figura 56 são mostrados os novos gráficos de 
autocorrelação e correlação cruzada, confirmando a queda das correlações para 
valores próximos ou dentro da faixa de confiança determinada pela equação (5.7). 
Apenas as correlações referentes à entrada   1  1 apresentadas na 
Figura 52 exibiram valores significativamente acima da faixa de confiança. 
A fim de comparar o método de aprendizagem proposto com o método 
original, e o método com maior popularidade, no caso, o método de 
retropropagação. Para este estudo de caso foram realizados dez experimentos com 
o ELM original, com ponderações escolhidas aleatoriamente com distribuição 
uniforme, função de ativação SIG. Da mesma forma foram realizados dez 
experimentos utilizando o método de retropropagação com 20000 iterações para 
treinar a rede neural. Ambas as redes empregam 50 neurônios ocultos. O número de 
iterações escolhido para o método de retropropagação foi de acordo com o número 
de avaliações da função objetivo num único experimento do algoritmo PSO para 
este trabalho, que é de 20000. 
A Figura 22 apresenta a previsão e o sinal de erro utilizando o método de 
retropropagação. O erro absoluto máximo foi 48,7%, enquanto o erro absoluto médio 





Figura 22: Previsão e sinal de erro utilizando o método de retropropagação para a 
série de Box & Jenkins. 
 
A Figura 23 apresenta a previsão e o sinal de erro do algoritmo ELM original. 
 
 
Figura 23: Previsão e sinal de erro utilizando o algoritmo ELM original para a série de 
Box & Jenkins. 




























Sinal de erro da validação




























Sinal de erro da validação
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Pode-se notar que o algoritmo ELM original não foi capaz de prever a 
dinâmica do sistema, provavelmente com ponderações que fazem parte do grupo de 
soluções não-ótimas do espaço possível de busca. 
A Tabela 11 traz algumas informações comparativas entre todos os métodos. 
 
Tabela 11: Comparação entre o algoritmo ELM original, método de retropropagação 
e ELM otimizado pelo algoritmo PSO, para a série de Box & Jenkins. 
 ELM Retroprop. ELM+PSO 
Tempo: Ð, ÏÝ ∗ ØÏ1Ùß 176,24Ì 107Ì 
R2: 1,53 ≡ 0 0,467 Ï, ÜÙØ 
Média do erro absoluto: 613% 8,62% Ù, ÏÑ% 
Máx. erro absoluto: 7,062 ∗ 10Û% 68% ÑÏ, Ü% 
 
Nota-se que o algoritmo ELM original possui um tempo de processamento 
pequeno, mas produz soluções de baixa qualidade. Isto é devido ao uso de 
parâmetros não-ótimos. 
A união do tempo de processamento baixo do ELM, com a busca poderosa do 
algoritmo PSO faz com que o ELM+PSO produza soluções de qualidade superior ao 
método de retropropagação, em menos tempo. 
 
 
5.1.2. ESTUDO DE CASO MODIFICADO BOX & JENKINS 
 
 
As simulações empregando as novas entradas   1  1 e  1  2 escolhidas a partir dos testes de correlação citados anteriormente serão 
realizadas somente pelo algoritmo DPSO que apresentou o melhor desempenho 
entre os 3 algoritmos de otimização. Foram realizados 30 experimentos e os 
parâmetros foram escolhidos conforme as simulações anteriores. 
A função de ativação foi escolhida de acordo com o mesmo critério e será a 
TAF com 50 neurônios ocultos, sendo que 50% deles serão não-lineares e o 
restante lineares. 





Tabela 12: Dados estatísticos referentes aos experimentos com as novas entradas 
para a série de Box & Jenkins utilizando a função TAF. 
Melhor fitness: 3,421 ∗ 101Ó 
Média do fitness em 30 exp.: 3,902 ∗ 101Ó 
Desvio Padrão: 3,012 ∗ 101Þ 
R2 Treinamento: 0,999 
R2 Validação: 0,963 
Desvio Padrão do Erro de Treinamento: 6,143 ∗ 101 
Desvio Padrão do Erro de Validação: 3,188 ∗ 101 
MSE Treinamento: 0,254 
MSE Validação: 0,432 
 
Comparando a Tabela 12 com a Tabela 9 nota-se que apesar do melhor 
fitness ter sido obtido com as entradas originais, a melhor média dos 30 
experimentos foi alcançada utilizando as novas entradas, assim como o R2 para o 
conjunto de validação superior ao modelo anterior, verificando que o novo modelo 
obteve um desempenho superior em relação ao anterior. O desvio padrão do erro de 
validação inferior do novo modelo significa que existe menos variação do sinal de 
erro em relação à média do erro, sendo mais um ponto positivo para o novo modelo. 
A Figura 24 mostra a previsão e o sinal de erro da previsão para o conjunto 
de dados de treinamento da série Box & Jenkins empregando as novas entradas. 
Pode-se observar que o modelo foi capaz de identificar com êxito as dinâmicas do 





Figura 24: Previsão e sinal de erro para o conjunto de treinamento da série Box & 
Jenkins empregando as novas entradas. 
 
A Figura 25 mostra a previsão e o sinal de erro para o conjunto de dados de 
validação empregando as novas entradas. 
 
 
Figura 25: Previsão e sinal de erro para o conjunto de validação da série Box & 
Jenkins empregando as novas entradas. 
 




























Sinal de erro do treinamento




























Sinal de erro da validação
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Ao comparar a Figura 25 com a Figura 20 observa-se visualmente que o sinal 
de erro possui amplitudes menores, mostrando que as novas entradas melhoraram o 
comportamento do modelo em relação ao anterior. A amplitude máxima do erro foi 
10%, sendo que o erro absoluto médio foi 2,35%, dentro da faixa considerada 
aceitável. 




Figura 26: Previsão do tipo -passos-a-frente e sinal de erro utilizando o modelo 
com as novas entradas para a série Box & Jenkins. 
 
A Tabela 13 expõe os dados estatísticos pertinentes à previsão -passos-a-
frente. Ao comparar a Tabela 13 com a Tabela 10 percebe-se que o novo modelo 
empregando as duas novas entradas obteve um desempenho superior tanto no 
parâmetro R2, quanto no MSE. Estes fatos colaboram em comprovar a superioridade 
do novo modelo também em previsões com horizontes longos. O erro absoluto 
máximo foi 32,3%, abaixo do modelo anterior. O erro absoluto médio foi de 5,92%, 
próximo da faixa considerada aceitável. 
 































Tabela 13: Dados estatísticos referentes à previsão -passos-a-frente utilizando o 
modelo com as novas entradas para a série de Box & Jenkins. 
R2: 0,703 
MSE: 8,311 ∗ 101 







A seguir serão apresentados os resultados para a previsão do tipo um-passo-
a-frente da série temporal de Mackey-Glass obtida a partir da equação (2.1) e com 
os parâmetros citados também no Capítulo 2. Logo após serão apresentados os 
resultados após as análises de correlação do melhor resultado obtido pelos 
algoritmos de otimização. Inicialmente serão analisados os resultados com a função 
SIG, logo em seguida, os resultados com a função TAF. 
 
 
5.2.1. ESTUDO DE CASO ORIGINAL MACKEY-GLASS 
 
 
A Tabela 14 mostra os resultados das simulações com a função SIG para os 
diferentes números de neurônios ocultos. 
 
Tabela 14: Resultado da otimização para a série Mackey-Glass e função SIG. 
Neurônios Ocultos 
Fitness 
PSO DPSO GPSO 
5 1,328 ∗ 101 Ø, ÙÑÐ ∗ ØÏ1Ñ 1,343 ∗ 101 
10 8,126 ∗ 101 8,098 ∗ 101 Ð, ÜÏÜ ∗ ØÏ1Ù 
30 Ú, ÙÏÑ ∗ ØÏ1Ù 4,712 ∗ 101 4,557 ∗ 101 




A Tabela 15 exibe a média dos experimentos de cada simulação aplicando a 
função de ativação TAF. 
  






PSO DPSO GPSO 
5 
1 7,179 ∗ 101 7,200 ∗ 101 Ð, ØÐÖ ∗ ØÏ1Ù 
4 ×, ØÐÖ ∗ ØÏ1Ù 5,328 ∗ 101 5,300 ∗ 101 
10 
1 Ð, ÏÐØ ∗ ØÏ1Ù Ð, ÏÐØ ∗ ØÏ1Ù 7,079 ∗ 101 
5 Ú, ×ØÖ ∗ ØÏ1Ù 5,566 ∗ 101 4,539 ∗ 101 
9 Ú, ØÖÝ ∗ ØÏ1Ù 4,401 ∗ 101 4,364 ∗ 101 
30 
3 ×, ØÜØ ∗ ØÏ1Ù 5,260 ∗ 101 5,234 ∗ 101 
15 Ù, ÙÙÑ ∗ ØÏ1Ù 3,539 ∗ 101 3,406 ∗ 101 
27 3,320 ∗ 101 3,133 ∗ 101 Ù, ÏÖÙ ∗ ØÏ1Ù 
50 
5 4,539 ∗ 101 4,566 ∗ 101 Ú, ×ÙÙ ∗ ØÏ1Ù 
25 3,460 ∗ 101 3,116 ∗ 101 Ù, ÏÙÚ ∗ ØÏ1Ù 
45 8,982 ∗ 101 5,236 ∗ 101 ×, ØÜ× ∗ ØÏ1Ù 
 
Examinando a Tabela 14 e a Tabela 15, conclui-se que para este estudo de 
caso a algoritmo PSO obteve novamente o maior número de “melhores soluções”, 
com 8 vitórias, contra, 2 vitórias para o DPSO e 5 vitórias para o algoritmo GPSO. 
Apesar do maior número de vitórias, a melhor solução obtida entre todas as 
simulações foi alcançada pelo algoritmo GPSO empregando 50 neurônios ocultos, 
sendo que 50% dos neurônios empregam a função de ativação TAF, e o restante 
emprega a função linear. 
A Figura 27 mostra a curva de convergência do algoritmo GPSO para melhor 
solução e a curva de convergência média dos 30 experimentos. Pode-se concluir 
pela proximidade das curvas que o algoritmo GPSO convergiu para valores próximos 





Figura 27: Curvas de convergência média e do melhor experimento do algoritmo 
GPSO para a série de Mackey-Glass empregando a função TAF. 
 
A Tabela 16 apresenta os dados estatísticos referentes à melhor simulação 
descrita acima. 
 
Tabela 16: Dados estatísticos referentes à melhor simulação para a série de 
Mackey-Glass utilizando a função TAF. 
Melhor fitness: 2,662 ∗ 101 
Média do fitness em 30 exp.: 3,034 ∗ 101 
Desvio Padrão: 2,782 ∗ 101Û 
R2 Treinamento: 0,956 
R2 Validação: 0,824 
Desvio Padrão do Erro de Treinamento: 5,415 ∗ 101 
Desvio Padrão do Erro de Validação: 0,107 
MSE Treinamento: 0,376 
MSE Validação: 0,377 
 
Observando a Tabela 16, mais precisamente o parâmetro R2, constata-se que 
o modelo identificado foi capaz de prever razoavelmente a dinâmica caótica do 
sistema. Este fato pode ser comprovado visualmente ao observar o sinal de erro da 

























previsão para o conjunto de treinamento e o conjunto de validação nas figuras 
abaixo. 
A Figura 28 mostra a previsão e o sinal de erro para o conjunto de dados de 
treinamento, já a Figura 29 apresenta a previsão e o sinal de erro para o conjunto de 
dados de validação. Observando a Figura 28 e a Figura 29, é possível contemplar o 
fato ressaltado anteriormente, onde o modelo responde de forma parecida para 
ambos os conjuntos de dados, gerando sinais de erro absolutos com médias 
próximas. A média do erro absoluto de treinamento foi de 4%, dentro da faixa 
aceitável, e 6,9% para o erro absoluto de validação. 
 
 
Figura 28: Previsão e sinal de erro utilizando a função TAF para o conjunto de 
treinamento da série de Mackey-Glass. 
 
 
































Figura 29: Previsão e sinal de erro empregando a função TAF para o conjunto de 
validação da série de Mackey-Glass. 
 
A Figura 30 apresenta a previsão do tipo -passos-a-frente utilizando o 
modelo obtido pelo melhor experimento. 
 
 
Figura 30: Previsão do tipo -passos-a-frente e sinal de erro utilizando a função TAF 
e o conjunto de dados de validação da série de Mackey-Glass. 
 
 




























Sinal de erro da validação































Ao observar a Figura 30, é possível concluir que o modelo não foi capaz de 
prever a dinâmica do sistema quando o mesmo é realimentado com as saídas 
previstas anteriormente, acumulando o erro a cada amostra e contribuindo para que 
o modelo não tenha um desempenho satisfatório. 
A Tabela 17 abaixo reafirma esta conclusão com o parâmetro R2 negativo, 
sendo que valores negativos de R2 são interpretados como sendo iguais a 0, 
significando que o modelo não foi capaz de identificar as dinâmicas do sistema. 
 
Tabela 17: Dados estatísticos referentes à previsão do tipo -passos-a-frente para a 
série de Mackey-Glass. 
R2: 1,39 ≡ 0 
MSE: 0,158 
Desvio Padrão do Sinal de Erro: 0,397 
 
Aplicando os testes de autocorrelação e correlação cruzada no resíduo ¡ da 
previsão do tipo um-passo-a-frente, são traçados os gráficos apresentados entre a 
Figura 57 e a Figura 61 no Anexo B, para as respectivas entradas citadas no 
Capítulo 2. 
Ao avaliar a Figura 57, os gráficos de autocorrelação e autocorrelação de alta 
ordem estão fora da faixa de confiança até a 6ª amostra. 
A Figura 58 apresenta os gráficos de correlação cruzada, onde é possível 
observar correlações positivas a partir de aproximadamente   4. 
A partir das duas observações, foram escolhidas as seguintes novas 
entradas,   11,   5 e   6  6. Com as novas entradas, o modelo 
passa do tipo AR, para um modelo do tipo NARMA. 
Da Figura 62 até a Figura 69 são mostrados os gráficos de autocorrelação e 
correlação cruzada para o modelo obtido a partir das novas entradas. 
A Figura 62 mostra os gráficos de autocorrelação, se comparado com a 
Figura 57, as novas entradas foram bem sucedidas ao diminuírem a correlação dos 
dados. 
Ao comparar a Figura 58 com a Figura 63 também pode ser notada a melhora 
no desempenho do modelo, com os valores de correlação se mantendo dentro da 





5.2.2. ESTUDO DE CASO MODIFICADO MACKEY-GLASS 
 
 
As simulações com as novas entradas foram realizadas com o algoritmo de 
otimização GPSO, que obteve o melhor desempenho dentre os algoritmos. A rede 
neural será composta por 50 neurônios, sendo que 50% deles são não-lineares, 
utilizando a função TAF, o restante é composto por neurônios lineares. Foram 
realizados 30 experimentos, sendo que os dados referentes aos experimentos 
podem ser observados na Tabela 18. 
 
Tabela 18: Dados estatísticos referentes à simulação com as novas entradas para a 
série de Mackey-Glass. 
Melhor fitness: 7,200 ∗ 101á 
Média do fitness em 30 exp.: 1,182 ∗ 101Þ 
Desvio Padrão: 3,665 ∗ 101á 
R2 Treinamento: 0,999 
R2 Validação: 0,997 
Desvio Padrão do Erro de Treinamento: 8,027 ∗ 101Û 
Desvio Padrão do Erro de Validação: 1,372 ∗ 101 
MSE Treinamento: 0,379 
MSE Validação: 0,388 
 
Ao comparar a Tabela 18 com a Tabela 16, pode-se observar um decréscimo 
significativo na função objetivo e um crescimento no parâmetro R2 do conjunto de 
validação, que ficou próximo de “1”. Estes indicativos mostram que as novas 
entradas melhoraram o desempenho do novo modelo em relação ao anterior. 
A Figura 31 mostra a previsão e o sinal de erro para o conjunto de 





Figura 31: Previsão e sinal de erro utilizando a função TAF para o conjunto de 
treinamento da série de Mackey-Glass com as novas entradas. 
 
Já a Figura 32 apresenta a previsão e o sinal de erro para o conjunto de 
validação, onde é possível reparar que logo na 6ª amostra há um pico no sinal de 
erro de aproximadamente 30%, apesar disso, a média do erro absoluto para o 
conjunto de validação aplicando o novo modelo foi de 0,2%, dentro da margem 
considerada aceitável de erro. 
 
































Figura 32: Previsão e sinal de erro empregando a função TAF para o conjunto de 
validação da série de Mackey-Glass com as novas entradas. 
 




Figura 33: Previsão do tipo -passos-a-frente e sinal de erro utilizando a função TAF 
para o conjunto de validação da série de Mackey-Glass com as novas entradas. 
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Ao observar a Figura 33 e a Figura 30 é possível concluir que as novas 
entradas melhoraram o desempenho do modelo também para horizontes de 
previsão mais longos. A Tabela 19 traz alguns dados estatísticos relevantes sobre a 
previsão. 
 
Tabela 19: Dados estatísticos referentes à previsão do tipo -passos-a-frente da 
série de Mackey-Glass utilizando as novas entradas. 
R2: 0,702 
MSE: 0,019 
Desvio Padrão do Sinal de Erro: 0,140 
 
Ao observar o parâmetro R2 da Tabela 19 em comparação com o mesmo 
parâmetro para o modelo original, percebe-se que o modelo com as novas entradas 
tornou-se capaz de prever certas dinâmicas do sistema, mesmo que com um 
desempenho apenas razoável, mas superior ao modelo anterior, que não foi capaz 
de identificar nenhuma dinâmica do sistema. O erro absoluto médio ainda foi 
superior ao limite aceitável, sendo de 11,3%. 
  
 
5.3. SISTEMA DE LORENZ 
 
 
Os resultados para a otimização com o objetivo de identificar e realizar a 
previsão do tipo um-passo-a-frente do sistema de Lorenz na coordenada , 
conforme foi citado no Capítulo 2, empregando as funções de ativação SIG e TAF, 
se encontram a seguir. Posteriormente serão apresentados os resultados após a 









5.3.1. ESTUDO DE CASO ORIGINAL SISTEMA DE LORENZ 
 
 
A Tabela 20 apresenta os valores de fitness das simulações utilizando 
neurônios com função de ativação SIG.  
 
Tabela 20: Valores de Fitness para a série de Lorenz com função SIG. 
Neurônios Ocultos 
Fitness 
PSO DPSO GPSO 
5 7,360 ∗ 101 7,071 ∗ 101 Ð, ÏÙÏ ∗ ØÏ1Ù 
10 3,551 ∗ 101 3,648 ∗ 101 Ù, ÚÝÑ ∗ ØÏ1Ù 
30 1,295 ∗ 101 1,314 ∗ 101 Ø, ÑÖÏ ∗ ØÏ1Ù 
50 Ý, ÏÜÑ ∗ ØÏ1Ú 8,642 ∗ 101Û 8,275 ∗ 101Û 
 
A Tabela 21 contém os valores do fitness das simulações utilizando a função 
de ativação variável. 
 






PSO DPSO GPSO 
5 
1 Ñ, ÑÝØ ∗ ØÏ1Ú 2,407 ∗ 101Û 2,509 ∗ 101Û 
4 Ý, ÝÑØ ∗ ØÏ1× 1,061 ∗ 101Û 9,227 ∗ 101Ó 
10 
1 1,783 ∗ 101Û 1,727 ∗ 101Û Ø, ÖÙÜ ∗ ØÏ1Ú 
5 5,022 ∗ 101Ó 4,707 ∗ 101Ó Ú, ××Ü ∗ ØÏ1× 
9 3,813 ∗ 101Ó 4,093 ∗ 101Ó Ù, ÖØÖ ∗ ØÏ1× 
30 
3 6,243 ∗ 101Ó ×, ÖÝØ ∗ ØÏ1× 5,987 ∗ 101Ó 
15 1,728 ∗ 101Ó 1,865 ∗ 101Ó Ø, ×Ö× ∗ ØÏ1× 
27 1,605 ∗ 101Ó 1,324 ∗ 101Ó Ø, ØÝØ ∗ ØÏ1× 
50 
5 3,341 ∗ 101Ó Ù, ÑÖÚ ∗ ØÏ1× 3,804 ∗ 101Ó 
25 1,323 ∗ 101Ó 1,151 ∗ 101Ó Ø, ÏÚÚ ∗ ØÏ1× 




Constata-se pela Tabela 20 e pela Tabela 21 que o algoritmo que obteve o 
maior número de “melhores soluções” foi o GPSO, com 10 vitórias, em seguida o 
PSO com 3 vitórias, seguido do DPSO com 2 vitórias. 
O algoritmo que obteve a melhor solução dentre todas foi também o GPSO, 
com a rede neural empregando 50 neurônios, sendo que 45 neurônios utilizando a 
função TAF e o restante utilizando a função linear. 
A Figura 34 traz a curva de convergência da melhor solução e a curva de 
convergência média dos 30 experimentos realizados. 
 
 
Figura 34: Curvas de convergência média e da melhor solução obtida pelo algoritmo 
GPSO para a série de Lorenz. 
 




































Tabela 22: Dados estatísticos referentes à melhor solução com a função TAF para a 
série de Lorenz. 
Melhor fitness: 3,840 ∗ 101Þ 
Média do fitness em 30 exp.: 5,976 ∗ 101Þ 
Desvio Padrão: 1,453 ∗ 101á 
R2 Treinamento: 0,999 
R2 Validação: 0,996 
Desvio Padrão do Erro de Treinamento: 1,967 ∗ 101 
Desvio Padrão do Erro de Validação: 1,232 ∗ 101 
MSE Treinamento: 0,270 
MSE Validação: 0,305 
  
Pode-se ressaltar o fato de que o parâmetro R2 para o conjunto de validação 
ficou próximo do conjunto de treinamento, indicando que o modelo foi capaz de 
responder aos dados de validação, da mesma forma como responde ao conjunto de 
dados de treinamento, que são dados já apresentados ao modelo na etapa de 
identificação. 




Figura 35: Previsão e sinal de erro utilizando a função TAF para o conjunto de dados 
de treinamento da série de Lorenz. 
































A Figura 36 apresenta a previsão e o sinal de erro para o conjunto de 
validação. Avaliando o sinal de erro, houve um pico de aproximadamente 21% de 
erro logo na 1ª amostra, após este evento, o maior pico de erro absoluto é de no 
máximo 7%, sendo que ambos estão fora da faixa aceitável de erro. No entanto, o 
erro absoluto médio da previsão é de 0,4%, dentro da faixa aceitável. 
 
 
Figura 36: Previsão e sinal de erro utilizando a função TAF para o conjunto de dados 
de validação da série de Lorenz. 
 
A Figura 37 mostra a previsão do tipo -passos-a-frente para o conjunto de 
validação. 
 
































Figura 37: Previsão do tipo -passos-a-frente e sinal de erro empregando a função 
TAF para o conjunto de validação da série de Lorenz. 
 
Ao observar a Figura 37, nota-se que o modelo não foi capaz de prever a 
dinâmica caótica do sistema quando realimentado com dados previstos 
anteriormente, comportamento semelhante ao relatado para a série temporal caótica 
de Mackey-Glass. 
A Tabela 23 traz alguns dados estatísticos referentes à esta previsão. 
 
Tabela 23: Dados estatísticos referentes à previsão do tipo -passos-a-frente. 
R2: 1,06 ≡ 0 
MSE: 0,085 
Desvio Padrão do Sinal de Erro: 0,291 
 
Examinando a Tabela 23, o parâmetro R2 negativo confirma a observação 
anterior de que o modelo não foi capaz de prever com um horizonte longo. O valor 
alto do desvio padrão também é mais um indício que o modelo se comportou de 
forma indesejada. 
Ao analisar o resíduo ¡ da previsão do tipo um-passo-a-frente com os testes 
de autocorrelação e correlação cruzada para validar o modelo, foi possível traçar os 
gráficos para as seis entradas originais da série. Os gráficos se encontram a partir 
da Figura 70 até a Figura 76 no Anexo B deste trabalho. 































Ao examinar a Figura 70 nota-se que há uma correlação positiva acima da 
faixa de confiança até aproximadamente o atraso 	  4 para o teste de 
autocorrelação e   9 no teste autocorrelação de alta ordem. 
Observando a Figura 71, pode-se constatar nenhuma correlação positiva nos 
teste de correlação cruzada. 
A partir das afirmações anteriores, foram escolhidas as entradas   1,   5,   8,   1  8 e   1  8, a serem adicionadas ao 
modelo. Com isso, o modelo anterior do tipo AR, passa a ser do tipo NARMA devido 
às novas entradas.  
Os testes de correlação do resíduo do novo modelo podem ser observados no 
Anexo B, da Figura 77 até a Figura 88. 
Ao comparar a Figura 70 com a Figura 77, nota-se uma melhora significativa 
no teste autocorrelação de alta ordem. A Figura 86 e a Figura 88 que apresentam os 
testes de correlação cruzada para as novas entradas   5 e   1  8 
resultaram em correlações positivas em parte dos testes de alta ordem. 
 
 
5.3.2. ESTUDO DE CASO MODIFICADO SISTEMA DE LORENZ 
 
 
O algoritmo GPSO foi escolhido para otimizar o novo modelo, empregando 50 
neurônios ocultos, sendo 45 deles compostos pela função TAF e o restante 
neurônios lineares. 










Tabela 24: Dados estatísticos referentes ao melhor experimento com as novas 
entradas para a série de Lorenz. 
Melhor fitness: 8,752 ∗ 101Ó 
Média do fitness em 30 exp.: 5,582 ∗ 101 
Desvio Padrão: 2,900 ∗ 101 
R2 Treinamento: 1 
R2 Validação: 1 
Desvio Padrão do Erro de Treinamento: 2,924 ∗ 101 
Desvio Padrão do Erro de Validação: 9,436 ∗ 101 
MSE Treinamento: 0,270 
MSE Validação: 0,305 
 
Ao comparar os valores de melhor fitness da Tabela 22 com os valores da 
Tabela 24, pode-se salientar a queda do valor de fitness e os valores do parâmetro 
R2 que ficaram iguais a “1”, demonstrando que o modelo foi capaz de prever com 
exatidão a dinâmica do modelo em questão. Ambos indicam uma superioridade do 
modelo novo em relação ao anterior. 






Figura 38: Previsão e sinal de erro utilizando a função TAF para o conjunto de dados 
de treinamento da série de Lorenz. 
 
A Figura 39 traz a previsão e o sinal de erro para o conjunto de validação. 
 
 
Figura 39: Previsão e sinal de erro utilizando a função TAF para o conjunto de dados 
de validação da série de Lorenz. 
  
Ao examinar a Figura 39 observa-se que o modelo conseguiu identificar todas 
as dinâmicas caóticas do sistema. O maior erro registrado foi 2,459 ∗ 101= na 1ª 
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amostra. O erro absoluto médio da previsão foi 3,846 ∗ 101. Ambos os valores 
estão dentro da margem de erro considerada aceitável. 
A Figura 40 apresenta a previsão do tipo -passos-a-frente empregando o 
modelo com as novas entradas para o conjunto de validação. 
 
 
Figura 40: Previsão do tipo -passos-a-frente e sinal de erro utilizando a função TAF 
para o conjunto de dados de validação para a série de Lorenz. 
 
Analisando a Figura 40, o modelo foi capaz de prever a dinâmica caótica do 
sistema mesmo sendo realimentado com seus dados previstos anteriormente. O erro 
absoluto máximo observado foi 84% na 1ª amostra, no entanto, o erro absoluto 
médio foi 1,99%, dentro da margem considerada aceitável. 
A Tabela 25 mostra os dados estatísticos referentes à previsão -passos-a-
frente. 
 
Tabela 25: Dados estatísticos referentes à previsão do tipo -passos-a-frente para a 
série de Lorenz com as novas entradas. 
R2: 0,970 
MSE: 1,240 ∗ 101 
Desvio Padrão do Sinal de Erro: 3,522 ∗ 101 
 































Pode-se destacar na Tabela 25 o parâmetro R2, que teve uma alteração 
expressiva em relação à previsão -passos-a-frente empregando o modelo com as 
entradas originais. A proximidade do parâmetro ao valor “1” é comprovado pelo 
baixo valor do erro absoluto médio. O parâmetro MSE para este modelo foi inferior 
em relação ao modelo anterior. 
 
6. CONCLUSÕES E SUGESTÕES PARA FUTUROS TRABALHOS 
 
 
Após os apresentar os resultados, conclui-se que para o estudo de caso 
baseado na série de Box & Jenkins, os algoritmos propostos foram capazes de 
otimizar os parâmetros e melhorar o desempenho da identificação para ambas as 
funções de ativação. Apesar de o erro médio absoluto estar dentro da faixa aceitável 
de 5%, estudos posteriores podem procurar atenuar o pico de erro absoluto, que se 
manteve acima da faixa aceitável. 
O emprego dos testes de autocorrelação e correlação cruzada para validação 
do modelo foi bem sucedido. A escolha de novas entradas de forma estratégica e 
coerente melhorou o desempenho do modelo nas duas formas de previsão, um-
passo-a-frente e -passos-a-frente. Fato este constatado por testes, como por 
exemplo, o R2 e a verificação dos valores de erro absoluto médio e máximo. 
Para o estudo de caso de Mackey-Glass, pode-se concluir que os algoritmos 
de otimização foram aptos para gerar soluções, possibilitando a identificação e 
previsão da série caótica pela rede neural, com ambas as funções de ativação. O 
valor do erro absoluto médio superou a faixa aceitável na previsão um-passo-a-
frente. Na previsão -passos-a-frente, o modelo não foi capaz de prever o 
comportamento da série. 
A análise dos testes de autocorrelação e correlação cruzada colaboraram na 
escolha de novas entradas para a identificação do modelo, sendo que o 
desempenho do novo modelo superou o anterior conforme era esperado. 
O novo modelo foi capaz fazer a previsão do tipo um-passo-a-frente com um 
erro absoluto médio dentro da faixa aceitável. Apesar da previsão do tipo -passos-
a-frente ter superado esta faixa, o modelo NARMA foi capaz de prever com um 
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desempenho razoável, mas significativamente melhor que o modelo anterior, a série 
caótica. 
A série caótica de Lorenz apresentou os melhores resultados entre os três 
estudos de caso. O algoritmo de otimização obteve soluções de qualidade para 
estimação do modelo. A previsão do tipo um-passo-a-frente alcançou o desempenho 
esperado, com o erro absoluto médio dentro da faixa aceitável. No entanto, o 
modelo não foi capaz de realizar a previsão do tipo -passos-a-frente. 
A aplicação dos testes de autocorrelação e correlação cruzada possibilitaram 
a escolha de novas entradas, alterando o modelo original para um modelo NARMA. 
As novas entradas melhoraram expressivamente o desempenho do modelo, 
alcançando o valor 1 no parâmetro R2. Esta melhora pode ser notada principalmente 
na previsão -passos-a-frente, na qual foi o único modelo que obteve o erro 
absoluto médio dentro da faixa aceitável. 
Os testes de autocorrelação e correlação cruzada para validação dos 
modelos geraram resultados positivos em todos os estudos de caso, sendo que os 
testes não-lineares foram capazes de encontrar não-linearidades em todos os 
modelos, melhorando o desempenho deles substancialmente após a escolha das 
entradas adicionais.  
Sobre as funções de ativação escolhidas neste trabalho, pode-se concluir que 
a função de ativação sigmóide teve um desempenho inferior em relação ao poder de 
adaptação da função de ativação variável. Porém, a complexidade em sintonizar os 
parâmetros da função TAF faz com que seja quase uma obrigação a presença de 
algum algoritmo de otimização para tal tarefa. Quando isto não é possível, a função 
SIG se torna a opção mais atrativa. 
O algoritmo ELM se mostrou uma ferramenta poderosa e eficiente para a 
aprendizagem de redes neurais. Com um tempo de treinamento inferior a 0,1s, a sua 
aplicação em conjunto com algoritmos de otimização, para a sintonia das 
ponderações, supera tanto em tempo, quanto em qualidade, o seu concorrente mais 
popular, o método de retropropagação. 
Sobre o algoritmo de otimização, conclui-se que o algoritmo de enxame de 
partículas foi capaz de otimizar os parâmetros da função de ativação variável, além 
das ponderações do algoritmo ELM com sucesso, com todas variações do algoritmo 
88 
 
PSO original convergindo para valores próximos da melhor solução em todos os 
experimentos. 
A modificação proposta pelo autor, empregando a função gama incompleta 
para a geração do peso de inércia obteve bons resultados, superando as duas 
outras versões nos dois estudos de caso com séries caóticas. No estudo de caso da 
série de Lorenz, o GPSO obteve também o maior número de vitórias nas simulações 
realizadas. 
Este trabalho abre as portas para pesquisas na aplicação da função gama 
incompleta em algoritmos de otimização. Mais especificamente, na área de 
inteligência de enxames, onde a aplicação da função é ainda pouco explorada, tanto 
no cenário nacional, quanto internacional. 
Também ressalta o potencial do algoritmo ELM em aplicações conjuntas com 
algoritmos de otimização, tanto mono-objetivos, quanto multiobjetivos, sendo 
possível a sua aplicação em sistemas reais, graças ao seu tempo de processamento 
baixo. 
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Pseudocódigo 1: Algoritmo da Máquina de Aprendizagem Extrema (ELM) 
Dado um conjunto de treinamento â  ã`o, woaäo ∈ , , wo ∈ l , q  1, … ,å, função 
de ativação rm e número de neurônios ocultos t, faça: 
Passo 1: assinalar aleatoriamente as ponderações de entrada no e os bias :o, q  1,… ,t; 
Passo 2: calcular a matriz de saída da camada oculta G; 
Passo 3: calcular a ponderação de saída s através da inversa de Moore-Penrose, s  Gϯw, onde w  !w, … , wp". 
 
 
Pseudocódigo 2: Otimização por Enxame de Partícula 
 q$  0 
Iniciar aleatoriamente as posições das partículas com distribuição uniforme 
Iniciar as velocidades de todas as partículas com velocidades nulas 
Enquanto critério de parada não é alcançado 
Para cada partícula q do enxame: 
Calcular fitness: Fazer Po  Pq$(ÌÌ de »oq$ 
Atualizar ½koq$: se Po é melhor que o fitness de ½koq$  
      então ½koq$  »oq$ 
Fim para 
Atualizar a melhor posição do enxame na iteração q$, µj½R~7q$ 
Se µj½R~7q$ for melhor que rkq$, então rkq$  µj½R~7q$ 
Para cara partícula q do enxame: 
Atualizar a velocidade pela equação (4.4) 
Atualizar a posição pela equação (4.3) 
Fim para 





Pseudocódigo 3: Otimização por Enxame de Partícula com Peso de Inércia Dinâmico 
Linear 
 q$  0 
Iniciar aleatoriamente as posições das partículas com distribuição uniforme 
Iniciar as velocidades de todas as partículas com velocidades nulas 
Enquanto critério de parada não é alcançado 
Para cada partícula q do enxame: 
Calcular fitness: Fazer Po  Pq$(ÌÌ de »oq$ 
Atualizar ½koq$: se Po é melhor que o fitness de ½koq$  
      então ½koq$  »oq$ 
Fim para 
Atualizar a melhor posição do enxame na iteração q$, µj½R~7q$ 
Se µj½R~7q$ for melhor que rkq$, então rkq$  µj½R~7q$ 
Atualizar o peso de inércia a partir da equação (4.7) 
Para cara partícula q do enxame: 
Atualizar a velocidade pela equação (4.4) 
Atualizar a posição pela equação (4.3) 
Fim para 



















Pseudocódigo 4: Otimização por Enxame de Partícula com a Função Gama 
Incompleta  
 q$  0 
Iniciar aleatoriamente as posições das partículas com distribuição uniforme 
Iniciar as velocidades de todas as partículas com velocidades nulas 
Gerar os valores do peso de inércia de acordo com a equação (4.9) 
Enquanto critério de parada não é alcançado 
Para cada partícula q do enxame: 
Calcular fitness: Fazer Po  Pq$(ÌÌ de »oq$ 
Atualizar ½koq$: se Po é melhor que o fitness de ½koq$  
      então ½koq$  »oq$ 
Fim para 
Atualizar a melhor posição do enxame na iteração q$, µj½R~7q$ 
Se µj½R~7q$ for melhor que rkq$, então rkq$  µj½R~7q$ 
Para cara partícula q do enxame: 
Atualizar a velocidade pela equação (4.4) 
Atualizar a posição pela equação (4.3) 
Fim para 









Abaixo se encontram os testes de autocorrelação e correlação cruzada entre 
diversos sinais citados no Capítulo 3. 
Os testes de autocorrelação foram realizados com o resíduo e também com o 
resíduo elevado ao quadrado, caracterizando um teste de alta ordem não-linear. 
Um dos sinais analisados e proposto em [34] é o resultado da multiplicação 
do sinal de saída com o resíduo, sendo este sinal analisado em relação ao resíduo 
elevado ao quadrado e em relação às entradas elevadas ao quadrado. Outro sinal 
também proposto por em [34] é o resultado das entradas multiplicadas pelo resíduo, 
sendo este sinal analisado em relação ao resíduo. 
As outras análises de correlações cruzadas realizadas são entre: as entradas 
e o resíduo; entradas elevadas ao quadrado e o resíduo; entradas elevadas ao 
quadrado e o resíduo elevado ao quadrado.  
   
 
Figura 41: Gráficos de autocorrelação, autocorrelação de alta ordem e correlação 
cruzada de alta ordem entre a saída com o resíduo e o resíduo, para a série de Box 
& Jenkins com as entradas originais. 
 
 



























Figura 42: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   1 da série de Box & Jenkins com as entradas originais. 
 
 
Figura 43: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   2 da série de Box & Jenkins com as entradas originais. 
 
 














































































Figura 44: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 45: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   1 da série de Box & Jenkins com as entradas originais. 
 
 














































































Figura 46: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 47: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   3 da série de Box & Jenkins com as entradas originais. 
 
 














































































Figura 48: Gráficos de autocorrelação, autocorrelação de alta ordem e correlação 
cruzada de alta ordem entre a saída com o resíduo e o resíduo, para a série de Box 




Figura 49: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   1 da série de Box & Jenkins com as novas entradas. 
 
 

































































Figura 50: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 51: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   3 da série de Box & Jenkins com as novas entradas. 
 
 














































































Figura 52: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 53: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   1  2 da série de Box & Jenkins com as novas entradas. 
 
 














































































Figura 54: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 55: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   2 da série de Box & Jenkins com as novas entradas. 
 
 














































































Figura 56: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 





Figura 57: Gráficos de autocorrelação, autocorrelação de alta ordem e correlação 
cruzada de alta ordem entre a saída com o resíduo e o resíduo, para a série de 
Mackey-Glass com as entradas originais. 
 
 

































































Figura 58: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 59: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   6 da série de Mackey-Glass com as entradas originais. 
 
 














































































Figura 60: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 61: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   18 da série de Mackey-Glass com as entradas originais. 
 
 














































































Figura 62: Gráficos de autocorrelação, autocorrelação de alta ordem e correlação 
cruzada de alta ordem entre a saída com o resíduo e o resíduo, para a série de 




Figura 63: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada  da série de Mackey-Glass com as novas entradas adicionadas. 
 
 

































































Figura 64: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 





Figura 65: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 


















































































Figura 66: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 





Figura 67: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 


















































































Figura 68: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 





Figura 69: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 


















































































Figura 70: Gráficos de autocorrelação, autocorrelação de alta ordem e correlação 
cruzada de alta ordem entre a saída com o resíduo e o resíduo, para a série de 




Figura 71: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada  da série de Lorenz com as entradas originais. 
 
 

































































Figura 72: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 73: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   16 da série de Lorenz com as entradas originais. 
 
 














































































Figura 74: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 75: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   32 da série de Lorenz com as entradas originais. 
 
 














































































Figura 76: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 77: Gráficos de autocorrelação, autocorrelação de alta ordem e correlação 
cruzada de alta ordem entre a saída com o resíduo e o resíduo, para a série de 





































































Figura 78: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 79: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   8 da série de Lorenz com as novas entradas adicionadas. 
 
 














































































Figura 80: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 81: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   24 da série de Lorenz com as novas entradas adicionadas. 
 
 














































































Figura 82: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 83: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   40 da série de Lorenz com as novas entradas adicionadas. 
 
 














































































Figura 84: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 85: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
para a entrada   8 da série de Lorenz com as novas entradas adicionadas. 
 
 














































































Figura 86: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 




Figura 87: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 


















































































Figura 88: Gráficos de correlações cruzadas e correlações cruzadas de alta ordem 
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