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Conditionally specified statistical models are frequently constructed from one-
parameter exponential family conditional distributions. One way to formulate such
a model is to specify the dependence structure among random variables through the
use of a Markov random field (MRF). A common assumption on the Gibbsian
form of the MRF model is that dependence is expressed only through pairs of ran-
dom variables, which we refer to as the ‘‘pairwise-only dependence’’ assumption.
Based on this assumption, J. Besag (1974, J. Roy. Statist. Soc. Ser. B 36, 192225)
formulated exponential family ‘‘auto-models’’ and showed the form that one-
parameter exponential family conditional densities must take in such models. We
extend these results by relaxing the pairwise-only dependence assumption, and we
give a necessary form that one-parameter exponential family conditional densities
must take under more general conditions of multiway dependence. Data on the spa-
tial distribution of the European corn borer larvae are fitted using a model with
Bernoulli conditional distributions and several dependence structures, including
pairwise-only, three-way, and four-way dependencies.  2001 Academic Press
AMS 1991 subject classifications: 62E99; 62H11; 62H05; 62M40.
Key words and phrases: Markov random fields; pairwise-only dependence; spatial
dependence.
1. INTRODUCTION
The construction of statistical models through specification of conditional
distributions has seen rapid advancement in recent years (e.g., Ferrandiz et
al., 1995; Arnold, 1997; Weir and Pettitt, 1997). It is frequently difficult or
impossible in complex situations to specify a model through formulation of
a joint distribution for a complete set of response variables. Even in the
Gaussian case, where it may be possible to write such a joint distribution,
the relative merits of conditional specification versus simultaneous
specification of a statistical model may lead one to prefer the conditional
approach (Brook, 1964; Besag, 1974).
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One approach to the formulation of conditionally specified models is to
define a dependence structure among individual random variables such
that the joint collection of variables forms a Markov Random Field
(MRF). This approach was pioneered by Besag (1974), who inter alia
developed results for models having conditional distributions that form
one-parameter exponential families. An important assumption in some of
Besag’s model building is that the random variables defining the MRF
exhibit ‘‘pairwise-only’’ dependence. That is, the log of the joint probability
density (or mass) function is additive in functions of singletons or pairs of
random variables. In that case, pairwise-only dependence yields simple
expressions for the unnormalized joint probability density function of all
random variables that form a MRF, and Besag (1974) supplies these
expressions for one-parameter exponential family conditional distributions.
But, a pairwise-only dependence assumption may not agree with the
specification of neighborhood structures in a Markov random field. When
there exists at least one clique whose size is greater than two, according to
the HammersleyClifford theorem (see Besag, 1974), the higher-order
dependence term(s) appearing in the negpotential function may not be
zero. Thus, the pairwise-only dependence assumption may inappropriately
set higher-order dependence terms equal to zero. Therefore, we need a
general form of the negpotential function that contains higher-order
dependence terms if they are needed.
In this article, we extend Besag’s results described above to one-
parameter exponential families with dependence structures that are more
complex than those allowed under pairwise-only dependence. In particular,
our main result requires no assumptions on the way that dependence is
expressed among random variables in exponential family conditional dis-
tributions, other than those required to ensure a valid joint distribution.
Higher-order interactions have been considered within the context of image
analysis by Descombes et al. (1995) and Tjelmeland and Besag (1998). We
present two examples using a Bernoulli conditionals model, which is of the
type formulated for the analysis of black and white images, but our main
result applies to one-parameter exponential families in general.
In what is to follow, we restrict attention to MRF models formulated in
terms of full conditional distributions and defined neighborhood structures;
see Section 2. More generally, a considerable amount of research has been
conducted on requirements for valid multivariate models obtained from
conditional distributions. For example, see the monograph by Arnold et al.
(1992). An early result due to James (1975) gives a necessary condition for
a multivariate distribution to have beta conditionals, and Kocherlakota
and Kocherlakota (1992) consider many aspects of models that lead to
bivariate discrete distributions, with an emphasis on the use of probability
generating functions and compounding.
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The remainder of the paper is organized as follows. In Section 2, we
define the problem and briefly review the fundamental quantities used in
the formulation of multivariate models from a MRF structure. Section 3
presents the main result of this article, which is an extension of the result
of Besag (1974) for one-parameter exponential family conditional distribu-
tions under relaxation of the pairwise-only dependence assumption.
Section 4 contains an application to modeling the occurrence of corn borer
larvae in agricultural fields. In Section 5, we discuss the interpretation of
multiway dependence in exponential family conditional distributions, as
well as the construction of models with Gaussian and Poisson conditional
distributions.
2. MODEL FORMULATION FROM MRF STRUCTURE
The collection of random variables to be modeled will be denoted as the
vector
Z#(Z(s1), ..., Z(sn))T, (1)
where si specifies the ‘‘position’’ of Z(si) in a random field; i=1, ..., n. It is
perhaps easiest to visualize the notion of position for a random variable by
considering spatial problems, in which a position corresponds to a physical
location. We shall use this spatial conceptualization throughout this paper,
although there is nothing inherently spatial about MRFs, and the results
that follow apply equally to multivariate situations that are not spatial in
nature. A dependence structure is specified by defining a ‘‘neighborhood’’
for each component of Z. A site sj is called a neighbor of site si (i{ j) if
the conditional distribution of Z(si), given values for [z(s1), ..., z(si&1),
z(si+1), ..., z(sn)], depends functionally on z(sj). Define the ‘‘neighborhood
index set’’ for a variable Z(si) as
Ni #[ j : s j is a neighbor of si].
The quantity of central concern in MRF models is the ‘‘negpotential
function’’ (e.g., Cressie, 1993, p. 415), defined here in terms of a joint
probability density (or mass) function p as
Q(z)#log[ p(z)p(0)]; z # ‘, (2)
where ‘#[z: p(z)>0] is the support and it is assumed that 0 # ‘. Further,
in this article, we assume the ‘‘positivity condition’’ of Hammersley and
Clifford (1971), which states that ‘=‘1 _ } } } _‘n , where ‘i is the support
of Z(si); i=1, ..., n. Under the positivity condition, 0 # ‘ if 0 # ‘i ; i=1, ..., n.
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The negpotential function (2) is the focus of model formulation because it
allows recovery of the joint probability density function p(z) through,
p(z)=exp[Q(z)]<|‘ exp[Q(t)] d+(t); z # ‘, (3)
for the appropriate measure + (e.g., Lebesgue or counting) and provided
the denominator in (3) is finite.
Let S#[1, ..., n] and let V be any subset of S. Define zV #[z(si): i # V ],
and
8V (zV)# :
TV
(&1)m(V)&m(T ) Q(zT c=0, zT), (4)
where m(A) indicates the number of elements in some set A, T c denotes the
complement S"T, and the summation over TV includes only distinct
subsets. For example,
8[i, j](z(s i), z(sj))=Q(0, ..., 0, z(s i), 0, ..., 0, z(sj), 0, ..., 0)
&Q(0, ..., 0, z(si), 0, ..., 0)
&Q(0, ..., 0, z(sj), 0, ..., 0); i{ j.
Notice that the 8-functions defined by (4) have the property of being
invariant to permutation of the associated indices. That is, if we were to
number the sites in a different order, the evaluation of the 8-functions
would not be affected.
Besag (1974) showed that, given the positivity condition and that 0 # ‘i ;
i=1, ..., n, the negpotential function may be expanded uniquely on ‘ as
Q(z)= :
VS
8V (zV), (5)
where the component functions 8V are unique under the normalization
8V (zV)=0 whenever zs=0 for some s # V. From (4), the normalization is
easily seen to be satisfied. To simplify the expression (5) further, an impor-
tant concept is that of a ‘‘clique’’ (e.g., Besag, 1974), defined to be a set of
locations that consists either of an individual site or of sites that are all
neighbors of each other. A theorem due to Hammersley and Clifford (1971,
see also Besag, 1974) shows that any collection of sites that do not form
a clique yields corresponding components in (5) that are zero. Cressie and
Lele (1992) show that any model having permutation invariant 8-functions
implies a valid joint probability distribution.
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A further simplification of (5) is obtained by assuming that all 8-func-
tions of order greater than two in (5) equal zero, and this is the pairwise-
only dependence assumption that Besag (1974) makes. As a result of these
simplifications, the expansion of Q(z) in (5) contains only terms involving
8[i]( } ); i=1, ..., n, and 8[i, j]( } , } ); i=1, ..., n, j=i+1, ..., n, j # Ni . In
Section 3, we relax the pairwise-only dependence assumption. From the
HammersleyClifford Theorem, we see that this then allows cliques consisting
of more than two sites to contribute to the expansion given by (5).
An important quantity in Besag’s development of conditionally specified
models is the negpotential difference, Q(z)&Q(zi), where zi #(z(s1), ...,
z(si&1), 0, z(s i+1), ..., z(sn))T. Under pairwise-only dependence, this dif-
ference allows identification of the functional forms that are taken by the
quantities [8[i, j](z(si), z(s j)) : j # Ni , i=1, ..., n]. To build conditionally
specified models with higher-order dependence requires careful identifica-
tion of the terms in (5) making up cliques of sizes 3, 4, ..., n. This again
requires evaluation of the negpotential difference, and an application of (5)
yields the general relation,
Q(z)&Q(zi)= :
V : i # V
8V (zV), (6)
where 8V=0 if V is not a clique.
3. EXPONENTIAL FAMILY CONDITIONAL DISTRIBUTIONS
To formulate a model from a MRF specification, one must choose
particular forms for the conditional distributions at all sites. One class of
models suggested by Besag (1974) are those obtained from conditional
probability density or mass functions that are one-parameter exponential
families. That is, for i=1, ..., n,
p(z(s i) | z(Ni))=exp[Ai (z(N i)) Bi (z(s i))+C i (z(s i))+Di (z(N i))], (7)
where z(Ni)#[z(sj): j # Ni], Bi ( } ) and Ci ( } ) have specified forms, and
Ai ( } ) and Di ( } ) are functions of the conditioning random variables z(N i).
3.1. Pairwise-Only Dependence
An important result of Besag (1974) established that, under the exponen-
tial family specification (7) and pairwise-only dependence, the functions
[Ai ( } ): i=1, ..., n] must be of the form
Ai (z(Ni))=:i+ :
j # Ni
%i, j Bj (z(sj)), (8)
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where %i, j is invariant to permutation of the associated indices. A conse-
quence of this result is that, up to an additive constant, the negpotential
function Q(z), given by (5), takes the form
:
1in
[:iBi (z(si))+Ci (z(si))]+ :
1i< jn
[%i, j Bi (z(si)) Bj (z(sj))], (9)
where %i, j=0, unless j # Ni , and %i, j=%j, i , for all i, j=1, ..., n.
3.2. Multiway Dependence
We now give parallel results to those in Subsection 3.1 for models
formed from the conditional specification (7), without imposing the restric-
tion of pairwise-only dependence.
Theorem. Let [Z(si): i=1, ..., n] have conditional probability density or
mass functions of the form (7), and assume that a MRF has been specified
through the neighborhood index sets [Ni : i=1, ..., n]. Then the functions
Ai ( } ) in (7) must be of the form
Ai (z(Ni))=:i+ :
V : i # V _%V ‘j # V"[i] [Bj (z(sj))&Bj (0)]& , (10)
where each %V must be invariant to permutation of the indices in V, and
%V=0 if V is not a clique.
Proof. From the definition of the negpotential function (2) and the
conditional specifications (7),
exp(Q(z)&Q(zi))=
p(z(s i) | [z(sj): j{i])
p(0(si) | [z(sj): j{i])
=exp[Ai (z(Ni))[Bi (z(si))&Bi (0)]
+Ci (z(si))&Ci (0)], (11)
where 0(si) denotes a realization of 0 at site si . Then, evaluating the
logarithm of (11) at z=(0(s1), ..., 0(si&1), z(si), 0(s i+1), ..., 0(sn))T and
equating the result with Eq. (6), we have
8[i](z(s i))=Ai (0)[Bi (z(si))&Bi (0)]+C i (z(si))&Ci (0). (12)
Similarly, for j # Ni (and thus i # Nj), we equate evaluations of (6) and the
logarithm of (11) at
z=(0(s1), ..., 0(si&1), z(si), 0(s i+1), ..., 0(sj&1), z(s j), 0(sj+1), ..., 0(sn))T,
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to obtain
8[i](z(si))+8[i, j](z(s i), z(s j))
=Ai (0, ..., 0, z(sj), 0, ..., 0)[Bi (z(si))&Bi (0)]+C i (z(si))&Ci (0).
Likewise,
8[ j](z(sj))+8[i, j](z(si), z(s j))
=Aj (0, ..., 0, z(si), 0, ..., 0)[Bj (z(sj))&Bj (0)]+C j (z(sj))&Cj (0).
Thus, from the uniqueness of 8[i, j] under normalization,
8[i, j](z(si), z(sj))
=[Bi (z(si))&Bi (0)][Ai (0, ..., 0, z(s j), 0, ..., 0)&Ai (0)]
=[Bj (z(sj))&Bj (0)][Aj (0, ..., 0, z(s i), 0, ..., 0)&Aj (0)],
which implies that
Ai (0, ..., 0, z(sj), 0, ..., 0)&Ai (0)
Bj (z(sj))&Bj (0)
=
A j(0, ..., 0, z(si), 0, ..., 0)&Aj (0)
Bi (z(si))&Bi (0)
.
For the left hand side, a function of z(sj) # ‘j , to be equal to the right hand
side, a function of z(si) # ‘i , both must be equal to a constant, %i, j . Hence,
8[i, j](z(si), z(s j))=%i, j[Bi (z(s i))&Bi (0)][Bj (z(sj))&Bj (0)]. (13)
Now, from (4), 8[i, j](z(s i), z(sj)) is invariant to permutation of i and j, and
so %i, j=%j, i . Hence we can denote % i, j as %[i, j] .
The forms of higher-order interactions in (5) follow from an inductive
argument on the clique size. Without loss of generality, assume that the
collection of m+1 sites [s1 , ..., sm+1] forms a clique and let W#
[1, 2, ..., m+1]. The induction assumption is that, for any V/W (V{W ),
8V (zV)=%V ‘
j # V
[Bj (z(s j))&B j (0)], (14)
where %V is invariant to permutation of the indices contained in V. Now,
define z*#(z(s1), ..., z(sm+1), 0(sm+2), ..., 0(sn))T and, for any i # [1, ...,
(m+1)], zi* #(z(s1), ..., z(si&1), 0(si), z(si+1), ..., z(sm+1), 0(sm+2), ..., 0(sn))T.
Equation (6) and assumption (14) give that
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Q(z*)&Q(zi*)= :
TW : i # T
8T (zT)
=8W (zW)+ :
T/W : i # T
8T (zT)
=8W (zW)+8[i](z(si))+ :
T/W : i # T, [i]{T
8T (zT)
=8W (zW)+Ai (0)[B i (z(si))&Bi (0)]
+Ci (z(s i))&Ci (0)+ :
T/W : i # T, [i]{T
__%T[Bi (z(si))&Bi (0)] ‘j # T"[i] [Bj (z(sj))&Bj (0)]& .
(15)
Using the conditional specification (7), evaluation of the logarithm of (11)
at the value z* also yields
Q(z*)&Q(zi*)=Ai (z*&i)[Bi (z(si))&Bi (0)]+Ci (z(si))&Ci (0), (16)
where z*&i #(z(s1), ..., z(s i&1), z(si+1), ..., z(sm+1), 0(sm+2), ..., 0(sn))T. Then,
equating (15) with (16), we have that
8W (zW)
=_Ai (z*&i)&Ai (0)& :T/W : i # T, [i]{T \%T ‘j # T"[i] [Bj (z(sj))&Bj (0)]+&
_[Bi (z(si)&Bi (0)]. (17)
The choice of i in the clique [1, ..., (m+1)] is arbitrary, so that there are
(m+1) expressions of the form (17) for the function 8W (zW).
Dividing each of these expressions by >m+1i=1 [Bi (z(si))&Bi (0)] yields
(m+1) functions, for i=1, ..., (m+1),
_‘k{i [Bk(z(sk))&Bk(0)]&
&1
__Ai (z*&i)&Ai (0)& :T/W : i # T, [i]{T \%T ‘j # T"[i] [Bj (z(sj))&Bj (0)]+& ,
(18)
all of which must be equal.
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For any i, the function given in (18) is independent of z(si) and may be
written as a function of z*&i alone, say Hi (z*&i); i=1, ..., (m+1). We then
have that
H1(z*&1)=H2(z*&2)= } } } =H(z*&(m+1)), (19)
for all z* # ‘*#‘1_ } } } _‘m+1_[0]_ } } } _[0].
For (19) to hold for all Hi (z*&i), i=1, ..., m+1, these functions must all
be the same constant, say %1, ..., (m+1) . Therefore, (17) becomes
8W (zW)=%1, ..., (m+1) ‘
m+1
k=1
[Bk(z(sk))&Bk(0)]. (20)
Now recall that 8W (zW) is invariant to permutation of its subscripts, so
that %p(1, ..., (m+1))=%1, ..., (m+1) for any permutation p(1, ..., (m+1)). Hence,
we can denote %1, ..., (m+1) as %W . Under the induction assumption (14), the
result of Eq. (20) holds for any clique of size (m+1). Thus, from (6), (12),
(13), and (20), for any z # ‘,
Q(z)&Q(zi)=Ci (z(si))&Ci (0)+[Bi (z(si))&Bi (0)]
__Ai (0)+ :V : i # V \%V ‘j # V"[i] [Bj (z(s j))&Bj (0)]+& .
(21)
Note that Ai (z(Ni)) is the coefficient of [Bi (z(si))&Bi (0)] in the expres-
sion for Q(z)&Q(zi) given by the logarithm of (11). Also, in (10), equate
:i with Ai (0). Thus, A(z(Ni)) is equal to the term in square brackets in
(21), and the expression (10) is proved. When the sites with indices in V
are not a clique, %V=0 by the HammersleyClifford Theorem. Hence, the
theorem is proved. K
Corollary. Let C denote the set of all cliques in S. Then, under the
conditions of the Theorem, Q(z) is given by (up to an additive constant)
:
n
i=1
[:i (Bi (z(si))&Bi (0))+Ci (z(s i))]+ :
C # C \%C ‘j # C [Bj (z(sj))&Bj (0)]+ .
(22)
Proof. The proof of this corollary follows immediately from substitu-
tion of (12), (13), and (20) into the expansion (5). K
Notice that if Q(z) is integrable with respect to the measure +, then the
joint probability density function of Z is given by (3).
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4. APPLICATIONS WITH BERNOULLI CONDITIONALS
In this section we present two examples, both using models with Bernoulli
conditional distributions. The first example concerns a well-known data set on
the locations of redwood seedlings. Analysis of these data as a realized spatial
point process exhibit clear evidence of spatial clustering (Diggle, 1983). Our
objective was to determine whether this spatial dependence could be detected
using models that rely on only the presence or absence of one or more trees
on a regular spatial grid, and whether a model with multiway dependence
could offer a better description of the data than a model with pairwise-only
dependence. The second example concerns a data set on the occurence of
corn borers in an agricultural field. Our objective in this example is to
compare the model implications of several neighborhood structures. Considered
as a part of model selection, specification of neighborhood structure has received
little attention. This is perhaps because, heretofore, the pairwise-only dependence
assumption has been made almost automatically and has certainly not
been subject to close scrutiny. In these examples, as for all MRFs, boundary
effects are hidden in the neighborhood structure of sites on or near the boundary.
In effect, a MRF assumes that the spatial process being modeled does not
exist beyond the edges of the available data, although one may implicitly
account for unobserved sites beyond the edge sites through choice of
[%C : C # C] in (22). However, there is no accepted way to do this and we
do not pursue the problem of edge effects further in this article.
4.1. Redwood Seedlings
Strauss (1975) reported on the locations of 199 redwood seedlings in a
square experimental plot, from which Ripley (1977) selected a subset of 62
seedling locations. We took these data from Diggle (1983, p. 129) who
reports locations as x and y coordinates on the unit square. We arbitrarily
divided the unit square into a grid of 100 equally-sized cells and defined
response variables for each cell as binary, having the value 0 if no seedlings
are present in the cell and the value 1 if one or more seedlings are present.
Let ui # [1, ..., 10] denote the horizontal position and vi # [1, ..., 10] the
vertical position of cell i in a regular 10_10 lattice with integer index. Let
si #(ui , vi) and define, for i=1, ..., 100,
Z(si)#{0,1,
if no seedlings are located in cell i
if one or more seedlings are located in cell i.
Neighborhoods were defined using an eight-nearest-neighbor configuration,
giving Ni #[(ui&1, vi), (ui+1, vi), (ui , vi&1), (u i , v i+1), (ui&1, vi+1),
(ui&1, vi&1), (ui+1, vi&1), (ui+1, vi+1)].
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A model having Bernoulli conditional distributions is formulated through
specification of pi (z(Ni))#Pr(Z(si)=1 | z(Ni)). Specifically, in terms of (7),
Ai ( } )=log \ pi ( } )1& p i ( } )+ , B i (z(s i))=z(si),
Di ( } )=log(1& pi ( } )), Ci (z(s i))=0.
That is, Pr(Z(si)=z(si) | z(Ni))= pi(z(Ni))z(si) (1& pi (z(Ni)))1&z(si); i=1, ..., n.
Using the neighborhood structure given by [Ni : i=1, ..., n] results in
cliques of sizes 1, 2, 3, and 4, and the Theorem of Subsection 3.2 gives the
necessary parameterization (10). Here, for the purpose of illustration, the
number of parameters was reduced by assuming that
A(z(Ni))=:+%1 :
j # Ni
z(s j)+%2 :
j, k # Ni
z(sj) z(sk)+%3 :
j, k, l # Ni
z(s j) z(sk) z(sl).
In this case, the negpotential function is given by the corollary of Subsection
3.2 to be
Q(z)=: :
n
i=1
z(s i)+ :
1i< jn
%[i, j] z(s i) z(sj)
+ :
1i< j<kn
%[i, j, k] z(s i) z(sj) z(sk)
+ :
1i< j<k<ln
%[i, j, k, l]z(s i) z(sj) z(sk) z(s l), (23)
where %[i, j]=%1 if [s i , sj] forms a clique, %[i, j, k]=%2 if [s i , s j , sk] forms a
clique, %[i, j, k, l]=%3 if [si , sj , sk , sl] forms a clique, and, in each case, these
coefficients equal zero otherwise. Note that, because the data are binary,
the negpotential function is trivially summable and hence a joint probability
mass function exists and is proportional to the exponential of the negpotential.
We also fit this model using an assumption of pairwise-only dependence,
giving
Ai (z(Ni))=:+%1 :
j # Ni
z(sj),
and the negpotential function
Q(z)=: :
n
i=1
z(si)+ :
1i< jn
%[i, j]z(si) z(s j), (24)
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TABLE I
Maximum Likelihood Estimates for Redwood Data
Dependence structure
Parameter Pairwise-only Multiway
: &1.7547 &1.3970
%1 0.4144 &0.3199
%2 1.5819
%3 &4.3265
Maximized log-likelihood &59.6958 &57.3923
where %[i, j]=%1 if j # Ni and % i, j=0 otherwise. Note here that, although
the same notation is used, the parameters : and %1 are not the same in the
pairwise-only and multiway dependence models.
Maximum likelihood estimates were obtained using the Monte Carlo
procedure described in Lee and Kaiser (1997); this procedure is essentially
a modified version of the algorithms presented by Geyer and Thompson
(1995). Estimated parameters and maximized Monte Carlo log likelihoods
are presented in Table I. Of the 100 cells in our grid, 32 contained at least
one redwood seedling giving, the log likelihood for a simple independence
model as &62.6870.
Although by no means an entirely justified procedure for model comparison
with dependent data, the log likelihood-ratio statistic for comparison of the
one-parameter independence and two-parameter pairwise-only models is
5.98 while that for comparison of the independence and four-parameter
multiway models is 10.59. Based on this comparison, both pairwise-only
and multiway models would be judged superior to the independence model.
Thus, these conditionally specified lattice models have been able to detect
spatial dependence despite the loss of information resulting from the definition
of [Z(si): i=1, ..., n] as a binary (presence-absence) MRF. The comparison
between pairwise-only and multiway models gives a log likelihood-ratio
statistic of 4.61, just larger than the 90th percentile of a chi-squared distribu-
tion with 2 degrees of freedom. This provides evidence that the multiway
model gives a better representation of the data than does the pairwise-only
model.
4.2. Corn Borers
An extensive entomological field study of European corn borer larvae
was conducted in northwest Iowa (MGuire et al., 1957). The original data
are still available in a 1954 technical report from the Iowa State Statistical
Laboratory (Uniformity Data from European Corn Borer, Pyrausta nubilalis
(Hbn.), Populations). We selected one data set from this study to examine
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whether heterogeneity in the occurrence of corn borer larvae exhibits a spatial
dependence structure. The data come from a 13-acre square plot containing
36 rows, in which seeds had been planted in 36 equally spaced ‘‘hills’’ in
each row, at an average rate of 3 seeds per hill. The area was divided into
324 regular subplots, each containing 4 hills. The response variables
analyzed were defined as binary variables for the subplots, where the value
0 was obtained if corn borer larvae were absent, and the value 1 was
obtained if larvae were present. That is, with ui # [1, ..., 18] denoting the
horizontal position and vi # [1, ..., 18] the vertical position of subplot i in
a regular 18_18 lattice with integer index, let si #(ui , vi) and define, for
i=1, ..., 324,
Z(si)#{0,1,
if no larvae observed in subplot i
if one or more larvae observed in subplot i.
A diagram of the regular spatial lattice of subplots and observed values
[z(si): i=1, ..., 324] is presented in Fig. 1.
Two neighborhood structures were used in the analysis of these data.
One was a four-nearest-neighbor scheme for which the neighborhood index
FIG. 1. Schematic diagram of the regular spatial lattice and observed values [z(si):
i=1, ..., 324] used in analysis of the European corn borer data.
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sets of Section 2 were defined to be, for i=1, ..., n, N (1)i #[(u i&1, v i),
(ui+1, vi), (ui , vi&1), (u i , vi+1)]. The other structure used was an eight-
nearest-neighbor scheme given as N (2)i #[(ui&1, vi), (ui+1, vi), (ui , vi&1),
(ui , vi+1), (u i&1, vi+1), (ui&1, vi&1), (ui+1, v i&1), (ui+1, v i+1)].
Using the neighborhood structure given by [N (1)i : i=1, ..., n] results in
cliques of sizes 1 and 2 and, from Besag’s (1974) results, the functions Ai ( } )
are necessarily given by (8). Using the neighborhood structure given by
[N (2)i : i=1, ..., n] results in cliques of sizes 1, 2, 3, and 4, and the Theorem
of Subsection 3.2 gives the necessary parameterization (10). The number
of free parameters were reduced in the same way as for the models of
Subsection 4.1.
Using the two neighborhood structures [N (1)i : i=1, ..., n] and [N
(2)
i :
i=1, ..., n] and the corresponding negpotential functions (23) and (24),
respectively, a total of four different models were fitted to the data of Fig. 1.
Model 1 assumes that the neighborhood structure is [N (1)i : i=1, ..., n] and
the negpotential function is given by (23) with Ni replaced by N (1)i . In this
model, pairwise-only dependence is not an assumption per se, but rather
follows directly from the neighborhood specification. Models 2, 3, and 4, all
assume that the neighborhood structure is [N (2)i : i=1, ..., n], but they
make different assumptions about the sizes of cliques that contribute to the
negpotential function. Model 2 assumes pairwise-only dependence, so that
the negpotential function is given by (24) with only the first two summa-
tion terms included. The difference between Model 2 and Model 1 is that
there are 2380 cliques of size 2 under the neighborhood structure [N (2)i :
i=1, ..., n], due to diagonally adjacent pairs of sites, but only 1224 cliques
of size 2 under the neighborhood structure [N (1)i : i=1, ..., n]. Model 3
assumes that only cliques of sizes 1, 2, and 3 make nonzero contributions
to the negpotential function, which is then given by (24) with only the first
three summation terms included. Finally, Model 4 assumes the full range of
cliques defined by the neighborhood structure and has a negpotential given
by (24) with all four summation terms included.
For each of these four models, maximum likelihood estimates of the
associated parameters were obtained using the Monte Carlo procedure
described in Lee and Kaiser (1997). Parameter estimates and associated
maximized (Monte Carlo) log likelihoods are presented in Table II. Notice
that estimates of the one dependence parameter common to the models,
namely %1 , differ markedly. In particular, for the two models using
pairwise-only dependence, Model 1 and Model 2, the estimated value of %1
is less than 14 of the estimated value for any of the models incorporating
multiway dependencies. The extra cliques contained in Model 2, due to
diagonally adjacent pairs of sites, contribute little to a spatial model fitted
to these data. Notice that both Model 3 and Model 4 give estimates of %2
that are negative.
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TABLE II
Maximum Likelihood Estimates for Corn Borer Data
Parameter Model 1 Model 2 Model 3 Model 4
: 0.794195 0.677527 0.252282 0.164806
%1 0.064824 0.0552841 0.260371 0.363379
%2 &0.117748 &0.277725
%3 0.325267
Maximized log-likelihood &190.40215 &190.30444 &189.98177 &189.89365
Here, all maximized (Monte Carlo) log likelihoods are about the same.
Recall that our objective in this analysis is not to select the most appropriate
model for the problem, but to examine the way in which spatial dependence
is reflected in several models that appear roughly similar in their abilities to
describe the data. In this MRF model of Bernoulli conditional distributions,
positive values of dependence parameters %1 , %2 , and %3 produce increases in
conditional expectation for a random variable Z(si), and negative values
produce decreases. However, interpretation of these parameters is complicated
by the fact that the presence of any non-zero higher-order term in the
negpotential function (i.e., %2 or %3) implies the presence of a number of
lower-order terms. The effect on dependence patterns of parameters in
these models must be considered within the context of the entire model, not
in isolation from one another.
To investigate the type of spatial dependence represented by the three
models fitted to the data of Fig. 1 under neighborhood structure [N (2)i :
i=1, ..., n], consider a given location s0 say, with 8 neighbors in the
configuration
s1 s2 s3
s4 s0 s5
s6 s7 s8 .
For each of the possible number of neighboring sites assuming a value of
1 (i.e., one site through eight sites), we calculated all possible values of the
conditional expectation,
E[Z(s0) | [z(sj ): j=1, ..., 8]]=
exp[A0([z(sj): j=1, ..., 8])]
1+exp[A0([z(sj): j=1, ..., 8])]
.
185DEPENDENCE IN CONDITIONAL DISTRIBUTIONS
TABLE III
Minimum and Maximum Conditional Expectations
Number of Model 2 Model 3 Model 4
positive neighbors Min Max Min Max
1 0.675 0.625 0.625 0.629 0.629
2 0.687 0.658 0.684 0.649 0.709
3 0.700 0.663 0.738 0.668 0.778
4 0.711 0.695 0.785 0.624 0.835
5 0.722 0.700 0.789 0.717 0.806
6 0.733 0.729 0.793 0.741 0.775
7 0.744 0.710 0.756 0.712 0.757
8 0.754 0.716 0.716 0.739 0.739
For Model 2, there is only one possible value that this conditional expecta-
tion can take when the number of positive neighbors is fixed, regardless of
the exact configuration of 1s and 0s. But for Model 3 and Model 4, the
conditional expectation may depend on both the number and the con-
figuration of positive neighbors. The minimum and maximum values of
E[Z(s0) | [z(sj): j=1, ..., 8]] are given in Table III for each of the possible
number of positive neighbors.
What is interesting about these values is that, for Models 3 and 4, the
greatest maximum values occur with from 4 to 6 positive neighbors, rather
than with the full complement of 8 positive neighbors. It is also necessary
to look at the minimum possible values and, in particular, the difference
between the two. For example, with Model 4, the largest maximum value
of Table III, 0.835, occurs with 4 positive neighbors, but so too does the
smallest minimum value of 0.624. Thus, the conditional expectation can
vary a great deal in this situation, depending on the locations at which the
4 positive neighbors occur. In contrast, for Model 4 with 7 positive neigh-
bors, the conditional expectation can vary much less, from 0.712 to 0.757.
The primary message is that, in terms of its effect on the conditional expec-
tation of a given site, spatial dependence in multiway models depends not
only on values (here 0 or 1) of sites in the neighborhood, but also on the
positions at which those values occur.
Looking more closely at the 0&1 configurations of neighbors, it appears
that, for a given number of positive neighbors, higher conditional expected
values are produced if those positive neighboring values are more widely
dispersed than if they are more concentrated. For example, in Model 4 with
4 positive neighbors, the maximum conditional expectation of 0.835 and
the minimum value of 0.624 occur for the configurations shown below:
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Maximum Minimum
1 0 1 1 1 1
0 x 0 0 x 1
1 0 1 0 0 0
Similar patterns emerge for other numbers of positive neighbors. Thus, the
effect of the negative value for % 2 (=&0.277725) in Model 4 is to produce
greater increases in conditional expectations for configurations in which the
positive neighbors are spatially dispersed, than for configurations in which
the positive neighbors are spatially concentrated. This is because configura-
tions with spatial concentrations of positive neighbors lead to conditional
expectations containing more terms having the value %2 than do condi-
tional expectations for configurations with spatially dispersed positive
neighbors.
In image analysis, the configuration of colored pixels define cliques as
part of a line, the edge of an object, the interior of an object, or back-
ground. Descombes et al. (1995) consider a parsimonious parameterization
for such models based on constraints induced in the construction of various
edges and lines that have a prescribed ‘‘energy’’ per unit length (i.e., poten-
tial function). Tjelmeland and Besag (1998) also consider image analysis
models having cliques of size greater than two, and assign parameter values
to various clique configurations directly. For the corn borer application,
parameters must be interpreted relative to the physical and biological
processes that lead to infestation of corn plants by corn borers, rather than
relative to the type of object produced. The estimated conditional expecta-
tions of Table III suggest that, for a given number of infested neighbors,
the spread of infestation among spatial subplots is higher if infested neigh-
bors occur in all directions rather than in just one direction. Having
infested neighbors in all directions implies that biological conditions are
favorable for infestation throughout the entire immediate region, as
opposed to a situation in which conditions are favorable for infestation in
one direction, but not in others.
5. DISCUSSION
Exponential family conditional distributions are becoming increasingly
important in the statistical analysis of multivariate and spatial problems.
The results given in this paper show that spatial dependence can be
embodied in a small set of dependence parameters, more general than those
contained in the auto-models of Besag (1974). Having all dependence
parameters equal to zero implies an independence model. In Sections 3 and
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4, we show that pairwise-only dependence is a special case that, although
more general than the independence model, is nested within a class of
models exhibiting multiway dependence.
Our results are extensions of those presented by Besag (1974), and
models that result from applications of our Theorem and its Corollary bear
much in common with Besag’s auto-models. There is, however, an interest-
ing distinction seen to arise in the form of the functions Ai ( } ), given in (8)
for Besag’s original auto-models, and those given in (10). Our results
certainly apply to the pairwise-only dependence case and correspond
exactly to Besag’s results in that situation. Following the result (10), a
pairwise-only dependence model would have
Ai (z(Ni))=:i+ :
j # Ni
%[i, j][Bj (z(s j))&Bj (0)].
In this case,  %[i, j] Bj (0) could simply be absorbed into : i giving the
expression (8), which is Besag’s result. But, in models with cliques of size
greater than two, there is no similar simplification, and the differences
Bj (z(sj))&Bj (0) need to remain in the product term of Eq. (10). (In the
examples of Section 4, this comment is of no importance since there,
Bi (0)=0; i=1, ..., n.)
The MRF model with Bernoulli conditionals, discussed in Section 4, is
perhaps the simplest of the exponential family models. It is possible to use
the theory developed in this article to formulate models for general
exponential family conditional distributions, although in specific cases
complications may arise. For example, a model with Gaussian conditionals
and cliques of size 3, considered as a one-parameter exponential family as
in (10), can be shown to lack a finite normalizing constant. That is, the
negpotential function formed as in (22) will not be integrable. It is possible,
using the general theory of Kaiser and Cressie (2000), to formulate
legitimate multiway dependence models if Gaussian conditionals are
considered as two-parameter exponential families. In general, however,
multiparameter exponential family models do not admit necessary param-
eterizations of the type given in the Theorem and thus fall outside the
scope of both the auto-models of Besag (1974) and this article. A model
having Poisson conditionals may be formulated directly from the theory
presented in this article, using the parameterization (10) and resulting
negpotential function (22). Such Poisson conditionals models with multi-
way dependence share the feature of regular Poisson auto-models (Besag,
1974) that only negative spatial dependence may be represented. Under the
assumption of pairwise-only dependence, Kaiser and Cressie (1997) over-
come this deficiency of the usual Poisson auto-models by using Winsorized
Poisson conditionals. This approach may be extended directly, using the
188 LEE, KAISER, AND CRESSIE
results presented here, to develop Winsorized Poisson conditionals models
with multiway dependence that are able to capture either positive or
negative spatial dependence.
We have offered here tools for the construction of models with multiway
dependence structures and based on exponential family conditional distri-
butions. Along with the added flexibility gained through the use of such
models come added difficulties in interpretation of parameter estimates.
However, we believe consideration of these difficulties will add to our
understanding of how to conceptualize spatial dependence.
As illustrated by the Bernoulli conditionals model applied to analysis of
the corn borer data in Section 4, models that allow multiway dependence
can automatically incorporate relative positional information in observed
patterns of data. This may well extend the notion of spatial dependence
beyond the traditional concept of distance-dependent covariance between
pairs of locations. Essentially what has occurred is a lattice version of
anisotropy, in which spatial dependence is a function of more than distance.
But this lattice anisotropy is much richer than simply adding direction to
the spatial dependence recipe.
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