Taking as a starting point a set of simple quantitative hypotheses regarding the possible relationships between cell receptors and effector molecules, a statistical algorithm or generative model is developed that simulates different types of dose-response profiles and whose results are used in two ways, both subject to empirical verification. In the first of these, the suitability of several common descriptive models for the study of dose-response relationships is discussed, and changes are introduced that improve their suitability for this conceptual framework, generalise their application and lead to the systematisation of possible interactions between more than one effector, as well as between the effects of self-stimulating and self-depressor mechanisms. Secondly, the generative model suggests the existence of some unexpected profiles and their possible explanations. Both the profiles and the hypotheses appear to be supported by experimental evidence.
INTRODUCTION
A dose/response model (DR) is, in general, an equation describing the variation of a representative magnitude in an object population, with the variation in the magnitude of an effector agent. A typical case, to which we will restrict ourselves here, is the inhibition of the growth of a microbial population by a chemical agent, but the same resource can often be applied, with minor changes, to stimulatory effects, to mortality or survival, to quantitative changes in cell components [1] , to the characters of macro-organisms [2] , and to different physical and chemical agents [3] [4] [5] [6] .
DR models, which are essential for risk assessment [7] [8] [9] [10] [11] , are also to be found in the bibliography of widely differing areas, formalised through equations that represent with varying accuracy the peculiarities of the system to which they are applied. Here, we will refer only to some studies of historical interest and to some recent discussions on the topic.
The typical profile of an empirical DR curve is a logical consequence of the populational level implied in experiments of this nature. If the sensitivity to an effector of the population elements varies according to a unimodal distribution (density) function, then necessarily the profile of the corresponding cumulative (mass) function will be sigmoidal. Several mathematical formulas that include parameters with interesting physical (biological) significance, or that can be reparameterised for this purpose, fit this hypothesis. Table 1 shows five of these forms, some widely used and others -by no means the least useful-only rarely used.
The sigmoidal profile is, therefore, a basic condition of DR models. Furthermore, it seems logical to require that 1) its asymptote does not necessarily imply the mortality of all the experimental population, or in other words, that the model can represent situations in which a portion of the population is resistant or immune to the effector; 2) that there is a null response to a null dose, i.e., that the function lacks of intercept. This is necessary because the sigmoidal profile is the result of responses assessed in terms of the proportion of inhibition in relation to a control, which prevents the usual correction of values by means of a simple subtraction of the said control.
Thus, and if we do not intend to descend to the level of first principles, it is possible to formulate a statistical generative model that, assuming only reasonable basic hypotheses regarding the interaction between a cell population and an effector, produces simulations of DR relationships that are suitable for examining the adequacy and peculiarities of descriptive models. Such is the object of this study.
THEORY. DISCUSSION OF SOME DOSE-RESPONSE MODELS
Although all the equations in Table 1 fit the sigmoidal profile, they are also all problematical with regard to some of the above-mentioned additional conditions, and therefore may have unwanted consequences on the fit of the experimental results. There follows a brief examination, proposing changes that will suit them to the above-mentioned requirements.
Logistic equation (T1.1).
Commonly used to describe growth processes [12] , it is attractive because of the direct physical significance of its parameters. In fact, it is possible to reparameterise it easily so that the essential term in the DR analysis (dose producing the semimaximum response, or RD 50 =m) appears explicitly. In effect, if K is the maximum response (not necessarily 1), and making R=K/2, we obtain b=exp(µ m) and :
whereµ is the specific rate of the response (increment of R per unit of R and per unit of D, with dimensions D -1 ).
The expression, suitable for describing the response of populations whose sensitivity to the effector follows a normal distribution, is the basis for the probitic transformation [13] [14] , a classical resource for linearising a DR relation. Although sometimes useful, such linearisation is unsatisfactory if K<1 (populations with a resistant fraction) and implies the loss of a parameter, making comparisons difficult (two cases with a different K produce indistinguishable lines), so nonlinear adjustment methods are to be preferred. Even so, a non-null intercept R 0 poses problems with real data, affected by experimental errors, because the solution often implies an unacceptably high R 0 and biases in the values of µ, m and K. The problem is minimised by restricting R 0 to very low levels compared to K, but that makes the value of µ very sensitive to the experimental error, especially to an overestimation of the response to low doses, as frequently occurs in practice. Thus, it is recommended to force the fulfilment of the aforementioned condition 2, by subtracting the intercept in (1):
so that K and m no longer represent the maximum response (R max ) and the RD 50. In effect:
so that RD 50 (abscissa for R= K'/2) turns out to be:
If the logistic equation is suitable in the case of normal distribution sensitivities, when distribution is assimilable to the log-normal model, the dose (and the parameter m, with dose -4-dimensions) must be substituted for its logarithm. The same transformations applied to the logistic equation lead to:
it being a common practice in this case, in order to avoid possible negative abscissas, to code the independent variable as lnD'=ln(D+1), so that m=m'-1. This model, like all those to be considered from now on, suffers from the lack of the significance of a specific response coefficient for the parameter µ, because it has the character of a dimensionless neperian logarithm. On the other hand, as in the case of the modified logistic equation, K and m are only the apparent maximum response (R max ) and RD 50 , since the real ones are: In spite of not fulfilling conditions 1 and 2, its use is very widespread [15] , being commonly found, as has been said, in clinical bioassays, and often suggested in statistical software [16] . As formulated in Table 1 , the asymptotic value (i.e. limR when lnD→∞) is, in effect, 1. If the equation is modified thus:
the asymptotic value is now K, therefore meeting condition 1 (suitability for cases with a fraction of immune population) The corresponding RD 50 , would now be:
with the existence of an intercept with the value:
To allow the model to fit condition 2, (10) must be subtracted from (8) , obtaining: (11) so that, as in the preceding cases, R max and RD 50 are therefore:
Seen this way, however, the model is practically equivalent to the logistic one in its logarithmic version. Peleg [5-6; 17] defends its usefulness because of its suitability for describing responses of populations whose sensitivity is distributed according to a Weibull density function. The problems associated with the distributions of sensitivity will be discussed in detail later. For the present we will only remark that, in that case, the Weibull cumulative function itself would be the most suitable descriptive model.
Weibull cumulative function (T1.4).
A function capable of generating a wide variety of profiles, either symmetrical or not, depending on the relationships between the values of its parameters (α and β), is the distribution β:
f (x; α; β) = that cannot be solved in a closed form. That is the reason why, in this domain, the tendency is to use more manageable related functions [7-9; 18-20] , among which the flexibility of the Weibull model stands out [10; 21] :
The Weibull cumulative function, in effect, can be taken as a DR model, whose median (not its mode, sometimes used for this purpose) directly provides the required dose for the semimaximum response m. It meets condition 2, and to meet condition 1, only needs the introduction of the maximum response K as a factor:
which is a change that does not alter the value of m given in Table 1 .
Gompertz equation (T1.5).
A traditional model in population dynamics [22] , it only requires the subtraction of the intercept in order to meet condition 2. 
so that, as usual, R max and RD 50 must be calculated by: (19) To sum up the preceding discussion, it can be said that the equations in Table 1 better suit the requirements of a DR model if they are modified according to the previously mentioned criteria, leading to the forms in Table 2 . Fermi's equation, whether modified or not to meet conditions 1 and 2, is redundant due to its similarity with the logistic equation, and will not be included from now on.
The equation T1.2, although problematic in its original formulation, is no longer so if it is modified, but in this case it is no improvement on the modified log-logistic equation, which contains one parameter less, is easier to manage and conceptually clearer.
MATERIALS AND METHODS

Microbiological methods
The micro-organisms used as producers of bacteriocins were Lactococcus lactis (CECT-539)
and Lactobacillus Casei (CECT-4043); those used as indicators in the DR assays were
Leuconostoc mesenteroides sp. lysis (kindly provided by Dr. Ray, of the University of Wyoming, Laramie, USA) and Carnobacterium piscicola (CECT-4020). All were stored at -50ºC in a suspension of powdered milk with 25% glycerol, and were cultured for the production of biomass, nisin or both [24] : 250 ml Erlenmeyer with 50 ml of Tryptone-Glucose-Yeast Extract (TGE, DIFCO) medium [25] , at 30ºC, with orbital agitation at 200 rpm, and inoculated with cell suspensions in sterile distilled water (1% of the initial volume of the culture), adjusted to an OD (700 nm) of 0.900.
The assayed effectors were pure nisin (Applin & Barrett, Ltd), bacteriocin extracts obtained from the producer cultures, and lactic acid. The methods for the extraction of bacteriocins and their quantification by means of DR assays against the above-mentioned indicators were described in detail in a previous study [26] .
Statistical methods
The generative model described in this study was produced on a Microsoft Excel 97 spreadsheet.
To obtain random numbers n i with the specified distributions, from the random unitary numbers u i that this spreadsheet provides, the expressions of Canavos [27] were used. Although in some of these distributions means (n) and standard deviations (σ) are not definition parameters, in all cases they
were the values on which comparisons were based. For reasons that will be explained in the discussion, values of continuous distributions rounded off to integer numbers were used.
Random uniform number in the interval [a; b]
Normal random number, n i ~ N: (n;σ)
Log-normal random number n i ~ log-N: (n;σ)
Given that the log-normal distribution is the one whose neperian logarithm presents a normal distribution, numbers thus generated, with parameters n' and σ ', produce empirical values (the most useful for comparative purposes) n and σ for the mean and the standard deviation, being:
The results, whether strictly experimental or obtained from a generative model, were fitted to the descriptive models by minimisation (quasi-Newton method) of the quadratic differences between the expected and observed values.
RESULTS AND DISCUSSION
1: A model generating dose/response relationships
Due to the existence of diverse non-equivalent mathematical formulas that generate sigmoidal curves, and in fact there are examples of DR relationships that fit these forms with different degrees of acceptability [28] [29] , it seems useful to attempt to establish a model that, starting from simple hypotheses, allows the response of a population against an effector to be simulated, and also to test diverse types of specific hypotheses formulated from series of experimental results. In the model proposed here, we started from the following hypothesis: S1: Each cell has n potential receptors of the effector, and each receptor may adopt two different states (active or sensitive and inactive or immune), a being the number of active receptors.
S2:
The dose D is defined as the number of effector units (molecules) present in each cell, accepting the fact that every molecule is capable of bonding with one receptor.
S3:
Restricting the cell response C to two modalities: death (C=0) and survival (C=1), and assuming that the lethal effect occurs when at least p receptors are occupied, the following rule can be established:
Thus, when of a total number Y of cells, S survive at a given dose, the population response can be This allows for the possibility of the existence of elements that are immune to the effector (a<p, although n>p), which is one of the necessary conditions required for the previously mentioned descriptive models.
S4:
Finally, it is possible to consider two kinds of additional factors, capable of affecting the response, as they induce changes in either the receptor or the effector or in both. When they affect the receptor, we can talk of excitors or inhibitors (h) depending on whether they raise or lower the value of a. When they affect the effector, we can talk of enhancers or antagonists (f), depending on whether the effective dose D e they produce is higher or lower than the real one.
Under such hypotheses, and since any DR experiment implies populational values, n, a and p must be considered as random numbers -in principle discrete-, produced by the individual variability of biological entities. In addition, h and f must be assumed to be random -continuous in principle-, for reasons of experimental variability. And because the probability distributions of these numbers can affect the characteristics of the DR function, the generative model must consider, for each of them, diverse possible distributions. As its plausibility is better discussed when taking the results into account, we will now only describe the alternatives used, which can be easily formulated on a spreadsheet, according to the following steps:
M1:Generation of the random number n (number of receptors in each cell). In principle, a binomial function B:(n,a), defined by n assays with a success probability of a, appears suitable for representing the number a of active receptors in a cell population with n receptors. In this case, however, the values of n and a are subject to unwanted restrictions, because the variance, σ 2 =na(1-a), of the binomial distribution is not independent from the mean, µ=na, making it impossible to test hypotheses which cannot be rejected a priori, as is the case of low means with high variances. The problem disappears if n and a are independent numbers, generated with continuous distributions and rounded off to integer numbers. A simple hypothesis for n is that of a normal distribution, n i ~ N: (n;σ n ), although given its domain (-∞,∞), low means and high deviations may lead to a certain number of negative values n i , which lack physical significance. This may be resolved by means of two procedures with different implications: a) Generating a series of values n i ' and introducing the following restriction to obtain n i :
b) Generating n with distributions of domain [0,∞). For reasons that will be discussed later, the alternatives tested were the log-normal and Weibull distributions.
M2: Generation of the random number a (number of active receptors in each cell). Similar
reasons to the ones given in the above case suggest the convenience of the same alternative hypotheses for a (normal, log-normal and Weibull distributions). Another possibility for situations lacking physical significance is here a i >n i , which can be resolved by generating a column of values a i ' , and introducing the following restriction to obtain a i :
Another alternative is to assume for a a uniform distribution between 0 and n.
M3: Generation of the random number p (minimum of occupied receptors for a lethal effect).
Because the number p represents the possibility of a different response to equal values of n and a, it has the significance of a cell susceptibility, whose values can once again be generated according to the three above-mentioned distributions (normal, log-normal and Weibull).
M4: Generation of the random number h (effect of excitors and inhibitors of the response).
Since h represents a factor that increases (excitor) or decreases (inhibitor) the average number of active receptors a, a simple way of formulating it is to include it in the expression of a. If a is uniform, the expression (20) can be modified as follows:
it being a factor that either excites (h E ) or inhibits (h I ) the response depending on whether it helps to increase the lower bound of a or decrease the upper one. Another possible solution is to define a, whatever its distribution, D:(a;σ a ), may be, in the terms:
where n/r represents the maximum number of potentially active receptors, with h>1 for the excitors and h<1 for the inhibitors.
M5: Generation of the random number f (effect of enhancers or antagonists of the effector). If
f represents a factor that alters the probability of effective interaction between effector and receptor, it is possible to represent it in terms of an effective dose D e , different from the nominal dose D. A simple formulation for the effective dose is:
with f i being a random number whose mean is f (f>1 for enhancers and f<1 for antagonists), generated according to the same three distributions (normal, log-normal and Weibull). The typical profile already appears, in effect, in populations of ~200 cells. However, when several assays under the same hypotheses were fitted to any of the models in Table 2 , the variability of the parametric estimations showed a scarce sample, which was augmented in the following way:
after obtaining the d totals of columns that give the response of 1,000 cells to the series of doses (21 values, including 0), with the results placed in a row z, the following macro was written:
ActiveCell.Offset (0, 22 which copies this row in the next one (z+1), so that the sheet generates new series of random numbers. The results of the new calculation now occupy the row z, from where they are copied to row (z+2). Every iteration of this procedure produces a row with the response of 1,000 cells which can be added to the previous ones and, after several iterations, parameter stabilisation shows that the results are representative of the population level. Although 5,000 cells is sufficient for this stabilisation, in this study (note the macro instruction 'For i=1 To 9'), a sample of 10,000 was used.
2: Behaviour of the generative model according to the random properties of its factors
In order to examine the effects on the DR function of the distributions attributed to the factors n, a, p, h and f, we will analyse the general features of the response before studying the fit of the models in Table 2 in the most characteristic cases. As the basic elements in the DR relationship are the dose and the factors defining the cells, for the present we will omit both the excitor or inhibitor and the enhancer or antagonist factors.
2.1: Hypothesis of normal distributions of n, a and p
According to what was noted in M1 to M3, we start by accepting that n i ~N:(n;σ n ), a i ~N:(a;σ a ) and p i ~N:(p;σ p ) are random, normal and independent numbers. Of course, if the three deviations are null, then there is no probabilistic behaviour: the DR function is null if a<p or steped (in D=p) to an asymptotic value K=1 if a≥ p. Its steped nature remains even when the variances are non-null in n and a, which give variability only to the asymptotic value, and, if σ a ≠0, they permit a non-null response even when a<p. Variations in the number of receptors n, or of the active receptors a, do not therefore produce, either separately or jointly, the smooth profile commonly found in experiments, whose key is the random nature of the susceptibility p. However, n and a contribute to change this profile once p becomes random.
If none of the deviations are null, the relations between the parameters of the respective distributions create a more complex casuistry. Fig. 1 (A-F) systematises the six possible cases according to the relations between the values of the means, with arbitrary variances that make the probability of negative values of n, a and p negligible. It must be noted that:
i) The light-shaded areas typify the characteristics of the fraction of the population in which the lethal effect occurs, but do not represent it quantitatively. That would happen if the random numbers n, a and p were not independent, i.e., if a specific value of n would condition the probabilities of the values a and p. However, since we start from the more general hypothesis of independence, the accumulated effect can not be assessed analytically, but only by means of the proposed generative model, which provides the superposed profiles in the same figures.
ii) Cases such as those of B, E and F in Fig. 1 , in which the average value of a exceeds that of n, are not likely to be rejected, because they only mean that in cells with a high number of receptors, there is a high probability that most of them are in an active state. However it seems reasonable to avoid these cases, as has been said, by means of restriction (26) . In this case it must be noted that one part of the distribution of a (hard-shaded areas in Fig. 1 ) is reassigned to a distribution identical to that of n, creating a further obstacle to the analytical solution of the accumulated effect.
iii) Finally, any of the cases A-F can be found in a G-type situation. As was also noted, the normal distribution domain (-∞,∞) leads, in the hypothesis of low means with high variances, to high probabilities of negative values, with no physical significance, of the factor involved. This creates truncated distributions, producing DR curves that would require the acceptance of an intercept that is also uncertain (lethal effect even with a null dose) which must therefore be considered as artefactual. Thus, in order to preserve the factual content of the model, recourse must be had to distributions of the domain [0,∞), as we will see next.
2.2: Other possible distributions of n, a and p.
Strictly speaking, none of the cases A-F is implausible, given the mechanics of the generative model, which prevents us from rejecting a priori the hypothesis of normality, with all its consequences. However, situation G is different, given the unacceptability of the intercept.
Nevertheless, an argument can be made for the possible existence of factors capable of interacting with either the receptor or the effector or with both, with "filtering" effects equivalent to the truncation of the distribution of a that produces a response to a null dose. But in that case, and if the experimental data really suggest an intercept, it would be necessary to introduce those factors into the model as independent variables to be considered in addition to the dose. On the other hand, the formulation of a given in (28) neither solves the problem nor provides new information.
Thus, in a single variable DR model it is hard to avoid the idea that the distributions of n, a and p, especially if high variances are accepted, must be of a domain [0,∞). In this regard, the most reasonable candidates are the Weibull and log-normal distributions, which are suitable for describing phenomena in which there intervene factors linked by relations that are not merely additive (the normal distribution is suitable for describing phenomena derived from additive relations). Both approach the normal distribution as the mean increases, but differ in the sign of their bias: always to the right in the log-normal, and from right to left as the mean increases in the case of the Weibull model. Fig. 2 shows examples of these functions, with the same means and variances used in the normal distributions in Fig. 1 , in cases equivalent to A (high means and variances), and G (low means and high variances).
If means and variances are high (in any of the situations A-F), the DR curves are sigmoidal, and differ little from those resulting from normal distributions. If means are low and variances are high (cases G in Fig. 2 ), the domain [0,∞) corrects, as is to be expected, the artefactual intercept.
But now the section of the decreasing slope tends to prevail over that of the increasing slope, which is why in the absence of data at very low doses, asymptotic profiles with a ever-decreasing slope can occur, which can apparently be described by a von Bertalanffy's equation:
which, with a null intercept (R 0 =0), becomes:
As the conditions under which this kind of response seems to occur are acceptable from a realistic point of view, it will be convenient to provisionally add the expression (31) to those of Table 2 when it comes to verifying the adequacy of the corresponding models.
2.3: Effects on the DR curve of the relationships between the factors a and p
Although the adequacy of the models in Table 2 will be examined later, it can already be said that all of them coincide in the results in Table 3 , independently of the distributions accepted for n, a and p. As n is only the upper bound of a, the table is limited to the effects of the relationships between the distribution parameters of a and p (for every value of n) on the basic parameters of any DR model (maximum response K, specific rate of the increase in response µ, and dose for the semimaximum response m).
2.4: Effects of the factors h and f
In any of the formulations (27) or (28) proposed in M4, the number h is limited to increasing (excitor) or decreasing (inhibitor) the average number of active receptors a, and its effects can therefore be reduced to those of the variations in a and σ a shown in Table 3 . In the case of f, however, there are further implications. If its distribution is normal, once again the domain (-∞,∞)
produces, in hypotheses with high variances, a certain number of negative values f i of f.
Furthermore, the DR profiles depend not only on f, but also on the distributions of n, a and p.
If n, a and p are also normal, negative values f i of f, although of an uncertain physical significance (the modifier would make the dose negative), only mean, given the rule (24), a dose without any effect. The result is not problematical, and has well defined implications for the mechanics of the generative model, since even if the effects of a certain number of doses are randomly annulled, the probability of an effect being in any way null is higher when the doses are low than when they are high. Thus, the DR profile, relatively unaffected by low doses, tends to reach the asymptote more smoothly. The section of the decreasing slope prevails over the section of the increasing slope (Fig. 3A) , and again, in the absence of data at low doses, profiles arise that can apparently be described by means of von Bertalanffy's equation (31).
If, when n, p and a are normal, the distribution of f is of a domain [0,∞), the increase of σ f produces the consequences shown in Fig. 3B , explainable as follows: Increasing σ f means increasing the interval of effective doses D e that corresponds, with finite probability, to a nominal dose D. Thus, a dose with a mean D will include, with finite probability, effective doses lower than the mean (D e <D), against which some cells that would die at a mean dose will now survive. But it will also include cases when D e >D, in which cells that would survive with the mean dose now die. As the increase in survival predominates at higher doses and that in mortality at lower doses, maximum mortality decreases, and a dose interval occurs in which the superposition of both effects creates a brief response stabilisation and generates a DR profile of the same nature as one produced by a population with a bimodal sensitivity distribution.
The "bimodal" profile depends on the asymmetry and the standard deviation of f, and varies little, whether f has a log-normal or a Weibull distribution (both are asymmetrical, and both biased to the right if the mean is low, as is the case given definition (29)). In addition, and due to reasons formally analogue to those discussed in the preceding paragraph, the same type of profile appears, even if the distribution of f is symmetrical, when at least one of the remaining factors (n, p or a) is considered to have an asymmetrical distribution.
Should this profile be considered artefactual? Since its key is the random nature of f, it should be remembered that the notion of molecular activity is assimilable to the notion of an internal energy, which -like the average rate in a system of particles, described by a Maxwell distribution-is a random variable. In the usual DR experiments, the distributions of f will tend to be not very asymmetrical, given the moderation of the conditions and the presumably high means of factors such as n, a and p, whose distributions, even when they are Weibull or log-normal, will be close to a normal distribution. Thus, and as the "bimodal" profile smoothes out as σ f decreases (Fig. 3B) , in practice it may often be hidden by experimental error. Nevertheless, it will probably show up in the case of complex effectors that can adopt many states conditioned by variables such as temperature or pH. The states of ionisation in lateral chains of protein molecules could be an example of this, and in fact, we will present experimental evidence, repeatedly obtained with nisin, that show a small wave at the beginning of the logistic profile, very similar to the wave in Fig. 3B .
3: Fits of the descriptive models to the results of the generative model.
The suitability of the models in Table 2 1: Apart from the expected lack of fitting (since they do not meet the conditions K≤1 and R 0 =0) of the models in Table 1 in all cases, von Bertalanffy's equation (31) also fails in the case of P1 and P5 profiles, in spite of its previously mentioned apparent suitability.
2: P6 "bimodal" profiles provide a satisfactory fit for the sum of two equations in the same way, with different parameters. Thus, taking the Weibull model (which provides the best fit) as our example, we would have:
3: A general selection criteria based on the correlation coefficient between expected and observed values in all cases would provide the increasing order: log-logistic (LL) < Gompertz (G) < logistic (L) < Weibull (W), which, however, does not reflect the precision of the estimations of such an important parameter as m, which in the case of Gompertz's equation can be underestimed by 50%. A stricter analysis can be based on the fact that with 10,000 cells, the generative model produces stable values (i.e. populational values, equivalent to excluding experimental error), and hence the residual distributions (expected values minus observed values) only describe cases of lack of fit that can be attributed to the unadequacy of the models. Fig. 6 shows such residual distributions in two typical cases, and demonstrates (apart from the absolute values) its lack of a random nature along the D axis, as well as the fact that residues from different models "couple" or not, according to the DR profile being considered. This means that, in spite of an initial satisfactory fit of any of the descriptive models to all the profiles, none of them exactly translates the simulations of the generative model. If the realism of the latter is accepted, the conclusion is that none of the equations is a rigorous DR model, and that all of them, although good operative models, can produce biases in parametric estimations. Finally, if a normal random error that has been simulated with a realistic variance with an experimental perspective is added to the response, the variability of the estimations increases in every equation as well as between the different equations.
Under such conditions, the most acceptable model is simply the most robust, i.e., the one whose estimations are most independent of the distributions supposed for the factors that determine the response. Due to its importance in the DR analysis, and its low sensitivity to experimental error, the parameter m is in this regard a good criterion. Its application leads to the order G<<L<LL≈W, whilst the introduction of a moderate experimental error increases the differences between them but does not modify their order. Thus, for example, 100 estimations of m in the profile P3, under a normal homoscedastic error with a standard deviation equivalent to 5% of the maximum response, produce variation coefficients of 7.6 (W) , 8.0 (LL) , 10.6 (L) and 15.7 (G) %. Everything indicates, therefore, that the most robust model is the Weibull model, and that Gompertz's can be excluded, as under any hypothesis does it improve on the other models. The main reason for not omitting the logistic equation will now be discussed.
4: Advantages of the logistic model, and several additional modifications.
The main advantage of the logistic equation is to be found in the meaning of its parameters, which represent concepts that are directly applicable to DR analysis. According to the results of the generative model, m can be understood as the inverse of the affinity between the effector and the receptor, a magnitude that decreases when the probability of interaction between them increases; µ is the set of factors that define cell susceptibility, which increases with the number of active receptors in each cell, and K represents the efficiency of the effector, taken as the accumulated total of the affected cells. Thus, the logistic structure facilitates the introduction of response-modifying terms, to which a precise factual significance can also be attributed. In effect, if we abbreviate the equation (2), making only its parameters explicit:
diverse modifications of the response due to interactions of the effector or receptors with other factors can be easily defined, providing that:
a) The effects on the response can be represented by means of terms such as:
where X is the concentration of the modifying factor, and b a coefficient with the dimensions of a reciprocal concentration. Naturally, b=0 or X=0 ⇒ B=1. Thus, variations in the response attributable to a factor X can be typified according to the criteria in Table 5 . The analysis presents a clear formal analogy with that of enzyme inhibition mechanisms (competitive, uncompetitive, acompetitive, by substrate), by means of the well known modifications of the Michaelis-Menten model. And such an analogy suggests that -as in inhibition by substrate-the concentration of the effector itself might also act here as a response-modifying factor, and hence the dose (D) would substitute the concentration of the modifier (X) in (34), which would then become:
allowing six more cases similar to the cases in Table 5 to be defined, by replacing B with A.
These twelve situations are plausible, can be simulated in the generative model, and for some of them empirical evidence will be put forward. To continue with the formal discussion, it can be noted that there appears to be no doubt as to the interactions between two effectors described in Table 5 : they can be accounted for by numerous chemical and biochemical mechanisms, and their empirical detection is only a matter of carrying out several DR series with one effector, in the presence of an increasing level of a second. The analysis can be limited to comparisons similar to those in Fig. 7 , or the bivariate character of the system can be assumed (see Fig. 9 ), if the parameters of the corresponding equation in Table 5 are calculated by any nonlinear fit method, in all the combinations of both factors that have been assayed. The problem becomes more complicated if the modifier is the effector itself, a hypothesis under which the analysis of the six plausible cases (Fig. 7) allows us to establish that: 5: Empirical evidences.
5.1: Self-inhibition and interactions between two effectors
The last six functions discussed describe, then, effectors with second order actions, classified as either self-stimulating or self-depressor with an effect on different parameters of the primary response. It is difficult to decide whether all of them correspond to actual facts; but, returning to the analogy with enzyme inhibition by substrate, in some cases at least it would be possible to propose explanatory mechanisms, such as the modification of the diffusional attributes of the medium by the effector, or the existence of different types of cell receptors with a different effect on mortality. Given the profiles of the resulting functions, the cases least likely to go unnoticed are those where selfinhibition of the efficiency or the affinity occurs, because they can create difficulties that are much more evident than the rest when an attempt is made to fit them to the usual equations. This is:
In fact, in a previous study [26] focused on the bioassay of nisin and lactic acid against the bacteria Leuconostoc mesenteroides sp. lysis, we find that:
a) The effect of nisin (Fig. 8A ) could be satisfactorily described by a logistic equation, modified as shown in Table 2 .
b) The effect of lactic acid (Fig. 8B) could be fitted to an equation like (36).
c) The total effect of lactic acid (L) and nisin (N) was accounted for, if we admit that L affected the parameters K and µ of the equation corresponding to the effect of N, and that N affected the parameter µ of the equation corresponding to the effect of L. In the shortened notation we have been using since (27) , the description ( Fig. 9 ) could be formulated, with φ N and φ L being logistic functions, as:
When we carried out this study we checked, on the other hand, that none of the remaining options here discussed provided satisfactory results, nor permitted the formulation of a combined model such as (38).
5.2: "Bimodal" profiles
The discussion in point 2.4 about this type of profiles was in part suggested by their persistent detection in the bioassay of bacteriocins against indicator microorganisms such as Leuconostoc mesenteroides and Carnobacterium piscicola. Although the anomaly was of little quantitative importance ( Fig. 10 shows two representative examples) and could be treated as an experimental error without seriously affecting the RD 50 , its systematic character seems to require some other explanation, perhaps similar to the one suggested in the above-mentioned section. As the examples in Fig. 10 correspond to impure extracts of bacteriocins, it could be assumed that their peculiar profiles derive from the purely additive effect of two effectors. However, analogue profiles are also obtained with pure nisin. Thus, the interpretation based upon the distribution of states of the effector would lead us to expect the effect to be sensitive to temperature, a sensitivity that was examined by carrying out, in quadruplicate, three simultaneous assays at 25, 30 and 35º C, with increasing doses of pure nisin and in strictly equivalent conditions with regard to the remaining variables.
The results are shown in Fig. 11 , and although again they are not very spectacular in quantitative terms, they confirm the tendency expected with the increase in temperature, for which we can find no explanation other than the above-mentioned hypothesis of the distribution of the states of the effector. figure 5) to the four models indicated, according to the modified expressions in table 2. K: maximum response; RD 50 and m: doses for a semimaximum response in the generative and descriptive models, respectively; r: correlation coefficient between expected and observed results. In the case of the "bimodal" profile (P6), the parameters corresponding to the second sumands of the equations, which are the most interesting in the DR analysis, are given. Murado et al., Figure 8 -37- 
