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Abstract
In the present study, we investigate the symmetry groups of Benney equations in Lagrangian variables in
the form of the system of the nonlinear integro-di3erential equations. We obtain the Lie point symmetries by
using the invariance criterion for a speci5c type of integro-di3erential equation and 5nd some reduced forms
that have fewer independent variables by using the symmetry groups.
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1. Introduction
The main purpose of the work is to study the symmetry group properties of the Benney system
in the Lagrangian variables and to obtain the similarity reduced forms based on the Lie point
symmetries. The detailed investigation of symmetry group properties and the reduced forms are
expected to be helpful in investigating the invariant solutions of Benney equations.
In spite of the fact that the classical analysis of the Lie group theory has an important role for
investigating solutions of di3erential equations, it is not applicable to systems of integro-di3erential
equations (IDE). The main di;culty of the application of Lie’s in5nitesimal techniques to these
systems is their nonlocality, and there is no general method for solving determining equations
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resulting from invariance conditions for these equations under the Lie group transformations [2,6,11,12].
There have been relatively few studies related to investigating symmetry groups of systems of
IDE. Meleshko [10] has investigated the symmetry group properties of one-dimensional viscoelastic
medium that is in the form of the Volterra-type integral equation using the canonical multiplication
law and obtained a symmetry group classi5cation due to the kernel function of the Volterra-type
integral equation and the free term of the governing equation. The method used these studies is
based on the fact that one considers the determining equations on any solution at any point at
any time; for example, at initial time t0. Here, it is very important to have an existence of a
solution of the Cauchy problem, which allows splitting determining equations. ,Ozer [13,14] has
studied symmetry group properties of nonlocal elasticity equations that are in the form of system
of integro-di3erential equations. In these studies, the nonlocal elasticity equations are in the form
of Fredholm-type integro-di3erential equations. In addition, ,Ozer [15] has also investigated symme-
try group properties of two-dimensional elastodynamics problem of nonlocal continuum mechanics
and obtained a classi5cation due to the kernel function and the free term. Krasnoslobodtsev [8]
has studied symmetry groups of the Benney equations in Eulerian formalism and obtained some
invariant solutions using the method of moments. He has performed an appropriate symmetry group
analysis of Benney equations and its modi5cations and presented the relationship between the so-
lutions to gas dynamics and rari5ed plasma equations and inhomogeneous shallow water theory.
The method of moments is one of the important approaches used in 5nding symmetry groups of
integro-di3erential equations, which is based on the fact that the basic system of integro-di3erential
equation, which includes a distribution function and the moments of this function, is reduced to
an in5nite system of di3erential equations by using the moments. Ibragimov et al. [7] have in-
vestigated in5nite symmetry Lie algebra of Benney system by using the canonical multiplication
law.
Taranov [18] has studied the symmetry groups of integro-di3erential equations. In his approach,
the 5rst step in this approach is to 5nd the symmetries of the equation dependent on 5nite number
of variables. The symmetries of the system of integro-di3erential equations are obtained by ap-
proaching the number of variables to in5nity. Bobylev [3] has studied the symmetry groups of the
integro-di3erential equations. He has obtained all symmetry groups of the Boltzmann equation and
examined some invariant solutions by using its Lie point symmetries. This approach in his study is
based on the assumption that one can restrict the determining equations to the subset of the solution
of integro-di3erential equation determined by the initial conditions. Chetverikov and Kudryavtsev
[4] have written an important article on the subject. The method in their study consists in reduc-
ing an integro-di3erential equation to a system of boundary di3erential equation and in computing
symmetries and conservation laws for the system of integro-di3erential equations. Roberts [17] and
Zawistowski [20] have obtained the Lie point symmetries of one-dimensional Vlasov–Maxwell equa-
tions. Roberts has also studied the general similarity reduced forms of the one-dimensional coupled
Vlasov–Maxwell equations for the cases of one species and multi-species.
In Section 2, we introduce brieLy some derivations between the Benney equations and shallow-water
equations in order to understand the general mathematical and physical characteristics of these equa-
tions. We 5rst present the general properties of the approach to be used to calculate symmetry groups
of equations and then the calculations of the Lie point symmetries of Benney system in Section 3.
The general reduced forms are investigated by using Lie point symmetries in Section 4. Section 5
is a summary and discussion.
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2. Benney equations in Lagrangian variables
The Benney equations, which are derived from the two-dimensional time-dependent motion of an
inviscid homogeneous Luid in a gravitational 5eld by assuming the depth of the Luid to be small
compared to the horizontal wavelengths considered, are expressed as
@u(x; y; t)
@t
+ u(x; y; t)
@u(x; y; t)
@x
− @u(x; y; t)
@y
∫ y
0
@u(x; ; t)
@x
d+
@h(x; t)
@x
= 0;
@h(x; t)
@t
+
@
@x
∫ h
0
u(x; ; t) d= 0; (2.1)
where y=0 is the rigid bottom, y=h(x; t) is the free surface, and u(x; y; t) is the horizontal velocity
component. In this case, if the horizontal velocity component u is independent of height h, and
then Eq. (2.1) reduces to the equations in the classical water theory corresponding to the case of
irrotational motion. The corresponding wave motion is determined by the nonlinear shallow-water
equations
ht(x; t) + u(x; t)hx(x; t) + h(x; t)ux(x; t) = 0;
ut(x; t) + u(x; t)ux(x; t) + hx(x; t) = 0; (2.2)
where u is the horizontal velocity component, and h is the height. Benney [1] has introduced an
in5nite number of conservation laws for Eqs. (2.1) as an unclosed set of equations for the moments
for the unknown functions u(x; y; t), h(x; t) called fully-nonlinear long-wave equations
@An
@t
+
@An+1
@x
+ nAn−1
@A0
@x
= 0; An =
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0
un(x; y; t) dy; n= 0; 1; 2; : : : : (2.3)
Gibbons [5], Kupershmidt et al. [9], and Zakharov [19] have presented Eq. (2.3) as a Hamiltonian
system
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∫
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f dv dx +
1
2
∫ (∫
f dv
)2
dx =
1
2
∫
A2 + A20 dx; (2.4)
generates the following equation:
@f(x; t; v)
@t
+ v
@f(x; t; v)
@x
− @f(x; t; v)
@v
@A0(x; t)
@x
= 0; A0(x; t) =
∫ ∞
−∞
f(x; t; v) dv (2.5)
and a set of moment equations of (2.5) that corresponds to the Benney (kinetic) equations. In (2.5)
f is the distribution function, v is the horizontal component of the Low velocity. If we consider Eq.
(2.3) is a system of equations for moments Ai of the distribution function f satisfying (2.5) then
A0 is obtained from the de5nition of moments Ai [1,5,7–9] and [19] de5ned as
Ai(x; t) =
∫ ∞
−∞
vif(x; t; v) dv; i = 0; 1; 2; : : : : (2.6)
The symmetry group properties of the system of integro-di3erential equations (2.5) were 5rst in-
vestigated by Krasnoslobodtsev [8] and Ibragimov et al. [7] as mentioned in the introduction sec-
tion. In this study, we deal with the new system of coupled nonlinear integro-di3erential equations
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corresponding to the Benney equations in Lagrangian variables obtained by using the expression
v= V (x; t; u) (2.7)
in (2.5), which is presented in the following form 5rst stated by Zakharov [19] and mentioned by
Ibragimov et al. [7]:
@f(x; t; u)
@t
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+ V (x; t; u)
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@x
+
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@x
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A0(x; t)−
∫ ∞
−∞
@V (x; t; u)
@u
f(x; t; u) du= 0; (2.8)
where u is the Lagrangian velocity, x is the spatial coordinate, and t is time.
3. A method for investigating symmetry groups of an integro-dierential equation and Lie point
symmetries of Benney equations in the Lagrangian description
Let us consider a scalar kth-order IDE represented by∏(
x; u; u
1
; : : : ; u
k
)
+
∫
dx
∏ˆ(
x; u; u
1
; : : : ; u
k
)
= 0: (3.1)
x= (x1; x2; : : : ; xm) denotes m independent variables, u denotes set of dependent variable (di3erential
variable), and u
j
denotes the set of all jth-order partial derivatives (successive derivatives) of u with
respect to x; the coordinate of u
j
corresponding to @ju=@xi1@xi2 : : : @xij is denoted by ui1i2···ij ; ij =
1; 2; : : : m. The in5nitesimal generator of one-parameter Lie groups of transformations for Eq. (3.1)
is
X = i(x; u)
@
@xi
+ (x; u)
@
@u
; (3.2)
where i(x; u) and (x; u) are the in5nitesimals of (3.2), and the kth prolongation of the in5nitesimal
generator (3.2) is
X
k
= X + (1)i
(
x; u; u
1
) @
@ui
+ · · ·+ (k)i1i2···ik
(
x; u; u
1
; : : : ; u
k
)
@
@ui1i2···ik
; (3.3)
where
(1)

i
= Di− (Dij)uj; i = 1; 2; : : : ; m;
...
(k)

i1···ik
= Di
(k−1)

i1i2···ik−1
− (Dik j)ui1i2···ik−1j;
il = 1; 2; : : : ; m for l= 1; 2; : : : ; k with k = 2; 3; : : : (3.4)
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in terms of [(x; y); (x; y)], [(x; y) denotes (1(x; u); 2(x; y); : : : ; m(x; y)), and D is the total deriva-
tive operator de5ned as
Di =
D
Dxi
=
@
@xi
+ ui
@
@u
+ uij
@
@uj
+ · · ·+ uii1i2···im
@
@ui1i2 :::im
+ · · · ;
ui =
@u
@xi
; i = 1; 2; : : : ; m: (3.5)
If we de5ne the change of the di3erential terms in Eq. (3.1),
P
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k
)
; (3.6)
then (3.6) can be written based on the prolongation of the in5nitesimal operator
P
∏
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)
+O(2); (3.7)
where  is a group parameter. Similarly, the di3erence between integral terms is
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This expression can be written in view of the prolongation of the in5nitesimal operator as
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where Di is the total derivative operator [15]. Thus, the in5nitesimal transformation of (3.1) due to
(3.7) and (3.9) is written as
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(3.10)
The invariant condition (3.10) was introduced by Roberts [17] and Zawistowski [20] for the inves-
tigation of symmetry group properties of the one-dimensional Vlasov–Maxwell equations. However,
this condition is derived for a speci5c type of integro-di3erential equations (3.1), which is appro-
priate form for the one-dimensional Vlasov–Maxwell equations [17,20] as well as one-dimensional
Benney equations [7,8]. Then they also can be applied to the system of integro-di3erential equations
in the form of system (2.8). But here it is required to modify the conditions by replacing the partial
derivatives in the integral term (3.10) with total derivatives. In addition, it is important to express
the di3erence between the invariance condition for the integral Noether theorem given by Ibragimov
[6] and conditions given by (3.9) and (3.10). In (3.9) and (3.10), the integration is carried out
with respect to a number of independent variables x in the integral term (3.1) but in the integral
Noether theorem, the invariant condition for the de5nite integrals is assumed; that is, the integration
is carried out for all of x for an arbitrary volume.
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To investigate the symmetry groups of Benney system, we 5rst construct the in5nitesimal operator
[2,6,11,12] and [16] for the system of nonlinear integro-di3erential equations (2.8). From the de5ni-
tion of the in5nitesimal operator (3.3) in the theory of Lie groups, we can write the corresponding
in5nitesimal operator as
X = t
@
@t
+ x
@
@x
+ u
@
@u
+ f
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@f
+ V
@
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+ A0
@
@A0
(3.11)
for independent variables x; u, and t and dependent variables f; V , and A0.Then the 5rst prolongation
of operator (3.11), in reference to (3.3), is written in the following form:
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where x; t ; u; f; V ; A0 are unknown functions of
 = (x; t; u; f; V; A0); = (x; t; u; f; V; A0) (3.13)
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In the present problem, we use the 5rst prolongation of the in5nitesimal operator since the system
of IDE has at most 5rst derivatives. By applying Eq. (3.12) to Eq. (2:8)1, we 5nd
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In these equations, 1 and 2 are arbitrary functions of the independent and dependent variables as
shown in Eqs. (3.15) and (3.16). Substituting the related expressions in (3.14) to (3.15), we obtain
the following expansion as a polynomial:
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In (3.17), the derivatives of dependent variables with respect to the independent variables
(fx; Vt; (A0)x, etc.) can be used as separate independent functions, and one can equate the coef-
5cients of various powers of the variables to zero in (3.17). As a result, we obtain the following
systems of PDE called determining equations:
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Similarly, from Eq. (3.16), we have
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@t
@f
@f
@t
+
@t
@A0
@A0
@t
+
@t
@V
@V
@t
)
− @V
@u
(
@u
@t
+
@u
@f
@f
@t
+
@u
@A0
@A0
@t
+
@u
@V
@V
@t
)
+V
@V
@x
+ V
(
@V
@x
+
@V
@f
@f
@x
+
@V
@V
@V
@x
+
@V
@A0
@A0
@x
− @V
@x
(
@x
@x
+
@x
@f
@f
@x
+
@x
@A0
@A0
@x
+
@x
@V
@V
@x
)
−@V
@t
(
@t
@x
+
@t
@f
@f
@x
+
@t
@A0
@A0
@x
+
@t
@V
@V
@x
)
− @V
@u
(
@u
@x
+
@u
@f
@f
@x
+
@u
@A0
@A0
@x
+
@u
@V
@V
@x
))
+
@A0
@x
+
@A0
@f
@f
@x
+
@A0
@V
@V
@x
+
@A0
@A0
@A0
@x
− @A0
@x
(
@x
@x
+
@x
@f
@f
@x
+
@x
@A0
@A0
@x
+
@x
@V
@V
@x
)
− @A0
@t
(
@t
@x
+
@t
@f
@f
@x
+
@t
@A0
@A0
@x
+
@t
@V
@V
@x
)
= 2
(
@V
@t
+ V
@V
@x
+
@A0
@x
)
(3.20)
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and the corresponding determining equations related to (3.20) are
@V
@t
+ V
@V
@x
+
@A0
@x
= 0;
@V
@f
= 0;
@V
@V
− @
t
@t
− V @
t
@x
= 2; (3.21)
@V
@A0
− @
t
@x
= 0;
@x
@t
− V − V @
V
@V
+ V
@x
@x
− @
A0
@V
=−2V; (3.22)
@u
@t
+ V
@u
@x
= 0; V
@V
@A0
+
@A0
@A0
− @
x
@x
= 2: (3.23)
From (3:19)1, (3:19)2, and (3:23)1 we 5nd that neither f nor u can be a function of independent
variables x and t. From (3:21)2, V cannot be a function of f. For the symmetry group analysis of
(2:8)3, we consider the group transformation expression presented in the previous section. Due to
expression (3.10), (2:8)3 can be written in the following form as the nonlocal determining equation:
A0 −
∫ ∞
−∞
[(
@V
@u
+
@V
@f
@f
@u
+
@V
@V
@V
@u
+
@V
@A0
@A0
@v
− @V
@x
(
@x
@u
+
@x
@f
@f
@u
+
@x
@A0
@A0
@u
+
@x
@V
@V
@u
)
− @V
@t
(
@t
@u
+
@t
@f
@f
@u
+
@t
@A0
@A0
@u
+
@t
@V
@V
@u
)
− @V
@u
(
@u
@u
+
@u
@f
@f
@u
+
@u
@A0
@A0
@u
+
@u
@V
@V
@u
))
+
@V
@u
f
]
f du= 1(t; x; u; f; V; A0)
(
A0 −
∫ ∞
−∞
@V
@u
f du
)
; (3.24)
where 1 is an arbitrary function of independent and dependent variables.
From the nonlocal determining Eq. (3.24) and local determining Eqs. (3.17) and (3.20), one can
5nd that
@x
@f
=
@x
@V
=
@x
@A0
=
@t
@f
=
@t
@V
=
@t
@A0
=
@u
@f
=
@u
@V
=
@u
@A0
= 0: (3.25)
In addition, from the nonlocal determining Eq. (3.24), we say that V cannot be a function of u and
must be a linear function of V ; that is,
V = c2(x; t)V + c3(x; t); (3.26)
where c2(x; t) and c3(x; t) are arbitrary functions, and it is clear that 1 cannot be a function of f,
and f must be a linear function of f as below:
f = c1f; (3.27)
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where c1 is an arbitrary constant. Again using the nonlocal determining Eq. (3.24) we 5nd the
following relation showing that 1 must only be a function of x and t:
c2(x; t) + c1 = 1(x; t): (3.28)
From Eq. (3:21)1 we 5nd that c2(x; t) must be independent of x, and c3(x; t) must be independent
of t in the following forms:
c2(t) = c3t + c4; c3(x) =−c3x + c4: (3.29)
By relation (3:21)3 we 5nd
@t
@t
= c3t + c4 − 2(t); (3.30)
and using relation (3:22)2 we obtain
x = (c5 − c3x)t + (3c3t + 2c4 − 2(t)x + c6(t)); (3.31)
where c4; c3, and c5 are arbitrary constants and c6(t) is an arbitrary function. From (3:23)2 we obtain
1(t) = 4c3t + 2c4; (3.32)
and from (3:10)1 we obtain
1(t)− 2(t) = c1 − c3t − c4 and t = (c4 − 2(t))t + c7; (3.33)
where c7 is an arbitrary constant. Using the remaining determining Eq. (3:18)2, we 5nd that c3 must
be zero, c4 must be equal to c1; and 1(t), 1(t), 2(t) and c6(t) functions must be constant. Here,
one can see that the function u cannot be a function of independent variables x; t, and dependent
variables f; A0 and must be an arbitrary function of the independent variable u by using Eq. (3:23)1
that is the last determining equation related to the function u. In other words, we cannot de5ne
the function u explicitly similar to the functions x; t ; f; A0 , and V . If we again use all local
determining Eqs. (3.18), (3.19) and (3.21)–(3.23) together with the results that we have found so
far, we then reach the following results based on the new arbitrary constants such as a1, a2, a3, a4
and a5.
f = a1f; A0 = 2a1A0; V = a1V + a2;
x = a2t + (2a1 − a3)x + a4; t = (a1 − a3)t + a5; u = g(u); (3.34)
where g(u) is an arbitrary function. The results (3.34) present that the Benney equations in La-
grangian variables have a 5ve-parameter linear vector space and in5nite dimension subalgebra with
the generator X∞ = g(u)@u. This result is compatible with the result obtained for the analogous
system of integro-di3erential equations describing collisionless nonrelativistic electron gas for the
transition to Lagrangian variables [6, Vol. II], which has an in5nite-dimensional subgroup. However,
it is worthwhile to point out that Benney system in Eulerian description [7,8] does not consist of
an in5nite-dimensional subgroup that Benney system in Lagrangian variables has. Symmetry groups
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Table 1
Commutators table
Operators X1 X2 X3 X4 X5 X∞
X1 0 −X2 −X3 0 −2X5 0
X2 X2 0 0 −X2 0 0
X3 X3 0 0 0 0 0
X4 0 X2 0 0 X5 0
X5 2X5 0 0 −X5 0 0
X∞ 0 0 0 0 0 0
corresponding to the in5nitesimal operators are shown below:
X1 = 2A0@A0 + f@f + V@V + 2x@x + t@t ;
X2 = @t;
X3 = @V + t@x;
X4 =−x@x − t@t ;
X5 = @x;
X∞ = g(u)@u: (3.35)
Furthermore, from the theory of Lie groups, we say that the in5nitesimal operators should form
Lie algebra and the set of operators should be closed under the following commutators table, which
is an additional structure de5ned on the linear vector space by using Lie bracket de5ned as
[Xi; Xj] = XiXj − XjXi; i; j = 1; 2; : : : : (3.36)
From Table 1, one can see easily that the properties mentioned above are satis5ed for our case.
4. The general similarity reduced forms
The symmetry groups (3.35) give us an important property to obtain the general similarity forms
of the Benney equations in Lagrangian variables. In the symmetry group analysis of di3erential
equations, one may reduce the number of independent variables of the di3erential equations by one,
using their symmetry groups. Then the reduced forms of the di3erential equations are expected to
be helpful in investigating similarity solutions of the original di3erential equations. For this purpose,
we 5rst construct the characteristic equations due to their symmetry groups. Then from (3.34), the
characteristic equations are written in the following form:
dx
a2t + (2a1 − a3)x + a4 =
dt
(a1 − a3)t + a5 =
du
g(u)
=
df
a1f
;
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dx
a2t + (2a1 − a3)x + a4 =
dt
(a1 − a3)t + a5 =
du
g(u)
=
dA0
2a1A0
;
dx
a2t + (2a1 − a3)x + a4 =
dt
(a1 − a3)t + a5 =
du
g(u)
=
dV
a1V + a2
(4.1)
and the similarity variables can be calculated by using the integrating factor method. For the 5rst
similarity variable we write the integrating factor in the following form using the 5rst two terms in
the characteristic equation (4:1)1 and the 5rst similarity variable, respectively, as follows:
I = exp
(∫
− (2a1 − a3)
(a1 − a3)t + a5 dt
)
and 1 = xI −
∫
I
a2t + a4
(a1 − a3)t + a5 dt: (4.2)
The second similarity variable and the similarity forms for the dependent variables f; V and A0 can
be calculated like the 5rst similarity variable. Then one may write the general forms of the similarity
variables and similarity forms for a1 = a3 and a5 = 0 as
1 = x exp
(∫
(a3 − 2a1)dt
(a1 − a3)t + a5
)
−
∫
exp
(∫
(a3 − 2a1)dt
(a1 − a3)t + a5
)
(a2t + a4)
(a1 − a3)t + a5 dt;
2 = [(a1 − a3)t + a5](a1−a3)−1 exp
(
−
∫
du
g(u)
)
;
f(x; t; u) = exp
(∫
a1 dt
(a1 − a3)t + a5
)
f˜(1; 2); A0(x; t) = exp
(∫
2a1 dt
(a1 − a3)t + a5
)
A˜0(1);
V (x; t; u) = exp
(∫
a1dt
(a1 − a3)t + a5
)
V˜ (1; 2)
+exp
(∫
a1dt
(a1 − a3)t + a5
)∫ a2 exp
(∫ −a1dt
(a1 − a3)t + a5
)
(a1 − a3)t + a5 dt: (4.3)
Now one can obtain the similarity reductions forms of (2.8) by using (4.3); then the new reduced
equations have two independent similarity variables 1, 2; and three dependent similarity variables
f˜, V˜ , A˜0. In the study, we present some reduced forms and corresponding similarity variables and
similarity forms, based on the parameters a1; a2; a3; a4 and a5. The di3erent choices of these group
parameters allow us to 5nd di3erent forms of reduced equations.
All di3erent cases are shown below:
(1) Case: a3 = 2a1, a1 = a3, a1 = 0.
The reduced forms:
(a3 − 2a1)1 @f˜(1; 2)@1 + 2
@f˜(1; 2)
@2
+ V˜ (1; 2)
@f˜(1; 2)
@1
+ a1f˜(1; 2) = 0;
(a3 − 2a1)1 @V˜ (1; 2)@1 + 2
@V˜ (1; 2)
@2
+ V˜ (1; 2)
@V˜ (1; 2)
@1
+
dA˜0(1)
d1
+ a1V˜ (1; 2) = 0;
A˜0(1)−
∫ ∞
−∞
@V˜ (1; 2)
@2
f˜(1; 2) d2 = 0 (4.4)
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and similarity variables and similarity forms:
1 = x[(a1 − a3)t + a5](a3−2a1)(a1−a3)−1
− a2a−11
[(
−a1a4 + a2a5
(2a1 − a3) − t
)
(a5 + (a1 − a3)t)−(2a1−a3)=(a1−a3)
]
;
2 = [(a1 − a3)t + a5](a1−a3)−1 exp
(
−
∫
du
g (u)
)
;
f(x; t; u) = [(a1 − a3)t + a5]a1(a1−a3)−1f˜(1; 2);
V (x; t; u) = [(a1 − a3)t + a5]a1(a1−a3)−1V˜ (1; 2)− a2a−11 ;
A0(x; t) = [(a1 − a3)t + a5]2a1(a1−a3)−1A˜0(1): (4.5)
(2) Case: a1 = a3 = 0, a5 = 0.
The reduced forms:
@f˜(1; 2)
@1
+ 2V˜ (1; 2)
@f˜(1; 2)
@2
+ a1V˜ (1; 2)f˜(1; 2) = 0;
@V˜ (1; 2)
@1
+ 2V˜ (1; 2)
@V˜ (1; 2)
@2
+ a1V˜ 2(1; 2) + 2a1A˜0(1) = 0;
A˜0(1)−
∫ ∞
−∞
@V˜ (1; 2)
@2
f˜(1; 2) d2 = 0 (4.6)
and similarity variables and similarity forms:
1 = t; 2 = [a1x + a2t + a4]a
−1
1 exp
(
−
∫
du
g(u)
)
;
f(x; t; u) = (a1x + a2t + a4)f˜(1; 2);
V (x; t; u) = (a1x + a2t + a4)V˜ (1; 2)− a2a−11 ;
A0(x; t) = (a1x + a2t + a4)2A˜0(1): (4.7)
(3) Case: a1 = 0, a3 = 2a1, a3 = 0.
The reduced forms:
a3(1 + a2a−23 )
@f˜(1; 2)
@1
+ 2
@f˜(1; 2)
@2
+ V˜ (1; 2)
@f˜ (1; 2)
@1
= 0;
a3(1 + a2a−23 )
@V˜ (1; 2)
@1
+ 2
@V˜ (1; 2)
@2
+ V˜ (1; 2)
@V˜ (1; 2)
@1
+
dA˜0(1)
d1
+ a2 = 0;
A˜0(1)−
∫ ∞
−∞
@V˜ (1; 2)
@2
f˜(1; 2) d2 = 0 (4.8)
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and similarity variables and similarity forms:
1 = x(a5 − a3t)−1 − a−23 (a3a4 + a2a5)(a5 − a3t)−1 − a2a−23 ln(a5 − a3t);
2 = (a5 − a3t)−a
−1
3 exp
(
−
∫
du
g(u)
)
;
f(x; t; u) = f˜(1; 2);
V (x; t; u) = V˜ (1; 2)− a2a−13 ln(a5 − a3t);
A0(x; t) = A˜0(1): (4.9)
(4) Case: a1 = a3 = 0, a5 = 0.
The reduced forms:
a11
@f˜(1; 2)
@1
− a5 @f˜(1; 2)@2 − a5V˜ (1; 2)
@f˜(1; 2)
@1
− a1f˜(1; 2) = 0;
a11
@f˜(1; 2)
@1
− a5 @V˜ (1; 2)@2 − a5V˜ (1; 2)
@V˜ (1; 2)
@1
− a1V˜ (1; 2)− a5 dA˜0(1)d1 = 0;
A˜0(1)−
∫ ∞
−∞
@V˜ (1; 2)
@2
f˜(1; 2) d2 = 0 (4.10)
and similarity variables and similarity forms:
1 = [x + a−21 a2a5 + a
−1
1 (a4 + a2t)] exp(−a1a−15 t);
2 = t − a5
∫
du
g(u)
;
f(x; t; u) = exp(a1a−15 t)f˜(1; 2);
V (x; t; u) = exp(a1a−15 t)V˜ (1; 2)− a2a−11 ;
A0(x; t) = exp(2a1a−15 t)A˜0(1): (4.11)
(5) Case: a3 = 2a1, a1 = 0.
The reduced forms:
a4
@f˜(1; 2)
@1
− 2 @f˜(1; 2)@2 − V˜ (1; 2)
@f˜(1; 2)
@1
− a1f˜(1; 2) = 0;
a4
@V˜ (1; 2)
@1
− 2 @V˜ (1; 2)@2 − V˜ (1; 2)
@V˜ (1; 2)
@1
− a1V˜ (1; 2)− dA˜0(1)d1 − a2a5 = 0;
A˜0(1)−
∫ ∞
−∞
@V˜ (1; 2)
@2
f˜(1; 2) d2 = 0 (4.12)
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and similarity variables and similarity forms:
1 = x + a2a−11 t + a
−2
1 (a1a4 + a2a5) ln(a5 − a1t); 2 = (a5 − a1t)−a
−1
1 exp
(
−
∫
du
g(u)
)
;
f(x; t; u) = (a5 − a1t)−1f˜(1; 2);
V (x; t; u) = (a5 − a1t)−1(a2t + V˜ (1; 2));
A0(x; t) = (a5 − a1t)−2A˜0(1): (4.13)
5. Concluding remarks
This study consists of four main parts. In the 5rst and second parts, we introduced the problem
itself, and the method for investigating symmetry groups of a system of IDE, respectively. In the third
part, we investigated symmetry groups of Benney equations in the Lagrangian variables based on the
invariance criterion developed for a speci5c type of IDE. After some complicated but straightforward
algebra, we obtained a 5ve-parameter linear vector space and in5nite dimension subalgebra with
the generator X∞ = g(u)@u of Benney system in Lagrangian variables, which g(u) is an arbitrary
function. We illustrated Lie algebra commutators in the table, and proved that the Lie algebra of
point group transformations of Benney equations, spanned by in5nitesimal generators, is solvable
and the commutators table is anti-symmetric. In the fourth part of the study, we obtained the general
similarity forms of the equations. Due to the symmetry groups, we showed that it is possible to
obtain 5ve types of reduced forms of the Benney system in the Lagrangian variables.
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