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Introduction
Background
The study of Diophantine equations is concerned with polynomial equations
and their solutions in number fields and number rings. This field of research is
thousands of years old. For example, triplets of integers x, y and z satisfying
the equation x2 + y2 = z2 have been studied in several ancient civilizations. A
first question can be whether a solution to such an equation exists at all. The
existence of solutions is usually proved by providing explicit values satisfying
the equation. Next, one can wonder about how many solutions there are and
if this number is finite or infinite. If on the other hand no solutions exist, one
would want a reason to explain their absence. It is this question with which we
concern ourselves in this thesis.
Let X be a scheme over a number field k for which we want to determine
whether X(k) is empty or not. A usually first step is to consider a completion kv
of k and note that if X(kv) is empty then so is X(k). For some schemes this is
all one needs to consider; the Hasse–Minkowski theorem states that for a hyper-
surface X ⊆ Pnk defined by a homogeneous quadric equation F ∈ k[x0, . . . , xn]
the set X(k) is non-empty precisely if X(kv) is non-empty for all completions kv
of v. For other schemes over k this need not be the case and several counter-
examples to this principle were published. Then in 1970 Manin [40] introduced
a technique which unified all these results. The technique he put forward is now
known as the Brauer–Manin obstruction.
Up to then all known examples of schemes X over the number field k for
which X(k)was emptywere either explained by the absence of local points or by
the Brauer–Manin obstruction. We now however know that the Brauer–Manin
obstruction is not sufficient to explain to the absence of integral points on all
schemes. When we restrict to certain subclasses of schemes, such as the quadric
hypersurfaces, there do exist positive results. For other types of schemes the
study of integral points is still ongoing. This thesis aims to add to the case of
surfaces, i.e. schemes of dimension two. Although there are still a lot of unan-
swered questions rational points on surfaces are relatively well understood. We
have for example the conjecture by Colliot-Thélène and Sansuc [14, page 174]
which states that the Brauer–Manin obstruction is the only one to the Hasse
principle on rational surfaces. So despite the many open problems there is an
v
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understanding of what the final results should be or at least in what type of lan-
guage they should be phrased.
Now let us turn our attention to integral points. There is no standard frame-
work yet for working with integral points on surfaces. Even on log rationally
connected surfaces, which are not unlike the rationally connected surface men-
tioned above, Manin’s technique does not have to exclude the existence of inte-
gral points, as was proved in [16]. In [32] a refined conjecture was put forward,
but for the slightly more complex class of log K3 surfaces no conjectures have
been formulated yet. In [35] new concepts were introduced to explain the ab-
sence of integral solutions. But again, these techniques do not explain all known
counter-examples. In the hope to find other techniques and terminology which
allow us to formulate reasonable conjectures we still need more examples of the
study of integral points on surfaces.
This thesis contributes in that sense to this field of research because one of the
main result is the existence of Brauer–Manin obstructions to the integral Hasse
principle. What makes these examples stand out is that these are of order 5, in
contrast to the previously known examples which are all of order 2 and 3.
Another important result is the uniform bound on the Brauer group of ample
log K3 surfaces. This result will help to understand the relevance of the Brauer–
Manin obstruction to integral points on such surfaces.
Overview
In the first chapter we recall general notions in the theory of the arithmetic of
schemes. We will for example define the ring of adelesAk associated to a number
field k. Now consider a scheme X over k. We will describe the elements of
the set of adelic points X(Ak) as tuples of points pv ∈ X(kv) indexed by all
completions kv of k. This induces an inclusion X(k) ⊆ X(Ak) which could be
used to prove that X(k) is empty. The celebrated Hasse–Minkowski theorem
can now be rephrased by saying that this technique is all one needs for quadric
hypersurface; consider a projective scheme X ⊆ Pdk over a number field defined
by a homogeneous quadratic equation. The set X(k) is empty precisely if the
set X(Ak) is empty. One says that quadratic forms satisfy the Hasse principle.
For other schemes it is however possible that the set of adelic points is non-
empty, but that there are no k-points on X. In this case, one could consider the
Brauer group of X. This invariant of schemes can be useful in the following way.
Any element A ∈ BrX defines an intermediate subset
X(k) ⊆ X(Ak)A ⊆ X(Ak).
If this explains the absence of rational points one says that there is a Brauer–
Manin obstruction to the Hasse principle.
It was recognized in [17] that these techniques can be adapted to explain the
absence of Ok-points for a scheme X defined over Ok. In this case one defines
vi
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the ring of integral adeles Ak,∞ of k. For classes of schemes over Ok we have
the integral Hasse principle which says that X (Ok) is empty precisely if X (Ak,∞)
is empty. Again, if X (Ok) is non-empty then so is X (Ak,∞) since we have an
inclusion X (Ok) ⊆ X (Ak,∞). Also, for any element A ∈ BrX of the Brauer
group of the generic fibre X = Xk we have an intermediate subset
X (Ok) ⊆ X (Ak,∞)A ⊆ X(Ak,∞).
We will use this chain of inclusions to define the Brauer–Manin obstruction to the
integral Hasse principle.
There are many sources which offer a more complete treatise on the arith-
metic of schemes over number rings and number fields. See for example [46]
and the introduction in [32].
In the second chapter we review del Pezzo surfaces. We start by treating the sur-
faces studied by del Pezzo himself in [22] which we will call ordinary del Pezzo
surfaces. The most common extension in the literature of these surfaces are the
generalized del Pezzo surfaces. These surfaces are also smooth and are indistin-
guishable from the ordinary del Pezzo surfaces if one only looks at the geomet-
ric Picard group. These two types of surfaces share many geometric properties,
one of which is the fact that the anticanonical map turns out to be a morphism
into projective space of relatively small dimension for both types of surfaces.
The difference is that this morphism is an isomorphism onto its image for pre-
cisely the ordinary del Pezzo surfaces; for the generalized del Pezzo surfaces it
will merely be a birational morphism onto its image. This brings us to the last
common type of del Pezzo surface to be studied in literature. A singular del Pezzo
surface is the image of a generalized del Pezzo surface under this morphism to
projective space.
This chapter also contains the new concept of peculiar del Pezzo surfaces. This
novel type of surface fits in between the generalized and singular del Pezzo
surfaces in the following manner. A generalized del Pezzo surface X over an
algebraically closed field k admits a birational morphism π : X → P2 to the pro-
jective plane. Let Y ⊆ Pd be the image of X under the anticanonical morphism
to Pd, i.e. the singular del Pezzo surface associated to X. The composition of π
with the birational inverse of the anticanonical morphism X → Y produces a bi-
rational mapY ￿￿￿ P2. Let us consider a splitting of themorphism X → X￿ → Y
into two birational morphisms. For each such splitting we have a birational
map X￿ ￿￿￿ P2. A peculiar del Pezzo surface is the minimal X￿ such that X￿ ￿￿￿ P2
is a morphism, i.e. π factors through X￿.
We will prove that the generalized del Pezzo surface X, the peculiar del
Pezzo surface X￿, and the singular del Pezzo surface Y all determine each other.
The main advantage is that a peculiar del Pezzo surface has a rather direct geo-
metric construction; any peculiar del Pezzo surface is the blowup of the projec-
tive plane in a, possibly non-reduced, zero-dimensional scheme. In this manner,
many geometric properties of X, X￿ and Y could be described in terms of this
vii
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zero-dimensional scheme on P2. This allows one to solve problems concerning
del Pezzo surfaces using the language of points and curves on the projective
plane.
In the third chapter we change our attention to log K3 surfaces over a num-
ber field k and specially those of ample type. A particular straightforward way
to construct such a surface U is by considering a projectively embedded ordi-
nary del Pezzo surface X ⊆ Pd and taking the complement of a hyperplane,
i.e. U = Ad ∩ X. We present the results from the author’s work joint with Mar-
tin Bright [10]. The main theorem in this chapter is that the Brauer group of such
surfaces over k are uniformly bounded in the sense that # (BrU/Br k) < C. We
will show that the constant C only depends on the degree of the number field k.
This result is particularly encouraging with a view towards Várilly-Alvarado’s
conjecture [56, Conjectures 4.5, 4.6] which states that such a bound should exist
for proper K3 surfaces, another class of log K3 surfaces which is disjoint from
the ample log K3 surfaces considered in this chapter.
The fourth chapter presents another novel result of the author. It exhibits Brauer–
Manin obstructions of order 5 to the integral Hasse principle. These examples
are particularly interesting since all other known examples of the Brauer–Manin
obstruction, be it to weak approximation or to any form of the Hasse principle,
are all of either order 2 or order 3.
These examples arise from an element A of order 5 in the Brauer group BrU
of the ample log K3 surface U over Q. Note however that the set of integral
points on the scheme U over Q is not well-defined. It depends on the choice
of model U of U, by which we mean a scheme U over Z whose fibre UQ is
isomorphic to U.
A model is often chosen by writing down explicit equations with integral
coefficients. For example, homogeneous equations with integral coefficients de-
fine a projective scheme over Z. The situation is made even more complicated
by the fact that we are dealing with affine schemes. Again, one could simply
construct an affine scheme by supplying equations which now should be inho-
mogeneous. This was done for example in [16], [32], [35], [38], [15]. In each of
these papers the application of the Brauer–Manin obstruction to the existence of
integral points on certain ample log K3 surfaces is studied. For the examples of
Brauer–Manin obstructions to the integral Hasse principle in this thesis another
approach is used; we will study the set of integral points on a scheme U over Z
which is constructed using geometrical tools. This geometric construction will
allow for a relatively effortless study of the fibres U￿ of U over a prime ￿ ∈ Z. We
will use this to describe the set of integral adelic points U (AQ,∞) and compute
the subset U (AQ,∞)A corresponding to the class A ∈ BrU of order 5. This sub-
set contains the set U (Z) of integral points on U . We will give several explicit
examples for which U (AQ,∞)A and hence U (Z) is empty.
viii
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Notation and conventions
We list some basic notation and conventions which will reoccur throughout this
thesis. Some concepts will also be introduced in the text, but we include them
here as well for the reader’s convenience.
A ring is always assumed to be unitary. All rings will be commutative unless
stated otherwise.
A division ring is a, not necessarily commutative, ring where each non-zero
element has a multiplicative inverse.
Let R be a, not necessarily commutative, topological ring. A (left) R-module is
an abelian topological group together with a continuous left R-action. A (left) R-
algebra is a, not necessarily commutative, topological ring together with a con-
tinuous left R-action.
Let G be a topological group. A (left) G-module is a topological group with a
continuous left G-action. The notions of abelian G-modules and Z[G]-modules
are equivalent.
Whenever the topology on a ring, module or group is not explicitly stated,
we assume the topology to be discrete.
For a field kwewill write k¯ for a fixed algebraic closure and ksep for the sepa-
rable closure of k in k¯. The absolute Galois group of a field k is endowedwith the
profinite topology and this topological group is denoted by Gk = Gal(ksep/k).
The absolute Galois group of a finite field Fq is canonically isomorphic to ￿Z
and it is topologically generated by the Frobenius Frobq : F¯q → F¯q, x ￿→ xq.
A variety over a field k is a separated scheme of finite type over Spec k.
A curve over a field k is a variety over k of pure dimension 1, it need not be
irreducible, reduced or smooth.
A surface over a field k is a geometrically integral variety of dimension 2
over k.
A curve on a surface over a field k is a closed subscheme of the surface which
is a curve over k.
For a scheme X over a field k we will write XK for the base change X ×k K
for any field extension K of k. The notations Xsep and X¯ will be synonymous
for Xksep and Xk¯, respectively.
For a Cartier divisor D on a scheme X we will denote the associated line
bundle by L(D). It comes with a designated rational section denoted by 1D.
The rational section 1D extends to a global section precisely if D is effective.
ix
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The complete linear system of a line bundle L on a scheme X is denoted
by |L|X . We might suppress the scheme X in the subscript if it is clear from the
context. For a Cartier divisor D we write |D| for |L(D)|.
An integral variety X has a unique generic point η. The local ring OX,η is a
field which is called the function field of X and is denoted by κ(X).
The codimension of a point x on a scheme X is the dimension of the local
ring OX,x. The set of all points of codimension d is denoted by X(d).
The canonical bundle on a normal scheme X over a field k will be denoted
by ωX . The associated divisor class is KX , and by abuse of notation we also use
this notation to denote a divisor representing this class.
The category of abelian groups and group homomorphisms is denoted byAb.
The category of schemes and morphisms is denoted by Sch.
x
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Chapter 1
Brauer groups and the
Brauer–Manin obstruction
In this chapter we will review important concepts in the theory of rational and
integral points on schemes over number fields. We will start by describing sev-
eral types of adelic rings associated to number fields. These rings are useful
for studying all localizations kv of a number field k simultaneously. In a sim-
ilar manner one can study the kv-points on a scheme X for all completions kv
of the number field k at the same time consider the so-called adelic points on a
scheme X. This set will help us to study the set X(k). In particular, we find a
natural inclusion of the set of k-points on X in the adelic points.
In the cases where the set of adelic points is too big to yield information about
the set of k-points one can turn to the Brauer–Manin obstruction. This technique
uses the Brauer group of a scheme to identify a subset of the adelic points which
contains X(k). We will study the Brauer groups over schemes by first defining
the Brauer group of a field in terms of central simple algebras. The definition of
these algebras generalizes to sheaves of algebras on schemes. We will show that
the Brauer group of a scheme thus constructed coincides with the second étale
cohomology group of the scheme with values in Gm, assuming some conditions
which will not be too restrictive for our purposes.
We proceed by defining the so-called residue maps and stating some of their
relevant properties. These group homomorphism are an important tool in the
computation and understanding of Brauer groups of local rings and also Brauer
groups of schemes. These homomorphisms allow us to define the Brauer–Manin
obstruction discussed above.
In the last section of this chapter we review some technical results on Brauer
groups and residue maps which we will need throughout the thesis.
Very few results in this chapter are true for all schemes. The main goal will
be to study schemes defined by polynomial equations with coefficients in a field.
Such schemes will be called varieties. There are however a variety of definitions
1
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1.1. ADELIC POINTS, WEAK AND STRONG APPROXIMATION
in use for this type of scheme. To avoid ambiguity we will fix the definition here
for the remainder of the thesis.
DEFINITION 1.0.1. Let k be a field. A variety over k is a scheme over k which is
separated and of finite type over k.
1.1 Adelic points, weak and strong approximation
Let k be a number field and denote the set of all non-trivial places of k byΩk. This
set splits into the non-archimedean places Ωfink and the archimedean places Ω
∞
k .
For a finite subset S ⊆ Ωk wewriteOk,S or simplyOS for the elements of kwhich
are v-integral for all finite v ￿∈ S. In the case that S contains no finite places we
recover the ring of integers Ok of k.
For a non-archimedean place v of k we write kv for the completion of k at v
and Ov for the v-integral elements in kv. We will endow both kv and Ov with
the v-adic topology, which gives them the structure of topological rings.
Wewill study the rational points of a scheme X over k by considering the sets
of points X(kv) for all v ∈ Ωk. We would like to study these sets of points simul-
taneously, but this approach loses too much of the global structure of X(k). This
is reminiscent of the fact that the product of all kv does not reflect the important
property that an element of k is v-integral for all but finitely many places v. This
can be remedied by considering the elements in ∏v kv which are v-integral for
almost all v. The following definition constructs this ring using the restricted
product [12, Section 13], which also incorporates the topologies on the respec-
tive completions of k and Ok.
DEFINITION 1.1.1. Let k be a number field and let T ⊆ Ωk be a finite set of places
of k. The ring of T-adeles of k is the ring defined as the restricted product
ATk := ∏￿
v∈Ωk\T
(kv,Ov)
with respect to the integral elements Ov ⊆ kv for all finite places v. We will en-
dowATk with the restricted product topology, which makes it into a topological
ring.
If T is empty we suppress it in the notation and the terminology and we find
the ring of adelesAk of k.
We will often identifyAk with the subset of elements in ∏v∈Ωk kv which are
integral at all but finitely many places. Note that this product and its subsetAk
are topological spaces, and that the inclusion is continuous, but the topology on
the ring of adeles will be finer than the subspace topology.
For some applications we will be interested in adeles of k which are integral
outside of a given set of places.
DEFINITION 1.1.2. Let S be a finite set of places of a number field k such that the
archimedean places Ω∞k are contained in S. We define the integral adelic points
2
6B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 1. BRAUER GROUPS
of k away from S as
Ak,S :=∏
v∈S
kv × ∏
v∈Ωk\S
Ov.
For a finite set T ⊆ Ωk we can repeat the above construction while ignoring
any primes in T. This produces the set ATk,S of integral T-adelic points of k away
from S.
The set Ak,S is a subset of both Ak and ∏v kv. If we endow Ak,S with the
product topology one can show that it is even an open subset of bothAk and the
product ∏v kv. This shows that the topology on Ak,S coincides with subspace
topology coming from either inclusion Ak,S ⊆ Ak and Ak,S ⊆ ∏v kv. Note the
contrast with the ring of adeles; the topology on Ak differs from the subspace
topology coming from the inclusionAk ⊆ ∏v kv.
The ring of adeles was defined to study rational points of a scheme X over k
since the collection of point sets X(kv) does potentially not contain enough of the
global structure of X(k). This can be done by looking at the set X(Ak) of adelic
points on X, which remembers more of the global structure of X(k) than the col-
lection of the X(kv). One possible setback is that a priori the topology on X(kv)
cannot be recovered from X(Ak). Let us recall how the topology on X(kv) is
defined. The idea is that for an affine scheme X of finite type over a topological
ring R one can identify X(R)with a subset of the R-points on an affine spaceAnR,
which is in bijection to Rn. Now we proceed by endowing Rn with the product
topology and X(R) with the subspace topology.
For a general finite type scheme over a topological ring R we cover X by
affine opens Xi. In this case we will require that R is local so as to ensure
that X(R) =
￿
Xi(R). Then we have topologies on the sets Xi(R) and these
topologies generate a topology on X(R) and this will be the topology we will
consider. One can show that this topology does not depend on the choice of the
affine covering and that a morphism of schemes X → Y over R induces a con-
tinuous map X(R) → Y(R). For more information and the statement that these
topologies are in some sense natural, one can consult [18].
To summarize, if R is a topological ring one can define a natural topology on
the set X(R) if X is affine over R, or R is a local ring and X is a separated scheme
of finite type over R. Note that these constructions do not allow us to topologize
the set of adelic points X(ATk ), unless X happens to be affine over A
T
k . The
following proposition shows however that the set of adelic points on a variety
admits a natural bijection to a set which comes with a topology.
PROPOSITION 1.1.3. Let T be a finite set of places of a number field k and consider
the generic fibre X = Xk of a separated scheme X of finite type over Ok,T. If v ￿∈ T
then X (Ov)→ X(kv) is injective and the natural map
X(ATk )→ ∏￿
v∈Ωk\T
X(kv)
is well-defined and bijective. The product in the codomain is the restricted product of the
indicated factors with respect to X (Ov) for v ∈ Ωfink \T.
3
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Proof. See Section 2.3.1 and Exercise 3.4 in [46].
Recall that a variety X over k spreads out over an open dense subset U
of SpecOk, see for example [46, Theorem 3.2.1], i.e. there is a separated schemeX
of finite type overOk,T for some finite set T such that Xk is isomorphic to X. This
proves that any k-variety X is the generic fibre of an Ok,T-scheme X and we can
use Proposition 1.1.3 to describe the set of adelic points on X.
Note that the set X(ATk ) only depends on the generic fibre X of X , while the
restricted product in Proposition 1.1.3 depends a priori on the choice of model X
of X. However since for any two models one can identify the two sets of Ov-
points for all but finitely many v it follows from the definition of the restricted
product that
∏￿
v∈Ωk\T
X(kv)
is independent of the choice of model. Similarly one proves that the restricted
product topology on this product is also independent of the choice of model
X/Ok,T . Using the bijection in Proposition 1.1.3 we have produced a topology
on the set of adelic points X(Ak).
DEFINITION 1.1.4. The adelic topology on the set X(ATk ) of T-adelic points on a
variety X over a number field k is the unique topology on this set such that the
bijection in Proposition 1.1.3 is a homeomorphism.
There is an important corollary in the case that X is proper, because then
the natural map X (Ov) → X(kv) is an isomorphism for all v and the restricted
product becomes the standard product.
COROLLARY 1.1.5. Let X be a proper variety over a number field k. The natural map
X(ATk )→ ∏
v∈Ωk\T
X(kv)
is a homeomorphism.
For two finite sets of places T￿ ⊆ T the projection mapAT￿k → ATk is contin-
uous. In particular we have a map
Ak → ATk
for each such T. Composing with the diagonal map k → Ak we get maps
X(k) → X(ATk ). Usually, the set of adelic points X(ATk ) is easier to work with
than the set of rational points X(k) in which we are primarily interested. This
motivates our interest in the image of the map X(k)→ X(ATk ).
DEFINITION 1.1.6. Let X be a variety over a number field k and let T be a finite
set of places of k. If X(k) is dense in X(ATk ) we say that X satisfies strong ap-
proximation away from T and X satisfies weak approximation away from T if X(k) is
dense in∏v∈Ωk\T X(kv).
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The names of these two concepts seem counterintuitive; being dense in the
subset X(ATk ) seems weaker than being dense in the larger set ∏v∈Ωk\T X(kv).
The terminology stems from the facts that the topology of X(ATk ) is not the
subspace topology as a subset of
∏
v∈Ωk\T
X(kv).
Using the definition of the restricted product topology on X(ATk ) one can show
that if X satisfies strong approximation, it will also satisfy weak approximation.
Now let X be a projective variety over a number field k. On such a scheme the
notions of weak and strong approximation coincide by Corollary 1.1.5. We have
seen that we study the set of adelic points on X, using a model of X over Ok.
If X comes with a projective embedding X ⊆ PNk we can define a model as
follows; we have that X is a closed subset of PNk which is in turn the generic
fibre of PNOk . We can now construct a model X/Ok by taking the closure of X
in the projective space PNOk . As for any model of a proper scheme one can again
identify the Ok-points of X with the k-points on X.
For a scheme which is not projective, the set of integral points will depend
on the model. Hence, the set of integral points on a model can differ from the
set of rational points. For this reason we will consider the following setup.
PROPOSITION 1.1.7. Let S be a finite set of places of k which contains the infinite
places Ω∞k of k. Now let X be a separated scheme of finite type over Ok,S. The natural
map
X (Ak,S)→∏
v∈S
X(kv)×∏
v ￿∈S
X (Ov)
is a bijection. Both sets X (Ak,S) and X(Ak) are naturally subsets of ∏v∈Ωk X(kv)
and under this identification we have the inclusion X (Ak,S) ⊆ X(Ak). So we have the
following chain of inclusions
X (Ok,S) ⊆ X (Ak,S) ⊆ X(Ak),
where we embed the Ok,S-points on X diagonally into X (Ak,S).
Proof. See Theorem 3.6 in [18].
Now let k be a number field and let S be a finite set of places containing
the archimedean places Ω∞k of k. If a scheme X does not have a point over any
completion kv of k we see that X (Ak,S) is empty for any model X/Ok. In this
case we also conclude that there are no Ok,S-points on X .
By Proposition 1.1.7 we can check whether X (Ak,S) is non-empty by check-
ing the existence of solutions over local fields and rings. However, if X (Ok,S)
is empty it can still be that X (Ak,S) is non-empty. This motivates the following
definition.
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DEFINITION 1.1.8. A separated and finite type Ok,S-scheme X satisfies the S-
integral Hasse principle if the existence ofAk,S-points on X implies the existence
of Ok,S-points.
Similarly, a k-variety X is said to satisfy the Hasse principle if the existence of
adelic points on X implies the existence of k-points on X.
A scheme satisfies the Hasse principle if it either admits a global solution
or if it is not locally soluble at at least one place. Usually we will consider the
Hasse principle for family of schemes, which means that for each scheme in the
family one of the two mutually exclusive statements holds, but not necessarily
the same statement is true for all schemes in the family under consideration.
We will later see how the Brauer group of a scheme can in some cases be
used to prove that a variety X does not satisfy weak or strong approximation,
or that X(k) or X (Ok) is empty.
1.2 Central simple algebras over fields
In this section we will define the Brauer group of a field. The main notion will
be that of a central simple algebra. The content of this section and much more
can be found in [28].
DEFINITION 1.2.1. A central simple algebra over a field k is a finite-dimensional k-
algebra A which is simple as a ring and central as a k-algebra, i.e. A has pre-
cisely two two-sided ideals, and the centre of A is the image of the natural in-
clusion k ￿→ A.
Here are some examples of central simple algebras.
Example. The following algebras are central and simple over the indicated base
field:
» any field over itself.
» the quaternions H over R, i.e. the four-dimensional vector space over R
with basis 1, i, j, ij, such that multiplication is given by i2 = j2 = −1
and ij = −ji.
Now let A be a central simple algebra over a field k. The following algebras are
also central and simple:
» the opposite algebra Aopp over k.
» the matrix ring Matn(A) over k for each positive n, in particular Matn(k).
» the base change A⊗k K over K for any finite field extension K/k.
The statement follows directly from the definition and a direct computation
for the first three cases. For the fourth case one can use the fact that there
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is a correspondence between the ideals of A and Matn(A), and that the cen-
tre Z(Matn(A)) consists of the diagonal matrices aIn where a ∈ Z(A) and In
is the identity matrix in Matn(A). The proof that A⊗k K is central and simple
over K involves some manipulations of the tensor product. See for example [28,
Lemma 2.2.2].
The following theorem is an important result if one wants to classify central
simple algebras.
THEOREM 1.2.2 (Wedderburn’s theorem). Let A be a finite-dimensional simple k-
algebra. There exists a unique integer r > 0 and a division k-algebra D such that
Matr(D) ∼= A.
Proof. See [28, Theorem 2.1.3].
This theorem allows us to classify all central simple algebras over two im-
portant classes of fields.
COROLLARY 1.2.3. A central simple algebra A over a finite field k is isomorphic to a
matrix algebraMatr(k) for some positive integer r.
Proof. Let D be the division ring such that Matr(D) ∼= A, hence Z(D) = k.
Since k is a finite field and D is a finite-dimensional k-algebra we see that D
has finitely many elements. A famous theorem by Wedderburn says that every
finite division ring is a field showing in particular that D is commutative and
we find D = Z(D) = k.
COROLLARY 1.2.4. Let k be an algebraically closed field. Any central simple algebra
over k is a matrix algebraMatr(k).
Proof. Let A be a central simple algebra over the field k and let D be the division
ring such that A ∼= Matr(D). We will prove that the natural morphism k ￿→ D
is surjective. Pick an element d ∈ D. Since A is of finite dimension over kwe see
that there is relation over k between finitely many of the 1, d, d2, . . .. This proves
that k(d) is a field extension of k of finite degree. Since k is algebraically closed
we conclude d ∈ k.
Corollary 1.2.4 implies the following result about the dimension of a central
simple algebra over a general field.
COROLLARY 1.2.5. The dimension of a central simple algebra over a field is always a
square.
Proof. Let A be a central and simple algebra over a field k. Since dimk A =
dimk¯
￿
A⊗k k¯
￿
we can assume that k is algebraically closed. By Corollary 1.2.4
we see that there is a positive integer r and an isomorphism Matr(k) ∼= A. The
statement now follows from the fact dimkMatr(k) = r2.
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We have already seen that the finite-dimensional matrix algebras over a field
are always central and simple. Hence central simple algebras over finite fields
and algebraically closed fields are as simple as they possibly can be. Although
the matrix algebras are in some sense the trivial central simple algebras, they
play a pivotal role in the study of all central simple algebras. We have for exam-
ple seen that after base changing to an appropriate field extension every central
simple algebra becomes isomorphic to a matrix algebra. One can study a central
algebra by considering these fields. This motivates the following definition.
DEFINITION 1.2.6. Let A be a central simple algebra over a field k. A splitting
field for A is a field extension K/k, such that there exist a positive integer n and
an isomorphism
A⊗k K ∼= Matn(K).
We have seen that any algebraic closure of k is a splitting field for any cen-
tral simple algebra over k. The following theorem shows that each central sim-
ple algebra has a separable splitting field of finite degree and that any finite-
dimensional algebra with this property is both central and simple.
THEOREM 1.2.7. Let A be a finite-dimensional algebra over a field k. Then A is central
and simple precisely if there exists a separable field extension K/k of degree n such that
A⊗k K ∼= Matn(K).
Proof. This is a combination of Theorem 2.2.1 and Theorem 2.2.7 in [28].
The following result follows immediately from this theorem.
COROLLARY 1.2.8. Let A and B be two central simple algebras over a field k. The
tensor product A⊗k B is a central simple algebra over k.
Proof. By Theorem 1.2.7 we see that both A and B have a separable splitting field
of finite degree over k. This implies that the compositum K of these two fields is
also separable and splits both central simple algebras. We then see that
(A⊗k B)⊗k K ∼= (A⊗k K)⊗K (B⊗k K) ∼= Matm(K)⊗Matn(K) ∼= Matmn(K)
andwe conclude from Theorem 1.2.7 that A⊗k B is a central simple algebra over
the field k.
A splitting field of a central simple algebra can be taken to be a splitting field
of the associated division ring D from Theorem 1.2.2. The following result tells
us where to look for a finite separable splitting field for division rings.
PROPOSITION 1.2.9. Let A be central simple algebra over k. The algebra A is split by
any subfield K of A, i.e. a subalgebra of A which is also a field, satisfying
[K : k]2 = dimk A.
A central division k-algebra D contains a separable element x of degree
√
dimk D, and
hence k(x) is a splitting field for all central simple algebrasMatr(D) over k.
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Proof. The two statements are precisely Proposition 2.2.9 and Proposition 2.2.10
in [28].
Using Corollary 1.2.8 we can prove the following result, which is very useful
for generalizing central simple algebras to rings and even schemes.
THEOREM 1.2.10. Let A be a finite-dimensional algebra over a field k. The morphism
ϕ : A⊗k Aopp → Endk(A), ∑
i
ai ⊗ bi ￿→
￿
x ￿→∑
i
aixbi
￿
of vector spaces over k is an isomorphism precisely when A is a central simple algebra
over k.
Proof. Suppose that A is a central simple algebra. Then by Corollary 1.2.8 we
see that so is A ⊗k Aopp. Because ϕ is not identically zero, we conclude that
the kernel of ϕ is trivial. By comparing the dimensions we see that ϕ must be
bijective and hence an isomorphism of k-algebras.
Now suppose that ϕ is an isomorphism of algebras over k. If A is not central,
then pick an a ∈ Z(A)\k and note that a⊗ 1− 1⊗ a is non-zero and lies in the
kernel of ϕ. This contradicts the existence of such an a and we conclude that A
is central. Now let I be a two-sided ideal of A. Considering I as a subspace of A
we find a subspace J of A such that I ⊕ J ∼= A. The morphism
ϕ : (I ⊕ J)⊗ (I ⊕ J)→ Endk(A)
restricts to an injective linear map
(I ⊗ I)⊕ (I ⊗ J)⊕ (J ⊗ I)→ Homk(A, I).
Now let n, i and j be the respective dimensions of A, I and J over k, then we find
that i2 + ij+ ji ≤ ni. So either i = 0 or i+ j+ j ≤ n and we see that either i = 0
or j = 0. These cases correspond to I being either the zero ideal or the whole
of A.
Now we can define an important invariant for fields.
DEFINITION 1.2.11. Let k be a field and A and B two central simple algebras
over k. We say that A and B are similar if there are integers m and n, such the
central simple algebras Matm(A) and Matn(B) over k are isomorphic.
The Brauer group Br k of k is the set of similarity classes of central simple
algebras over k. Let [A] and [B] be two classes of the Brauer group represented
by central simple algebras. Multiplication on Br k is defined by
[A] · [B] = [A⊗k B]
and inverses are given by [A]−1 = [Aopp].
Let K/k be a finite Galois extension. The Brauer group of k relative to K is
the subset of Br k consisting of the classes which are split by K and is denoted
by Br(K/k).
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Multiplication in Br k is clearly associative and commutative. It follows from
[A] · [k] = [A ⊗k k] = [A] that the class of k is the unit element. Furthermore,
Theorem 1.2.10 shows that [A] · [A]−1 = [A] · [Aopp] = [A⊗ Aopp] = [Endk(A)].
Now let n2 be the dimension of A over k then the algebra of k-linear endomor-
phism of A is isomorphic to Matn2(k) after choosing a k-linear basis for A. So we
find [A] · [A]−1 = [Matn2(k)] = [k]. This shows that [A]−1 is the multiplicative
inverse of [A].
Note that similar central simple algebras are split by the same fields. Now
let K/k be a finite Galois extension. The Brauer group Br(K/k) of k relative to K
is a subgroup of Br k, and it follows from Theorem 1.2.7 that the Brauer group
of k is the union over all finite Galois extensions of these subgroups.
Sometimes the following cohomological interpretation of the Brauer group
is in some cases more useful than the definition using central simple algebras.
THEOREM 1.2.12. Let k be a field and let K be a finite Galois extension. There are
natural maps
Br(K/k)→ H2(Gal(K/k),K×) and Br k→ H2(k, ksep,×)
which are isomorphisms of groups.
Proof. Wewill sketch the construction of these isomorphisms. The details can be
found in Sections 2.4 and 4.4 in [28]. One can find this precise statement there as
Theorem 4.4.7.
We start by recalling that central simple algebras over k can be classified as
the k-algebras which are forms of Matn(k) by Theorem 1.2.7. Using the fact that
the automorphism group of Matn(K) is PGLn(K) one can show that the set of
isomorphism classes of central simple algebras over k split by K is isomorphic
as a pointed set to H1(Gal(K/k), PGLn(K)). Using the short exact sequence
0→ K× → GLn(K)→ PGLn(K)→ 0
we obtain a map H1(Gal(K/k), PGLn(K)) → H2(Gal(K/k),K×). One proceeds
by showing that these maps are compatible and combine to give an isomor-
phism of groups
Br(K/k)→ H2(Gal(K/k),K×).
For the second statement one uses the fact that every central simple algebra
over k is split by a finite Galois extension K. This proves that the isomorphism
Br k→ H2(k, ksep,×)
is the limit of the first isomorphism over all finite Galois extensions K of k.
A consequence of this theorem is that we can bound the order of an element
of the Brauer group in terms of its splitting field.
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COROLLARY 1.2.13. Let K/k be a finite Galois extension of degree n and suppose
that A is a central simple algebra over k which is split by K. In the Brauer group Br k
we have n[A] = 0.
Proof. Since Gal(K/k) is of order n, we see that nH2(Gal(K/k),K×) = 0 by a
classical result in group cohomology, see [43, Proposition II.1.31] for example.
So [A] has order dividing n in Br(K/k) ⊆ Br k.
We can rephrase Corollaries 1.2.3 and 1.2.4 directly in terms of Brauer groups.
PROPOSITION 1.2.14. We have Br k = 0 when k is algebraically closed or a finite field.
Let us now give a first example of a field whose Brauer group is non-trivial.
PROPOSITION 1.2.15. It holds that BrR = Z/2Z and it is generated by the class of
the only non-trivial central division algebra over R, namely the quaternionsH.
Proof. Let us write G = Gal(C/R). Since every central simple algebra over R
is split by C we see that BrR = Br(C/R) = H2(G,C×) by Theorem 1.2.12.
Group cohomology of cyclic groups is well-understood, see for example [58,
Theorem 6.2.2], and we find
H2(G,C×) ∼= (C×)G/|C×| = R×/R>0
which is naturally isomorphic to Z/2Z. One can check that R and H are divi-
sion rings whose centres equal R, so their classes are different elements of BrR,
which proves the statement.
1.3 Cyclic algebras
We will now consider an important class of algebras.
DEFINITION 1.3.1. Let K/k be a cyclic extension of degree n. Fix a genera-
tor σ ∈ Gal(K/k) and an element a ∈ k×. We define a k-algebra (a,K/k, σ)
as follows: consider a K-vector space with basis 1, x, . . . , xn−1 endowed with a
multiplication determined by the properties xn = a and cxi · dxj = cσi(d)xi+j
for c, d ∈ K. We call this algebra a cyclic algebra over k.
When no confusion is possible we might suppress either the field extension
or the generator in the notation.
PROPOSITION 1.3.2. A cyclic algebra A = (a,K/k, σ) over a field is a central simple
algebra, which is split by the field K.
The map k× → Br k which maps an element a ∈ k× to the class of (a,K/k, σ)
is a homomorphism of groups. The kernel of this morphism equals NmK/k(K×). In
particular, we see that (a,K/k, σ) splits over k precisely when a is a norm from K,
i.e. a ∈ NmK/k(K×).
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Proof. One can check that A is central and simple using Theorem 1.2.10. We also
see that K is a subfield of A and by Proposition 1.2.9 we find that K splits A.
The last statement follows fromEquation 1.5.21 and Proposition 1.5.23 in [46].
The only non-split central simple algebra we have seen so far is an example
of a cyclic algebra.
Example. Let σ ∈ Gal(C/R) denote complex conjugation. Then the map
(−1,C/R, σ) ￿→ H
defined by mapping i to i, and x to j is an isomorphism of algebras over R.
This example illustrates the following general fact, which gives us a condi-
tion for when a central simple algebra can be written using only cyclic algebras.
THEOREM 1.3.3 (Merkurjev–Suslin). Let k be a field which contains a primitive n-th
root of unity. An element of Br k whose order divides n is the product of classes of cyclic
algebras over k.
Proof. See [28, Theorem 2.5.7].
We will be more interested in the following fields, which need not satisfy the
condition of the previous statement, but do satisfy an even stronger property.
PROPOSITION 1.3.4. Let k be a local or a global field. Every central simple algebra
over k is a cyclic algebra.
Proof. This is the content of Theorem 1.5.34 (iii) and Theorem 1.5.36 (iii) in [46].
We will see a complete description of Brauer groups of local and global fields
in Proposition 1.5.3 and Proposition 1.5.4.
1.4 Azumaya algebras over schemes
We will now generalize the notion of a central simple algebra over a field to the
notion of an Azumaya algebra over a scheme. One can think of such an algebra
as a family of central simple algebras. The following proposition shows that
under this interpretation Theorem 1.2.7 and Theorem 1.2.10 are satisfied locally.
PROPOSITION 1.4.1. Let A be a coherent OX-algebra on a scheme X, such that all
stalks Ax are non-trivial. The following statements are equivalent.
(i) The sheafA is a locally freeOX-module and for each point x ∈ X the fibreA(x) :=
A⊗OX κ(x) is a central simple algebra over κ(x).
12
11B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 1. BRAUER GROUPS
(ii) There is an étale covering Ui → X such that for each i there is an ri > 0 and an
isomorphism
A⊗OX OUi ∼= Mri (OUi ).
(iii) The sheaf A is a locally free OX-module and the morphism
A⊗OX Aopp → EndOX (A)
defined on sections by sending a⊗ b to the endomorphism x ￿→ axb is an isomor-
phism.
Proof. See Definition 6.6.12 in [46].
A sheaf satisfying one, and hence all, of the statements in Proposition 1.4.1 is
the generalization of central simple algebra with which we will work.
DEFINITION 1.4.2. AnAzumaya algebra over a scheme X is a coherentOX-algebra
with non-zero stalks satisfying the equivalent statements in Proposition 1.4.1.
Two Azumaya algebras A and A￿ on X are called similar if there are locally
free coherent OX-modules E and E ￿ with non-zero stalks such that there is an
isomorphism
A⊗OX End (E) ∼= A￿ ⊗OX End (E ￿)
of OX-algebras.
TheAzumaya Brauer group BrAz X of a scheme X is the set of similarity classes
of Azumaya algebras on X. The product of two classes [A] and [B] is defined
as [A⊗OX B]. The class [OX ] is a two-sided identity element for this multiplica-
tion and an inverse of a class [A] is given by [A]−1 := [Aopp]. This makes BrAz
into a functor Sch→ Abopp.
Because we require A to be locally free, the rank of Ax as an OX,x-module is
locally constant. So on connected components of X we see that the rank is the
square of a positive integer, just as the dimension of central simple algebras over
fields. There are more similarities between Azumaya algebras on schemes and
central simple algebras for fields. It might for example be convenient to have a
cohomological interpretation of the Azumaya Brauer group of a scheme as we
did for fields in Theorem 1.2.12.
DEFINITION 1.4.3. Let X be a scheme. The cohomological Brauer group BrX is
defined as H2ét(X,Gm), which defines a functor Sch→ Abopp.
Unlike for fields, the cohomological Brauer group is not always isomorphic
to the Azumaya Brauer group. There is however a natural transformation
BrAz → Br
constructed similarly as in the case for fields: the isomorphism classes of Azu-
maya algebras over a scheme X of rank r2 are classified by the cohomology
group H1(X, PGLr). The short exact sequence
0→ Gm → GLr → PGLr → 0
13
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of étale sheaves on X gives rise to a homomorphism
H1(X, PGLr)→ H2(X,Gm) = BrX.
One can check that the image in BrX of an Azumaya algebra A in H1(X, PGLr)
only depends on its class [A] in BrAz X. This gives us a map BrAz X → BrX for
any scheme X.
PROPOSITION 1.4.4. Consider the family of homomorphisms BrAz X → BrX con-
structed above.
(a) This defines a natural transformation BrAz → Br of functors Sch→ Abopp.
(b) The homomorphism BrAz X → BrX is injective for every scheme X.
(c) Let k be a field. The three notions of the Brauer group of k, namely Br k, Br(Spec k)
and BrAz(Spec k), are all naturally isomorphic.
(d) Assume that X has an ample line bundle. The natural map BrAz X → (BrX)tors
is an isomorphism.
We see that Br k and Br(Spec k) are naturally isomorphic and we will keep
with the convention that an affine scheme will be denoted by its coordinate ring
if no confusion is likely, in particular we will write BrR for the Brauer group of
the affine scheme SpecR for any commutative ring R.
Proof. The fact that each map BrAz X → BrX is an injective group homomor-
phism can be found in [46, Theorem 6.6.17(i)]. A first isomorphism
Br k→ Br(Spec k)
for the third statement follows from Theorem 1.2.12. It is quite straightfor-
ward to exhibit a natural correspondence between Azumaya algebras on Spec k
and central simple algebras over k which preserves similarity of algebras. This
proves the existence of the isomorphism Br k→ BrAz(Spec k). The last statement
is Theorem 6.6.17(iii) in [46].
Here are some more properties of the two notions of Brauer groups.
PROPOSITION 1.4.5. Let X be a scheme.
(a) Suppose that a class [A] ∈ BrAz X is represented by an Azumaya algebra of
rank r2. Then r[A] is zero in BrAz X.
(b) The Azumaya Brauer group of a scheme with finitely many connected components
is torsion.
For the next two statement we require that X is a regular integral noetherian scheme.
(c) The natural map BrX → Br κ(X) is injective.
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(d) The cohomological Brauer group BrX is a torsion group.
Proof. The first two statements are precisely Theorem 6.6.17(ii) in [46]. For the
last two statement we refer to Theorem 6.6.7 in [46].
So, in many cases we can identify all the types of Brauer groups we have seen
so far and in those cases we will simply write BrX for this group. In particular
we have the following important corollary to the previous proposition.
COROLLARY 1.4.6. Let X be a regular quasi-projective variety over a field then we
have
BrX ∼= (BrX)tors ∼= BrAz X.
Now that we have defined Brauer groups for general schemes, we have in
particular done so for rings. Let us consider the following example.
PROPOSITION 1.4.7. Let R be a complete local ring with maximal ideal m. The natural
morphism
BrR→ Br(R/m)
is an isomorphism.
Proof. See Proposition 6.9.1 in [46].
Using the fact that the Brauer group of a finite field is trivial, see Proposi-
tion 1.2.14, we find the following result.
COROLLARY 1.4.8. Let O be the ring of integers in a non-archimedean local field.
Then BrO = 0 and in particular BrZp = 0.
Let us now look at some examples of Brauer groups of, not necessarily affine,
schemes.
PROPOSITION 1.4.9. Suppose that C is a smooth integral curve over an algebraically
closed field then BrC = 0.
Proof. By Tsen’s theorem [46, Theorem 1.5.33] we see that the Brauer group of
a field of transcendence degree 1 over an algebraically closed field is trivial. By
the inclusion BrC → Br κ(C) from Proposition 1.4.5 we see that BrC must be
trivial too.
Most Brauer groups we have seen thus far are trivial. Starting from a field k
with a non-trivial Brauer group one can construct examples of schemes with a
non-trivial Brauer group.
PROPOSITION 1.4.10. Suppose that the k-scheme π : X → Spec k admits a k-point.
The natural morphism π∗ : Br k→ BrX is injective.
Proof. A k-point p on X is a section of the structure morphism π. This shows
that the composition
Br k π
∗→ BrX p
∗
→ Br k
is the identity on Br k and π∗ must be injective.
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The following lemma gives us another situation when the induced map be-
tween Brauer groups coming from a morphism between two schemes is injec-
tive.
LEMMA 1.4.11. Let X → Y be a birational morphism between two regular integral
noetherian schemes. The induced morphism BrY → BrX is injective.
Proof. By Proposition 1.4.5 the morphisms BrX → Br κ(X) and BrY → Br κ(Y)
are injective and we have an isomorphism Br κ(Y)→ Br κ(X) induced by the bi-
rational morphism X → Y. By functoriality we have the following commutative
square.
BrY Br κ(Y)
BrX Br κ(X)
∼=
The injectivity of BrY → BrX is immediate.
This lemma is one of the main ingredients for the following proposition.
PROPOSITION 1.4.12. Let k be a field of characteristic 0 and n a positive integer. The
natural morphisms Br k→ BrAnk and Br k→ BrPnk are isomorphisms.
Proof. It follows from Proposition 1.4.9 and [4, Theorem 7.5] that the morphism
Br L→ BrA1L is an isomorphism for a perfect field L. The first statement follows
from induction by considering Ank as the affine line over A
n−1
k . It is this step
where the condition on the characteristic comes in. Details can be found in [13,
Proposition 1.3].
For the last statement, one notes that the embedding Ank → Pnk satisfies the
conditions of Lemma 1.4.11.
Even for a birational map we have the following result for proper schemes.
PROPOSITION 1.4.13. Let X and X￿ be birational regular integral noetherian schemes
which are projective over a field of characteristic 0. The Brauer groups BrX and BrX￿
are isomorphic.
Proof. This follows from Corollaire 7.5 in [30].
1.5 Residue and invariant maps
Nowwe will study residue maps. These are an important tool for working with
Brauer groups of local and global fields. They will also turn out to be relevant
when studying the Brauer group of a scheme X\C which is the complement of
divisor C ⊆ X. The more general notion is the following.
16
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PROPOSITION 1.5.1. Let R be a discrete valuation ring with fraction field K and perfect
residue field F. There exists an exact sequence
0→ BrR→ BrK ∂R−→ H1(F,Q/Z)→ 0.
The map ∂R is called the residue map of R.
Proof. This proposition is exactly Proposition 6.8.1 of [46]. The construction of
the residue map ∂R can be found there too.
If F is not perfect we lose the surjectivity of ∂R, but the rest remains true after
excluding the p-primary parts of all groups under consideration. See for a more
complete treatment Section 6.8.1 in [46].
DEFINITION 1.5.2. Let k be a non-archimedean local field with ring of integersO
and residue field F. The absolute Galois group of F is ￿Z with FrobF as a topo-
logical generator. We can identify the cohomology group H1(F,Q/Z) with the
group Homcnt(￿Z,Q/Z) of 1-cocycles, since the action of ￿Z on Q/Z is trivial.
The invariant map invk of k is the composition
Br k
∂O−→ H1(F,Q/Z)→ Homcnt(￿Z,Q/Z) ∼=−→ Q/Z,
where the isomorphism Homcnt(￿Z,Q/Z) → Q/Z is defined by evaluating
at FrobF. When k is either R or C we define invk to be the unique injective
map Br k→ Q/Z.
Using these invariant maps we can describe the Brauer groups of both local
and global fields.
PROPOSITION 1.5.3. Let k be a local field. The invariant maps invk : Br k ￿→ Q/Z
satisfy
Im invk =

0 if k = C;
1
2Z/Z if k = R, and
Q/Z if k is non-archimedean.
If k￿/k is a finite extension of local fields, then the diagram in (1.1) commutes.
Br k Q/Z
Br k￿ Q/Z
invk
·[k￿ : k]
invk￿
(1.1)
Proof. See [46, Theorem 1.5.34].
PROPOSITION 1.5.4. Let k be a global field. An element A ∈ Br k is split by kv for all
but finitely many places v.
17
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Let invv be the invariant map associated to the completion kv of k using the place v.
We have the following exact sequence
0→ Br k→￿
v
Br kv
∑ invv−−−→ Q/Z → 0.
Proof. See [46, Theorem 1.5.36].
For more information one can consult Section 1.5.9 in [46]. Here one can find
a construction of a cyclic algebra over a fixed local field with a given invariant.
Also a construction is given for a cyclic algebra over a global field with a given
set of local invariants. This last construction works precisely if the local invari-
ants sum to 0 in Q/Z, which is the best possible result given the short exact
sequence in Proposition 1.5.4.
1.6 The Brauer–Manin obstruction
In this section we fix a number field k and k-variety X.
PROPOSITION 1.6.1. Let v be a place of k and A an Azumaya algebra on X.
(a) The evaluation map evA : X(kv) → Br kv is locally constant in the v-adic topol-
ogy on X(kv).
(b) For an (xv) ∈ X(Ak) we have that evA(xv) is trivial for almost all v.
(c) For an adele (xv) in the image of X(k)→ X(Ak) we have that
∑
v
invvA(xv) = 0 ∈ Q/Z.
Proof. These are Proposition 8.2.9, Proposition 8.2.1 and Proposition 8.2.2 in [46].
The last statement in Proposition 1.6.1 gives us a property of the elements in
the image of X(k) in X(Ak). Although this property can be shared with other
adelic points than those coming from X(k), it motivates the following definition.
DEFINITION 1.6.2. Consider a scheme X over a number field k. For an ele-
ment A ∈ BrX and x = (xv) ∈ X(Ak) define
(A, x) = ∑
v∈Ωk
invvA(xv).
This map BrX× X(Ak)→ Q/Z is called the Brauer–Manin pairing of X.
For a subset B ⊆ BrX the Brauer–Manin set associated to B is defined as
X(Ak)B := {x ∈ X(Ak) | (A, x) = 0 for all A ∈ B} .
18
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The Brauer–Manin sets give an inclusion-reversing map from subsets of BrX
to subsets of X(Ak) and satisfy the following properties.
COROLLARY 1.6.3. Let A be an element of BrX and let B ⊆ BrX be a subset.
(a) The map ∑ invvA : X(Ak) → Q/Z is locally constant and the Brauer–Manin
set X(Ak)A associated to A is open and closed in X(Ak).
(b) The subset X(Ak)B of X(Ak) is closed.
(c) We have the following inclusions
X(k) ⊆ X(k) ⊆ X(Ak)B ⊆ X(Ak).
Where we have written X(k) for the topological closure of X(k) in X(Ak).
Some subsets of the Brauer group of a scheme are of particular interest.
DEFINITION 1.6.4. The classes of BrX in the image of Br k → BrX are called
constant classes, which form the subgroup Br0 X ⊆ BrX. The algebraic Brauer
group Br1 X of X is the subgroup consisting of the classes in the kernel of the
natural homomorphism BrX → Br X¯. The elements of Br1 X are called algebraic
classes and an element of BrX\Br1 X is called a transcendental class.
For the Brauer–Manin set associated to either Br1 X or BrX we omit the X
from the notation and write X(Ak)Br1 and X(Ak)Br respectively. The follow-
ing proposition shows why we do not introduce this notation for Br0 X. It also
shows that in some cases the algebraic part of the Brauer group can be explicitly
calculated.
PROPOSITION 1.6.5. (a) We have Br0 X ⊆ Br1 X ⊆ BrX.
(b) The constant Brauer classes of X lie in the right kernel of the Brauer–Manin
pairing, i.e. X(Ak)Br0 X = X(Ak).
(c) Let X be a variety over a number field k such that all global invertible functions
over an algebraic closure are constant, i.e. Gm(Xsep) = ksep,×. There is an
isomorphism
Br1 X/Br0 X ∼= H1(Gk, PicXsep).
Proof. For the first statement we only need to prove that constant classes are
algebraic. This follows from the fact that the Brauer group of an algebraically
closed field is trivial, see 1.2.14. The second statement follows from the fact that
the sum of local invariants of A ∈ Br k is always zero, Proposition 1.5.4. The
third statement follows from the Hochschild–Serre spectral sequence for details
one is referred to [46, Corollary 6.7.8].
These Brauer–Manin sets allow us in some cases to prove that a scheme X
does not satisfy the Hasse principle or weak approximation.
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PROPOSITION 1.6.6. Let X be a scheme over a number field k and let B be a subset
of BrX.
» If X(Ak)B = ∅ then X(k) = ∅. If X(Ak) ￿= ∅ but X(Ak)B = ∅ we say that
there is a Brauer–Manin obstruction to the Hasse principle on X.
» If X(Ak)B ￿ X(Ak) then X does not satisfy strong approximation. We say that
there is a Brauer–Manin obstruction to strong approximation on X.
We call either obstruction an algebraic obstruction if it occurs for a B ⊆ Br1 X.
The Brauer group can also be used to explain the absence of integral points.
DEFINITION 1.6.7. Consider a finite set S of places of a number field k and sup-
pose that S contains the infinite places Ω∞k . Let X be a separated scheme of
finite type over Ok,S and let B ⊆ BrX be a subgroup of the Brauer group of the
generic fibre X = Xk. The integral Brauer–Manin set associated to B is denoted
by X (Ak,S)B and defined as
X(Ak)B ∩X (Ak,S),
where the intersection is taken in X(Ak).
PROPOSITION 1.6.8. » We have the following chain of inclusions
X (Ok,S) ⊆ X (Ak,S)B ⊆ X (Ak,S) ⊆ X(Ak).
» If X (Ak,S)B = ∅ then X (Ok,S) = ∅. If also X (Ak,S) ￿= ∅ we say that there is
a Brauer–Manin obstruction to the S-integral Hasse principle on X .
Note that even if there is no Brauer–Manin obstruction to the integral Hasse
principle, the absence of integral points can in some cases be explained by prov-
ing that X(k) is the empty set.
1.7 The purity theorem and the ramification locus
We have seen that the residue map can be used to compute the Brauer groups
of certain rings. We will now apply residue maps in the setting of schemes; in
Proposition 1.4.5 we have seen that for a regular integral noetherian scheme X
the natural map BrX → Br κ(X) is injective. Not every element of Br κ(X) will
necessarily define an Azumaya algebra on X, but it will always do so on a dense
open subset.
PROPOSITION 1.7.1. Let A ∈ Br κ(X) be a central simple algebra over the function
field of a regular integral noetherian scheme X over a field of characteristic 0. There
exists an open and dense subset U, such that A lies in the image BrU → Br κ(X).
Proof. Consider the inverse filtered system of schemes given by open dense sub-
setsUi ⊆ X. We know that lim←Ui ∼= Spec κ(X). Corollaire VII.5.9 in [2] tells us
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that for such a system the natural morphism lim→ BrUi → Br κ(x) is an isomor-
phism. This shows that an element A ∈ Br κ(X) comes from an element of BrU
for some open dense U ⊆ X.
A next question might be whether one can enlarge such an open subset U.
The following two results answer this question in general.
THEOREM 1.7.2 (Purity theorem). Let X be a noetherian regular integral scheme over
a field of characteristic 0 and consider an element A ∈ Br κ(X). There exists an open
subscheme U ⊆ X whose complement is either empty or of pure codimension 1, such
that A lies in the image of BrU → Br κ(X).
Proof. LetU￿ ⊆ X be an open and dense subscheme such thatA lies in the image
of BrU￿ → Br κ(X). Consider the complement Z￿ = X\U￿ and let Z be the union
of the irreducible components of Z￿ of codimension 1. Then by Corollaire 6.2 in
[30] we see that the map Br(X\Z)→ Br(X\Z￿) = BrU￿ is an isomorphism. This
proves that one can take U = X\Z.
For a cyclic algebraA = (g, κ(XK)/κ(X), σ) over the field κ(X) Theorem 1.7.2
can be made explicit; the Azumaya class of A lies in the Brauer group of the
dense open subset where g is defined and invertible. The following lemma al-
lows us to check when this class actually lives in the subgroup BrX.
LEMMA 1.7.3. Consider a smooth and geometrically integral variety X over a field k
satisfying Gm(X¯) = k¯×. Fix a finite cyclic extension K/k, a generator σ ∈ Gal(K/k),
and an element g ∈ κ(X)×.
The cyclic algebra A = (g, κ(XK)/κ(X), σ) lies in the image of BrX → Br κ(X)
precisely if divg = NK/k(D) for some divisor D on XK. If k, and hence K, is a number
field, and X is everywhere locally soluble then A is constant exactly when D can be
taken to be principal.
Proof. This lemma is similar to Proposition 4.17 from [5]. The difference is that
the projectivity assumption is replaced by the weaker condition Gm(X¯) = k¯×.
One can check that under this assumption the proof presented in [5] is still valid.
This result exhibits a general principle. To explicitly write down classes of
BrX one usually uses the inclusion BrX ￿→ Br κ(X) and starts with a central
simple algebra over the field κ(X). Finding an open subscheme U of X for
which A comes from BrU is usually straightforward. We would want to iden-
tify the irreducible components of the complement Z ofU in X on which we can
extend the Azumaya algebra. We have seen in the proof of Theorem 1.7.2 that
we can extend A on any irreducible components of Z of codimension at least 2.
For the irreducible components of Z of codimension 1 we can use residue maps.
THEOREM 1.7.4. Suppose that X is a regular integral noetherian scheme over a field of
characteristic 0. For each point x of X of codimension 1 we have a residue map
∂x : Br κ(X)→ H1(κ(x),Q/Z).
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Fix an element A ∈ Br κ(X). The residue ∂x (A) is trivial for all but finitely many
codimension 1 points x ∈ X(1) and the following sequence is exact
0→ BrX → Br κ(X)
￿
∂x−−→ ￿
x∈X(1)
H1(κ(x),Q/Z).
Proof. See Theorem 6.8.3 in [46].
Again, one can show a more general statement for schemes not necessarily
defined over a field, although one might need to exclude the p-primary part of
all groups if there exist codimension 1 points x for which κ(x) is imperfect.
In the proof of Proposition 1.7.1 we have seen the important result that the
Brauer group does not change when we cut out a subscheme of codimension at
least 2. When we cut out a subscheme of codimension 1, the Brauer group can
change and the residue maps allow us to quantify this change.
PROPOSITION 1.7.5. Let D be a geometrically irreducible regular divisor on a regular
integral noetherian scheme X over a field of characteristic 0. Write U for the complement
of D in X. The image of the residue map ∂D : BrU → H1(κ(D),Q/Z) lies in the
subgroup H1ét(D,Q/Z) and the sequence in (1.2) is exact.
0→ BrX → BrU ∂D−→ H1ét(D,Q/Z) (1.2)
Proof. See Corollaire 6.2 in [30].
This sequence is only functorial in some cases.
PROPOSITION 1.7.6. Let f : X￿ → X be a morphism between two regular integral
noetherian schemes over a field of characteristic 0. Let D be a regular integral divisor
on X, such that D￿ = f−1(D) is also regular and integral. Define U and U￿ as the
complement of D in X and D￿ in X￿ respectively. The diagram in (1.3) is commutative.
0 BrX BrU H1ét(D,Q/Z)
0 BrX￿ BrU￿ H1ét(D￿,Q/Z)
(1.3)
Proof. The rows are exact by Proposition 1.7.5.
Now consider for a regular closed subscheme D of codimension 1 on a regu-
lar scheme X the first terms of the Gysin sequence, see for example Corollary 5.2
in [8],
0→ H2ét(X, µn)→ H2ét(X\D, µn)→ H1ét(D,Z/nZ).
In the discussion following Lemma 5.4 in [8] we see that the Gysin sequence is
functorial for a morphism f : X￿ → X for which D￿ = f−1(D) is also regular and
of codimension 1.
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One can derive the exact sequence in Proposition 1.7.5 from the n-torsion
from the Gysin sequence, i.e.
0→ BrX[n]→ BrU[n] ∂D−→ H1ét(D,Q/Z)[n]
is exact. Note however that the map H2ét(X\D, µn) → H1ét(D,Z/nZ) can differ
from the residue map BrU[n] → H1ét(D,Q/Z)[n] by a sign. Furthermore, the
functoriality of the Gysin sequence carries over to these sequences and we have
the commutative diagram as shown in (1.4).
0 BrX[n] BrU[n] H1ét(D,Q/Z)[n]
0 BrX￿[n] BrU￿[n] H1ét(D￿,Q/Z)[n]
(1.4)
To prove the proposition we recall that the Brauer group of a regular integral
noetherian scheme is torsion, see Proposition 1.4.5.
Consider an element A ∈ Br κ(X) and let Z be the union of all irreducible
curves D on X for which ∂D(A) is non-zero. The results in this section show
that A lies in the image of BrU → Br κ(X) for U = X\Z. The closed sub-
scheme Z is called the ramification locus of A.
23
17A_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
17B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
Chapter 2
Del Pezzo surfaces
In this chapter we will study the many different flavours of del Pezzo surfaces.
First we will define and classify generalized del Pezzo surfaces. These surfaces
are appropriately named as they generalize the important subclass of ordinary
del Pezzo surfaces which were studied by del Pezzo in 1887 [22]. Next we pro-
ceed by studying the Picard group of these smooth surfaces and certain effective
divisor classes with negative self-intersection. We will describe how to contract
a collection of curves in such classes and we will give conditions for the con-
structed surface to be normal or even smooth.
Using these results we define singular del Pezzo surfaces. These normal pro-
jective surfaces are obtained from a generalized del Pezzo surface by contracting
all curves with self-intersection equal to−2 and are the generalization of projec-
tively embedded ordinary del Pezzo surfaces using the anticanonical bundle.
The next section describes a novel type of algebraic surface, namely the class
of peculiar del Pezzo surfaces. These surfaces are again normal and obtained
from contracting a subset of the curves with self-intersection −2 on a general-
ized del Pezzo surface. This shows that peculiar del Pezzo surfaces fit in be-
tween generalized and singular del Pezzo surfaces. This new type of surface
was defined by the author to describe certain aspects of the geometry of both
generalized and singular del Pezzo surfaces in a simpler manner.
We will show that the minimal desingularization of both a singular and a pe-
culiar del Pezzo surface is a generalized del Pezzo surface. Using this result we
can prove that there is a correspondence between generalized, peculiar and sin-
gular del Pezzo surfaces. For the classical case of ordinary del Pezzo surfaces the
three notions coincide: an ordinary del Pezzo surface X is a generalized, pecu-
liar and singular del Pezzo surface. Note the inescapable confusion: a singular
del Pezzo need not be singular.
Now consider a projective family of ordinary del Pezzo surfaces over an
open U of some base space B. If one can extend the family to B the fibres
over B\U need not be ordinary del Pezzo surfaces as well. Depending on one’s
interpretation of ordinary del Pezzo surfaces these fibres can be generalized,
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peculiar or singular del Pezzo surfaces. The properties of ordinary del Pezzo
surfaces with which we will work will be directly applicable to at least one of
these three more general notions.
In the last section we give a short summary of the arithmetic of ordinary del
Pezzo surfaces over a number field.
2.1 Preliminaries on geometry
Before we consider del Pezzo surfaces let us first define the following geometric
objects and concepts. Recall that we defined a variety over a field k to be a
scheme which is separated and of finite type over k.
DEFINITION 2.1.1. Let k be a field. A curve over k is a variety over k of pure
dimension 1. A surface over k is a geometrically integral variety of dimension 2
over k. By a curve C on a surface S over k we mean a closed subscheme C ⊆ S
which is a curve over k.
Note that our definition of curve is less restrictive than our definition of sur-
face. This stems from the fact that we will work with reasonably well-behaved
surfaces. Practically all surfaces we will encounter are normal, and in this chap-
ter all surfaces will be projective. A one-dimensional subscheme of such a sur-
face can definitely be less elegant from a geometric point of view. For this reason
we will want to allow curves to be reducible, non-reduced or singular.
Let us turn to our conventions on divisors. We will use the word divisor
to refer to Cartier divisors. Since surfaces are integral by definition the Picard
group Pic S of a surface S is isomorphic to both the group of isomorphism classes
of line bundles and the group of linear equivalence classes of divisors. For a
divisor D ∈ PicX the associated line bundle is denoted by L(D). This line
bundle comes with a specified rational section 1D and the divisor D is effective
precisely if 1D lies in H0(S,L(D)).
Since most of our surfaces will be normal they are regular in codimension
one and this makes it more convenient to also consider Weil divisors. Recall
that a prime divisor on a surface S is just an integral curve on S, and aWeil divisor
on S is an element of the free abelian group generated by all prime divisors on S.
In this case Cartier divisors are precisely the locally principal Weil divisors. On
a surface which is also smooth the two notions of divisors coincide completely.
Let us state the definition of the intersection product between two divisors.
DEFINITION 2.1.2. Let S be a surface which is proper over a field k. For an
integral curve C on S and a divisor D on S their intersection product C · D is
defined as the degree of the restriction of the line bundle L(D) to C.
We recall the definition of the degree of a line bundle L on a, possibly sin-
gular, integral curve C which is projective over a field k. First associate a Weil
divisor to L following the procedure in Section 2.2 of [27]. This divisor is well-
defined up to rational equivalence and the proper map C → Spec k allows us to
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push this Weil divisor class forward to a Weil divisor class on Spec k. The group
of Weil divisors on Spec k modulo rational equivalence is canonically isomor-
phic toZ. The integral number associated to L in this manner is what we define
as the degree of L on C.
A complete treatment of intersection cycles andWeil divisor class groups can
be found in [27]. We will use the following properties: the intersection product
is linear in both arguments, it is preserved under arbitrary field extensions, and
on a projective surface S the intersection pairing descends to a bilinear pairing
on Pic S.
Although it is not directly apparent the intersection product is important for
both notions in the following definition.
DEFINITION 2.1.3. Let D be a divisor on a projective surface over a field k. We
say thatD is nef if for all integral curves C on Xwe have C ·D ≥ 0. The divisorD
is called big if the rational map X ￿￿￿ PNk associated to the complete linear
system of a sufficiently large multiple of D defines a birational map from X to
its scheme-theoretic image.
It is indeed clear that it can be checked numerically whether a divisor is nef.
Corollary 2.2.8 in [36] shows that the same is true for big. We will however
use the following proposition which gives a sufficient and necessary numerical
condition for a divisor to be big and nef. It is similar to the Nakai–Moishezon
criterion [33, Theorem V.1.10] for checking if a divisor on a surface is ample.
PROPOSITION 2.1.4. Let D be a divisor on a projective surface X over a field k. The
line bundle L(D) is big and nef precisely if D2 > 0 and for all integral curves C on X
we have C · D ≥ 0.
Proof. Let us first prove the statement in the case that k is algebraically closed.
We apply Theorem 2.2.16 of [36] to see that D is big and nef if and only if D2 > 0
and C · D ≥ 0 for all integral curves C on X. Note that although the standing
convention in [36] is that schemes are defined over C one can check that the
statement is true over any algebraically closed field.
It is clear from the definition that being big is preserved under arbitrary field
extensions. The same holds for being nef. We will prove this for the field exten-
sion k¯/k.
Assume that the pullback D¯ of D to X¯ = X ×k k¯ is nef. Let C be an integral
curve on X and write C¯ for its pullback to X¯. Note that C¯ defines an effective
Weil divisorW on X¯ and hence we find
C · D = W · D¯ ≥ 0.
Now consider the case that D is nef on X and let C￿ be an integral curve on X¯.
The scheme-theoretic image C of C￿ under X¯ → X pulls back to aWeil divisorW
on X¯ which is supported on the finitely many conjugates C￿i of C￿ under the
absolute Galois group Gk. Notes that this group acts transitively on the set of C￿i
since C￿ is irreducible and trivially on W. Hence D¯ · C￿i and the multiplicity mi
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of C￿i inW is independent of i. Since the intersection pairing is preserved under
base change we find that there exists a positive constant m such that
m(C￿i · D¯) = W · D¯ = C · D ≥ 0
for all i. This proves that D¯ is nef on X.
The result now follows from the fact that the intersection pairing is also pre-
served under field extensions.
This property shows that an ample divisor on a projective surface is both big
and nef. The converse is not true; it need not even be the case that a big and nef
line bundle is semiample. This means that no rational map S ￿￿￿ PNk associated
to a multiple of a big and nef divisor extends to a morphism on the whole of
S. For an example the reader is referred to [36, Section 2.3.A]. Practically all big
and nef divisors we will encounter will however be semiample. Once we know
that generalized del Pezzo surfaces are rational smooth projective surfaces with
a big anticanonical divisor this can be explained by Lemma 2.6 in [54].
Now consider a semiample, big and nef divisor D on a surface X. This de-
fines a birational morphism X → X￿ ⊆ PNk . One can show that the curves C
on X which are contracted by this birational morphism are precisely those for
which C · D = 0.
We will need one more geometric concept. Recall that any smooth scheme X
admits a canonical line bundle ωX . We will write the associated divisor class
as KX . Now consider a normal schemeY. The singular locus Σ is of codimension
at least 2. This proves that there is an isomorphism between Weil divisors on Y
and Y\Σ. This allows us to define the canonical Weil divisor on the normal
scheme Y. Take the closure of a canonical divisor KY\Σ in Y as aWeil divisor. We
will denote this Weil divisor on Y by KY.
If the Weil divisor KY on a normal scheme is actually a Cartier divisor, then
we denote the associated line bundle L(KY) by ωY.
2.2 Generalized and ordinary del Pezzo surfaces
We now have the terminology to define generalized and ordinary del Pezzo
surfaces.
DEFINITION 2.2.1. A generalized del Pezzo surface is a smooth projective surface X
over a field k for which the anticanonical divisor −KX is big and nef. The sur-
face X is an ordinary del Pezzo surface if the anticanonical divisor is moreover
ample.
The degree d of a generalized del Pezzo surface is defined as the canonical
self-intersection number d = KX · KX .
The following theorem classifies generalized del Pezzo surfaces over alge-
braically closed fields.
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THEOREM 2.2.2. Let X be a generalized del Pezzo surface over an algebraically closed
field k. The surface X is rational and isomorphic to either P2k, P
1
k ×P1k, the Hirzebruch
surface F2, or there exists an integer 1 ≤ r ≤ 8 such that X can be written as
X = Xr → Xr−1 → . . .→ X1 → X0 = P2k
where each map is the blowup in a reduced closed point which does not lie on a curve of
self-intersection −2. The degree of these four types of generalized del Pezzo surfaces are
respectively 9, 8, 8 and 9− r. In particular, the degree of a generalized del Pezzo surface
is a positive integer d ≤ 9.
Proof. The main ingredients for this proof come from [23], but in the classifica-
tion the Hirzebruch surface F2 is erroneously left out. A corrected and com-
pleted classification can be found in [19, Proposition 0.4].
In this last case we say that X is the blowup of P2k in r points in almost general
position. If we strengthen the condition that none of the centres of the blowups
lies on a curve of self-intersection −2, to curves of self-intersection −1 we say
that X is the blowup of the projective plane in r points in general position. Using
this terminology we can identify the ordinary del Pezzo surfaces in the previous
theorem.
THEOREM 2.2.3. Let X be an ordinary del Pezzo surface over an algebraically closed
field k. The surface X is isomorphic to either P2k, P
1
k ×P1k or a blowup of P2k in r points
in general position for some 1 ≤ r ≤ 8.
Proof. See [41, Theorem 24.3].
The following proposition shows that a surface remains a del Pezzo surface
after base extension. This means in particular that Theorem 2.2.2 and Theo-
rem 2.2.3 can be used to classify del Pezzo surfaces over any field.
PROPOSITION 2.2.4. Let X be a surface over a field k, and let K/k be a field exten-
sion. The surface X is a generalized del Pezzo surface precisely if XK = X ×k K is a
generalized del Pezzo surface. The same statement holds for ordinary del Pezzo surfaces.
Proof. We have seen in the proof of Proposition 2.1.4 that both bigness and nef-
ness are preserved under field extensions. A similar proof shows that the same
holds for ampleness.
We have seen that blowing up closed points is a principal operation one uses
to produce generalized del Pezzo surfaces. The following proposition shows
that we can always invert this process.
PROPOSITION 2.2.5. Let X be a generalized del Pezzo surface X of degree d over a
field k, and let L be a geometrically integral rational curve on X of self-intersection −1.
There exists a generalized del Pezzo surface X￿ of degree d+ 1 together with a morphism
X → X￿ such that the following properties are satisfied:
» L maps to a point p ∈ X￿(k); and
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» the morphism X → Blp X￿ obtained from the universal property of the blowup is
an isomorphism.
If X is an ordinary del Pezzo surface, then so is X￿.
Proof. By Castelnuovo’s Theorem [33, Theorem V.5.7] there is a smooth sur-
face X￿ over k, a morphism X → X￿ and a point p ∈ X￿ such that X → Blp X￿
is an isomorphism and L is the exceptional curve of this blowup π : X → X￿.
We only need to check that X￿ is indeed a generalized (respectively ordinary)
del Pezzo surface. For generalized del Pezzo surfaces this can be done using
Proposition 2.1.4.
The line bundle L − KX is the pullback of the line bundle −KX￿ by Propo-
sition V.3.3 in [33]. Let C be an integral curve on X￿. The intersection number
−KX￿ · C equals π∗(−KX￿) · π∗C = (L − KX) · π∗C. Since L is the exceptional
curve of π we have L · π∗C = 0, and since −KX is big and nef and π∗C is an
effective divisor we find −KX · π∗C ≥ 0. We also see that
K2X￿ = (π
∗KX￿)2 = (L− KX)2 = L2 − 2L · KX + K2X = −1+ 2+ d = d+ 1 > 0.
Proposition 2.1.4 now implies that −KX￿ is big and nef and hence X￿ is a gener-
alized del Pezzo surface.
For ordinary del Pezzo surfaces we use the Nakai–Moishezon criterion [33,
Theorem V.1.10]. The proof is similar to the proof above, but the inequality
should be replaced by a strict inequality.
These curves of negative self-intersection will turn out to be important. Be-
fore looking into them we will first consider their divisor classes in the next
section.
2.3 Divisor classes of negative self-intersection
Since the Picard group of the blowup of a surface in a point is well understood,
we can describe the Picard group of a generalized del Pezzo surface over an
algebraically closed field.
PROPOSITION 2.3.1. Let X be a generalized del Pezzo surface of degree d over an alge-
braically closed field k. If X is not isomorphic to P1k ×P1k or F2, then there exist 10− d
divisor classes L0, L1, . . . , Lr ∈ PicX such that
» L20 = 1;
» L2i = −1 for i > 0;
» Li · Lj = 0 for i ￿= j; and
» PicX is freely generated by the Li.
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The class of the anticanonical bundle −KX equals 3L0 −∑ri=1 Li.
For any generalized del Pezzo surface X of degree d we have PicX ∼= Z10−d.
Note that this proves that the lattice isomorphism class of the geometric Pi-
card group Pic X¯ of a generalized del Pezzo surface X over any field only de-
pends on the degree d.
Proof. See [23, II, Section 4].
The classes Li for i > 0 have negative self-intersection, but these need not be
all of them. Generalized del Pezzo surfaces do not have prime divisors of self-
intersection smaller than −2 by nefness of −KX and the adjunction formula.
With this in mind we will consider classes of self-intersection −1 and −2. To
control the behaviour of curves representing these classes under the anticanon-
ical embedding we add a condition on the intersection number of these classes
with the canonical class.
DEFINITION 2.3.2. Suppose that X is a generalized del Pezzo surface over a
field k and let s be either −1 or −2. An s-class is a divisor class D on X¯ such
that D2 = s and D · KX = −2− s.
The following proposition shows that we could equally consider the base
change to the separable closure.
PROPOSITION 2.3.3. Let X be a smooth rational surface over a field k. The natural
map PicXsep → Pic X¯ is an isomorphism.
Proof. Lemma 3.1 of [9] contains the same statement for K3 surfaces. The proof
only uses that H1(X,OX) = 0. This is however also true for smooth rational
surfaces.
The following lemma shows that there are only finitely many s-classes on
any generalized del Pezzo surface.
LEMMA 2.3.4. Let X be a generalized del Pezzo surface over an algebraically closed
field k. Then X has only finitely many s-classes.
There are no s-classes on P2k and P
1
k × P1k. The only s-classes on the Hirzebruch
surface F2 are the class of the base curve and its negative. The number of s-classes on
the projective plane blown up in r points in almost general position can be found in
Table A.
Now suppose that X is written as the blowup π : X → P2k of the projective plane in
r ≤ 7 points in almost general position. The pushforward of an s-class on X to P2k is
either trivial, O(1) or O(2).
The last statement is not true for s-classes on generalized del Pezzo surfaces
of degree 1 or 2; the pushforward of an s-class to the projective plane can also be
the line bundle O(3).
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r 8 7 6 5 4 3 2 1
s = −1 240 56 27 16 10 6 3 1
s = −2 240 126 72 40 20 8 2 0
Table A: The number of s-classes on the projective plane blown up in r points in
almost general position.
Proof. The numbers of s-classes in the table follow from the description in Propo-
sition 2.3.1 of the Picard group of the projective plane blown up in r points in
almost general position. The details can be found in [23, II, Section 5]. Enumer-
ating all s-classes on a generalized del Pezzo surface of degree d ≥ 3 shows that
for an s-class R ∈ Pic X¯ we have 0 ≤ R · L0 ≤ 2, where L0 is the first element of
a basis of Pic X¯ as given in Proposition 2.3.1.
For the remaining cases the geometric Picard group is either Z, Z2 with
the Euclidean intersection pairing, or Z · C + Z · F with the pairing given by
C2 = −2, C · F = 1 and F2 = 0, see for example Proposition 2.3 and Propo-
sition 2.9 in [33]. In these cases the computation of the number of s-classes is
straightforward.
Now let X be a generalized del Pezzo surface over a general field k. The
absolute Galois group Gk of k acts naturally on X¯ and this endows the geometric
Picard group Pic X¯ with the structure of a Gk-module. An element σ ∈ Gk acts
on Pic X¯ in a specific way; it will preserve KX and the intersection pairing. The
following theorem shows that this cannot happen in many ways.
PROPOSITION 2.3.5. Let X be a generalized del Pezzo surface of degree d over an alge-
braically closed field k and let AX be the subgroup of Aut(PicX) consisting of the ele-
ments which preserve the canonical class KX and the intersection pairing. The group AX
is finite.
Now suppose that X is the blowup of P2k in r = 9 − d points in almost general
position. The group AX permutes the−1-classes in PicX and the induced map from AX
to the group consisting of the intersection pairing preserving permutations of the −1-
classes is an isomorphism.
Proof. The finiteness of AX is part a) of Théorème 2 in [23, II]. This result does
not address the surfaces F2 and P1k × P1k , but for those cases the statement is
easily verified.
For the second statement recall that s-classes are defined in terms of their
self-intersection and the intersection with the anticanonical class. It follows
that AX preserves s-classes by definition. Now consider the group homomor-
phism from AX to the group consisting of the intersection pairing preserving
permutations of the −1-classes. The surjectivity of this homomorphism follows
from part b) of Proposition 5 in [23, II]. The injectivity is trivial if d ≥ 8 and
follows for d ≤ 7 from the fact that the −1-classes generate PicX.
32
21B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 2. DEL PEZZO SURFACES
The second statement is also true for F2, but not for P1k ×P1k .
Note that for generalized del Pezzo surfaces which are the blowup of the pro-
jective plane in r points in almost general position the group AX only depends
on the degree d, or equivalently r. For r ≤ 6 this group has been identified in
[41, Theorem 25.4] as the Weyl group Wr of a certain root system. For these del
Pezzo surface we will write Wr instead of AX , although one should be careful
sinceWr does not comewith a fixed action on PicX. For more information about
the groupsWr one can refer to §26 in [41].
Let X be a generalized del Pezzo surface over a general field k which is geo-
metrically the blowup of the projective plane in r ≥ 3 points in almost general
position. After fixing the action ofWr on Pic X¯ the action of Gk on Pic X¯ induces
a group homomorphism Gk → Wr. The image of this homomorphism is the
smallest subgroup W of Wr such that the action of Gk factors through the in-
duced action of W on Pic X¯. This subgroup of Wr contains much information
about the action of Galois on the geometric Picard group. An important corol-
lary to Proposition 2.3.5 is that in this sense there are only finitely many possible
actions of Galois on the geometric Picard group.
2.4 Curves of negative self-intersection
In the previous section we have studied the s-classes in the Picard group of a
generalized del Pezzo surface. In this section we will study the integral curves
in such divisor classes.
DEFINITION 2.4.1. Let X be a generalized del Pezzo surface over a field k. An
integral curve C on X¯ whose class in Pic X¯ is an s-class will be called a geometric
s-curve. A curve C on X is called an s-curve if its base change C¯ ⊆ X¯ to an
algebraic closure k¯ is a geometric s-curve.
Similar to Proposition 2.3.3 we could equivalently have used the separable
closure of k instead of an algebraic closure. This fact becomes important once
we start looking at the action of Gk on the geometric s-curves.
PROPOSITION 2.4.2. Let X be a smooth rational surface over a field k. Any geometric
s-curve is defined over ksep.
Proof. We again refer to [9]. The proof of Corollary 3.2 also proves this statement.
By the adjunction formula we see that every s-curve is rational and the fol-
lowing results directly from Lemma 2.3.4.
LEMMA 2.4.3. Let X be a generalized del Pezzo surface over a field k. Each s-class
contains at most one geometric s-curve and in particular we see that there are finitely
many geometric s-curves on X.
Now suppose that X is a generalized del Pezzo surface which is written as the blowup
π : X → P2k of the projective plane in r ≤ 7 points in almost general position. Any
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s-curve on X is contracted by π or it is the strict transform along π of a line or an
integral conic on P2k.
For generalized del Pezzo surfaces of degree 1 and 2 an s-curve can also be
the strict transform of a cubic plane curve.
Proof. In general, a class of negative self-intersection has at most one irreducible
representative. This proves the first statement together with Lemma 2.3.4. The
second statement follows from the same lemma.
Lemma 2.3.4 also shows that the study of geometric s-curves is trivial on a
generalized del Pezzo surface which is geometrically isomorphic to P2k , P
1
k ×P1k
or F2. So in this section X will be a surface given as the composition of blowups.
In this case we can easily identify at least some of the geometric s-curves on X.
PROPOSITION 2.4.4. Let X be a generalized del Pezzo surface over an algebraically
closed field k, which is written as the blowup π : X → P2k of the projective plane in r
points in almost general position. Let Xp be the fibre of π above a point p ∈ X(k).
Then Xp is either a single point or there exists a positive integer m ≤ r such that Xp is
the union of −2-curves E1, E2, . . . , Em−1 and a −1-curve Em which satisfy
Ei · Ej =
￿
1 if |i− j| = 1;
0 otherwise.
More precisely, if Xp is a positive-dimensional fibre of π : X → P2k, then π−1p is
a locally principal subscheme of X. The associated Cartier divisor of this subscheme
equals
E1 + E2 + . . .+ Em−1 + Em.
Proof. This follows by induction. It is obviously true for the generalized del
Pezzo surface P2k . Now suppose that the statement is true for a generalized del
Pezzo surface Xr−1 obtained from blowing up the projective plane in r− 1 points
in almost general postion. We know that Xr is the blowup of Xr−1 in a closed
point pr−1. Let p0 be the image of pr−1 in P2k . The fibre of Xr → P2k over any
point p￿ ￿= p0 is isomorphic to the fibre over p￿ of Xr−1 → P2k .
Now consider the fibre of Xr over p0. The fibre Fr−1 of Xr−1 → P2k over p0
is a chain of a non-negative number of −2-curves and one −1-curve E. By The-
orem 2.2.2 we see that pr−1 cannot lie on one of the −2-curves, so it lies on the
−1-curve E. Blowing up this point, the strict transform of E becomes a−2-curve
and the exceptional curve of the blowup Xr → Xr−1 becomes the new −1-curve
in the fibre Xr → P2k over p0.
The last statement follows again by induction.
In the notation of this proposition, we will be more interested in the divisor
(π−1p)pec = E1 + 2E2 + . . .+ (m− 1)Em−1 +mEm
above the point p than in the divisor π−1p. The reason for these unlikely multi-
plicities will become apparent in the following sections.
34
22B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 2. DEL PEZZO SURFACES
DEFINITION 2.4.5. Let X be a generalized del Pezzo surface over a field k, given
as the blowup π : X → P2k of the projective plane in r points in almost general
position. The sum of the positive-dimensional fibres of π is denoted by Eπ and
is called the exceptional divisor of π. The sum of (π−1p)pec over all points pwith a
positive-dimensional fibre is called the peculiar divisor of π and denoted by Epecπ .
Note that the exceptional and the peculiar divisor of π have the same sup-
port. The number of prime divisors in this support equals 9− d, where d is the
degree of X. By comparing with the numbers in Table A on page 32 we see
that there can be more s-curves than those in the support of Eπ . However, any
s-curve which is not in Eπ will be the strict transform of a plane curve C. This
curve C is either a line or a smooth conic by Lemma 2.4.3. Assume for a mo-
ment that k is an algebraically closed field. We can decompose the morphism
into blowups X = Xr → Xr−1 → . . . → X0 = P2k with centres xi ∈ Xi(k) and
consider the strict transform Ci ⊆ Xi of C ⊆ P2k at every level. By induction we
see that the self-intersection of C˜ = Cr can be computed as follows
C˜2 = C2 − #{i | xi ∈ Ci(k)}
since C2i+1 = C
2
i − 1 if xi ∈ Ci(k) and C2i+1 = C2i otherwise. Here we have used
that C and hence each Ci is a smooth curve.
So if X is given as a composition of blowups of the projective plane, then we
can usually identify the remaining s-curves. For ordinary del Pezzo surfaces,
this is even more straightforward as the following proposition shows.
PROPOSITION 2.4.6. On ordinary del Pezzo surfaces every −1-class contains a geo-
metric −1-curve and there are no geometric −2-curves.
Proof. It is enough to assume that k is algebraically closed. For an ordinary del
Pezzo surface π : X → P2k , written as the blowup of r points in general position,
each −1-class is either one of the r irreducible components of Eπ or the strict
transform of a plane curve of prescribed degree and multiplicities at the blowup
centres. These curves are all different and one can count that the number of these
curves equals the number of −1-classes. For details see [41, Theorem 26.2].
With a little morework one can adapt the proof to show that all−1-classes on
a generalized del Pezzo surface are effective over an algebraic closure. However,
not every −1-class needs to be represented by a prime divisor, i.e. an integral
curve. For example, the class of a connected component of the divisor Eπ in
Definition 2.4.5 represents a −1-class. However, such a component need not be
a prime divisor.
Now let us consider the same problem for−2-classes. We will restrict to gen-
eralized del Pezzo surfaces of degree d ≤ 7 to ensure that there are −2-classes.
We already saw that there are no −2-curves on ordinary del Pezzo surfaces. For
generalized del Pezzo surfaces we see in general that not all −2-classes will be
effective; the negative −R of a −2-class R is also a −2-class, and R and −R
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cannot both be effective. The following lemma gives an upper bound for the
number of −2-curves.
LEMMA 2.4.7. Let X be a generalized del Pezzo surface of degree d over a field k. The
number of −2-curves on X is at most 9− d.
Proof. We will prove the result in the case that k is algebraically closed. The
general results follow directly from there.
The result is trivial if d = 9 and for d = 8 there is at most one −2-curve in
all possible cases as one can easily check. If d ≤ 7 then X is the blowup of the
projective plane in r = 9− d points in almost general position and the geomet-
ric Picard group PicX only depends on the degree d. The intersection product
on PicX defines a negative definite pairing on the orthogonal complement K⊥X
in R ⊗ PicX by Proposition 25.2 in [41]. Now let R1, . . . Rt be t distinct inte-
gral curves with self-intersection −2 on X. We will prove that they are linearly
independent in K⊥X ⊆ R⊗ PicX.
Suppose that∑i∈I αiRi = ∑j∈J αjRj in K⊥X where all αi and αj are positive and
the index sets I, J ⊆ {1, 2, . . . , t} are disjoint. This implies that Ri · Rj ≥ 0 for all
i ∈ I and j ∈ J and we find￿
∑
i∈I
αiRi
￿2
=
￿
∑
i∈I
αiRi
￿￿
∑
j∈J
αjRj
￿
≥ 0.
We see that ∑i∈I αiRi = 0 and hence αi = 0 for all i. Similarly we find that αj = 0
for all j ∈ J.
We conclude that R1, . . . Rt are linearly independent in K⊥X which is of di-
mension 9− d.
Now that we have discussed the number of s-classes on generalized del
Pezzo surfaces we will look at the possible geometric configurations. Let X be
a generalized del Pezzo surface of degree d ≤ 7 over an algebraically closed
field k. Consider the graph whose vertices are the−1-curves on X. Between two
distinct vertices corresponding to the−1-curves L and L￿ we have precisely L · L￿
edges. Since L and L￿ are integral and different we see that this is a non-negative
integer. This graph is called the intersection graph of −1-curves on X.
We could also have looked at the intersection graph of the −1-classes on X. It
follows from Lemma 2.3.1 that the Picard groups of two generalized del Pezzo
surfaces of the same degree are isomorphic as lattices. This proves that the inter-
section graph of the−1-classes on a generalized del Pezzo surface depends only
on the degree of X. We conclude that the intersection graph of all −1-curves is
a subgraph of the intersection graph of all −1-classes. Proposition 2.4.6 implies
that these graphs even coincide on an ordinary del Pezzo surface.
We could have also defined these objects starting from all s-curves or even
all s-classes on X. Note that for the s-classes this does not produce a graph; the
intersection number between two different −2-classes can be negative. Because
36
23B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 2. DEL PEZZO SURFACES
of the obvious analogy with the situation of −1-classes we will stick with the
terminology of graphs.
It follows as above that this intersection graph of the s-classes again only
depends on the degree d of X if d ≤ 7. This need no longer be true if we consider
the intersection graph of all s-curves on X; note that this is an actual graph. We
do have the following result if we restrict to the −2-curves.
LEMMA 2.4.8. Let R be a set of −2-curves on a generalized del Pezzo surface over a
field k. Any connected component of the intersection graph on the elements of R is a
subgraph of the graph G shown in Figure I.
Figure I: The graph G.
Note that the complete graph G is not possible by Lemma 2.4.7.
Proof. Again we can assume that k is algebraically closed. Since k is algebraically
closedwe can find a point on Xwhich does not lie on any s-curve. We blow up X
in this point and by inductionwe see that there is a generalized del Pezzo surface
W → X of degree 1 with the same intersection graph of −2-curves as X. This
shows that we can assume that X is a generalized del Pezzo surface of degree 1.
The anticanonical map of X has a single base point p ∈ X(k) [23, Proposi-
tion III.2] and hence all effective anticanonical divisors on X pass through p. The
anticanonical map on X defines a rational map X ￿￿￿ P1k which is defined away
from p. If we blow up p on X we find a smooth surface X￿ = Blp X ￿￿￿ P1k . Since
blowing up separates the effective anticanonical divisors at p, the rational map
on X extends to a morphism X￿ → P1k . This makes X￿ into an elliptic surface
with a section given by the exceptional divisor of the blowup X￿ → X.
Now let R be a −2-curve on X and let R￿ be the pullback of R back to X￿.
Since R · KX = 0 we see that p does not lie on R. This also proves that R￿ lies in
a fibre of X￿ → P1k . This fibre is the strict transform of an effective anticanonical
divisor D on X. By Corollaire IV.2 in [23] this effective anticanonical divisor
contains the connected component of R in the intersection graph of −2-curves
on X. Let us write S for the sum of all −2-curves in this connected component
of R. The same corollaire also shows that there is a unique−1-curve L on X such
that D = S+ L. Since p does not lie on any −2-curve it lies on L and this shows
that the fibre of X￿ → P1k containing R￿ is a sum of −2-curves, namely the sum
of the strict transform of S and the strict transform of L.
The possible singular fibres of elliptic surfaces are classified and can for ex-
ample be found in [48, Table 15.1]. To recover the connected components of
−2-curves one still has to remove one component: the strict transform of L. We
find the possible graphs An and Dn for any positive integer n, and E6, E7 and E8.
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One now uses Lemma 2.4.7 to conclude the proof.
Now consider a del Pezzo surface over a general field k. We have looked
at the action of the absolute Galois group Gk on the s-classes. This action in-
duces an action on the geometric s-curves on X. Understanding this action is
important for the following two results.
PROPOSITION 2.4.9. Let X be a generalized del Pezzo surface of degree d over a field k.
Suppose that L is a Galois-invariant set of−1-curves on X¯ such that the curves in L are
pairwise skew, i.e. L1 · L2 = 0 for all L1 ￿= L2 in L. There exists a unique generalized
del Pezzo surface X￿ defined over k such that X¯￿ is obtained from X¯ by contracting the
curves in L. The degree of X￿ is d+ #L.
If X is an ordinary del Pezzo surface, then so is X￿.
By contracting curves which are not defined over the base field k, we mean
that X¯￿ is obtained from X¯ by contracting the elements of L. The proof is by
contracting the −1-curves on X¯ and then descending this surface back along
Spec k¯ → Spec k. We actually need not pass to an algebraic closure k¯ of k; any
field K over which all the lines in L are defined will do. This ensures that we
can assume that K/k is a finite Galois extension and this makes the morphism
SpecK → Spec k into an fpqc cover.
We will use the following equivalent formulation of an fpqc descent datum
along a Galois extension of fields.
PROPOSITION 2.4.10. Let K/k be a finite Galois extension and let G be the Galois
group Gal(K/k). Let σ∗ : SpecK → SpecK be the isomorphism induced by the ele-
ment σ ∈ G.
Let X˜ be a scheme over K. An fpqc descent datum on X˜ relative to K/k is equivalent
to a set of isomorphisms of schemes
σ˜ : X˜ → X˜,
indexed by σ ∈ G such that
X˜ X˜
SpecK SpecK
σ˜
σ∗
commutes and σ˜τ˜ = ￿τσ for all σ and τ in G.
Proof. See Proposition 4.4.2 in [46].
Let X be a scheme over the field k. In this interpretation the morphisms σ˜
corresponding to the effective descent datum on the base change XK are given
by the base change of σ∗ : SpecK → SpecK along XK → SpecK.
38
24B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 2. DEL PEZZO SURFACES
Proof of Proposition 2.4.9. Let K/k be a finite Galois extension over which all the
lines in L are defined. On the surface XK we can blow down each curve in L to
obtain a smooth surface X˜ over K [33, Theorem V.5.7] with xi ∈ X˜(K) the image
of the contracted curves. Let γ : XK → X˜ be the morphism which contracts all
curves in L.
We will make the effective descent datum of XK into a descent datum on X˜.
The morphism σ˜ : XK → XK associated to an element σ ∈ Gal(K/k) fits into the
commutative diagram in (2.1).
XK XK
X˜ X˜
SpecK SpecK
γ
σ˜
γ
σ∗
(2.1)
Since γ is a birational morphism and σ˜ an isomorphism we find a birational
map σ˜ : X˜ ￿￿￿ X˜ which makes the diagram in (2.1) commute. This map σ˜ is
clearly defined on the complement of the points xi and the composition γ ◦ σ˜
contracts each curve in L to a closed point. We conclude from [50, Tag 0C5J]
that σ˜ descends to an actual morphism σ˜ : X˜ → X˜. This morphism makes the
diagram in (2.2) commute.
X˜ X˜
SpecK SpecK
σ˜
σ∗
(2.2)
The morphisms σ˜τ˜ and ￿τσ restrict to the same automorphisms on X˜\{xi}. This
proves that the morphisms themselves are the same, since they agree on an open
dense subset.
This proves both conditions of Proposition 2.4.10 for the set of isomorphisms
σ˜ : X˜ → X˜. It follows that there is a surface X￿ over k such that X￿K is isomor-
phic to X˜ over K. The surface X￿ is a generalized del Pezzo surface by Proposi-
tion 2.2.4, because X￿K is a generalized del Pezzo surface. The same proposition
also proves that X￿ is an ordinary del Pezzo surface if X is an ordinary del Pezzo
surface.
The morphism γ : XK → X˜ commutes with the Galois descent morphisms
σ∗ : X˜ → X˜ and hence descends to a morphism X￿ → X [46, Theorem 4.3.5(i)].
It follows directly that on the complement of the −1-curves in L this morphism
is an isomorphism onto its image, because this is the case for its base change
morphism XK → X˜.
We also have the following result about contracting−2-curves, but unlike the
case of −1-curves the constructed surface can be singular. Because the possible
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configurations of contracted curves is limited by Proposition 2.4.9 the surface
will however still be normal.
PROPOSITION 2.4.11. Let R be a Galois-invariant set of −2-curves on a generalized
del Pezzo surface X over a field k. There is a normal surface Y together with a birational
proper morphism γ : X → Y such that
» the integral curves on X¯ which are contracted by γ are precisely the elements
R ∈ R;
» the Weil divisor KY on Y is a Cartier divisor; and
» the pullback of the associated line bundle ωY along γ is the canonical line bun-
dle ωX on X.
Proof. The proof is similar to the proof of Proposition 2.4.9. Let K be a finite
Galois extension over which all the −2-curves in R are defined. We will first
contract the −2-curves on XK.
Let us consider the intersection matrix (Ri · Rj) of the −2-curves of R. We
will prove that this matrix is negative definite. This statement is true for −2-
curves with intersection graph A8, D8 and E8. It is easily checked that any con-
nected subgraph of the graph G in Figure I is a subgraph of one of these three
graphs. Using Lemma 2.4.8 and the fact that any principal minor of a negative
definite matrix is again negative definite we see that this property is satisfied for
any collection of geometric −2-curves on a generalized del Pezzo surface.
Since the matrix (Ri ·Rj) is negative definite we can apply Theorem 2.7 in [1].
This produces a normal surface X˜ together with a proper birational morphism
γ˜ : XK → X˜ which contracts precisely the −2-curves in R. As before we can
descend this to a morphism X → Y over k, which is an isomorphism away from
the contracted −2-curves. Using Corollaire 9.10 in [31] we see that Y is normal,
because X˜ is.
The statements about the canonical divisor and canonical line bundle on Y
also follow from Theorem 2.7 in [1].
2.5 Effective anticanonical divisors
In this section we will give several characterizations of the effective anticanon-
ical divisors on a generalized del Pezzo surface X. We will need the following
result which we will state as a lemma.
LEMMA 2.5.1. Let π : S￿ → S be a proper birational morphism of projective surfaces
and assume that S is normal. The natural map OS → π∗OS￿ is an isomorphism.
More generally, the natural morphism F → π∗π∗F coming from the adjunction
between π∗ and π∗ is an isomorphism for any quasi-coherent sheaf F on S.
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Proof. The isomorphism OS → π∗OS￿ follows from [50, Tag 0AY8]. This proves
the first claim. We now have the following chain of isomorphisms
π∗π∗F ∼= π∗ (π∗F ⊗OS￿)
∼= F ⊗ π∗OS￿
∼= F ⊗OS
∼= F ,
where we have used the projection formula [33, Exercise III.8.3] in the second
isomorphism. One can check locally that this isomorphism is given by the natu-
ral morphism F → π∗π∗F coming from the adjunction between π∗ and π∗.
We can now prove the following proposition and state the main definition
of this section. This also explains the coefficients in the definition of Epecπ in
Definition 2.4.5.
PROPOSITION 2.5.2. Let X be a generalized del Pezzo surface of degree d over a field k
together with a birational morphism π : X → P2k.
There is an isomorphism of line bundles π∗ωP2k = ωX ⊗ L(−E
pec
π ) over X and an
isomorphism of k-vector spaces
H0(P2k ,ω
∨)→ H0(X,ω∨X ⊗ L(Epecπ )).
This last map is given on divisors by mapping a divisor C to its total transform π∗C.
Here we have identified the complete linear system |D|X of a divisor D on X with the
global sections H0(X,L(D)) up to scaling by elements in k×.
The morphism H0(X,ω∨X) → H0(X,ω∨X ⊗ L(Epecπ )) defined by taking the tensor
product with the designated global section 1Epecπ ∈ H0(X,L(E
pec
π )) is injective. This
injection is given on divisors by adding the effective divisor Epecπ on X.
Proof. The statement is purely geometric so we can assume that π decomposes
as the blowup X = Xr → Xr−1 → . . . → X1 → P2k of the projective plane in
r = 9− d points in almost general position, where the centre of each blowup is
a closed k-point.
Define πi : Xi → P2k to be the composition of the first i blowups. So we get
that π0 is the identity on the projective plane and that πr = π. One can now
prove by induction that π∗i ωP2k = ωXi ⊗ L(−E
pec
πi ). The base case is trivial and
for the induction step one uses Proposition V.3.3 in [33].
We apply Lemma 2.5.1 to the quasi-coherent sheaf ω∨
P2k
. We find an isomor-
phism ω∨
P2k
→ π∗π∗ω∨P2k . Since the global sections of the pushforward π∗F are
the same as the global sections of the original sheaf F we conclude that there is
an isomorphism on global sections
H0(P2k ,ω
∨
P2k
)→ H0(X,π∗ω∨
P2k
)
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induced by π. If we consider the associated divisors of a global section in the
domain and codomain of this isomorphism we see that a Cartier divisor asso-
ciated to a global section in H0(P2k ,ω
∨) gets sent to the Cartier divisor on X
locally defined by the same functions after identifying κ(X) and κ(P2k) along π.
This maps a divisor C on P2k to the divisor on X which by definition is the total
transform of C along π.
Now consider the inclusion OX ￿→ L(Epecπ ) which maps the unit of OX
to 1Epecπ . A locally free sheaf is flat so we find the inclusion of line bundles
ω∨X ￿→ ω∨X ⊗ L(Epecπ ). This induces an inclusion on global sections. The last
statement about divisors follows from considering the inclusion H0(X,ω∨X) →
H0(X,ω∨X ⊗ L(Epecπ )) locally.
DEFINITION 2.5.3. Let VX ⊆ H0(P2k ,ω∨) be the image of the composition of the
inclusion H0(X,ω∨) ￿→ H0(X,ω∨ ⊗ L(Epecπ )) with the isomorphism
H0(X,ω∨ ⊗ L(Epecπ ))
∼=−→ H0(P2k ,ω∨).
Since ωP2k is isomorphic to OP2k (−3) we can identify global sections of the
anticanonical bundle with homogeneous cubic polynomials in three variables.
We will consider the linear subsystem of cubic plane curves associated to these
polynomials. The next proposition describes the relation between this linear
subsystem |VX |P2k of cubics on P
2
k and the effective anticanonical divisors on X.
Note that by Definition 2.5.3 both linear systems are of dimension 9− d.
PROPOSITION 2.5.4. Let π : X → P2k be a birational morphism from a generalized del
Pezzo surface to the projective plane. Let C ⊆ P2k be a cubic plane curve and let C˜ be
the strict transform of C along π. The following three statements are equivalent.
(i) The divisor C lies in the linear subsystem |VX |P2k .
(ii) The anticanonical divisor π∗C− Epecπ on X is effective.
(iii) There exists an effective divisor D on X supported on the peculiar divisor Epecπ
of π such that the class of C˜ + D in the Picard group of X is the anticanonical
class −KX.
Note that π∗C− Epecπ is an anticanonical divisor for any cubic plane curve C.
Statement (ii) is purely about the effectiveness of this divisor. We will also use
that π∗C− C˜ is an effective divisor on X whose prime divisors lie in the support
of Epecπ .
Proof. The equivalence between (i) and (ii) follows directly fromDefinition 2.5.3.
Assume statement (ii) holds for a cubic plane curve C. The divisor D =
π∗C − Epecπ − C˜ then satisfies the conditions of (iii). Now assume (iii). We
have two anticanonical divisors π∗C − Epecπ and C˜ + D. That implies that the
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difference (π∗C − C˜) − Epecπ − D is a principal divisor. Since π∗C − C˜ and D
are supported on Epecπ we see that the same holds for (π∗C − C˜) − Epecπ − D.
Now consider a function f ∈ κ(X) such that divX f = (π∗C − C˜) − Epecπ − D.
We see that f has a trivial divisor on X\Epecπ . Using the birational morphism
π : X → P2k we find a function f ∈ κ(P2k)which has a trivial divisor on the com-
plement of a finite set of points. Since P2k is normal, we see that divP2k f = 0
and hence f must be constant both in κ(P2k) and in κ(X). This shows that
(π∗C − C˜)− Epecπ − D = 0 and hence π∗C − Epecπ = C˜ + D is an effective anti-
canonical divisor.
Note that the proof also shows that the complementary divisor D in (iii) is
unique.
We will see in Proposition 2.7.16 another way to identify the cubic plane
curves in the linear system of VX .
2.6 Singular del Pezzo surfaces
A generalized del Pezzo surface comes by definition with a morphism to a pro-
jective space, namely the morphism associated to the complete linear system of
a sufficiently large multiple of the anticanonical divisor. For del Pezzo surfaces
of high degree it is even enough to consider −KX itself.
THEOREM 2.6.1. Let X be a generalized del Pezzo surface of degree d over a field k.
If d ≥ 3 then the complete linear system |− KX | does not have base points and −KX is
very ample outside of the −2-curves. The associated morphism contracts all −2-curves
on X and embeds the obtained surface as a degree d surface in Pdk .
Proof. See Proposition V.1 of [23].
COROLLARY 2.6.2. The anticanonical map embeds an ordinary del Pezzo surface of
degree d ≥ 3 as a smooth surface in Pdk of degree d.
For ordinary del Pezzo surfaces of degrees 1 and 2 it is known that although
the class −KX is ample it will not be very ample. The smallest multiples of the
anticanonical line bundle which are very ample are −3KX and −2KX respec-
tively. Theorem 2.6.1 is also true for generalized del Pezzo surfaces of degree 1
and 2 if one considers these multiples of the anticanonical line bundles.
We will now consider the image of a generalized del Pezzo surface under
this morphism to a projective space over k. Such a surface will be normal by
Proposition 2.4.11.
DEFINITION 2.6.3. The projective normal surface obtained from contracting all
the −2-curves on a generalized del Pezzo surface X is called a singular del Pezzo
surface.
43
27A_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
2.6. SINGULAR DEL PEZZO SURFACES
Note the unfortunate terminology: an ordinary del Pezzo surface X is also a
singular del Pezzo surface, although X is actually non-singular. In general the
morphism X → Y is not an isomorphism, but it will be a birational morphism.
We have seen in Proposition 2.4.11 how to construct Y from X. One can also re-
cover the generalized del Pezzo surface X from the singular del Pezzo surface Y,
but we will need the following notion.
DEFINITION 2.6.4. Let Y be a scheme. A scheme X together with a proper bira-
tional map γ : X → Y is called a desingularization of Y if X is regular.
A desingularization γ : X → Y of Y is said to be a minimal desingularization if
for any desingularization X￿ the morphism X￿ → Y factors through X → Y.
Finding desingularizations can be quite hard in general and even minimal
desingularizations need not exist [3, Section 3]. For surfaces they arewell enough
understood and we have the following proposition.
PROPOSITION 2.6.5. Let Y be a surface over a field k. Suppose that Y has a desingu-
larization γ : X → Y. Then Y has a unique minimal desingularization.
A desingularization X → Y is minimal if and only if all integral curves E on X
which map to a point on Y satisfy E2 ≤ −2χ(E).
Because of this result we will usually talk about the minimal desingulariza-
tion of a surface instead of a minimal desingularization.
Proof. See Corollary 27.3 in [37].
This gives us the result we were looking for.
COROLLARY 2.6.6. Let X be a generalized del Pezzo surface over a field k and let Y
be the associated singular del Pezzo surface over k. The morphism γ : X → Y which
contracts all −2-curves on X is the minimal desingularization of Y.
Proof. The surface X is smooth over k and we see by [33, Corollary II.4.8] that
the morphism γ is proper. This shows that X is a desingularization of Y by
definition. We will show that X is the minimal desingularization of Y.
The integral curves on Xmapping to a point onY are precisely the−2-curves
on X. A −2-curve E ⊆ X satisfies χ(E) = 1 because E is a smooth curve of
genus 0. This means that we have E2 ≤ −2χ(E) and we conclude from Proposi-
tion 2.6.5 that X is the minimal desingularization of Y.
A singular del Pezzo surface will only have isolated singularities since it is
normal. Such a singularity p on a singular del Pezzo surface Y can be studied
by looking at the fibre of p of the minimal desingularization γ : X → Y; the type
of singularity is encoded by the graph of intersection of the components of the
fibre γ−1p.
COROLLARY 2.6.7. A singularity on a singular del Pezzo surface over an algebraic
closed field is an isolated singularity of type An or Dn for n ≤ 8, or E6, E7 or E8.
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Proof. This corollary is proved by listing all connected subgraphs of the graph
in Lemma 2.4.8.
2.7 Peculiar del Pezzo surfaces
The first type of del Pezzo surfaces to be studied were the surfaces which with
our definitions would be called ordinary del Pezzo surfaces of degree d ≥ 3.
Del Pezzo in [22] used Corollary 2.6.2 as his definition; he studied smooth sur-
faces in Pdk of degree d. In this terminology singular del Pezzo surfaces appear
to be a natural generalization of ordinary del Pezzo surfaces. On the other hand
generalized del Pezzo surface seem to be an obvious extension if one consid-
ers ordinary del Pezzo surfaces as the projective plane blown up in r points in
general position.
In this section we will study a new type of del Pezzo surfaces: peculiar del
Pezzo surfaces. We will see that they fit in between the classes of singular and
generalized del Pezzo surfaces. They generalize the notion of ordinary del Pezzo
surfaces in the following way.
Let X be an ordinary del Pezzo surface over a field k and suppose that it is
explicitly written as the blowup X = Xr → Xr−1 → . . . → X1 → X0 = P2k of
the projective plane in r points in general position. As the centre pi ∈ Xi(k) of
the blowup Xi+1 → Xi does not lie on a curve with negative self-intersection
on Xi, we find that for 0 ≤ j < i the point pi does not map to pj under Xi → Xj.
Let Z be the union of the images of all pi in X0 = P2k . By the commutativity of
blowing up two closed subschemes [24, Lemma IV-41] we find that X and BlZ P2k
are isomorphic.
This approach has the following consequence: we do not need the interme-
diate surfaces Xi with 0 < i < r to study X; the geometry of X is completely
determined by information on P2k . For example, the −1-curves on an ordinary
del Pezzo surface X of degree d ≥ 3 are either a component of the exceptional
divisor of β : X = BlZ P2k → P2k or the strict transform along β of a line on P2k
which meets Z in two points or a conic which meets Z in five points. Recall that
for ordinary del Pezzo surfaces of degree 1 or 2 we would also have to consider
cubic plane curves. In any case, the intersection graph of all s-curves on an ordi-
nary del Pezzo surface is determined by the configuration of Z on the projective
plane.
Let us mimic the construction of Z for a generalized del Pezzo surface X
written as the blowup X = Xr → Xr−1 → . . .→ X1 → X0 = P2k of the projective
plane in r points in almost general position: let qα be the images of the blowup
centres pi ∈ Xi under the composition Xi → P2k . We will let nα be the number
of i such that pi maps to qα. We would want Z to be a zero-dimensional scheme
supported in the qα such that the geometrically irreducible component at each qα
is of length nα. This presents two problems.
The first problem is that BlZ P2k will not be isomorphic to X in general. Con-
sider the first example in Section VI.2.3 from [24]. They consider the blowup
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of the projective plane in the non-reduced point defined by (x2, y). This ideal
contain the information of the origin p0 and the direction v defined at p0 by the
line y = 0. If we blow up the point p0 we get a surface X1 → P2k with an excep-
tional divisor E1. Now consider v as a k-point on E1. If we blowup X1 in v, then
we get a scheme X2 → X1 with the exceptional divisor E2. Let us denote the
strict transform of E1 along X2 → X1 also by E1. If we compose the two blowup
morphisms we get a birational morphism π : X = X2 → X1 → X0 = P2k with
peculiar divisor Epecπ = E1 + 2E2. The morphism π restricts to an isomorphism
X\Epecπ → P2k\p0.
Proposition IV.40 in [24] states that BlZ P2k is obtained from X by contracting
the −2-curve E1. So in this case BlZ P2k is not the generalized del Pezzo surface
we started with, but rather the associated singular del Pezzo surface. For some
zero-dimensional schemes Z the blowup BlZ P2Z will be neither a generalized or
a singular del Pezzo surface. This is where the peculiar del Pezzo surfaces come
in.
The second problem is that the support and local lengths do not determine
the zero-dimensional subscheme uniquely. It would if we could embed Z into
a smooth curve. So let us recall that the associated zero-dimensional scheme Z
associated to an ordinary del Pezzo surface naturally lies on a certain important
cubic plane curve.
It follows from Proposition 2.3.1 that the pushforward β∗D of an effective
anticanonical divisor D along β : BlZ P2k → P2k is a cubic curve. One can prove
that this cubic curve passes through Z. This even defines a bijection between
the effective anticanonical divisors on the ordinary del Pezzo surface BlZ P2k and
the cubic curves passing through Z. This proves that Z could equivalently be
defined as the intersection of all these cubic curves.
Now consider a generalized del Pezzo surface X and construct the points qα
with the multiplicities nα. With this data we could determine Z if the pushfor-
ward of an anticanonical divisor on X were a cubic curve which passes through
each qα and is furthermore smooth at these points. This is precisely the follow-
ing result.
LEMMA 2.7.1. Let X = Xr → Xr−1 → . . . → X1 → X0 = P2k be a generalized del
Pezzo surface over a field k written as the blowup of the projective plane in r points in
almost general position. Let pi ∈ Xi(k) be the centre of the blowup Xi → Xi−1. There
exists an irreducible cubic curve C ⊆ P2k such that the strict transform of Ci along
Xi → X0 = P2k passes through pi and is also smooth at pi.
For generalized del Pezzo surfaces over fields of characteristic zero one can
even find an irreducible curve C which is everywhere smooth using Bertini’s
theorem. We include the more general result so that our results are true over
any field.
Proof. This is part (b￿) of Théorème III.1 in [23] in the version stated in the intro-
duction of part IV.
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So let us first look into zero-dimensional schemes on curves and define what
it means for such a subscheme to be in almost general position.
DEFINITION 2.7.2. A zero-dimensional subscheme Z on a surface S is called
curvilinear if it can be embedded in a curve C ⊆ Swhich is smooth in the support
of Z.
Let k be a field and consider a curvilinear subscheme Z ⊆ P2k of degree r ≤ 6.
We say that Z lies in almost general position if the scheme-theoretic intersection
of Z with any integral curve L of degree 1 satisfies deg(Z ∩ L) ≤ 3.
If Z is reduced and we have
deg(Z ∩ D) ≤
￿
2 if degD = 1;
5 if degD = 2
for all effective divisors D of degree at most 2, we say that Z lies in general posi-
tion.
In the definition of almost general position one would want to add the con-
dition that for all curves C of degree 2 we have deg(Z ∩ C) ≤ 6. Since we
have restricted to r ≤ 6 this condition is trivially satisfied. If one considers
zero-dimensional subschemes of degrees 7 and 8 in almost general position, one
would require that deg(Z ∩ C) ≤ 6. A more complication condition would also
be needed on cubic plane curves.
A zero-dimensional scheme supported on a plane curve of low degree will
always lie in almost general position.
LEMMA 2.7.3. Let k be a field and Z a zero-dimensional supported in the smooth locus
of a cubic plane curve C ⊆ P2k. Then Z lies in almost general position.
To construct curvilinear subschemes more generally one can use the fact
that a geometrically irreducible zero-dimensional subscheme on a given smooth
curve C is uniquely defined by its support and its degree. This warrants the fol-
lowing definition.
DEFINITION 2.7.4. Let m be a positive integer and C a curve which lies on a
surface S over a field k. Fix a k-point x on Swhich is smooth as a point of both C
and S over k. We will write IC,x,m for the ideal sheaf defining the unique zero-
dimensional subscheme of C of degree m which is supported at x.
When X → P2k is the blowup of the projective plane in r points in general
position wewill consider the degree r zero-dimensional subscheme Z ofP2k such
that BlZ P2k is isomorphic to X over P
2
k . This proves that for ordinary del Pezzo
surfaces we can freely shift between the set of points and the subscheme Z.
The main objective of this section is to relate the blowup X￿ = BlZ P2k for a
zero-dimensional scheme Z in almost general position to generalized and sin-
gular del Pezzo surfaces. Let us start by giving these surfaces X￿ a name.
DEFINITION 2.7.5. Let k be a field. A peculiar del Pezzo surface over k is the
blowup of P2k in a subscheme Z ⊆ P2k in almost general position. The degree
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of a peculiar del Pezzo surface is 9− degZ.
We have seen that ordinary del Pezzo surfaces are also peculiar del Pezzo
surfaces. Note however that peculiar del Pezzo surface can be singular surfaces,
but on the other hand they are not necessarily singular del Pezzo surfaces. We
will now describe the relation between generalized and peculiar del Pezzo sur-
faces.
PROPOSITION 2.7.6. Let X￿ be a peculiar del Pezzo surface of degree 9− r over a field k.
It has the minimal desingularization X and the surface X is a generalized del Pezzo
surface given as the blowup of P2k in r points in almost general position. Furthermore,
the del Pezzo surfaces X￿ and X have the same degree.
For the proof wewill need several lemmas. First wewill describe the blowup
of a surface in a curvilinear subscheme. Then we will consider how the geome-
try of a surface changes under a blowup in a possibly non-reduced curvilinear
scheme.
LEMMA 2.7.7. Let m be a positive integer and C a curve which lies on a surface S over
a field k. Fix a k-point x on S which is smooth as a point of both C and S over k. Let Z
be the zero-dimensional subscheme of S defined by the ideal sheaf IC,x,m.
The blowup B = BlZ S of S in the subscheme Z can be computed as follows: define
S0 = S, x0 = x, C0 = C and recursively the blowup πi+1 : Si+1 → Si in xi with
exceptional curve Ei+1, the strict transform Ci+1 of Ci along πi+1, and xi+1 the unique
intersection between Ei+1 and Ci+1. Then B is obtained from Sm by contracting the
strict transforms of Ei for all 1 ≤ i ≤ m− 1.
This construction also shows that the positive-dimensional fibres of Sm → S
are of the same form as described in Proposition 2.4.4. It now follows from
Proposition 2.6.5 that Sm is the minimal desingularization of B.
Proof. Consider the completed local ring ￿OS,x at x and let ￿x, ￿C and ￿Z be the pull-
backs of x, C and Z along the morphism Spec ￿OS,x → S. As ￿Z is the subscheme
of ￿C of length m which is supported at ￿x and we recover a situation similar
to the one in the lemma; we will compute the blowup of the two-dimensional
scheme Spec ￿OS,x in the zero-dimensional scheme ￿Z, which is contained in ￿C
and supported in the point ￿x. We will first prove the result in this case. To that
end let ￿πi, ￿Si, ￿xi and ￿Ci be the objects mentioned in the lemma when applied to
computing the blowup ￿B = Bl￿Z ￿S.
By smoothness we can choose an isomorphism ￿OS,x → k[[u, v]] such that ￿C
is given by the vanishing of v. Then Z is given by the ideal (um, v). Using these
equations one can prove by explicit calculations that ￿Sm → ￿B is the contrac-
tion of all but the last of the exceptional curves ￿Ei. A particularly nice way to
prove this is using toric geometry: the blowup in the ideal (um, v) gives us the
completion of a singular toric variety covered by two affine charts. To find a
desingularization of ￿B one can use the procedure in [21, Section 10.1], which
coincides with the process described in the lemma.
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Blowing up commutes with flat base change, so we have the following tower
of cartesian squares combining the situation above with the general case.
￿Sm Sm
... ￿B ... B
￿S1 S1
￿S0 = Spec ￿OS,x S0 = S
￿πm πm
￿π2 π2 β
￿π1 π1
￿β
Let U be the complement of x in S and identify it with the corresponding
open U ×S Sm ⊆ Sm. Now consider the map U￿ ￿S0 → S0, which is an fpqc
cover, so the same holds for the base change U￿ ￿Sm → Sm. The fibred product
of U￿ ￿Sm over Sm with itself is the disjoint union of the Sm-schemes U ×Sm U,￿Sm ×Sm ￿Sm and U ×Sm ￿Sm. The projection maps of the first product are isomor-
phisms as U is an open of Sm. Because taking the fibred product of T → S
with the completion of S in x we get the completion of T in the pullback of x
we see that the projections ￿S0 ×S0 ￿S0 → ￿S0 are isomorphisms too. Pulling back
this isomorphism to Sm we find that ￿Sm ×Sm ￿Sm and ￿Sm are also naturally iso-
morphic. Lastly, U ×Sm ￿Sm is the complement of the closed point in ￿Sm. So we
have maps U, ￿Sm → B over Sm which agree on the product over Sm described
above. As representable functors on the category of S-schemes are sheaves in
the fpqc topology [25, Theorem 2.55] the morphism U￿ ￿Sm → B descends to
the morphism Sm → B of S-schemes we were looking for.
We have the composition Sm → B → S0 and similarly to the proof of Propo-
sition 2.4.4 we see that the positive-dimensional fibre of Sm → S is a union of
−2-curves and one −1-curve. We conclude that the desingularization Sm → B
contracts a chain of −2-curves and Proposition 2.6.5 proves that Sm is the mini-
mal desingularization of B. Similarly to the proof of Proposition 2.4.11 one can
prove that if Sm is a projective normal surface, then so is B.
We will also need to know how intersection numbers of curves on S behave
under pullback to Sm. The following lemma describes local intersection num-
bers for the blowup of S in a closed point. For a reference on the notions of
intersection numbers and multiplicities of curves one can consult Sections 3.2
and 3.3 in [26].
LEMMA 2.7.8. Consider a surface S over a field k with a smooth k-point x. Let m be
a positive integer, C ⊆ S a curve on S which is smooth at x, and Z ⊆ C the zero-
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dimensional subscheme defined by IC,x,m. Consider an integral curve D on S such that
any common component of C and D does not pass through x. It holds that
deg(D ∩ Z) = min(ix(C,D), degZ).
Let E be the exceptional divisor of the blowup π : S￿ → S of S at x. Define C˜ and D˜
as the strict transforms of C and D along π, and let x￿ be the unique intersection point
of C˜ with E. If s is the multiplicity of D at x then we have
ix(C,D) = ix￿(C˜, D˜) + s.
Proof. We will work with the completed local rings ￿OS,x and ￿OS￿ ,x￿ . We can pick
coordinates u and v for ￿Ox, such that C is given by v = 0, and hence Z is given
by um = 0 = v. Then we can use coordinates u and V on ￿Ox￿ , such that the map￿Ox → ￿Ox￿ induced by π maps u to u and v to Vu. Now let D be defined at x by
a polynomial g(u, v).
By definition we have
deg(D ∩ Z) = dimk ￿Ox/(um, v, g) = dimk ￿Ox/(um, v, g(u, 0)),
degZ = dimk ￿Ox/(um, v) = m
and
ix(C,D) = dimk ￿Ox/(v, g) = dimk ￿Ox/(v, g(u, 0))
which proves the first statement.
For the second statement we interpret
ix(C,D) = dimk ￿Ox/(v, g(u, 0))
as the smallest t such that ut is a monomial of g.
Since C is smooth at x and E is defined by the vanishing of u we see that C˜
is defined by V = 0. Similarly, D˜ is given by the vanishing of the polynomial
g˜ = g(u,Vu)us . So we have
ix￿(C˜, D˜) = dimk ￿Ox￿/(V, g˜).
This is the smallest integer t￿ such that ut￿ is a monomial of g˜. We have a cor-
respondence between monomials of g and g˜ by associating uαvβ to uα+β−sVβ.
This implies that t = t￿ + s.
We can now compute the self-intersection of the strict transform D˜ ⊆ Sm of
an integral curve D ⊆ S, which we will need to prove Proposition 2.7.6.
LEMMA 2.7.9. Let Z ⊆ S be a curvilinear subscheme of degree r on a smooth surface S
over a field k. Let X￿ → S be the blowup of S in Z and let X → X￿ be its minimal
desingularization. For an integral curve D on S we define D˜ to be the strict transform
of D along X → X￿ → S. If D is smooth in the support of Z we have
D˜2 = D2 − deg(D ∩ Z).
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Proof. Let C ⊆ S be a curve on S which contains Z and is smooth in the support
of Z. It is enough to prove the result in the case that Z is supported in a single
point x ∈ C. We use the notation of Lemma 2.7.7: the morphism X → X￿ → S
equals the composition X = Sm → Sm−1 → . . .→ S1 → S0 = S of m blowups in
k-points xi ∈ Si(k). Let Ei ⊆ Si be the exceptional curve of Si → Si−1.
We also define Ci, Di ⊆ Si as the strict transforms of C and D along Si → S0.
We see that xi ∈ Ci. We will determine the i for which xi lies on Di.
We will prove by induction that
ixi (Ci,Di) = max(ix0(C0,D0)− i, 0).
Indeed, Di is either smooth in xi or it does not pass through xi which correspond
to the conditions ixi (Ci,Di) > 0 and ixi (Ci,Di) = 0. The result now follows from
Lemma 2.7.8; ixi (Ci,Di) decreases by 1 as i increases by 1 until it is zero.
Definem￿ = deg(Z∩D). Note that we have proved thatDi passes through xi
for i = 0, 1, . . . ,m￿ − 1, but not for i > m￿. Since D is smooth at each of the xi
for i < m￿, we find D2i = D20 − i for i < m￿. From the fact that Di does not
pass through xi for i ≥ m￿ it follows that D2i = D20 − m￿ for those i. Since
Z ∩ D ⊆ Z we see that m￿ = deg(Z ∩ D) ≤ degZ = m and from the first result
in Lemma 2.7.8 we conclude
D˜2 = D2n = D
2
0 −m￿ = D2 − deg(D ∩ Z).
While proving this last lemma we have also proved the following statement.
COROLLARY 2.7.10. Let k be a field, m a positive integer, and C a curve on a surface S
over k. Let x ∈ C(k) be a point which is smooth as a point of C and of S. Define Z to be
the curvilinear scheme of S corresponding to the ideal IC,x,m. Consider X￿ = BlZ S and
let X → X￿ be its minimal desingularization. Now write E1 + E2 + . . .+ Em for the
unique positive-dimensional fibre over π : X → S as in Proposition 2.4.4. Let D ⊆ S
be a curve which passes through x and is smooth at x. The strict transform D˜ ⊆ X of D
along π passes through exactly one Ei namely the one with i = deg(D ∩ Z).
Wewill now prove that theminimal desingularization of a peculiar del Pezzo
surface is a generalized del Pezzo surface.
Proof of Proposition 2.7.6. Fix a zero-dimensional subscheme Z ⊆ P2k in almost
general position such that X￿ is isomorphic to BlZ P2k and let π
￿ : X￿ → P2k be
the composition of this isomorphism with the blowup morphism. Now let K
be a finite Galois extension of k such that the geometric components of Z are
defined over K. We can apply Lemma 2.7.7 to each component of Z and find a
smooth surface over K, which descends to a smooth surface X over kwith a map
γ￿ : X → X￿. Proposition 2.6.5 shows that γ￿ is the minimal desingularization of
the peculiar del Pezzo surface X￿ since it is so locally.
Now fix an algebraic closure k¯ of k and let X¯ be the base change of X to k¯. We
will prove that there are no integral curves on X¯ with self-intersection smaller
than −2. Suppose that there is an integral curve D˜ on X¯ with self-intersection
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less than −2. Fix a decomposition X¯ = Xr → Xr−1 → . . .X1 → X0 = P2k¯ into
blowups in k¯-points xi ∈ Xi(k¯). Let n be the smallest positive integer such that
there is an integral curve D￿ ⊆ Xn passing through xn, such that D￿2 = −2. Let
D = π∗D￿ be the pushforward of D￿ to the projective plane. Now D˜ is the strict
transform of D along X → P2k¯ . This implies that D˜2 < D￿2 = −2. By minimality
of n we have that Xn is a generalized del Pezzo surface over k¯ of degree d ≥ 3
and hence D is either a line or a conic on P2k¯ by Lemma 2.4.3. Because D is
integral it is smooth and we can apply Lemma 2.7.9.
If D is a line we see that
deg(D ∩ Z) = D2 − D˜2 > 1− (−2) = 3
which contradicts Z lying in almost general position. If D is an integral conic
we have
deg(D ∩ Z) = D2 − D˜2 > 4− (−2) = 6,
which contradicts degZ ≤ 6.
This implies that X¯ and hence X is a generalized del Pezzo surface and its
degree is also 9− r = d.
Note that for every peculiar del Pezzo surface X￿ there is a birational mor-
phism from X￿ to the projective plane, and by composition we find a birational
morphism X → P2k for its associated generalized del Pezzo surface. The next
proposition shows that associating a generalized del Pezzo surface to a peculiar
del Pezzo surface in this manner defines a bijection.
PROPOSITION 2.7.11. Let π : X → P2k be a birational morphism from a generalized
del Pezzo surface X of degree d ≥ 3 to the projective plane. The natural map
π∗ : H0(P2k ,O(1))→ H0(X,π∗O(1))
is an isomorphism of k-vector spaces, which identifies the complete linear systems ofO(1)
and L = π∗O(1). The morphism π is associated to the complete linear system of L.
The line bundle L⊗ ω∨X is big and nef and the image X￿ of the complete linear system
of a sufficiently large multiple of L⊗ω∨X is a peculiar del Pezzo surface.
One can show that the peculiar del Pezzo surface is the image of the complete
linear system associated to the line bundle L⊗ω∨X itself. For del Pezzo surfaces
of degree 1 and 2 with a birational morphism π : X → P2k the contraction of
all −2-curves in the support of the exceptional divisor Eπ of π is given by the
powers (L⊗ω∨X)3 and (L⊗ω∨X)2 respectively.
Proof of Proposition 2.7.11. The isomorphism
π∗ : H0(P2k ,O(1))→ H0(X,π∗O(1))
follows from the isomorphism O(1) → π∗π∗O(1) in Lemma 2.5.1. This also
proves that π is associated to the complete linear system of L.
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In particular we see that the complete linear system of L is non-empty. Let Λ
be an effective divisor in the complete linear system of L and let −KX be an
effective anticanonical divisor on X. It follows from Definition 2.1.3 that Λ− KX
is nef, since Λ and −KX are both nef. By Proposition 2.1.4 we only need to
compute
(Λ− KX)2 = Λ2 − 2KX ·Λ+ K2X = 1+ 2 · 3+ d = d+ 7 > 0
to conclude that Λ− KX is also big. Here we have used that Λ is the pullback of
some line L ⊆ P2k and by the projection formula we find
KX ·Λ = KX · π∗L = π∗KX · L = KP2k · L = −3.
Let γ￿ : X → X￿ be the birational proper morphism associated to a suffi-
ciently large multiple of Λ − KX . The integral curves C ⊆ X which are con-
tracted are those for which C(Λ − KX) = 0. We see by Proposition 2.1.4 that
C · Λ ≥ 0 and C ·−KX ≥ 0 and it follows that the curves contracted by γ￿ are
the curves which are contracted by both π and the anticanonical map. These are
precisely the −2-curves in the support of Eπ .
Now let X￿ be the image of the anticanonical map on X. We will need to
prove that X￿ is a peculiar del Pezzo surface. We will first show that X￿ is the
blowup of the projective plane in a curvilinear subscheme Z. Note that the state-
ment is purely geometric so we may assume that k is algebraically closed.
By Lemma 2.7.1 there exists a cubic curve C ⊆ P2k such that its strict trans-
form Ci ⊆ Xi is smooth at pi for all i. Note that in particular C must be reduced
as it is irreducible, locally principal and smooth in at least one point.
Let us write the birational morphism X → P2k as the composition X = Xr →
Xr−1 → . . . → X0 = P2k of blowups in closed points pi ∈ Xi(k). Consider
the multiset I consisting of the images of the points pi in P2k . This means that I
is a set of smooth points qα on C with some multiplicities nα. Now let Zα be
the zero-dimensional subscheme of C defined by IC,qα ,nα and set Z = ∪Zα. It
follows from Lemma 2.7.7 that X￿ is the blowup of P2k in Z.
We will prove that Z lies in almost general position. For a line L on the
projective plane we define L˜ to be the strict transform. Since L is smooth we
may apply Lemma 2.7.9 and we find
deg(Z ∩ L) = L2 − L˜2 ≤ 1− (−2) = 3
so Z lies in almost general position.
The zero-dimensional scheme Z constructed in the proof will be called the
zero-dimensional scheme Z ⊆ P2k associated to the morphism X → P2k . The scheme Z
does not only depend on X, but also on the morphism to the projective plane.
When it is clear from the context how X is given as the blowup of the projec-
tive plane in r points in almost general position we will say Z is the associated
subscheme of X.
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In many cases we will also need the curve C which is smooth in the support
of Z. Usually the existence is enough, but occasionally we will assume that C is
a cubic curve, which is allowed as one can see in the proof above.
Let us put together the main results on peculiar del Pezzo surfaces we have
proved thus far.
COROLLARY 2.7.12. Fix an integer 1 ≤ d ≤ 9 and let k be a field. There is a bijection
from the set of isomorphism classes of peculiar del Pezzo surfaces to the set of isomor-
phism classes of generalized del Pezzo surfaces of degree d with a birational morphism
to P2k defined by mapping a peculiar del Pezzo surface to its minimal desingulariza-
tion. The inverse is given by sending a generalized del Pezzo surface with a birational
morphism π : X → P2k to the peculiar del Pezzo surface obtained by contracting all−2-curves on X which are contracted by π.
Proof. This follows from Proposition 2.7.6 and Proposition 2.7.11.
We also have the following result.
COROLLARY 2.7.13. A peculiar del Pezzo surface BlZ P2k over a field k is a non-
singular surface precisely if Z is reduced.
Proof. Let Z be a curvilinear subscheme of the projective plane. We can compute
the blowup BlZ P2k using Lemma 2.7.7 for each geometrically irreducible com-
ponent of Z. It follows that it is smooth precisely if all geometrically irreducible
components of Z are of degree 1. This is equivalent to Z being reduced.
As for most statements about generalized del Pezzo surfaces, we are inter-
ested in the application to ordinary del Pezzo surfaces.
COROLLARY 2.7.14. A peculiar del Pezzo surface BlZ P2k over a field k is an ordinary
del Pezzo surface precisely if Z lies in general position.
Proof. It is clear that Z lies in (almost) general position precisely if Z¯ lies in (al-
most) general position. This together with Proposition 2.2.4 implies that we can
assume that k is algebraically closed.
Write X￿ = BlZ P2k and let X → X￿ be the minimal desingularization of X￿.
Suppose that X￿ is an ordinary del Pezzo surface. This implies that there are
no−2-curves on X. This shows that Z is reduced, otherwise there are−2-curves
in the fibres contracted by X → X￿ by Lemma 2.7.7. We saw in Lemma 2.3.4
that a −2-curve on X is the strict transform of a line or a conic along X → P2k .
Lemma 2.7.9 now shows that there are no curves of self-intersection less than−1
precisely if Z lies in general position.
If follows similarly as discussed in the introduction that if Z lies in general
position, then X￿ = X is an ordinary del Pezzo surface.
Let X → P2k be a birational morphism from a generalized del Pezzo surface
to the projective plane. Let X￿ and Y be the corresponding peculiar and singular
del Pezzo surfaces. Then there exist birational morphisms X
γ￿−→ X￿ γ
￿￿
−→ Y such
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that the composition γ contracts all −2-curves on X. We have also seen that γ￿
contracts the −2-curves in Epecπ and hence γ￿￿ contracts precisely the remaining
−2-curves.
We have also seen in Corollary 2.7.14 that if Z lies in general position then
BlZ P2k is an ordinary del Pezzo surface. This implies that γ, γ
￿ and γ￿￿ are iso-
morphisms. Corollary 2.7.13 shows that γ￿ is an isomorphism precisely if Z is
reduced. Note that Z being a reduced is one of the conditions in the definition
for Z to lie in general position. One could wonder what the relation is between
the second condition and γ￿￿. It is what one would expect: γ￿￿ is an isomorphism
precisely if deg(Z ∩ L) ≤ 2 for lines on P2k and deg(Z ∩ C) ≤ 5 for conics. We
will not need this precise result, but the following corollary will be useful.
PROPOSITION 2.7.15. Let Z ⊆ P2k be a zero-dimensional subscheme of degree degZ =
r ≤ 5 in almost general position. If Z lies on a conic, then the peculiar del Pezzo surface
X￿ = BlZ P2k is a singular del Pezzo surface.
Proof. Let X → X￿ be the minimal desingularization of X￿. This implies that X is
a generalized del Pezzo surface. The morphism X → X￿ contracts precisely the
−2-curves in the fibres of π : X → P2k . We will show that there are no other −2-
curves. Suppose that D˜ ⊆ X is a −2-curve. The pushforward D = π∗D˜ is a line
or a smooth conic on the projective plane. In either case we have deg(D ∩ Z) ≤
deg(D ∩ C) = 2 degD. We now use Lemma 2.7.9 to find
−2 = D˜2 = D2 − deg(D ∩ Z) ≥ degD(degD− 2) ≥ (degD− 1)2 − 1
which is a contradiction for any degree of D.
An advantage of introducing peculiar del Pezzo surfaces is the following
generalization of a well-known fact of ordinary del Pezzo surfaces to general-
ized ones. It allows us to identify the linear system VX of cubics in Proposi-
tion 2.5.4 in terms of Z.
PROPOSITION 2.7.16. Let X be a generalized del Pezzo surface over a field k given as
a blowup π : X → P2k of the projective plane in r points in almost general position.
Let Z ⊆ P2k be the associated zero-dimensional subscheme such that X￿ = BlZ P2k is the
associated peculiar del Pezzo surface of X → P2k.
The linear system of the cubic curves passing through Z is the linear system |VX |P2k
described in Proposition 2.5.4.
We will use the following result.
LEMMA 2.7.17. Let Z be a curvilinear scheme of degree r supported in a smooth k-
point x on a surface S. Let π : X → X￿ → S be the composition of the minimal desin-
gularization X of X￿ = BlZ S and the blowup morphism X￿ → S. Let Ei for 1 ≤ i ≤ r
be the components of the exceptional divisor Eπ of π as described in Proposition 2.4.4.
In particular, E2i = −2 for 1 ≤ i < r and E2r = −1.
Let C be an effective Cartier divisor on S and let π∗C be its pullback to X. The
following statements are equivalent.
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(i) The zero-dimensional scheme Z lies on C.
(ii) The multiplicity of π∗C on Er is at least r.
(iii) The multiplicity of π∗C on Ei is at least i for all 1 ≤ i ≤ r.
Proof. We work with the completed local ring ￿Ox ∼= k[[u, v]] where the isomor-
phism is chosen such that Z is defined by the ideal (ur, v). Define ￿S = Spec ￿Ox
and ￿C = C ×S ￿S. Since localization is flat we can compute the multiplicities
of π∗C along Ei by pulling the everything back to ￿X = X ×S ￿S. The scheme ￿X
contains affine opens Ui = Spec k[[u,Vi]] such that the map Ui → ￿X → ￿S in-
duced by π is defined by u ￿→ u and Vi ￿→ uiv. The openUi contains the generic
point of Ei and Ei is defined by the vanishing of u on this open.
Now let ￿C be defined by the vanishing of f ∈ k[[u, v]]. The lemma is equiva-
lent to the following immediate statement. Let 0 ≤ i ≤ r be an integer. We have
that f lies in the ideal (ui, v) precisely if the multiplicity of u in f (u, uiv) is at
least i.
Proof of Proposition 2.7.16. We will prove that the linear subsystems of cubics
passing through Z and the linear system |VX |P2k described in Proposition 2.5.4
are the same. We will do so by showing that a cubic curve C ⊆ P2k passes
through Z precisely if Epecπ ≤ π∗C. This follows from applying Lemma 2.7.17 to
each point in the support of Z.
We conclude the following generalization of Corollary V.4.4 in [33].
COROLLARY 2.7.18. Let Z ⊆ P2k be a zero-dimensional subscheme in almost general
position of degree degZ ≤ 6. The linear subsystem of cubics through Z is of dimension
9− degZ.
Consider the situation where the curvilinear subscheme Z ⊆ S of degree r
is supported in a single point x. Let X￿ be the blowup BlZ S, X → X￿ the mini-
mal desingularization and π : X → X￿ → S the composition of these two mor-
phisms. Recall from Proposition 2.4.4 that the fibre of π above x is the union of
−2-curves and a single −1-curve Er. In the above proof we have identified the
effective Cartier divisors C ⊆ S which satisfy π∗C ≥ Epecπ as the locally princi-
pal curves passing through Z. This means that π∗C− Epecπ is an effective divisor.
We would like to be able to describe when this effective divisor is supported on
the −1-curve Er on Epecπ .
LEMMA 2.7.19. An effective Cartier divisor C ⊆ S satisfies π∗C ≥ Epecπ + Er if and
only if IC ⊆ IxIC,x,r.
Proof. We will use the notation in the proof of Lemma 2.7.17. We will need to
show that themultiplicity of π∗C along Er is at least r+ 1 precisely if IC is a ideal
subsheaf of IxIC,x,r. The multiplicity of π∗C along Er is the multiplicity of u
in f (u, urVr). This is at least r+ 1 if and only if f ∈ (ur+1, uv, v) = (u, v)(ur, v).
The ideals (u, v) and (ur, v) define the respective ideals Ix and IC,x,r on S.
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In this section we have defined peculiar del Pezzo surfaces associated to
zero-dimensional subschemes in almost general position. We have also seen
how to construct the associated generalized del Pezzo surface from just this sub-
scheme. The last lemma of this section tells us how to determine the associated
singular del Pezzo surface.
LEMMA 2.7.20. Let Z ⊆ P2k be a zero-dimensional subscheme in almost general posi-
tion of degree r ≤ 6.
The closure of the image Y of the birational mapP2k ￿￿￿ Y ⊆ Pdk defined by the linear
subsystem of cubics passing through Z is the singular del Pezzo surface Y associated
to Z.
Proof. Let π : X → P2k be the generalized del Pezzo surface associated to Z. Since
the degree of X is 9− r ≥ 3 the image of the anticanonical morphism γ : X → Pdk
is the associated singular del Pezzo surface Y.
Note that π restricts to an isomorphism π−1 : P2k\Z
∼=−→ X\Eπ . The pull-
back of π−1 identifies the divisors in VX restricted to P2k\Z with the divisors in
H0(X,ω∨) restricted to X\Eπ . This proves that the birational map γ ◦ π−1 is
defined by the cubics in VX , i.e. the cubics which pass through Z. To conclude
the proof we note that the closure of the scheme-theoretic image of this map is
the same as the scheme-theoretic image of the map γ.
2.8 Arithmetic of del Pezzo surfaces
In Chapters 3 and 4 we will study arithmetic properties of surfaces which are
closely related to del Pezzo surfaces. We will use some results on the arithmetic
of ordinary del Pezzo surfaces over number fields which we will review in this
section. The aim is not to give a complete overview of the topic. The focus lies on
the results we will need later on. A more complete overview of the arithmetic of
del Pezzo surfaces can be found in [55] which is the main source for this section.
For similar results on singular del Pezzo surfaces one is referred to [7] and [19].
THEOREM 2.8.1. Let X be an ordinary del Pezzo surface of degree d ≥ 5 over a field k.
If X(k) is non-empty then X is birational over k to P2k.
Now let k be a number field. Then X satisfies both weak approximation and the
Hasse principle.
Proof. The proof is different for each degree. A very clear and detailed exposi-
tion can be found in [55, Lecture 2].
The proofs for the cases d = 5 and d = 7 also yield the following important
result.
PROPOSITION 2.8.2. Let X be an ordinary del Pezzo surface of degree 5 or 7 over a
field k. Then X has a k-rational point and hence X is birational over k to P2k.
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Proof. See Lecture 2 in [55] for the proof of the existence of the rational points.
The last statement now follows from Theorem 2.8.1.
Note that this proposition also shows that ordinary del Pezzo surfaces of de-
gree 5 and 7 satisfy the Hasse principle trivially. This is not the case for ordinary
del Pezzo surfaces of degrees 6, 8 and 9.
Example. Let k be a number field and let C ⊆ P2k be a conic such that C(k) = ∅.
Since C¯ is isomorphic to P1k¯ we see that X = C × C is an ordinary del Pezzo
surface of degree 8 over k, such that X(k) = ∅.
Also, any ordinary del Pezzo surface X degree 9 is a Brauer–Severi variety,
i.e. X¯ ∼= P2k¯ . By a result of Châtelet we see that X is isomorphic to P2k precisely
when X(k) ￿= ∅, see for example [46, Proposition 4.5.10]. The existence of a sur-
face X over k with these properties follows from the correspondence between
isomorphism classes of Severi–Brauer varieties of dimension 2 and central sim-
ple algebras over k of dimension 32, see [46, Section 4.5.1].
For ordinary del Pezzo surfaces of low degree it is known that weak approx-
imation or the Hasse principle need not hold, except for the following case.
PROPOSITION 2.8.3. Let X be a generalized del Pezzo surface of degree 1 over a number
field k. Then X(k) ￿= ∅ and X satisfies the Hasse principle trivially.
Proof. We see from [23, Proposition III.2] that the anticanonical map on a gener-
alized del Pezzo surface of degree 1 has a unique base point. This base point is
hence defined over k which proves that X(k) ￿= ∅.
For the degrees 2 ≤ d ≤ 4 surfaces are known for which the Hasse principle
does not hold, and we also have counterexamples for weak approximation on
ordinary del Pezzo surfaces of degree 1 ≤ d ≤ 4. These counterexamples are
clearly presented in Table 3 of [55].
One might wonder if the failure of the Hasse principle or weak approxima-
tion can be explained by a Brauer–Manin obstruction. Let us to that end com-
pute the Brauer groups of del Pezzo surfaces over a number field. We first have
the following general result, which shows that the transcendental part of the
Brauer group of a generalized del Pezzo surface over a field of characteristic 0 is
trivial.
PROPOSITION 2.8.4. Let X be a rational projective smooth variety over an algebraically
closed field k of characteristic 0. The Brauer group BrX is trivial.
Proof. Since X is rational it is by definition birational toPnk where n is the dimen-
sion of X. This shows that X is irreducible and we can apply Proposition 1.4.13.
This shows that BrP2k and BrX are isomorphic. By Proposition 1.4.12 and Propo-
sition 1.2.14 we see that BrX must be trivial.
COROLLARY 2.8.5. Let X be a generalized del Pezzo surface over a field k of character-
istic zero. We have BrX = Br1 X.
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Degree Possibilities for BrX/Br k
any d 1
d ≤ 4 2 22
d ≤ 3 3 32
d ≤ 2 23 24 25 26 2 · 4 22 · 4 4 42
d = 1 27 28 33 34 2 · 42 22 · 42 23 · 4
24 · 4 5 52 2 · 6 3 6 62
Table B: Possible group structures of BrX/Br k. For example, 22 · 4 means
(Z/2Z)2 ×Z/4Z.
Proof. By Proposition 2.8.4 we see that Br X¯ is trivial. This implies that
Br1 X = ker(BrX → Br X¯) = BrX.
We now use Proposition 1.6.5 to compute the algebraic Brauer groupmodulo
constants of a del Pezzo surface.
PROPOSITION 2.8.6. Let X be a generalized del Pezzo surface over a number field k.
The Brauer group modulo constants BrX/Br k is one of the groups in Table B.
Proof. This result was proved by Manin for d ≥ 5 [41], Swinnerton-Dyer for
d = 4 and 3 [52], and d = 2 and 1 by Corn in [20, Theorem 1.4.1] for ordinary
del Pezzo surfaces. The result also holds since the geometric Picard group of a
generalized del Pezzo surface of degree d ≥ 7 depends only on d.
During a calculation done for Proposition 3.2.1 the possible Brauer groups
modulo constants were recomputed by a MAGMA program available at [39].
For completeness we will explain the code.
Since Gk acts on Pic X¯ it factors through theWeyl groupW9−d. LetW ⊆W9−d
be the minimal subgroup of W9−d through which this action factors. By the
inflation–restriction sequence we find that the inflation morphism
H1(W, Pic X¯)→ H1(Gk, Pic X¯)
is an isomorphism, since the kernel of Gk → W acts trivially on the geometric
Picard group. One now enumerates the subgroupsW ofW9−d and compute the
first cohomology group of the action ofW on Pic X¯.
The computation is simplified by a general result in group cohomology:
the cohomology group H1(W, Pic X¯) only depends on the conjugacy class ofW
inW9−d by [58, Example 6.7.7].
The possible groups we find are precisely the groups in Table B.
One sees that it is only possible to have a Brauer–Manin obstruction to the
Hasse principle or weak approximation on a del Pezzo surface if d ≤ 4. Of
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course, for d ≥ 5 we would not expect this since we know from Theorem 2.8.1
that ordinary del Pezzo surfaces of large degree satisfy both the Hasse principle
and weak approximation.
All the known examples of failure of either of these local–global principles
are explained by a Brauer–Manin obstruction and this led Colliot-Thélène and
Sansuc [14, page 174] to ask the following question.
QUESTION 2.8.7. Let X be an ordinary del Pezzo surface of degree d ≤ 4 over a
number field k. If X(k) = ∅ does this imply X(Ak)Br = ∅? Also, if the subset
X(k) ⊆ X(Ak) is not dense, does this imply X(Ak)Br ￿ X(Ak)?
In other words, is the Brauer–Manin obstruction the only obstruction toweak
approximation and the Hasse principle on ordinary del Pezzo surfaces?
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Chapter 3
The Brauer group of ample log
K3 surfaces
This chapter is based on the author’s article [10] written jointly with Martin
Bright.
In the previous chapter we have looked at the arithmetic of del Pezzo sur-
faces. Let us briefly discuss the more complicated arithmetic of K3 surfaces.
These surfaces will not play an important role in this chapter or even this thesis,
but we will use them to put this chapter in context.
Let X be a K3 surface over a number field k. Here Br X¯ is infinite, but it was
proved by Skorobogatov and Zarhin [49] that the quotient BrX/Br1 X is finite.
The question then arises of trying to bound this finite group; there has been
quite a body of work on this in recent years. Ieronymou, Skorobogatov and
Zarhin proved in [34] that, when X is a diagonal quartic surface over the fieldQ
of rational numbers, the order of BrX/BrQ divides 225× 32× 52. When X is the
Kummer surface associated to E× E, with E/Q an elliptic curve with full com-
plex multiplication, Newton [44] described the odd-order part of BrX/BrQ.
When X is the Kummer surface associated to a curve of genus 2 over a number
field k, Cantoral Farfán, Tang, Tanimoto and Visse [11] described an algorithm
for computing a bound for BrX/Br k. More generally, Várilly-Alvarado [56,
Conjectures 4.5, 4.6] has conjectured that there should be a uniform bound on
BrX/Br k for any K3 surface X, depending only on the geometric Picard lat-
tice of the surface. Recent progress towards this conjecture has been made by
Várilly-Alvarado and Viray for certain Kummer surfaces associated to non-CM
elliptic curves [57, Theorem 1.8] and by Orr and Skorobogatov for K3 surfaces
of CM type [45, Corollary C.1].
So far we have been discussing proper varieties. However, non-proper vari-
eties are also of arithmetic interest. A particular case is that of log K3 surfaces;
the arithmetic of integral points on log K3 surfaces shows several features anal-
ogous to those of rational points on proper K3 surfaces. See [32] for an introduc-
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tion to the arithmetic of log K3 surfaces. One example of a log K3 surface is the
complement of an anticanonical divisor on an ordinary del Pezzo surface, and it
is that case with which we concern ourselves in this chapter.
Some calculations of the Brauer groups of such varieties have already ap-
peared in the literature. In [16], Colliot-Thélène and Wittenberg computed ex-
plicitly the Brauer group of the complement of a plane section in certain cubic
surfaces. In [35], Jahnel and Schindler carried out extensive calculations in the
case of an ordinary del Pezzo surface of degree 4. In this chapter, we compute
the possible algebraic Brauer groups of these surfaces, and use uniform bound-
edness of torsion of elliptic curves to bound the possible transcendental Brauer
groups, resulting in Theorem 3.3.4, which is the main result of this chapter.
3.1 Ample log K3 surfaces
We defined a surface in Definition 2.1.1 as a geometrically integral variety over
a field k of dimension two. In this chapter all surfaces will be smooth over k.
By [33, Proposition 6.11] we see that this implies that we can identify Weil and
Cartier divisors and we will use the notions interchangeably.
The goal of this chapter is to describe the Brauer groups of certain surfaces
over a number field. With this in mind we may restrict to surfaces over a field of
characteristic 0 in the general definitions and statements leading up to the main
results. Note for example that this is a standing convention in [32].
DEFINITION 3.1.1. Let C be a divisor on a smooth surface X over a field k. Let Ci
be the geometrically irreducible components of C¯. We say that C has simple
normal crossings if the following three conditions are satisfied:
» each component Ci is smooth;
» every geometric point x of C lies on at most two components Ci; and
» any two distinct components Ci and Cj meet transversally.
Most of the divisors we will be interested in will only have one geometrically
irreducible smooth component. Such divisors obviously have simple normal
crossings. We have included this notion to give the general definition of log K3
surfaces.
DEFINITION 3.1.2. Let U be a smooth surface over a field k. A log K3 structure
on U is a triple (X,C, i) consisting of a proper smooth surface X over k, an ef-
fective anticanonical divisor C on X with simple normal crossings and an open
embedding i : U → X, such that i induces an isomorphism betweenU and X\C.
A log K3 structure is called ample if C is ample.
A log K3 surface is a simply connected, smooth surface U over k together with
a choice of log K3 structure (X,C, i) on U. An ample log K3 surface is a surface
together with an ample log K3 structure.
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We will often use the notation U for X\C and assume the log K3 structure is
understood.
PROPOSITION 3.1.3. Let U be a log K3 surface over a field k with log K3 structure
(X,C, i) such that C is not the trivial divisor on X. Then X¯ is a rational surface over k¯.
Proof. See Proposition 2.0.18 in [32]. The standing convention in this paper is
that k should be of characteristic 0. The proof works for log K3 surface over
general fields.
If C is the trivial divisor then U
∼=−→ X is a proper smooth surface. These
types of surfaces are precisely the K3 surfaces touched upon in the introduction
of this chapter. We will however be interested in log K3 structures for which the
divisor is not trivial. We will usually even assume that C is an ample divisor.
Proposition 3.1.3 shows that in this case the compactification X is an ordinary
del Pezzo surface.
DEFINITION 3.1.4. Let 1 ≤ d ≤ 9 be an integer. A log K3 surface of dP(d) type
or an ample log K3 surface of degree d is a log K3 surface U with log K3 struc-
ture (X,C, i) such that X is an ordinary del Pezzo surface of degree d. If the
locally principal subscheme of X associated to the effective divisor C is geomet-
rically irreducible, we say thatU is a log K3 surface of geometrically irreducible type.
We will be concerned with ample log K3 surfaces, and in particular those of
geometrically irreducible type.
Note that if (X,C, i) is a log K3 structure such that C is geometrically irre-
ducible, then C¯ has a unique irreducible component which must be smooth by
the definition of normal crossing divisor. Equivalently we could assume that C
is geometrically integral or geometrically connected.
3.2 The algebraic Brauer group
In the next sections we will compute Brauer groups of certain log K3 surfaces or
bound the order of these groups. If an ample log K3 surface is of geometrically
irreducible type we can compute the algebraic Brauer group modulo constants
using Proposition 1.6.5.
PROPOSITION 3.2.1. Let k be a number field and U = X\C an ample log K3 surface
of geometrically irreducible type of degree d at most 7 over k, i.e. X is an ordinary del
Pezzo surface of degree d and U ⊆ X is the complement of a geometrically irreducible
curve C ∈ |−KX |. Then Br1U/Br k depends only on Pic X¯ as a Galois module and its
order is at most 256. For d = 1, the natural map Br1 X → Br1U is an isomorphism.
For 2 ≤ d ≤ 7, the possible combinations of BrX/Br k = Br1 X/Br k and Br1U/Br k
are as shown in Table C.
We will see that the proof does not use the fact that the geometrically irre-
ducible C is smooth. The result is also true for any geometrically irreducible
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Degree Br1 X/Br k Possibilities for Br1U/Br k
d = 7 1 1
d = 6 1 1 2 3 6
d = 5 1 1 5
d = 4 1 1 2 22 23 24 4 2 · 4
2 2 22 23 24 2 · 4
22 23 24 22 · 4
d = 3 1 1 3 32
2 2 6
22 22 2 · 6
3 3 32
32 33
d = 2 1 1 2
2 2 22 2 · 4 4
22 22 23 2 · 4 22 · 4 42
23 23 24 22 · 4
24 24 25 23 · 4
25 26
26 27
3 3 6
32 32 3 · 6
2 · 4 2 · 4 22 · 4 42
22 · 4 22 · 4 23 · 4
4 2 · 4 4
42 2 · 42
Table C: Possible group structures of Br1U/Br k. The notation is the same as in
Table B on page 59. For example, 2 · 42 means Z/2Z× (Z/4Z)2.
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effective anticanonical divisor C on a del Pezzo surface X over a number field k.
Note that our computations agree with those of Jahnel and Schindler [35,
Remark 4.7i)] on ordinary del Pezzo surfaces of degree 4.
To prove Proposition 3.2.1 we will use the following lemma.
LEMMA 3.2.2. Let U = X\C be a log K3 surface of geometrically irreducible type over
a number field k of degree d ≤ 7. Let W be the minimal subgroup of the Weyl group
W9−d such that the action of Gk on Pic X¯ factors through the induced action of W on
Pic X¯. The group Br1U/Br k only depends on the conjugacy class of W as a subgroup
of W9−d.
Proof. As C is geometrically irreducible, a section of Gm on U¯ corresponds to
a rational function on X¯ whose divisor is a multiple of C. The intersection of
this principal divisor with C must be zero and we see that H0(U¯,Gm) = k¯×.
This means that we can apply Proposition 1.6.5 to compute the algebraic Brauer
group modulo constants.
By definition of W we have a surjective group homomorphism Gk ￿ W,
such that Gk acts on Pic X¯ throughW ⊆W9−d. We also find that the action of the
kernel of Gk →W on Pic X¯ is trivial. Now we will determine the induced action
of these groups on Pic U¯. By [33, Proposition II.6.5] we have an exact sequence
of Galois modules
0→ Z → Pic X¯ → Pic U¯ → 0
where the first map sends 1 to the anticanonical class in Pic X¯. This shows that
the Galois module Pic U¯ only depends on the Galois module Pic X¯, since the
class of C is the anticanonical class.
Let G￿ be the kernel of the group homomorphism Gk → W. The inflation-
restriction sequence for the actions of Gk and its normal subgroup G￿ on Pic U¯
gives the exact sequence
0→ H1(Gk/G￿, (Pic U¯)G￿)→ H1(Gk, Pic U¯)→ H1(G￿, Pic U¯)Gk/G￿ .
The kernel G￿ of Gk → W acts trivially on Pic X¯ and hence also on its quo-
tient Pic U¯. Since G￿ is a torsion group and Pic U¯ is a free Z-module we see that
H1(G￿, Pic U¯) is trivial. From the minimality of W we derive that Gk → W is
surjective and hence Gk/G￿ is isomorphic toW. We conclude that
H1(W, Pic U¯)→ H1(Gk, Pic U¯)
is an isomorphism.
Similarly to the proof of Proposition 2.8.6 using [58, Example 6.7.7] we see
that the cohomology group H1(W, Pic U¯) only depends on the conjugacy class
ofW inW9−d and by Proposition 1.6.5 this determines Br1U/Br k.
Proof of Proposition 3.2.1. By the discussion following Proposition 2.3.5 there are
essentially finitely many Galois actions on Pic X¯ as each action factors through
a unique minimal subgroup W of the finite Weyl group W9−d. Enumerating all
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possible subgroupsW ofW9−r, or even just the conjugacy classes of subgroups,
and computing the induced actions of W on Pic U¯ allows us to calculate the
possible cohomology groups. For MAGMA code to accomplish this calculation,
see [39]. In the case d = 1, the following lemma, its corollary and the Table B on
page 59 spares us from what would be a lengthy calculation.
LEMMA 3.2.3. The natural map H1(k, Pic X¯) → H1(k, Pic U¯) is injective and the
cokernel has exponent dividing δ, where δ is the minimal non-zero value of |D · KX |
for D a divisor on X.
Proof. Let D be a divisor with D ·KX = δ. As above, we have the exact sequence
of Galois modules
0→ Z j−→ Pic X¯ → Pic U¯ → 0.
The map E ￿→ E · D gives a map s : Pic X¯ → Z with the property that s ◦ j is
multiplication by −δ. Consider the following part of the long exact sequence
associated to this short exact sequence:
0→ H1(k, Pic X¯)→ H1(k, Pic U¯)→ H2(k,Z)
j
￿
s
H2(k, Pic X¯)
We see that the cokernel of H1(k, Pic X¯) → H1(k, Pic U¯) is isomorphic to the
kernel of j, which is contained in the kernel of s ◦ j; but this map is multiplication
by −δ.
COROLLARY 3.2.4. If X is an ordinary del Pezzo surface of degree 1 or X contains a
−1-curve defined over k, then the map BrX/Br k = Br1 X/Br k → Br1U/Br k is an
isomorphism.
We draw special attention to the possible algebraic Brauer groups modulo
constants for log K3 surfaces of dP5 type. The following proposition gives a
criterion for computing Br1U/Br k.
PROPOSITION 3.2.5. Let X be a del Pezzo surface of degree 5 and let W be the minimal
subgroup of W4 through which the action of Gk on Pic X¯ factors. The group Br1U/Br k
is cyclic of order 5 precisely forW in one conjugacy class of subgroups of W4. In all other
cases Br1U/Br k is trivial.
One can check that W4 has 19 conjugacy classes of subgroups and only in
one of those cases we find a non-trivial algebraic Brauer group modulo con-
stants. We will study this specific action more in Chapter 4 and use it to produce
examples of Brauer–Manin obstructions of order 5 to the integral Hasse princi-
ple.
3.3 Uniform bound for the order of the Brauer group
Next wewill study thewhole Brauer group of ample log K3 surfaces. The Brauer
group modulo constants was computed for some instances of these surfaces by
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Colliot-Thélène and Wittenberg [16], Jahnel and Schindler [35] and Harpaz [32].
For ample log K3 surfaces U over a number field k we will use the techniques
used by Colliot-Thélène and Wittenberg [16] to give a bound for the order of
BrU/Br k in terms of the degree of k.
We will use the following important result.
PROPOSITION 3.3.1 (Merel). Let m be a positive number. There exists an effective
computable number N(m) such that for an elliptic curve E over a number field of de-
gree m the order of a torsion point in E(k) is bounded by N(m).
Proof. See [42].
This bound will be the basis for practically all bounds in this section. Now
let us first look at the case where at least one of the −1-curves on X¯ is defined
over k. Note that in this situation by Corollary 3.2.4 the image of BrX in BrU
coincides with the algebraic Brauer group Br1U.
LEMMA 3.3.2. Let U = X\C be an ample log K3 surface of geometrically irreducible
type such that a −1-curve L ⊆ X is defined over k. Let m denote the degree [k : Q].
Then the restriction map BrX → BrU is injective, and the order of its cokernel is
bounded by N(m)2.
Proof. Since U of geometrically irreducible type we see that C is geometrically
integral. Because C is a strict normal crossings divisor it is smooth, and we have
the exact sequence
0→ BrX → BrU ∂C−→ H1(C,Q/Z)
from Proposition 1.7.5. So it is enough to bound the image of the residuemap ∂C.
We have C · L = 1 and this implies that C ∩ L is geometrically integral zero-
dimensional subscheme P on X. This means that we can apply Proposition 1.7.6
and we find the commutative diagram shown in (3.1).
BrX BrU H1(C,Q/Z)
Br L Br(L \ P) H1(P,Q/Z)
∂C
α
∂C
(3.1)
We have L ∼= P1k and L \ P ∼= A1k , both of which have Brauer group isomor-
phic to Br k by Proposition 1.4.12; exactness of the bottom row shows that ∂P is
the zero map. This implies that the image of ∂C is contained in the kernel of
the homomorphism α. The first cohomology group H1(C,Q/Z) classifies cyclic
Galois covers of C, and ker α corresponds to those cyclic Galois covers D → C
for which the fibre above P is a trivial torsor for the structure group Z/nZ. So
we consider such covers whose kernel is a disjoint union of k-points.
We first bound the degree of such a cover. Let π : D→ C be a cyclic cover of
degree n, and suppose that the fibre F = π−1(P) is trivial, so that F consists of
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n distinct k-points. The Riemann–Hurwitz formula shows that D has genus 1.
Pick a point Q in the fibre F. If we regard D and C as elliptic curves with base
points Q and P respectively, then π is an isogeny of elliptic curves, and F(k) =
kerπ is a cyclic subgroup of order n in D(k). In particular, since D is an elliptic
curve over k with a point of order n, we have n ≤ N(m).
We now fix n to be the maximal order of an element of ker α. The exponent
of a finite abelian group is equal to the maximal order of its elements, so every
element of ker α has order dividing n.
Looking at the long exact sequence in cohomology associated to the short
exact sequence of sheaves
0→ Z/nZ → Q/Z ×n−→ Q/Z → 0
shows that the natural mapH1(C,Z/nZ)→ H1(C,Q/Z) is injective. This iden-
tifies H1(C,Z/nZ)with the n-torsion in H1(C,Q/Z), which contains ker α. The
Hochschild–Serre spectral sequence gives a short exact sequence
0→ H1(k,Z/nZ) β−→ H1(C,Z/nZ)→ H1(C¯,Z/nZ)
in which the map α induces a left inverse to β. Thus ker α is identified with a
subgroup of H1(C¯,Z/nZ), which is isomorphic to the n-torsion in Pic C¯ and
so has order n2. Combining this with the above bound on n gives the claimed
bound.
COROLLARY 3.3.3. Under the conditions of Lemma 3.3.2, the order of BrU/Br k is
bounded by 26N(m)2.
Proof. If we blow down the −1-curve on X we find a del Pezzo surface X￿ of
degree d + 1, such that BrX ∼= BrX￿. So we see in Table B on page 59 that
#(BrX/Br k) = #(BrX￿/Br k) ≤ 64 since degX￿ ≥ 2. Corollary 3.2.4 gives an
isomorphism BrX/Br k ∼= Br1U/Br k. Combining this with Lemma 3.3.2 gives
the bound for BrU/Br k.
Now we can prove a bound for a general ample log K3 surface of geometri-
cally irreducible type over a number field.
THEOREM 3.3.4. Let k be a number field of degree m. For an ample log K3 surface of
geometrically irreducible type U = X\C of degree d at most 7 the order of BrU/Br k
is bounded by
214N(240m)2.
Proof. Let K be a finite extension of k such that at least one −1-curve L on X¯ is
defined over K. The orbit-stabilizer theorem shows that we can always take the
degree [K : k] no larger than the number of −1-curves on X¯. Since the maximal
number of −1-curves on a del Pezzo surface is 240, we find [K : Q] ≤ 240m.
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By Corollary 3.3.3 we have a bound on BrUK/BrK. On the other hand, the
kernel of the morphism BrU/Br k → BrUK/BrK is contained in Br1U/Br k
and hence bounded by 256 by Proposition 3.2.1.
Combining these two bounds, we find that
# (BrU/Br k) < 214N(240m)2.
Remark. There are, of course, many ways in which the constants appearing in
this bound could be improved, especially if we were to separate the various
different degrees. For example, the group BrUK/BrK and the kernel of the
homomorphism Br1U/Br k → Br1UK/BrK are far from independent. Our in-
terest here has been in showing the existence of a uniform bound, rather than in
making that bound as small as possible.
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Chapter 4
Order 5 obstructions to the
integral Hasse principle
In this chapter we will discuss new examples of the Brauer–Manin obstruction
to the integral Hasse principle. The most remarkable property of these obstruc-
tions is that they come from a single element of order 5. This is exceptional since
all other known examples of the Brauer–Manin obstructions use only elements
of order 2 and 3.
The results in this chapter all use an element of order 5 which can occur in
the Brauer group of ample log K3 surfaces of dP5 type described in Proposi-
tion 3.2.5. So let us write U = X\C where X is an ordinary del Pezzo surface of
degree 5 over Q and C is an effective anticanonical divisor. In Proposition 3.2.5
we have seen thatU has a non-trivial algebraic Brauer group for a specific action
of the absolute Galois group Gk on the geometric Picard group Pic X¯. We will
first study this action and the induced action on the −1-classes. We will see for
example that Pic X¯ will be isomorphic to PicXK for a specific number field K of
degree 5.
The next step in producing our examples is recovering an ample log K3 sur-
face U over Q from this action or even from only its splitting field K. We use the
construction described in [29] to first construct a del Pezzo surface X of degree 5
over Q. We start off with a conic Γ0 on the projective plane P2Q and five distinct
geometric points Pi on the conic with a specific action of Galois. We blow up
these five points and recover an ordinary del Pezzo surface β : B → P2Q of de-
gree 4. The strict transform Γ of Γ0 along the blowup morphism β is a −1-curve
on B. We contract this curve along the morphism B → X to obtain an ordi-
nary del Pezzo surface of degree 5 over Q. Now for any smooth anticanonical
curve C ⊆ X we see that U = X\C is an ample log K3 surface with an algebraic
Brauer group modulo constants of order 5. These are the surfaces for which we
will consider the set of integral points.
However, U is a surface over Q and it does not make sense to consider Z-
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points; the set of integral points on a scheme over a number field depends on
the choice of model over the ring of integers. We can obtain a model U/Z for U
in the following natural way: the anticanonical map embeds the ordinary del
Pezzo surface X into P5Q which restricts to an embedding U → A5Q. Consider
a set of equations defining the subscheme U ⊆ A5Q. We rescale these equa-
tions such that they have integral coefficients. These equations now define a
subscheme U ⊆ A5Z which is affine over Z.
In order to study the geometry of the model U it is useful to have another de-
scription. In the above construction of X we first blew up points and contracted
a curve defined over Q and then passed to a scheme over the integers. We will
now reverse the steps of this process: first we pass over to the integers and then
we blow up the projective plane over the integers in a subscheme which is flat
of relative dimension zero over Z. We obtain a scheme B over Z whose fibres
are peculiar del Pezzo surfaces over either a finite field or the rational numbers.
We proceed by contracting a subscheme Γ ⊆ B over Z to obtain a scheme X
over Z. This does not mean that Γ is contracted to a single point, but rather
that the image of Γ in X is a relative point of X → Z. This implies that a fibre
of Γ over a prime ￿ ∈ Z is a curve of negative self-intersection on a peculiar del
Pezzo surface B￿, and the morphism B￿ → X￿ is the contraction of this curve
to obtain another del Pezzo surface. The scheme X will naturally embed in P5Z.
Now consider the complement U ⊆ A5Z of a hyperplane sectionH ⊆ P5Z in X .
We will show that this relative affine surface U/Z is naturally isomorphic
to the subscheme U ⊆ A5Z constructed above. The first construction gives us
explicit equations while the second construction makes it easier to understand
the geometry of the closed fibres of U over Z.
Now that we have constructed a scheme U which is affine over Z we can
consider the integral points on U . Using our explicit geometric construction we
study the fibres of U over Z; almost all of which are ample log K3 surfaces of
dP5 type. We proceed by computing the invariant map at a prime ￿ using our
description of the fibre U￿ and the factorization of ￿ in the number field K. By
combining all these local results we obtain several examples of order 5 Brauer–
Manin obstructions to the integral Hasse principle.
4.1 The interesting Galois action
In this chapter we will construct an affine scheme U ⊆ A5Z which has a Brauer–
Manin obstruction to the integral Hasse principle. This obstruction is given by
an element of order 5 in the Brauer group BrU of the generic fibreU = UQ. In all
our examples we will construct U in such a way such that U = X\C is an ample
log K3 surface of dP5 type. The existence of an element of order 5 in BrU/BrQ
is then implied by Proposition 3.2.5 for a specific action of GQ on Pic X¯.
Let X be any del Pezzo surface of degree 5 over a field k. We recall some re-
sults about the action of Galois on the geometric Picard group Pic X¯. We defined
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W4 as the group of intersection-preserving automorphisms of Pic X¯ which map
the anticanonical class to itself. If C is geometrically irreducible this induces an
action of W4 on Pic U¯. In Proposition 3.2.5 we have seen that there is a special
conjugacy classW of subgroups of W4. This conjugacy classW is precisely the
set of all subgroups of W ⊆ W4 with the property that the cohomology group
H1(W, Pic U¯) is non-trivial. We will study the action of such a subgroup W on
Pic X¯, Pic U¯ and the −1-curves on X more closely in this section. Let us first
define this interesting action.
DEFINITION 4.1.1. Let X be an ordinary del Pezzo surface of degree 5 over a
field k. Let K be the minimal Galois extension of k over which all −1-curves
on X are defined. We say that X is interesting if [K : k] = 5. A log K3 surface of
dP5 type U = X\C is called interesting if X is an interesting del Pezzo surface
and C is geometrically irreducible.
The field K is called the splitting field of the interesting surfaces X and U.
Consider an interesting log K3 surface U = X\C. By definition of a log K3
surface we see that C is smooth. The curve C is also geometrically irreducible
sinceU is interesting. The results in this chapter are also true for the complement
of a geometrically irreducible anticanonical curve C on an ordinary del Pezzo
surface X of degree 5. To be able to use the language of log K3 surface we do
keep the superfluous condition that C is smooth.
The following lemma shows that an interesting action corresponds to a unique
conjugacy class of subgroups ofW4.
LEMMA 4.1.2. Consider an interesting del Pezzo surface X over a field k. The action
of Gk on Pic X¯ is uniquely determined up to conjugacy.
On an interesting del Pezzo surface there are two Galois orbits of geometric −1-
curves, each of size 5. The sum of the −1-curves in one such orbit is an anticanonical
divisor.
Proof. Let K be the minimal Galois extension of k such that all −1-curves on X
are defined over K. Since X is interesting the extension K/k is of degree 5.
We have seen in Proposition 2.3.1 that there is a basis (L0, L1, L2, L3, L4) of
Pic X¯ ∼= Z5 such that L20 = 1, L0 · Li = 0 and L2i = −1 for i ￿= 0. The −1-
classes are the classes Li for i ￿= 0 and Lij := L0 − Li − Lj for 1 ≤ i < j ≤ 4.
The intersection graph of the −1-curves on a generalized del Pezzo surface of
degree 5 is the so-called Petersen graph shown in Figure II.
Let us first prove that Gal(K/k) does not fix any of the ten geometric −1-
curves. If it does fix a −1-curve L consider the three −1-curves L intersects. The
Galois action then permutes these three−1-curves since the action preserves the
intersection pairing. However there are no non-trivial group homomorphisms
Z/5Z → S3 so the action of Galois actually fixes these three −1-curves. Since
the graph in Figure II is connected we conclude that all geometric −1-curves
are defined over k contradicting the minimality of K. So no geometric −1-curve
is fixed by Gk and there must be two orbits of size 5. After choosing a possible
different basis of Pic X¯we see that these two orbits are the two regular pentagons
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L1
L12
L2
L23 L14
L13
L34
L24
L3 L4
Figure II: The intersection graph of−1-curves on a generalized del Pezzo surface
of degree 5.
in Figure II and that there is a σ ∈ Gal(K/k)which acts on the outer pentagon by
rotating counter-clockwise. Since σ preserves the intersection pairing it will also
rotate the inner pentagon counter-clockwise. This determines the action of σ on
the −1-classes
L1 ￿→ L12 ￿→ L2 ￿→ L23 ￿→ L14 ￿→ L1,
L3 ￿→ L4 ￿→ L13 ￿→ L34 ￿→ L24 ￿→ L3.
This proves that L0 = L12 + L1 + L2 gets mapped to 2L0 − L1 − L2 − L3. Since
a different choice of such a basis differs by an automorphism inW4 by Proposi-
tion 2.3.5 this determines an action of Gk on Pic X¯ up to conjugacy.
For the last statement one needs to check that both the divisor classes of
L1 + L12 + L2 + L23 + L14 and L3 + L4 + L13 + L34 + L24 equal the anticanonical
class 3L0 − L1 − L2 − L3 − L4.
If we consider a log K3 surface of geometrically irreducible dP5 type over
a number field k we can compute its algebraic Brauer group modulo constants
using Proposition 1.6.5. The following proposition shows that the action of Gk
on Pic X¯ is interesting precisely when Br1U/Br k is non-trivial. We conclude
that the actions mentioned in Proposition 3.2.5 are precisely the interesting ones.
PROPOSITION 4.1.3. Let U = X\C be a log K3 surface of geometrically irreducible
dP5 type over a number field k. We have
Br1U/Br k ∼=
￿
Z/5Z if U is interesting;
1 otherwise.
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Proof. Let the action of Gk on Pic X¯ factor through the minimal subgroup W
ofW4. Lemma 3.2.2 states that Br1U/Br k only depends on the conjugacy class
of W ⊆ W4 and that for precisely one conjugacy class of subgroups of W4 the
algebraic Brauer groupmodulo constants is non-trivial. We have seen that every
interesting action of Gk on Pic X¯ factors through the same conjugacy class of sub-
groups ofW4 of order 5. This means that it will suffice to prove that Br1U/Br k
is non-trivial for interesting del Pezzo surfaces. So suppose that X is an interest-
ing del Pezzo surface over k. We will fix a basis (L0, L1, L2, L3, L4) of Pic X¯ as in
the proof of Lemma 4.1.2.
In general, since C ⊆ X is geometrically irreducible we find the following
exact sequence of Galois modules
0→ Z j→ Pic X¯ → Pic U¯ → 0,
where j maps n to −nKX . This shows that Pic U¯ ∼= Pic X¯/ZC ∼= Z4, since the
anticanonical divisor class −KX = 3L0 − L1 − L2 − L3 is primitive. So Pic U¯
is torsion free and from the inflation–restriction sequence we conclude that the
inflation homomorphism induces an isomorphism
H1(Gal(K/k), PicUK)
inf−→ H1(Gk, Pic U¯).
Given the basis of Pic X¯ we saw in the proof of Lemma 4.1.2 the specific
action of a generator σ ∈ Gal(K/k) on Pic X¯. We will compute the action of σ on
the quotient Pic U¯ of Pic X¯. The classes [L0], [L1], [L2] and [L3] in PicUK form a
basis and in this basis the class of L4 becomes [L4] = 3[L0]− [L1]− [L2]− [L3].
So σ acts on Pic U¯ as
σ =

2 1 1 3
−1 −1 0 −1
−1 −1 −1 −1
−1 0 −1 −1

By results on group cohomology of cyclic groups [58, Theorem 6.2.2] we see that
we get
H1(G, Pic U¯) ∼= ker(1+ σ+ σ2 + σ3 + σ4)/Im(1− σ).
Since 1+ σ+ σ2 + σ3 + σ4 = 0 and the image of 1− σ is generated by (1, 0, 0, 2),
(0, 1, 0, 4), (0, 0, 1, 4) and (0, 0, 0, 5) we find
Br1U/Br k ∼= Z/5Z.
Consider an interesting log K3 surface U. On the compactification X of U
we have three important effective anticanonical divisors. First of all C = X\U,
but also the two divisors supported on −1-curves as described in Lemma 4.1.2.
We will associate to these effective divisors anticanonical sections using [33, II,
Proposition 7.7b] and we will use these elements to construct explicit generators
of Br1U/Br k for an interesting log K3 surface U = X\C.
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LEMMA 4.1.4. Let U = X\C be an interesting log K3 surface over a number field k.
Let K be the corresponding Galois extension of degree 5 of k. Fix a generator σ of
Gal(K/k) ∼= Z/5Z. Let h ∈ H0(X,ω∨X) be a global section whose divisor of zeroes
is C, and let l1 and l2 be sections in H0(X,ω∨X) associated to the two anticanonical
divisors supported in geometric −1-curves from Lemma 4.1.2.
The cyclic κ(X)-algebras ￿
l1
h
, σ
￿
and
￿
l2
h
, σ
￿
are similar over κ(X), their class lies in the subgroup BrU ⊆ Br κ(X) and gener-
ates Br1U/Br k.
Proof. As divU( l1h ) and divU(
l2
h ) are orbits of −1-curves defined over K it fol-
lows from Lemma 1.7.3 that the cyclic algebras lie in the subgroup BrU. From
Proposition 1.3.2 we see that the algebras
￿
l1
h , σ
￿
⊗
￿
l2
h , σ
￿opp
and
￿
l1
l2
, σ
￿
are
similar. Now divU(
l1
l2
) is the norm of a principal divisor on U since this is even
the case on X. Indeed, the divisors L14 + L1 − L2 and L24 are linearly equivalent
on X, and their norms NmK/k(L14 + L1 − L2) and NmK/k(L24) are the divisors
of zeroes of l1 and l2. It follows again from Lemma 1.7.3 that
￿
l1
l2
, σ
￿
is trivial
in BrU, and hence that the two cyclic algebras lie in the same class.
We have seen in Proposition 1.3.2 that A is split by the degree 5 extension K.
Now Corollary 1.2.13 implies that A is either trivial or of order 5. Suppose that
the class of A is trivial. Then by Lemma 1.7.3 any −1-curve L on UK in the
support of divUl1 is principal, i.e. there is a g ∈ κ(UK) such that divUg = L.
Consider g as a function on X. Then divXg = L + nC for some non-negative
integer n, since C is geometrically irreducible. We conclude that
0 = KX · divXg = KX · L+ nKX · C = −1+ 5n,
which is a contradiction.
The anticanonical sections l1 and l2 are so important we will repeat their
definition.
DEFINITION 4.1.5. Let X ⊆ P5k be an anticanonically embedded interesting del
Pezzo surface of degree 5. Let l1, l2 ∈ OP5k (1) be the linear forms over k in six
variables which restrict to the anticanonical sections supported on geometric
−1-curves from Lemma 4.1.4.
Note that l1 and l2 are only defined up multiplication by an element of k×.
From now on we will denote the class in Lemma 4.1.4 by A ∈ Br1(U) which is
uniquely defined up to an element in Br k. Fix for the moment an interesting del
Pezzo surface X. We will consider the class Ah on Uh as h varies over all hyper-
plane sections. We have seen that Ah is of order 5 if h cuts out a geometrically
irreducible curve. The next lemma shows that this only fails for specific choices
of h.
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LEMMA 4.1.6. Let X ⊆ P5k be an interesting del Pezzo surface over a field k. A hyper-
plane section given by the vanishing of an h ∈ H0(P5k ,O(1)) fails to be geometrically
irreducible if and only if h is a scalar multiple of either l1 or l2.
Proof. Consider a hyperplane section C ⊆ X. Let D be a k-irreducible compo-
nent of C and consider a geometric −1-curve L. It follows that L · D¯ = σ(L) · D¯
and as the Galois orbit of L is an anticanonical divisor, we find
5 ≥ −KX · D = 5L · D¯ > 0,
since the degree of D ⊆ P5k is positive and at most the degree of C, which
equals 5. This proves that L · D¯ = 1 for all geometric −1-curves L and hence
C − D is an effective divisor of degree 0. We conclude that C = D and this
proves that any anticanonical section C is irreducible over k.
If C is not geometrically irreducible, then it must have at least two geomet-
rically irreducible components of the same degree d since the Galois group acts
on the set of geometrically irreducible components of C. Since C is of degree 5
we find 2d ≤ 5 and hence d is either 1 or 2. But in both cases we see that C con-
tains a geometrically irreducible curve of degree 1, which must be a geometric
−1-curve L. Then C also contains all conjugates of L and hence C is the Galois
orbit of a geometric −1-curve. This proves that C is defined by the vanishing of
either l1 or l2.
4.2 Constructions of degree 5 del Pezzo surfaces
We have seen that the action of Galois on the −1-curves on an ordinary del
Pezzo surface X over a field k determines many arithmetic properties of X. In
this section we will describe the results in [29] which state that for ordinary del
Pezzo surfaces of degree 5 a stronger result is true. Namely, there is a correspon-
dence between isomorphism classes of ordinary del Pezzo surfaces X over k and
conjugacy classes of group homomorphisms Gk →W4.
An isomorphism class of X over k induces an action of Gk on Pic X¯. Now
letW be the minimal subgroup of the Weyl groupW4 such that the action of Gk
on the geometric Picard group factors through W. This gives us a homomor-
phism from Gk → W → W4. We will follow [29] in constructing an ordinary
del Pezzo surface X of degree 5 over a field k starting from a homomorphism
Gk →W4. Let us first show thatW4 is a well understood finite group.
LEMMA 4.2.1. The group W4 is isomorphic to S5 and this isomorphism is unique up to
conjugacy.
Proof. We have seen in Proposition 2.3.5 that W4 is isomorphic to the automor-
phism group of the intersection graph of the −1-classes of a generalized del
Pezzo surface of degree 5. This graph is the Petersen graph shown in Figure II.
The computation of the automorphism group of this graph is more easily done
using the following interpretation. Consider the graph whose vertices are the
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ten subsets {a, b} ∈ {1, 2, 3, 4, 5}with precisely two elements. The vertices {a, b}
and {c, d} are connected precisely if the two sets are disjoint. This graph is easily
seen to be isomorphic to the Petersen graph.
It is clear that the elements of S5 induce different natural automorphisms on
this graph. Also, from an automorphism of the graph we can recover a per-
mutation of {1, 2, 3, 4, 5}; for example, the image of the element 1 is the unique
element in the intersections of the images of {1, 2} and {1, 3}.
The last statement follows from the fact that every automorphism of S5 is
inner.
Now fix an isomorphism W4 ∼= S5. We have remarked that such an isomor-
phism is unique up to conjugation. For our applications this will mean that the
actual choice of this isomorphism does not matter as long we consistently use
the same one.
DEFINITION 4.2.2. Let k be a field. Let ξ : Gk → S5 be a group homomorphism
and letm ∈ k[T] be a monic and square free polynomial of degree 5 with roots αi
for 1 ≤ i ≤ 5. We say that m is a seed for ξ if σ ∈ Gk acts on {α1, α2, α3, α4, α5}
as ξ(σ) acts on the set of indices {1, 2, 3, 4, 5}.
The following results shows that seeds always exist.
LEMMA 4.2.3. In the notation of Definition 4.2.2, there is a seed m ∈ k[T] for each
group homomorphism ξ : Gk → S5.
Proof. See Lemma 15 in [29].
Note that whether m is a seed of ξ depends on the indexing of the roots of m.
A different choice for the indices will produce a seed for an S5-conjugate of ξ.
This shows that we should consider m to be a seed of the S5-conjugacy class of
group homomorphisms Gk → S5.
Also note that we are actually interested in homomorphisms from Gk toW4.
Using an isomorphism betweenW4 and S5, which is unique up to conjugacy, we
see can define a seed of a conjugacy class of homomorphisms Gk →W4.
We can use this terminology to produce ordinary del Pezzo surface X of de-
gree 5.
Step 1. Suppose that a homomorphism ξ : Gk → S5 is given. Fix a seed m for ξ.
Step 2. Consider the projective plane P2k over k together with the five distinct
points Pi = (αi : α2i : 1). Let Q ⊆ k[x, y, z] be the subset of quintic homogeneous
polynomials which are singular at each Pi.
LEMMA 4.2.4. The k-linear subspace Q ⊆ k[x, y, z] is of dimension 6.
Proof. See Theorem 5 in [29].
Step 3. Fix a k-basis q0, q1, . . . , q5 ∈ Q and define a rational map ϑ : P2k ￿￿￿ P5k
by [x : y : z] ￿→ [qi(x, y, z)]i. Let X ⊆ P5k be the closure of the image of ϑ.
78
44B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
CHAPTER 4. ORDER 5 OBSTRUCTIONS
PROPOSITION 4.2.5. The scheme X ⊆ P5k over k constructed above is an ordinary del
Pezzo surface of degree 5 over k which is anticanonically embedded. The morphism ϑ
defines a birational morphism P2k → X which we will also denote by ϑ.
We will call X the ordinary del Pezzo surface of degree 5 over k associated to the
seed m.
Proof. See Theorem 5 in [29].
We now have produced an ordinary del Pezzo surface of degree 5 over k
from a homomorphism Gk → S5. If we on the other hand start off with an
ordinary del Pezzo surface X of degree 5 over a field k we have seen that the
action of Gk on Pic X¯ defines a homomorphism Gk → S5. We would like these
maps to be inverses to each other. One sees that for this to be true one would
have to consider isomorphism classes of ordinary del Pezzo surfaces, because
isomorphic surfaces have isomorphic actions of Galois on the set of −1-curves.
Also, seeds can be defined for S5-conjugacy classes of group homomorphisms
Gk → S5. The following proposition shows that up to these equivalences the
maps constructed above are actually inverses to each other.
Recall that we have fixed an isomorphism between S5 and the automorphism
group of Pic X¯.
PROPOSITION 4.2.6. Let k be a perfect field. The map from the set of isomorphism
classes of ordinary del Pezzo surfaces of degree 5 over k to the set of conjugacy classes of
homomorphisms Gk → S5 defined by sending an ordinary del Pezzo surface X over k to
the action of Gk on the −1-curves is a bijection.
The inverse is given by mapping a homomorphism ξ : Gk → S5 to the isomorphism
class of the ordinary del Pezzo surface of degree 5 over k associated to a seed of ξ.
Proof. See Lemma 14 in [29].
We will now describe another construction of a del Pezzo surface X￿ using a
seed m. In Proposition 4.2.9 we will see that X￿ is isomorphic to the del Pezzo
surface X associated m. For now we will write X and X￿ to distinguish the two
constructions. Again we consider the five distinct points Pi = (αi : α2i : 1) on P
2
k
associated to the seed m which lie on a unique conic Γ0 ⊆ P2k . Let B be the blow
up of P2k in the Galois-invariant set {Pi} and let Γ be the strict transform of Γ0
along B→ P2k . By Corollary 2.7.14 B is an ordinary del Pezzo surface of degree 4
over k. Also, Γ ⊆ B is a −1-curve by Lemma 2.7.9. If we contract this −1-curve
using Proposition 2.2.5 we obtain an ordinary del Pezzo surface X￿ of degree 5.
Let us make this more precise. We will consider a line Λ0 ⊆ P2k which does
not meet any of the points Pi and pull it back to the effective divisor Λ ⊆ B. A
careful study of the proof of Castelnuovo’s theorem used in Proposition 2.2.5
shows that the morphism B → X￿ which contracts Γ ⊆ B is the morphism
associated to the complete linear system of the line bundle Λ+ 2Γ.
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PROPOSITION 4.2.7. The composition B
β−→ P2k
ϑ￿￿￿ X ⊆ P5k extends to a morphism
on the whole of B. This morphism ρ : B → X ⊆ P5k corresponds to the complete linear
system of the divisor ∆ = Λ + 2Γ. Furthermore, the only curve contracted by this
morphism is Γ.
Proof. This proposition is proved in the proof of Theorem 5 of [29].
Note that Γ0 is the conic defined by the equation x2 = yz. We will also fix an
equation for Λ0. It is clear that the line z = 0 does not meet any of the points Pi.
We can now prove the following corollary.
COROLLARY 4.2.8. The morphism β is a birational morphism and induces an isomor-
phism β∗ : κ(P2k) → κ(B). This isomorphism identifies the following two linear sub-
spaces
1
z(x2 − yz)2Q ⊆ κ(P
2
k) and H
0(B,L(∆)) ⊆ κ(B).
Proof. Define the divisor ∆0 = Λ0 + 2Γ0 on P2k . We see that
β∗∆0 = ∆+ 2Eβ
where Eβ is the sum of the five exceptional curves of the blowup morphism
β : B → P2k . The spaces of global sections H0(P2k ,L(∆0)) and H0(B,L(β∗∆0))
embed naturally in the respective function fields κ(P2k) and κ(B). The isomor-
phism β∗ on these function fields respects these linear subspaces and we have a
natural morphism
β∗ : H0(P2k ,L(∆0))→ H0(B,L(β∗∆0)).
By definitionwe haveQ ⊆ H0(P2k ,O(5)) and the isomorphismO(5)→ L(∆0) is
uniquely defined up to multiplication by an invertible element of OP2k (P
2
k) = k.
This implies that Q corresponds to the linear subsystem
1
z(x2 − yz)2Q ⊆ H
0(P2k ,L(∆0)) ⊆ κ(P2k)
for any isomorphismO(5)→ L(∆0). The morphisms ϑ and ρ are defined by the
respective linear systems
1
z(x2 − yz)2Q ⊆ H
0(P2k ,L(∆0)) and H0(B,L(∆)) ⊆ H0(B,L(∆)⊗L(2Eβ)).
B
P5k
P2k
ρ
β
ϑ
(4.1)
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From the commutative diagram in (4.1) we see that these linear systems are
identified under the isomorphism
β∗ : H0(P2k ,L(∆0))→ H0(B,L(∆)⊗ L(2Eβ)).
PROPOSITION 4.2.9. Consider the surfaces X and X￿ over k constructed from the same
seed m. They are isomorphic over k.
These surfaces are isomorphic as subschemes of P5k up to an automorphism of P
5
k.
Proof. The schemes X and X￿ are the respective closures of the images of the
maps P2k ￿￿￿ P5k and B → P5k defined by choosing bases of Q and H0(B,L(∆)).
If we pick bases corresponding to each other using the isomorphism in Corol-
lary 4.2.8 then X and X￿ are the same subscheme of P5k . If we make a different
choice of basis of Q then we recover an isomorphic k-scheme X, but the embed-
ding X ⊆ P5k changes by an automorphism of P5k . The same holds for X￿ and
the result follows.
Let us turn our attention back to interesting del Pezzo surfaces over k. We
can use the correspondence in Proposition 4.2.6 to classify interesting del Pezzo
surfaces over a field k.
PROPOSITION 4.2.10. Let k be a perfect field and fix an algebraic closure k¯. The map
which sends an isomorphism class of interesting del Pezzo surfaces over k to its splitting
field K ⊆ k¯ is a bijection to the set of degree 5 Galois extensions of k contained in k¯.
Proof. Let us first show that we have a correspondence between degree 5 Galois
extensions K ⊆ k¯ and conjugacy classes of homomorphisms Gk → S5 whose
image is of order 5.
To any homomorphism ξ : Gk → S5 whose image is of order 5, we can con-
sider the kernel which corresponds to a Galois extensions K/k of degree 5.
Now consider a Galois extension K/k of degree 5 and let GK ⊆ Gk be the
corresponding subgroup of index 5. We can construct a group homomorphism
Gk → Gk/GK → S5, by sending a generator of Gk/GK to any element s ∈ S5
of order 5. Since every element of order 5 in S5 is of the same cycle type, a
different choice of s ∈ S5 produces a conjugate homomorphism Gk → S5. So we
have assigned a conjugacy class of homomorphisms Gk → S5 with an image of
order 5 to a degree 5 Galois extension K/k.
It is easily checked that both procedures are inverse to each other.
Let us now prove the proposition by constructing an inverse to the described
map. So again, let K be a degree 5 Galois extension of k and let ξ : Gk → S5 be
a homomorphism in the corresponding conjugacy class of homomorphisms as
above. By Proposition 4.2.6 we can produce a del Pezzo surface X by choosing
a seed m of ξ, whose action on the −1-curves is uniquely determined by ξ. By
construction of ξ we see that the action of Gk on Pic X¯ is non-trivial, but the
corresponding action of GK on Pic X¯ is trivial. By definition we see that X is an
interesting del Pezzo surface.
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It is clear that these maps define a correspondence between interesting del
Pezzo surfaces over k and degree 5 Galois extensions of k.
DEFINITION 4.2.11. Let K/k be a Galois extension of degree 5. The isomorphism
class of interesting del Pezzo surfaces of degree 5 over k which are split by K is
denoted by dP5(K).
So the isomorphism class of an interesting del Pezzo surface over a field k is
uniquely determined by the splitting field K. We have also seen two construc-
tions for del Pezzo surfaces in such an isomorphism class. We will be interested
in how the geometric −1-curves can be found on such a surface.
PROPOSITION 4.2.12. Let m be a seed for a general homomorphism ξ : Gk → Sk.
Consider the five points Pi = (αi : α2i : 1) constructed from the roots of m, and let
ϑ : P2k ￿￿￿ X be the birational map from Proposition 4.2.5. Define Lij ⊆ P2k¯ as the line
through Pi and Pj for i ￿= j.
The strict transform of Lij along ϑ is a −1-curve on X¯.
Proof. See Theorem 5 in [29].
Note that this allows us to produce all 10 curves on X¯ of self-intersection−1.
For interesting del Pezzo surfaces this implies the following result.
PROPOSITION 4.2.13. Let X be an interesting del Pezzo surface of degree 5 over a
field k. Consider the divisors
L1 =
5
∑
i=1
Li,i+1 and L2 =
5
∑
i=1
Li,i+2
onP2k where the indices are considered modulo 5. These are quintic plane curves singular
at the Pi, so they correspond to hyperplane sections of X ⊆ P5k. These are precisely the
anticanonical sections given by l1 and l2.
Proof. The group Gk permutes the points Pi cyclically by definition. We see
that L1 and L2 are defined over k. This means that each divisor pulls back to
a divisor supported on a Galois-invariant set of five −1-curves on X¯. The only
such sets are cut out by l1 and l2.
4.3 Models of interesting del Pezzo surfaces
Let K be a cyclic number field of degree 5 and let X ⊆ P5Q be the anticanon-
ical image of the del Pezzo surface over Q of degree 5 associated to the field
extension K/Q. We will construct a model X ⊆ P5Z such that the generic fibre
XQ ⊆ P5Q is isomorphic to X.
Note that although X only depends on the degree 5 extension K the model X
will definitely depend on an explicit generator α ∈ K. We will start by fixing an
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element α ∈ K such that Q(α) = K and we will then give two constructions
for X . The first construction will be very useful in determining explicit equa-
tions for X as a subscheme of P5Z; the second is of a more geometrical nature
and makes it easier to understand the fibres X = XQ and X￿ for a prime ￿.
4.3.1 Explicit equations for Xα
As said above we can construct a model X/Z of X over Q for each α ∈ K. To
simplify the construction we will assume that α is integral.
Step 1. Start with a cyclic extension K/Q of degree 5 and fix a generator of
Gal(K/Q). Next choose an element α ∈ OK such thatQ(α) = K and let αi denote
the conjugates of α. We will write mα and mα2 for the minimal polynomials
of α and α2 over Z. Let Z ⊆ P2Q be the reduced subscheme defined by the
homogeneous ideal
(x2 − yz, z5mα(x/z), z5mα2(y/z)) ⊆ Q[x, y, z].
This subscheme is zero-dimensional and supported in the five distinct points
Pi = (αi : α2i : 1) on the projective plane defined over K.
Step 2. Let Q ⊆ Z[x, y, z] be the subset consisting of all quintic polynomials
q ∈ Z[x, y, z] such that the associated degree 5 curve C ⊆ P2Q is singular at the
five points Pi, i.e. CK has multiplicity at least 2 at each point Pi.
Note that Q is the intersection of Z[x, y, z] and Q in Q[x, y, z].
LEMMA 4.3.1. The subsetQ ⊆ Z[x, y, z] is a freeZ-module of rank 6 andZ[x, y, z]/Q
is torsion free.
Proof. Since Z[x, y, z] is a free Z-module and Z is a principal ideal domain,
we find that the sub-Z-module Q is also a free Z-module. We have seen in
Lemma 4.2.4 that Q⊗Z Q is a 6-dimensional vector space over Q so Q is a free
of rank 6 over Z.
Now one has to check that if nq ∈ Q for an integer n ￿= 0 and q ∈ Z[x, y, z],
then q ∈ Q. Since nq ∈ Q and n ￿= 0 we see that q is a quintic polynomial. It is
clear that q is singular at the points Pi precisely when nq has this property.
Step 3. Fix a basis q0, q1, . . . , q5 ∈ Q and define the rational map ϑ : P2Z ￿￿￿ P5Z
by [x : y : z] ￿→ [qi(x, y, z)]i.
DEFINITION 4.3.2. The closure of the image of the rational map ϑ : P2Z ￿￿￿ P5Z
defined by q0, q1, . . . , q5 is denoted by Xα or simply X if no confusion is possible.
Denote the generic fibre of Xα by Xα or X.
Note that as aZ-scheme X only depends on α. As a subscheme of P5Z it does
depend on the choice of basis of Q. This construction does however show that
for a given α the closed embedding X ⊆ P5Z is unique up to an automorphism
of P5Z.
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The following theorem tells us that this construction does what we want.
THEOREM 4.3.3. The scheme Xα ⊆ P5Z is integral. The generic fibre of X/Z is
isomorphic to dP5(K) and every fibre of X ⊆ P5Z over a finite prime ￿ ofZ is a singular
del Pezzo surface of degree 5 anticanonically embedded. A fibre X￿ over a prime ￿ is an
ordinary del Pezzo surface precisely when the reduction of Z modulo ￿ is reduced.
The above construction is convenient for computing explicit equations defin-
ing X as a subscheme of P5Z. The MAGMA code which takes α ∈ K as an input
and computes the equations for X can be found at [39]. The computation uses
the following result which follows from the theorem.
COROLLARY 4.3.4. Consider the generic fibre X ⊆ P5Q of X ⊆ P5Z. The scheme X is
the flat closure of X in P5Z.
Proof. It is clear thatX is a closed subscheme ofP5Z which contains X. The result
follows from the fact that X is an integral scheme. The closure of a subscheme
of the generic fibre is always flat by [33, Proposition III.9.7].
To prove Theorem 4.3.3 we will consider a different construction of X ⊆ P5Z.
We will prove that both constructions coincide while studying the fibres Xα,￿
of Xα.
4.3.2 Geometric construction of Xα
The construction of Xα using the quintic polynomials is reminiscent of the con-
struction we have seen for Xα. Now consider the other construction of Xα; start
with five distinct points on the projective plane. Blow up these points and con-
sider the strict transform of the conic through the five points. This conic turns
into a −1-curve on the blowup. Now contract this −1-curve.
We will repeat this construction on the projective plane over the integers.
DEFINITION 4.3.5. Define Γ0 and Λ0 as the subschemes of P2Z defined by the
respective equations x2 − yz = 0 and z = 0. Let Z ⊆ P2Z be the closure of the
zero-dimensional scheme Z ⊆ P2Q ⊆ P2Z.
Since we assumed that α is integral one can show that Z is actually defined
by the ideal
(x2 − yz, z5mα(x/z), z5mα2(y/z)) ⊆ Z[x, y, z].
If one thinks of P2Z as a family of projective planes over F￿ and Q, then Λ0
and Γ0 are respectively a line and a conic on each fibre. In this setupZ is a family
over Z of five relative points on Γ0. These five points on the fibre P2F￿ over ￿ are
the points Pi onP2Q reducedmodulo a prime l of Kwhich divides ￿. It is possible
that two points Pi and Pj reduce to the same point modulo l. This information
is captured by Z￿ which is a zero-dimensional scheme of degree 5 for all ￿. The
fact that Γ0,￿ passes through Z￿ helps to identify Z￿ in the following way: fix a
prime ￿ and mark each point Q ∈ Γ0,￿(Fl) ⊆ P2F￿(Fl) with the n(Q) number
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of points Pi ∈ P2Q which reduce to Q. Then Z￿ is the unique zero-dimensional
degree 5 subscheme of Γ0,￿ whose degree at each point Q ∈ Γ0,￿(Fl) equals
precisely n(Q).
PROPOSITION 4.3.6. The subschemeZ lies on Γ0. The subschemeΛ0 does not meetZ .
The fibre Z￿ over a finite prime ￿ is a zero-dimensional subscheme ofP2F￿ of degree 5.
Proof. We know that Z is a subscheme of Γ0 and this implies that Z also lies
on Γ0. The second statement uses the defining equations for Λ0 and Z , and the
fact that α is an integral element of K.
We see, for example from Proposition III.9.7 in [33], that Z → Z is a flat
morphism. This proves that the Hilbert Polynomial P￿ of the fibre Z￿ over a
prime ￿ ∈ Z is independent of ￿ [33, Theorem III.9.9]. We know that over the
generic point (0) ∈ SpecZ the fibre Z = ZQ is zero-dimensional of degree 5 and
this proves that the result is true for all fibres.
We see that on each fibre P2F￿ we have a zero-dimensional subscheme Z￿
which lies on the conic Γ0,￿. Because the intersection number between a line L
and the conic Γ0,￿ equals 2 we conclude from Definition 2.7.2 that Z￿ ⊆ P2F￿ lies
in almost general position. We will consider the peculiar del Pezzo surface we
get by blowing up Z￿.
DEFINITION 4.3.7. Let B be the blowup BlZ P2Z. Write Λ and Γ for the strict
transforms of Λ0 and Γ0 along the blowup β : B → P2Z. Define the divisor
∆ = Λ+ 2Γ on B.
PROPOSITION 4.3.8. Let ￿ be a rational prime. The fibre B￿ is integral and isomorphic
to the blowup of P2F￿ in Z￿.
For the generic fibre we have a similar statement which follows from the
fact that blowing up commutes with flat base change. This shows that the
blowup βQ on the generic fibre B → P2Z, where B = BQ is the generic fibre
of B, is the blowup in the zero-dimensional subscheme Z.
Proof of Proposition 4.3.8. Let us first deduce some preliminary results. Let E ⊆
B be the exceptional divisor of the blowup B → P2Z. Since P2Z is a Cohen–
Macaulay scheme and Z ⊆ P2Z is locally defined by a regular embedding we
deduce that E → Z is locally a P1-bundle. Since Z is faithfully flat over SpecZ
we see that the same is true for E . These results also allow us to prove that both
Z and E are Cohen–Macaulay schemes. Following the proof of Theorem II.8.24
in [33] we conclude that B is Cohen–Macaulay as well.
Define F = P2F￿ to be the fibre ofP
2
Z over ￿. The blowup BlZ￿ F is the scheme-
theoretic closure of F\Z￿ in B￿ by [24, Proposition IV-21]. We will first show that
B￿ is irreducible. This proves that BlZ￿ F is isomorphic to the topological closure
of F\Z￿ in B￿ with its reduced scheme structure, since F is reduced. Then we
continue by proving that B￿ is also reduced and we conclude that the closed
embedding BlZ￿ F → B￿ is actually an isomorphism.
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Sowewill first prove that B￿ is integral. By Krulls Hauptidealsatz we see that
every irreducible component of B￿ is of codimension 1 in B, and the same holds
for irreducible components of E￿ in E . Since E is of pure codimension 1 in B,
we see that E￿ is of pure codimension 2 in B. This proves that the generic point
of an irreducible component of B￿ does not lie in E￿ and since B￿\E￿ ∼= F\Z￿ is
irreducible we conclude that B￿ is irreducible.
To prove that B￿ is also reduced we first note that it is Cohen–Macaulay
since it is a Cartier divisor on the Cohen–Macaulay scheme B. In particular B￿
satisfies Serre’s condition S1 andwe see that being reduced is equivalent to being
generically reduced. The result now follows from the fact that B￿ is birational to
the reduced scheme F.
This shows that the each B￿ is a peculiar del Pezzo surface over F￿. Let
ρ￿ : B˜￿ → B￿ be the associated generalized del Pezzo surface, i.e. the minimal
desingularization of B￿. We will show that actually all −2-curves on B˜￿ are con-
tracted by ρ￿. This proves that B￿ is even a singular del Pezzo surface over F￿.
For all but a finite number of primes ￿ the fibre B￿ will even be an ordinary del
Pezzo surface. In this case the morphism ρ￿ will actually be an isomorphism
and we can identify B˜￿ and B￿. This will in particular be the case for the generic
fibre BQ.
We will also look into the divisor Γ￿ on B￿ by computing the self-intersection
of the strict transform of Γ˜￿ on B˜￿.
COROLLARY 4.3.9. The fibres of B/Z are singular del Pezzo surfaces of degree 4. The
strict transform Γ˜￿ of Γ￿ is a −1-curve on the minimal desingularization B˜￿ of B￿ and
so is ΓQ on BQ.
As mentioned above, we will show that actually all but finitely many fibres
of B → SpecZ are ordinary del Pezzo surfaces.
Proof. We will prove the corollary for fibres over finite primes ￿. The statements
over the generic fibre (0) ∈ SpecZ are similar or even simpler.
By Proposition 4.3.8 we see that B￿ is isomorphic to BlZ￿(P2F￿). We know
that Z￿ lies on the conic Γ0,￿ ⊆ P2F￿ . It follows from Proposition 2.7.15 that
BlZ￿(P
2
F￿
) is a singular del Pezzo surface.
Now consider Γ0,￿ ⊆ P2F￿ . We know that deg(Γ0,￿ ∩Z￿) = degZ￿ = 5, so the
strict transform Γ˜￿ ⊆ B˜￿ of the conic Γ0,￿ has self-intersection−1 by Lemma 2.7.9.
We would like to contract Γ￿. Of course we can contract Γ˜￿ on B˜, but this
only descends to B￿ if Γ˜￿ does not meet any −2-curves on B˜￿.
LEMMA 4.3.10. The divisor Γ￿ does not pass through any singular points on B￿.
Proof. We will prove that on the minimal desingularization B˜￿ the −1-curve Γ˜￿
does not meet any −2-curves.
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Fix a basis L0, . . . , L5 as in Proposition 2.3.1 for the geometric Picard group of
the generalized del Pezzo surface B˜￿. Note that by Corollary 4.3.9 all −2-curves
on B˜￿ are contracted by β˜ : B˜￿ → B￿ → P2Z. So any −2-curve lies in the support
of the exceptional divisor Eβ˜ and we conclude that it must be linear equivalent
to a divisor of the form Li − Lj for distinct and positive i and j. The class of Γ˜￿
is 2L0 − L1 − L2 − L3 − L4 − L5 which proves that the intersection number of Γ˜￿
with any −2-curve is zero.
We will now consider the image of the map to a projective space associated
to the divisor ∆ = Λ+ 2Γ on B.
PROPOSITION 4.3.11. The Z-module H0(B,∆) is free of rank 6. The composition
δ : B → P2Z
ϑ￿￿￿ X
is a map associated to the complete linear system of the divisor ∆.
The map δ extends to a birational morphism B → X . Furthermore, δ is an isomor-
phism on an open dense subset of each fibre of B over Z.
Wewill prove this proposition in the next section, togetherwith Theorem 4.3.3.
4.3.3 Comparison of the two constructions
We have seen two ways to construct X ; as the scheme-theoretic closure of the
image of ϑ : P2Z ￿￿￿ P5Z and as the scheme-theoretic closure of the image of
a map associated to the complete linear system of the divisor ∆ on B. In this
section we will prove Theorem 4.3.3 and Proposition 4.3.11. We will first prove
the following proposition which is the integral version of Corollary 4.2.8.
PROPOSITION 4.3.12. Consider the blowup morphism β : B → P2Z. The pullback
morphism β∗ is an isomorphism on the function fields κ(P2Z)→ κ(B). This morphism
induces an isomorphism on the sub-Z-modules
1
z(x2 − yz)2Q ⊆ κ(P
2
Z) and H
0(B,L(∆)) ⊆ κ(B).
Proof. The inclusion of the generic fibre P2Q → P2Z induces an isomorphism
κ(P2Q) → κ(P2Z). We will identify these two fields along this isomorphism. In
the same way we will identify κ(B) and κ(B). Since β is a birational morphism
of integral schemes it does indeed induce an isomorphism κ(P2Z) → κ(B) and
we have seen in Corollary 4.2.8 that under this isomorphism we can identify
1
z(x2 − yz)2Q ⊆ κ(P
2
Q) and H
0(B,L(∆Q)) ⊆ κ(B).
Since β￿ : B￿ → P2F￿ is a birational morphism of integral varieties over F￿ by
Proposition 4.3.8 we see that β induces an isomorphism of the local rings OB,B￿
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and OP2Z ,P2F￿ which proves that β
∗ : κ(P2Z) → κ(B) preserves the valuations
along the prime divisors B￿ on B and P2F￿ on P2Z.
This implies that β∗ identifies the submodule of 1z(x2−yz)2Q consisting of the
elements with a non-negative valuation along P2F￿ for all primes ￿ with the sub-
module of H0(B,L(∆Q)) with a no poles along B￿ for all ￿. Let us prove these
submodules are precisely 1z(x2−yz)2Q and H0(B,L(∆)).
By definition we see that H0(B,L(∆)) ⊆ H0(B,L(∆Q)) ⊆ κ(B) after identi-
fying the function fields of B and its generic fibre B. This identifies the prime di-
visors of B with the horizontal prime divisors of B and we see that H0(B,L(∆))
consists precisely of the elements in H0(B,L(∆Q)) with a non-negative valua-
tion along the vertical prime divisors B￿.
We also have 1z(x2−yz)2Q ⊆ 1z(x2−yz)2Q ⊆ κ(P2Z) using the identification of
κ(P2Z) with κ(P
2
Q). Let
q
z(x2−yz)2 be a quotient of quintics in Q[x, y, z], it can be
written as c q
￿
z(x2−yz)2 with c ∈ Q and q￿ ∈ Z[x, y, z] a quintic polynomial with
coprime coefficients. The valuation along P2F￿ is now simply the valuation of c
at ￿. This means that a qz(x2−yz)2 has non-negative valuation along all vertical
fibres if and only if q actually has integral coefficients.
This allows us to prove Proposition 4.3.11.
Proof of Proposition 4.3.11. The scheme Xα ⊆ P5Z is defined as the image of a
rational map ϑ : P2Z ￿￿￿ P5Z defined by the chosen basis elements qi ∈ Q. By
definition we have δ = ϑ ◦ β and using the identification in Proposition 4.3.12
we see that δ is defined using the basis of H0(B,L(∆)) corresponding to the
chosen basis of Q. By functoriality of maps to projective spaces coming from
divisors [24, Theorem III-37], we see that the morphism B￿ → P5F￿ coming from
the divisor ∆￿ is simply the fibre of δ : B → P5Z.
Let γ￿ : B˜￿ → B￿ be the minimal desingularization of B￿ and define Γ˜￿, Λ˜￿
and ∆˜￿ to be the pullbacks of Γ￿, Λ￿ and ∆￿ along γ￿. By Lemma 2.5.1 we have
an isomorphism between the global sections of L(∆￿) and L(∆˜￿). This proves
that the composition δ￿￿ = δ￿ ◦ γ￿ is the map associated to the complete linear
system of ∆˜￿. We will first prove that δ￿￿ is actually a morphism, i.e. the linear
system of ∆˜￿ is base point free.
Note that Λ0,￿ + Γ0,￿ ⊆ P2F￿ is a cubic plane curve passing through Z￿ and
this curve is smooth in the support of Z￿. Proposition 2.5.4 shows that Λ￿ + Γ￿
is an anticanonical divisor on B￿ and Λ˜￿ + Γ˜￿ is an anticanonical divisor on B˜￿.
Since B˜￿ is a generalized del Pezzo surface of degree 4 we see that the complete
linear system of Λ˜￿ + Γ˜￿ defines a birational morphism which contracts the −2-
curves on B˜￿. In particular, we see that L(Λ˜￿ + Γ˜￿) is globally generated. This
proves that L(Λ˜￿ + Γ˜￿ + Γ˜￿) is globally generated away from Γ￿. To see that
L(∆˜￿) is globally generated on Γ￿ one can proceed as in Step 2 of the proof of
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Theorem 5.7 in [33]. For this one needs H1(B˜￿,ω∨) = 0. The vanishing of this
cohomology group follows for example from the Riemann–Roch theorem for
smooth surfaces over a field.
So far we have the commutative diagram shown in (4.2).
B˜￿
X￿ B￿
ρ
δ￿
δ
(4.2)
We will now prove that δ￿ contracts Γ˜￿ and all −2-curves on B˜￿. We know
that the complete anticanonical linear system on a generalized del Pezzo sur-
face of degree 4 separates points and tangent vectors away from the −2-curves.
We have seen that Λ˜￿ + Γ˜￿ is an effective anticanonical divisor on B˜￿ and we
will write ∆˜￿ = −KB˜￿ + Γ˜￿. We conclude that the complete linear system of ∆˜￿
separates points and tangent vectors away from the −2-curves and Γ˜￿. This
implies that ∆˜￿ is big and nef and the only possible curves contracted by the
associated birational map are the −2-curves and Γ˜￿. We saw in Lemma 4.3.10
that any −2-curve on B˜￿ does not intersect Γ˜￿. So for any −2-curve R we have
∆˜￿ ·R = −KB˜￿ ·R+ Γ˜￿ ·R = 0. We also have ∆˜￿ · Γ˜￿ = −KB˜￿ ·Γ￿ + Γ˜2￿ = 1− 1 = 0,
since Γ˜￿ is a −1-curve on B˜￿. This proves that δ￿￿ is the morphism that contracts
precisely Γ˜￿ and the −2-curves on B˜￿. So δ￿ is defined off Γ￿.
We also know that ρ￿ also contracts all −2-curves. This allows us to deduce
that δ￿ is defined away from the singularities and we conclude that δ￿ is a mor-
phism.
This proof also shows that δ￿ is an isomorphism away from Γ￿.
Now we can prove Theorem 4.3.3.
Proof of Theorem 4.3.3. We see from either construction that the generic fibre ofX
is isomorphic to dP5(K) by Proposition 4.2.9. We will prove that the fibres X￿
are anticanonically embedded del Pezzo surfaces using the second construction
of X . We have already seen in Corollary 4.3.9 that the fibres of B are singular del
Pezzo surfaces of degree 4. In the proof of Proposition 4.3.11 we have seen that
δ￿ : B￿ → X￿ contracts the curve Γ￿ to a point. The composition B˜￿ ρ−→ B￿ δ−→ X￿
first contracts the −2-curves and then the curve Γ￿. We can also do so in the
opposite order. So let us first contract the −1-curve Γ˜￿ on B˜￿. This gives us
a morphism δ˜ : B˜￿ → X˜￿ to a generalized del Pezzo surface of degree 5. By
Lemma 4.3.10 the−1-curve Γ￿ does not meet any−2-curve and so contracting it
does not change the set of −2-curves. The pullback of an anticanonical divisor
on X˜￿ is the divisor ∆˜￿ on B˜￿ so the anticanonical morphism γ￿ : X˜￿ → X￿ makes
the diagram in (4.3) commutative.
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X˜￿ B˜￿
X￿ B￿
γ￿
δ˜￿
ρ￿
δ￿
(4.3)
This proves that X￿ is a singular del Pezzo surface of degree 5 over F￿.
Note that X￿ is the fibre of the scheme X over Z. On the other hand, the
scheme X˜￿ is defined as a scheme over F￿ and we have not constructed the
scheme X˜ overZ. Although it exists we will not need it. The same holds for the
scheme B˜￿ and for the morphisms ρ￿, γ￿ and δ˜￿.
We see that X￿ is smooth precisely when B￿ is smooth, since the image of the
contracted −1-curve Γ￿ is a smooth point. We see from Corollary 2.7.14 that B￿
is an ordinary del Pezzo surface precisely when Z￿ is reduced. So if Z￿ is non-
reduced we see that B￿ is singular. We already saw in Corollary 4.3.9 that B￿ is a
singular del Pezzo surface, so in this case B￿ and hence also X￿ are singular del
Pezzo surfaces.
Now that we have our model X/Z of X/Q we would like to extend some
objects we have on X to X . Recall the two anticanonical sections l1 and l2 on X
from Proposition 4.2.13 which cut out the −1-curves. We will redefine l1 and l2
as sections of OP5Z (1).
DEFINITION 4.3.13. The elements l1, l2 ∈ OP5Q (1) can be rescaled using an ele-
ment of Q× to obtain elements l1, l2 ∈ OP5Z (1). We will assume that l1 and l2 are
rescaled such that they do not vanish on vertical prime divisors of X/Z.
Before we could think of each li as a linear form overQ in six variables. From
now on li will be rescaled such that the six coefficients are integral and coprime.
We will now look more closely at the fibre of X over a prime ￿ ∈ Z. We have
seen that this depends on Z￿ and this scheme depends heavily on the factoriza-
tion of ￿ in K. So let us first study the splitting field K more closely.
4.4 The splitting field of the interesting action
The action of Galois on the geometric Picard group of an interesting del Pezzo
surface X factors through a quotientZ/5Z which must be Gal(K/k) for a cyclic
degree 5 extension of k. We will restrict to the case that the base field k is the
field of rational numbers. First we will classify such number fields and then we
will look at the arithmetic of monogenic number rings Z[α] in OK.
4.4.1 Number fields of degree 5
Let K be a Galois extension of Q of degree 5. By the Kronecker–Weber theorem
we get that the field K is contained in a cyclotomic extension Q(ζn) for some
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integer n. So the isomorphism classes of del Pezzo surfaces of degree 5 over Q
split by a degree 5 extension correspond to open subgroups of index 5 in ￿Z×. In
particular we see that every subgroup of (Z/nZ)× of index 5 gives us such a
surface.
DEFINITION 4.4.1. Consider an open subgroup N ⊆ ￿Z× of index 5 and de-
fine K ⊆ Qcyc to be the associated number field of degree 5. The isomorphism
class of the corresponding del Pezzo surface of degree 5 over Q will be denoted
by dP5(N).
If n is a positive integer such that (Z/nZ)× has a unique subgroup N￿ of
index 5, then we get such a subgroup N by taking the pre-image under the
projection ￿Z× → (Z/nZ)×. In this situation we will write dP5(n) for dP5(N).
The conductor of a dP5(N) is the minimal n such that N is the pullback of a
subgroup N￿ ⊆ (Z/nZ)×.
Note that the conductor will always exist since we are considering open sub-
groups of ￿Z×.
The construction of these degree 5 fields also gives us information about the
splitting of rational primes.
PROPOSITION 4.4.2. Let K be the number field associated to the open subgroup N
of ￿Z× of index 5 and let n be the conductor. The primes ￿ ∈ Q which ramify in K are
precisely those which divide n.
Proof. Consider a prime l above a prime ￿ ∈ Z. We have the commutative dia-
gram shown in (4.4) from [53, Section 6] relating the global and local reciprocity
maps.
Q×￿ Gal(Kl/Q￿)
IQ ￿Z× Gal(K/Q)
(4.4)
We have used that the bottom map factors through Gal(Qcyc/Q) ∼= ￿Z×. The
composite map Q×￿ → ￿Z× is on Z×￿ given by the inclusion Z×￿ ￿→ ￿Z× [53,
Example 5.7].
Let φ be the diagonal map Q×￿ → Gal(K/Q). We know that l/￿ is un-
ramified exactly when the inertia subgroup of l is trivial. This group is equal
to φ(Z×￿ ) by [47, Theorem 1, Section 4.1]. So we see that l is unramified pre-
cisely when #φ(Z×￿ ) = 1 or equivalently Im(Z
×
￿ → ￿Z×) lies in N. Now pick
the minimal n such that N ⊆ ￿Z× is the pullback of a subgroup N￿ of (Z/nZ)×.
Then we see that l is unramified when Im(Z×￿ → (Z/nZ)×) lies in N￿ which by
the minimality of n happens precisely for the ￿ which do not divide n.
COROLLARY 4.4.3. In the notation of Proposition 4.4.2, the conductor is the product
of distinct primes p ≡ 1 mod 5 and possibly a factor 25.
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For the proof of this corollary we will use the following result.
LEMMA 4.4.4. Let p ≡ 1 mod 5 be a prime. An element in Z×p is a fifth power
precisely when it is modulo p. The fifth powers in Z×5 are precisely the lifts of the fifth
powers modulo 25.
Proof. The first statement follows directly fromHensel’s lemma. For the proof of
the second statement one need to work modulo 53 to be able to apply Hensel’s
lemma. The fifth powers in Z/125Z are easily checked to be all the classes
which reduce to ±1,±7 mod 25.
Proof of Corollary 4.4.3. We saw that ￿ is unramified precisely when the image of
Z×￿ → ￿Z× is a subgroup of N ⊆ ￿Z×. This means that ￿ is ramified exactly if
the group homomorphism Z×￿ → ￿Z×/N ∼= Z/5Z is not constant, and hence
surjective. The kernel of this morphism is an open index 5 subgroup ofZ×￿ . This
implies that it is the pullback of an index 5 subgroup of (Z/￿eZ)× for some e ≥ 1
and we find 5 | ϕ(￿e) = ￿e−1(￿− 1). So the only possible ramified primes are
the primes p ≡ 1 mod 5 and 5.
Now let N￿ be the kernel of Z×￿ → ￿Z×/N. To prove the statement, we will
show if ￿ is either 5 or 1 mod 5 the index 5 subgroup N￿ ⊆ Z×￿ must be equal
to
￿
Z×￿
￿5. Since N￿ is of index 5, we see that ￿Z×￿ ￿5 ⊆ N￿. For ￿ ≡ 1 mod 5
we see that Z×￿ /(Z
×
￿ )
5 → F×￿ /(F×￿ )5 is an isomorphism by Lemma 4.4.4. This
implies that N￿ and
￿
Z×￿
￿5 are both of index 5 in Z×￿ . So N￿ is the subgroup of
fifth powers inZ×￿ and by Lemma 4.4.4 it is the inverse image of the fifth powers
modulo ￿.
For ￿ = 5 we can compute the index of
￿
Z×5
￿5 in Z×5 in a similar manner
to conclude that N5 can only be the pullback of the subgroup of fifth powers
modulo 25 along the reduction morphism Z×5 → Z/25Z.
Now consider the surfaces for which the conductor has only one prime di-
visor p. If p ≡ 1 mod 5 then the conductor must be equal to p by Corol-
lary 4.4.3. In this case there is a unique such number field K since the Galois
group Gal(Q(ζp)/Q) ∼= (Z/pZ)× is cyclic. So for each prime p ≡ 1 mod 10
there is an isomorphism class dP5(p) of interesting del Pezzo surfaces overQ. In
the last section we will also consider a surface in the isomorphism class dP5(25).
This class exists because also Gal(Q(ζ25)/Q) ∼= (Z/25Z)× has a unique sub-
group of index 5.
4.4.2 Number rings Z[α] of degree 5
We have seen that an interesting del Pezzo surface X is uniquely determined
by its splitting field K. The model X over Z however depends on the choice of
α ∈ OK. Many arithmetic and geometric properties of X can be described in
terms of the number ring Z[α]. Let us look at the primes of Z[α] and relate this
to the possible factorizations of mα modulo a prime ￿.
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Recall that the inertia degree of a prime l of a number ring R ⊆ OK over a
prime ￿ ∈ Z is defined as the degree of the residue field Fl = R/l as a field
extension of F￿.
THEOREM 4.4.5. Let m ∈ Z[s] be an irreducible monic polynomial with integral co-
efficients. Let α ∈ Q¯ be a root of m and let ￿ be a prime. Pick monic polynomials
mi ∈ Z[s] whose reductions modulo ￿ are irreducible and pairwise distinct such that
there exist integral numbers ei > 0 with the property that
m ≡∏
i
meii mod ￿.
(a) The prime ideals of Z[α] which lie above ￿ are li = (￿,mi(α)). The inertia degree
of the prime ideal li over ￿ equals the degree of mi.
(b) Let ri ∈ Z[s] be the remainder of m upon division by mi. The ideal li is invertible
precisely if ei = 1 or ri ￿≡ 0 mod ￿2.
(c) The identity
￿Z[α] =∏
i
leii
holds if and only if each ideal li is invertible.
Proof. See Theorem 8.2 in [51].
Every prime l˜ of K lies above a single prime l of Z[α]. The following lemma
is useful in going from primes of Z[α] to primes of K.
LEMMA 4.4.6. Consider the inclusion Z[α] ⊆ OK and let l be an invertible prime of
Z[α]. There exists a unique prime l˜ of OK lying above l.
Proof. Let l˜ be a prime above l. We get an extension of local ringsZ[α]l ⊆ OK,l˜ ⊆
K. Since l is invertible we see that Z[α]l is a discrete valuation ring with field of
fraction K. Since OK,l˜ is not a field we conclude that Z[α]l = OK,l˜. This shows
that l˜ = OK ∩ lZ[α]l is uniquely determined by l.
The following result will also be useful.
LEMMA 4.4.7. The inertia degree of a prime l of Z[α] is either 1 or 5.
Proof. Let ￿ be the prime l∩Z and let l˜ be a prime of K lying above l. Since K/Q
is a Galois extension of degree 5 we know that the inertia degree of l˜ divides 5.
So we have a the following extensions of fields
F￿ ⊆ Fl ⊆ Fl˜.
This proves the statement.
Note that this also proves that the reduction of mα modulo a prime ￿ is either
irreducible or it splits in linear factors. Note however that these linear factors
need not be distinct. The extremal case where mα mod ￿ is the fifth power of a
linear polynomial over F￿ will play a special role
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4.5 The fibres X￿
In Section 4.3 we used the two constructions of the interesting del Pezzo sur-
face X over Q to produce a model X of X over Z. In this section we study the
fibres ofX over a prime ￿. Wewill also come across the fibres B￿ of the scheme B
defined in Definition 4.3.7.
4.5.1 The construction of X￿
We will start by exhibiting the relation between the fibres X￿, B￿ and P2F￿ .
PROPOSITION 4.5.1. Let ￿ be a rational prime and let l be a prime of K which divides ￿.
The geometrically irreducible components of Z￿ are defined over the residue field Fl.
The fibre X￿ can be constructed as follows: we will define generalized del Pezzo
surfaces B￿,i for 0 ≤ i ≤ 5 of degree 9− i over the field Fl. Simultaneously we define a
curve Γi on B￿,i. We start off with B￿,0 = P2Fl together with Γ0 = Γ0,￿. Now consider
the reduction Qi of the point Pi = (αi : α2i : 1) modulo l on P
2
Fl
. There is a unique Fl-
point Ri on Γi ⊆ B￿,i whose image under the morphism B￿,i → P2Fl is Qi. Let B￿,i+1
be the blowup of B￿,i in Ri and let Γi+1 be the strict transform of Γi along this blowup.
Then B￿,5 is a generalized del Pezzo surface of degree 4 over Fl which descends to the
minimal desingularization B˜￿ of B￿ over F￿.
The strict transform Γ of Γ0 to B￿ can be contracted to obtain X￿. This shows that
the composition
B˜￿ → B￿ → X￿
first contracts the −2-curves and then the −1-curve Γ˜￿. We can also first contract Γ˜￿ to
obtain a generalized del Pezzo surface X˜￿ of degree 5 and then contract the −2-curves
to recover X￿.
Proof. Proposition 4.3.8 states that B￿ is the blowup of the projective plane in the
curvilinear subscheme Z￿. We have seen in Lemma 2.7.7 that the composition
B˜￿ → B￿ → P2F￿ decomposes into blowups in closed points at least when the
geometrically irreducible components of Z are defined over the base field. This
is the case over the field Fl.
The fact that δ￿ : B￿ → X￿ is the contraction of the curve Γ￿ was shown in the
proof of Proposition 4.3.11.
This result does not only help us to understand the geometry of X￿, but also
its arithmetic.
LEMMA 4.5.2. Consider a finite prime ￿ and let r be the number of distinct roots of mα
in F￿. Then we have
#X (F￿) = ￿2 + r￿+ 1.
Proof. Factor mα in F¯￿ as ∏(s − βi)ei and consider the blowup β : B￿ → P2F￿ .
This map is an isomorphism away from the points (βi : β2i : 1) and the fibre over
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each of these points is a projective line defined over F￿(βi). We see that each
root of mα in F￿ adds exactly ￿ points and other roots do not change the number
of F￿-points. Finally we contract the −1-curve Γ￿ which is defined over F￿ and
see that
#X (F￿) = (￿2 + ￿+ 1) + r￿− ￿ = ￿2 + r￿+ 1.
4.5.2 The −1-curves on X￿
Let us also study the curves of negative self-intersection of X￿. We will do this
by first considering the s-curves on B˜￿ and on the minimal desingularization X˜￿
of X￿.
PROPOSITION 4.5.3. Let Qi ∈ Z(Fl) be the reduction of the point Pi ∈ Z(K) modulo
a prime l of K lying above ￿. These 5 points need not be all distinct.
Consider the minimal desingularization X˜￿ of the fibre of X over a prime ￿. A −1-
curve on X˜￿ is the strict transform of the line through Qi and Qj along the birational
morphisms X˜￿ ← B˜￿ → P2F￿ . Let us write Li,j,￿ for this −1-curve, both on X˜￿ and
on B˜￿.
If Qi = Qj, then Li,j,￿ is the tangent line at Qi to Γ0,￿.
Proof. Since intersection numbers can only go up when blowing down a −1-
curve B˜￿ → X˜￿ we will first determine the s-curves on the minimal desingular-
ization B˜￿ → B￿ of the fibre of B over ￿. Consider the composition β˜ : B˜￿ →
B￿ → P2F￿ . By Proposition 2.4.4 we have s-curves in the support of the excep-
tional divisor Eβ˜. Recall that each component of Eβ˜ has a unique −1-curve. This
implies that Γ˜￿ intersects every component of Eβ˜ in this −1-curve since Γ˜￿ does
not intersect any −2-curves by Lemma 4.3.10. This means that after contract-
ing Γ˜￿ we lose these −1-curves in the sense that their images on X˜￿ have self-
intersection zero. On the other hand, the −2-curves on X˜￿ remain −2-curves
when considering their strict transforms on B˜￿.
Any other s-curve on B˜￿ is the strict transform of a line or a conic on P2F￿ .
Since we blow up five points we see from Lemma 2.7.9 that apart from Γ˜￿ there
are only −1-curves on B˜￿ and each is the strict transform of a line L with the
property that deg(L ∩Z￿) = 2. These are precisely the lines through Qi and Qj
or the tangent line of Γ0,￿ in Qi = Qj.
For a line L through Qi ￿= Qj we see that its strict transform L˜ to B˜￿ does not
meet Γ˜￿ since blowing up once separates curves which intersect transversally.
For the tangent in Qi = Qj we will need to blow up at least two times, which is
precisely what happens since Pi and Pj both reduce to Qi = Qj. This proves that
these −1-curves on B˜￿ remain −1-curves on X˜￿ after contracting Γ˜￿.
Other important objects are the sections l1 and l2. We will now describe the
subscheme on X￿ and B￿ cut out by these forms.
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PROPOSITION 4.5.4. The reduction of l1 modulo ￿ cuts out an effective divisor of X￿
supported in geometric −1-curves.
Obviously the result also holds for l2.
Proof. The section l1 cuts out five geometric −1-curves on the generic fibre X
of X . By definition of l1 over Z we see that l1 cuts out the flat closure of these
five geometric −1-curves over K in P5OK . Let us consider the closure L in P5OK
of one of these −1-curves L over Q. The scheme L is flat over OK, so the fibre
Ll over l will be a degree 1 curve on Xl ⊆ P5Fl of genus 0. This shows that
on the minimal desingularization (X˜OK )l = X˜￿ ×F￿ Fl this curve Ll is a −1-
curve on (X˜OK )l. This proves that l1 vanishes on five, not necessarily distinct,
geometric −1-curves on X˜￿. Since the degree of the divisor of zeroes of l1 equals
five, it vanishes only on these curves.
Note that this proves that l1 vanishes on the strict transform along the bira-
tional morphisms X˜￿ ← B˜￿ → P2F￿ of the line through Qi and Qi+1. Here we
consider the indices modulo 5. Similar l2 vanishes on the strict transform of the
line through Qi and Qi+2.
Understanding the sections which are cut out by l1 and l2 on the fibre ofX/Z
over a prime ￿ is also important for the following reason.
LEMMA 4.5.5. Let Q be a singular F¯￿-point on the fibre X￿. Then Q lies on the divisor
of zeroes of both l1 and l2.
We will see in Proposition 4.5.8 that all singular points on X￿ are already
defined over the base field F￿.
Proof. A singular point Q corresponds to a connected set of −2-curves on X˜￿ or
equivalently B˜￿. This is a chain of −2-curves which lies above a geometric point
Qi = (βi : β2i : 1) of Z￿ ⊆ P2F￿ . Now let ei be the local degree of Z￿ at Qi. Since
there is a singular point above Qi we have that ei > 1.
If ei = 2, then assume without loss of generality that P1 and P2 reduce to
the same point Q1 = Q2 modulo l, but the points P3, P4 and P5 do not reduce
to Q1 modulo l. Now l1 vanishes on the secant L2,3,￿ and l2 vanishes on the
secant L1,3,￿. By Corollary 2.7.10 these lines intersect a−2-curve on B˜￿ aboveQ1.
If ei > 2, then assume without loss of generality that Q1 = Q2 = Q3. This
proves that the tangent lines L1,2,￿ and L1,3,￿ in Qi at Γ0,￿ are the same line and
this line is cut out by both l1 and l2. We again use Corollary 2.7.10 to conclude
the statement.
We have now seen that the geometry of the fibre X￿ is determined by the
factorization of mα modulo ￿. We will look into how factors of this factorization
determine the singular points on X￿.
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4.5.3 The singularities of X￿
We have seen that B￿ and hence X￿ is smooth precisely if Z￿ is reduced. This
result can be directly related to the splitting of mα in F¯￿.
LEMMA 4.5.6. A fibre X￿ is non-singular precisely if mα is separable over F¯￿.
Proof. We have seen in Theorem 4.3.3 that X￿ is an ordinary del Pezzo surface
precisely ifZ￿ is reduced. Nowwritemα = ∏i(s− βi)ei over F¯￿. Recall thatZ￿ is
supported in the points (βi : β2i : 1) and the geometrically irreducible component
supported in this point is of degree ei. This shows that Z￿ is reduced precisely
when mα is separable in F¯￿.
Although the factorization over F¯￿ determines the geometry of X￿ we have
also seen that arithmetic properties are determined by the factors of mα over F￿.
From Lemma 4.4.7 we deduce that mα is either irreducible modulo ￿ or it splits
into, not necessarily distinct, linear factors over F￿. Let us describe X￿ in both
cases.
LEMMA 4.5.7. Let ￿ be a prime such that mα is irreducible modulo ￿. The fibre X￿ is a
smooth del Pezzo of degree 5 with two Galois orbits of exceptional curves of size 5.
Proof. In this case the procedure to determine X￿ is similar to how we got X
starting with the projective plane over Q; we blow up five conjugate points and
then contract the strict transform of the unique conic through these five points.
The result follows.
PROPOSITION 4.5.8. Suppose that mα splits into linear factors modulo ￿. The fibre
of X above ￿ has a singular point of type Aei−1 for each factor with multiplicity ei > 1
in this factorization. In particular we see that there are at most 2 singular points on X￿
and these are defined over F￿.
Proof. Write mα = ∏i(x − βi)ei where βi are the distinct roots of mα in F￿. The
morphism B￿ → P2F￿ restricts to an isomorphism on the complement of the
points (βi, β2i , 1). Using the procedure described in Proposition 4.5.1 we see that
the fibre above such a point is obtained by contracting the −2-curves from a
chain of ei − 1 curves with self-intersection −2 and one −1-curve. This shows
that B￿ has a singularity of type Aei−1 above the point (βi, β2i , 1).
Contracting the −1-curve Γ￿ ⊆ B￿ does not produce additional singular
points or change the type of singularities on B￿, since these points do not lie
on Γ￿ by Lemma 4.3.10.
As a quintic polynomial can have at most 2 multiple irreducible factors we
see this is the maximal number of singularities.
Let us now relate the possible factorization of mα modulo ￿ to the factoriza-
tion of ￿ in OK. Let us first treat the unramified primes.
LEMMA 4.5.9. Let ￿ ∈ Z be a prime which is inert in K. The fibre X￿ either
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» is smooth, in the case that mα is irreducible modulo ￿, or
» has a single singular point which is of type A4, when mα is a fifth power of a linear
function modulo ￿.
In particular, we see that X￿ has at most one singular point if ￿ is inert.
Proof. By assumption K has a unique prime l˜ lying above ￿. This implies that
l = l˜∩Z[α] is the unique prime of Z[α] lying above ￿. The inertia degree of this
prime is either 5 or 1. This corresponds precisely to the two cases described in
the lemma.
LEMMA 4.5.10. Let ￿ ∈ Z be a prime which splits completely in K. This implies
that mα splits into linear factors over F￿, and X￿ is a surface as described in Proposi-
tion 4.5.8.
Proof. As ￿ splits completely we have an isomorphism of residue fields F￿ → Fl˜
for any prime l˜ of K lying above ￿. This implies that in the towerZ ⊆ Z[α] ⊆ OK
each prime of OK which divides ￿ comes from a prime l in Z[α] with the same
inertia degree. So all primes l/￿ have inertia degree 1 and by the Kummer–
Dedekind theorem, Theorem 4.4.5, we see that mα must split into linear factors
modulo ￿.
We now consider the case that ￿ is ramified in K. We will usually denote such
a prime by p.
LEMMA 4.5.11. Let p be a prime which is ramified in K. The minimal polynomial mα
is the fifth power of a linear polynomial over Fp. The fibre Xp is a singular del Pezzo
surface of degree 5with a single singular point which is of type A4. This surface contains
precisely one line.
Proof. We will need to prove that the first statement. The last statements then
follow from Propositions 4.5.8 and 4.5.3.
Let p˜ be the prime of OK dividing p. Since it is ramified and K/Q is a Galois
extension we find e(p˜/p) = 5. This proves that p totally ramifies in K and that p˜
is the unique prime of OK dividing p. Now let p be the prime p˜ ∩Z[α] of Z[α].
Since the inertia degree of p˜ is one, so must the inertia degree of p. This proves
the statement.
Note that mα can be a fifth power modulo ￿ in all three cases and this will
always yield a singular del Pezzo surface of degree 5 with one singular point of
type A4, and one −1-curve. We will look more closely at this surface.
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4.5.4 Fibres with an A4-singularity
Consider a fibre of X over Z with a singularity of type A4. We can encounter
such a fibre over any prime ￿, but we have seen in Lemma 4.5.11 that the fibre
over any ramified prime p will be of this type. Since we will mainly discuss this
fibre over ramified primes we will write p for the prime in this section, although
theses results are true for any fibre with a singularity of type A4.
PROPOSITION 4.5.12. Let Xp be a fibre of X over Z with a singularity of type A4.
The surface Xp is the unique singular del Pezzo surface of degree 5 with a single −1-
curve E4 and one singular point which is of type A4. Furthermore, the complement of
this −1-curve E4 in Xp is isomorphic toA2Fp .
Let Z￿ be a curvilinear subscheme of degree 4 supported in the inflection point p0 of
a cubic plane curve C ⊆ P2Fp . The surface Xp is the singular del Pezzo surface over Fp
associated to Z￿.
The choice for notation of this unique−1-curve will become clear during the
proof.
Proof of Proposition 4.5.12. Let us prove the first statement. It follows fromPropo-
sition 4.5.8 that Zp is a degree 5 subscheme of Γ0,p supported in a single point Q.
The procedure described in Proposition 4.5.1 shows that we can find B˜p by first
blowing upP2Fp five times to get a configuration of three−1-curves and four−2-
curves as shown in Figure III.
−1 −1 −2 −2 −2 −2
−1
Γ˜p Eβ˜
Figure III: Curves of negative self-intersection on B˜p.
The −1-curve on the left is Γ˜p ⊆ B˜p. Consider the tangent line L0,p ⊆ P2Fp
to Γ0,p in Q. The strict transform L of L0,p on B˜p is a −1-curve by Lemma 2.7.9.
The position of L in Figure III is determined by Lemma 2.7.10. This accounts
for the −1-curve on top. The remaining four −2-curves and the −1-curve are
the components of the exceptional divisor Eβ˜. Then we contract Γ˜p, which be-
comes a smooth point and makes the unique −1-curve on Eβ˜ into a curve of
self-intersection 0. Finally we contract all the −2-curves which gives an A4 sin-
gularity lying on the remaining curve of negative self-intersection.
We see that all s-curves on X˜p are defined over Fp. This proves that there
is an Fp-morphism π˜ : X˜p → P2Fp which is the blowup of the projective plane
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in 4 points in almost general position. Let Z￿ ⊆ P2Fp be the associated zero-
dimensional subscheme of this composition of blowups. Since we have only
one −1-curve on X˜p we conclude from Proposition 2.4.4 that Z￿ is supported in
only one point p0. This accounts for the −1-curve and three −2-curves, because
they occur in the exceptional divisor Eπ˜ . Let us rename these divisors as in
Proposition 2.4.4; the −2-curves are E1, E2 and E3, and the −1-curve is E4. Let
us call the remaining −2-curve R. The intersection graph on s-classes on X˜p is
now shown in Figure IV.
E1 E2 E3 R
E4
Eπ˜
Figure IV: Curves of negative self-intersection on X˜p.
Let L be the image of R in P2Fp . We will now prove that L is a line. We know
that
−2 = R2 = L2 − deg(Z￿ ∩ L) ≥ L2 − 3
since Z￿ is supported on a cubic curve C which is smooth at p0. This proves
that L2 ≤ 1 and hence deg L = 1 and deg(Z￿ ∩ L) = 3. This proves that L is
the tangent line at an inflection point of C. In the diagram in (4.5) of birational
morphisms we get isomorphisms after removing the −1-curve on Xp, which by
abuse of notation will also be denoted by E4, in the middle all the Ei and R, and
on the right the line L.
Xp X˜p P2Fp (4.5)
This proves that the complement of the−1-curve E4 in Xp is isomorphic toA2Fp .
COROLLARY 4.5.13. The surface X˜p is the generalized del Pezzo surface associated
to Z￿. Write π˜ : X˜p → P2Fp for the associated blowup of the projective plane in 4 points
in almost general position.
The generalized del Pezzo surface X˜p has five s-curves. Three −2-curves and a −1-
curve form the support of the exceptional divisor Eπ˜ , and a −2-curve R is the strict
transform of the tangent line L in p0 to C along π˜.
We will fix coordinates for p0 and the equation for the line L. This does not
determine the equation for C uniquely. It does however uniquely determine the
zero-dimensional ideal Z￿ up to an automorphism of P2Fp which fixes p0 and L.
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LEMMA 4.5.14. Assume without loss of generality that p0 is the point (0 : 1 : 0) and
that L is given by z = 0. Let C be a cubic curve which passes through x, is smooth
there, has L as the tangent line to C at x, and has an inflection point at x. Let Z￿ be the
curvilinear subscheme associated to IC,p0,4.
There is a unique λ ∈ F×p such that the cubic curve x3−λy2z = 0 passes through Z￿.
Proof. Consider the homogeneous cubic fhom ⊆ Fp[x, y, z] defining C. We will
consider the corresponding affine curve defined by f = fhom(x, 1, z). Since this
polynomial f (x, z) defines a inflection point at (0, 0) it must contain the mono-
mial x3 and no other monomials which only contain x. Since L is the unique
tangent line at (0, 0) the linear term of f is given by a multiple of z. So we
can rescale f to f = x3 + zκ(x, z) − λz where the degree of every monomial
of κ is at least 1. Now note that xz and z2 pass through Z￿ so this means that
f − zκ(x, z) = x3 − λz defines a cubic curve which passes through Z￿.
Now if we had two such curves given by x3 = λy2z and x3 = λ￿y2z for
different λ and λ￿, then we would find that the line L defined by (λ− λ￿)z = 0
passes through Z￿. This would mean that deg(Z￿ ∩ L) = degZ￿ = 4, which is
impossible since Z￿ lies in the intersection of L and C.
We can assume without loss of generality that λ = 1 by rescaling the coordi-
nate z. The curve defined by x3 = y2z has a inflection point at the smooth point
(0 : 1 : 0) so we can take this curve to be C.
COROLLARY 4.5.15. The subscheme Z￿ is defined by the homogeneous ideal
(x3 − y2z, xz, z2) ⊆ Fp[x, y, z].
The birational map ψ : P2Fp ￿￿￿ X˜p → Xp ⊆ P5Fp is defined by a basis of the vector
space over Fp of cubic polynomials in the ideal (x3 − y2z, xz, z2).
Proof. It is clear that the subscheme defined by (x3 − y2z, xz, z2) lies on C. Also,
any point on this scheme would have to satisfy z2 = 0 and x3 = yz2. This shows
that the subscheme defined by (x3 − y2z, xz, z2) is only supported in p0. Let us
compute the degree of this subscheme on the local chart y = 1. We can rewrite
the ideal as (x3− z, xz, z2) = (x3− z, x4, x6) = (x3− z, x4), which clearly defines
a degree 4 subscheme.
The last statement follows from Lemma 2.7.20.
COROLLARY 4.5.16. We have the following equality of effective divisors
divXp l1 = divXp l2 = 5E4.
Proof. We know that the divisor of zeroes of l1 is of degree 5 and supported in
−1-curves. By Proposition 4.5.12 we know that there is a unique −1-curve E4
on X￿ and this implies the result.
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Since the map ψ : P2Fp ￿￿￿ Xp ⊆ P5Fp is given by a basis of the cubics in the
ideal (x3 − y2z, xz, z2) we see that there is a correspondence between the cubics
in the ideal (x3 − y2z, xz, z2) ⊆ Fp[x, y, z] and the sections in H0(Xp,ω∨).
LEMMA 4.5.17. The hyperplane section on Xp cut out by l1 corresponds to the cubic z3
up to a factor of F×p .
Proof. Note that l1 does not vanish on Xp\E4. This proves that the associated
cubic curve on P2Fp does not meet A
2
Fp
= P2Fp\L. We see that this cubic curve
must be given by a multiple of z3.
After fixing a multiple of z3 which corresponds to l1 we get an actual cor-
respondence between the elements of H0(Xp,ω∨) and the homogeneous cubic
polynomials in (x3 − y2z, xz, z2).
DEFINITION 4.5.18. Let h be a linear form on X ⊆ P5Z with coprime coefficients
and let p be a prime for which Xp has a singular point of type A4. The birational
map π : Xp ￿￿￿ X˜p → P2Fp induces an isomorphism κ(P2Fp) ∼= κ(Xp). Let fhom
be the homogeneous polynomial over Fp such that hl1 corresponds to
fhom
z3 under
this isomorphism. We will call fhom and f = fhom(x, y, 1) the associated homoge-
neous and inhomogeneous polynomials of h at p.
We will study hyperplane sections on Xp ⊆ P5Fp by looking at the corre-
sponding cubic polynomial in three variables.
The following lemma is the first example and identifies the effective anti-
canonical divisors of Xp as cubic plane curves.
LEMMA 4.5.19. The hyperplane sections of Xp ⊆ P5Fp which contain E4 are those for
which the associated homogeneous polynomial lies in the ideal
(zx2, z2).
Proof. Let us work on the affine part given by y = 1. We see from Lemma 2.7.19
that the cubic forms for which the associated anticanonical divisor is supported
on E4 lie in the ideal
(x, z)(x3 − z, xz, z2) = (x4 − xz, z2, x2z).
The homogeneous part of this ideal of degree 3 is clearly generated by zx2
and z2.
4.6 Setup for the following sections
We have introduced a lot of notation over the last few sections. For convenience
of the reader we will group the notation we will fix for the remainder of this
chapter.
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SETUP 4.6.1. We start by fixing one, hence both, of the following equivalent ob-
jects
» N, a subgroup of ￿Z of index 5;
» K, a degree 5 Galois extension of Q.
The correspondence between these objects is described in Definition 4.4.1.
Then we fix
» σ, a generator of Gal(K/Q);
» α, an element of OK generating K.
This produces the following intermediate objects, which we will refer to
» mα and mα2 , the minimal polynomials of α and α2;
» Z , the subscheme of P2Z defined by
(x2 − yz, z5mα(x/z), z5mα2(y/z)) ⊆ Z[x, y, z];
» Γ0, the subscheme of P2Z defined by x
2 = yz;
» B, the blowup of P2Z in Z ;
» β, the blowup morphism B → P2Z;
» Γ, the strict transform of Γ0 along β : B → P2Z.
These objects were used in the process of defining
» Xα or X , which is a subscheme of P5Z;
» ϑ, the birational map ϑ : P2Z ￿￿￿ X ;
» δ, the morphism δ : B → X which contracts Γ.
We also fix the following notation for schemes and morphisms defined over
either Q or F￿.
» Xα or X, the generic fibre of X ;
» Z and B, the generic fibres of Z and B;
» B˜￿, the minimal desingularization of B￿;
» X˜￿, the minimal desingularization of X￿;
» Γ˜￿, the strict transform of β˜￿ : B˜ → P2F￿ ;
» δ˜￿, the morphism B˜￿ → X˜￿ which contracts the −1-curve Γ˜￿;
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» ρ￿, the contraction of −2-curves B˜￿ → B￿;
» γ￿, the contraction of −2-curves X˜￿ → X￿.
It is even possible to define schemes B˜ and X˜ over Z, such that their fi-
bres overZ are the minimal desingularizations of the corresponding fibres of X
and B. Also the morphisms ρ￿, γ￿ have δ˜￿ relative versions over Z. We will
not define these objects and one should keep in mind that part of the diagram
in (4.6) is only defined on the fibres over Z.
X˜ B˜
X B
P2Z.
γ
δ˜
ρ
β˜δ
β
ϑ
(4.6)
Other notation which will reappear in this chapter:
» n, the conductor of N and K;
» αi, the conjugates of α in K;
» Pi = (αi : α2i : 1), the K-points on P
2
Q in the support of Z;
» dP5(N), dP5(K) or when it makes sense dP5(n), for the isomorphism class
of X;
» l1 and l2, linear forms over Z with coprime coefficients considered as ele-
ments of OP5Z (1).
We will want to consider integral points on an affine open of X by choosing
» h, a linear form overZ with coprime coefficients considered as an element
of OP5Z (1);
» C, the hyperplane section on X defined by h = 0;
» U , the complement of C in U ;
» C and U, the generic fibres of C and U .
This allows us to consider
» A, the class of the Azumaya algebra
￿
l1
h ,K/k, σ
￿
in BrU.
We will also write
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» ￿, for a general prime number;
» p, for a prime number which is totally ramified in K;
» l, a prime of K lying above ￿;
» p, the prime of K lying above p.
Let Xp be a fibre with a singular point of type A4. When dealing with such a
fibre we use the following notation introduced in Section 4.5.4
» C, the cubic curve on P2Fp given by x
3 = y2z;
» p0, the Fp-point (0 : 1 : 0) on C;
» L, the line z = 0 tangent to C in p0;
» Z￿, the curvilinear subscheme associated to the ideal sheaf IC,p0,4;
» π, the birational map Xp ￿￿￿ P2Fp associated to Z￿;
» ψ, the birational inverse of π;
» Ei and R, the −2-curves E1, E2, E3 and R, and the −1-curve E4 on X˜p;
» E4, the image of E4 ⊆ X˜p along δp : X˜p → Xp;
» f and fhom, the associated inhomogeneous and homogeneous polynomial
of h at p.
4.7 Arithmetic of U
Using the projective model X we can construct a model for affine surfaces with
non-trivial algebraic Brauer group as described in Lemma 4.1.4.
DEFINITION 4.7.1. Let h be a primitive linear form defining a hyperplane in P5Z.
Denote by C the curve on X defined by this hyperplane and write U for the
complement of C in X . We will denote the generic fibres of these objects by C
and U. If we want to stress the dependence on h we might add it as a subscript.
Note that if C is geometrically irreducible then Br1U/Br k is a cyclic group of
order 5 by Proposition 4.1.3. To determine whether this might give an obstruc-
tion to the Hasse principle for integral points we are first interested in points
on U over all completions of Z.
LEMMA 4.7.2. We have that U(Q) is not empty and the same holds for U (Z￿) if ￿ is a
prime which is at least 7. The same is true for all odd ￿ for which the fibre X￿ is smooth.
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Proof. Rational points on an ordinary del Pezzo surface of degree 5 are Zariski
dense by Proposition 2.8.2. We conclude that the set of rational points on X
cannot be contained in C. This proves the first statement.
Now let ￿ ≥ 7 be a prime. Since h is primitive we find that C￿ is a degree 5
curve of arithmetic genus 1 in P5F￿ . From the degree we see that C￿ consists of at
most 5 geometrically irreducible components. From the genus we deduce that at
most one of these components is of arithmetic genus 1. The number of F￿-points
on an irreducible genus 0 curve is bounded by ￿+ 1 and for a genus 1 curve it is
at most ￿+ 1+ 2
√
￿. It now follows using the result in Lemma 4.5.2 that
#U (F￿) = #X (F￿)− #C(F￿) ≥ (￿2 + 1)− (5￿+ 5+ 2
√
￿). (4.7)
It is easily checked that the right hand side is at least 4 for ￿ ≥ 7. As there are
at most two singular points on each fibre by Proposition 4.5.8 we find a smooth
F￿-point on U￿ which lifts using Hensel’s lemma to a Z￿-point.
Now assume that X￿ is smooth. That implies that mα modulo ￿ is separable
and either all roots are defined over F￿ or over F￿5 . In the first case the approach
in (4.7), using the exact count #X (F￿) = ￿2 + 5￿+ 1, yields #U (F￿) ≥ 1. In the
second case the fibre X￿ is an interesting del Pezzo surface of degree 5 over F￿.
It follows from Lemma 4.1.6 that the geometrically irreducible components of a
hyperplane section are all of degree 1 or 5. In the first case we find that C￿ is the
orbit of a geometric −1-curve which is defined over F￿5 and there are obviously
no F￿-points on C. In the latter case we find that the hyperplane section is a
geometrically irreducible curve of arithmetic genus 1. So we find
#U (F￿) = #X (F￿)− #C(F￿) ≥ (￿2 + 1)− (￿+ 1+ 2
√
￿)
which is positive for ￿ ≥ 3.
For primes over which the fibre X￿ is singular there might be better bounds
if one fixes the multiplicities of the factors of mα modulo ￿. We will only need
the following result.
LEMMA 4.7.3. Let p be an odd prime such that Xp has a singularity of type A4. The
set U (Zp) is non-empty.
In particular using Corollary 4.4.3 we see that if p is ramified in K, then Up
admits a Zp-point
Proof. Recall that Xp ⊆ P5Fp is a singular del Pezzo surface and Up is the inter-
section of Xp with a fixed affine chartA5Fp defined by h ￿= 0. Furthermore, E4 is
a line in P5Fp which lies on Xp.
From the isomorphism between Xp\E4 and A2Fp we see that any Fp-point
of Up\E4 is smooth. So we can lift such a point to a Zp-point. So let us prove
that (Up\E4)(Fp) ∼= (A2Fp\V( f ))(Fp) is non-empty, where f is the associated
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inhomogeneous polynomial associated to h. So it is enough to prove that this
associated polynomial f of h is non-zero at some point of the affine plane. We
know that f is non-zero and of degree at most 3. A geometrically irreducible
affine plane cubic, conic or line with a rational point at infinity contains at
most p+ 2√p, p or p points respectively. So we see that f vanishes in at most 2p
points which happens when f cuts out two parallel lines. Since #A2(Fp) = p2
there is an Fp-point on the affine plane which is not a zero of f .
On the other hand, the bound for the smooth fibres cannot be sharpened in
general; we will see examples where X2 is smooth but U (Z2) is empty.
4.8 Computation of the invariant maps
The following section is about computing the invariant maps for the element A
of the Brauer group of U. At the infinite prime of Q we see that the map
inv∞A : U(R)→ 12Z/Z
is zero because A is of odd order. So from now on we will only consider the
finite primes. At points in U (Z￿) for a finite prime ￿ we have the following
result.
LEMMA 4.8.1. Fix a prime ￿ and let P be a point in U (Z￿) such that l1h (P) is defined
and invertible modulo ￿. Then
inv￿A(P)
is 0 ∈ Q/Z precisely if the image of l1h (P) ∈ Z×￿ under the homomorphismZ×￿ → ￿Z×
lies in N.
Proof. Let P be such a point. ThenA(P) ∈ Br(Q￿) is simply the class of the cyclic
algebra
￿
l1
h (P), σ
￿
. Proposition 1.3.2 tells us that the cyclic algebra
￿
l1
h (P), σ
￿
over Q￿ is trivial in the Brauer group precisely when
l1
h (P) is a norm in the
extension Kl/Q￿ for a prime l lying above l. The group NKl/Q￿(K
×
l ) is the kernel
of the top map in (4.4) in the proof of Proposition 4.4.2. This group is exactly the
kernel of Q×￿ → Gal(K/Q) ∼= ￿Z×/N since the map Gal(Kl/Q￿) → Gal(K/Q)
is an inclusion.
Since the image of Z×￿ → ￿Z× is a subset of N for all but finitely primes we
have the following result.
COROLLARY 4.8.2. Consider a model U/Z as before of conductor n. Let ￿ be a prime
which does not ramify in K and P ∈ U (Z￿) be a point where l1 or l2 is invertible
modulo ￿. Then we have inv￿A(P) = 0.
Proof. We saw in the proof of Proposition 4.4.2 that ￿ is unramified in K precisely
when the image of Z×￿ → ￿Z× lies in N. This proves the claim.
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For primes p ≡ 1 mod 5 which divide the conductor of such a subgroup N,
i.e. the tamely ramified primes of K, we have the following result.
COROLLARY 4.8.3. Let p a prime which is tamely ramified in K. This implies that
p ≡ 1 mod 5. Write W for the set of Zp-points P on U where l1h (P) is invertible
inZp and let q : W →
￿Up\E4￿ (Fp) be the reduction map. This map is surjective and
the invariant map invpA on W can be computed as
W
q
￿
￿Up\E4￿ (Fp) l1h→ F×p /(F×p )5 ￿→ Q/Z
where the second map sends a point P to the class of l1h (P) modulo fifth powers and the
last map is a group isomorphism onto the unique subgroup of Q/Z of order 5.
In particular we see that for a point P ∈ U (Zp) which does not reduce modulo p to
a point on E4 that invpA(P) = 0 precisely if l1h (P) is a fifth power modulo p.
Proof. Consider an Fp-point P¯ in Up\E4. As l1h (P¯) is invertible the point P¯ cannot
lie in the zero locus of l1. By Lemma 4.5.5 all singular points lie on the intersec-
tion of the zero loci of l1 and l2. So by assumption P¯ must be a smooth point.
This implies that P¯ lifts using Hensel’s lemma to a point P in W. This shows
that q is surjective.
The last statement follows from Lemma 4.4.4.
These last two results are a restatement of the fact that in unramified exten-
sions of local fields every norm is a unit, and agrees with the fact that in a totally
but tamely ramified extension every principal unit is a norm.
For the wildly ramified prime 5 the situation is a little different.
COROLLARY 4.8.4. Suppose that 5 is ramified in K and let P ∈ U (Z5) be a point
which does not lie in the zero locus of both l1 and l2 modulo 5. Then P lies in the
kernel of inv5A precisely if for one i, or equivalently both, we have lih (P) ∈ {±1,±7}
modulo 52.
Proof. This proof is similar to the proof of the previous corollary and again relies
on Lemma 4.4.4.
We see that in a point P over Z￿ not reducing to the zero locus of both l1
and l2 modulo ￿ the value of inv￿A(P) follows from these three corollaries. We
will now show how to compute the invariant map on the remaining points or
why we should not bother to do so.
4.8.1 The invariant map for unramified primes
The invariant map is often best understood at unramified primes. This is also
the case here.
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LEMMA 4.8.5. Suppose a prime ￿ splits completely in K. The map
inv￿A : U (Z￿)→ Q/Z
is identically equal to zero.
Proof. Let P be a Z￿-point of U . The evaluation map BrU → BrQ￿,A ￿→ A(P)
factors through BrUQ￿ . For a prime l˜ above a completely split prime ￿ we find
that Kl˜ = Q￿. Since AQ￿ ∈ BrUQ￿ is split by Kl˜ we see that it is trivial and so is
the image A(P) in BrQ￿.
For inert primes we have similar, but slightly weaker, result.
LEMMA 4.8.6. Suppose that ￿ is an inert prime. The map inv￿ is identically equal to
zero if U￿ is smooth over F￿. If U￿ is singular, then inv￿ is zero on the points in U (Z￿)
which do not reduce to the singular point of U￿.
Note that by Lemma 4.5.9 thatX￿ has at most one singular point. So the same
is true for U￿.
Proof. Note that inv￿ being constant on the indicated point sets follows from [6,
Theorem 1]. We will however need to prove a stronger result.
There is a correspondence between the factors ofmα overQ￿ and primes of K
dividing ￿. Since ￿ is inert in K there is a unique prime l in K lying above ￿. This
shows that mα is irreducible over Q￿ and hence UQ￿ is an interesting del Pezzo
surface. In particular, there are no Q￿-points on U in the zero locus of both l1
and l2.
Consider a point P ∈ U (Z￿). By the above discussion we see that lih (P) ￿=
0 ∈ Z￿ for at least one i. Assume without loss of generality that i = 1. We will
use the representation
￿
l1
h , σ
￿
of A to prove that inv￿A(P) is equal to zero if P
does not reduce to a singular point on U￿. We will have to show that l1h (P) is the
of an element in OKl . We have seen in Corollary 4.8.2 that only the valuation of
l1
h (P) matters. We will show that this valuation is always a multiple of 5.
If l1h (P) is a unit in Z￿ then this is clear. So suppose ￿ divides
l1
h (P) and let
P¯ ∈ U (F￿) be the reduction of P modulo ￿. This means that P¯ lies on the zero
locus of l1 on U￿ ⊆ X￿. By Lemma 4.5.9 there are two possibilities for this zero
locus.
If mα is irreducible in F￿ then X￿ is an interesting del Pezzo surface. So the
zero locus of l1 consists of five conjugate lines. In particular there are no F￿-
points in the zero divisor of l1.
If mα reduces to the fifth power of a linear function modulo ￿ then X￿ con-
tains one line E4 and one singular point which lies on this line. Locally around P¯
the closed subscheme E4 is Cartier since P¯ is assumed to be smooth. This proves
that in the local ring at P¯ the function l1h is the fifth power of the function defin-
ing E4, since divX￿ l1 = 5E4. This proves that the valuation of
l1
h (P) is a multiple
of 5.
We conclude that inv￿A(P) = 0 for all indicated points P ∈ U (Z￿).
109
60A_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
4.8. COMPUTATION OF THE INVARIANT MAPS
4.8.2 The invariant map for tamely ramified primes
Let us consider the case of a prime p which is ramified in K. By construction of
the field K, the only primes which can be ramified are the primes 5 and the ones
which are 1 mod 10. The prime 5 is wildly ramified, but we will first consider
the tamely ramified primes. By Corollary 4.8.3 we see that the invariant map
on Zp-points is largely determined by the Fp-points of Up (see also [6, Theo-
rem 1]).
Unlike for the unramified primes we will see that invpA is only constant in
an obvious situation and in all other cases it takes many values. To prove these
results we will first look at the following lemmas on affine curves over Fp which
we will translate back to Xp using the isomorphism in Proposition 4.5.12.
LEMMA 4.8.7. Fix a prime p ≥ 5 and let f ∈ Fp[x, y] be a non-constant irreducible
polynomial of degree d ≤ 3. Also assume that
» if d = 3 the projective closure of the corresponding affine curve is geometrically
integral and intersects the line at infinity in a single point with multiplicity 3;
» if d = 2 the corresponding curve either has two distinct rational points at infinity,
or it has a single point at infinity and is geometrically integral.
Then the map f : F2p → Fp is surjective.
Proof. Let us write fhom ∈ Fp[x, y, z] for the homogenization of f . We can now
consider the following cases depending on the degree of f .
Case 1: f is a linear polynomial. In this case f is a non-constant linear map,
and it is clear that it takes all values in Fp on F2p.
Case 2: f is a quadratic polynomial. There are two cases to consider. First
assume fhom has two distinct rational solutions at z = 0. Without loss of gen-
erality these points are (1 : 0 : 0) and (0 : 1 : 0) and then f must be of the form
κxy+ λx+ µy+ ν, where κ ￿= 0. Now fix y0 such that κy0 + λ is non-zero. Then
we see that f (x, y0) = x(κy0 + λ) + µy0 + ν assumes all values in Fp.
Now consider the case where fhom is geometrically integral and has a sin-
gle solution with z = 0. Assume without loss of generality that this point
is (0 : 1 : 0). This implies that f can be written as f = κx2 + λx+ µy+ ν. Since
the curve defined by fhom is geometrically integral we find µ ￿= 0 which directly
implies that f is surjective.
Case 3: f is a cubic polynomial. We know that f has a single point at infinity
of multiplicity 3. Assume that this point is (0 : 1 : 0). We will show that f is
surjective by proving that the projective cubic plane curve Cλ defined by the
cubic form fhom − λz3 has an Fp-point satisfying z ￿= 0 for all λ ∈ Fp.
We will first show that each of these p plane curves Cλ does not split into
three lines over F¯p. Note that a cubic plane curve defined by a cubic homoge-
neous polynomial F passes through (0 : 1 : 0) with multiplicity three and splits
into three lines precisely when F is independent of y. Since C0 is geometrically
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integral by assumption we see that fhom does depend on y. So the same holds
for all fhom − λz3 and none of the curves Cλ splits into three lines over F¯p.
So each plane curve Cλ is either geometrically integral or factors into a linear
and quadratic factor. We will prove in each case that the curve Cλ has at least
two Fp-points, and since it has single point (0 : 1 : 0) at infinity it will have an
Fp-points satisfying z ￿= 0.
A geometrically integral cubic curve has at least p + 1 − 2√p points and
as p ≥ 5 there must be a point away from infinity. In the second case we have
a projective curve consisting of line and a conic defined over Fp, both with the
given point (0 : 1 : 0) at infinity. Either component will have rational points on
the affine part defined by z ￿= 0.
We see that for all λ ∈ Fp the curve Cλ has a point satisfying z ￿= 0 and we
conclude that f is surjective on the affine plane.
If f defines a non-reduced conic we have the following weaker statement.
LEMMA 4.8.8. Let f ∈ Fp[x] be the square of a non-constant linear function over Fp
with root ρ. The map f : Fp\{ρ}→ F×p /(F×p )5 is surjective.
LEMMA 4.8.9. Fix a prime p and let fhom be a homogeneous cubic polynomial in the
ideal (x3 − y2z, xz, z2) over Fp. The polynomial f = fhom(x, y, 1) either
» is constant;
» vanishes on two distinct parallel lines onA2Fp ;
» satisfies the conditions in Lemma 4.8.7, or
» is independent of y and satisfies the conditions in Lemma 4.8.8.
In the second case we allow the lines to be conjugated over Fp.
Proof. Let us write fhom = κx3 + z(µ(x, y)x + ν(x, y, z)z − κy2) where µ and ν
are homogeneous linear polynomials in the indicated variables. In the case that
κ = 0 the polynomial f is of degree at most 2 and all points with z = 0 are
rational points. All these polynomials are covered among the four cases.
If κ ￿= 0 we have a cubic polynomial f = κx3 + (µ(x, y)x+ ν(x, y, 1)− κy2),
which has an inflection point at (0 : 1 : 0) and the result of Lemma 4.8.7 holds for
such f .
We have seen a surjectivity statement for the last two of these four cases.
In the first case we will not find such a result and in the second we have the
following proposition, which applies since f is going to be the product of two
distinct lines precisely when it is independent of y.
LEMMA 4.8.10. Let p be a prime and f ∈ Fp[x] a quadratic polynomial with distinct
roots ρ1 and ρ2 in F¯p. The homomorphism f : Fp\{ρ1, ρ2}→ F×p /(F×p )5 is surjective
when p ≥ 31.
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Proof. Write f = ax2 + bx + c with a ￿= 0 and fix a λ ∈ F×p . We will prove
that if p ≥ 31 there exist u, v ∈ Fp with v invertible, such that f (u) = λv5.
Consider the affine hyperelliptic curve f (x) = λy5, which is smooth because f
has distinct roots. The smooth birational model for this curve is of genus 2 and
has at least p + 1 − 4√p points, one of which does not lie on the affine part
given by f (x) = λy5 and at most two points satisfy y = 0. So the number
of u, v ∈ Fp with v invertible satisfying f (u) = λv5 is at least p+ 1− 4√p− 3.
This is positive if p ≥ 31, which proves the statement.
Remark. One can check that if p = 11 the map f : Fp\{ρ1, ρ2} → F×p /(F×p )5 is
never surjective; the image of f : F11\{ρ1, ρ2} → F×11/(F×11)5 for any separable
quadratic polynomial f is of size 4.
We have seen that the cubics in (x3 − y2z, xz, z2) correspond to the effec-
tive divisors of degree 3 on P2Fp which pull back to effective anticanonical divi-
sors on Xp. Considering the different bounds in Lemma 4.8.7, Lemma 4.8.8 and
Lemma 4.8.10 we get a trichotomy of effective anticanonical divisors on X .
DEFINITION 4.8.11. Let p be a prime which is ramified in K, h an irreducible
linear form on X ⊆ P5Z and f the associated inhomogeneous polynomial of h
at p. We say that h at the prime p is of
» class I if f is constant;
» class II if f vanishes on two distinct parallel lines inA2Fp ;
» class III in all other cases.
We have seen that these three classes partition the five-dimensional projec-
tive space of linear forms on Xp over Fp. As the invariant map for tamely ram-
ified primes is determined by the reduction of a point modulo p we get the
following result.
THEOREM 4.8.12. Let h be a linear form on the surface X ⊆ P5Z constructed using a
degree 5 number field K. Let p be a prime which is tamely ramified in K.
The invariant map invpA : Uh(Zp)→ 15Z/Z
» is constant if h is of class I;
» misses exactly one value in 15Z/Z if h is of class II and p = 11;
» is surjective if h is of class II and p ≥ 31;
» is surjective if h is of class III.
Since p is congruent to 1 modulo 10 this covers all possible cases.
Proof. We have a birational map π : Xp ￿￿￿ P2Fp such that the isomorphism on
function fields identifies l1h on Xp with z
3
fhom
on P2Fp . On the projective plane we
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have the line L given by z = 0 and on Xp the −1-curve E4 given by l1 = 0, such
that the birational map π restricts to an isomorphism Xp\E4 ∼= P2Fp\L ∼= A2Fp as
we saw in Proposition 4.5.12.
This proves the following chain of isomorphisms
Up\E4 ∼= Xp\(V(h) ∪ E4) ∼= P2Fp\(V( fhom) ∪ L) ∼= A2Fp\V( f ).
Define the setW ofZp-points P on U where l1h (P) is invertible inZp. The reduc-
tion map q : W → ￿Up\E4￿ (Fp) is surjective by Corollary 4.8.3.
We dehomogenize the function fields on the affine schemes Up andA2Fp us-
ing l1 = 1 and z = 1 to find the commutative diagram in (4.8) which can be used
to compute the invariant map for points inW.
W
￿Up\E4￿ (Fp) F×p /(F×p )5 Q/Z
￿
A2Fp\V( f )
￿
(Fp) F×p /(F×p )5 Q/Z
q
∼=
l1
h =
1
h
1
f
(4.8)
Now if h is of class I or II we get from Lemma 4.5.19 that h vanishes along E4
and so W = Up(Zp). By the surjectivity of q : Up(Zp) →
￿Up\E4￿ (Fp) and the
injectivity of F×p /(F×p )5 → Q/Z we see that invpA : Up(Zp) → Q/Z has the
same image as the map 1f :
￿
A2Fp\V( f )
￿
(Fp) → F×p /(F×p )5. If h is of class I
at p, then f is constant by definition. The statements for h of class II follow from
Lemma 4.8.10 and the remark following this lemma.
Now assume that h is of class III. The surjectivity of q, Lemma 4.8.7 and
Lemma 4.8.8 combine to show that invpA is surjective on the setW ofZp-points
of U not reducing to E4 so it is definitely surjective on U (Zp).
In the cases where invpA : U (Zp) → 15Z/Z is surjective we cannot get a
Brauer–Manin obstruction to the integral Hasse principle. In particular we have
the following result coming from Lemma 4.5.19.
COROLLARY 4.8.13. Let p be a prime which is tamely ramified in K and let h define a
hyperplane section on X ⊆ P5Z such that the−1-curve E4 ⊆ Xp does not lie in the zero
locus of the reduction of h modulo p. The invariant map invpA : Uh(Z) → 15Z/Z is
surjective.
This shows that a Brauer–Manin obstruction to the integral Hasse principle
will not exist if h does not cut out the unique −1-curve over each tamely ram-
ified prime. If it does then by the isomorphism in Proposition 4.5.12 we see
that Up is isomorphic to an open subscheme of A2Fp which generally simplifies
the situation.
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4.8.3 The invariant map for the wildly ramified prime 5
We have looked at the invariantmaps at unramified and tamely ramified primes.
The last case is that of wildly ramified primes. The only prime which can be
wildly ramified in our number fields K of degree 5 is the prime 5 which hap-
pens precisely if 5 divides the conductor n.
We have already seen a useful result in Corollary 4.8.4. We will also make
frequent use of the following easy lemma.
LEMMA 4.8.14. Two different lifts to (Z/25Z)× of an element (Z/5Z)× lie in dif-
ferent cosets of the subgroup {±1,±7} ⊆ (Z/25Z)×.
Now let us show that in many cases the invariant map is surjective.
LEMMA 4.8.15. Suppose that 5 is ramified in K. Then
inv5A : Uh(Z5)→ 15Z/Z
is surjective if h is not of class I.
Proof. Pick coordinates ui on P5F5 and x, y and z on P
2
F5
such that the birational
map
ψ : P2F5 ￿￿￿ X5
is given by (x, y, z) ￿→ (z3, xz2, yz2, x2z, xyz, y2z − x3) and we find an isomor-
phism after restricting to the affine opens A2F5 and X5\E4 respectively given
by z = 1 and u0 = 1. The size of the image of inv5A : Uh(Z5) → 15Z/Z only
depends on A up to constants. Since we also know that l1 mod 5 is a multiple
of u0, we can assume without loss of generality that u0 ≡ l1 mod 5.
Pick an F5-point P¯ on V := U5\E4. Recall that the map ψ restricts to an
isomorphism on V to an open subscheme of A5F5 . Then P¯ is an F5-point of X
which does not lie in the zero locus of h and l1. This guarantees that P¯ is a
smooth point and λ := l1h (P¯) is defined and invertible modulo 5. We will show
that at the Z5-points P reducing to P¯ the function l1h assumes either one or five
values modulo 25.
Let us work with hl1 which on V becomes
haff = a0 + a1u1 + a2u2 + a3u3 + a4u4 + a4u5.
Now let ￿x = (x1, x2, x3, x4, x5) be a 5-tuple of integers reducing to P¯ ∈ V . We
will first show that the lifts of P¯ to points in X (Z/25Z) are ￿x + 5￿w where ￿w is
any vector in a translation of the tangent space of V at P¯.
Suppose that X is given by polynomials gj in the variables ui. The tangent
space at P¯ is by definition
TP¯V =
￿
￿v ∈ F55 :
5
∑
i=1
dgj
dui
(P¯)vi ≡ 0 mod 5
￿
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and if ￿x+ 5￿w ∈ X (Z/25Z) then for all j
0 ≡ gj(￿x+ 5￿w) ≡ gj(￿x) + 5
5
∑
i=1
dgj
dui
(￿x)wi mod 25
which proves the claim.
To compute haff at these lifts, let us write ￿a = (a1, a2, a3, a4, a5) ∈ Z5. Then
we find
haff(￿x+ 5￿w) ≡ haff(￿x) + 5￿a · ￿w mod 25.
So we find all possible lifts modulo 25 of haff(￿x) mod 5 when ￿a · ￿w is not con-
stant modulo 5 or equivalently that there exists a ￿v ∈ TPV such that 5 ￿ ￿a · ￿v.
This clearly does not happen when ￿a ≡ 0 mod 5, so let us assume that one of
the components of￿a is not divisible by 5.
We will prove that under this assumption we can find a point P¯ ∈ V(Fp)
and a tangent vector ￿v ∈ TP¯V such that 5 ￿ ￿a ·￿v. Using ψ we can translate this
problem to A2F5\{ f = 0}. Using the equations of ψ we see that the tangent
space at ψ(x, y) is generated by the vectors ￿v1 = (1, 0, 2x, y,−3x2) and ￿v2 =
(0, 1, 0, x, 2y). We are looking for a point (x, y) such that f (x, y) = haff ◦ψ(x, y) ￿=
0 and￿a ·￿v1 or￿a ·￿v2 is non-zero.
Note that the degrees of￿a ·￿v1 and￿a ·￿v2 as polynomials in x and y are atmost 2
and 1 and that at least one is non-zero since we assumed that￿a ￿= 0 mod 5. If
the linear equation￿a ·￿v2 is non-zero it vanishes in at most five points ofA2(F5).
If it is the zero polynomial then ￿a ·￿v1 is a non-zero linear polynomial. We see
that￿a ·￿v1 and￿a ·￿v2 vanish simultaneously in at most 5 points. We have seen in
the proof of Lemma 4.7.3 that f vanishes in at most 2p = 10 points on A2Fp . So
if￿a ￿≡ 0 mod 5 then there exists a point P¯ ∈ V(F5) and a vector ￿v in its tangent
space such that￿a ·￿v ￿≡ 0 mod 5.
In particular if￿a ￿≡ 0 mod 5 we see that there exists a point P¯ ∈ V(F5) such
that￿a ·￿v mod 5 is surjective on the tangent space of P¯, proving that haff assumes
five values modulo 25 onZ5-points P reducing to P¯. We see from Lemma 4.8.14
that haff assumes all values in (Z/25Z)
×modulo fifth powers and so do hl1 on U5
and l1h on U . This proves the surjectivity of inv5A in this case.
If on the other hand￿a ≡ 0 mod 5 we find that haff assumes only one value
modulo 25 on Zp-points reducing to a fixed point P¯ ∈ V(F5). We also see
that 5 cannot divide the coefficient of u0 in h since it already divides all the other
coefficients and so h is of class I.
In particular we have proved the following result similar to Lemma 4.8.13.
COROLLARY 4.8.16. Suppose that 5 divides the conductor n and consider a hyperplane
section given by h = 0 on X ⊆ P5Z such that the−1-curve E4 ⊆ X5 does not lie on the
zero locus of the reduction of h modulo 5. The invariant map inv5A : Uh(Z)→ 15Z/Z
is surjective.
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We can even classify all of the remaining hyperplane sections for which the
evaluation map is not surjective.
THEOREM 4.8.17. Suppose that 5 is ramified in K. Then inv5A : U (Z5) → 15Z/Z
is not surjective precisely when there exist integers λ, c1 and c3 satisfying 5 ￿ λ, and
5 | c1, c3 or 5 ￿ c1 such that
h ≡ λl1 + 5(c1u1 + c3u3) mod 25
for specific hyperplane sections u1, u3 ∈ OP5Z (1). The invariant map is constant
when 5 | c1, c3 and otherwise the size of its image is 3.
Proof. Let us again fix coordinates ui for 1 ≤ i ≤ 5 on X5 ⊆ P5F5 such that
their reduction modulo 5 corresponds to (z3, xz2, yz2, x2z, xyz, y2z − x3) under
the isomorphism of function fields described in Proposition 4.5.12.
Since l1 and h are both of class I at 5 we see that there exist an integer λ such
that 5 ￿ λ and h ≡ λl1 mod 5. This implies the existence of a polynomial k
over Z such that h− λl1 = 5k.
It follows for any point P ∈ U (Z5) that hl1 (P) ≡ λ mod 5 and that hl1 (P)
mod 25 only depends on the image of P in U (F5).
Let us compute hl1 at P modulo 25:
h
l1
(P) =
λl1 + 5k
l1
(P)
= λ+ 5
k
l1
(P).
We know that z3 kl1 corresponds to a homogeneous cubic polynomial fhom in
the ideal (x3 − y2z, xz, z2) of F5[x, y, z]. Now write
k = c0u0 + c1u1 + c2u2 + c3u3 + c4u4 + c5u5
such that the cubic polynomial becomes
fhom = c0z3 + c1xz2 + c2yz2 + c3x2z+ c4xyz+ c5(y2z− x3).
Now consider f = fhom(x, y, 1). We have seen in Lemma 4.8.7 that f is surjective
to F×5 if it describes a line, a conic with two distinct rational points at infinity,
a geometrically integral conic with a single point at infinity, or a cubic curve.
The remaining cases are the constant functions and the quadratics which are
independent of y. This shows that k ≡ c0u0 + c1u1 + c3u3 mod 5. Let us show
that we can assume that c0 = 0. First note that l1 reduces to a multiple of u0
modulo 5. Let us write λ￿l1 ≡ u0 mod 5 where λ￿ ∈ F×5 . This gives
(λ+ 5c0λ￿)l1 ≡ λl1 + 5c0λ￿l1 ≡ λl1 + 5c0u0 mod 25.
So we can indeed assume that c0 = 0.
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The hyperplane section of P5F5 defined by k ≡ c1u1 + c3u3 mod 5 corre-
sponds to the polynomial c1x+ c3x2 onA2F5 which is quadratic if c3 ￿= 0 and con-
stant if c1 = c3 = 0. By symmetry we see that a quadratic in one variable over F5
assumes exactly 3 values. And obviously if h ≡ λl1 mod 25 then c1u1 + c3u3 is
constant modulo 5.
So we see that hl1 (P) is constant modulo 5, and assumes either one, three or
five values modulo 25. By Lemma 4.8.14 we see that hl1 (P) and hence
l1
h (P) also
assumes one, three or five values in (Z/25Z)× modulo fifth powers and so the
same holds for inv5A by Lemma 4.4.4.
This proves that precisely in the specified cases the invariant map is not sur-
jective.
4.9 Actual examples of obstructions
Wewill now combine the results on the invariant maps to produce some explicit
examples of Brauer–Manin obstructions of order 5 and discuss some cases in
which no algebraic obstruction can exist.
4.9.1 Obstructions for U of large conductor
Let us first show that in most cases there does not exist an algebraic obstruction
to integral points if the conductor has a large prime divisor.
PROPOSITION 4.9.1. Let Uh/Z be a model as before of an interesting log K3 sur-
face U = X\C of conductor n. If h is not of class I at a prime divisor p > 11 of n,
then the invariant map invpA : Up(Zp) → 15Z/Z is surjective. This implies that
in these cases there does not exist an algebraic Brauer–Manin obstruction to the Hasse
principle for integral points on Uh.
Proof. It follows from Theorem 4.8.12 that invpA : Uh(Zp) → 15Z/Z is surjec-
tive. This also proves that ∑￿ inv￿A : U (AZ) → 15Z/Z is surjective so in par-
ticular X (AQ,∞)A is not empty.
If h is of class I at a prime divisor p ≡ 1 mod 5 of the conductor n, then it is
possible to get an obstruction.
THEOREM 4.9.2. Fix a prime p ≡ 1 mod 5. There exists a scheme Uh/Z such that h
is of class I at p which divides the conductor such that the surface Uh is locally soluble,
but there is a Brauer–Manin obstruction to the Hasse principle for integral points.
Proof. We will describe how to produce such examples.
Start off with a model X for dP5(p) for p by picking an α ∈ Z[ζp] such
that K = Q(α) is a number field of degree 5. Such an α is not unique and a
different choice of α will yield a different model for dP5(p) over Z. We will use
the relatively large degree of freedom in the choice of h.
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For ￿ ∈ {2, 3, 5} pick a smooth point P￿ ∈ X (Z￿) and a linear form h￿ ∈
F￿[u0, u1, u2, u3, u4, u5] such that h￿(P￿) ￿≡ 0 mod ￿. For inert primes ￿ which
divide the discriminant of mα we have a unique singular point S￿ on X￿. We
also impose the conditions h￿(S￿) ≡ 0 mod ￿, i.e. S￿ does not lie on U￿. Note
that these conditions can be satisfied simultaneously in the case that ￿ is a small
inert prime for which X￿ has an A4-singularity.
Now fix an invertible quintic non-residue q modulo p and let hp be a linear
form over Fp which satisfies hp ≡ ql1 mod p. Let h be a primitive linear form
over Z which is a lift of these h￿.
By the condition modulo p we see that h is different from ±l1 and ±l2 so by
Lemma 4.1.6 the hyperplane section defined by h is geometrically irreducible.
Furthermore, Uh is locally soluble as it is has Z￿-points for ￿ ≤ 5 by choice of h
and it has local points for the remaining primes by Lemma 4.7.2.
Let us prove the theorem by showing that ∑ inv￿A is constant and non-zero.
For primes ￿ ￿= p we see from Lemmas 4.8.5 and 4.8.6 that inv￿A is identically
zero. For the ramified prime p we use Lemma 4.8.3, and as l1h ≡ 1q mod p is
constant and not a fifth power modulo p we see that invpA is constant and
non-zero.
For p = 11, there are examples of such obstructions of a different nature.
4.9.2 Obstructions for U of conductor 11
We will use the model of dP5(11) constructed using the element
α = ζ11 + ζ
−1
11 − 2 ∈ Q(ζ11)
withminimal polynomialmα = s5− 11s4+ 44s3− 77s2+ 55s− 11. ThismodelX
over Z is given by the five equations
u20 − 492u0u3 − 52838u0u5 − u1u3 − 22u1u4 − 121u1u5
+ 1952u2u4 + 412071u2u5 − 971038u3u5 − 1771110u25,
u0u2 − 22u0u3 − 4u0u4 − 3267u0u5 − u1u4 − 11u1u5
+ 88u2u4 + 20504u2u5 + 16u3u4 − 39017u3u5 − 78089u25,
u0u3 + 169u0u5 + u1u5 − u22 − 4u2u4 − 451u2u5 − 500u3u5 + 220u25,
u0u4 − 11u0u5 − u2u3 + 121u2u5 − 4u3u4 − 363u3u5 − 594u25,
u0u5 − u2u4 + u23 − 11u2u5 + 40u3u5 + 55u25.
As disc(mα) = 114 we see that all fibres X￿ are smooth for ￿ ￿= 11, and since
mα ≡ s5 mod 11 we see that X11 has one singular point.
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One can check that each of the two hyperplane sections given by
l1 = u1 + 187u0 − 759u2 + 693u3 − 979u4 + 4114u5,
l2 = u1 + 187u0 − 770u2 + 792u3 − 1199u4 + 4840u5
consist of five conjugate exceptional curves defined over the degree 5 number
field K = Q(ζ11)+ = Q(ζ11 + ζ−111 ) and the only ramified prime is 11.
Let us group the results on local solubility and computing the invariant maps
on this surface for a general h. Again we consider the affine surface U over Z
given by the complement of a hyperplane section C = {h = 0}. The generic
fibres of these two schemes are denoted by X and U.
LEMMA 4.9.3. The affine surface Uh is everywhere locally soluble precisely when
h ￿≡ u2 + u3 mod 2.
Proof. A quick computer check shows that X (F2) consists of five points which
lie on a unique hyperplane given by u2 + u3. Local solubility at 11 is given in
Lemma 4.7.3 and the existence of points over the other completions is precisely
Lemma 4.7.2, since all the fibres over ￿ ￿= 11 are smooth.
LEMMA 4.9.4. Consider a geometrically irreducible hyperplane section given by a prim-
itive h. Let ￿ be a prime and let A be a generator for BrUh/BrQ. We consider the
invariant map
inv￿A : Uh(Z￿)→ Q/Z.
(a) If ￿ ￿= 11, then the invariant map is identically zero.
(b) If ￿ = 11, then h is of
» class I precisely when h is a multiple of u1;
» class II precisely when h is not of class I, but it is in the F11-span of u0, u1
and u3;
» class III in all other cases.
The value 0 ∈ Q/Z does not lie in the image of inv11A precisely when h is class
I or II and the associated polynomial
f = h(x+ 4x2, 1, y, x2, xy, y2 − x3).
does not assume the values ±1 modulo 11 for x, y ∈ F11.
Note that for h of class I the associated polynomial f is constant and whether
or not ±1 lies in the image of f is immediate. If h is of class II, then f is indepen-
dent of y and one only needs to evaluate f at 11 points.
Proof. We treat the cases of unramified and the ramified prime separately.
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(a) This follows directly from Lemmas 4.8.5 and 4.8.6 since X11 is the only
singular fibre of X over Z.
(b) One can check that the rational map ψ : P2F11 ￿￿￿ X11 is defined by
(x, y, z) ￿→ (xz2 + 4x2z, z3, yz2, x2z, xyz, y2z− x3).
Its inverse π is given by
(u0 : u1 : u2 : u3 : u4 : u5) ￿→ (u0 + 7u3 : u2 : u1).
This shows that the associated polynomial of h at 11 is given by f (x, y) =
h(x+ 4x2, 1, y, x2, xy, y2 − x3). It follows that h is of
» class I precisely when f is constant;
» class II precisely when f is independent of y, but not of x; and
» class III otherwise.
For an h of class III the map inv11A : U (Z11) → 15Z/Z is surjective, so
there is a Z11-point P such that inv11A(P) = 0.
We saw in Lemma 4.8.3 how to compute the invariant map on the setW ⊆
U (Z11) of Z11-points P such that l1h (P) is defined and invertible in Z11.
In the proof of Theorem 4.8.12 we saw that for h of class I or II these are
all Z11-points on U , so we see that 0 does not lie in the image of inv11A
precisely if f does not assume a fifth power modulo 11 on A2F11\V( f ), or
equivalently f does not assume the values ±1 on the whole ofA2F11 .
We can now apply the above results to compute the Brauer–Manin obstruc-
tion for a fixed h and find actual algebraic obstructions of order 5 to the integral
Hasse principle.
THEOREM 4.9.5. Let H be the hyperplane in P5Z given by the vanishing of u0. The
complement U = X\H has points over Q and every Z￿, but there is an algebraic
Brauer–Manin obstruction to the existence of integral points.
Proof. The local solubility follows from Lemma 4.9.3 and the invariant map
for ￿ ￿= 11 is identically zero by Lemma 4.9.4.
Let us consider the only remaining prime 11. We will follow the outline in
Lemma 4.9.4 to check for a possible obstruction. The associated inhomogeneous
polynomial of h = u0 is found to be f = 4x2 + x, which is easily checked to
never assume the values±1. So the element 0 ∈ 15Z/Z does not lie in the image
of inv11A. This shows that for all (P￿)￿ ∈ U (AQ,∞) we have ∑￿ inv￿A(P￿) =
inv11A(P11) ￿= 0 and hence
U (AQ,∞)A = ∅
and so U (Z) = ∅.
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A careful analysis of the above proof yields the following result.
THEOREM 4.9.6. Let Uh be the complement in X of a geometrically irreducible hyper-
plane section given by a primitive linear form h ∈ Z[u0, u1, . . . , u5]. The class of h
modulo 2 determines whether the affine surface Uh is locally soluble. The existence of
an algebraic obstruction to the Hasse principle for integral points depends only on the
reduction of h modulo 11. Out of the 116 − 1 = 1771560 possible reductions of h
modulo 11 precisely 228 give an obstruction.
Note that this does not mean that the reduction of h modulo 2 and 11 is the
only condition; the proof still uses the assumption that h is primitive. It follows
from Lemma 4.1.6 that the condition that the section is geometrically irreducible
is immediately satisfied if h does not reduce to±u1. For hyperplanes h reducing
to either of these two form it is easily shown that inv11A is identically equal to 0
on Uh(Z11).
Proof of Theorem 4.9.6. We already saw the statement about local solubility in
Lemma 4.9.3 and in Lemma 4.9.4 we saw that the existence of an obstruction
only depends on the associated polynomial f which only depends on the reduc-
tion of hmodulo 11.
Let us count the non-zero linear forms h over F11 for which such an obstruc-
tion exists. In Theorem 4.8.12 we saw that we get no obstruction unless h is of
class I or class II. Let f ∈ F11[x, y] be the associated polynomial of h. We must
consider the cases where f is constant or a separable quadratic polynomial.
If f is constant then we see that inv11A is constant and we get an obstruction
if f is one of the 8 non-fifth powers modulo 11.
For h of class II we see that f : F11\{ρ1, ρ2} → F×11/(F×11)5, x ￿→ f (x) misses
exactly one value. If f misses the value q ∈ F×11/(F×11)5 we see that λ f for
λ ∈ F×11 misses the class of λq.
There are 10 · 112 quadratic polynomials over F11 and 10 · 11 of these are
inseparable. The group F×11 acts on the remaining 102 · 11 quadratic polynomials
by multiplication. All orbits have size 10 and in such an orbit exactly 2 miss the
unit element in F×11/(F
×
11)
5. This proves that for an h of class II at 11 there is
an obstruction if h reduces to one of these 2 · 10 · 11 = 220 separable quadratic
polynomials.
4.9.3 Obstructions for U of conductor 25
It is also possible to find obstructions of order 5 to the integral Hasse principle
when X is a model of dP5(25) so then K has 5 as a ramified prime. For example,
define the field K ⊆ Q(ζ25) as the splitting field of the polynomial
mα = s5 − 20s4 + 100s3 − 125s2 + 50s− 5.
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4.9. ACTUAL EXAMPLES OF OBSTRUCTIONS
This produces the projective surface X over the integers given by the five equa-
tions
u21 − u0u3 − 1600u1u3 − 40u0u4 − 400u0u5 − 524950u1u5
+ 7251005u2u5 − 30039800u3u5 − 16150000u25,
u1u2 − 40u1u3 − u0u4 − 20u0u5 − 18125u1u5
+ 200050u2u5 − 750995u3u5 − 403750u25,
u22 − u1u3 − u0u5 − 500u1u5 + 1875u2u5,
u2u3 − u1u4 + 20u1u5 − 400u2u5 + 1875u3u5 + 995u25,
u23 − u2u4 + u1u5 − 20u2u5 + 100u3u5 + 50u25.
The two hyperplane sections overZ cutting out the two quintuples of−1-curves
are
l1 = u0 + 575u1 − 3550u2 + 8650u3 − 4285u4 + 10475u5,
l2 = u0 + 525u1 − 2575u2 + 4325u3 − 2285u4 + 11100u5.
As in the previous case, local solubility is immediate at most primes.
LEMMA 4.9.7. The surface Uh is everywhere locally soluble precisely when
h ￿≡ u2 + u3 + u5 mod 2.
Proof. Since disc(mα) = 5876, there are only two singular fibres and the local
solubility at primes ￿ ≥ 3 follows from Lemmas 4.7.2 and 4.7.3. For the prime 2
we find, just like in the proof of Lemma 4.9.3, that the five points on X2 lie on a
unique hyperplane in P5F2 . This hyperplane is given by u2 + u3 + u5 ≡ 0.
THEOREM 4.9.8. Consider the invariant map
inv￿A : Uh(Z￿)→ Q/Z.
(a) If ￿ ￿= 5, then the invariant map is identically zero.
(b) If ￿ = 5 then either Im (inv5A) = 15Z/Z or there are integers λ, c1 and c3
satisfying 5 ￿ λ and either 5 | c1, c3 or 5 ￿ c1 such that h ≡ λ(u0 + 15u4) +
5(c1u1 + c3u3) mod 25. In this case the value 0 ∈ Q/Z lies in the image
of inv11A precisely when λ1 + 5(c1x + c3x2) assumes one of values ±1,±7
modulo 25 for x ∈ Z.
Proof. The first statement follows as before. For the second statement one checks
that the birational map X5 ￿￿￿ P2F5 which restricts to the isomorphism from
Proposition 4.5.12 is given by (u0, u1, u2, u3, u4, u5) ￿→ (u1, u2, u0) and the in-
verse by (x, y, z) ￿→ (z3, xz2, yz2, x2z, xyz, y2z− x3). We see that under this map
the hyperplanes u1 and u3 reduce to x2 and x on the affine plane over F5.
The statement now follows from Lemma 4.8.17 since l1 ≡ u0 + 15u4 mod 25
and hl1 (P) reduces to one of ±1,±7 modulo 25 precisely when
l1
h (P) does.
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CHAPTER 4. ORDER 5 OBSTRUCTIONS
For completeness we will give an example of a hyperplane for which the
associated affine scheme over the integers does not have integral solutions.
THEOREM 4.9.9. Consider an h which cuts out a geometrically irreducible hyperplane
section such that 0 does not lie in the image of inv5A. The reduction of h modulo 25
is one of 176 out of the (52)6 − 56 = 244125000 possible hyperplanes over Z/25Z.
For example, the surface Uh/Z for h = 2u0 + 10u3 + 5u4 admits a Brauer–Manin
obstruction of order 5 to the existence of integral points.
Proof. Let (Z/25Z)× act on the hyperplanes modulo 25 for which inv5A is not
surjective bymultiplication. This translates the image of the invariant map by an
element of 15Z/Z depending on the class of (Z/25Z)
× modulo fifth powers. So
if the size of the image of an invariant map corresponding to a hyperplane has
one element, then 45 of the scalar multiples of h do not have 0 in the image. For
invariant maps whose image is of size 3 precisely 25 of the scalar multiples have
this property. This means that the number of hyperplanesmodulo 25 for which 0
does not lie in the image of the invariant map is 45 · 20+ 25 · 20 · 4 · 5 = 176.
Now consider the hyperplane h = 2u0 + 10u3 + 5u4. The affine surface Uh is
locally soluble by Lemma 4.9.7. The result follows from the previous theorem;
take λ = 2, c1 = 0 and c3 = 2 and note that 2(1+ 5x2) only assumes the val-
ues 2, 12, 17 mod 25. So 0 does not lie in the image of the invariant map at 5
and the invariant maps at the other primes are all constant zero.
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Summary
This thesis concerns the mathematical area of arithmetic geometry. I will first
give a general introduction to this field before touching upon the more specific
topics and results discussed in this thesis.
What is arithmetic geometry?
In number theory it is common to study rational solutions to equations such as
x2 + y3 = 5. This means that one is interested in pairs of rational numbers x
and y for which this equation is true. Some of these solutions can be found by
simply trying some small values for x and y. For example, the solutions x = 2
and y = 1, and x = −2 and y = 1 could be found by simple inspection.
In arithmetic geometry one approaches such questions using geometric tech-
niques and terminology. For example, one can draw all the real points on the
xy-plane for which the equation x2 + y3 = 5 is satisfied. We recover the curved
line as shown in the diagram on the next page and we see that the solution x = 2
and y = 1 corresponds to the point (2, 1) on this geometric object. This interpre-
tation shows why a solution to an equation is often called a point; it is a point on
the geometric object defined by the equation. We will use the terms point and
solution interchangeably.
Wewill now show that the equation x2+ y3 = 5 has infinitelymany solutions
over the rational numbers. It has been shown that if (x, y) is a rational solution,
then another solution is given by￿
y3 + 10
2x
− 3y
3
8x
y3 + 40
y3 − 5 ,
y
4
y3 + 40
y3 − 5
￿
.
If we start with the point (x, y) = (2, 1) we can iterate this procedure to find the
following points
(2, 1) ￿→
￿
299
64
,−41
16
￿
￿→
￿
−29624702641
13686220288
,
3891679
5721664
￿
￿→ . . .
A suspicious reader is invited to check that these pairs are really solutions to the
equation x2 + y3 = 5.
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x
y
(2, 1)
￿
299
64 ,− 4116
￿
￿
− 2962470264113686220288 , 38916795721664
￿
These formulas for determining new solutions are as ugly as they are mysteri-
ous, but this procedure has a very nice geometric interpretation: consider the
geometric object defined by x2 + y3 = 5. Then draw the tangent line in the
point (2, 1) and intersect it again with the curve. This new intersection point is￿
299
64 ,− 4116
￿
; precisely the point obtained from applying the procedure described
above. To compute the next point one draws the tangent line in this new point￿
299
64 ,− 4116
￿
and again intersects it with the curve. We can repeat this procedure
indefinitely to find infinitely many rational points.
This is a first example of how geometric techniques are used to study equa-
tions. We also use geometric properties to classify equations. The equation
above describes a ‘bent line’, which is called a curve. This thesis however is
about surfaces which look more like ‘bent, twisted or curved planes’ such as on
the cover of this thesis.
Surfaces
There are several ways to move from equations describing curves to equations
describing surfaces. The first way is to add a third variable, for which we will
use z. For example, the equation x3 + y3 + z3 = 4 describes a surface which has
many solutions such as ￿
1
21
,
5
3
,−6
7
￿
.
Another way to write down equations for surfaces is by not only increasing the
number of variables, but also the number of equations. Consider the system of
equations with the four variables w, x, y en z:￿
w2 + x2 + y2 = 6,
w2 + xy+ yz = 2.
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We can then also study the quadruple (w, x, y, z) for which both equations are
satisfied simultaneously. One can check that (1, 2, 1,−1) and ( 15 ,−2,− 75 ,− 215 )
are solutions to this set of equations.
These two surfaces are examples of so-called ample log K3 surfaces. Occasion-
ally, ample log K3 surfaces are referred to, albeit slightly imprecisely, as affine del
Pezzo surfaceswhich is the term used in the title of this thesis.
Another example of an ample log K3 surface is given by the system of five
equations
1+ 1952wy+ 412071wz =
121v+ 492x+ 52838z+ vx+ 22vy+ 971038xz+ 1771110z2,
w+ 88wy+ 20504wz+ 16xy =
11v+ 22x+ 4y+ 3267z+ vy+ 39017xz+ 78089z2,
v+ x+ 169z+ 220z2 = w2 + 4wy+ 451wz+ 500xz,
y+ 121wz = 11z+ wx+ 4xy+ 363xz+ 594z2,
z+ x2 + 40xz+ 55z2 = wy+ 11wz
(￿)
in the five variables v, w, x, y and z. The surface it describes has many rational
points, such as￿
−20, 1
4
,
1
8
,
1
16
, 0
￿
and
￿
23
5
,−1
5
,
1
5
,−1
5
, 0
￿
.
Although the equations are quite hideous this surface is geometrically very
pleasing. One of its geometrically interesting features of this surface is even
shown on the cover: although the surface is very twisted it is possible to walk in
a straight line along this surface. Note that there are precisely ten such straight
lines.
The number of lines is an aspect that distinguishes this surface from the pre-
vious two examples, since one can show that those surfaces contain respectively
27 and 16 lines. The reader is advised at this point to look up a picture of the 27
lines on the ‘Clebsch surface’ online.
We will consider ample log K3 surfaces with 10 lines. There are technical
reasons we will not go into to call these surfaces ample log K3 surfaces of degree
5. In contrast the other examples are log K3 surfaces of degree 3 and 4, respec-
tively. So now we used the geometric property of the number of lines to classify
equations.
Integral points
Let us now focus on the ample log K3 surface of degree 5 defined by the sys-
tem (￿). We saw that it has rational points. A next question is whether some of
these rational solutions are in fact solutions in integers. In this case will speak
of integral points and integral solutions.
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The two rational solutions mentioned above are clearly not integral, but this
is in no way a guarantee that all rational solutions are not integral. But one
would do well to also consider the possibility that there are no integral solutions
at all!
Any technique which proves that there can not be any points is called an
obstruction. One possible obstruction to the existence of solutions was developed
by Manin. He used a technical object called the Brauer group of the system of
equations. If such an obstruction excludes the existence of integral solutions
one says that there is a Brauer–Manin obstruction to the existence of integral points.
In that case we can conclude that there are no integral solutions. This is what I
did in this thesis for the system (￿).
THEOREM 1. There is a Brauer–Manin obstruction to the existence of integral solu-
tions to the system of equations (￿). This proves that the system does not have an inte-
gral solution.
Chapter 4 gives a general method for deciding whether an ample log K3 sur-
face of degree 5 admits a Brauer–Manin obstruction. Using this method, I found
infinitely many systems of equations which do not admit an integral solution.
Bounding the Brauer group
One can now also wonder if it would be possible to have a computer determine
whether or not a system of equations has a Brauer–Manin obstruction. Usually
this depends on the complexity of the Brauer group. Unfortunately it is known
that the Brauer group of surfaces can be arbitrarily complex, in the sense that
for every surface there is another surface for which the Brauer group is more
complex. The main theorem of Chapter 3 states that this is not the case for
ample log K3 surface.
THEOREM 2. There is a bound on the complexity of the Brauer group of ample log K3
surfaces.
This bound shows that the Brauer group of an ample log K3 surface can
not be arbitrarily complex. This is important information for developing an
algorithm that determines whether there is Brauer–Manin obstruction to the ex-
istence of integral solutions to complicated systems of equations such as the
system (￿).
134
72B_BW_PS Lyczak_Stand.job_Press Sheet Size 17x24 cm
Samenvatting
Dit proefschrift met de titel ‘De arithmetiek van affiene del Pezzo oppervlakken’
valt binnen de tak arithmetische meetkunde van de wiskunde. Deze samenvatting
begint met een algemene introductie van dit vakgebied om vervolgens de spe-
cifieke onderwerpen en de belangrijkste resultaten uit dit proefschrift kort te
behandelen.
Wat is arithmetische meetkunde?
In de getaltheorie is het gebruikelijk om vergelijkingen zoals x2 + y3 = 5 op te
lossen in rationale getallen. Dat wil zeggen dat men geïnteresseerd is in paren
van breuken x en y waarvoor deze vergelijking klopt. Zo’n oplossing noemt
men een rationale oplossing. Sommige rationale oplossingen kunnen gevonden
worden door kleine getallen te proberen voor x en y. De oplossingen x = 2
en y = 1, en x = −2 en y = 1 van de bovenstaande vergelijking zijn daar
voorbeelden van.
In de arithmetische meetkunde worden zulke vraagstukken benaderd met be-
hulp van meetkundige technieken en terminologie. Ter illustratie; men kan alle
reële punten op het xy-vlak tekenen waarvoor de vergelijking x2 + y3 = 5 waar
is. Dit levert een gekromde lijn op zoals in de figuur op de volgende pagina. Het
feit dat x = 2 en y = 1 een oplossing is van de vergelijking, laat zich nu vertalen
naar de uitspraak dat het punt (2, 1) op dit meetkundige object ligt.
Deze interpretatie verklaart waarom een oplossing van een vergelijking ook
vaak een punt wordt genoemd; het is eenvoudigweg een punt op het meetkun-
dige object gedefinieerd door de vergelijking. De termen oplossingen en punt
worden dan ook uitwisselbaar gebruikt.
We zullen nu laten zien dat de vergelijking x2 + y3 = 5 oneindig veel ratio-
nale oplossingen heeft. Men kan laten zien dat als (x, y) een rationale oplossing
is, dat de volgende formule ook een andere rationale oplossing geeft:￿
y3 + 10
2x
− 3y
3
8x
y3 + 40
y3 − 5 ,
y
4
y3 + 40
y3 − 5
￿
.
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x
y
(2, 1)
￿
299
64 ,− 4116
￿
￿
− 2962470264113686220288 , 38916795721664
￿
Als we beginnen met het punt (x, y) = (2, 1) dan kunnen we deze formule
herhaaldelijk gebruiken en vinden we de volgende oplossingen
(2, 1) ￿→
￿
299
64
,−41
16
￿
￿→
￿
−29624702641
13686220288
,
3891679
5721664
￿
￿→ . . .
De achterdochtige lezer staat het vrij om te controleren dat deze paren van ratio-
nale getallen daadwerkelijke oplossingen zijn van de vergelijking x2 + y3 = 5.
Deze formule om nieuwe oplossingen te construeren is zowel lelijk als mys-
terieus, maar deze procedure heeft een uiterst mooie meetkundige interpretatie:
neem het meetkundige object gegeven door de vergelijking x2 + y3 = 5. Teken
de raaklijn aan dit object in het punt (2, 1) en doorsnij deze lijn opnieuwmet het
object. Dit snijpunt is
￿
299
64 ,− 4116
￿
; precies het punt dat we verkregen met behulp
van bovenstaande vergelijkingen. Om het volgende punt te bepalen tekenen
we vervolgens de raaklijn in het punt
￿
299
64 ,− 4116
￿
en doorsnijden dit wederom
met het meetkundige object. Deze procedure kunnen we blijven herhalen om zo
oneindig veel rationale punten te vinden.
Dit is een eerste voorbeeld van hoe meetkundige technieken gebruikt kun-
nen worden bij het bestuderen van vergelijkingen. Daarnaast worden ook meet-
kundige eigenschappen gebruikt om vergelijkingen te classificeren. De vergelij-
king hierboven beschrijft een ‘gebogen lijn’ en zo’n meetkundig object noemen
we een kromme. Dit proefschrift gaat echter over oppervlakken welke er meer
uitzien als ‘gebogen, gedraaide en getwiste vlakken’ zoals de figuur op de om-
slag.
Oppervlakken
Er zijn meerdere manieren om van vergelijkingen van krommen over te gaan op
vergelijkingen van oppervlakken. Een eerste manier is door een derde variabele
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toe te voegen en die zullen we hier z noemen. De vergelijking x3 + y3 + z3 =
4 beschrijft bijvoorbeeld een oppervlak. Bovendien heeft het veel oplossingen
zoals onder andere ￿
1
21
,
5
3
,−6
7
￿
.
Een tweede manier om oppervlakken te beschrijven is door niet alleen variabe-
len, maar ook vergelijkingen toe te voegen. Neem het systeem van de volgende
twee vergelijkingen met de vier variabelen w, x, y en z.￿
w2 + x2 + y2 = 6,
w2 + xy+ yz = 2.
We kunnen de viertallen (w, x, y, z) bestuderen waarvoor beide vergelijkingen
kloppen. Men kan controleren dat (1, 2, 1,−1) en ( 15 ,−2,− 75 ,− 215 ) oplossingen
zijn van dit systeem van vergelijkingen.
Deze twee oppervlakken zijn voorbeelden van zogenaamde ampele log K3
oppervlakken. Soms worden ampele log K3 oppervlakken aangeduid met, al zij
het enigzins onnauwkeurig, affiene del Pezzo oppervlakken, zoals ook in de titel
van dit proefschrift.
Een derde voorbeeld van een ampel log K3 oppervlak wordt gegeven door
het systeem van vijf vergelijkingen
1+ 1952wy+ 412071wz =
121v+ 492x+ 52838z+ vx+ 22vy+ 971038xz+ 1771110z2,
w+ 88wy+ 20504wz+ 16xy =
11v+ 22x+ 4y+ 3267z+ vy+ 39017xz+ 78089z2,
v+ x+ 169z+ 220z2 = w2 + 4wy+ 451wz+ 500xz,
y+ 121wz = 11z+ wx+ 4xy+ 363xz+ 594z2,
z+ x2 + 40xz+ 55z2 = wy+ 11wz
(￿)
in de vijf variabelen v, w, x, y en z. Het oppervlak beschreven door dit systeem
heeft veel rationale punten, zoals bijvoorbeeld￿
−20, 1
4
,
1
8
,
1
16
, 0
￿
en
￿
23
5
,−1
5
,
1
5
,−1
5
, 0
￿
.
Ondanks de afzichtelijke vergelijkingen is de meetkunde van dit oppervlak erg
mooi. Zo siert een interessante meetkundige eigenschap van dit oppervlak de
omslag van dit proefschrift. Namelijk, ondanks dat dit oppervlak erg kronkelt
is het toch mogelijk om langs een rechte lijn over dit oppervlak te lopen. Merk
op dat er precies tien van zulke rechte lijnen op dit oppervlak liggen.
Het aantal rechte lijnen onderscheidt dit oppervlak van de eerste twee voor-
beelden. Het is namelijk al aangetoond dat er op die oppervlakken respec-
tievelijk 27 en 16 lijnen liggen. De lezer wordt geadviseerd om een plaatje te
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bekijken van de 27 lijnen op het Clebsch oppervlak. Een online zoektocht met
de Engelse termen ‘lines Clebsch surface’ levert al snel een overdaad aan schit-
terende plaatjes op.
Ampele log K3 oppervlakken met 10 lijnen zijn een belangrijk onderwerp
van dit proefschrift. Er zijn technische redenen, waar we niet op in zullen gaan,
om deze oppervlakken aan te duiden als ampele log K3 oppervlakken van graad 5.
Dit in tegenstelling tot de twee eerdere voorbeelden van ampele log K3 opper-
vlakken die van respectievelijk graad 3 en 4 zijn. Ook dit is een goed voorbeeld
van hoe een meetkundige eigenschap, namelijk het aantal rechte lijnen op een
oppervlak, wordt gebruikt om vergelijkingen te classificeren.
Gehele punten
We zullen ons nu beperken tot het ampele log K3 oppervlak van graad 5 ge-
definieerd door het systeem van vergelijkingen (￿). We hebben al gezien dat er
op dit oppervlak rationale punten liggen. Een vervolgvraag is of sommige van
deze rationale oplossingen zelfs oplossingen in gehele getallen zijn. In dat geval
praten we over gehele punten en gehele oplossingen.
De twee rationale oplossingen hierboven zijn overduidelijk niet geheel, maar
dit is natuurlijk geen garantie dat geen van de rationale punten geheel is. Het is
even goed mogelijk dat er geen enkel geheel punt is.
Een verklaring voor de afwezigheid van punten noemt men een obstructie.
Een voorbeeld van zo’n obstructie was ontdekt door Manin. Hij gebruikte een
zeer technisch object namelijk de Brauer-groep van een systeem van vergelijkin-
gen. Als zo’n obstructie het bestaan van gehele punten uitsluit, dan praten we
over een Brauer–Manin-obstructie voor het bestaan van gehele punten. In dat geval
kunnen we dus ook daadwerkelijk bewijzen dat er geen gehele punten zijn. In
dit proefschrift heb ik deze techniek toegepast op het systeem (￿).
STELLING 1. Er is een Brauer–Manin-obstructie voor het bestaan van gehele oplossin-
gen voor het systeem van vergelijkingen (￿). Dit systeem heeft dus geen gehele oplossin-
gen.
In Hoofdstuk 4 wordt een algemene methode beschreven om te bepalen of
een ampel log K3 oppervlak van graad 5 een Brauer–Manin-obstructie heeft.
Met behulp hiervan heb ik oneindig veel systemen van vergelijkingen gevonden
welke geen gehele oplossingen hebben.
Begrenzen van de Brauer-groep
Je zou je ook kunnen afvragen of het in het algemeen mogelijk is om een com-
puter te laten bepalen of een systeem van vergelijkingen een Brauer–Manin-
obstructie heeft. Over het algemeen hangt het antwoord van deze vraag af van
de complexiteit van de Brauer-groep. Helaas is het bekend dat de Brauer-groep
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van een oppervlak willekeurig complex kan zijn. Dit wil zeggen dat voor elk
oppervlak er een ander oppervlak is met een nog complexere Brauer-groep. Het
belangrijkste resultaat uit Hoofdstuk 3 zegt dat dit gelukkig niet het geval is als
men zich beperkt tot de ampele log K3 oppervlakken van willekeurige graad.
STELLING 2. Er is een grens aan de complexiteit van Brauer-groepen van ampele log
K3 oppervlakken.
Deze begrenzing geeft aan dat de Brauer-groepen van ampele log K3 opper-
vlakken niet willekeurig complex kunnen zijn. Dit is belangrijke informatie bij
het ontwikkelen van een algoritme dat bepaalt of er een Brauer–Manin-obstructie
is voor gecompliceerde systemen van vergelijkingen zoals systeem (￿).
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