Due to the increasing volume of network traffic and growing complexity of network environment, rapid identification of heavy hitters is quite challenging.
environment, it often represents a host which connects
with large number of sources (or destinations) during a definite time interval. If we take the incoming element as NetFlow 5-tuple records, the problem of heavy hitter identification can be formulated as follows: given a stream S N = s 1 ,s 2 …s N with the format of <sourceIP, sourcePort, destinationIP, destionPort, protocol>, find sourceIP (or destinationIP) that is paired with a large number of destinationIP (or sourceIP) which is above a predefined threshold. Identification of heavy hitters is helpful for detecting the on-going malicious events such as DDoS attacks, worm propagation and port scans.
However, nowadays the exponentially increasing traffic and emerging network environment bring new challenge to the solution of this issue. According to Akamai latest Internet security report [3] , the size, complexity and frequency of Internet malicious activities have greatly increased in the past decades. On the other side, considering the crucial importance of Smart Grids, malicious attacks are more damaging which may disrupt the sensitive information and critical operations on the complex infrastructure [4] . So given the strict requirement of Smart Grids in terms of robustness and performance [5] [6] , high demand for the accuracy and scalability of the recognizing algorithms is put forward accordingly.
In this paper, we work on the following problems which are ignored in most of previous studies. First, abnormal events are generally time-sensitive which require to be detected using the latest arrived items in data streams over sliding windows. Dealing with datasets in statically predefined interval may miss the targets which happen across the border of two adjacent measurement windows. Second, when the network behaves abnormally, the number of flows in definite interval may increase sharply. The problem is much more severe for high speed environment. Considering that Internet traffic has the property of being heavy-tailed, hosts of low frequencies make up a large proportion in data streams. Dealing with those hosts increases the memory consumption together with more possibilities of hash collisions for both counter-based and sketch-based solutions. Last, since currently network operators are accustomed to monitor the top lists of suspected events, the algorithm should be able to provide solution for both TOP-K and heavy hitter identification over sliding windows.
Targeting at those challenges, we propose a new algorithm called FCM for identifying heavy hitters. To summarize, the main contributions of this paper are as follows:
(1) The proposed FCM algorithm provides an efficient filter-and-jump scheme to detect Top-K heavy hitters over sliding windows. Count-min sketches are constructed to calculate the number of connections for each host in previous 2s seconds, and a dynamic pointer is used to continuously adjust the measurement window in real-time and trigger the update of the structure.
(2) Due to the limited computational resources of advanced network environments like Smart Grids, hosts with little possibility of heavy hitter should be deleted in time to make space for new data. FCM periodically filters hosts of low frequencies with size below certain threshold. Therefore, the accuracy of the algorithm can be greatly improved.
(3) A revised and enhanced version of the Space
Saving algorithm is designed to get the TOP-K list of heavy hitters with arbitrary ranking. Although space saving has provided a lightweight and effective solution for TOP-K elements detection in data streams, papers also found that its over-estimate-error is relatively high [7] . Instead of incrementing its counter every time a new element arrives, our algorithm redesigns the space saving algorithm to update the corresponding counter only when needed. The remainder of the paper is organized as follows.
After introducing the related work of TOP-K heavy hitter identification in Section 2, we present the relevant definitions to be used in subsequent sections in Section 3. Section 4 elaborates the design of the proposed FCM algorithm. Then a performance study of this algorithm is reported in Section 5. Section 6 evaluates the performance of the algorithm via extensive experiments, and finally Section 7 concludes this work.
Related Work
In this section, we summarize existing solutions for identifying heavy hitter elements.
Currently, extensive studies have been conducted and various algorithms have been proposed on identifying heavy hitters. For example, both the snort intrusion detection system [8] and Flowscan [9] detected port scans by maintaining a counter for every host which records the number of distinct IP addresses it connects with in the past several minutes. This solution is not feasible when carried out in high speed networks. Paper [10] proposed a family of bitmap algorithms to address this problem, in which a bitmap is allocated to estimate the number of contacts for every IP addresses, and another index structure is used for mapping the IP address to this bitmap. Obviously, maintaining 4 bytes bitmap for each IP address is space consuming. The authors in [11] presented a virtual connection degree sketch for estimating the connection of hosts in high speed environments, together with a filtered bitmap to reduce the noise information caused by the bit-sharing mechanism. Paper [12] proposed a hash-based algorithm to find heavy hitters which implements one-level/two-level filtering to sample the input streams.
This algorithm demonstrates better scalability since it does not need to keep state for each host. However, paper [13] also pointed out that the hashing and sampling mechanism results in high estimate error, and the bucket-chaining and sorting process also brings overheads.
Another similar problem is the identification of frequent items which generally includes two kinds of solutions:
counter-based algorithms such as Lossy Counting [14] , Frequent [15] , Space-Saving [16] , and sketch-based methods such as Count Sketch [17] , Count Min-Sketch (CM ) [18] , and LD-Sketch [19] .
Sketch-based methods use techniques such as hashing to map items to a reduced set of counters, and maintain approximate summaries of all elements in the stream.
Among those solutions, count-min sketch is predominant than others for summarizing large scale datasets with strong accuracy guarantees [20] . The algorithm works in a fixed amount of space to store counting information which is independent with the size of the input streams.
However, due to its sub-linear space for the counters, papers [21] [22] pointed out that the frequency-estimation error may increase as more and more items come, and the items with low frequency may be incorrectly recognized as high-frequency ones. Moreover, sketches are not reversible to provide the corresponding keys since they only store the counters, therefore they are not suitable to be used for TOP-K solution directly. 
Definition 2
TOP-K(S N ) -TOP-K heavy hitters in data stream S N :
Assuming a data stream can be expressed as S N = s 1 ,s 2 …s N (N is the length of data stream), and each s i can be expressed as (src i , dst i ) pairs, find every IP address IP i whose connection degree is among the TOP-K list in data streams S N within certain measurement period, and Cdegree(IP i ) ³ φN.
FCM: Algorithm for TOP-K heavy hitter identification over sliding windows
In this section, we describe our solution to solve the problem of both TOP-K and heavy hitter identification in data streams over sliding windows. We start by describing the Space-Saving algorithm. Then we introduce our proposed algorithm of FCM.
Space Saving
Space-Saving [16] [30] is a counter-based algorithm for finding both the frequent items and the TOP-K elements which has the highest frequencies in a data stream. In 
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FCM
We first present the TOP-K Heavy Hitter algorithm -FCM-in landmark window over data streams.
To deal with the inaccuracy problem of Space Saving caused by its tail-replacement mechanism, a complementary count-min sketch is added to calculate the connection degree of each host which is provided as the input of the stream-summary structure. So FCM adapts two levels of computation: The first level is processed using count-min sketch to filter those flows which do not belong to heavy hitters, and the second is executed by the stream-summary structure to decide whether the host in the arriving flow has been currently in the TOP-K list. In this way, the stream-summary structure can be provided with more accurate input.
Since the length of the arriving data streams j £ d) . If the estimated value is bigger than a, the d associated counters will be incremented by 1. If Cdegree(e)+1 is bigger than the minimum c value of topSS, the element will be removed from sum_cms and added to the TOP-K summary-structure.
Otherwise it is clear that the element either appears for the first time or its connection degree is below a. filter_cms is the second count-min sketch used to periodically filter those hosts with low connection degree. Then the d corresponding entries in filter_cms is added by 1. If its connection degree is now bigger than a, it will be removed to sum_cms. Every t seconds, the flush operation of filter_cms is triggered. For the incoming s i = (src i , dst i ), if src i matches the xth monitored item in topSS, topSS[x] [1] will be updated by adding 1. And the connection degree of src i can be expressed as following:
Otherwise, if src i exists in sum_cms, FCM will calculate the Cdegree(src i ) and compare it with minfq.
If Cdegree(src i ) is greater than minfq, the entry with the minimum c value of topSS will be replaced with (src i , Cdegree (src i )).
The last case, if none of the above happens which indicates that src i represents a host of low connection degree. Then FCM will calculate its connection degree in filter_cms as below:
If Cdegree(src i ) is above the threshold a, then src i will be removed from filter_cms, and inserted into sum_cms.
FCM over sliding windows
In this section, we introduce the extended version of So the sliding scheme of FCM is implemented using an additional count-min sketch and stream-summary structure to distinguish between historical flows and current flows. The datasets for the latest s minutes are mapped to active_topSS and active_cms, whereas topSS and sum_cms represent datasets for the latest 2s minutes.
To remove the decaying elements in time, whenever a new item comes, both topSS and active_topSS will be updated. Every s seconds, topSS is outputted as the TOP-K measurement result. Then topSS and sum_cms will be flushed and FCM will switch to active_topSS and active_cms for data processing.
Update procedure
When using FCM to detect TOP-K heavy hitters over sliding windows, the initial values of all counters are set to zero. And a pointer p is defined to denote the current measurement windows as ((p-1)´s+1, p´s) which is equal to (1,s) initially. For each newly arrived element flow s i denoted by (src i , dst i ) in the stream, we execute the following several operations in order: 
Performance Evaluation and Experiments
In this section, we present the experimental evaluation of the FCM algorithm described in the previous section.
To verify the advantages of FCM, we choose the most We summarize the overall statistics of the data traces as shown in Table 1 . 
Traffic statistics of experimental datasets
For implementing the filter-and-jump mechanism of FCM，we start by exploring the pattern of Internet traffic with detailed statistics of our experimental datasets. In our experiment, each unique five-tuple flow represents a distinct data-stream element. Figures 3 and   4 show the dynamics of flow records and unique flow records every 5 minutes. Figure 3 Figure 4 . Figure 5 plots the number of distinct source IPs and distinct destination IPs for each trace file which is quite similar with almost equal size. Once an anomaly happens, in order to quantify the severity of the situation, how to accurately know the right list of contacts for each TOP_K host is quite important. So to demonstrate the advantage of our algorithm to identify TOP-K heavy hitters in correct order and with precise value, we evaluate the ordering deviation rate (Figure 9 ) and average estimate error ( Figure 10) Furthermore, the volume of network traffic may increase dramatically when abnormal event happens, for example, the slammer worm may cause many infected hosts to send up to ten thousand scans a second, which happens only occasionally. Considering the above situations, the scalability of the identifying algorithm is seriously required. To compare the scalability between FCM and SS, we executed the experiment using various value of s which is assigned to 5, 10, 15, 20, 25, till 60 minutes dynamically. Since FCM supports sliding window mechanism, it is convenient to carry out this test. For SS, we add an additional program to provide the same input datasets as FCM with the corresponding time range. For each input, we implement the experiment with k=10, 50 and 100, respectively. markedly. This is because SS needs to predefine the length of its linked lists, which is in inverse proportion to e. Therefore, when the length of the input file grows, the probability for replacement also increases, and the over-estimate-error especially for the elements in the tail of the linked lists increases too. In contrast, FCM is much more stable since the filtering mechanism decreases the possibility of collisions. The first count-min sketch in FCM is refreshed regularly, which is executed per minute in our experiment, and is not affected by the variability of k or s. 
Conclusions
Heavy hitters identification in high speed networks is an important yet challenging issue in many security analysis scenarios such as the detection of port scans and DDoS attacks, and tracking worm propagations. In this paper we have addressed this problem based on a new insight, i.e., a large proportion of the total traffic is occupied by hosts with low frequencies and removing those elements in time can further decrease the over-estimate-error caused by hash collision. Based on it, we have developed a novel algorithm called FCM to identify TOP-K heavy hitters over sliding windows. The algorithm consists of two level of data process. The first level is a multistage filter implemented with count-min sketches -hosts with low connection degree are filtered periodically and only those with connection degree above the threshold are passed to the next level for process. At the second level, a stream-summary structure is implemented and enhanced to calculate the final TOP-K heavy hitter list. A jumping scheme has also proposed to support dynamic datasets in a sliding way.
We have compared our proposal with the best counter-based algorithm in terms of the metrics such as the false positive rate and estimate error rate with real data traces collected from an Internet service provider.
Extensive experimental results have been conducted to demonstrate the effectiveness of our approach, and the results have shown that this method can identify the TOP-K heavy hitters precisely and efficiently. Although our current scheme is mainly carried on the improvement of Space Saving, this method is also suitable for many data processing tasks with heavy-tailed traffic and can be applied to other algorithms to improve the efficiency. In addition, this work sheds new light on exploring network anomalies, and it can be extended to deal with many other practical problems such as detection of heavy distinct hitters. 
