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Resumo
Neste trabalho são estudados quatro métodos espetrais de derivação, quesão baseados nas Transformadas de Fourier Semidisreta e Disreta. Estesmétodos foram testados e omparados em MATLAB usando funções gaus-sianas e funções sin. Estas funções não são periódias em R, então foramrestritas ao intervalo rπ, πs. Apesar dos métodos disretos serem estabelei-dos para funções periódias, onstatou-se que, quando o fenmeno de Gibbsé de baixa intensidade, eles tiveram melhor desempenho do que os méto-dos semidisretos trunados. Quando o fenmeno de Gibbs ausa grandesosilações, os métodos semidisretos foram um pouo mais preisos.Palavras-have: Método espetral. Derivação numéria. Transformadas deFourier.
Abstrat
In this work four dierentiation spetral methods are studied, whih are basedon Semidisrete and Disrete Fourier Transforms. These methods were testedand ompared in MATLAB using Gaussian funtions and sin funtions.These funtions are not periodi in R, so they were restrited to the intervalrπ, πs. Although the disrete methods are designed for periodi funtions,it was found that, when the Gibbs phenomenon is of low intensity, theyhad better performane than the trunated semidisrete methods. When theGibbs phenomenon leads to large osillations, the semidisrete methods werea little bit more aurate.Key words: Spetral method. Numerial dierentiation. Fourier Transforms.
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Capítulo 1Introdução
O objetivo entral dos métodos espetrais de derivação é aproximar a de-rivada de uma função de R em C utilizando apenas valores isolados ou disre-tos, om o objetivo de implementação omputaional. Os métodos espetraissão uma das três grandes tenologias para resolução numéria de equaçõesdifereniais ordinárias e pariais (EDOs e EDPs), ao lado dos métodos dediferenças nitas e dos métodos de elementos nitos. Consequentemente, es-tes métodos possuem um amplo esopo de apliações: meânia dos uidos,meânia quântia, fenmenos vibratórios e ondulatórios, análise omplexa,dentre outras áreas.Quando os dados que denem o problema são suaves em um domíniosimples, para resolver uma EDO ou uma EDP om preisão alta, geralmenteos métodos espetrais são a melhor ferramenta. Eles podem atingir, emalguns asos, dez dígidos de preisão ontra dois ou três dígitos pelos métodosde diferenças nitas ou elementos nitos. Além disso, para preisões menores,eles exigem menos usto omputaional do que os outros métodos.Os métodos em questão são hamados de espetrais porque baseiam-seno espetro da função, ou seja, nos valores da sua Transformada de Fourier.Por onseguinte, o presente trabalho iniia-se om uma revisão de análise deFourier no apítulo 2, onde são enuniados os resultados que onstituem abase teória dos métodos espetrais de derivação.No apítulo 3 são apresentados detalhadamente quatro métodos espe-trais de derivação. Os dois primeiros fundamentam-se na Transformada deFourier Semidisreta e utilizam uma quantidade innita de dados, o que im-pede sua implementação ompleta. Mesmo assim, eles foram implementadosparialmente no apítulo 4, através do trunamento dos intervalos e dos so-matórios, a m de omparar seus desempenhos om o tereiro e o quartométodos. Estes dois últimos são denidos om base na Transformada de11
CAPÍTULO 1. INTRODUÇO 12Fourier Disreta, por isso utilizam uma quantidade nita de dados.Por m, o apítulo 4 é dediado a testar estes métodos espetrais dederivação no software MATLAB, versão 7. Os exemplos esolhidos paraos experimentos são as funções gaussianas (exemplo lássio em Análise deFourier), as funções sin e as sin periódias, que são os três tipos de funçõesutilizadas no apítulo 3 para ilustrar os métodos espetrais.É bom destaar desde já que, no desenvolvimento do primeiro e do ter-eiro métodos apresentados, são denidos interpoladores da função original,porém o objetivo do presente trabalho não é fazer um estudo dos métodos deinterpolação espetral, e sim aproximar o valor da derivada da função origi-nal nos pontos de uma malha disreta. É om base nos valores das funçõesnesta malha que são feitos os testes do apítulo 4.Todos os ódigos de MATLAB utilizados para gerar os dados e as gurasdos apítulos 3 e 4 estão listados nos apêndies A e B, respetivamente.
Capítulo 2Revisão de Análise de Fourier
Este apítulo onstitue uma breve revisão de Análise de Fourier, ondesão xadas as notações e são enuniados sem demonstração os prinipaisresultados da teoria, que serão utilizados nos apítulos seguintes.2.1 Transformada de FourierNesta seção o objetivo é estudar a Transformada de Fourier para funçõesde R em C, omeçando pelas funções de módulo integrável segundo Lebesgue,para as quais a Transformada é denida pela fórmula integral. Em seguidasão estudados outros espaços, onde o operador da Transformada de Fourierpode ser estendido.Denição 2.1.1. O onjunto das funções absolutamente integráveis é de-nido por
L1pRq  tu : RÑ C; u é mensurável e }u}
1
  8u ,onde }u}
1
 » 88 |upxq|dx.Denição 2.1.2. Para u P L1pRq a Transformada de Fourier pu : R Ñ C édenida por pupkq  » 88 upxqeikxdx. (2.1)A fórmula (2.1) está bem denida para u P L1pRq porque |eikx|  1.13
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 14A maioria das propriedades da Transformada de Fourier serão enuniadasmais adiante em um espaço mais adequado, por enquanto será menionadosó o essenial. Por exemplo, a linearidade: para todos u, v P L1pRq e c P C,vale {u  cv  pu  cpv.Teorema 2.1.3. Se u P L1pRq, então1. |pupkq| ¤ }u}
1
, k P R.2. pu é limitada e uniformemente ontínua.3. Vale o lema de Riemann-Lebesgue ([16℄, p. 171 e 274):
lim|k|Ñ8 pupkq  0.Denição 2.1.4. O onjunto das funções de quadrado integrável é denidopor
L2pRq  tu : RÑ C; u é mensurável e }u}
2




 » 88 |upxq|2dx
1{2 .O produto interno orrespondente, denotado por x, y
2
, é denido, para u, v P
L2pRq, por xu, vy
2
 » 88 upxqvpxqdx.Observação 2.1.5. Uma tentativa natural de relaionar os espaços L1pRq e
L2pRq seria a inlusão, mas ela não é válida em nenhum sentido, ou seja,1. L1pRq  L2pRq.2. L2pRq  L1pRq.A seguir os respetivos exemplos:1. A função
fpxq  " 1?x , se 0   x ¤ 1
0, aso ontrário,
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 15pertene a L1pRq porque» 88 |fpxq|dx  » 10 1?xdx  2?x10  2    8,mas não pertene a L2pRq porque» 88 |fpxq|2dx  limǫÑ0  » 1ǫ 1xdx  limǫÑ0 pln 1 ln ǫq   8.2. A função sin, que apareerá no próximo apítulo,
Shpxq  # senpxπ{hqxπ{h , se x  0
1, se x  0,onde h ¡ 0, pertene ao espaço L2pRq porque sua Transformada deFourier (o álulo será feito no apítulo 3),xShpkq  "h, se k P πh , πh0, aso ontrário,pertene a L2pRq (vide observação 2.1.11 e item 1. do teorema 2.1.13).Mas ela não pertene a L1pRq porque xSh não é ontínua (vide item 2do teorema 2.1.3).
♦Observação 2.1.6. O espaço L2pRq é ompleto na norma }}
2
(vide [4℄, p.240).
♦O interesse aqui é trabalhar om funções em L2pRq, mas a fórmula (2.1)da Transformada de Fourier não se aplia para qualquer função deste on-junto. Uma alternativa seria onsiderar o onjunto L1pRq X L2pRq, que édenso em L2pRq om relação à norma }}
2
, porém as ontas tornam-se muitoompliadas. Por isso, mesmo que a prinípio pareça mais ompliado, épreferível denir o espaço de Shwartz omo segue.Denição 2.1.7. O espaço de Shwartz é o onjunto das funções u : RÑ Csuaves e rapidamente deresentes, isto é, é o onjunto
SpRq  "u P C8pRq; sup
xPR |xmupnqpxq|   8, pm,nq P N N* .
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 16Observação 2.1.8. O espaço de Shwartz SpRq é um subonjunto de L1pRqX
L2pRq e é denso em L2pRq om relação à norma }}
2
.
♦Exemplo 2.1.9. [Função Gaussiana, gura 3.1℄Seja upxq  ex2. Então u P C8pRq, suas derivadas são a própria u vezes umpolinmio e limxÑ8 ppxqupxq  0, para qualquer polinmio p. Consequente-mente, u P SpRq.Cálulo da Transformada de Fourier de u:pupkq  » 88 ex2ikxdx  e k24 » 88 epx ik{2q2dx.Para alular esta última integral, será usado o teorema de Cauhy e depoisapliado o limite om intervalo de integração tendendo a innito. Para tanto,seja U : CÑ C a extensão de u, isto é, Upzq  ez2 , para todo z  x iy P C.Fixados a ¡ 0 e k P R, sejam Γ1,Γ2,Γ3,Γ4 os aminhos  no sentido horário ujos traços são
trΓ1  tz P C; Repzq P ra, as, Impzq  0u,
trΓ2  tz P C; Repzq  a, Impzq P r0, k{2su,
trΓ3  tz P C; Repzq P ra, as, Impzq  k{2u,












epa iyq2dy   » aa epx ik{2q2dx  » 0k{2 epa iyq2dy  0.A limitação da integral em Γ2 é garantida pelas desigualdades» k{2
0
epa iyq2dy ¤ » k{2
0




ea2 k2{4,e mostra que seu limite é zero, quando a Ñ 8. O mesmo argumento valepara a integral em Γ4. Portanto, apliando o limite om aÑ8, segue que» 88 epx ik{2q2dx  » 88 ex2dx  ?π.
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 17Ou seja, pupkq  ?πe k24 P SpRq.
△Antes de enuniar as propriedades da Transformada de Fourier no espaçode Shwartz, é preiso denir a Trasformada de Fourier Inversa.Denição 2.1.10. Para v P L1pRq, dene-se a Transformada de FourierInversa qv : RÑ C por qvpxq  1
2π
» 88 vpkqeikxdk. (2.2)A fórmula (2.2) está bem denida para u P L1pRq porque |eikx|  1.Observação 2.1.11. Vê-se, diretamente da denição, que qvpxq  1
2π
pvpxq,x P R.
♦Teorema 2.1.12. Se u P SpRq, então1. A derivada n-ésima upnq P SpRq eyupnq  inknpupkq, k P R.2. pu P SpRq.3. Vale a fórmula de inversão
upxq  qpupxq  1
2π




.5. O operador linear p: SpRq Ñ SpRq é injetivo, sobrejetivo, ontínuo eom inversa ontínua.(Vide [16℄, páginas, 174, 175, 176, 178 e 179, respetivamente.)A Transformada de Fourier restrita ao espaço SpRq pode ser estendida deforma únia ao espaço L2pRq, pelo teorema da extensão linear de transforma-ção ontínua (página 100 de [8℄), ujas hipóteses são garantidas pelo teorema
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 182.1.12 e pelas observações 2.1.6 e 2.1.8. Neste aso não será feita distinçãoda notação p . Com este proesso, apesar da fórmula (2.1) não se apliarpara qualquer função de L2pRq, torna-se legítimo denir a Transformada deFourier neste espaço. É assim que a Transformada de Fourier será estudadadaqui para frente.Teorema 2.1.13. [Propriedades da Transformada de Fourier℄ Se u, v P




(Vide [22℄, p. 156).[Propriedades de simetria℄8. u é par (ímpar) ðñ pu é par (ímpar).9. Im u  R ðñ pupkq  pupkq, k P R.10. Im u  iR ðñ pupkq  pupkq, k P R.11. Im u  R e u é par ðñ Im pu  R e pu é par.12. Im u  R e u é ímpar ðñ Im pu  iR e pu é ímpar.13. Im u  iR e u é par ðñ Im pu  iR e pu é par.14. Im u  iR e u é ímpar ðñ Im pu  R e pu é ímpar.












.3. Se u, v P SpRq, então u  v P SpRq.4. pλuq  v  λpu  vq  u  pλvq, λ P C.5. pu  vq  w  u  w   v  w.6. u  v  v  u.7. pu  vq  w  u  pv  wq.8. Se u, v P L1pRq, então {pu  vqpkq  pupkqpvpkq.(Vide [22℄, teorema de Hausdor-Young, p. 157; [16℄, p. 181 e 182; [17℄, p.349 e 350.)Para enuniar o próximo teorema, preisa-se das seguintes denições deordem de onvergênia e função de variação limitada:1. O grande: Diz-se que a função u : RÑ C satisfaz
upxq  Opgpxqq quando |x| Ñ 8,quando existe uma onstante C tal que, para todo |x| suientementegrande, vale |upxq|   C|gpxq|.2. o pequeno: Diz-se que a função u : RÑ C satisfaz
upxq  opgpxqq quando |x| Ñ 8,quando
lim
xÑ8 |upxq||gpxq|  0.
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 203. Uma função f é de variação limitada se f P L1pRq e
sup
gPC1pRq|gpxq|¤1» 88 fpxqg1pxqdx
   8.Quando f é ontínua, esta denição oinide om a ondição de existêniado limite
lim
bÑ8
aÑ8V ba rf s    8, onde V ba rf s  sup ņj1 |fpxjq  fpxj1q|,om o supremo sobre todas as partições a  x0   x1        xn  b dointervalo ra, bs (n não xado). Um estudo sobre funções de variação limitadaé feito em [1℄, nas páginas 374 e seguintes.Teorema 2.1.16. [Suavidade de uma função vs. deaimento de sua TF℄Dada u P L2pRq, tem-se:1. Se upsq P L2pRq X CpRq, om 0 ¤ s   n, para algum n ¡ 0 inteiro, e
upnq é de variação limitada, entãopupkq  Op|k|n1q quando |k| Ñ 8.2. u tem innitas derivadas ontínuas em L2pRq se, e somente se,pupkq  Op|k|mq quando |k| Ñ 8,para todo m ¥ 0 inteiro.3. (Paley-Wiener) A função ua : R Ñ C denida por puapkq  ea|k|pupkq,om a ¡ 0 onstante, pertene a L2pRq se, e somente se, existe umaonstante c ¡ 0 tal que u é a restrição em R de uma função U analítiana faixa tz P C; |Imz|   au que satisfaz}Up   iyq}
2
 » 88 |Upx  iyq|2dx ¤ c, para todo |y|   a(vide [22℄, p. 188).4. (Paley-Wiener) pupkq tem suporte ompato ontido em ra, as, a ¡ 0onstante, se, e somente se, u é a restrição em R de uma função U
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 21analítia em C tal que, para todo z P C,|Upzq|  opea|z|q quando |z| Ñ 8.(vide [18℄, p. 12 e 13, e [11℄, p.181).2.2 Transformada de Fourier SemidisretaO uso de omputadores digitais limita os álulos a dados disretos e emquantidade nita. Como primeiro passo, nesta seção são estudadas funçõesdisretizadas, porém ainda em quantidade innita de pontos (em quantidadenita é o assunto da próxima seção); mais preisamente, as funções onside-radas têm omo domínio o onjunto
hZ  txj  jh P R; j P Zu,ou seja, uma malha de pontos equidistantes à qual o 0 pertene. Neste aso,se v for uma função denida em hZ, sua imagem em ada ponto será denotadada forma abreviada vpxjq  vj.Denição 2.2.1. Neste ontexto, os espaços mais onvenientes a serem tra-balhados no domínio físio e das frequênias são, respetivamente,
ℓ2h  tv : hZÑ C; }v}ℓ2
h
  8u,
L2h  tw : rπ{h, π{hs Ñ C; w é mensurável e }w}L2
h
  8u,onde as normas são denidas por}v}ℓ2
h
 h
j̧PZ |vj|21{2 e }w}L2h  » π{hπ{h |wpkq|2dk1{2 ,e os produtos internos orrespondentes são denidos porxv, wyℓ2
h
 h
j̧PZ vjwj e xv, wyL2h  » π{hπ{h vpkqwpkqdk.No entanto, também será neessário denir o espaço
ℓ1h  tv : hZÑ C; }v}ℓ1
h
  8u,
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 22onde a norma é }v}ℓ1
h
 h
j̧PZ |vj|.Observação 2.2.2. Ao ontrário dos espaços L1pRq e L2pRq, agora vale ainlusão
ℓ1h  ℓ2h.De fato, se v P ℓ1h, existe j0 P N tal que|vj|   1, j ¥ j0,|vj|2   |vj|, j ¥ j0,
h
j̧¥j0 |vj|2 ¤ h j̧¥j0 |vj|   8,e portanto v P ℓ2h. Por outro lado, a série harmnia mostra que não vale aigualdade entre os onjuntos, pois ela pertene a ℓ2h mas não pertene a ℓ1h.




Ñ C por N
vpkq  h
j̧PZ vjeikxj . (2.4)A série (2.4) aproxima a Transformada de Fourier (2.1) pela Regra dotrapézio. De fato, se v P ℓ2h é a restrição de u P L2pRq X CpRq,pupkq  lim
mÑ8 » mm upxqeikxdx  limmÑ8 m1¸jmhpvjeikxj   vj 1eikxj 1q2 h lim
mÑ8vmeikxm2   m1¸
jm  vjeikxj vmeikxm2  h




s.Proposição 2.2.4. A função f : R  R Ñ C denida por fpx, kq  eikx é
2π
h
-periódia om relação à segunda variável, se xado qualquer xj P hZ naprimeira variável.
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f





  eipk  2πh cqxj  eikxj .ei 2πh cjh  eikxj .1  fpxj , kq.Resta mostrar que não existe número menor que 2π
h
que seja período dafunção fpxj ,  q para todo j P Z. De fato, se k0 P R é tal que 0   k0   2πh ,então
fpxj, k   k0q  eipk k0qxj  eikxj .eipk0hqj ,e omo k0h   2π, para j  1 segue que eik0h  1, e portanto
fpx1, k   k0q  fpx1, kq.Corolário 2.2.5. Dada v P ℓ2h, a Transformada de Fourier Semidisretaestendida à reta toda pela fórmulaN
vpkq  h
j̧PZ eikxjvj , k P R,é 2π
h
-periódia.Doravante, quando neessário, Nv P L2h será onsiderada om domínio R e
2π
h
-periódia.Teorema 2.2.6. [Fórmula de aliasing ou do somatório de Poisson℄ Se u P
L2pRq tem a primeira derivada de variação limitada e se v é a restrição de
u à malha hZ, então, para todo k P rπ{h, π{hs,N
vpkq 
j̧PZ puk   2πh j








, j P Z, (2.5)onde Ej P L2h é denida por Ejpkq  eikxj .A integral em (2.5) aproxima a Transformada de Fourier Inversa (2.2) portrunamento da integral.




. (Vide [16℄, p. 138.)8. Inversão: vj  ONvpxjq  12π ³ πhπh eikxjNvpkqdk, j P Z.[Propriedades de simetria℄9. v é par (ímpar) ðñ Nv é par (ímpar).10. Im v  R ðñ Nvpkq  Nvpkq, k P R.11. Im v  iR ðñ Nvpkq  Nvpkq, k P R.12. Im v  R e v é par ðñ Im Nv  R e Nv é par.13. Im v  R e v é ímpar ðñ Im Nv  iR e Nv é ímpar.14. Im v  iR e v é par ðñ Im Nv  iR e Nv é par.15. Im v  iR e v é ímpar ðñ Im Nv  R e Nv é ímpar.Denição 2.2.9. A onvolução semidisreta de duas funções v, w : hZÑ Cé denida por (quando o somatório onverge)pv  wqm  h
j̧PZ vmjwj, m P Z. (2.6)
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O DE ANÁLISE DE FOURIER 25A série (2.6) aproxima a onvolução (2.3) nos pontos de hZ pela Regrado trapézio. De fato, se v P ℓ1h é a restrição de u P L1pRq X CpRq e w P ℓ2h éa restrição de y P L2pRq X CpRq, entãopu  yqpxmq  lim
nÑ8 » nn upxm  xqypxqdx lim
nÑ8 n1¸
jnhpvmjwj   vmpj 1qwj 1q2 h lim
nÑ8vm nwn2   n1¸
jn pvmjwjq  vmnwn2  h
j̧PZ vmjwj  pv  wqm.Neste ontexto, a onvolução semidisreta também tem a propriedade deque, se v P ℓ2h e w P ℓ1h, ou vie-versa, então v  w P ℓ2h epv  wqNpkq  NvpkqNwpkq.Teorema 2.2.10. [Efeito da disretização na Transformada de Fourier℄Dada u P L2pRq om u1 de variação limitada e v a restrição de u à malha








, |Nvpkq  pupkq|  Ophmq quando hÑ 0,para todo m ¥ 0 inteiro.3. Se existem onstantes a, c ¡ 0 tais que u é a restrição em R de umafunção U analítia na faixa tz P C; |Imz|   au que satisfaz}Up   iyq}
2
 » 88 |Upx  iyq|2dx ¤ c, para todo |y|   a,
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 26então, para todo ǫ ¡ 0,|Nvpkq  pupkq|  Opeπpaǫq{hq quando hÑ 0.4. Se u é a restrição em R de uma função U analítia em C e existe a ¡ 0tais que, para todo z P C,|Upzq|  opea|z|q quando |z| Ñ 8,então, desde que h ¤ π{a, N





(2.7)será frequentemente utilizada.Denição 2.3.1. Neste ontexto, os espaços a serem trabalhados no domíniofísio e das frequênias são, respetivamente,
ℓ2N  tv : hZÑ C; v é N-periódia om relação à malhau,
L2N  tw : 1ZÑ C; w é N-periódia om relação à malhau,e as respetivas normas são denidas por}v}ℓ2
N
 h Ņ
j1 |vj|21{2 e }w}L2N   N{2¸kN{2 1 |wk|21{2 .
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 27Os espaços ℓ2N e L2N têm dimensão nita N e as normas são sempre nitas,pois os somatórios têm um número nito de termos.Denição 2.3.2. Para v P ℓ2N a Transformada de Fourier Disreta v̂ : 1ZÑ
C é denida por
v̂k  h Ņ
j1 vjeikxj . (2.8)O somatório (2.8) aproxima a Transformada de Fourier Semidisreta (2.4)por trunamento.Observação 2.3.3. Em virtude da proposição 2.2.4 e omo v é N-periódiaom relação à malha hZ, segue que a Transformada de Fourier Disreta é
N-periódia om relação à malha 1Z.
♦Denição 2.3.4. Para w P L2N a Transformada de Fourier Disreta Inversa_




kN{2 1wkeikxj . (2.9)Teorema 2.3.5. [Propriedades da Transformada de Fourier Disreta℄ Se




.7. Inversão: _vk  12πh v̂k, k P Z.8. Fórmula de inversão: vj  _̂vpxjq  12π °N{2kN{2 1 eikxj v̂k, j P Z.[Propriedades de simetria℄
CAPÍTULO 2. REVISO DE ANÁLISE DE FOURIER 289. v é par (ímpar) ðñ v̂ é par (ímpar).10. Im v  R ðñ v̂k  v̂k, k P Z.11. Im v  iR ðñ v̂k  v̂k, k P Z.12. Im v  R e v é par ðñ Im v̂  R e v̂ é par.13. Im v  R e v é ímpar ðñ Im v̂  iR e v̂ é ímpar.14. Im v  iR e v é par ðñ Im v̂  iR e v̂ é par.15. Im v  iR e v é ímpar ðñ Im v̂  R e v̂ é ímpar.Denição 2.3.6. A onvolução disreta de duas funções v, w P ℓ2N é denidapor pv  wqm  h Ņ
j1 vmjwj, m P Z. (2.10)Como v e w são periódias de mesmo período, v  w também o é. Osomatório (2.10) é o trunamento da onvolução semidisreta (2.6). Nesteontexto, a onvolução disreta também tem a propriedade de que, se v, w P
ℓ2N , então pv  wq^pkq  v̂kŵk.Um fato importante sobre a Transformada de Fourier Disreta é que elapode ser alulada omputaionalmente de formamuito rápida pelo algoritmoreursivo onheido por Transformada Rápida de Fourier (FFT  Fast Fou-rier Transform). Uma implementação direta de (2.8) ou (2.9) requer umnúmero de operações na ordem de N2, enquanto que o número de operaçõesdo algoritmo da FFT está na ordem de apenas N log2N , quando N é umapotênia de 2. Um estudo mais aprofundado sobre FFT é feito em [10℄.O MATLAB já traz o algoritmo da FFT implementado. O omando talula a Transformada de Fourier Disreta e o omando it alula a Trans-formada de Fourier Disreta Inversa. Eles serão utilizados nos experimentosdo apítulo 4.As Transformadas de Fourier estudadas neste apítulo, assim omo suasprinipais propriedades, onstituem a base teória que fundamenta os méto-dos espetrais de derivação que serão apresentados no apítulo 3.
Capítulo 3Métodos Espetrais de Derivação
O problema onsiderado neste apítulo é o seguinte: onheendo os va-lores de uma função u na malha hZ, tupxjqu, omo aproximar a derivadade u usando apenas estes dados? Os métodos apresentados para este msão hamados de espetrais porque são baseados no espetro da função u,isto é, os valores no domínio das frequênias da Transformada de Fourier(Semidisreta ou Disreta) da função.Na primeira seção são onsideradas funções não periódias, e portanto éneessário trabalhar om uma quantidade innita de dados, onde utiliza-sea Transformada de Fourier Semidisreta. Na segunda seção é feito o mesmoestudo, porém supondo que u é periódia, o que reduz a um número nitode dados, e portanto utiliza-se a Transformada de Fourier Disreta.3.1 Primeiro Método Espetral  Funções nãoPeriódiasO objetivo do método espetral apresentado a seguir é aproximar a deri-vada de uma função u : RÑ C nos pontos da malha hZ. Em toda a seção, adisretização da função u aos pontos da malha é denotada por v, om v P ℓ2h.
29




s;Notação da função estendida: pv.Calular a Transformada de Fourier Inversa de pv por (2.2);A função resultante pv é o interpolador de v.Passo 3. Calular a derivada do interpolador, p1v.Passo 4. Denir w : hZÑ C por wj  p1vpxjq.A função w denida no passo 4 do método é a que aproxima os valoresda derivada de u nos pontos da malha.A gura 3.1 é uma representação do método para a função gausssiana
upxq  ex2 . A função w não está representada na gura, mas ela é adisretização da derivada do interpolador da gaussiana no domínio físio,situada na última linha e primeira oluna da gura.O passo 2 paree ompliado, mas ele pode ser simpliado. Primeira-mente, dene-se a funçãopvpkq  " Nvpkq, se k P πh , πh




.Depois, pode-se enontrar a seguinte fórmula para o interpolador,
pvpxq  qpvpxq  1
2π
» 88 Npvpkqeikxdk  12π » πhπ
h
N




, pelo item 4 do teorema 2.1.16, tem-se que o interpolador pv éuma função analítia om deaimento exponenial, quando |x| Ñ 8.
♦
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Gaussiana no Domínio físico contínuo pÝÑqÝ








Transformada da Gaussiana no Domínio contínuo das Frequências






Gaussiana no Domínio físico semidiscreta NÝÑOÝ








Gaussiana no Domínio limitado das Frequências







Interpolador da Gaussiana no Domínio físico pÝÑqÝ








Interpolador da Gaussiana no Domínio das Frequências








Derivada do Interpolador da Gaussiana no Domínio físico pÝÑqÝ












Derivada do Interpolador da Gaussiana no Domínio das Frequências (parte imaginária)
Figura 3.1: Representação do primeiro método espetral apliado à funçãogaussiana ex2 .
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O 323.1.1 Interpolador da delta de Kroneker - função SinPara ada m P Z, dene-se uma função delta de Kroneker δm P ℓ2h por
δmpxjq  " 1, se j  m0, se j  m.Observação 3.1.2. O onjunto tδmumPZ é base de Shauder de ℓ2h ([8℄, p. 68).De fato, para qualquer função v P ℓ2h, tem-se a igualdade pontual
vj 




j̧PZ |vj  ŅmN vmδmpxjq|2 h ¸|j|¡N |vj|2 Ñ 0, quando N Ñ8,ou seja, tem-se a igualdade
v 
m̧PZ vmδm (3.2)na norma }}ℓ2
h
.
♦Observação 3.1.3. O onjunto tδmumPZ  ℓ2h é ortogonal ompleto. De fato,é ortogonal porquexδm, δnyℓ2
h
 h
j̧PZ δmpxjqδnpxjq  "h, se m  n0, se m  n,e é ompleto pois ℓ2h é espaço de Hilbert e, se v P ℓ2h é tal que vKtδmumPZ,tem-se xv, δmyℓ2
h
 0, m P Z,
h
j̧PZ vjδmpxjq  0, m P Z,
hvm  0, m P Z,
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v  0 P ℓ2h,(vide araterização de onjunto ompleto em [8℄, p. 169).
♦Segue abaixo a apliação do primeiro método espetral, passo a passo,para as funções δm, para ada m (a gura 3.2 ilustra o aso m  0).Passo 1. Calular a Transformada de Fourier Semidisreta de δm:N
δmpkq  h
j̧PZ δmpxjqeikxj  heikxm. (3.3)Observação 3.1.4. Em partiular, Nδ0pkq  heikx0  h.



















eik0dk  1.Ou seja, o interpolador de δm é a função sin transladada em xm e denotadapor Shpx xmq,
pδmpxq  Shpx xmq  # sen πh pxxmqπh pxxmq , se x  xm
1, se x  xm. (3.4)Observação 3.1.5. A observação 3.1.1 prevê que a função pδm é analítia.Pode-se onrmar este fato utilizando a onheida expansão em série depotênias da função seno, senpxq  °8j0 p1qjp2j 1q!x2j 1, donde segue que
pδmpxq  8̧
j0 p1qjp2j   1q! πh px xmq	2j , x P R. (3.5)E esta série é onvergente para todo x P R, o que veria-se pelo teste da
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Delta no Domínio físico NÝÑOÝ





Delta no Domínio das frequências







Interpolador da Delta: Função Sinc pÝÑqÝ





Interpolador da Delta no domínio das frequências










Derivada da Sinc pÝÑqÝ










Derivada do Interpolador da Delta no domínio das frequências (parte imaginária)
Figura 3.2: Representação do primeiro método espetral apliado à funçãodelta: δ0.
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O 35razão:
lim
jÑ8  p1qj 1p2pj 1q 1q!  πhpx xmq2pj 1q p1qjp2j 1q!  πhpx xmq2j   limjÑ8  πhpx xmq2p2j   3qp2j   2q  0   1.Portanto, de fato pδm é analítia e, onsequentemente, a sua derivada p1δmtambém o é.
♦Passo 3. Calular a derivada do interpolador, para x  xm, derivandotermo a termo a série de potênias (3.5):
p1δmpxq  S 1hpx xmq  8̧
j0 p1qj 2jp2j   1q! πh πh px xmq	2j1.Como 2jp2j 1q!  2j 11p2j 1q!  2j 1p2j 1q!  1p2j 1q!  1p2jq!  1p2j 1q! , segue
p1δmpxq  8̧
j0 p1qjp2jq! πh πhpx xmq	2j1  p1qjp2j   1q! πh πh px xmq	2j1 °8j0 p1qjp2jq!  πhpx xmq2j °8j0 p1qjp2j 1q!  πhpx xmq2j
x xm cos πhpx xmq  Shpx xmq
x xm .Para x  xm, omo p1δm é analítia, basta alular o limite (via Regra del'Hpital):
p1δmpxmq  S 1hp0q  lim
xÑxm p1δmpxq lim
xÑxm 1x xm cos πhpx xmq  Shpx xmq	 lim
xÑxm πh sen πh px xmq  S 1hpx xmq	 S 1hp0q,portanto p1δmpxmq  0.
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O 36Ou seja, a derivada do interpolador é
p1δmpxq  S 1hpx xmq  # cos πh pxxmqShpxxmqxxm , se x  xm
0, se x  xm. (3.6)Passo 4. Para xj P hZ om j  m, (lembrando que xjxm  pjmqh,om j m P Z)
p1δmpxjq  1pj mqh cosπpj mq  sen πpj mqπpj mq 
  p1qjmpj mqh.Portanto, o método espetral apliado à função δm resulta em
wj  p1δmpxjq  # p1qjmpjmqh , se j  m
0, se j  m. (3.7)3.1.2 Interpolador em ℓ2
hA apliação do primeiro método espetral para uma função v P ℓ2h qual-quer a failitada pelos resultados obtidos para as funções delta de Krone-ker. É o que será desrito a seguir, passo a passo.Passo 1. Apliar a Transformada de Fourier Semidisreta (2.4), lem-brando que Nδmpkq  heikxm,N
vpkq  h



















m̧PZ vmB Nδm, ei  xFL2h
m̧PZ vm 12π » πhπh Nδmpkqeikxdk  m̧PZ vmpδmpxq,
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O 37(para troar a ordem do somatório om o produto interno usa-se a bilinea-ridade do produto interno e a desigualdade de Cauhy-Shwarz. Vide [8℄, p.138). Ou seja, o interpolador de v é esrito omo ombinação das funções dotipo sin em (3.4):
pvpxq 
m̧PZ vmpδmpxq  m̧PZ vmShpx xmq. (3.9)Observação 3.1.6. Nos pontos da malha, o interpolador oinide om a funçãooriginal:
pvpxjq 
m̧PZ vmShpxj  xmq  vj   m̧PZ
mj vm sen πhpj mqhπhpj mqh  vj  upxjq.








, o teorema daamostragem de Shannon ([9℄, p. 11) mostra que o interpolador pv oinideom a função u, ou, em outras palavras, a função u pode ser reonstruída apartir dos seus valores na malha hZ:
upxq  pvpxq 
m̧PZ upxmqShpx xmq.




m̧PZ vmS 1hpx xmq  m̧PZ
xmx vm cos πhpx xmq  Shpx xmqx xm . (3.10)
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O 38Passo 4. Avaliar p1v em xj P hZ,
wj  p1vpxjq 
m̧PZ vmp1δmpxjq  m̧PZ










































ÆÆÆÆÆÆÆÆÆ,onde a matriz duplamente innita orresponde a um operador em ℓ2h dotipo Toeplitz.3.1.3 Segundo método espetral - Forma alternativaOutro método para derivação espetral, equivalente ao primeiro, é base-ado na propriedade da Transformada de Fourier da função derivada, pu1pkq 
ikpupkq (teorema 2.1.12, item 1 ). A seguir são apresentados os detalhes:Segundo Método EspetralDada uma função u : RÑ C uja disretização é v P ℓ2h:Passo 1. Calular a Transformada de Fourier Semidisreta Nv por (2.4).Passo 2. Denir Nwvpkq  ikNvpkq.Passo 3. Calular wv a partir de Nwv por (2.5).Este proesso pode ser apliado às funções δm:
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O 39Passo 1. Já alulado em (3.3):N
δmpkq  heikxm .Passo 2. Denir N






















ihpj mq » πhπ
h
eihpjmqkdk  eipjmqπ   eipjmqπ
2hpj mq   eipjmqπ  eipjmqπ2iπhpj mq2 cos pj mqπpj mqh  senpj mqππhpj mq2  p1qjmpj mqh.E, para j  m,





ke0dk  0.Agora, usando os resultados obtidos para as funções δm, pode-se apliaro segundo método espetral para uma função v P ℓ2h qualquer.Passo 1. Já alulado em (3.8):N
vpkq 
m̧PZ vm Nδmpkq.Passo 2. Denir N
wvpkq 
m̧PZ vmik Nδmpkq.












mjvm p1qjmpj mqh. (3.12)Apesar dos aminhos dos dois métodos apresentados serem diferentes, oresultado obtido em (3.12) é o mesmo que em (3.11). Neste sentido arma-seque os dois métodos são equivalentes.3.1.4 Preisão do método espetralTeorema 3.1.8. Dada u P L2pRq om upnq (n ¥ 1) de variação limitada,seja w : hZ Ñ C a função resultante de n apliações suessivas do métodoespetral à restrição de u à malha hZ. Tem-se:1. Se u tem m 1 derivadas ontínuas em L2pRq, para algum m ¥ n  1inteiro, e upmq é de variação limitada, então, para todo j P Z,|wj  upnqpxjq|  Ophmnq quando hÑ 0.2. Se u tem innitas derivadas ontínuas em L2pRq, então, j P Z,|wj  upnqpxjq|  Ophlq quando hÑ 0,para todo l ¥ 0 inteiro.3. Se existem onstantes a, c ¡ 0 tais que u é a restrição em R de umafunção U analítia na faixa tz P C; |Imz|   au que satisfaz}Up   iyq}
2
 » 88 |Upx  iyq|2dx ¤ c, para todo |y|   a,
CAPÍTULO 3. MÉTODOS ESPECTRAIS DE DERIVAÇO 41então, para todo ǫ ¡ 0,|wj  upnqpxjq|  Opeπpaǫq{hq quando hÑ 0.4. Se u é a restrição em R de uma função U analítia em C e existe a ¡ 0tal que, para todo z P C,|Upzq|  opea|z|q quando |z| Ñ 8,então, desde que h ¤ π{a,
wj  upnqpxjq.Observação 3.1.9. O teorema 3.1.8 é onsequênia do teorema 2.2.10. Outroaminho para demonstrar o item 4 é utilizando o item 4 do teorema 2.1.16e o teorema de amostragem de Shannon (vide observação 3.1.7).
♦3.2 Tereiro Método Espetral  Funções Pe-riódiasO objetivo agora é análogo ao da seção anterior, mas onsiderando funções
u : R Ñ C que são 2π-periódias e om disretização v pertenentes a ℓ2N ,om N par. Esta suposição é feita para esta seção inteira.Antes de apresentar o tereiro método espetral, é importante fazer al-guns omentários de ordem ténia, para evitar problemas om a derivadado interpolador que é denido a seguir. O problema é que, na Transformadade Fourier Disreta Inversa (2.9), a maior frequênia não tem o orrespon-dente simétrio na menor frequênia negativa. Isto pode oasionar resultadosindesejáveis para a derivada do interpolador (vide exemplo em [12℄, p. 19).Pode-se orrigir este problema reequilibrando a última frequênia: omo




xj v̂N{2  1
2





xj v̂N{2  1
2





xj v̂N{2.Portando, a Transformada de Fourier Disreta Inversa (2.9) pode ser reesrita




kN{2 1 eikxj v̂pkq  12π N{2¸kN{21eikxj v̂pkq,onde a linha à frente do somatório signia que os termos orrespondentesaos índies k  N{2 são multipliados por 1
2




kN{21v̂pkqeikx. (3.13)Observação 3.2.1. O interpolador pv é uma função 2π-periódia (vide obser-vação 2.3.3) e analítia (somatório nito de funções analítias).
♦Tereiro Método EspetralDada uma função u : RÑ C, 2π-periódia, uja disretização é v P ℓ2N :Passo 1. Calular a Transformada de Fourier Disreta v̂ por (2.8).Passo 2. Calular o interpolador pv por (3.13).Passo 3. Calular a derivada do interpolador, p1v.Passo 4. Denir w : hZÑ C por wj  p1vpxjq.3.2.1 Interpolador da delta de Kroneker - Sin perió-diaPara ada m P Z, dene-se uma função delta de Kroneker periódia
δm P ℓ2N por
δmpxjq  " 1, se j  m pmod Nq0, se j  m pmod Nq.Segue abaixo a apliação do tereiro método espetral, passo a passo,para as funções δm, para ada m (a gura 3.3 ilustra o aso m  0).
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Delta Periódica no Domínio físico Ý̂Ñ_Ý










Delta Periódica no Domínio das frequências







Interpolador da Delta Periódica: Sinc Periódica











Interpolador da Delta Periódica no Domínio das frequências










Derivada da Sinc Periódica










Derivada da Delta Periódica no Domínio das frequências (parte imaginária)
Figura 3.3: Representação do primeiro método espetral apliado à funçãodelta periódia: δ0.
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O 44Passo 1. Apliar a Transformada de Fourier Disreta (2.8):
δ̂mpkq  h Ņ
j1 δmpxjqeikxj  heikxm. (3.14)Observação 3.2.2. Em partiular, para m  0, δ̂0pkq  heikx0  h.









kN{2 eikpxxmq   12 N{2¸kN{2 1 eikpxxmq.Fazendo as mudanças de variáveis dos somatórios j  k  N
2









j̧0 eipN2  jqpxxmq   eipN2  1 jqpxxmq h
2π












 eipN2   12 qpxxmq N1





















pxxmq 	 eiN2 pxxmq  eiN2 pxxmq	


























px xmq senN2 px xmq







px xmq .E, para x na malha txj P hZ; j  m pmod Nqu, omo o interpolador é umafunção analítia, basta usar a Regra de l'Hpital,
pδmpxmq  lim







xÑxm cosπh px xmq	 cos212px xmq
  1.Portanto, o interpolador da δm é a função hamada de sin 2π-periódiatransladada em xm e denotada por SNpx xmq:
pδmpxq  SNpx xmq  # senpπh pxxmqq2πh tanp 12 pxxmqq , se x RM
1, se x PM , (3.15)onde M  txj P hZ; j  m pmod Nqu.Passo 3. Calular, para x R txj P hZ; j  m pmod Nqu, a derivada dointerpolador:
p1δmpxq  2πh cos πhpx xmq tan xxm2  sen πhpx xmq sec2 xxm24π
h
tan2 xxm





px xmq  sen  πhpx xmq4πh sen2  12px xmq .E, para x P txj P hZ; j  m pmod Nqu, basta observar que pδ0 é uma funçãopar, então sua derivada p1
δ0
deve ser uma função ímpar, portanto p1
δ0
p0q  0.Da periodiidade, p1δ0 zera em todos os múltiplos inteiros de 2π. Como p1δm éapenas a translação em xm de p1δ0 , segue que
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p1δmpxq  S 1N px xmq  # cospπh pxxmqq2 tanp 12 pxxmqq  senpπh pxxmqq4πh sen2p12 pxxmqq , x R M
0, x P M ,(3.16)onde M  txj P hZ; j  m pmod Nqu.Passo 4. Pela equação (3.16), avaliando nos pontos xj ,
wj  p1δmpxjq  # 12p1qjm cot pjmqh2 	 , se j  m pmod Nq
0, se j  m pmod Nq. (3.17)3.2.2 Interpolador em ℓ2
NA apliação do tereiro método espetral para uma função v P ℓ2N qualquera failitada pelos resultados obtidos para as funções delta de Kronekerperiódias. É o que será desrito a seguir, passo a passo.Passo 1. Apliar a Transformada de Fourier Disreta (2.8), lembrandoque δ̂mpkq  heikxm,
v̂pkq  h Ņ




kN{21 Ņm1 vmδ̂mpkq eikx Ņ
m1 vm 12π N{2¸kN{21δ̂mpkqeikx Ņm1 vmpδmpxq.Em resumo,
pvpxq  Ņ
m1 vmpδmpxq  Ņm1 vmSN px xmq. (3.19)
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O 47Passo 3. Calular a derivada do interpolador:
p1vpxq  ddx  Ņ
m1 vmpδmpxq  Ņm1 vmp1δmpxq  Ņm1 vmS 1N px xmq. (3.20)Passo 4. Avaliar em xj P hZ,
wj  p1vpxjq  Ņ
m1
mjpmodNqvm 12p1qjm cotpj mqh2 










    cot h

















ÆÆÆÆÆÆÆÆÆÆÆÆÆ, (3.22)estendendo w a hZ pela periodiidade. Além de ser Toeplitz, omo a matrizdo primeiro método, esta matriz é irulante.3.2.3 Quarto método espetral - Forma alternativaComo na seção anterior, há uma forma alternativa para o tereiro métodode derivação espetral baseado na propriedade da Transformada de Fourier dafunção derivada, pu1pkq  ikpupkq (teorema 2.1.12, item 1 ), que é apresentadoa seguir:
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tralDada uma função u : RÑ C, 2π-periódia, uja disretização é v P ℓ2N :Passo 1. Calular a Transformada de Fourier Disreta v̂ por (2.8).Passo 2. Denir ŵvpkq  " ikv̂pkq, se k  N{2 pmod Nq
0, se k  N{2 pmod Nq.Passo 3. Calular wv a partir de ŵv por (2.9).No passo 2, quando multipliado por ik, a função perde a periodiidadenos extremos do intervalo onsiderado, por isso é neessário zerar os extremospara equilibrar o valor da função nestas frequênias.A seguir, o quarto método espetral é apliado às funções δm:Passo 1. Já alulado em (3.14):
δ̂mpkq  heikxm .Passo 2. Denir
ŵδmpkq  # ikδ̂mpkq  ikheikxm , se k  N{2 pmod Nq








 1 ikδ̂mpkqeikxj  ih2π N2 1¸kN
2
 1 keikhpjmq.No aso em que j  m pmod Nq, existe c P Z tal que jm  cN  c2π
h








 1 k  0, se j  m pmod Nq. (3.23)

















ļ1 l  eihpjmql   N2 1ķ1 k  eihpjmqk . (3.24)Apliando a fórmula
ņ










ķ0 k  eihpjmqk eihpjmq 1 N2  eiπpjmqe	ihpjmq   N2  1 eiπpjmqp1 eihpjmqq2 eihpjmq 1 N2 p1qpjmqe	ihpjmq    N2  1 p1qpjmqp1 eihpjmqq2 eihpjmq  N2 p1qpjmq    N2  1 p1qpjmqeihpjmqp1 eihpjmqq2 .
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wδmpxjq  i
N




  1 eihpjmq2  eihpjmq  N2 p1qpjmq    N2  1 p1qpjmqeihpjmqp1 eihpjmqq2 p1 eihpjmqq2  1 eihpjmq2  eihpjmq  N2 p1qpjmq    N2  1 p1qpjmqeihpjmqp1 eihpjmqq2 p1 eihpjmqq2  .(3.25)Calulando o produto nos numeradores: 
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O 51  eihpjmq   e	ihpjmq  N  2
2

 p1qpjmq  eihpjmq   e	ihpjmqN
2




 2 cosphpj mqq   pN  2qp1qpjmq cosphpj mqqN
2




 .Nota-se que apenas a última linha aima tem o sinal 	, portanto, ao substi-tuir em (3.25), é a únia que não se anela:
wδmpxjq  i
N
  Np1qpjmqeihpjmq  N
2
p1qpjmqe2ihpjmqpp1 eihpjmqq p1 eihpjmqqq2   Np1qpjmqeihpjmq  N2 p1qpjmqe2ihpjmqpp1 eihpjmqq p1 eihpjmqqq2  i
N

Np1qpjmq  eihpjmq   eihpjmqp1 eihpjmq  eihpjmq   1q2  N2 p1qpjmq  e2ihpjmq  e2ihpjmqp1 eihpjmq  eihpjmq   1q2  ip1qpjmq 2i senphpj mqq   i senp2hpj mqqp2 2 cosphpj mqqq2  p1qpjmq 2 senphpj mqq  2 senphpj mqq cosphpj mqq
4 p1 cosphpj mqqq2  1
2
p1qpjmq senphpj mqq p1 cosphpj mqqqp1 cosphpj mqqq2 1
2
p1qpjmq senphpj mqq
1 cosphpj mqq 1
2
p1qpjmq 2 senhpjmq2 	 coshpjmq2 	
1 cos2 hpjmq
2
	   sen2 hpjmq
2
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2


















, se j  m pmod Nq.Que é o mesmo resultado obtido em (3.17).Agora, usando os resultados obtidos para as funções δm, pode-se apliaro quarto método espetral para uma função v P ℓ2N qualquer.Passo 1. Já alulado em (3.18):
v̂pkq  Ņ
m1 vmδ̂mpkq.Passo 2. Denir
ŵvpkq  $'&'% Ņm1 vmikδ̂mpkq, se k  N{2 pmod Nq








 1 ŵvpkqeikxj  12π N2 1¸kN
2
 1 Ņm1 vmikδ̂mpkq eikxj Ņ
m1 vm 12π N2 1¸kN
2
 1 ikδ̂mpkqeikxj  Ņm1 vmwδmpxjq.
CAPÍTULO 3. MÉTODOS ESPECTRAIS DE DERIVAÇO 53Portanto,
wvpxjq  Ņ
m1
mjpmodNqvm 12p1qjm cotpj mqh2 
. (3.26)Apesar dos aminhos do tereiro e quarto métodos serem diferentes, oresultado obtido em (3.21) é o mesmo que em (3.26). Neste sentido, os doismétodos são equivalentes.Tanto na seção anterior omo nesta, os aminhos distintos dos métodosespetrais, derivando no domínio físio ou no domínio das frequênias, nateoria são equivalentes. Mas, na prátia, ainda am as dúvidas: será que naimplementação tem alguma diferença? A onvergênia é a mesma? E sobrea preisão espetral do tereiro e quarto métodos, é omparável om os doisprimeiros? Este assunto será abordado parialmente no próximo apítulo.

Capítulo 4Testes em MATLAB
Apresentados os quatro métodos espetrais de derivação no apítulo 3,agora é o momento de testá-los e ompará-los omputaionalmente. As fun-ções esolhidas para os experimentos são aquelas utilizadas no apítulo 3para ilustrar os métodos espetrais: função gaussiana, as funções sin e assin periódias. Todos os ódigos de MATLAB utilizados neste apítulo estãolistados no apêndie B.É bom destaar que as omparações deste apítulo são baseadas nos pon-tos de uma malha, apesar do primeiro e do tereiro métodos passarem porum interpolador.4.1 Estudo da Gaussiana e Testes de PreisãoA apliação do método espetral à função gaussiana foi ilustrada na gura3.1. Os ódigos destas guras estão no apêndie A. Os objetivos desta seçãosão aprofundar o estudo da função gaussiana, eslareer os detalhes sobre agura 3.1 e fazer alguns testes de onvergênia das Transformadas de FourierSemidisreta e Disreta e dos métodos espetrais om a função gaussiana.A primeira linha da gura 3.1 é omposta respetivamente pelas gaus-sianas upxq  ex2 e pupkq  ?πe k24 (pupkq foi alulada no exemplo 2.1.9).Na segunda linha tem-se a disretização da gaussiana, vj  ex2j , e a suaTransformada de Fourier Semidisreta, ujo gráo está repetido de formaampliada na gura 4.1.Este gráo não é o trunamento de uma função gaussiana, omo pode55
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Figura 4.1: Ampliação do gráo da linha 2 e oluna 2 da gura 3.1.pareer à primeira vista. Isso pode ser observado pela fórmula de aliasing:N
vpkq 
j̧PZ puk   2πh j
  j̧PZ?π e 14 pk 2πj{hq2  ?π e k24 j̧PZ eπ2h2 j2πkh j,N
vpkq  pupkq
j̧PZ eπ2h2 j2πkh j. (4.1)Como pu é uma gaussiana, quando multipliada pelo somatório, a levementeperturbada. O somatório em (4.1) é uma função theta de Jaobi, que édenida, na página 272 de [15℄, por
Θ pz, λq 
j̧PZ eπλj2 2ijz,para z  kπi
2h
e λ  π
h2
¡ 0, om h ¡ 0 xo. Ou seja,N







.Por outro lado, pode-se usar a própria denição da Transformada de
CAPÍTULO 4. TESTES EM MATLAB 57Fourier Semidisreta (2.4) para omparar om a função theta de Jaobi. Defato, de N
vpkq  h
j̧PZ vjeikxj  h j̧PZ ex2j eikxj  h j̧PZ eh2j2ijkh, (4.2)segue que, para z  kh
2
e λ  h2
π
¡ 0, om h ¡ 0 xo,N







.Portanto, a Transformada de Fourier Semidisreta da gaussiana é uma funçãotheta de Jaobi e vale a hamada identidade de Jaobi ([15℄, p. 272):N













.Estas duas maneiras de esrever a função Nv, via fórmula de alising e viadenição, deixam a pergunta: qual onverge mais rapidamente?Para tentar responder esta questão e esolher uma das fórmulas paraimplementação, são omparados os termos dos somatórios das equações (4.1)e (4.2), denotados por
aj  eπ2h2 j2πkh j (4.3)e
bj  eh2j2ijkh. (4.4)Os deaimentos relativos entre dois termos onseutivos são
aj 1
aj
 eπkh eπ2h2 p2j 1q, se j ¡ 0, e aj
aj 1  eπkh eπ2h2 p2j 1q, se j   0, (4.5)e bj 1bj   eh2p2j 1q, se j ¡ 0, e  bjbj 1   eh2p2j 1q, se j   0. (4.6)A gura 4.2 é uma omparação, para h xado, entre as expressões aima.O valor de k esolhido para avaliar (4.5) (j ¡ 0) foi o valor de máximo de
aj 1
aj
, a saber: k  π
h
.Veria-se que a fórmula de aliasing onverge muito mais rapidamente.Por exemplo, o valor do primeiro quoiente foi a2
a1
 0.31413990845193e190.Há ainda mais uma vantagem da fórmula de aliasing. Até agora as ompa-rações foram feitas om h xo. Mas, por outro lado, quando hÑ 0, xando
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Figura 4.2: Aproximação da função theta de Jaobi. Em azul (*) via fórmulade aliasing, quoiente (4.5), e em vermelho (o) via denição, quoiente (4.6).


















Figura 4.3: Convergênia de Nv para pu, quando hÑ 0, via fórmula de aliasing.




. A primeira oluna é o interpo-lador de u, que foi programado om base na fórmula (3.9), om trunamentosimétrio do somatório.Os próximos experimentos desta seção são om domínio trunado no in-tervalo rπ, πs.A gura 4.4 ompara os erros, quando h Ñ 0 (N Ñ  8), nos pontosda malha, dos interpoladores denidos pelo primeiro e pelo tereiro métodosespetrais, para a função gaussiana upxq  ex2 . O primeiro método foiimplementado pela fórmula (3.9), om trunamento simétrio do somatório,e o tereiro método foi implementado utilizando os omandos t e it doMATLAB.Na teoria, a fórmula (3.9) oinide om a função na malha, omo mostradona observação 3.1.6. Porém, há erros de arredondamento na ompilação. Agura 4.4 mostra que, para valores pequenos de N  2π
h








pxj  xmqda fórmula (3.9), os erros de arredondamento se aumulam e a aproximaçãovia FFT passa a ser melhor, apesar de também perder um pouo de preisãoa partir de aproximadamente N  60.Observação 4.1.1. Métodos espetrais geralmente têm bons resultados om
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Figura 4.4: Erros dos métodos ao aproximar a função gaussiana. Em azul(*) o primeiro método e em vermelho (o) o tereiro método via FFT.
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Figura 4.5: Erros dos métodos ao aproximar a função gaussiana. Em azul(*) o primeiro método e em vermelho (o) o tereiro método via (3.19).valores pequenos de N . ♦Ainda sobre o interpolador, a gura 4.5 faz uma omparação entre aonvergênia, om h tendendo a zero, do interpolador gerado pelo primeirométodo, novamente trunando a fórmula (3.9), om o interpolador geradopelo tereiro método, mas agora pela fórmula (3.19) ao invés de usar o o-mando t. Como a fórmula do interpolador do primeiro método preisa sertrunada, os dois asos usam os mesmos dados para o álulo. Porém, háuma diferença entre as duas fórmulas: uma om a sin e a outra om a sinperiódia. Veria-se que o interpolador periódio não tem a mesma prei-são: omo visto na gura 4.4, o erro do interpolador gerado pelo primeirométodo é da ordem de 1016 ou 1015, enquanto que o erro do interpoladorgerado pelo tereiro método é da ordem de 105 ou 104.Finalmente, a última linha da gura 3.1 é omposta, na primeira oluna,pela derivada do interpolador, implementada om base na fórmula (3.11).E na segunda oluna, pela derivação no domínio das frequênias, omo es-tabelee o passo 2 do segundo método espetral, onde o gráo é da parteimaginária da função.Na teoria, estes dois aminhos de se fazer a derivação espetral são equi-valentes, tanto no ontexto semidisreto omo no disreto (demonstrado noapítulo anterior). Mas, na prátia, existe alguma diferença na onvergêniados métodos, quando h tende a zero?Para tentar responder, foi implementado o primeiro método om base na
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Figura 4.6: Erros dos métodos ao aproximar a derivada da gaussiana. Emazul (*) o primeiro método e em vermelho (o) o quarto método.
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Figura 4.7: Erros dos métodos ao aproximar a derivada da gaussiana. Emazul (*) o tereiro método e em vermelho (o) o quarto método.fórmula (3.11) e o quarto método om os omandos t e it. Cada resultadofoi omparado om a derivada exata da gaussiana, u1pxq  2xex2 , o queoriginou a gura 4.6.Fiou laro que, para valores grandes de N  2π
h
(N par), o primeirométodo perde eiênia por ausa do aúmulo de erros de arredondamentoe trunamento; o erro aumenta de forma linear. Porém, tendo em vistaa observação 4.1.1, a mais difíil deidir qual é o melhor método. Para
4 ¤ N ¤ 10, o quarto método foi melhor, mas para 12 ¤ N ¤ 46 o primeirométodo foi melhor, quando permanee aproximadamente onstante.Ainda resta uma pergunta: será que a implementação da fórmula (3.21),enontrada na teoria pelo tereiro e quarto métodos, teria uma onvergêniadistinda da obtida via FFT? A gura 4.7 faz esta omparação. Vê-se que,para a função gaussiana, não houve diferença signiativa.
CAPÍTULO 4. TESTES EM MATLAB 64Observação 4.1.2. A ordem de preisão de 104 ainda não é a esperada paramétodos espetrais de derivação. Para funções periódias om erta ordemde difereniabilidade, estes métodos podem atingir failmente preisão entre
1010 e 1016. Mais adiante serão vistas ténias para melhorar um pouoestes resultados.
♦4.2 Estudo da Sin e Sin PeriódiaAs guras 3.2 e 3.3 ilustram a apliação dos métodos espetrais de deriva-ção às funções delta e delta periódia, ujos interpoladores são as funções sine sin periódia, respetivamente. Os ódigos destas guras estão no apên-die A. Os objetivos desta seção são aprofundar o estudo das funções sin esin periódias e fazer alguns testes de onvergênia dos métodos espetraisom estas funções.Nesta seção, tanto as funções 2π-periódias omo as não periódias sãorestritas ao intervalo rπ, πs (em alguns asos, o extremo esquerdo π édesonsiderado). As funções não periódias são simplesmente trunadas nesteintervalo.Qual é a diferença entre a sin e a sin periódia no intervalo rπ, πs?Para responder esta pergunta, foi feita a gura 4.8. Lembrando que, para
h ¡ 0 xo, a função sin (equação (3.4) om m  0) onsiderada agora é
Shpxq  # senpπhxqπhx , se x P rπ, πs  t0u
1, se x  0, (4.7)e, para N  2π
h
par, a sin periódia (equação (3.15) omm  0) onsideradaagora é
SN pxq  # senpπhxq2πh tanpx2 q , se x P rπ, πs  t0u
1, se x  0. (4.8)A segunda oluna da gura 4.8 sugere outra pergunta: as diferenças pon-tuais entre as funções sin e sin periódias onvergem a zero quando hÑ 0?A resposta é armativa. De fato, para x  0 a diferença é zero para qualquer
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Figura 4.8: Coluna 1: Sh em azul e SN em vermelho, para h  0.7, h  0.4e h  0.1. Coluna 2: diferença pontual das funções da oluna 1.


























Figura 4.9: Diferença máxima absoluta entre Sh e SN .
h ¡ 0 e, para x  0,
lim
hÑ0  |Shpxq  SNpxq|  limhÑ0  hπ sen  πhxx  sen  πhx2 tan  x
2
  0,pois o limite é do produto de uma função que tende a zero por uma funçãolimitada em h. A taxa de onvergênia é atestada pela gura 4.9 (em esalalogarítmia).Pode-se reinterpretar esta onvergênia da seguinte maneira. Seja Shuma função sin, om h  2π
N
e N par, denida no intervalo rπ, πs. Adisretização de Sh na malha hZX pπ, πs é
Shpxjq  δ0pxjq  " 1, se j  00, se j  0,para N{2 1 ¤ j ¤ N{2. Como visto na seção 3.2.1, o interpolador denidopelo tereiro método espetral para a função delta δ0 é a função sin periódia
SN em rπ, πs (vide (3.15)). Portanto, quando a largura da malha uniformeé a mesma que o índie h da denição da sin, a função sin periódia SNinterpola a função sin Sh om a preisão mostrada na gura 4.9 (em esala
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Figura 4.10: Erros da aproximação de Sh via fórmula (3.9) em azul (*) e viaFFT em vermelho (o).logarítmia).Por outro lado, mantendo h  2π
N
xado, a função sin Sh disretizadapor uma nova malha h2ZX pπ, πs, onde h2   h (h2  2πN2 om N2 par), nãoassume apenas os valores 1 e 0's omo antes (não é a função δ0 na malha
h2Z X pπ, πs). Portanto, não pode-se usar os resultados da seção 3.2.1. Oque pode ser testado neste aso é o erro, om relação à própria função sin
Sh, gerado pela apliação dos omandos t e em seguida it nos valores de Shna nova malha. O mesmo pode ser feito através do trunamento da fórmula(3.9). A gura 4.10 mostra estes erros para vários valores de h  2π
N
, sempreom o renamento h2  h10 . Tem-se uma exelente aproximação de Sh omo omando t, os erros estão todos na ordem de 1016, bem menores que osresultados obtidos na gura 4.9. A aproximação pela fórmula (3.9) tambémfoi boa, mas ela perde preisão à medida que os erros de arredondamento seaumulam.Passando para a derivada da sin, pode-se tentar aproximar S 1h apliandoo quarto método espetral à função Sh om o omando t, resultando numafunção que será denotada por wSh. O mesmo pode ser feito apliando oprimeiro método om o trunamento da fórmula 3.11. Estes testes foram
CAPÍTULO 4. TESTES EM MATLAB 68feitos para N par de 2 até 100, ou seja, para vários valores de h  2π
N
, eom renamento da malha h2  h10 . O erro absoluto máximo foi aluladoomparando om a expressão exata:
S 1hpxq  # cospπhxqShpxqx , se x P rπ, πs  t0u
0, se x  0, (4.9)(vide equação (3.6)). Os resultados foram aproximadamente onstantes.Para o quarto método eles osilaram entre
0.31830988618378 e 0.31830988618380, (4.10)e para o primeiro método eles osilaram entre
0.14719466985774 e 0.15891422822430. (4.11)O primeiro método foi um pouo melhor, mas a verdade é que os doisestão ruins. Na disussão que segue, as atenções estarão onentradas noquarto método espetral. Na tentativa de entender por que o erro máximo égrande e não diminui quando h diminui, foi usado o mesmo programa paraplotar os gráos das funções S 1h e wSh, om h  0.45 xado e a malhadenida por h2  π150 , na gura 4.11. A diferença entre estas duas funçõesfoi plotada na tereira linha da gura 4.12.As duas primeiras linhas da gura 4.12 são as diferenças entre S 1h e wShom h  0.45, mas om a malha denida por h2  π12 e h2  π50 , respetiva-mente. Vê-se que wSh está aproximando a função S 1h, mas há um problemanos extremos do intervalo. Este problema oorreu porque, ao fazer o truna-mento desta função sin em rπ, πs, o que será aproximado pela função wShé sua extensão periódia, que não é difereniável nas extremidades do inter-valo. Neste aso, o valor da derivada S 1h é positivo por um lado e negativopelo outro, e om o mesmo módulo. Isto faz om que o valor de wSh nosextremos do intervalo seja zero, ou seja, é a média dos valores limxÑπ S 1hpxqe limxÑπ  S 1hpxq (vide [16℄, p. 60).Este omportamento osilatório perto das desontinuidades do tipo saltonito, que não se atenua om o aumento dos pontos da malha, é onheidoomo fenmeno de Gibbs, vide [5℄.Aqui o fenmeno de Gibbs será atenuado de uma maneira muito simples:esolhendo uma função sin uja derivada se anule em π (e onsequente-mente em π). Em outras palavras, é preiso enontrar valores de h taisque S 1hpπq  0. Alguns deles foram aproximados omputaionalmente e, emseguida, foi apliado o quarto método espetral via FFT na função sin Sh
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Figura 4.11: Em vermelho a função wSh e em azul a S 1h, om h  0.45 e ointervalo disretizado por h2  π150 . A segunda linha é um zoom da primeiraperto da extremidade direita.
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Figura 4.12: Diferença entre S 1h e wSh, om h  0.45 e o intervalo disretizadopor h2  π12 , h2  π50 e h2  π150 , respetivamente.
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orrespondende om o mesmo programa usado para gerar a gura 4.11, omintervalo disretizado por h2  π500 . O primeiro método também foi testadoom os mesmos parâmetros. Os resultados estão listados na tabela 4.1.




0.063469 1.114126802640757e 004 0.71279236042760
0.064777 6.712554729239325e 004 0.72747896151605
0.110245 1.924151363734719e 005 1.23471112323020
0.216766 3.824993824946879e 006 2.42489945826996
0.331065 2.637506830557610e 005 3.70163349601814
0.419635 1.436272132234527e 005 4.69006867038431
0.701654 1.437808134515581e 006 7.82891732400801
0.905126 5.754427156836120e 007 10.08226333004208
1.277577 4.017047127765488e 007 14.17235800966962Tabela 4.1: Apliação do quarto e primeiro métodos espetrais.Pelo primeiro método os resultados foram péssimos. Como já onstatadopara a gaussiana, este método não é bom para malha om muitos pontos.Por outro lado, no aso do quarto método, o erro diminuiu bastante omrelação aos valores em (4.10). No entando, os erros obtidos para os primeirosvalores de h não foram muito bons. Isto aonteeu porque a função S 1hpπq(omo função de h) osila muito nos pontos próximos de zero (vide gura4.13), então um pequeno arredondamento pode ausar uma grande diferençano resultado. Por exemplo, ao inserir mais dígitos no primeiro valor de hda tabela 4.1, o resultado ganha preisão, onforme mostrado na tabela 4.2,enquanto que o primeiro método não teve uma melhora signiativa.
h Erro via FFT Erro primeiro método
0.01582670394002 3.667110052740785e 005 0.19036819547989Tabela 4.2: Apliação do quarto e primeiro métodos espetrais.Apesar desta estratégia para atenuar o fenmeno de Gibbs ter funionadode forma satisfatória, o esopo de funções onde ela se aplia é bastante res-trito. Para as funções em que o fenmeno de Gibbs se manifesta, pode-setentar ignorar alguns pontos próximos dos extremos do intervalo a m de
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s, a ordemde preisão ainda é a mesma que exluindo os quatro pontos dos extremos.
♦
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Figura 4.14: Primeiro e quarto métodos apliados a Sh, para h  0.45 e malha
h2  2πN . Respetivamente, azul (*) e vermelho (o) om todos os pontos de
h2Z X pπ, πs; amarelo () e rosa (+) om os pontos em rπ   h2, π  h2s;verde () e preto (x) om os pontos em rπ   4h2, π  4h2s.













Figura 4.15: Aproximação da derivada da gaussiana. Em azul (*) e emvermelho (o) são os mesmos dados da gura 4.6. Em rosa (+) os resultadosvia FFT em rπ   h2, π  h2s. Em preto (x) via FFT e em verde () viaprimeiro método onsiderando o erro em rπ   4h2, π  4h2s.
CAPÍTULO 4. TESTES EM MATLAB 74As omparações feitas entre as funções sin e as sin periódias podemser feitas para suas derivadas. Qual é a diferença entre S 1h e S 1N no intervalorπ, πs? A gura 4.16 foi feita para responder esta pergunta. Lembrandoque a derivada da sin periódia SN é, pela equação (3.16),
S 1Npxq  # cospπhxq2 tanpx2 q  senpπhxq4πh sen2px2 q , se x P pπ, πq  t0u
0, se x  π, 0, π. (4.12)Como omentado anteriormente, quando é feita a disretização de Sh namalha hZXpπ, πs, seu interpolador denido pelo tereiro método espetralé SN . Neste aso, ao apliar o tereiro método espetral à Sh, a função obtidano passo 3 é preisamente a derivada da sin periódia S 1N .Será que S 1N tende para S 1h, quando hÑ 0, assim omo SN tende para Sh?Para tentar responder, foi alulada a diferença máxima absoluta entre S 1h e
S 1N no intervalo rπ, πs através das fórmulas (4.9) e (4.12), respetivamente,para N par de 2 até 100, ou seja, para vários valores de h  2π
N
, e omrenamento da malha h2  h10 . Os valores retornados foram todos o mesmo:
0.31830988618379. (4.13)Este valor já apareeu nos resultados quando foi veriado o fenmeno deGibbs em (4.10). Mas o resultado não é onstante para todo h, então porque o valor na expressão (4.13) insiste em apareer? A resposta é que nestesprogramas foi usada a relação h  2π
N
om N par. Neste aso, o erro máximoé atingido em π, então tem-se|S 1hpπq  S 1Npπq|   π2h cos π2h  sen π2hπ3
h
 0  1π  πN2 cos πN2  sen πN2πN
2
 p1qN2π   1π  0.31830988618379.Isto mostra que S 1Npxq não onverge para S 1hpxq, quando hÑ 0, omo era dese esperar pelo omportamento da segunda oluna da gura 4.16.Mas será que para os valores de h utilizados para atenuar o fenmeno deGibbs a aproximação de S 1h por S 1N tem uma melhora signiativa? Isto foitestado om o mesmo programa que gerou o resultado (4.13) om intervalodisretizado por h2  π500 e os resultados estão listados na tabela 4.3.
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Figura 4.16: Coluna 1: S 1h em azul e S 1N em vermelho, para h  0.7, h  0.4e h  0.1. Coluna 2: diferença pontual das funções da oluna 1.













1.277577 0.25983795821002Tabela 4.3: Diferença máxima absoluta entre S 1h e S 1N .Desta vez não houve melhora nos resultados ao inserir mais dígitos naaproximação das raízes de S 1hpπq em h. Por exemplo, a tabela 4.4 mostra oresultado desta tentativa para o primeiro valor de h da tabela 4.3.
h Erro Aproximado
0.01582670394002 0.30230718676329Tabela 4.4: Diferença máxima absoluta entre S 1h e S 1N .Vê-se que a resposta à pergunta é negativa. Portanto, para aproximar aderivada da função sin Sh pelos métodos espetrais apresentados, é melhordisretizá-la om h2   h.Para nalizar, resta omparar os resultados obtidos até agora om a apli-ação do quarto método espetral a uma função periódia, pois a gaussiana ea sin não são periódias na reta. Espera-se que os resultados sejam melho-res, uma vez que o tereiro e o quarto métodos espetrais foram estabeleidossupondo justamente a periodiidade.A gura 4.17 mostra este resultado para as funções sin periódias SN ,em omparação às funções exatas S 1N , para vários valores de N  2πh omrenamento h2  0.125h. Como era esperado, a aproximação foi muitomelhor do que das funções não periódias: erros na ordem de 1014 e 1016,sendo que o melhor resultado obtido anteriormente foi da ordem de 107.
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Figura 4.17: Quarto método espetral apliado às sin periódias SN .4.3 Outras tentativas de atenuar o fenmenode GibbsFoi levantada a hipótese de utilizar a ténia onheida por zero-paddingpara tentar atenuar o fenmeno de Gibbs. O zero-padding é uma ténia deinterpolação que onsiste em aresentar zeros no domínio das frequênias(vide [19℄). Isto pode ser feito no quarto método via FFT, aresentandofrequênias mais altas zeradas antes de voltar para o domínio físio via IFFT(transformada rápida de Fourier inversa). Isto não é possível nos métodos quederivam no domínio físio, por isso serão apresentados apenas experimentosnumérios om o quarto método.A gura 4.18 mostra o erro máximo absoluto para a função gaussianaom a utilização desta ténia. Vê-se que o resultado foi o mesmo obtidoanteriormente sem zero-padding (gura 4.7). Na verdade, esta ténia fazuma interpolação sem interferir nos resultados dos pontos da malha original,portanto ela não atenua o fenmeno de Gibbs.Outra tentativa de atenuar o fenmeno de Gibbs foi utilizar mais dados,além do intervalo rπ, πs. O interesse ontinua sendo aproximar a derivada
CAPÍTULO 4. TESTES EM MATLAB 78












Figura 4.18: Quarto método om zero-padding apliado à gaussiana.da função em rπ, πs, porém, agora serão utilizados os valores da funçãooriginal nos intervalos p2π, 2πs, p3π, 3πs, e assim por diante.A gura 4.19 mostra os erros máximos absolutos em rπ, πs para o pri-meiro e o quarto métodos, utilizando os dados de p2π, 2πs da função gaus-siana. Vê-se que os resultados foram muito melhores do que os obtidos utili-zando dados apenas no intervalo pπ, πs (gura 4.6), passando da ordem depreisão de 104 para 1015.Neste aso não houve diferença signiativa ao utilizar mais dados da fun-ção gaussiana, a ordem de preisão 1015 permanee para intervalos maiores.Esta ténia foi testada também para a derivada das funções sin Sh, para
h  2π
N
, om N par variando de 14 até 100, e renamento da malha h2  h10 .A gura 4.20 mostra os erros máximos absolutos em rπ, πs para o primeiroe o quarto métodos, utilizando os dados das sin em p2π, 2πs. Houve umamelhora da ordem de preisão de 101 para 104 (ou até 105 em algunsasos para o primeiro método).Repetindo o experimento onsiderando os dados no intervalo p5π, 5πs,gerou-se a gura 4.21. Agora a ordem de preisão foi de 105 e 106.Pode-se onsiderar intervalos ainda maiores, mas o usto omputaionalrese onsideravelmente e o ganho de preisão é ada vez menor. Por exem-plo, para as mesmas funções sin, para se hegar a uma preisão da ordemde 108 om o quarto método via FFT (o primeiro método se tornou muitolento om tantos dados) foi neessário onsiderar o intervalo p40π, 40πs.
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Figura 4.19: Erros em rπ, πs ao aproximar a derivada da gaussiana usandoseus valores em p2π, 2πs. Em azul (*) o primeiro método e em vermelho(o) o quarto método.
















Figura 4.20: Erros em rπ, πs ao aproximar S 1h usando os valores dep2π, 2πs. Primeiro método em azul (*) e o quarto em vermelho (o).
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Figura 4.21: Erros em rπ, πs ao aproximar S 1h usando os valores dep5π, 5πs. Primeiro método em azul (*) e o quarto em vermelho (o).A limitação desta ténia é que nem sempre esses dados extras são onhe-idos, mas ela mostrou-se bastante eaz. Ao utilizar mais dados da função,digamos no intervalo p2π, 2πs, a extensão periódia da função se torna deperíodo 4π, portanto as maiores osilações do fenmeno de Gibbs não estãono intervalo rπ, πs. Além disso, a desontinuidade das derivadas das funçõesestudadas se torna menor, uma vez que elas se aproximam de zero quando|x| Ñ 8.
Capítulo 5Conlusão
O livro Spetral Methods in MATLAB, de Lloyd Trefethen [12℄, prinipalreferênia deste trabalho, apresenta os mesmos métodos espetrais de deriva-ção trabalhados aqui. Os difereniais propostos são: a organização da teoriapara fundamentar os métodos espetrais de derivação no apítulo 2; a formade apresentação dos métodos e o detalhamento dos álulos, om espeialdestaque à demonstração das equivalênias entre os métodos, no apítulo 3;os experimentos om funções não periódias no apítulo 4.A página 36 de [12℄ mostra o resultado do tereiro método espetral, atra-vés da multipliação pela matriz (3.22), para quatro funções, uma para adaitem do teorema 3.1.8. Este teorema está no ontexto do primeiro métodoespetral (para funções não periódias) enquanto que as funções propostassão periódias, ou seja, o teorema não se aplia a elas. Apesar disso, omo oprimeiro método não pode ser implementado sem trunamento (utiliza umaquantidade innita de dados), o autor usa estes resultados para omparara preisão do tereiro método espetral om a preisão prevista para o pri-meiro método no teorema 3.1.8. Porém, este é o aso mais simples, sãofunções 2π-periódias e de lasse C1 (na verdade, mais suaves do que isso),então não manifestam o fenmeno de Gibbs. Em resumo, são funções emque as limitações dos métodos não apareem.Neste trabalho, pelo ontrário, os testes foram realizados para funçõesnão periódias, a gaussiana e a sin, trunadas no intervalo rπ, πs. Mesmoassim, os resultados mostram que é melhor usar o tereiro ou quarto méto-dos, propostos para funções periódias, do que trunar os somatórios obtidospelos primeiro e segundo métodos, propostos para funções não periódias.Apenas quando o fenmeno de Gibbs se manifestou om maior intensidadeem algumas funções sin, o resultado foi melhor para o primeiro método.Porém, este método perde muito desempenho quando a malha é mais na,81
CAPÍTULO 5. CONCLUSO 82aumulando erros nos extremos do intervalo.O quarto método apliado à gaussiana, que tem deaimento rápido, teveordem de preisão de 104 (ou 105, quando ignorados alguns pontos próxi-mos aos extremos do intervalo). Para a sin, que tem deaimento mais lento,da ordem de |x|1 quando |x| Ñ 8, os resultados foram bem piores: na ordemde 101 (ou 102, quando ignorados alguns pontos próximos aos extremos dointervalo). O resultado foi melhorado apenas para algumas funções sin bemseleionadas: aquelas que estendidas periodiamente mantêm a difereniabi-lidade nos extremos do intervalo rπ, πs. Neste aso, os resultados foram daordem de 105 a 107.Também foi apliado o quarto método às funções sin periódias, omresultados na ordem de 1014 a 1016.Foram onsideradas ainda duas tentativas de atenuar o fenmeno deGibbs: a primeira por zero padding, que não alterou os valores dos erros;e na segunda foi aumentado o domínio onde a função é amostrada, e o errofoi alulado restringindo depois ao intervalo rπ, πs. Esta última se mostroueaz, mas só pode ser feita quando a função em questão é onheida. Paraa gaussiana, onsiderando o domínio p2π, 2πs os erros foram da ordem de
1015. Para a sin, om domínio p2π, 2πs os erros foram da ordem de 104e om domínio p5π, 5πs os erros foram da ordem de 105 e 106.Os métodos espetrais de derivação são utilizados em geral na resoluçãonuméria de equações difereniais ordinárias e pariais. O presente trabalhoontribui om a formação de uma base no tema e fornee exemplos que ilus-tram situações ompliadas que ajudam a diagnostiar e resolver problemasou diuldades diante de possíveis resultados insatisfatórios na resolução deuma equação diferenial.
Apêndie ACódigos: Figuras do Capítulo 3
Figura 3.1, linha 1, oluna 1.x=-5:0.01:5; y=exp(-x.^2); plot(x,y,'b-','linewidth',2)%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Gaussiana no Domínio físio ontínuo')Figura 3.1, linha 1, oluna 2.h=0.5; k=-pi/h-1:0.01:pi/h+1; y=sqrt(pi)*exp(-0.25*k.^2);plot(k,y,'b-','linewidth',2)%Construção dos eixos:A=[min(k)-0.5 max(k)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Transformada da Gaussiana no Domínio ontínuo dasFrequênias')Figura 3.1, linha 2, oluna 1.h=0.5; x=-5:h:5; y=exp(-x.^2); plot(x,y,'b.','markersize',10)%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Gaussiana no Domínio físio semidisreta')Figura 3.1, linha 2, oluna 2. 83
APÊNDICE A. CÓDIGOS: FIGURAS DO CAPÍTULO 3 84h=0.5; k=-pi/h:0.01:pi/h; n=length(k); m=10;for p=1:ny=0;for j=-m:1:-1y=y+sqrt(pi)*(exp(-0.25*(k(p)+(2*pi*j)/h)^2)+exp(-0.25*(k(p)-(2*pi*j)/h)^2));endw(p)=y+sqrt(pi)*exp(-0.25*(k(p))^2);end, plot(k,w,'b-','linewidth',2);%Construção dos eixos:A=[min(k)-1.5 max(k)+1.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(w)-0.5 max(w)+0.5℄; hold on, plot(C, D,'k-')title('Gaussiana no Domínio limitado das Frequênias')Figura 3.1, linha 3, oluna 1.h=0.5; x=-5:h:5; n=length(x); s=0.01; xr=-5:s:5; m=length(xr);for l=1:maux=0;for j=1:nif x(j)==xr(l)Sj=exp(-(x(j))^2); aux=aux+Sj;elsevj=exp(-(x(j))^2);Sj=(sin((pi/h)*(xr(l)-x(j))))/((pi/h)*(xr(l)-x(j)));aux=aux+vj*Sj;endendp(l)=aux;end, plot(xr,p,'b-','linewidth',2)%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Interpolador da Gaussiana no Domínio físio')Figura 3.1, linha 3, oluna 2.h=0.5; k=-pi/h:0.01:pi/h; n=length(k); m=10;for p=1:ny=0;
APÊNDICE A. CÓDIGOS: FIGURAS DO CAPÍTULO 3 85for j=-m:1:-1y=y+sqrt(pi)*(exp(-0.25*(k(p)+(2*pi*j)/h)^2)+exp(-0.25*(k(p)-(2*pi*j)/h)^2));endw(p)=y+sqrt(pi)*exp(-0.25*(k(p))^2);end, plot(k,w,'b-','linewidth',2);%Extensão à esquerdax=-pi/h-1.5:0.01:-pi/h; y=zeros(1,length(x))*0.01;hold on, plot(x,y,'r-','linewidth',3);%Extensão à direitaz=pi/h:0.01:pi/h+1.5; u=zeros(1,length(z))*0.01;hold on, plot(z,u,'r-','linewidth',3);%Construção dos eixos:A=[min(k)-1.5 max(k)+1.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(w)-0.5 max(w)+0.5℄; hold on, plot(C, D,'k-')title('Interpolador da Gaussiana no Domínio das Frequênias')Figura 3.1, linha 4, oluna 1.h=0.5; x=-5:h:5; n=length(x); s=0.01; xr=-5:s:5; m=length(xr);for l=1:maux=0;for j=1:nif x(j)~=xr(l)vj=exp(-(x(j))^2);Sj=(os((pi/h)*(xr(l)-x(j)))-(sin((pi/h)*(xr(l)-x(j)))/((pi/h)*(xr(l)-x(j)))))/(xr(l)-x(j));aux=aux+vj*Sj;endendp(l)=aux;end, plot(xr,p,'b-','linewidth',2)%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Derivada do Interpolador da Gaussiana no Domíniofísio')Figura 3.1, linha 4, oluna 2.h=0.5; k=-pi/h:0.01:pi/h; n=length(k); m=10; l=1;
APÊNDICE A. CÓDIGOS: FIGURAS DO CAPÍTULO 3 86for p=1:ny=0;for j=-m:1:my=y+sqrt(pi)*exp(-0.25*(k(p)+(2*pi*j)/h)^2);endw(l)=k(p)*y; l=l+1;end, plot(k,w,'b-','linewidth',2);%Extensão à esquerdax=-pi/h-1.5:0.01:-pi/h; y=zeros(1,length(x))*0.01;hold on, plot(x,y,'r-','linewidth',3);%Extensão à direitaz=pi/h:0.01:pi/h+1.5; u=zeros(1,length(z))*0.01;hold on, plot(z,u,'r-','linewidth',3);%Construção dos eixos:A=[min(k)-1.5 max(k)+1.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(w)-0.5 max(w)+0.5℄; hold on, plot(C, D,'k-')title('Derivada do Interpolador da Gaussiana no Domínio dasFrequênias (parte imaginária)')Figura 3.2, linha 1, oluna 1.for x=-5:0.5:5if x~=0y=0; plot(x,y,'.','markersize',15)elsey=1; plot(x,y,'.','markersize',15)end%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')end, title('Delta no Domínio físio')Figura 3.2, linha 1, oluna 2.h=0.5; x=-pi/h:0.01:pi/h; y=ones(1,length(x))*h;plot(x, y,'linewidth',2)%Construção dos eixos:A=[min(x)-1.5 max(x)+1.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Delta no Domínio das frequênias')
APÊNDICE A. CÓDIGOS: FIGURAS DO CAPÍTULO 3 87Figura 3.2, linha 2, oluna 1.h=0.5; x=-5:0.01:5; n=length(x);for j=1:nif x(j)~=0y(j)=(sin(pi/h*x(j)))/(pi/h*x(j));elsey(j)=1;endend, plot(x,y,'b-','linewidth',2)%Construção dos eixosA=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Interpolador da Delta: Função Sin')Figura 3.2, linha 2, oluna 2.h=0.5; x=-pi/h:0.01:pi/h; y=ones(1,length(x))*h;plot(x,y,'b-','linewidth',2)%Extensão à esquerda:v=-pi/h-1.5:0.01:-pi/h; w=zeros(1,length(v))*0.01;hold on, plot(v,w,'r-','linewidth',3)%Extensão à direita:z=pi/h:0.01:pi/h+1.5; u=zeros(1,length(z))*0.01;hold on, plot(z,u,'r-','linewidth',3);%Construção dos eixos:A=[min(x)-1.5 max(x)+1.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Interpolador da Delta no domínio das frequênias')Figura 3.2, linha 3, oluna 1.h=0.5; x=-5:0.01:5; n=length(x);for l=1:nif x(l)==0p(l)=0;elsep(l)=(os(x(l)*(pi/h))-((sin(x(l)*(pi/h)))/(x(l)*(pi/h))))/x(l);endend, plot(x,p,'b-','linewidth',2)
APÊNDICE A. CÓDIGOS: FIGURAS DO CAPÍTULO 3 88%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Derivada da Sin')Figura 3.2, linha 3, oluna 2.h=0.5; x=-pi/h:0.01:pi/h; y=ones(1,length(x))*h; p=x.*y;plot(x,p,'b-','linewidth',2)%Extensão à esquerda:v=-pi/h-1.5:0.01:-pi/h; w=zeros(1,length(v))*0.01;hold on, plot(v,w,'r-','linewidth',3);%Extensão à direita:z=pi/h:0.01:pi/h+1.5; u=zeros(1,length(z))*0.01;hold on, plot(z,u,'r-','linewidth',3);A=[min(x)-1.5 max(x)+1.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Derivada do Interpolador da Delta no domínio dasfrequênias (parte imaginária)')Figura 3.3, linha 1, oluna 1.h=2*pi/14; x=h:h:2*pi; y=zeros(1,length(x)); y(length(x))=1;plot(x,y,'b.','markersize',15)%Construção dos eixos:A=[min(x)-1.0 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-0.5 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Delta Periódia no Domínio físio')Figura 3.3, linha 1, oluna 2.h=2*pi/14; x=-pi/h+1:pi/h; y=ones(1,length(x))*h;plot(x, y,'b.','markersize',15)%Construção dos eixos:A=[min(x)-5 max(x)+5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-1.0 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Delta Periódia no Domínio das frequênias')Figura 3.3, linha 2, oluna 1.
APÊNDICE A. CÓDIGOS: FIGURAS DO CAPÍTULO 3 89h=2*pi/14; x=0:0.01:2*pi; m=length(x); p(1)=1; p(m)=1;for l=2:m-1p(l)=(sin((pi/h)*x(l)))/((2*pi/h)*tan(x(l)/2));end, plot(x,p,'b-','linewidth',2)%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Interpolador da Delta Periódia: Sin Periódia')Figura 3.3, linha 2, oluna 2.h=2*pi/14; x=-pi/h:pi/h; y=ones(1,length(x))*h; y(1)=h/2;y(length(x))=h/2; plot(x, y,'.','markersize',15)%Construção dos eixos:A=[min(x)-5 max(x)+5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(y)-1.0 max(y)+0.5℄; hold on, plot(C, D,'k-')title('Interpolador da Delta Periódia no Domínio dasfrequênias')Figura 3.3, linha 3, oluna 1.h=2*pi/14; x=0:0.01:2*pi; m=length(x); p(1)=0; p(m)=0;for l=2:m-1p(l)=os(x(l)*pi/h)/(2*tan(x(l)/2))-sin(x(l)*pi/h)/(4*pi/h*sin(x(l)/2)^2);end, plot(x,p,'b-','linewidth',2)%Construção dos eixos:A=[min(x)-0.5 max(x)+0.5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Derivada da Sin Periódia')Figura 3.3, linha 3, oluna 2.h=2*pi/14; x=-pi/h:pi/h; n=length(x); y=ones(1,n)*h; p=x.*y;p(1)=0; p(n)=0; plot(x, p,'.','markersize',15)%Construção dos eixos:A=[min(x)-5 max(x)+5℄; B=[0 0℄; hold on, plot(A, B,'k-')C=[0 0℄; D=[min(p)-0.5 max(p)+0.5℄; hold on, plot(C, D,'k-')title('Derivada da Delta Periódia no Domínio das frequênias(parte imaginária)')

Apêndie BProgramas do Capítulo 4
Programa da gura 4.2.h=0.3;%Via aliasing:qa=exp(pi^2/h^2)*exp(-(2*[2:21℄+1)*pi^2/h^2)plot([1:20℄,qa,'b*'), hold on%Via definição:qb=exp(-(2*[2:21℄+1)*h^2);plot([1:20℄,qb,'ro')xlabel('j'), ylabel('quoiente')Programa da gura 4.3.for N=5:100; h=2*pi/N; k=-pi/h; y=0;for j=-20:1:-1y=y+sqrt(pi)*(exp(-0.25*(k+(2*pi*j)/h)^2)+exp(-0.25*(k-(2*pi*j)/h)^2));end, erro=abs(y);semilogy(N,erro,'b.','markersize',15), hold onend, grid on, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.4.for Nhalf=1:1:11; %Nhalf=10:1:30; Nhalf=30:1:50;h=pi/Nhalf; x=-Nhalf:1:Nhalf; x=h*x; n=length(x);%Interpolador pelo primeiro método espetral:for j=1:n 91
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 92aux=0;for m=1:nvm=exp(-(x(m))^2);if x(m)==x(j)aux=aux+vm;elseSm=(sin((pi/h)*(x(j)-x(m))))/((pi/h)*(x(j)-x(m)));aux=aux+vm*Sm;endendp(j)=aux;end%Função exata:u=exp(-x.^2);%Interpolador pela FFTfftu=fft(u); pu=ifft(fftu);erro1=max(abs(p-u));plot(2*Nhalf,erro1,'b*'), hold onerro2=max(abs(pu-u));plot(2*Nhalf,erro2,'ro'), hold onend, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.5.for Nhalf=1:1:50;h=pi/Nhalf; x=-Nhalf:1:Nhalf; x=h*x; n=length(x);for j=1:naux=0; aux2=0;for m=1:nvm=exp(-(x(m))^2);if x(m)==x(j)aux=aux+vm; aux2=aux2+vm;elseSm=(sin(pi/h*(x(j)-x(m))))/(2*pi/h*tan((x(j)-x(m))/2));Sm2=(sin(pi/h*(x(j)-x(m))))/(pi/h*(x(j)-x(m)));aux=aux+vm*Sm; aux2=aux2+vm*Sm2;endendp(j)=aux; p2(j)=aux2;end, u=exp(-x.^2); %função exataerro1=max(abs(p-u)); plot(2*Nhalf,erro1,'ko'), hold on
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 93erro2=max(abs(p2-u)); plot(2*Nhalf,erro2,'b*'), hold onend, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.6.for Nhalf=2:6; %Nhalf=6:12; Nhalf=10:30; Nhalf=30:50;h=pi/Nhalf; x=-Nhalf+1:1:Nhalf; x=h*x; n=length(x);for l=1:naux=0;for j=1:nif x(j)~=x(l)vj=exp(-(x(j))^2); Sj=(-1)^(l-j)/((l-j)*h); aux=aux+vj*Sj;endendw(l)=aux;enddu=-2*x.*exp(-x.^2); u=exp(-(x).*(x)); fftu=fft(u);dfftu=i*[0:n/2-1 0 -n/2+1:-1℄.*fftu; deru=ifft(dfftu);erro1=max(abs(du-w)); plot(2*Nhalf,erro1,'b*'), hold onerro2=max(abs(du-deru)); plot(2*Nhalf,erro2,'ro'), hold onend, grid on, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.7.for Nhalf=2:1:6; %Nhalf=6:1:50;h=pi/Nhalf; x=-Nhalf+1:1:Nhalf; x=h*x; n=length(x);for l=1:naux=0;for j=1:nvj=exp(-(x(j))^2);if x(j)~=x(l)Sj=(-1)^(l-j)/2*ot((l-j)*h/2); aux=aux+vj*Sj;endendw(l)=aux;end, du=-2*x.*exp(-x.^2); %derivada exata.u=exp(-(x).*(x)); fftu=fft(u);dfftu=i*[0:n/2-1 0 -n/2+1:-1℄.*fftu; deru=ifft(dfftu);erro1=max(abs(du-w)); plot(2*Nhalf,erro1,'b*'), hold onerro2=max(abs(du-deru)); plot(2*Nhalf,erro2,'ro'), hold onend, grid on, xlabel N=2\pi/h, ylabel erro
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 94Denição do omando sinp para sin periódia.funtion sinp = sinp(x,h)%x varia no intervalo [-pi,pi℄ e 0<h<2;for j=1:length(x)if x(j)~=0aux=(sin(pi*x(j)./h))./(2*pi./h.*tan(x(j)/2));elseaux=1;endsinp(j)=aux;end Programa da gura 4.8.h=0.7; %h=0.4; %h=0.1;Nhalf=1000; h2=pi/Nhalf; x=-Nhalf:1:Nhalf; x=h2*x; n=length(x);f=sin(x/h); p=sinp(x,h); plot(x,f,'b-'), hold onplot(x,p,'r-'), figure, plot(x,f-p,'k-')Programa da gura 4.9.for Nhalf=2.^(0:13);h=pi/Nhalf; ref=0.1; x=-Nhalf+ref:ref:Nhalf; x=h*x;f=sin(x/h); g=sinp(x,h); erro=max(abs(f-g));loglog(2*Nhalf,erro,'b*'), hold onend, grid on, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.10.for Nhalf=1:50;h=pi/Nhalf; ref=0.1; h2=h/10;x=-Nhalf+ref:ref:Nhalf; x=h*x; n=length(x);for j=1:n %Aproximação da sin pelo interpoladoraux=0;for m=1:nvm=sin(x(m)/h);if x(m)==x(j)aux=aux+vm;else
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 95Sm=(sin((pi/h2)*(x(j)-x(m))))/((pi/h2)*(x(j)-x(m)));aux=aux+vm*Sm;endendp(j)=aux;end %Aproximação da sin via FFT:f=sin(x/h); fftf=fft(f); p2=ifft(fftf);erro=max(abs(f-p)) plot(2*Nhalf,erro,'b*'), hold onerro2=max(abs(f-p2)); plot(2*Nhalf,erro2,'ro'), hold onend, xlabel N=2\pi/h, ylabel erroPrograma que gerou os dados (4.10) e (4.11).for Nhalf=1:1:50;h=pi/Nhalf; ref=0.1; h2=h/10; x=-Nhalf+ref:ref:Nhalf; x=h*x;n=length(x); %Derivada teória da sin:for j=1:nif x(j)~=0df(j)=(os(Nhalf*x(j))-(sin(Nhalf*x(j))/(Nhalf*x(j))))/x(j);elsedf(j)=0;endend %Derivada via primeiro método:for l=1:naux=0;for j=1:nif x(j)~=x(l)vj=sin(x(j)/h); Sj=(-1)^(l-j)/((l-j)*h2); aux=aux+vj*Sj;endendw(l)=aux;end %Derivada via FFT:f=sin(x/h); fftf=fft(f);dfftf=i*[0:n/2-1 0 -n/2 + 1:-1℄.*fftf; df2=ifft(dfftf);erro=max(abs(df-w)), erro2=max(abs(df-df2))end, xlabel N=2\pi/h, ylabel erroPrograma das guras 4.11 e 4.12.h=0.45; Nhalf=12; %Nhalf=50; %Nhalf=150;
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 96h2=pi/Nhalf; x=-Nhalf+1:1:Nhalf; x=h2*x; n=length(x);%Derivada teória da sin:for j=1:nif x(j)~=0df(j)=(os((pi/h)*x(j))-(sin(x(j)/h)))/x(j);elsedf(j)=0;endend%Derivada via FFT:f=sin(x/h); fftf=fft(f);dfftf=i*[0:n/2-1 0 -n/2 + 1:-1℄.*fftf; df2=ifft(dfftf);diferena=df-df2; erro=max(abs(df-df2));plot(x,diferena,'b-'), grid onfigure, plot(x,df2,'r-'), hold on, plot(x,df,'b-'), grid onPrograma da gura 4.13.h=-2:0.005:2;f=((pi.^2./h).*os(pi.^2./h)-sin(pi.^2./h))./(pi^3./h);plot(h,f,'-'), xlabel hPrograma da gura 4.14.h=0.45;for Nhalf=7:50;h2=pi/Nhalf; x=-Nhalf+1:1:Nhalf; x=h2*x; n=length(x);for j=1:nif x(j)~=0df(j)=(os((pi/h)*x(j))-(sin(x(j)/h)))/x(j);elsedf(j)=0;endendf=sin(x/h); fftf=fft(f);dfftf=i*[0:n/2-1 0 -n/2 + 1:-1℄.*fftf; df2=ifft(dfftf);erro=max(abs(df-df2)); ERRO=df-df2;plot(2*Nhalf,erro,'ro'), hold onplot(2*Nhalf,max(abs(ERRO(1:n-1))),'m+')plot(2*Nhalf,max(abs(ERRO(5:n-5))),'kx')end, xlabel N=2\pi/h_2, ylabel erro
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 97Programa da gura 4.15.h=0.45;for Nhalf=8:50;h2=pi/Nhalf; x=-Nhalf+1:1:Nhalf; x=h2*x; n=length(x);%Derivada teória da sin:for j=1:nif x(j)~=0df(j)=(os((pi/h)*x(j))-(sin(x(j)/h)))/x(j);elsedf(j)=0;endend %Derivada via primeiro método:for l=1:naux=0;for j=1:nif x(j)~=x(l)vj=sin(x(j)/h); Sj=(-1)^(l-j)/((l-j)*h2); aux=aux+vj*Sj;endendw(l)=aux;end %Derivada via FFT:f=sin(x/h); fftf=fft(f);dfftf=i*[0:n/2-1 0 -n/2 + 1:-1℄.*fftf; df2=ifft(dfftf);erro=max(abs(df-w)); ERRO=df-w;plot(2*Nhalf,erro,'b*'), hold onplot(2*Nhalf,max(abs(ERRO(1:n-1))),'y.','markersize',15)plot(2*Nhalf,max(abs(ERRO(5:n-5))),'g.','markersize',15)erro2=max(abs(df-df2)); ERRO2=df-df2;plot(2*Nhalf,erro2,'ro'), hold onplot(2*Nhalf,max(abs(ERRO2(1:n-1))),'m+')plot(2*Nhalf,max(abs(ERRO2(5:n-5))),'kx')end, xlabel N=2\pi/h_2, ylabel erroPrograma da gura 4.16.h=0.7; %h=0.4; %h=0.1;Nhalf=1000; h2=pi/Nhalf; x=-Nhalf:1:Nhalf; x=h2*x; n=length(x);for j=1:nif x(j)~=0df(j)=(os(pi/h*x(j))-(sin(pi/h*x(j))/(pi/h*x(j))))/x(j);
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 98df2(j)=(os(pi/h*x(j)))/(2*tan(x(j)/2))-(sin(pi/h*x(j)))/(4*pi/h*(sin(x(j)/2))^2);elsedf(j)=0; df2(j)=0;endendplot(x,df,'b-'), hold on, plot(x,df2,'r-')figure, plot(x,df-df2,'k-')Programa do resultado (4.13).for Nhalf=1:1:50;h=pi/Nhalf; ref=0.1; x=-Nhalf:ref:Nhalf; x=h*x; n=length(x);for j=1:nif x(j)~=0df(j)=(os(Nhalf*x(j))-(sin(Nhalf*x(j))/(Nhalf*x(j))))/x(j);df2(j)=(os(Nhalf*x(j)))/(2*tan(x(j)/2))-(sin(Nhalf*x(j)))/(4*Nhalf*(sin(x(j)/2))^2);elsedf(j)=0; df2(j)=0;endenderro=max(abs(df-df2)); plot(2*Nhalf,erro,'b*'), hold onend, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.17.for Nhalf=1:1:50;h=pi/Nhalf; ref=0.125; h2=h/10;x=-Nhalf+ref:ref:Nhalf; x=h*x; n=length(x);%Derivada teória da sin periodia:for j=1:nif x(j)~=0df(j)=os(Nhalf*x(j))/(2*tan(x(j)/2))-sin(Nhalf*x(j))/(4*Nhalf*(sin(x(j)/2))^2);elsedf(j)=0;endend %Derivada via FFT:f=sinp(x,h); fftf=fft(f);
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 99dfftf=i*[0:n/2-1 0 -n/2 + 1:-1℄.*fftf; df2=ifft(dfftf);erro=max(abs(df-df2)), plot(2*Nhalf,erro,'ro'), hold onend, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.18.for Nhalf=12:1:50;h=pi/Nhalf; x=-Nhalf+1:1:Nhalf; x=h*x; n=length(x);y=-2*Nhalf+2:1:2*Nhalf; y=h/2*y;u=exp(-(x).*(x)); fftu=fft(u);dfftu=(pi+n/2*h)/pi*i*[0:n/2-1 0 -n/2+1:-1℄.*fftu;duzeros=[dfftu(1:n/2) zeros(1,n) dfftu(n/2+1:n)℄;deru=ifft(duzeros); du=-2*y.*exp(-y.^2);erro2=max(abs(du-deru(1:length(deru)-1)));plot(2*Nhalf,erro2,'ro'), hold onend, grid on, xlabel N=2\pi/h, ylabel erroPrograma da gura 4.19.for Nhalf=12:1:50;h=pi/Nhalf; a=2; x=-a*Nhalf+1:1:a*Nhalf; x=h*x; n=length(x);for l=1:naux=0;for j=1:nif x(j)==x(l)elsevj = exp(-(x(j))^2); Sj=(-1)^(l-j)/((l-j)*h);aux=aux+vj*Sj;endendw(l)=aux;endu=exp(-(x).*(x)); fftu=fft(u);dfftu=1/a*i*[0:n/2-1 0 -n/2+1:-1℄.*fftu;deru=ifft(dfftu); du=-2*x.*exp(-x.^2); dif1=du-w;erro1=max(abs(dif1((a-1)*Nhalf:(a+1)*Nhalf)));plot(2*Nhalf,erro1,'b*'), hold on, dif2=du-deru;erro2=max(abs(dif2((a-1)*Nhalf:(a+1)*Nhalf)));plot(2*Nhalf,erro2,'ro')end, grid on, xlabel N=2\pi/h, ylabel erro
APÊNDICE B. PROGRAMAS DO CAPÍTULO 4 100Programa das guras 4.20 e 4.21.for Nhalf=7:1:50;h=pi/Nhalf; ref=0.1; h2=h/10; a=2; %a=5;x=-a*Nhalf+ref:ref:a*Nhalf; x=h*x; n=length(x);%Derivada teória da sin:for j=1:nif x(j)~=0df(j)=(os(Nhalf*x(j))-(sin(Nhalf*x(j))/(Nhalf*x(j))))/x(j);elsedf(j)=0;endend%Derivada via primeiro método:for l=1:naux=0;for j=1:nif x(j)~=x(l)vj=sin(x(j)/h); Sj=(-1)^(l-j)/((l-j)*h2); aux=aux+vj*Sj;endendw(l)=aux;end%Derivada via FFT:f=sin(x/h); fftf=fft(f);dfftf=1/a*i*[0:n/2-1 0 -n/2 + 1:-1℄.*fftf;df2=ifft(dfftf); dif1=df-w;erro1=max(abs(dif1((a-1)*10*Nhalf:(a+1)*10*Nhalf)));plot(2*Nhalf,erro1,'b*'), hold on, dif2=df-df2;erro2=max(abs(dif2((a-1)*10*Nhalf:(a+1)*10*Nhalf)));plot(2*Nhalf,erro2,'ro')end, xlabel N=2\pi/h, ylabel erro
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