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Chapter 1
INTRODUCTION
One cannot accomplish things simply with cleverness. One must take a broad view. It
will not do to make rash judgements concerning good or evil. However, one should not be
sluggish. It is said that one is not truly a samurai if he does not make his decisions quickly
and break right through to completion.
From ’The Book of the Samurai, Hagakure’
1.1 Perspective and motivation
Since the first steps towards a relativistic wave mechanics in the early 1930s up to
the ”gauge revolution” in the 1970s and 1980s leading to the formulation of the
Standard Model, quantum field theory (QFT) has developed to the most successful
physical theory. Its computational power in comparison with experimental data as
well as its conceptual scope in explaining the subatomic world are met by no other
model in theoretical physics. Yet despite this undeniable success there remains a
discrepancy between the glorious predictive power on the one hand and the scarce
knowledge about the underlying intricate mathematical structure on the other hand.
Indeed, perturbative expansions together with a thicket of detailed renormalization
prescriptions are in most cases the only possible access to the theory failing to reveal
its true nature.
The search for a deeper understanding of the basic physical principles under-
lying QFT and for concise mathematical formulations took its main starting point
in the 1950s after the observation that even the applicability of perturbation theory
breaks down in the range of strong-interactions. The problem of quark confinement
is one of the subtle up-to-day unsolved problems, which impressively demonstrates
that non-perturbative aspects can become dominant and are inevitable in order to
understand the theory to its depth. This initiated the search for alternative and
entirely new techniques going beyond the conventional approach of calculating nu-
merous Feynman diagrams. Clearly, the exact solution of any non-trivial QFT would
yield profound insight and valuable help in this task, irrespective whether the model
under consideration is linked directly to a concrete physical problem or not. Solving a
QFT exactly is understood as the explicit calculation of all its n-point or correlation
functions, since from the latter the field content and the physical state space can be
recovered by means of Wightman’s reconstruction theorem [1, 2]. It will be-
come important below that this holds true for Minkowski as well as Euclidean space.
In fact, the correlation functions in Minkowski space can be recovered from those
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in Euclidean space as was worked out by Osterwalder and Schrader [3]. Especially
important is this connection in the context of constructive field theory which by
use of functional methods achieved the mathematical exact construction of a number
of field theories in two and three dimensions, see [4] and references therein. How-
ever, explicit and closed expressions for the relevant physical quantities are missing
in this approach. It remains the ambitious aim to obtain these in order to check
general assumptions about the structure of QFT for their consistency, prove certain
non-perturbative approaches workable, test new concepts and learn about concrete
physical problems.
Coleman-Mandula theorem
Naturally, the most likely candidates of QFT’s for which the ambitious aim of an
exact solution seems conceivable are those with powerful symmetries giving rise to
a large number of conservation laws. The latter might ease the actual computa-
tions or even impose such severe constraints that exact solutions can be constructed.
Unfortunately, in 3+1 dimensions∗ any progress in this direction is blocked by the
Coleman-Mandula theorem [5], which states that additional symmetries besides
Poincare´ invariance and an internal gauge group describing the degeneracy of the
particle spectrum render the scattering matrix of each massive QFT to be trivial,
i.e. it describes non-interacting quantum particles. With only theses symmetries
present it has not been achieved so far to overcome the conceptual difficulties which
one encounters when looking for exact expressions.
1+1 dimensional integrable field theories
The situation greatly improves in 1+1 dimensional systems. Here the blockade of
the Coleman-Mandula theorem is lifted due to the fact that one of the crucial as-
sumptions in its proof ceases to hold true, the scattering amplitude does not any
longer depend analytically on the scattering angle. (In one space dimension only
forward and backward scattering are possible, whence the scattering angle can only
assume the discrete values 0 or π.) One might therefore look for theories with higher
conservation laws, in fact with infinitely many of them, in which case these theories
are called integrable. The latter term originates in classical mechanics, where a
system is said to be integrable if there are as many conserved quantities as degrees
of freedom allowing to solve the equations of motion by integration. In case of a field
theory infinitely many degrees of freedom are present, since the field configuration
at each point in space-time has to be specified. In a loose sense one then refers to a
field theory as integrable if it gives rise to an infinite set of conservation laws.
At first sight the specialization to 1+1 dimensions and a class of field theories
with infinitely many conserved charges might appear quite restrictive. However, the
study of low-dimensional QFT has turned out to reproduce many features which are of
interest in higher dimensions, such as confinement mentioned earlier, duality or gauge
∗We follow here the standard convention in splitting the number of dimensions into a sum with
the first summand refering to the space and the second to the time dimension.
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anomalies, see e.g. [6] and references therein for further details. Furthermore, inte-
grable models have found direct physical applications in the off-critical description of
statistical mechanics and condensed matter systems reduced to two space-dimensions
as will be outlined below. In this context integrability appears naturally as a relict
of broken conformal symmetry.
Exact scattering matrices
The presence of an infinite set of conservation laws imposes severe restrictions on the
dynamics. In particular, it enforces that the particle number as well as the individual
particle momenta are asymptotically conserved in a scattering process. Moreover,
each scattering process can be decomposed into two-particle ones, reducing the task
to determine the full scattering matrix (also referred to as S-matrix) to the calculation
of the two-particle amplitude. These powerful constraints together with the idea of
minimal analyticity originating in the S-matrix theory of the sixties [7, 8, 9]
allow to construct fully exact scattering amplitudes. The basic idea is to regard
the scattering amplitudes as boundary values of analytic functions in the complex
plane. Setting up a set of functional relations reflecting general requirements like
unitarity or crossing symmetry the general form of a two-particle scattering amplitude
can already be written down without relying on a classical Lagrangian of the field
theory. The actual dependence on the integrable model at hand is then invoked
by the famous Yang-Baxter [10] or the bootstrap equation. The former is
tightly linked to the integrability property and describes equivalent ways to factorize
a scattering matrix in two-particle ones, while the latter reflects the principle of
nuclear democracy which states that each bound state in the theory should also
appear in the asymptotic particle spectrum. This method for constructing exact
scattering matrices was pioneered in the articles [11] and has become known as the
bootstrap approach in the literature. It has proven extremely successful over the
years. In particular, it lead to the implicit definition of entirely new integrable models
by writing down exact scattering matrices which satisfy all physical requirements. In
a sense this realizes partially the ambitious program of the S-matrix theory of the
sixties in low dimensions.
The bootstrap construction of scattering matrices will play a central role in this the-
sis. Its powerful structure will be in particular exploited when constructing a class
of hitherto unknown scattering matrices giving rise to new integrable quantum field
theories.
Off-shell investigations and form factors
The exact construction of the scattering matrix is not only of interest in order to
obtain a complete knowledge about the on-shell structure of a QFT, but it also
serves as a preliminary step towards the calculation of the measurable quantities of
the system, the n-point or correlation functions. Calculating the latter is the ultimate
goal of each theory, since as mentioned above it amounts to solving the whole model
completely via the reconstruction theorem. One of the most promising approaches in
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this context is the form factor program [12]. Writing down the correlation function
of a local operator O one inserts a complete set of states, usually depending on the
momentum, giving in a simplifying notation
〈0|O(x)O(0)|0〉 =
∑
n
∫
dnp | 〈0|O(0)|p〉 |2 e
i
n∑
k=1
pk·x
.
Here the sum runs over all possible particle numbers n, the vector p = (p1, ..., pn)
consists of the individual particle momenta and the matrix elements 〈0|O(0)|p〉 are
referred to as form factors (actually a slightly modified version of them). Proceeding
conceptually very similar as in the case of the scattering matrix one then continues
analytically the form factors in the momentum variables. The purpose is to set up
recursive functional equations, which require the exact scattering matrix as prerequi-
site input. In principle these equations enable one to derive all n-particle form factors
and to calculate the correlation functions by evaluating the above infinite sum of in-
tegrals. Being a highly non-trivial step this remains an open challenge for almost
all theories except the Ising model. Also the calculation of the complete set of form
factors has so far only been achieved in a few cases, e.g. [13, 14].
Even though the final and complete construction of correlation functions in
form of explicit analytic expressions is yet outstanding the form factor program gives
reasonable hope that this might be achieved in the near future. Already now one
might exploit the fact that the sum over the particle number n is rapidly conver-
gent. Hence for many practical purposes it is sufficient to determine only the first
few particle form factors, which correctly capture the low energy behaviour. The
approximative description of the correlations obtained this way is of high accuracy
and due to the non-perturbative input of the scattering matrix more precise than any
calculation in perturbation theory.
Although the calculation of form factors will not be performed in this thesis,
it has been mentioned since it constitutes nowadays one of the most interesting tech-
niques in the study of integrable field theory and is tightly linked to the bootstrap
construction of scattering matrices. In fact, in our article [14] the full set of form
factors for the su(3)2-Homogeneous Sine-Gordon model has recently been obtained.
The latter belongs to a class of integrable models which are studied in some detail in
this thesis.
In conclusion, one might say that from the field theoretic point of view the motiva-
tion to study integrable systems in 1+1 dimensions is to learn about the structure of
QFT by constructing exact solutions and finding explicit expressions for the relevant
physical quantities.
Integrability and broken scale invariance
The interest in integrable models not only resides in their role as excellent “testing
laboratories” for exact non-perturbative methods of QFT, but more recently also in
their interpretation as deformed conformal field theories (CFT) [15]. The latter
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form a particular class of integrable field theories but in contrast to the cases men-
tioned before they are associated with massless particles. In this particular case the
infinite set of conversation laws is linked to conformal space-time symmetry in two-
dimensions. An intense research activity in this area was initiated by the seminal
paper of Belavin, Polyakov and Zamolodchikov [16]. They combined the representa-
tion theory of the Virasoro algebra describing the infinitesimal quantum generators
of conformal transformations with the concept of a local operator algebra in order to
show that a certain class of conformal theories, the so-called minimal models, consti-
tute particular examples of solvable massless QFT’s. Motivated by the observation of
Polyakov that for physical systems with local interactions conformal symmetry is an
immediate extension of scale invariance [17], the techniques of Euclidean CFT have
been applied to study statistical mechanics and condensed matter systems in two
space-dimensions, which undergo a second order phase transition. The latter become
scale invariant at the critical point and fall into different universality classes fixed by
the critical exponents, which describe the power law behaviour of the correlations in
the system. One of the motivations to study CFT is the classification of all these
universality classes.
A simple example for this picture is provided by the two-dimensional Ising
model. In the continuum limit it can be described by a Euclidean field theory of
free Majorana fermions whose mass is proportional to |1/T − 1/Tc| with T being the
temperature and Tc its special value at the critical point. Away from criticality the
fermions in the system are massive and the correlations fall off over a finite length
scale fixed by the Compton wave length. If the system approaches the critical point at
T = Tc the particles become massless and the associated correlation length diverges.
In particular, the theory loses its dependence on the only dimensionful parameter
and becomes therefore scale invariant.
This scenario can be generalized to more complicated cases. Given a conformal
field theory at the critical point one might in particular ask what happens to the
infinite conservation laws linked to conformal invariance when the system becomes
off-critical and scale invariance is lost. As Zamolodchikov pointed out [15] an infinite
set of these conserved charges – even though they get deformed – might survive the
breaking of conformal symmetry and render also the perturbed theory integrable.
Provided the particle spectrum of the perturbed theory is purely massive one might
now exploit the above non-perturbative techniques of the bootstrap program to obtain
information about the off-critical behaviour of the system. This point of view has
been supported by numerous concrete examples, starting with the study of the Ising
model in an external magnetic field [18]. In fact, this interplay between field theoretic
considerations and phase transitions in statistical mechanics renewed the interest in
integrable field theories and made the subject flourish in the last years. To name
a few examples in the area of condensed matter theory, non-perturbative methods
of integrable field theory have been discussed in the context of quantum impurity
problems, see [19] and references therein. Other possible applications have been
investigated in the context of two leg Hubbard ladders and Carbon nanotubes [20].
There is also a series of papers which apply the theory of so calledW -algebras, closely
connected to affine or Kac-Moody algebras, to the quantum Hall effect [21].
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Recovering conformal invariance
In contrast to the picture just described one might proceed in reverse order and start
with a massive integrable field theory and ask how to recover the associated confor-
mal model. Scale and therefore conformal invariance will be approximately restored
in the high-energy regime, where the masses of the particles become negligible. The
technique which will be applied in this thesis to investigate the high-energy limit
of integrable quantum field theories is the thermodynamic Bethe ansatz (TBA)
[22, 23]. Using the exact scattering matrix as the only input, this approach allows
to calculate the free energy of the integrable field theory on an infinite cylinder after
performing a Wick rotation and interpreting the imaginary time axis as temperature.
When the latter reaches an energy scale which is large compared to the one set by
the particle masses in the spectrum, numerous characteristic quantities of the CFT
governing the ultraviolet behaviour can be extracted from the free energy, as for in-
stance the (effective) central charge c playing the role of a Casimir energy. In this
way the TBA forms an important interface between the conformal and the massive
integrable model. In particular, it can be used to test scattering matrices constructed
via the bootstrap approach for consistency and to relate massive to conformal spec-
tra with the ultimate goal of obtaining a deeper understanding of the origin of mass.
Moreover, regarding the applications to the off-critical behaviour of statistical me-
chanics or condensed matter systems one might assign by means of the TBA to each
scattering matrix a conformal field theory or a universality class.
Additional motivation for the investigation of the intimate relation between
integrable and conformal models also comes from string theory, whose objective is
the unification of all forces in nature. Here the time evolution of a one-dimensional
object, the string, sweeps a two-dimensional world-sheet in space-time and the shape
of the string is described by fields which live on this world-sheet. In case of the
vacuum state the world-sheet is assumed to be invariant under reparametrizations,
what implies conformal symmetry for the field content. Another concept which is
reminiscent of string theory is the notion of dual models or duality, which in an
elementary and simple form will also be encountered in the context of the integrable
models investigated in this thesis.
After this outline of the general perspective and techniques of two-dimensional
integrable quantum field theory, the different aspects mentioned will now be elabo-
rated with particular hindsight to affine Toda field theories (ATFT) [24], which
constitute the most prominent, best studied and largest class of integrable models.
1.2 Affine Toda field theory
The simplest and best known examples of affine Toda field theories (ATFT) are
the Sine-Gordon and the Sinh-Gordon model for imaginary and real values of the
coupling constant, respectively. In general, they are associated with the following
classical Lagrangian
LATFT(g) = 1
2
〈∂µφ, ∂µφ〉 − m
2
β2
n∑
i=0
nie
β〈αi,φ〉 . (1.1)
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Here φ = (φ1, ..., φn) are n-component fields transforming as scalars under the Lorentz
group and m, β define a classical mass scale and coupling constant, respectively. The
latter are classically unimportant but enter the quantum theory associated with the
above Lagrangian. The integer constants ni and the constant vectors αi ∈ Rn are
restricted to special values in order to guarantee that the resulting field theory is
integrable. In fact, it turns out that the allowed set of external parameters is in
general linked to an affine Lie algebra gˆ of rank n [25]. In many cases, however, it
turns out that the structure of a simple finite-dimensional Lie algebra g, whose affine
extension is gˆ, is sufficient for the description. The integers ni are then interpreted
as its Kac labels, the αi’s constitute its simple roots with i = 1, ...n and −α0 is
the highest root with n0 = 1. The latter mathematical objects will be explained in
more detail in course of the thesis. Choosing g = su(2) we recover the Sine-Gordon
or Sinh-Gordon Lagrangian upon noting that then one has n = n0 = n1 = 1 and
α1 = −α0, whence the above potential acquires the form of a cos or a cosh-function
for β purely imaginary or real, respectively.
In this thesis the discussion will exclusively deal with the models associated
with a real coupling constant, i.e. with the generalizations of the Sinh-Gordon model.
While in the latter case the above Lagrangian is manifestly real, this property is in
general lost for imaginary β. However, due to the soliton solutions to which they give
rise, also the latter models starting with the Sine-Gordon theory have been studied
in detail in the literature. (For a relatively recent review of ATFT and references see
[26].)
The outstanding property common to all these models is the rich underlying
Lie algebraic structure encoded in g, which allows for the application of powerful
mathematical concepts. Classically it can be used to show integrability by a Lax pair
construction and to determine the solutions to the classical equations of motion [24].
Remarkably, also on the quantum level physical quantities like the mass spectrum, the
fusing processes of particles as well as the S-matrix reflect the Lie algebraic structure.
One of the central aims of this thesis is to exploit this Lie algebraic structure in
order to obtain generic and concise formulas for all relevant quantities, such that all
models are encompassed at once. These universal expressions will in particular allow
to separate model dependent features from more general ones and unify numerous
case-by-case discussions found in the literature.
The search for the universal scattering matrix of ATFT
The scattering matrices of affine Toda models associated with simply-laced Lie alge-
bras, the so-called ADE series, were the first to be studied by standard perturbative
methods as well as by the bootstrap approach, beginning with the paper by Arinshtein
et al. about the g = An ≡ su(n+1) theories and followed by articles from Mussardo
and Christe as well as Braden et al., who considered the remaining cases [27]. Their
results were put into a universal form in [28, 29] describing the scattering matrices of
all ADE models in a unique and generic formula. The key feature they exploited is
the Coxeter geometry naturally assigned to each simple Lie algebra g. This had been
noticed to be crucial in the description of the three-point couplings of the theory
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[30]. The latter determine the bound state structure (so-called fusing processes of
the particles), an information required to perform the bootstrap construction of the
scattering matrix.
Similar attempts failed for the remaining ATFT involving non simply-laced
Lie algebras (the BCFG series) due to the fact that their renormalization behaviour
turned out to be quite different form the ADE series, where the classical mass ratios
survive quantization up to one loop order in perturbation theory. For several years
different proposals for the scattering matrices were put forward. They were plagued by
mysterious higher-order poles which were coupling dependent and resisted a consistent
physical interpretation.
The breakthrough in the understanding of the non simply-laced models started
with the paper of Delius et al. [31]. Based on their perturbative calculations it
was suggested [32] that these theories are governed by two classical Lagrangians
belonging to a pair of ”dual” algebras, one describing the system in the weak and
the other in the strong coupling regime. Another crucial step made by Corrigan et
al. was the formulation of the generalized bootstrap principle [33] giving a consistent
prescription how to identify those poles in the physical sheet which are relevant to
the bootstrap approach. However, the construction of the various non simply-laced
scattering matrices was performed separately for the different models and a concise
Lie algebraic formulation was lacking.
First steps towards this direction were made in the work by Chari and Press-
ley [34], who managed to reproduce the allowed fusing processes in terms of Coxeter
geometry associated with the two dual algebras, and the article by Khastgir [35], who
employed the idea of folding to reproduce the scattering matrices found in [33]. How-
ever, it was Oota who finally succeeded in writing down a closed universal expression
for the scattering matrices by introducing q-deformed Coxeter elements [36]. The
latter allow to link the fusing rules directly to the scattering matrices and to accom-
modate the coupling dependence of the theories by a special choice of the deformation
parameter.
Various formulas found by Oota, which were until then only claimed on the
base of a case-by-case analysis, have been rigorously derived in our paper [37] together
with numerous entirely new identities. In particular, the precise relation between the
different versions of fusing rules has been obtained therein and their consistency with
the formulation of the mass spectrum as null vector of a q-deformed Cartan matrix
demonstrated. Additional results of our work [37] include the systematic discussion of
the bootstrap properties, the rigorous derivation of a generic integral representation
for the scattering matrix found in [36] as well as the proof of new S-matrix equations,
so-called combined bootstrap equations, which are intimately linked to the underlying
Lie algebraic structure. The discussion of ATFT in this thesis will closely follow the
arguments provided in [37].
The motivation for extracting as much of the Lie algebraic structures underlying
ATFT as possible is twofold. First they provide a concise mathematical framework
which eases the investigation of quantum integrable models. Having universal expres-
sions for the characteristic physical quantities of the theory at hand, general claims
about the structure of QFT might be checked for the infinite class of affine Toda
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models at once instead of only a few cases. Moreover, in future applications, e.g.
the form factor program, calculations might be performed in a generic Lie algebraic
framework avoiding tedious case-by-case studies. Second, once the interplay between
the powerful mathematical structures and physical quantities has been understood,
the Lie algebraic concepts might be employed to construct entirely new integrable
models with similar features.
Colour valued scattering matrices and a new class of integrable models
In our article [38] a general construction principle has been suggested leading to
new scattering matrices associated with integrable quantum models. Given the mass
spectrum of an integrable model one might multiply it by assigning to each particle
additional quantum numbers, so-called colours. Provided the scattering matrix of
the original theory is explicitly coupling dependent one might then let particles of
different colours act at different values of the coupling. A slightly more complicated
version of this principle can be employed if the coupling dependence of the original
scattering matrix can be absorbed in a separate factor. This is the case for the
ATFT S-matrix SADE associated with simply-laced algebras. Explicitly one has a
decomposition of the form
SADE = Smin SCDD . (1.2)
The so-called minimal factor Smin incorporates all the physical relevant information
about the bound state structure and is independent of the coupling, while SCDD is
a so called CDD-factor [39], which only introduces poles outside the physical sheet
and displays the full coupling dependence. Note that the particular feature (1.2) is
characteristic of the ADE series and ceases to hold for non-simply-laced algebras
[31]. Letting particles of the same colour interact through Smin and those of different
colours through SCDD one might invoke the same Lie algebraic concepts as in the
case of ATFT leading to a class of g|g˜-theories [38] associated with two simply-
laced simple Lie algebras. One describes the bound state structure and the other
the colour degrees of freedom. In total this yields a class containing as many exact
S-matrices as possible pairs (g, g˜) ∈ ADE × ADE. There are certain scattering
matrices obtained earlier in the literature which are contained as a subclass in the g|g˜-
theories, namely the scaling models or minimal ATFT associated with Smin (see e.g.
[18]) and the Homogeneous Sine-Gordon models [40]. (Both theories are explained
in more detail below.) Additional motivation for the definition of this particular
class of scattering matrices becomes apparent when one discusses the high-energy
behaviour of the associated integrable quantum field theories by means of the TBA
and determines the underlying conformal field theories as explained above.
Affine Toda field theories as perturbed conformal models
As outlined in the first section of the introduction, integrable quantum field theories
have a natural interpretation in terms of perturbed conformal field theories. In this
context one decomposes the associated classical action functional of the integrable
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model into two parts,
S = SCFT + λ
∫
d2x Φ(x, t) ,
where SCFT denotes the action of the conformal model describing the system at the
critical point, Φ is a relevant spinless field operator of the unperturbed theory and
λ is the coupling constant of the perturbation term. On dimensional grounds λ is
proportional to the mass scale of the perturbed theory, λ ∝ m2−dΦ with dΦ < 2
being the anomalous scaling dimension of Φ in the conformal limit. This writing
of the classical action functional appeals to a renormalization group point of view
originating in the study of critical phenomena. At λ = 0 the system is massless and
constitutes a fixed point w.r.t. renormalization group transformations. Adding a
relevant perturbation term, λ 6= 0, it is dragged away from the critical point giving
rise to a renormalization group flow towards a massive theory.
The second part of this thesis is concerned with reversing this renormalization group
flow. Employing the thermodynamic Bethe ansatz the high-energy regime of the men-
tioned integrable quantum field theories is analyzed in detail. In this approach the
mass scale is eventually sent to zero, i.e. λ → 0, what implies in the above picture
that the massive system floats back into the fixed point. This in particular will assign
to each of the exact scattering matrices the central charge of the underlying ultraviolet
conformal field theory and associate them with an off-critical model.
The affine Toda models constitute particular examples for perturbed conformal
field theories: Omitting the term associated with the affine or highest root α0 in
(1.1) one obtains the so-called Toda field theories (TFT), which are conformally
invariant [41]. For instance the Sinh-Gordon theory can be viewed as perturbation
of the ubiquitous Liouville theory, which is the simplest and best known example
of TFT. In particular, it appears in applications related to string theory and two-
dimensional quantum gravity. All Toda models have central charge c ≥ 25 and belong
to a class of conformal field theories about the structure of which not much is known.
Having the scattering matrix of the off-critical theory at hand, namely the affine
Toda S-matrix, one might investigate the high-energy regime by means of the TBA
and perform certain consistency checks on conjectures concerning the structure of
the unperturbed conformal model. In fact, this has first been done for the simplest
examples, Liouville theory and the Sinh-Gordon model, see [42]. Therein a numerical
TBA calculation was used to supplement semi-classical considerations giving support
to a proposal for the explicit form of the three and four-point function of Liouville
theory on a sphere.
Focussing on the massive side a detailed TBA analysis of all ATFT has been
performed in our articles [43] and [44], the results of which are presented in this
thesis. Combining extensive numerical investigations with approximate analytical
considerations the off-critical Casimir energy is determined to leading order. Based
on the Lie algebraic framework developed in the context of ATFT it is demonstrated
that the latter can be obtained in a universal formula involving only basic Lie algebraic
data like the rank of the algebra or the Coxeter number [44]. The behaviour found
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matches with the results in [42] and is also in agreement with the findings in [45, 46].
The latter articles rely also on semi-classical considerations and are similar in spirit
to the work on the Liouville model by Zamolodchikov and Zamolodchikov, but treat
general cases of TFT and ATFT.
In view of this comparison between data obtained from the conformal model
and the perturbed massive theory the TBA analysis also yields a consistency check
for the bootstrap construction of the ATFT S-matrix. This application of the TBA
to test scattering matrices is of particular importance when mass spectra and the
scattering amplitudes have been derived by semiclassical arguments which need to
be verified on the quantum level as it is the case for the Homogeneous Sine-Gordon
(HSG) models [47] mentioned above as particular subclass of the g|g˜-theories.
Colour valued scattering matrices, WZNW cosets and off-critical models
The interest in the class of colour valued scattering matrices described above stems
from the fact that many of them can be related in the ultraviolet limit to Wess-
Zumino-Novikov-Witten (WZNW) cosets [48]. WZNW theories constitute the best
known and possibly best understood conformal models due to an underlying Lie
algebraic structure similar to the case of ATFT. In addition, the coset construction
of these models allows one to construct nearly every other conformal field theory.
Hence, WZNW models can be viewed as the basic building blocks in constructing
conformally invariant theories. Concrete examples are the minimal conformal models
listed in Table 1.1. They can be described by cosets of the form
coset: g1 ⊗ g1/g2 central charge: c = 2dim g
(h+ 1)(h+ 2)
Here h =
∑n
i=0 ni denotes the Coxeter number of the Lie algebra g and the lower
index indicates the so called level of the representation of the associated affine Lie
algebra [25]. These cosets are the most prominent representatives, since they can
be directly linked to statistical mechanics systems in two-dimensions. Initiated by
the paper of Zamolodchikov on the Ising model in an external magnetic field, it was
realized by extensive TBA studies, that the off-critical behaviour of these systems
under a perturbation by the relevant field operator with conformal weights ∆ = ∆¯ =
2/(h+2) is described by so-called scaling models orminimal affine Toda theories
[18, 49, 23, 50], already mentioned above. The name indicates that the massive field
theory describing the perturbed system away from criticality is associated with the
minimal factor Smin of the ATFT S-matrix [27] only (compare the separation property
(1.2) for simply-laced algebras). Historically, these were the first examples of exact
scattering matrices considered in context of affine Toda field theory. They provide
concrete examples for the application of integrable quantum field theory to statistical
mechanics. This observation had important impact on the subsequent investigations
of ATFT in the literature.
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g minimal model c perturbation
A1 critical Ising 1/2 ∆ = 1/2
A2 three state Potts 4/5 ∆ = 2/5
E6 tricritical Potts 6/7 ∆ = 1/7
E7 tricritical Ising 7/10 ∆ = 1/10
E8 critical Ising 1/2 ∆ = 1/16
Table 1.1: Minimal conformal field theories as g1⊗g1/g2 WZNW cosets and the conformal
weights of the perturbing operator corresponding to minimal affine Toda field theory.
Notice that the Ising model can be realized in two different ways involving either
the Lie algebra A1 ≡ su(2) or the exceptional Lie algebra E8. This can also be seen
from the Virasoro characters [51, 52]. While A1 represents the simplest example of
a simple Lie algebra, E8 is the most complex and intricate one. The two different
realizations also play an important role for the perturbed theories given by the differ-
ent field operators in Table 1.1. In case of A1 the system is disturbed thermally and
the corresponding minimal ATFT S-matrix describes a single massive free Majorana
fermion, i.e. it is almost trivial Smin = −1. In contrast, the perturbation in case
of E8 corresponds to an external magnetic field and the associated off-critical field
theory contains now 8 different species of quantum particles, which interact with each
other in a highly non-trivial fashion. This is reflected by a complicated scattering
matrix, which involves up to 12th order poles. This shows that already for the easiest
example of a conformal field theory, the free fermion, complex integrable structures
might appear, when the system becomes off-critical. Moreover, it motivates the study
of the general Lie algebraic structures, since a broad range of different simple Lie al-
gebras might occur in the applications as the above list of examples impressively
demonstrates.
The close connection between the Lie algebraic structures of ATFT and of
WZNW models is further supported by the class of g|g˜-theories. In our paper [38]
a universal formula for the central charge was obtained from the exact scattering
matrices by means of a TBA analysis which is also presented in this thesis,
c =
h˜
h+ h˜
rank g · rank g˜
with h, h˜ being the Coxeter numbers of the algebra g and g˜, respectively. Remark-
ably, this formula has also been stated in a different context involving conformal
parafermionic theories [53]. Specializing this general result to particular choices of
the related simply-laced Lie algebras, as for instance keeping g = ADE generic and
restricting g˜ to Ak−1 ≡ su(k), k > 1 the above central charge matches with the one
of the following series of WZNW coset models for simply-laced algebras,
coset: g1 ⊗ · · · ⊗ g1︸ ︷︷ ︸
k
/gk central charge: c = k
dim g
h+ 1
− k dim g
h+ k
.
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Choosing k = 2, i.e. g˜ = A1 ≡ su(2), one obtains in particular the minimal affine
Toda theories in accordance with the considerations outlined above. From this point
of view the latter class of scattering matrices can be viewed as an extension of the
scaling models. Exchanging now the role of both algebras, i.e. choosing g˜ = ADE
generic and imposing this time the restriction g = Ak−1, k > 1, one obtains the
central charges belonging to WZNW cosets of the form
coset: g˜k/u(1)
× rank g˜ central charge: c =
k dim g˜
k + h
− rank g˜ .
For this last choice of the Lie algebraic structure the associated exact scattering
matrices coincide with the ones proposed in [40] in the context of the Homoge-
neous Sine-Gordon models [47]. These integrable models were explicitly constructed
from the above WZNW cosets by perturbing with an operator of conformal weight
∆ = ∆¯ = h/(k + h). In [54] it was argued that the particular choice of the coset
then ensures that these theories are purely massive and quantum integrable, ensuring
that the scattering matrix can be constructed by the bootstrap approach. Additional
distinguished features of these integrable models are parity violation and soliton so-
lutions. The latter allow for a semi-classical quantization of the mass spectrum by
means of the Bohr-Sommerfeld rule [55].
With regard to these considerations a detailed TBA analysis of the HSG mod-
els has then been performed in our work [56], the results of which are presented in
this thesis. The latter show in particular that the conjectured S-matrix is consistent
with the semi-classical picture and in the ultraviolet limit gives rise to the correct
coset central charge as mentioned above. Moreover, extensive numerical calculations
for the g˜ = su(3) case together with analytical findings elucidate the role of resonance
poles in the proposed HSG scattering matrix. The latter have been introduced in [40]
in order to accommodate unstable particles in the semi-classical spectrum. In the
TBA investigation the resonance poles give rise to a so-called staircase pattern in
the free energy of the system. That is, the free energy exhibits plateaus of constant
height corresponding to a flow of the perturbed theory towards different conformal
field theories, which is controlled by the external parameters, such as the temperature
and the mass scale of the unstable particles. The physical picture one then recovers
for the g˜ = su(3) example is that depending on whether the formation of unstable
particles has set in or not the HSG model in the ultraviolet regime approaches one
of the two cosets [56],
unstable particle formation : g˜k/u(1)
× rank g˜
no unstable particle formation : rank g˜× su(2)/u(1) .
In the second case it is understood that one has rank g˜ copies of the su(2)/u(1)
theory which do not interact with each other. In addition, the TBA analysis of
the g˜ = su(3) case strongly suggests that in an alternative formulation one might
describe the interpolation of the HSG theory between these two cosets by a massless
ultraviolet-infrared flow. For the case at hand one recovers as a subsystem the flow
between the tricritical and the critical Ising model [57].
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Similar observations of resonance poles, staircase patterns and massless flows
have occurred in the literature before [58, 59] in the context of the so-called affine
Toda resonance or staircase models. Here the ATFT scattering matrix for simply-
laced algebras is evaluated at complex values of the effective coupling constant. This
introduces in particular resonance poles. Similarly to the situation above they gen-
erate a staircase pattern in the free energy of the system which interpolates between
the WZNW coset models
coset: g1 ⊗ gk/gk+1 central charge: c = dim g
(
1
1 + h
+
k
k + h
− k + 1
k + 1 + h
)
Also in this case the resonance poles of the scattering matrix have been suggested
to belong to unstable particles. However, in contrast to the HSG models a concrete
Lagrangian description of the resonance models, where this relation would become
manifest is still lacking. It is this particular advantage of a classical Lagrangian
allowing for a semi-classical approach together with the new feature of parity vio-
lation, which makes the HSG theories particularly interesting candidates for further
investigations on the quantum level.
In summary, the above outline demonstrates that the Lie algebraic structures en-
countered in context of affine Toda models are relevant beyond these theories, since
they appear at numerous other occasions in the discussion of integrable quantum field
theories. In particular, this Lie algebraic framework is important for the connection
between exact scattering matrices of affine Toda type and conformal field theories
related to WZNW models. An overview of the different relations is given in Figure
1.1.
Starting form a conformal WZNW theory associated with a compact simple
Lie group G and an associated simple Lie algebra g upon suitable manipulation one
might obtain different other conformal theories, as for example WZNW cosets or TFT.
(The latter can be obtained by a decomposition of the WZNW fields and a suitable
reductio procedure as was worked out in [60].) Perturbing these conformal theories
by introducing a mass scale yields different integrable models, whose S-matrices can
be obtained by the bootstrap approach. The hinge in linking the different models is
the splitting of the ATFT scattering matrix in a minimal part and a CDD factor for
simply-laced algebras. In contrast, the non-diagonal affine Toda models belonging
to purely imaginary coupling, e.g. the Sine-Gordon theory, need to be understood
in more detail. Here many scattering matrices have not even been constructed yet.
It is to be expected that the study of the diagonal ATFT with real coupling will
also be of great help in this study. For instance, it is well known that the scattering
matrix of the breather spectrum in the Sine-Gordon model (i.e. the bound state
spectrum of the fundamental particles) coincides with the minimal scattering matrix
of A
(2)
n -ATFT for real coupling.
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Figure 1.1: Overview of conformal and integrable field theories off affine Toda type.
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1.3 Outline of the content
The description of the content is restricted to a few key-words, since a more de-
tailed account is given at the beginning of each chapter. Introductory surveys in
the first sections of the different chapters have the purpose to keep the discussion
self-contained.
Chapter 2 is concerned with introducing those mathematical concepts which will
be used subsequently in the thesis. The presentation starts with the theory
of simple Lie algebras and their affine extensions focussing on those aspects
which are important for the physical applications in due course. Of particular
importance are the sections on Coxeter geometry, which prepare the subsequent
introduction of q-deformed Coxeter elements and Cartan matrices needed to
describe the renormalized mass-flow in ATFT.
Chapter 3 is devoted to the bootstrap analysis of exact scattering matrices, start-
ing with a survey of the general analytic structure of the two-particle scattering
amplitude in integrable models. Particular emphasis is given to ATFT and their
Lie algebraic structure. Fusing rules, mass spectrum and scattering matrix are
discussed in a generic Lie algebraic setting for all models at once and universal
formulas are derived. Specializing the general case to simply-laced Lie alge-
bras the separation property of the scattering matrix in a minimal and a CDD
factor is presented. This serves as a preliminary step towards the definition
of the colour valued S-matrices. The discussion of their bootstrap properties
together with the feature of parity violation inherent to the g|g˜-theories closes
this chapter.
Chapter 4 contains the thermodynamic Bethe ansatz of the integrable models dis-
cussed in the previous chapter. Since the link between conformal and integrable
quantum field theories is at the center of interest in this presentation, some basic
notions of conformal invariance are recalled. Different numerical and analytical
methods in the context of the TBA are discussed in full generality and then ap-
plied to concrete examples, starting with ATFT. The central charge and the free
energy up to leading order are determined, employing once more the generic Lie
algebraic apparatus to find universal formulas. The discussion continues with
a detailed analysis of the Homogeneous Sine-Gordon models with special focus
on the semi-classical predictions made in the literature. Using the Lie alge-
braic structures underlying also these models, the methods of the TBA analysis
are then extended to the more general class of g|g˜-theories and the associated
colour valued scattering matrices. The main result is a generic formula depend-
ing only on the rank and the Coxeter numbers of the Lie algebras involved and
which associates with each of these scattering matrices a central charge of the
underlying conformal model in the ultraviolet limit.
Chapter 5 summarizes the results and presents the conclusions. In addition, an
outlook is given on related problems and future investigations.
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Throughout this thesis natural units will be used, i.e. Planck’s constant and the
velocity of light are set to one, ~ = c = 1.
As has been indicated in the introduction, parts of this thesis have already been
published. The main results presented here are contained in the following articles:
1. A. Fring, C. Korff and B.J. Schulz, The ultraviolet behaviour of integrable field
theory, affine Toda field theory, Nucl. Phys. B549 (1999) 579-612.
2. A. Fring, C. Korff and B.J. Schulz, On the universal representation of the scat-
tering matrix of affine Toda field theory, Nucl. Phys. B567 (2000) 409-453.
3. A. Fring and C. Korff, Colour valued S-matrices, Phys. Lett. B477 (2000)
380-386.
4. O.A. Castro-Alvaredo, A. Fring, C. Korff and J.L. Miramontes, Thermodynamic
Bethe ansatz of the Homogeneous Sine-Gordon models, Nucl. Phys. B573
(2000) 535-560.
5. A. Fring and C. Korff, Large and small density approximations to the thermo-
dynamic Bethe ansatz, Nucl. Phys. B579 (2000) 617-631
6. O.A. Castro-Alvaredo, A. Fring and C. Korff, Form factors of the homogeneous
Sine-Gordon models, Phys. Lett. B484 (2000) 167-176.
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Chapter 2
MATHEMATICAL PRELIMINARIES
11.15. Restate my assumptions.
1. Mathematics is the language of nature.
2. Everything around us can be represented and understood through numbers.
3. If you graph these numbers patterns emerge.
Therefore: There are patterns everywhere in nature.
Max Cohen in the film π.
This first chapter prepares the discussion of affine Toda field theory by in-
troducing the mathematical framework used in the subsequent chapters to treat all
affine Toda models at once in a complete and generic way. As pointed out in the
introduction Toda and affine Toda field theories come naturally equipped with a Lie
algebraic structure. Consider the classical Toda field equations (see e.g. [61]) which
read
∂µ∂
µϕi +
m2
β
n∑
j=1
Aij e
βϕj = 0 , i = 1, ..., n (2.1)
where the field ϕ = (ϕ1, ..., ϕn) consists of n-components and transforms as a scalar
under the Lorentz group. The constants m, β represent an overall mass scale and the
coupling, respectively. Being classically unimportant they become relevant when the
system is quantized. The field equations are characterized by the so-called Cartan
matrix A = (Aij) which has only integral entries and is non-singular, i.e. detA 6= 0.
Moreover it is subject to the following restrictions:
(A1) Its diagonal elements take the value Aii = 2.
(A2) The off-diagonal elements are zero or negative, Aij ≤ 0.
(A3) For i 6= j, Aij = 0 implies Aji = 0.
Every such matrix can be shown to code the structure of a finite dimensional
simple Lie algebra as will be explained below. Similar, the field equations of affine
Toda field theory [24], which can be viewed as perturbation of Toda theory, read
∂µ∂
µϕi +
m2
β
n∑
j=0
Aˆij e
βϕj = 0 , i = 0, 1, ..., n , (2.2)
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where the set of fields has been extended by a component (i = 0) and Aˆ = (Aˆij) is said
to be the extended or affine Cartan matrix. The latter can be constructed from
A by adding a row and a column in a specific way explained below. It satisfies the
same properties (A1),(A2) and (A3) as the ordinary Cartan matrix but is singular∗,
i.e. det Aˆ = 0. Like in the non affine case, a Lie algebra can be linked to the matrix
Aˆ, but this time it is infinite dimensional. However, as it will turn out in the chapters
to follow, the structure of the finite dimensional simple Lie algebra is sufficient to
describe most of affine Toda field theory. Emphasis is therefore given to finite simple
Lie algebras and their geometry, which will appear in its full complexity and elegance
when we discuss the classical and quantum mass spectrum of affine Toda theory, its
fusing processes of particles and the two-particle S-matrix.
In preparation to this discussion we recapitulate in the first section of this
chapter how the Lie algebraic structure can be extracted from the Cartan matrix A
appearing in the Toda equations. Starting point is the classification of all possible
Cartan matrices which gives the complete set of possible Toda and affine Toda models
with regard to (2.1) and (2.2). In the next step simple roots, Weyl groups and abstract
root systems are constructed. They constitute the central objects in describing the
structure of simple Lie algebras. The latter are introduced by means of the Chevalley-
Serre relations and it is shown how the root systems naturally arise in the context of
the adjoint representation.
In Section 2.2 the theory of Coxeter and twisted Coxeter elements of a Weyl
group is reviewed. Their properties are stated and their action on the root system
discussed. The formulas presented are preparatory for the subsequent section.
Section 2.3 contains the key results of the chapter. After introducing the con-
cept of dual algebras q-deformed Coxeter and twisted Coxeter elements are defined.
The q-deformation will play a crucial role in exhibiting the coupling dependence of
affine Toda field theory as well as in the formulation of its fusing rules and its scat-
tering matrix. Furthermore, it is shown how the information encoded in the root
orbits of the q-deformed Coxeter elements is contained in so-called q-deformed Car-
tan matrices. The latter are of special importance for the integral representation of
the ATFT S-matrix which will be exploited in Chapter 4 when we investigate the
high energy limit of the associated integrable quantum field theories.
2.1 Simple Lie algebras
In this section we follow the Cartan-Killing classification of simple Lie algebras in
reverse order. We start with the most compact and reduced object coding all the
necessary information, the Cartan matrix A specified above. Step by step we then
introduce more complex structures, fundamental systems, the Weyl group and root
systems. The motivation for this procedure will become apparent when relating these
objects to simple Lie algebras and their adjoint representation in the final step. The
material presented can be found in more detail in several text books, e.g. [62, 25],
however, the following summary ought to keep the discussion self-contained and is
∗More precisely, it is degenerate positive definite. That is, there exists a diagonal matrix D such
that DA is symmetric and positive semidefinite.
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focussed on relations and quantities which are relevant for our physical application.
2.1.1 Fundamental systems and Dynkin diagrams
Suppose we are a given an n × n Cartan matrix A, then we can always assign to it
an n-dimensional Euclidean vector space E on which it naturally acts. That is, we
understand in the following E to be a real vector space with positive definite inner
product 〈·, ·〉 : E × E → R. The action of the Cartan matrix is then defined w.r.t.
some special basis {α1, ..., αn} which spans E and whose scalar products give the
Cartan matrix elements,
Aij = 〈α∨i , αj〉 , α∨i :=
2αi
〈αi, αi〉 . (2.3)
The elements αi of such a basis are called simple roots and the vector α
∨
i introduced
above is named a simple coroot. The real vector space E with its inner product
〈·, ·〉 and the basis {α1, ..., αn} together are said to form a simple system. Note that
the set of simple roots is linear independent but in general not orthonormal. In fact,
exploiting the relation (2.3) one immediately sees that
AijAji = 4 〈αi, αj〉2 /|αi|2|αj |2 = 4 cos2 δij
where 0 ≤ δij ≤ π is the angle between the simple roots αi, αj. Since by its definition
the Cartan matrix has only integral values, the possible values for the product AijAji
are restricted to 0, 1, 2, 3, 4. The latter is excluded by linear independence of the
simple roots, because it implies δij = 0 or π. Furthermore, from the properties (A2)
and (A3) we infer that the allowed off diagonal entries in A are 0,−1,−2,−3 corre-
sponding to the angles δij = π/2, 2π/3, 3π/4, 5π/6. Thus, by virtue of introducing
the Euclidean space E it follows from simple geometric arguments that the set of all
possible Cartan matrices is fairly restricted. This observation turns out to be crucial
for their classification, which we will now perform with the help of so-called Dynkin
diagrams.
A Dynkin diagram Γ is a connected graph consisting of vertices and links
encoding a given Cartan matrix and its assigned simple system in the following way.
To each of the simple roots there corresponds a vertex and the vertices of two simple
roots αi, αj are connected by AijAji = 0, 1, 2 or 3 lines. In particular, if αi, αj are
orthogonal they are not connected at all. In case that AijAji = 2 or 3 we must
have that α2i < α
2
j or α
2
i > α
2
j according to (2.3) and the fact that all matrix entries
are integral. We then choose the convention to draw an arrow pointing towards the
shorter root on the line connecting the corresponding vertices, i.e. Aij = −1 and
Aji = −2 or −3 when α2i < α2j . In this manner, to each simple system there exists
a Dynkin diagram. Vice versa, we can now construct all such diagrams graphically
where the number of links between vertices is at most three and interpret them in
the above manner as Cartan matrices or simple systems. Then many combinations
drop out by contradicting the positive definiteness of the inner product in E. The
set of allowed diagrams is depicted in Figure 2.1 and Figure 2.2 together with its
nomenclature. They are separated in two classes namely those where only simple
links occur (the ADE series) and those which allow for multiple links (the BCFG
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series). For obvious reasons, they are called simply-laced and non simply-laced.
Clearly, in the former case all simple roots have the same length, α2i = α
2
j , while in the
latter they can be different as discussed above. The numeration of the vertices and
their colour, black or white, will become important in due course. The dotted lines
connecting two vertices in the Dynkin diagrams of the A,D series and E6 indicate
possible permutations of the vertices under which the inner product evaluated on the
linear span of the simple roots stays invariant. They are called Dynkin diagram
automorphisms and will become important later on when discussing dual algebras.
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Figure 2.1: Simply-laced Dynkin diagrams
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Figure 2.2: Non simply-laced Dynkin diagrams.
2.1.2 Simple Weyl reflections, the Weyl group and root systems
In this subsection we show how to generate a group of isometries E → E from the
simple system of a Cartan matrix A. Define the mapping σi : E → E to be the
reflection w.r.t. to the hyperplane orthogonal to αi,
v → σiv := v − 〈v, α∨i 〉αi . (2.4)
These reflections associated with each simple root are called simple Weyl reflec-
tions. They generate the so-called Weyl groupW via composition. The latter belongs
to the class of Coxeter groups, i.e. its structure is completely determined by a set of
relations of the form
(σiσj)
xij = 1 (2.5)
where xij is always a finite integer number depending on the angle between the two
roots αi, αj. In particular, xii = 1. From the generating relations (2.5) it follows that
the Weyl group is finite, since only a limited number of composite simple Weyl reflec-
tions are different from the identity. Thus, the action of the simple Weyl reflections
on the set of simple roots yields a finite subset R of E which is called a root system,
R =W{α1, ..., αn} . (2.6)
The elements in R are called roots and will be denoted by Greek letters α, β,etc. in
the following. As before for simple roots we define also so-called coroots by setting
α∨ := 2α/|α|2. Even though, we have introduced the root system as a set generated
from the simple roots by the Weyl group, R can be defined independently of them
by its properties:
Root systems. Let E be a finite dimensional Euclidean space of dimension n with
inner product 〈·, ·〉. Then a finite subset R ⊂ E spanning E and not containing 0 is
called an (abstract) root system if the following conditions are satisfied:
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(R1) For any two elements α, β ∈ R the scalar product 〈α, β∨〉 is an integer.
(R2) If α, β ∈ R the element β − 〈α, β∨〉α also lies in R.
(R3) The only multiple of α ∈ R lying also in R is −α.
It needs to be emphasized that any root system characterized by the properties
(R1),(R2) and (R3) can be obtained from a simple system in the way described.
Thus, Cartan matrices, simple systems and root systems constitute in a loose sense
equivalent objects and all of them are classified by the Dynkin diagrams depicted
in Figures 2.1 and 2.2. In particular, we might also define the Weyl group solely in
terms of the root system by associating to each α ∈ R a Weyl reflection σα : E→ E
completely analogous to (2.4). The latter then generate the same Weyl group W .
Clearly, the condition (R2) just states the invariance of R under W .
From (2.6) we infer that every root α ∈ R can be written as an integral linear
combination of simple roots by observing that the simple Weyl reflections act on
simple roots via the Cartan matrix, σiαj = αj − Ajiαi. This naturally induces a
Z-gradation of R when associating to each root its height ht: R→ Z,
ht (α) :=
n∑
i=1
ki with α =
n∑
i=1
kiαi . (2.7)
The height functional can be used to define a partial ordering ≻ of the root system
writing symbolically α ≻ β, whenever ht(α) >ht(β) for α, β ∈ R. One then calls
α ∈ R a positive root, in symbols α ≻ 0, if ht(α) > 0. The set of all positive roots
will be denoted by R+. In the obvious way, the set of negative roots R− is defined and
its elements are called negative roots, in symbols α ≺ 0. Clearly, R− = −R+ and
more importantly R = R+ ∪R−. For the classified root systems the partial ordering
singles out a unique highest ormaximal root θ satisfying ht(θ) >ht(α) for all roots
α. Throughout this thesis the normalization of the inner product is chosen such that
〈θ, θ〉 = 2 . (2.8)
The linear coefficients ni, n
∨
i ∈ N of the highest root w.r.t. the basis of simple roots
and coroots are called Coxeter and dual Coxeter labels, respectively. From the
definition of the coroots we see that the Coxeter labels are related to their dual
counterparts by ni = |αi|2n∨i /2. Their sums define two important and characteristic
constants of a simple Lie algebra, the so-calledCoxeter and dual Coxeter number,
both of which we will frequently encounter in the following,
h := 1 +
n∑
i=1
ni and h
∨ := 1 +
n∑
i=1
n∨i . (2.9)
For later purposes it is important to note that the height functional can be imple-
mented by an element of the vector space E. Let {λ1, ..., λn} and {λ∨1 , ..., λ∨n} denote
the dual basis of the simple coroots and simple roots, respectively, i.e.〈
λi, α
∨
j
〉
= δij and 〈λ∨i , αj〉 = δij . (2.10)
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The elements λi are called fundamental weights and the elements λ
∨
i funda-
mental coweights. Their sums define the so-called Weyl and dual Weyl vector
which equivalently can also be expressed in terms of the positive roots and coroots,
respectively,
ρ =
n∑
i=1
λi =
1
2
∑
α∈R+
α and ρ∨ =
n∑
i=1
λ∨i =
1
2
∑
α∈R+
α∨ . (2.11)
The Weyl vectors are uniquely determined by the properties 〈ρ∨, αi〉 = 〈ρ, α∨i 〉 = 1
which is immediate by their definition in terms of fundamental (co)weights. The
equivalent expressions in terms of (co)roots can be derived by use of the Weyl group.
The height functional can now be expressed by the scalar product ht(α) = 〈ρ∨, α〉.
In particular, Coxeter and dual Coxeter number read
h = 1 + 〈ρ∨, θ〉 h∨ = 1 + 〈ρ, θ〉 . (2.12)
This closes the discussion of abstract root systems and we now move on from linear
algebra to the theory of simple Lie algebras by associating to the elements of each
root system a set of Lie algebra generators. However, most of the actual calculations
will only use the framework of linear algebra introduced in this and the preceding
subsection.
2.1.3 Lie algebras and the Chevalley-Serre relations
The concept of a Lie algebra naturally arises in physics when one considers the in-
finitesimal generators of symmetry operations mathematically linked to a Lie group
G. For instance, if we consider the group G = SU(2) their infinitesimal generators are
given by the angular momentum operators {J+, J−, J3} which form the well known
Lie algebra su(2). The group structure is encoded in their commutation relations,
[J+, J−] = 2J3 , [J3, J±] = ±J± (2.13)
together with the property that J+ is the Hermitian conjugate of J− and J3 is self-
conjugate. The Lie group is then regained by ”exponentiation” of the generators in
an appropriate way. However, from a mathematical point of view the concept of a
Lie algebra can be treated separately from the one of a Lie group. We thus start with
the abstract definition of a simple Lie algebra and then comment on its realizations
in terms of Cartan matrices and simple systems.
Lie algebra. A vector space g (real or complex) is called a Lie algebra if it is equipped
with a bilinear map [·, ·] : g×g→ g, the so-called Lie product or bracket, satisfying
skew-symmetry and the Jacobi identity, i.e.,
[x, y] = −[y, x] and [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (2.14)
for all x, y, z ∈ g.
The Lie algebras we are going to consider in this section are all finite dimen-
sional, meaning that g viewed as a vector space has finite dimension. Furthermore,
32 Mathematical Preliminaries
we restrict ourselves to simple Lie algebras. The latter are characterized by the
property that they are not abelian, i.e. [g, g] 6= {0}, and contain no proper ideal, i.e.
there exists no subalgebra i which obeys the relation [g, i] ⊂ i. This particular class
of Lie algebras is distinguished by the fact that all its elements are classified through
the Cartan matrices or equivalently the root systems presented in the preceding sub-
sections.
Suppose we are given a Cartan matrix A together with an assigned simple
system. The most direct way to associate a Lie algebra g = g(A) to them is to
define to each simple root αi a subalgebra {ei, fi, hi/2} isomorphic to su(2) specified
in (2.13). Here ei, fi are identified with the step operators J+, J−, respectively, and
hi/2 plays the role of J3. In order to determine the Lie algebra g(A) generated by
{ei, fi, hi/2}ni=1 completely we need to define in addition the bracket relations between
generators belonging to different simple roots. These are known as Chevalley-Serre
relations and read,
[hi, hj] = 0 , [hi, ej] = Aijej , [hi, fj ] = −Aijfj , [ei, fj] = δijhj ,
(adei)
1−Aijej = 0 and (adfi)
1−Aijfj = 0 (2.15)
where in the second set of relations the symbol ad stands for the adjoint action,
i.e. adx y := [x, y]. Now, the important result is that the constructed Lie algebra
g(A) is simple and that any simple Lie algebra can be obtained in this way, i.e. there
is a bijective mapping A → g(A) from the set of Cartan matrices into the set of
simple Lie algebras. Hence, the classification scheme for Cartan matrices via Dynkin
diagrams carries through to simple Lie algebras. To make the abstract definition of
simple Lie algebras more explicit, some examples which can be realized in terms of
matrix algebras are stated in the following table,
Lie algebra matrix algebra
An su(n+ 1)
Bn so(2n+ 1)
Cn sp(2n)
Dn so(2n)
Table 2.1: Matrix representations of simple Lie algebras.
Here su(n) denotes the Lie algebra of the unitary n× n matrices with unit determi-
nant, so(n) the Lie algebra of the orthogonal n × n matrices with unit determinant
and sp(n) the n-dimensional symplectic algebra.
Having constructed all simple Lie algebras via the above identification scheme
concludes the Cartan-Killing classification program. In the next subsection we briefly
comment on how the simple Lie algebras give naturally rise to root systems by means
of the adjoint representation. To simplify this discussion we henceforth assume the
Lie algebra to be defined over the complex numbers.†
†So far we have constructed g(A) as a real Lie algebra using an underlying real Euclidean vector
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2.1.4 The adjoint representations of simple Lie algebras
Every simple Lie algebra g might be represented as an operator algebra acting on
itself. Regard g as a vector space then each element in it can be interpreted as
operator by means of the adjoint action defined above,
g ∋ x 7→ adx . (2.16)
Then as an immediate consequence of the relations (2.14) the Lie bracket might be
identified with the commutator, [x, y] ∼ adx ◦ ady− ady ◦ adx. This realization of a
simple Lie algebra is called its adjoint representation and suggests in a natural
way the introduction of a metric on the algebra by setting
(x, y) 7→ κ(x, y) := 1
2h∨
Tr(adx ◦ ady) . (2.17)
Here the normalization constant is the so-called Dynkin index of the adjoint represen-
tation (see e.g. [62]) which due to our convention (2.8) equals twice the dual Coxeter
number. The metric (2.17) is known as Killing form. Clearly, κ is symmetric, bi-
linear and invariant w.r.t. the bracket in the sense that the following relation holds,
κ([x, y], z) = κ(x, [y, z]) for all x, y, z ∈ g. Moreover, for g simple it is non-degenerate,
i.e. κ(x, y) = 0 for all x ∈ g implies y = 0. In the following we now outline how the
abstract root system defined above naturally appears in the adjoint representation.
From the Serre relations (2.15) we infer that we can write g as the following
direct sum in the sense of vector spaces,
g(A) = g+ ⊕ h⊕ g−
where g+, g− are the subspaces generated by the step operators ei and fi, respectively,
and h denotes the subalgebra spanned by the hi’s. According to (2.15) it is maximal
abelian and such a subalgebra h is said to be a Cartan subalgebra.‡ Its dimension
as a vector space is called the rank of g and by construction it coincides with the
dimension of the Euclidean space E introduced in the context of fundamental and
root systems,
rank g := dim h = n . (2.18)
Because h is maximal abelian the adjoint representation restricted to h must decom-
pose into a direct sum of one-dimensional representations, i.e. all the elements in h
space E, however, the abstract definition of a Lie algebra allows also for vector spaces over the
complex numbers. In fact, we might associate to g(A) the complex Lie algebra g(A) ⊗ C =g(A) ⊕√−1g(A). On the contrary, every complex Lie algebra can be reduced to a real Lie algebra by
restriction to real linear combinations. Under this mutual relation the classification scheme presented
above carries over to complex simple Lie algebras as well, that is, all complex simple Lie algebras
are obtained in this manner.
‡In fact, for any complex simple Lie algebra we might speak of the Cartan subalgebra, since one
can show that independent of the choice of the fundamental system all Cartan subalgebras of g are
conjugate to each other with respect to the group of inner automorphisms. That is, ghg−1 yields
another Cartan subalgebra where g is an element of the Lie group G associated with g and every
Cartan subalgebra may be obtained this way.
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can be diagonalized simultaneously. Thus, we may write g as a direct sum of h and
one-dimensional subspaces gα invariant under the action of ad h,
g = h⊕
⊕
α∈R
gα with [h, gα] = α(h)gα, h ∈ h. (2.19)
Here the labels α are elements in the dual space h∗ of the Cartan subalgebra defined
by α : h → α(h), where the scalar factors α(h) are the eigenvalues of the operators
adh, h ∈ h when restricted to the eigenspace gα. As the notation indicates the func-
tionals α ∈ h∗ constitute a root system R by identifying the Euclidean space E as
the subspace of h∗ obtained when restricting the linear combinations to real numbers.
Conversely, given an abstract root system R in an Euclidean space E there always
exists a simple Lie algebra g(R) determined by the direct sum (2.19). The latter is
then called root space decomposition. In fact, from the above decomposition we
immediately derive that the number of roots is related to the dimension of the simple
Lie algebra by
dim g = |R|+ rank g = |R|+ n (2.20)
The remaining structure which needs to be identified is the inner product 〈·, ·〉 in E.
It is related to the Killing form of the adjoint representation by setting
κ(hα, hβ) = 〈α, β〉
where the element hα ∈ h is uniquely defined by the relation α(h) = κ(hα, h). Similar,
like in the case of simple roots one finds to each α ∈ R a triplet {eα, e−α, hα∨/2} of
generators which forms a subalgebra isomorphic to su(2) with eα, e−α playing the
role of the ladder operators. The latter span the one-dimensional subspaces gα, g−α
in (2.19) and are obtained from the Chevalley generators ei = eαi, fi = e−αi as
multiple commutators via the Chevalley-Serre relations (2.15). These describe how
the whole root system R can be constructed from simple roots in terms of Lie algebra
generators. The latter represents the decomposition of the Lie algebra g(A) into su(2)
subalgebras whose mutual commutation rules are reflected by the linear structure of
R. In particular, one infers by means of (2.14) that the subspaces obey the relation
[gα, gβ] ⊂ gα+β ,
where it is understood that gα = {0} if α is not a root.
2.2 Affine Lie Algebras
We now come to an extension of the finite simple Lie algebras studied so far. As men-
tioned in the introduction to this chapter affine Toda field theories are parametrized
by an extended or affine Cartan matrix. The latter describes in a similar fashion a Lie
algebra gˆ, which is infinite dimensional and closely related to a simple finite dimen-
sional Lie algebra g. In this section we will first turn to the Lie algebraic structure
and then see at the end how the affine Cartan matrix emerges from the affine root
system. However, throughout the subsequent chapters we will only use the structure
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of the finite Lie algebras but as the name of the integrable theories we are going
to investigate indicates there is naturally associated an affine structure. The latter
is particularly important in the context of classical affine Toda field theory as for
example in the construction of solutions to the classical equations of motion (2.2),
see e.g. [61, 64, 65]. For completeness we therefore present a short survey on the
construction of affine Lie algebras, but this exposition will be less detailed than the
discussion of simple Lie algebras. For a more profound treatise of affine Lie algebras
and their important role in physics see e.g. [25, 63].
Let g be a simple finite Lie algebra and 〈·, ·〉 : g×g→ C its Killing form (2.17).
We now assign to this pair an infinite-dimensional graded Lie algebra gˆ which is called
(untwisted) affine Lie algebra. At the heart of this construction lies the following
geometrical picture in terms of the associated groups. Suppose that G is a compact
Lie group associated with g. Then we might consider the set of diffeomorphisms
from the unit circle into the group, S1 → G. Defining the group multiplication on
this set by pointwise multiplication one obtains an infinite-dimensional Lie group,
the so-called loop group of G whose infinitesimal generators give rise to the loop
algebra,
L(g) := g⊗ C[t, t−1] . (2.21)
The above definition as a tensor product is understood in the sense of vector spaces
and C[t, t−1] denotes the commutative algebra of all Laurent polynomials over the
field C, i.e. an element f ∈ C[t, t−1] in this algebra is of the form
f =
∑
n∈Z
fn t
n, fn ∈ C,
where only a finite number of the coefficients fn is nonzero. While the first factor in
(2.21) represents the generators of G, the second is associated with an infinitesimal
smooth mapping defined on the unit circle, which always allows for an expansion in
a Laurent polynomial when setting t = eiτ , τ ∈ R. To determine the loop algebra
completely we need to specify the Lie bracket structure, which is given by
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n, (2.22)
where x, y ∈ g. In context of quantum theory central extensions of Lie algebras play
an immanent role. Their occurrence can be understood in the sense of anomalies
which arise when classical symmetries get quantized. In Chapter 4 this will be dis-
cussed in more detail in the context of conformal field theory. The loop algebra L(g)
has a unique nontrivial central extension gˆ defined by the exact sequence
0→ C k → gˆ→ L(g)→ 0, (2.23)
where C k is a one dimensional space spanned by the so-called central element k.
The latter is characterized by the property that it commutes with all other generators.
Explicitly, gˆ as vector space is given by
gˆ = g⊗ C[t, t−1]⊕ C k (2.24)
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and the bracket structure [·, ·] : gˆ× gˆ→ gˆ takes the following form
[gˆ, k] = 0 and [x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + 〈x, y〉 mδm+n,0 k . (2.25)
As a rule we will call gˆ the affine Lie algebra associated with g. Analogous to the
case of simple Lie algebras one might consider the adjoint representation in order to
extract the root system as the eigenvalues of the generators in the Cartan subalgebra.
However, the latter turn out to be infinitely degenerate, whence one usually introduces
a grading of the affine Lie algebra via the derivation d ≡ t d
dt
acting on the polynomial
part of the Lie algebra elements setting
[d, k] = 0 and [d, x⊗ f ] = x⊗ df (2.26)
with f ∈ C[t, t−1]. Thus, there is a natural gradation of gˆ obtained by considering
the eigenspaces of the degree operator d,
gˆ =
⊕
n∈Z
gˆn, gˆn := {x ∈ gˆ : [d, x] = nx}. (2.27)
Clearly, these eigenspaces are spanned by the monomials f(t) = tn. Adding this
degree operator to the affine Lie algebra gives rise to what is called the extended
affine Lie algebra,
g˜ = gˆ⊕ Cd = g⊗ C[t, t−1]⊕ C k ⊕ Cd . (2.28)
In order to obtain the same structures as in the finite-dimensional, non-affine case it
remains to extend the Killing form 〈·, ·〉 to g˜. This is done by setting
〈x⊗ f, y ⊗ g〉 := 〈x, y〉
2πi
∮
S1
dt
t
f(t)g(t) , f, g ∈ C[t, t−1] (2.29)
and
〈k, k〉 = 〈d, d〉 = 〈x⊗ f, k〉 = 〈x⊗ f, d〉 = 0 〈k, d〉 = 1 . (2.30)
One might verify that this definition makes 〈·, ·〉 non-degenerate and invariant on
the extended affine Lie algebra, while its restriction to the affine Lie algebra gˆ is
degenerate.
2.2.1 Affine roots and the generalized Cartan matrix
Similar to the non-affine case discussed in the previous section the root system can
be recovered from the dual space to the Cartan subalgebra. In analogy to the finite-
dimensional case one therefore defines the so-called affine Cartan subalgebras,
hˆ = h⊕ Ck ⊂ gˆ and h˜ = h⊕ Ck ⊕ Cd ⊂ g˜ (2.31)
with h being the Cartan subalgebra of the non-affine finite simple Lie algebra g. The
dual spaces are then given by
hˆ∗ = h∗ ⊕ Cλ0 and h˜∗ = h∗ ⊕ Cλ0 ⊕ Cδ, (2.32)
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respectively. The new extra elements λ0, δ are the linear functionals corresponding
to the central element and the degree operator and are defined by
λ0(k) = 1, λ0(d) = λ0(h) = 0 and δ(d) = 1, δ(k) = δ(h) = 0,
for all h ∈ h. As in the finite dimensional case (2.19) one has now the following affine
root space decomposition,
g˜ = h˜⊕
⊕
αˆ∈Rˆ
g˜αˆ , (2.33)
where the set of affine roots is obtained to
Rˆ = {α + nδ : α ∈ R, n ∈ Z} ∪ {nδ : n ∈ Z\{0}} (2.34)
and the subspaces g˜αˆ := {x ∈ g˜ : [h, x] = αˆ(h)x, h ∈ h˜} invariant under the adjoint
action of the affine Cartan subalgebras can be explicitly written down as
g˜α+nδ = {eα ⊗ tn} and g˜nδ = h⊗ tn . (2.35)
Note that the set of affine roots contains also the roots of the non-affine Lie algebra
g, i.e. R ⊂ Rˆ. In particular, for n = 0 we can identify g˜α+nδ with the non-affine
subspace gα in (2.19).
The next step is to find a basis for set of affine roots. Looking at the structure
of the affine root set (2.34) one immediately infers, that the set of simple roots
{α1, ..., αn} ⊂ R of the non-affine Lie algebra must be supplemented by an additional
element generating the dependence on the linear functional δ. This element is called
the affine root and is defined as
α0 ≡ −θ + δ .
Recall from the non-affine case that there is to each of the simple roots a
su(2) subalgebra associated, the so-called Chevalley generators. From the latter the
simple Lie algebra can be constructed by means of the Chevalley-Serre relations (2.15)
encoded in the Cartan matrix A. The same is true for affine Lie algebras w.r.t. the
generalized Cartan matrix Aˆ which is defined as
Aˆij = 〈α∨i , αj〉 , i, j = 0, 1, ..., n .
Defining the Chevalley generators for the affine root as
e0 ≡ e−θ ⊗ t , f0 ≡ eθ ⊗ t−1 , h0 ≡ k + h−θ
the set {ei, fi, hi}ni=0 generates the affine Lie algebra gˆ upon invoking the affine version
of the Chevalley-Serre relations,
[hi, hj] = 0 , [hi, ej] = Aˆijej , [hi, fj ] = −Aˆijfj , [ei, fj] = δijhj ,
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(adei)
1−Aˆijej = 0 and (adfi)
1−Aˆijfj = 0 . (2.36)
The remarkable fact that the above algebraic relations lead to same Lie algebra gˆ as
the geometrical construction in terms of the loop algebra was proven in [25]. The
interplay between these two aspects gives rise to a rich mathematical structure and is
the deeper reason why affine Lie algebras play an important role in physics [25, 63].
After this short digression we now turn back to simple Lie algebras and their finite-
dimensional root spaces.
2.3 Coxeter and twisted Coxeter elements
In the preceding sections we saw how to each simple Lie algebra a Euclidean space
and a root system is naturally assigned. In this section we explore some of their
intrinsic geometry which we already encountered when constructing the root system
by means of simple Weyl reflections. Their collection forms the Weyl group which
belongs to the class of Coxeter groups. These kind of groups are distinguished by the
existence of special group elements, so-called Coxeter elements, whose properties we
are going to exploit in Chapter 3 when discussing the Lie algebraic structure of affine
Toda theory.
2.3.1 Bicolouration and Coxeter elements
Consider the Weyl group W of a simple Lie algebra g. All elements in the Weyl
group are generated from simple Weyl reflections σi, i.e. for any w ∈ W there is
a decomposition w = σi1 · · ·σiℓ in simple Weyl reflections. There exists a longest
element in the sense that it is built up from a maximal number of simple Weyl
reflections. It is called Coxeter element or transformation and defined by the
product over all simple Weyl reflections,
σ = σ1σ2 · · ·σn .
Clearly, this definition depends on the particular choice of simple roots, which define
the simple Weyl reflections. Also the ordering of the reflections is only a matter of
choice. The Coxeter element is therefore only defined up to conjugacy, i.e., given
a longest element σ we get another one by the adjoint action of the Weyl group,
σ → wσw−1. In fact, this adjoint action is exhaustive on the set of possible Coxeter
elements. However, the geometric properties of the Coxeter element we are interested
in are shared by all representatives of this conjugacy class [66]:
(C1) The Coxeter element fixes no non-zero vector.
(C2) It is of finite order, σh = 1, where h is the Coxeter number defined in (2.9).
This means that the Coxeter element permutes the roots in orbits of length h.
(C3) The eigenvalues of σ are of the form
exp
iπsj
h
, j = 1, ..., n
where the characteristic set of integers 1 = s1 ≤ s2 ≤ ... ≤ sn = h−1 are called
the exponents of the Lie algebra g satisfying the relation sn+1−i = h− si.
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Below we will calculate concrete physical quantities in terms of Coxeter el-
ements, whence we need a unique prescription to determine which of the possible
Coxeter elements we are going to use. This is achieved by introducing the concept
of bicolouration for Dynkin diagrams. To every vertex in the Dynkin diagram Γ(g)
we assign a colour, black or white, such that two vertices linked to each other are
differently coloured. See Figure 2.1 and 2.2 for our conventions. This bicolouration
polarizes the index set ∆ = {1, ..., n} into two subsets ∆+ and ∆− corresponding to
white and black coloured vertices, respectively. Grouping all simple Weyl reflections
according to this polarization a Coxeter element is unambiguously specified by setting
[30]
σ := σ−σ+, σ± :=
∏
i∈∆±
σi . (2.37)
This particular definition fixes the Coxeter element uniquely for the following reason.
By the definition of the bicolouration the sub-elements σ± only contain simple Weyl
reflections corresponding to roots which are orthogonal to each other. Therefore, all
of them commute in accordance with (2.5) and their relative order in σ± does not
matter. Moreover, as an immediate consequence of this construction one has the
following identities between the sub-elements σ± and the Coxeter element,
σ2± = 1 , σ
−1 = σ+σ− , σ±σ
x = σ−xσ± . (2.38)
Having these formulas at hand facilitates to calculate the action of the Coxeter ele-
ment on the sets of simple roots and fundamental weights.
Coxeter orbits and coloured simple roots
In the course of our argumentation Coxeter orbits denoted by Ωi will play an essen-
tial role. Following the conventions in [30, 29] they are generated by the successive
action of the above Coxeter element (2.37) on a “coloured” simple root γi = ciαi
with ci = +1 or −1 when the ith node in the Dynkin diagram Γ(g) is white or black,
respectively. The associated orbit reads explicitly
Ωi := {σxγi : 1 ≤ x ≤ h} . (2.39)
Note that we have used the period (C2) of σ in this definition. The motivation to
define the Coxeter orbits Ωi via the coloured roots is that they do not intersect,
i.e. Ωi ∩ Ωj = ∅, and are exhaustive on the set of roots. Moreover, all γi’s lie in
different orbits and all elements in one orbit are linear independent [30]. This let the
coloured simple roots appear as natural entities in the context of the bicolouration
of Dynkin diagrams and the definition (2.37), since they constitute a complete set of
representatives for the Coxeter orbits Ωi.
From these facts we can now easily derive the number of roots of the Lie
algebra g and its dimension. Every coloured simple root gives rise to an orbit with
h elements when the Coxeter element acts on it. The set of all these orbits gives
the total root system R whence we deduce |R| = nh. Together with formula (2.20)
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derived from the root space decomposition we obtain the dimension of the Lie algebra
in terms of the Coxeter number
dim g = n(h+ 1) . (2.40)
Action on simple roots and fundamental weights
Exploiting that the simple Weyl reflections in σ± all commute we obtain via the
definition of simple Weyl reflections (2.4) the following simple relation for the action
of σ on coloured roots
σciγi = −γi and σ−ciγi = γi −
∑
j∈∆−ci
Iijγj . (2.41)
Here the notation σci is understood in the obvious sense, that σci = σ± for ci = ±1,
and we have defined the so-called incidence matrix
I := 2− A , (2.42)
which will frequently be used in the course of our argumentation. Adding both
identities (2.41) yields the relation
(σ+ + σ−)γi = −
∑
j∈∆−ci
Iijγj (2.43)
which upon squaring is seen to relate the eigenvalues of the Cartan matrix with
the eigenvalues of the Coxeter element defined in (C3). Indeed, the former can be
determined to be 4 sin2 πsk/h, where sk, k = 1, ..., n are the exponents.
The action of simple Weyl reflections can be extended to weights. Of particular
interest are the fundamental weights (2.10) which form the dual basis of the simple
coroots. The action of the special elements is then derived to
σciλi = λi − αi and σ−ciλi = λi . (2.44)
Using the identities (2.41) and (2.44) the Coxeter element can be shown to relate
simple roots and fundamental weights which is of practical importance,
γi = (σ− − σ+)λi = (1− σ−1)σ
1−ci
2 λi .
Note that (1 − σ−1) never vanishes because of (C1) and the fact that σ−1 = σ−σσ−
is also an Coxeter element. Hence, it can be inverted and by exploiting (C2) we then
obtain
λi =
h∑
x=1
x
h
σx+
ci−1
2 γi (2.45)
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which supplements the former equation giving γi in terms of λi. This last identity will
play a central role for our further discussion since it allows to relate the information
combined in a Coxeter orbit of a simple root to the Cartan matrix via the variant,
A−1ji
|αi|2
2
= 〈λj , λi〉 =
h∑
x=1
x
h
〈
λj , σ
x+
ci−1
2 γi
〉
, (2.46)
where the first equation follows from the definition of the Cartan matrix (2.3) and
the fundamental weights (2.10). Below q-deformed versions of the relations presented
here will be introduced and turn out to be the hinge for revealing the Lie algebraic
structure behind affine Toda theory.
2.3.2 Twisted Coxeter elements
In case the Dynkin diagram Γ of the simple Lie algebra g allows for symmetry oper-
ations leaving Γ invariant, there is a generalized notion of Coxeter elements [67, 25].
From Figure 2.1 we infer that such symmetries are present in the A and D series of
simple algebras as well as in E6. That is, for any of these algebras there exists an
automorphism g → g induced by a reordering of the labels in the Dynkin diagram,
ω : {1, ..., n} → {ω(1), ..., ω(n)}, such that all inner products, i.e. the Killing form,
are invariant. A natural action of ω on the root system is given by
ω(αi) := αω(i) .
Note that we use the same symbol ω for the mapping defined on the index set and
for the one defined on the simple roots. Necessarily, the automorphism ω has finite
order, i.e. there is a finite integer ℓ such that ωℓ = 1, and from Figure 2.1 we infer
that the latter is given by ℓ = 1, 2 or 3. While ℓ = 1 represents the case when no
symmetry is present, the last possibility ℓ = 3 only occurs for g = D4 which has an
enhanced symmetry compared to the other Dynkin diagrams of the D series.
Exploiting the Dynkin diagram automorphism ω we might now define twisted
Coxeter elements which share similar properties as the ordinary ones defined in the
preceding subsection. Choose an index set ∆ω ⊂ {1, ..., n} containing a representative
of each orbit of ω such that for any pair i, j ∈ ∆ω the roots γi, γj lie in different orbits.
Set ∆ω± := ∆
ω∩∆± where ∆± are the white and black vertices defined in the preceding
subsection and note that the Dynkin diagram automorphism is colour preserving, i.e.
γω(i) ∈ ∆± if γi ∈ ∆±. Then the corresponding twisted Coxeter element is defined by
σˆ := ω−1σˆ−σˆ+, σˆ± :=
∏
i∈∆ω
±
σi . (2.47)
The above definition of the twisted Coxeter element differs from the original one given
in [67] by conjugation with the automorphism ω−1. However, this does not alter any
of its properties but rather amounts to a different choice of the set of representatives,
∆ω → ω−1(∆ω). This is immediate to see by deriving the transformation properties
of the simple Weyl reflections from which one then infers that
ωσˆ±ω
−1 =
∏
i∈ω(∆ω
±
)
σi .
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Hence, the adjoint action of ω on σˆ gives another twisted Coxeter element associated
with the index set ω(∆ω). Note that this action is not exhaustive on the set of possible
twisted Coxeter elements, that is, there exist index sets which can not be obtained
from ∆ω by successive actions of ω. We list further properties of twisted Coxeter
elements [67]:
(TC1) The twisted Coxeter element fixes no non-zero vector.
(TC2) It has finite order, σˆH = 1 with H = ℓh being the so-called ℓth Coxeter number
[25]. This means in particular that σˆ permutes the roots in orbits of length H.
(TC3) The eigenvalues of σ are of the form
ε−1j exp
2πi sj
H
, j = 1, ..., n .
Here εi denote the eigenvalues of ω and si are the exponents defined in context
of the ordinary Coxeter element, see (C3).
Analogous to the non-twisted Coxeter element we now investigate the action
on simple roots. Since the twisted Coxeter element only contains the simple Weyl
reflections associated with the choice of representatives ∆ω it is convenient to define
the integers
tˆi =
{
1 for αi ∈ ∆ω
0 for αi /∈ ∆ω . (2.48)
The action of the special elements σˆ± on a simple root can now conveniently be
written in the following form
σˆciγi = (−1)tˆiγi and σˆ−ciγi = γi −
∑
j∈∆ˆω
−ci
Iijγj , (2.49)
where the sum involving the incidence matrix I = 2−A is restricted to the represen-
tatives ∆ˆω±. Analogously to the untwisted case we also define twisted Coxeter orbits
by setting
Ωˆi := {σˆxγi : 1 ≤ x ≤ H}
where in the definition the finite period of the twisted Coxeter element has been
employed, see (TC2).
2.4 Dual algebras and q-deformation
For the discussion of the ATFT S-matrix it will become necessary to introduce the
concept of a pair of dual affine Lie algebras (g, g∨) which are related to each other
by exchanging short and long roots. In other words the identification of roots and
coroots, α → α∨, maps the root system of the one algebra onto the other. This is
sometimes referred to as Langlands duality. Clearly, simply-laced Lie algebras are
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left invariant under this duality transformation since all roots are of the same length,
i.e. g = g∨. The remaining pairs of algebras which are not self-dual must therefore
involve non simply-laced algebras. It turns out that one factor, say g, is given by an
untwisted affine Lie algebra denoted by X
(1)
n , while the second factor g∨ involves a
twisted affine Lie algebra denoted by Xˆ
(ℓ)
nˆ . Here we adopted the notation of [25]. The
lower indices n, nˆ state the rank of the algebras while the upper index ℓ = 1, 2 or 3
refers to the order of a Dynkin diagram automorphism ω used in the construction of
the twisted algebra, see [25] for details. We list all non self-dual pairs in the following
table,
untwisted twisted
B
(1)
n A
(2)
2n−1
C
(1)
n D
(2)
n+1
F
(1)
4 E
(2)
6
G
(1)
2 D
(3)
4
Table 2.2: Pairs of non self-dual affine Lie algebras.
In terms of the associated affine Dynkin diagrams these pairs of Lie algebras
are related by reversing the arrow between vertices associated with short and long
roots. However, in the following we will not use the affine structure, since it will turn
out that all the necessary information is already contained in the finite dimensional
algebras Xn and Xˆnˆ whose relation to each other can be easily understood via folding.
2.4.1 Pairs of finite algebras and folding
From the above table we infer that Xˆnˆ is simply-laced and equipped with a Dynkin
diagram automorphism ω of order ℓ = 2 except for Xˆnˆ = D4, where ℓ = 3. Folding
the algebra Xˆnˆ w.r.t. to this automorphism, i.e. fixing the subalgebra invariant under
ω, we obtain the Langlands dual of the finite non-simply laced algebra Xn. Following
the procedure outlined in [68] this means that given a Chevalley-basis {hˆi, eˆi, fˆi} of
Xˆnˆ we choose an index set of representatives ∆ˆ
ω ⊂ {1, ..., nˆ} (as explained in the
context of twisted Coxeter elements in subsection 2.3.2) and define the generators of
the “folded” non simply-laced Lie algebra by setting
hωi :=
ℓi∑
n=1
hˆω(i), e
ω
i :=
ℓi∑
n=1
eˆω(i) and f
ω
i :=
ℓi∑
n=1
fˆω(i)
where i ∈ ∆ˆω runs over the representatives of the different orbits and ℓi denotes the
length of the orbit of the ith simple root, i.e. ωℓiαˆi = αˆi. It is straightforward to verify
that these generators satisfy the Chevalley-Serre relations (2.15) w.r.t. the ”folded”
Cartan matrix,
Aωij =
ℓi∑
n=1
Aˆω(i)j , i, j ∈ ∆ˆω . (2.50)
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By the Cartan-Killing classification scheme this determines the folded Lie algebra
uniquely and one immediately verifies that the folded Cartan matrix Aω just coincides
with the Cartan matrix A of the non simply-laced algebra Xn given in Table 2.2. In
particular, Aω is a n × n matrix and the rank n of Xn equals the number of orbits
|∆ˆω| of the automorphism ω.
For convenience the numeration of the vertices in the Dynkin diagrams of the
dual Lie algebras in Table 2.2 and the set of representatives ∆ˆω will be chosen such
that the orbits of the first n simple roots of Xˆnˆ are identified under folding with the
simple roots of Xn, i.e.
∆ˆω := {1, ..., n} ⊂ {1, ..., nˆ} .
Below this will enable us to identify particles in the affine Toda theories associated
with the dual algebras without relabeling. Furthermore, the bicolouration of the
Dynkin diagrams of the dual algebras will be fixed by requiring that in Γ(Xn) the
unique vertex of the short root which is connected to a long root is black. Upon the
above identification between both dual algebras this determines also the bicolouration
of Γ(Xˆnˆ).
Another feature of the duality between both algebras (X
(1)
n , Xˆ
(ℓ)
nˆ ) we will ex-
ploit in the following is the close relationship between their Coxeter numbers h and
hˆ. The interchange of roots and coroots leads to an interchange of the Kac labels ni
and the dual Kac labels n∨i , whence one must have that
h = hˆ∨ and h∨ = hˆ , (2.51)
where h∨,hˆ∨ are the dual Coxeter numbers of Xn and Xˆnˆ, compare (2.9). Thus, we
might express the Coxeter numbers of the one algebra completely in terms of the other
and vice versa. This will become important in the following subsections where we
are going to introduce q-deformed Coxeter and twisted Coxeter elements on the two
dual algebras (X
(1)
n , Xˆ
(ℓ)
nˆ ). As we already saw in the non-deformed case the Coxeter
numbers determine the periods of the Coxeter elements and the length of the orbits.
We will encounter this mutual dependence of quantities belonging to the two algebras
Xn and Xˆnˆ more often in due course. In fact, the close relationship between the dual
algebras builds the cornerstone for the definition of generalized Coxeter elements via
q-deformation. The latter allows to combine the structures of both algebras in the
orbits of one Coxeter transformation.
2.4.2 q-deformed Coxeter element of X
(1)
n
The idea of introducing q-deformed Coxeter elements was first put forward by Oota
[36]. In his work many formulas were supported solely by a case-by-case study. The
discussion of the following subsections will provide the necessary proofs in a rigorous,
generic setting and includes also numerous entirely new relations [37].
Definitions
From the defining equation (2.3) of the Cartan matrix we know that all its entries
are integers. This allows in a natural way to introduce q-deformation via so-called
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q-deformed integers notated in the standard fashion by
[n]q =
qn − q−n
q1 − q−1 , q ∈ C .
In this chapter the q-deformation will be discussed as a purely mathematical operation
only and q will have the status of a formal parameter. That is, for the time being we
assume the deformation parameter q to be completely generic. However, in Chapter
3 when discussing the S-matrix of ATFT we will specify q to be a root of unity and
also introduce a particular parameterization q(β), where β is a coupling constant. In
this situation the limit∗ q → 1, which we are going to perform at several occasions in
this chapter as a consistency check, will correspond to the weak or strong coupling
limit.
As we know from the preceding discussion the action of simple Weyl reflections
σi on simple roots αi can be expressed in terms of the Cartan matrixA. We now
define a q-deformed Weyl reflection σqi by deforming the off-diagonal entries of A,
σqi (αj) := αj −
(
2δij − [Iji]q
)
αi . (2.52)
Here I = 2 − A denotes the incidence matrix related to the non simply-laced Lie
algebra Xn. As motivation for the above definition we observe that the q-deformed
Weyl reflection shares two essential features of the non-deformed one, namely it is
idempotent and reflections belonging to orthogonal roots commute, i.e.,
(σqi )
2 = 1 and (σqiσ
q
j)
2 = 1 for 〈αi, αj〉 = 0 . (2.53)
In particular, in the classical limit q → 1 we obtain the usual Weyl reflection defined
in (2.4). In general, however, the Weyl reflections (2.52) do not preserve the inner
product.
We now proceed analogously as in the non-deformed case to define q-deformed
Coxeter elements, i.e. we introduce the bicolouration of the Dynkin diagram with
colour values ci = ±1 as defined above and order the simple roots in two sets ∆±
whose elements are mutually orthogonal (see Subsection 2.3.1). This allows to define
the two special elements
σq± :=
∏
i∈∆±
σqi , (2.54)
uniquely which analogously to (2.38) share the property (σq±)
2 = 1. So far the
definition has closely followed the one of ordinary Coxeter elements. As a new feature
in the context of q-deformation we will now take into account the different length of
the roots for the definition of the Coxeter element. By our convention (2.8) the long
roots have squared length equal to two and we therefore define integers ti by
ti = ℓ
〈αi, αi〉
2
(2.55)
∗In the literature this limit is often referred to as ”classical” in the sense that ln q ∝ ~ with ~→ 0
being the Planck constant.
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The ratio is indeed an integer as follows directly from the definition of the Cartan
matrix A. Here ℓ = 1, 2 or 3 equals the order of the Dynkin diagram automorphism,
since the dual of Xn is obtained from Xˆnˆ as folded algebra w.r.t. ω (see our discussion
above). In particular, these integers symmetrize the Cartan matrix A when combined
into a diagonal matrix D,
AD = DAt , Dij = δijti . (2.56)
In fact, the last property fixes the integers ti up to a normalization constant. In the
present context we need the ti’s for introducing the map
αi → τ (αi) := qtiαi (2.57)
in terms of which the q-deformed Coxeter element is then defined by setting [36]
σq := σ
q
− τ σ
q
+ τ . (2.58)
Note that σq is defined unambiguously by our choice of the bicolouration of the
Dynkin diagram of Xn. The introduction of the map τ and the particular ordering
of the maps in (2.58) will be motivated in retrospect by their actions on simple roots
and the identities to which they give rise. Before we start to investigate the latter,
notice that the above definition (2.58) is consistent with the ”classical” limit, i.e.
sending the deformation parameter to one we recover the ordinary Coxeter element
(2.37), limq→1 σq = σ .
Action of σq in the root space
From the definition of the simple Weyl reflections (2.52) it is straightforward to derive
the action on coloured simple roots γi = ciαi yielding the q-deformed version of
equation (2.41)
σqciγi = −γi and σq−ciγi = γi −
∑
j∈∆−ci
[Iij ]q γj . (2.59)
From this relation together with the definition of the q-deformed Coxeter element we
see that σq generates polynomials in the variable q and simple roots
§. Thus, denoting
by Ωqi the orbit of the simple root γi a typical element will be of the form
(σq)
xγi = a1q
y1γi1 + a2q
y2γi2 + ...+ akq
ykγik
where x and a1, ..., ak, y1, ..., yk are some integers depending on i and i1, ..., ik. Now,
the most important feature which motivates the definition (2.58) is the remarkable
identity
q−2H (σq)
h = 1 . (2.60)
§Note that the possible nonzero entries in the incidence matrix are Iij = 1, 2, 3 which upon
q-deformation give rise to the polynomials [1]q = 1, [2]q = q + q
−1 and [3]q = 1 + q
2 + q−2.
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A general proof of (2.60) is not known so far, but it is expected to be quite involved
when considering the analogue of the non-deformed case. Therefore, we shall here
be content with confirming it by means of a case-by-case analysis in the appendix.
Clearly, the property (2.60) generalizes condition (C2) of the usual Coxeter element.
It states, that the roots up to multiplication by the factor q2H are permuted in orbits
of length h rendering its action on the root space “finite”. It needs to be stressed
that the length of the orbit is determined by the Coxeter number h of the algebra
Xn, while the quasi-periodicity in the deformation parameter is determined by the
ℓth Coxeter number H of the dual algebra Xˆnˆ. This indicates that by means of the
chosen q-deformation the characteristics of both dual algebras are combined in the
structure of the orbits Ωqi generated by σq.
In anticipation of the discussion of the ATFT S-matrix we mention that each
of the orbits Ωqi will be associated with a particle species. The operation of charge
conjugation yielding the antiparticle is then identified by the transition to another
orbit, C : Ωqi → Ωqı¯ , which contains the element [37]
−q−H+ cı¯−ci2 ti σ
h
2
+
ci−cı¯
4
q γi ∈ Ωqı¯ . (2.61)
Note that despite the first impression the power of the Coxeter element in this relation
is integral due to the property cicı¯ = (−1)h. Repeating the charge conjugation in
(2.61) leads to (2.60), provided ti = tı¯. Thus, the property C
2 = 1 required on
physical grounds is satisfied for simply-laced algebras. For the non-simply laced
algebras, all particles will turn out to be self-conjugate whence the relation (2.61)
reduces to
σ
h
2
q γi = −qHγ ı¯ . (2.62)
Remark. The motivation of the definition (2.61) is analogue to the one known from
the simply laced case [30]. This means complex conjugating the field which creates the
particle of type i in the classical theory corresponds to the creation of the anti-particle
ı¯, suggesting to associate −γi to the anti-particle. However, in context of the quantum
theory it will turn out that the classical theory is only recovered in the extreme weak
or extreme strong limit of the coupling constant. That is, for q → 1 we recover the
known identity [29] for the simply-laced case σ
h
2
+
ci−cı¯
4 γi = γ ı¯ which relates particles
and anti-particles.
For the time being all further information about the action of the q-deformed
Coxeter element we need to proceed is the relation(
q−citi(σq)
ci + qciti
)
γi =
∑
j∈∆−ci
q
1+ci
2
ti−
1+cj
2
tj [Iij ]q γj (2.63)
which will turn out to be crucial subsequently. It is derived from (2.59) by acting
with σq−ci on the first identity and then using the second. Note that for ci = −1 this
amounts to the action of the inverse Coxeter element¶ (σq)
−1 = τ−1σq+ τ
−1σq−. We
are now going to exploit (2.63) to relate the orbits of the Coxeter element σq to a
q-deformed Cartan matrix.
¶We differ here from the definition of the inverse in [36].
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2.4.3 q-deformed Cartan matrix of X
(1)
n
In this subsection we derive the analogue of identity (2.46) for the q-deformed Coxeter
element. This will allow us to relate the action of σq on Xn to the action of the q-
deformed twisted Coxeter element on Xˆnˆ defined below. In particular, the close
interplay between the dual algebras will become manifest.
We start by defining a n×n matrix M depending on two deformation param-
eters q, qˆ ∈ C, one of which will be related to Xn and the other to Xˆnˆ,
Mij(q, qˆ) := − [tj ]qˆ
2
qˆ
1−cj
2
tj−
1+ci
2
ti
h∑
x=1
〈
λ∨j , (σqˆ)
x+
ci−1
2 γi
〉
q2x+
ci−cj
2
−1. (2.64)
Here the λ∨j ’s denote the coweights (2.10) of Xn, the ti’s are the integers defined
in (2.55) and 〈·, ·〉 is the inner product induced by the Killing form. The reason
for introducing the matrix M will become apparent momentarily. Multiplying now
equation (2.63) by q2x+
ci−cj
2
−1σxqˆ and performing the sum over the powers in the
range 1 ≤ x ≤ h we obtain by taking the inner product with λ∨j and exploiting the
periodicity property (2.60) the determining equation
(q−1qˆ−ti + qqˆti)Mij(q, qˆ)−
n∑
k=1
[Iik]qˆMkj(q, qˆ) =
1−q2h qˆ2H
2
[ti]qˆδij . (2.65)
Note that the dependence on the colour values of the roots has vanished and that the
last equation only involves elementary data of the algebra Xn such as the incidence
matrix I = 2 − A, the entries of the diagonal matrix D defined in (2.56) and the
Coxeter numbers h,H . More importantly, (2.65) can be solved for the matrix M to
give the alternative expression
M(q, qˆ) =
1− q2hqˆ2H
2
A(q, qˆ)−1[D]qˆ . (2.66)
Here we have defined two new objects, the q-deformed symmetrizer ([D]q)ij := [Dij ]q
and the doubly q-deformed Cartan matrix‖
A(q, qˆ) := q−1qˆ−D + q qˆD − [ I ]qˆ , (2.67)
where ([ I ]q)ij := [Iij]q and q
D ≡ exp(ln q ·D) is diagonal with entries (qD)ij = δijqti .
Note that the classical limit q, qˆ → 1 yields again the non-deformed objects A and D.
In particular, after dividing by (1 − q2hqˆ2H) in (2.65) we recover the identity (2.46)
in this limit.
Some comments are due to fully appreciate the equivalence of the expressions
(2.64) and (2.66). Looking at the defining relation (2.64) we know from the action of
the q-deformed Coxeter element described in the previous subsection that the matrix
elements Mij(q, qˆ) consist of polynomials in the variables q, qˆ,
M(q, qˆ) =
2h∑
x=1
2H∑
y=1
µ(x, y)qxqˆy . (2.68)
‖In a different context not involving Coxeter geometry a similar expression was obtained in [69].
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Looking at (2.66) this is far from obvious, since the expression contains the inverse
of the deformed Cartan matrix (2.67). The latter is only well-defined for q, qˆ away
from roots of unity, since then A(q, qˆ) might become singular. The singular values
are given by the zeroes of the determinant of A(q, qˆ), which on a case-by-case basis
can be established to
detA(q, qˆ) =
n∏
k=1
(q qˆH/h + q−1qˆ−H/h − 2 cos πsk
h
) . (2.69)
Here {s1, ..., sn} is the set of exponents of the Lie algebra Xn defined by (C3) in
Section 2.3.1. However, the matrix M(q, qˆ) is defined for arbitrary complex values
of the deformation parameters, since the determinant detA(q, qˆ) is always contained
as a factor in (1 − q2hqˆ 2H) standing in front of the Cartan matrix in (2.66). Hence,
possible poles of the determinant are cancelled. Later on we will see that the column
vectors of the M-matrix evaluated at the zeroes of the determinant (2.69) can be
directly linked to conserved quantities in ATFT. In particular, they will yield the
mass spectrum.
2.4.4 Inner product identities
Having established the equivalence between the expressions (2.64) and (2.66) we might
now turn the picture around and ask what we can learn from the matrix expression
about the action of the q-deformed Coxeter element. In fact, we might plug in (2.66)
into the l.h.s. of (2.64) and then solve for the inner product
〈
λ∨j , σ
x
qγi
〉
by discrete
Fourier transformation in the variable q,
− [tj ]qˆ
2
qˆ
1−cj
2
tj−
1+ci
2
ti
〈
λ∨j , (σqˆ)
xγi
〉
=
1
2h
2h∑
n=1
Mij(τ
n, qˆ)τn(2x−
ci+cj
2
) (2.70)
where τ is any root of unity of order 2h. Here we have used that the powers of
the variable q run over the range 1, 2, ..., 2h when the powers of the Coxeter element
are restricted to 1, 2, ..., h. For practical purposes in calculating the orbits of the
Coxeter element σq formula (2.70) might not yield an advantage. However, we can
use it to prove some inner product identities which are immediate consequences of
the matrix properties of (2.66). For example, noting that equation (2.56) also holds
for the q-deformed quantities,
A(q, qˆ)[D]qˆ = [D]qˆA(q, qˆ)
t , (2.71)
we infer that the M-matrix is symmetric. Upon using the formula (2.70) we end up
with the non-trivial identity [37]
(q2tj − 1) 〈λ∨j , (σq)xγi〉 = (q2ti − 1) 〈λ∨i , (σq)xγj〉 . (2.72)
This particular equality has special significance, since it will be used in Chapter 3
to show parity invariance of the ATFT scattering matrix. Another inner product
equality we are going to exploit in the discussion of the S-matrix is [37]
q
(1−cj)tj−(1+ci)ti
2
〈
λ∨j , σ
x
qγi
〉
+ q2H+
(cj−1)tj+(1+ci)ti
2
〈
λ∨j , σ
h−x+
ci+cj
2
q−1 γi
〉
= 0 , (2.73)
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which will be linked to analyticity in the physical sheet. Similar like before, it follows
by means of (2.66) and (2.70) from the relation
q2hqˆ2H M(q−1, qˆ−1) = −M(q, qˆ) (2.74)
which is immediate to verify upon noting that A(q−1, qˆ−1) = A(q, qˆ) and [D]q−1 =
[D]q. The simple derivation of both formulas (2.72) and (2.73) shows the usefulness
of formula (2.66). It should, however, be noted that both inner product identities
can also be proven directly [37].
2.4.5 q-deformed twisted Coxeter element of Xˆ
(ℓ)
nˆ
In this subsection we perform a discussion similar to the previous one but now fo-
cussing on the dual algebra Xˆnˆ. We introduce the q-deformed twisted Coxeter element
and afterwards show a matrix identity leading to the q-deformed folded Cartan ma-
trix associated with (2.50). As is the non-deformed case the folded Cartan matrix
will prove to be identical to the Cartan matrix (2.67) of Xn and, thus, relate the
twisted and non-twisted q-deformed Coxeter elements of the dual algebras.
Definitions
We shortly recall the definitions from the beginning of this section. The dual algebra
Xˆnˆ is always simply-laced and equipped with a Dynkin diagram automorphism ω of
order ℓ. The simple roots αˆi fall in different orbits w.r.t. ω whose length is given
by the integers ℓi such that ω
ℓiαˆi = αˆi. The largest value of ℓi corresponds to ℓ.
Furthermore, we choose an index set of representatives ∆ˆω ⊂ {1, ..., nˆ} and separate
it in two subsets ∆ˆω± according to the bicolouration of the Dynkin diagram associated
to Xˆnˆ. Now, a q-deformation of the simple Weyl reflections
σˆi(αˆj) = αˆj − Aˆjiαˆi ,
analogously to (2.52) would not lead to a new structure since the incidence matrix
Iˆ = 2−Aˆ only contains the entries 0 or 1. One possible way to introduce a non-trivial
deformation is by defining the analogue of the map τ in (2.57) but this time using
the integers tˆi defined in (2.48) which single out the representatives,
τˆ (αˆi) := q
2tˆiαˆi . (2.75)
Using the non-deformed elements σˆ± =
∏
i∈∆ˆω
±
σˆi of Subsection 2.3.2 a q-deformed
twisted Coxeter element is defined as [36],
σˆq := ω
−1 σˆ− τˆ σˆ+ . (2.76)
Once again the bicolouration ensures that σˆq is uniquely defined. The particular
ordering of the maps will prove important for the characteristics of σˆq. For q → 1 we
obtain the standard twisted Coxeter element (2.47).
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Action of σˆq in the root space
Due to the occurrence of the automorphism ω in the definition (2.76) it turns out to
be convenient to regard the objects γˆωi := ω
ci−1
2 γˆi instead of the usual coloured roots.
From (2.49) and (2.76) the action of σˆq is then obtained to
(−q−2ci)tˆiσˆciq γˆωi = ω−ciγˆωi −
∑
j∈∆ˆω
−ci
Iij γˆ
ω
j . (2.77)
This tells us that the orbits Ωˆqi generated by σˆq consist of polynomials in the defor-
mation parameter q and simple roots analogous to the untwisted case. The structure
of Ωˆqi is periodic because of the crucial relation
q−2hσˆHq = 1 . (2.78)
This on the one hand reflects the property (TC2) of the usual twisted Coxeter element
(2.47) and on the other hand it shows the duality relation between the algebras Xn
and Xˆnˆ by comparison with (2.60). We note that the roles of h and H are just
interchanged. Like before we do not give a generic proof of this periodicity property,
but verify it case-by-case in the appendix.
For later purposes we define the charge conjugation operation as done in Sub-
section 2.4.2 for the untwisted Coxeter element. Assign the anti-particle to the orbit
Ωˆqı¯ in which we find the element [37]
−q−h+ cı¯−ci2 tˆi σˆ
H
2
+
ci−cı¯
4
(2−ℓi)
q γˆ
ω
i ∈ Ωˆqı¯ , i ∈ ∆ˆω . (2.79)
Here i is assumed to belong to the set of representatives ∆ˆω since only these will
correspond to particle species later on. Repeating the conjugation yields again Ωˆqi
by use of (2.78) provided that ℓi = ℓı¯. Assuming self-conjugation for the non-simply
laced algebras as in (2.61), the latter relation reduces to
σˆ
H
2
q γˆ
ω
i = −qhγˆωı¯ . (2.80)
In the limit q → 1 we obtain σˆH2 + ci−cı¯4 (2−ℓi)γˆωi = γˆωı¯ , which relates particles and
anti-particles in twisted algebras.
2.4.6 q-deformed folded Cartan matrix of Xˆ
(ℓ)
nˆ
In order to relate the action of σˆq to a matrix expression we now perform an analogous
calculation as in Subsection 2.4.3 for the untwisted algebra. However, due to the
appearance of the Dynkin diagram automorphism ω the computation turns out to
be a bit more involved, whence we first state the result and then present the main
steps of the derivation. Let λωi denote the fundamental weight which is dual to all
elements inside one ω-orbit, i.e.
λωi :=
ℓi∑
k=1
λˆωk(i) , i ∈ ∆ˆω . (2.81)
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Then we will show below that the n × n matrix depending on two deformation pa-
rameters q, qˆ and defined by
Nij(q, qˆ) := −q
−
ci+cj
2
2
H∑
y=1
〈
λωj , (σˆq)
y+
ci−1
2 γˆωi
〉
qˆ2y+
ci−1
2
ℓi−
cj−1
2
ℓj−1, i, j ∈ ∆ˆω (2.82)
can be equivalently expressed in terms of the following q-deformed matrices,
N(q, qˆ) =
1− q2hqˆ2H
2
Aω(q, qˆ)−1[Dˆ]qˆ . (2.83)
The objects appearing in the last equation will be explained step by step. Consider the
diagonal matrix Dij := ℓiδij and the folded incidence matrix I
ω = 2− Aω associated
with (2.50), then we define
([Dˆ]q)ij := [ℓi]qδij , ([I
ω]q)ij :=
[
ℓi∑
n=1
Iˆωn(i)j
]
q
, i, j ∈ ∆ˆω (2.84)
to be their q-deformed counterparts. Setting now analogously to (2.67)
Aω(q, qˆ) = q−1qˆ−Dˆ + q qˆDˆ − [Iω]qˆ (2.85)
we obtain a q-deformed version of the folded Cartan matrix (2.50) [37]. The
restriction of the indices in (2.82) to the subset of representatives, which was chosen
to be ∆ˆω = {1, ..., n}, appears naturally due to the folding procedure explained at
the beginning of this section. In fact, studying the latter we saw that Aω = A.
Furthermore, one easily deduces that the length of the roots in Xn is related to the
length of the ω-orbits in Xˆnˆ, namely ℓi = ti, i = 1, ..., n. Thus, we conclude that
Aω(q, qˆ) = A(q, qˆ) holds for generic values of the deformation parameters, whence we
have proven [37]
N(q, qˆ) = M(q, qˆ) , q, qˆ ∈ C . (2.86)
This establishes the previously mentioned equivalence of the roles played by the q-
deformed Coxeter and twisted Coxeter elements on the dual algebras. It should be
emphasized that the identities (2.64), (2.66) and (2.82), (2.83) together with the
equality of the two q-deformed Cartan matrices (2.67) and (2.85) are the key results
of this chapter. They will allow for a universal treatment of ATFT upon choosing
the deformation parameters in a special coupling dependent way to be specified later.
Moreover, they provide an important mathematical tool in which the duality relation
between the two dual algebras becomes manifest.
Before we now turn to the proof of (2.83) we state another neat formula for
the determinant of the q-deformed folded Cartan matrix [37],
detAω(q, qˆ) =
sˆ∏
i=1
(qh/H qˆ + q−h/H qˆ−1 − 2 cos πsˆi
H
) (2.87)
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where the product runs over the exponents of the algebra Xˆnˆ. In view of (2.69)
this is a different specification of the singular values of the Cartan matrix A(q, qˆ).
However, since the exponents of the dual algebras only differ by multiples of the
Coxeter number h [25] both formulas are consistent. Note that (2.87) is established
on a case-by-case study.
We now turn to the proof of the identity (2.83). Let us first define the following
auxiliary nˆ× nˆ matrix,
Nˆij(q, qˆ) := −1
2
q−
ci+cj
2
H∑
y=1
〈
λˆj , (σˆq)
y+
ci−1
2 γˆωi
〉
qˆ2y+
ci−1
2
ℓi−
cj−1
2
ℓj−1. (2.88)
Here λˆj denotes a fundamental weight of the algebra Xˆnˆ and the indices run now
over the full index set ∆ˆ = {1, ..., nˆ}. Multiplying equation (2.77) from the left with
qˆ2y+
ci−1
2
ℓi−
cj−1
2
ℓj−1σˆyq and performing the sum over the powers y in the appropriate
range yields upon using the periodicity (2.78) the determining equation
(−1)tˆi+1(qtˆi qˆ)−2ciNˆij + Nˆω−ci (i)j =∑
l∈∆ˆω
−ci
q−ci qˆ−2ci+
ci−1
2
ℓi+
ci+1
2
ℓlIilNˆlj + (qqˆ)
−ci
(1− q2hqˆ2H)
2
δ
iω
1+ci
2 (j)
.
In contrast to (2.65) it can not be directly solved for Nˆ because of the indices trans-
formed by ω appearing in the equation. Therefore, we successively replace i→ ω−ci(i)
until the order ℓ of the automorphism is reached. The resulting set of iterated equa-
tions then allows to set up an equation for the restricted n×n matrix (2.82) obtained
from Nˆ by the prescription Nij :=
∑ℓj
n=1 Nˆiωn(j) with i, j ∈ ∆ˆω = {1, ..., n}. The
determining equation for N then reads
q−ci qˆ−ℓiciNij + q
ci qˆℓici(−1)ℓ−ℓi(qqˆ)2ci(ℓ−ℓi)Nij =
ℓ−1∑
n=0
Iωn(i)k(−q2ci)nδ1,ℓi qˆ2nci qˆ
ci+1
2
(ℓk−ℓi)Nkj +
+ qˆci(1−ℓi)
ℓ−1∑
n=0
(−q2ci)nδ1,ℓi qˆ2nci 1− q
2hqˆ2H
2
δij .
This expression can be simplified by discussing the cases ℓi = 1 and ℓi = ℓ separately
and upon noting that Iω(i)j = 0 for ℓi = ℓ and Iω(i)j = Iij for ℓi = 1. In addition,
using the identity
(qqˆ)ℓ + (−1)ℓ−1(qqˆ)ℓ = (qqˆ + q−1qˆ−1)(qqˆ)ℓ−1
ℓ−1∑
n=0
(−1)n(qqˆ)2n
the sums in the last expression can be simplified and we obtain the stringent formula
(2.83).
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2.4.7 Inner Product Identities
We close the section by stating the equivalent relations for the inner product identities
(2.72) and (2.73) for the dual algebra Xˆnˆ. They can be proven by the same procedure
as in the non-twisted case. The identity linked to parity invariance is given by [37]
〈
λωj , σˆ
x
q γˆ
ω
i
〉
=
〈
λωi , σˆ
x+
cj−ci
2
+
ci−1
2
ℓi+
1−cj
2
ℓj
q γˆ
ω
j
〉
(2.89)
and the one related to analyticity of the S-matrix by [37]
〈
λωj , σˆ
x
q γˆ
ω
i
〉
= −q2h+ci+cj 〈λωj , σˆH−x+ci+ 1−ci2 ℓi+ cj−12 ℓjq−1 γˆωi 〉 (2.90)
It should be mentioned that the proof of both relations in terms of the Coxeter
elements turns out to be more complicated as in the non-twisted case. However, it
would be desirable to formulate these, since this might provide more profound insight
of the Lie algebraic duality between the algebra Xn and Xˆnˆ and the action of the
twisted Coxeter element.
Chapter 3
EXACT S-MATRICES
When meeting calamities or difficult situations, it is not enough to simply say that one is
not at all flustered. When meeting difficult situations, one should dash forward bravely and
with joy. It is the crossing of a single barrier and is like the saying, “The more the water,
the higher the boat.”
From ’The Book of the Samurai, Hagakure’
One of the central objects in quantum field theory is the scattering matrix,
henceforth also referred to as S-matrix, which determines the on-shell structure of
the model and describes the collision of quantum particles. While in general the
S-matrix can only be calculated in the framework of perturbation theory by means
of Feynman diagrams, one might pursue in case of integrable models an alternative
approach originating in the early works of Heisenberg [7] and Chew [8]. The basic idea
is that the scattering matrix by itself has to obey a number of physically motivated
constraints which might be restrictive enough to calculate it directly without relying
on the field content of the theory. Some of the general properties an S-matrix should
satisfy are:
(S1) conservation of probability
(S2) Lorentz invariance
(S3) analyticity in the energy variables
(S4) crossing symmetry
In higher dimensions 3+1 the application of this method has led to the famous
dispersion relations yielding rigid constraints on cross sections. However, a systematic
way to fully construct an S-matrix is not known. In contrast, the approach becomes
extremely powerful in 1+1 dimensions in context of integrable field theories. Their
key feature is the presence of an infinite set of conserved charges (a pair of higher
spin charges is actually sufficient, see [70]) implying the following severe restrictions
on a scattering process,
• absence of particle production
• conservation of the individual particle momenta
• factorization of the scattering matrix into two-particle amplitudes
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Especially the last property is of importance since it reduces the problem
to determining the two-particle S-matrix. Furthermore, it gives rise to two sets of
consistency conditions, the Yang-Baxter and the bootstrap equations. While the
former describe equivalent ways to factorize a three particle scattering process when
reflection is present, the latter ensure consistency when an intermediate bound state
occurs. Provided the particle content and the bound state structure of the model are
known the two-particle S-matrix can then be systematically constructed by exploiting
the above restrictions (S1)-(S4) and the results obtained ought to be “exact”, i.e. they
should hold to all orders of perturbation theory.
Besides giving an exact answer this “bootstrap” approach, as it is called in the
literature, supersedes the conventional perturbative one in two aspects. First it ele-
gantly circumvents the messy and tedious computations of higher order perturbation
and renormalization theory. Second, since the bootstrap does not rely on the field
content, it might be performed whether or not an underlying classical Lagrangian
formulation of the theory is known. Nevertheless, it is of advantage to have a clas-
sical Lagrangian at one’s disposal since it serves physical intuition and also enables
perturbative consistency checks of the bootstrap approach which are useful from time
to time. In the subsequent chapter we will, however, encounter a different method to
check the scattering matrices for consistency which also does not use the field quanti-
ties and yields valuable insight in the high energy regime of the associated quantum
field theories.
This chapter starts with a review of the ideas underlying the bootstrap ap-
proach in 1+1 dimensional integrable quantum field theories in Section 3.1. The
factorization of the scattering matrix is motivated followed by a discussion of the
analytic structure of the two-particle S-matrix which becomes the central object of
interest. The physical constraints on the scattering matrix stated above are trans-
lated to concrete functional relations for the two-particle amplitude and the general
form of the solutions satisfying the properties (S1)-(S4) is stated. In order to extract
from the possible solutions the S-matrix of a concrete quantum field theory one has
to relate them to the particle content in a second step by invoking the bootstrap
equation.
In Section 3.2 this is done for affine Toda field theory. As a starting point
the classical Lagrangian, the classical mass spectrum and the classical fusing pro-
cesses present in this class of theories are recalled. This serves as motivation for
the subsequent discussion of the corresponding structures on the quantum level and
the universal formulation of the S-matrix. This discussion will be given for all Toda
models at once by exploiting the Lie algebraic techniques introduced in the previous
chapter. In particular, we will see that the q-deformation of Chapter 2 has a concrete
physical meaning in describing the renormalized quantum mass flow dependent on
the coupling constant and it will become apparent how the weak and strong coupling
regime of affine Toda theories is governed by different Lie algebraic structures. After
having stated the quantum particle content of affine Toda theories two universal ex-
pressions of the two-particle scattering matrix are given which in their most elegant
form only involve the q-deformed Cartan matrices discussed before.
One of the main observations we will recover from the universal treatment of
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affine Toda theory is the natural splitting of the models in two subclasses correspond-
ing to simply-laced and non-simply laced algebras. The former are known to have
simpler renormalization properties and the associated two-particle S-matrix can be
separated in two factors one containing all the physical information about the particle
content of the model and the other displaying the coupling dependence. This sepa-
ration of the affine Toda S-matrix will then be used to define new integrable models
by constructing new solutions to the functional equations of the bootstrap approach
in Section 3.3.
3.1 Analyticity, crossing and the bootstrap equations
Since the S-matrix ought to describe a scattering experiment the forces are assumed
to be sufficiently short ranged and the particles should become free at sufficiently large
times (t → ±∞). The space of physical states should therefore asymptotically be
spanned by incoming or outgoing momentum eigenstates obeying the mass-shell con-
dition of free particles, i.e. pµp
µ = m2 with p being the relativistic two-momentum.
This statement is called asymptotic completeness and it motivates the introduc-
tion of momentum creation and annihilation operators ain(p), a
∗
in(p), aout(p), a
∗
out(p)
which generate the Fock space of the in and out-states upon acting on the vacuum
state |0〉,
|p1, . . . , pn〉 in
out
= a∗in
out
(p1) · · · a∗in
out
(pn)|0〉 .
The asymptotic states might depend in addition on internal quantum numbers but for
simplicity these are suppressed in the notation. Both sets of these states are assumed
to be complete and orthonormal whence they have to be mapped onto each other by
a unitary operator, S∗S = SS∗ = 1, which is just the S-matrix,
out 〈p′1, . . . , p′m| p1, . . . , pn〉in = in 〈p′1, . . . , p′m| S | p1, . . . , pn〉in (3.1)
= out 〈p′1, . . . , p′m| S | p1, . . . , pn〉out .
The above equations show that we might drop the in and out labels. Thus, the first
constraint (S1) is a direct consequence of postulating asymptotic completeness for
the set of in and out states.
To satisfy the second condition of Lorentz invariance we require that the S-
matrix elements are invariant under the action of the Lorentz group, e.g. the two
particle amplitude should obey
〈p1, p2| S | p3, p4〉 =
〈
p1, p2|ΛSΛ−1| p3, p4
〉
(3.2)
for every proper Lorentz transformation Λ. Here we followed the standard convention
(see e.g. [9]) and specified Lorentz invariance for the whole matrix elements instead
for their absolute values only. This fixes the phase uniquely. As a consequence the
two-particle amplitude depends only on the so-called Mandelstam variables
s = (p1 + p2)
2 , t = (p1 − p3)2 and u = (p1 − p4)2
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up to an overall factor δ(4)(p1+p2−p3−p4) reflecting energy-momentum conservation.
The Mandelstam variables satisfy the relation s+ t+u =
∑4
i=1m
2
i from which it can
be deduced that in 1+1 dimensions only one of them is independent. Before discussing
the outstanding properties (S3) and (S4) we now turn to further restrictions imposed
by integrability.
3.1.1 Conserved charges and factorization
As mentioned before integrable field theories are distinguished by the presence of
an infinite set of conversation laws which are in involution and transform as higher
rank tensors under the Lorentz group. Let Q(s) denote such a conserved charge with
Lorentz spin ±s > 1 then we can choose the one-particle momentum eigenstates in
the in and out basis such that they are simultaneously also eigenstates of Q(s),
Q(s) | p〉 = Q(s)(p±)s | p〉 .
Here p± = p0±p1 are the light cone components of the two-momentum, Q(s) is a scalar
and the upper or lower sign applies if s is either positive or negative, respectively. This
particular form of the eigenvalue is required by the Lorentz transformation property
of the conserved charge Q(s). If we assume the charge to be local, i.e. to be an integral
of a local charge density, then its action on a multiparticle state must be additive,
Q(s) | p1, ..., pn〉 =
{
Q
(s)
1 (p
±
1 )
s + · · ·+Q(s)n (p±n )s
}
| p1, ..., pn〉 .
Now conservation of Q(s) means that for a generic scattering process | p1, ..., pn〉in →
| p′1, ..., p′m〉out the following sums must be equal
n∑
i=1
Q
(s)
i (p
±
i )
s =
m∑
i=1
Q
(s)
i (p
′±
i )
s .
For an infinite set of higher spin charges this results in an infinite set of equations
which allow only for the trivial solution namely that the sets of incoming and outgoing
particle momenta are equal,
{p1, . . . , pn} = {p′1, . . . , p′m} . (3.3)
Note that this in particular implies the absence of particle production. To see the
third condition imposed by integrability, i.e. the factorization of the S-matrix, we
now follow a line of reasoning given by Shankar and Witten [71].
Let us assume for simplicity that one of the higher spin conserved charges Q(s)
acts on the momentum eigenstates just as (p1)s with p1 being the spatial component
of the two-momentum p. Then a localized one-particle state described by a wave
function of the form
ψ(x) = N
∫
dp e−a(p−p
1)2+ip(x−ξ)
is transformed into
eiλQ
(s)
ψ(x) = N
∫
dp e−a(p−p
1)2+ip(x−ξ)+iλps .
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Here N is a normalization constant, λ an arbitrary real shift parameter and ξ the
center of the localized wave packet. Thus, the action of the conserved charge has
shifted the center of the wave packet dependent on the particle momentum,
ξ → ξ′ = ξ − sλ(p1)s−1 .
Consider now a multiparticle state with wave packets of different momenta and lo-
calized in position just like the wave function above. Then the application of the
operator eiλQ
(s)
, s > 1 will displace the wave-packets relative to each other. Explic-
itly, consider a three particle collision process with p1 < p2 < p3 as depicted in Figure
3.1. By successive action with the conserved charge for different values of λ one might
change the impact parameters of the colliding particles and produce all three different
space-time diagrams shown. Clearly, the last two diagrams correspond to successive
two-particle collisions showing that a three-particle scattering process factorizes in
two-particle ones. Moreover, by conservation of Q(s) both possible decompositions of
the three-particle scattering amplitude must coincide,
S(2)(p2, p3)S
(2)(p3, p1)S
(2)(p1, p2) = S
(2)(p1, p2)S
(2)(p1, p3)S
(2)(p2, p3) , (3.4)
where S(2)(pi, pj) = 〈pi, pj| S | pi, pj〉 denotes the two-particle amplitude. This factor-
ization identity is the celebrated Yang-Baxter equation [10]. Note that the two-
particle amplitude might depend on internal quantum numbers whence the above
equation is to be understood in a matrix notation. In the presence of such inter-
nal symmetries the Yang-Baxter equation imposes a surprisingly powerful constraint
which often suffices to construct the S-matrix explicitly [11].
p2 p3p1
=
p3p2p1
=
p3p2p1
space
time
 
 
Figure 3.1: Depiction of the Yang-Baxter equation.
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However, in due course we will only encounter theories where the particle
spectrum is non-degenerate. Either because all the particle masses are different or
since the particles can be distinguished by the eigenvalues of one of the conserved
charges. This excludes a possible redistribution of the particles with the same quan-
tum numbers in a scattering process and there is no reflection. One is left with a set
of diagonal S-matrices, i.e. a set of phases, which trivially satisfy the Yang-Baxter
equation. Thus, for the construction of diagonal scattering matrices (3.4) does not
impose an additional constraint to (S1)-(S4). However, by the same argument one
now motivates more generally that the n-particle scattering amplitude should factor-
ize into two-particle ones,
S(n)(p1, . . . , pn) :=
out 〈p1, . . . , pn| p1, . . . , pn〉in =
∏
i<j
S(2)(pi, pj) (3.5)
meaning that every scattering process can be decomposed into n(n−1)/2 subprocesses
involving only a pair of particles. Note that we have omitted a pair of δ-function in
the above definition of the scattering amplitude. The properties (3.3) and (3.5)
are characteristic for integrable field theories and constitute the cornerstones for the
successful application of the bootstrap approach in constructing exact S-matrices.
It should be mentioned that the assumption of an infinite number of conserved
charges is actually too strong. As was shown by Parke [70] a pair of higher spin
charges is already sufficient to deduce the crucial properties (3.3) and (3.5). For
theories invariant under a parity transformation even one charge of spin s > 1 is
sufficient because upon a parity transformation one obtains another one of spin −s.
However, for the integrable models we are going to consider it is believed that an
infinite set of higher spin charges is present.
3.1.2 The analytic structure of the two-particle S-matrix
So far we have discussed the restrictions on the scattering matrix imposed by the
general constraints (S1), (S2) and integrability. From the latter we have learned
that for integrable models one only needs to regard the two-particle amplitude which
must be a function of one of the Mandelstam variables, say s. For the following
discussion of the remaining general constraints (S3), (S4) and the formulation of
functional equations reflecting them, it is convenient to introduce a different variable,
the rapidity θ. The latter is defined by parametrizing the two-momentum in the
following way,
pi = mi(cosh θi, sinh θi) . (3.6)
Clearly, rewriting p in the above manner has the advantage that the on-shell condition
pµp
µ = m2 is satisfied automatically. The parametrization of the Mandelstam variable
is then determined by
s = m2i +m
2
j + 2mimj cosh θij (3.7)
where θij = θi − θj is the rapidity difference. Henceforth, the two-particle scattering
amplitude will therefore be written in either one of the following variants,
S(2)(pi, pj) =: Sij(s) or S
(2)(pi, pj) =: Sij(θij) . (3.8)
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The sole dependence either on the Mandelstam variable s or the rapidity difference
θij incorporates relativistic invariance according to requirement (S2). The ultimate
reason for introducing the rapidity variable is that it simplifies the discussion of the
analytic structure (S3) of the two-particle S-matrix to which we now turn. However,
for sake of completeness we will relate the analytic properties in the variable θ to the
ones in the variable s and vice versa.
The analytic domains
At the heart of the bootstrap principle lies the idea to view the physical scatter-
ing amplitudes as real-boundary values of analytic functions defined on domains of
the complex plane. This property has been motivated to be linked to macroscopic
causality properties, see e.g. [9]. We therefore interpret the two-particle amplitude
(3.8) now as function of complex variables s, θ ∈ C defined on the domains specified
in Figure 3.2. Starting with Sij(s) one can deduce from unitarity arguments that
the two-particle amplitude must have a square root branch point in the s-channel at
the two-particle threshold s = (mi + mj)
2. This branching point signals the least
energy required that inelastic processes can take place like the production of extra
particles. A second one arises by crossing symmetry – which will be explained below
– in the t-channel and is located at s = (mi−mj)2. Since in the context of integrable
models one only deals with two-particle unitarity, these are assumed to be the only
branching points implying that the two particle scattering amplitude is meromorphic.
The resulting left and right branch cuts in the s-plane are defined to lie in the ranges
s ≤ (mi − mj)2 and (mi + mj)2 ≤ s .Via the parametrization (3.7) these branch
cuts are unfolded in the complex θ-plane and mapped onto the axes Im θ = π and
Im θ = 0, respectively. They enclose the strip 0 < Im θ < π which is referred to as
physical sheet, since only the analytic continuation into this region is assumed to
be related to concrete physical processes.
Hermitian analyticity and unitarity
Having introduced real branch cuts in the s-plane we need to specify how to obtain
the physical values of the scattering amplitude, since for on-shell processes the Man-
delstam variable s is real. Comparison with perturbation theory shows that these are
recovered by the limit onto the branch cut from the upper-half plane [9],
physical values: Sij(s) ≡ lim
ε→0+
Sij(s+ iε) , s ∈ R .
This limit reflects Feynman’s prescription in perturbation theory to add to each
particle mass a small negative imaginary part −iε in order to make the integration
over internal lines of the relevant Feynman diagrams well defined [9]. However, one
might also consider the unphysical limit on the branch cut from the lower-half plane.
The complex conjugate of this value can be linked to the parity transformed physical
scattering amplitude
lim
ε→0+
Sij(s− iε)∗ = lim
ε→0+
Sji(s+ iε) , s ∈ R .
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Thus, two different scattering processes are linked to each other across the branch
cut as boundary values of the same analytic function. This property is known as
Hermitian analyticity [72]. Analytic continuation to complex arguments then
results in the following functional equation in terms of the rapidity variable,
Sij(θ) = Sji(−θ∗)∗ . (3.9)
Note that for parity invariant theories one has Sij = Sji, whence Hermitian analyticity
then amounts to real analyticity. Combining (3.9) with the unitarity requirement
Sij(θ)Sij(θ)
∗ = 1, θ ∈ R for the two-particle amplitude yields upon analytic continu-
ation the functional equation
Sij(θ)Sji(−θ) = 1 , (3.10)
which is assumed to hold for all complex arguments θ ∈ C. The concept that different
boundary values of one analytic function relate different scattering processes is also
exploited in the context of crossing symmetry.
Crossing symmetry
In a relativistic theory a crossing transformation amounts to the replacement of an
incoming particle of momentum p by an outgoing antiparticle with momentum −p
and has its origin in the Lehmann-Symanzik-Zimmermann formalism, see any stan-
dard textbook on quantum field theory. In terms of the Mandelstam variables this
corresponds to the transition from the s-channel to the t-channel
s = (pi + pj)
2 → t = (pi − pj)2 = 2m2i + 2m2j − s . (3.11)
Note that we have used here the conservation of the individual particle momenta in
integrable theories. Crossing symmetry now requires that the scattering amplitudes
corresponding to the two collision processes
| pi, pj〉in → | pi, pj〉out and | pj ,−pı¯〉in → | pj ,−pı¯〉out
can be obtained from each other by analytic continuation. Here ı¯ denotes the anti-
particle of the particles species i. The path of analytic continuation is depicted in
Figure 3.2 and connects the upper side of the right branch cut with the lower side of
the left branch cut according to (3.11). Upon noting that the right and left cut in
the s-plane correspond to the axes Im θ = 0 and Im θ = π in terms of the rapidity
variable, crossing symmetry then simplifies to the functional equation
Sij(iπ − θ) = Sjı¯(θ) . (3.12)
The requirements of unitarity, Hermitian analyticity and crossing symmetry form
powerful constraints on the possible form of a solution to the functional equations
(3.10) and (3.12). It was shown in [74] that the most general form of a scattering
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amplitude obeying the stated restrictions must consist of ratios of hyperbolic func-
tions†,
Sij(θ) =
∏
x∈Xij
sinh 1
2
(θ + iπx)
sinh 1
2
(θ − iπx) (3.13)
where the set of real numbers Xij incorporates the information characteristic to the
specific quantum field theory under consideration. To determine the latter one needs
an additional equation for the S-matrix displaying the particle content and the struc-
ture of the interaction.
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Figure 3.2: The analytic domains of the two-particle S-matrix.
†In non-diagonal theories one might encounter als infinite products of Γ-functions or elliptic
functions.
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Bound state poles
The general solution (3.13) resulting from (3.10) and (3.12) is obviously meromorphic
and exhibits poles in the complex rapidity plane whenever the denominator vanishes.
The unspecified numbers x ∈ Xij determine therefore the singularity structure of
the S-matrix. The general discussion of this singularity structure is a delicate issue,
here we will restrict ourselves to simple poles which lie in the physical strip and
are associated with stable bound states. Explicitly, consider a simple pole in the
two-particle amplitude of the particles i, j which are assumed to form a bound state
labelled by k¯. In the vicinity of the singularity the S-matrix must be of the form
Sij(θ) ∼
iRkij
(θ − iukij)
, 0 < ukij < π . (3.14)
Comparison with perturbation theory motivates that these kind of poles are linked
to the propagation of an intermediate bound state in the s-channel for Rkij > 0 and
in the t-channel for Rkij < 0. That is, the two-particle state of a scattering process
becomes dominated by a one particle state at purely imaginary rapidity difference
θij = iu
k
ij and the Mandelstam variable s ought to satisfy
s = m2k¯ = m
2
i +m
2
j + 2mimj cosu
k
ij . (3.15)
Such a process is called fusing i+ j → k¯ in the literature and the rapidity difference
ukij fixing the singularity is referred to as fusing angle.
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Figure 3.3: Mass triangles in the complex velocity plane. The fusing angles are defined as
u¯kij = pi − ukij .
Assuming nuclear democracy the intermediate bound state labelled by k¯ is sup-
posed to belong to the asymptotic particle spectrum and compatibility with crossing
symmetry then requires that also the fusing processes j + k → ı¯ and i + k → j¯ are
present in the theory. Hence, one must have
ukij + u
j
ki + u
i
jk = 2π . (3.16)
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The fusing angles and the fusing condition (3.15) can be geometrically visualized by
drawing a triangle whose sides have length equal to the masses of the three particles,
see Figure 3.3.
The crucial assumption is now that the intermediate state is present at macro-
scopic times which allows to formulate the following consistency equation known as
bootstrap identity,
Sli(θ − iu¯jki)Slj(θ + iu¯ijk) = Slk¯(θ) , u¯kij = π − ukij . (3.17)
This functional relation for the S-matrix states the equivalence of the two possibilities
that either the scattering with a particle l takes place before the fusing i + j → k¯
occurs or afterwards. For a graphical depiction see Figure 3.4. Note that analytic
continuation is also here crucial, since the S-matrices are evaluated at unphysical
values. For later purposes we write the bootstrap equation in a more symmetric
variant exploiting (3.10) and (3.12),
Sli(θ)Slj(θ + iu
k
ij)Slk(θ + iu
k
ij + iu
i
jk) = 1 . (3.18)
The bootstrap identity plays the key role in the construction of diagonal S-matrices.
It connects the on-shell scattering processes with the bound state structure charac-
teristic for the field theory under consideration by treating the bound states at the
same footing as the asymptotic particle states. The construction of an S-matrix can
now be summarized in the following steps.
• Write down the general solution (3.13) satisfying unitarity, Hermitian analytic-
ity and crossing symmetry.
• Given some information about the bound state structure, i.e. either the mass
spectrum or the fusing processes and angles, introduce a minimum number of
physical poles in the general solution (3.13) by fixing the numbers x ∈ Xij.
• Check this solution for consistency by means of the bootstrap identity (3.17).
• Interpret the complete singularity structure inside the physical sheet.
Even though equation (3.17) is extremely powerful in the construction of ex-
act S-matrices it turns out, that it only provides a consistency check and does not
determine the solution uniquely. Once a ”minimal” S-matrix obeying the functional
equations is constructed one might multiply it by a factor possessing the same proper-
ties except that its poles lie exclusively outside of the physical sheet. Such a solution
is called a CDD factor [39] and does not alter the bound state structure of the
S-matrix. In order to remove this ambiguity an additional consistency check is re-
quired, either by perturbation theory or by the thermodynamic Bethe ansatz, which
we will study in Chapter 4.
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 Figure 3.4: Depiction of the bootstrap equation.
3.2 The S-matrix of affine Toda theory
After the comments on the general structure of the two-particle S-matrix in 1+1
dimensional integrable field theories and the introduction of the bootstrap principle
we now start to consider a class of concrete examples, affine Toda field theories. The
latter have been under investigation for a long time and because of their appealing
Lie algebraic structure belong to the most prominent and best studied examples by
now. Due to their simple renormalization properties the set of S-matrices associated
with simply-laced algebras was the first one to be completely constructed on the
level of a case-by-case study [27]. Exploiting the Lie algebraic symmetry present
in ATFT these S-matrices were put into a universal form [28, 29]. in particular,
Fring and Olive demonstrated how the bootstrap properties of the S-matrix could
be derived from generic Lie algebraic expressions involving Coxeter geometry [29].
To push a theory to this level of universality is not only for economic and aesthetic
reasons, since all models can be treated at once, but it also allows to distinguish model
specific properties from more general ones. In this manner, it is the first step towards
the possible discovery of more powerful mathematical concepts in constructing field
theoretic models.
The aim of this section is to achieve a similar formulation for the set of affine
Toda field theories connected with non simply-laced Lie algebras by applying the
method of q-deformation discussed at the end of the previous chapter. In fact, it
will turn out that the latter provides the appropriate framework to give a concise
treatment not only for non simply-laced affine Toda models but all of them. In order
to stress this point the generic case is discussed first and it is then shown at the end
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how the special case of simply-laced affine Toda models can be extracted from the
general formulas.
Following the spirit of the bootstrap program we could directly write down
the S-matrix of affine Toda field theory and then discuss its bootstrap properties.
However, it turns out to be more instructive to discuss some aspects of the underlying
classical theory in advance for two reasons. First, many of the classical properties
of ATFT survive the quantization when the underlying Lie algebra is simply-laced.
Second, the classical discussion will prepare the formulation of universal formulas at
the quantum level by showing that the transition classical→ quantum can in many
cases achieved by replacing ordinary Lie algebraic objects by q-deformed ones.
3.2.1 The classical regime
The study of classical affine Toda field theory has been performed over years and
is a subject on its own [24] not to mention the huge area of associated discrete
models, so-called Toda chains [73]. Therefore, the following presentation is limited
to those classical formulas which form the counterparts of the quantum formulas
presented in due course. In particular, emphasis will be given to the mass spectrum
and the fusing rules, since these are the only informations needed as an input for
constructing the S-matrix via the bootstrap equations (3.17). Comparison between
classical and quantum results will then demonstrate how q-deformation naturally fits
into the subject.
We start with the classical affine Toda equations (2.2). The first step in
making contact to a field theory is to find a classical action functional from which the
equations follow under a small variation of the fields. For this purpose it is convenient
to introduce new field variables φ = (φ1, ..., φn) defined through the relation,
ϕi = 〈αi, φ〉+ β−1 ln
2ni
〈αi, αi〉 , i = 0, 1, ..., n .
The equations of motion are then rewritten in the variant
∂µ∂
µφ+
m2
β
n∑
i=0
niαie
β〈αi,φ〉 = 0 . (3.19)
The latter can be shown to coincide with the Euler-Lagrange equations w.r.t. the
following action functional
SATFT(g) =
∫
1
2
〈∂µφ, ∂µφ〉 − m
2
β2
n∑
i=0
nie
β〈αi,φ〉d2x . (3.20)
Here g denotes the simple Lie algebra of rank n associated with the Cartan matrix
in (2.2), m the bare mass scale, β the classical coupling constant and {α1, ..., αn}
a set of simple roots, ni the Coxeter labels and α0 = −θ the negative highest root
with n0 = 1. All these Lie algebraic quantities have been discussed in the previous
chapter and determine the Lie algebraic structure of affine Toda field theory. In
order to extract the mass spectrum and the possible fusing processes from the above
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functional we expand the potential in powers of the field variables,
V (φ) =
m2
β2
n∑
i=0
nie
β〈αi,φ〉
=
m2
β2
n∑
i=0
ni +
1
2
(M2)ijφ
iφj +
1
3!
Cijkφ
iφjφk + ...
The constant term just shifts the vacuum energy and can be disregarded. The coef-
ficient of the quadratic term is interpreted as the mass matrix
(M2)ij = m
2
n∑
k=0
nk(αk)
i(αk)
j
whose eigenvalues m = (m1, ..., mn) give the classical masses of the fundamental
particles in the spectrum. One of the striking results in classical ATFT is that for
untwisted affine algebras these coincide with the components of the Perron-Frobenius
eigenvector of the Cartan matrix A, i.e. the eigenvector to the smallest eigenvalue,
associated with the Lie algebra g [75, 30],
A ·m = 4 sin2 π
2h
m , m = (m1, ..., mn) . (3.21)
Note that this definition of the masses is compatible with physical requirements since
the components of the Perron-Frobenius vector can be shown to be always positive.
Furthermore, (3.21) motivates a one-to-one correspondence between particle labels
and vertices in the Dynkin diagram Γ(g) of the associated Lie algebra. For later
purposes we rewrite the above eigenvector equation in terms of the incidence matrix,(
2 cos π
h
− I) ·m = 0 , I = 2− A . (3.22)
The observation (3.21) can be generalized to all eigenvectors of the Cartan matrix
whose components yield the eigenvalues of higher spin conserved quantities
A ·Q(s) = 4 sin2 πs
2h
Q(s) , Q(s) = (Q
(s)
1 , ..., Q
(s)
n ) , (3.23)
(
2 cos πs
h
− I) ·Q(s) = 0 , (3.24)
where s runs over the exponents of the algebra specified in Section 2.3.1. For s = 1
we recover the masses. For s > 1 the physical interpretation of the charges (3.23) is
less direct. Their relevance lies in the preservation of the fusing relations to which
we now turn.
A fusing process of the kind i + j → k¯ in terms of particles is related to a
non-vanishing three point coupling of the associated fields defined in (3.20),
Cijk 6= 0 ⇒ i+ j → k¯ . (3.25)
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Here k¯ labels the anti-particle of k. From the above expansion of the potential the
three-point couplings are read off as
Cijk = β m
2
n∑
l=0
nl(αl)
i(αl)
j(αl)
k .
Exploiting this explicit form the fusing condition (3.25) can be translated in terms of
Coxeter geometry (again we have to restrict ourselves to untwisted algebras). This
was first observed by Dorey [28] on a case-by-case basis and later rigorously derived
by Fring, Liao and Olive [30] making use of the classical Lagrangian (3.20).
The three-point coupling Cijk does not vanish if and only if there exist three repre-
sentatives in the orbits Ωi,Ωj ,Ωk of the Coxeter element (2.37) which sum up to
zero.
More explicitly, whenever Cijk 6= 0 there is a triple of integers (ξi, ξj, ξk) such
that ∑
l=i,j,k
σξlγl = 0 . (3.26)
Vice versa the existence of such a triple implies that particles labelled by i, j, k couple
to each other. Equation (3.26) is known as fusing rule and has been the starting
point for numerous attempts to derive more general constraints in terms of represen-
tation theory of the associated algebra being analogues of the well-known Clebsch-
Gordon rules, e.g. [76]. However, so far such formulations turned out to be less
restrictive than the ones presented here.
Notice that the particular form of the fusing rule allows for a whole set of
solutions, simply by multiplying with an arbitrary power σx of the Coxeter element
from the left. Thus, the integers are only defined up to equivalence w.r.t. the trans-
formation ξl → ξl+ x. However, it is important to note that besides these equivalent
solutions there exits always one which can not be obtained by a simultaneous shift
in the integers. This second version of the fusing rule reads [29],∑
l=i,j,k
σξ
′
lγl = 0 with ξ
′
l = −ξl +
cl − 1
2
. (3.27)
The existence of a second solution is important for two reasons. Classically it is
needed for proving what is known as area law in the literature. The latter states
that the magnitude of the three-point coupling |Cijk| is proportional to the area of
the fusing triangle depicted in Figure 3.3. In formulas [30],
|Cijk| = 2β√
h
mimj sin u
k
ij .
On the quantum level, however, we will need two non-equivalent solutions of the
fusing rule in order to solve the bootstrap equation (3.17).
Having stated the fusing rule, one might ask how to relate the fusing angles
defined in (3.15) to it. Exploiting that the eigenvalues of the Cartan matrix and the
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Coxeter element are related to each other by (2.43) it was derived in [29] that the
components of the eigenvectors (3.23) satisfy the relations∑
l=i,j,k
ei
πs
h
ηlQ
(s)
l = 0 , ηl = −2ξl +
cl − 1
2
(3.28)
We will see in a subsequent sections how to derive this formula as a special case from
the q-deformed Cartan matrices. Complex conjugation in (3.28) gives the relation
w.r.t. to the second solution of the fusing rule, ηl → −ηl = −2ξ′l + cl−12 . Relation
(3.28) can be interpreted geometrically as fixing a triangle in the euclidean plane upon
identifying the complex numbers as euclidean vectors whose sum is zero. Specializing
to s = 1 the length of the sides of the triangle are just proportional to the masses and
the triangle is the one depicted in Figure 3.3. We then find from the above equation
with the help of (3.15) that the fusing angles are given by
ukij =
π
h
(
ηj − ηi
)
(3.29)
Note that there are two possible triangles corresponding to the two non-equivalent
solutions of the fusing rule. At the same time it can be seen on geometrical grounds
that these are the only two possible solutions [29]. Analogously one might construct
similar triangles for the higher spin conserved charges Q
(s)
i in (3.23) which shows that
they are preserved in the fusing processes determined by (3.26).
3.2.2 Renormalization properties
Having stated the mass spectrum and the fusing processes of classical ATFT in a uni-
versal form for all models associated with untwisted algebras, we are now prepared to
turn to the quantization of them. This usually requires renormalization theory and in
the following two paragraphs a short and qualitative summary of the renormalization
properties of ATFT is presented. For details the reader is referred to the original
literature.
In general it is to be expected that each of the classical masses will renormalize
differently w.r.t. the coupling constant β. However, in case of ATFT the following
important distinction can be made. Those theories which belong to simply-laced
algebras, i.e. the ADE series, were shown to renormalize up to one loop order in a
uniform manner: The quantum masses are the same as the classical ones up to an
overall ”re”-normalization factor [27],
δmi
mi
=
β2
2h
cot
π
h
. (3.30)
That this factor can be expressed by the above universal formula was derived by
Braden et al. This simple renormalization behaviour has several important conse-
quences. We immediately infer from (3.30) that the classical mass ratios are preserved
in the quantum theory and therefore also the classical fusing angles (3.29) hold true
on the quantum level. In view of the analytic structure of the two-particle S-matrix
this fixes the bound state poles and one might start to derive generic Lie algebraic
expressions for the scattering amplitude using (3.26) and (3.29) as it was done in [29].
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In sharp contrast to these properties the mass spectra of the BCFG series of
ATFT models renormalize in a totally different way. By use of perturbation theory
it was realized that for these kind of theories the classical mass ratios and fusing
angles are not preserved in the quantum theory. First trial S-matrices with poles
at the classical values were shown to incorporate extra singularities which could not
be backed up by perturbation theory. In particular, it was shown to low orders in
the perturbation expansion that the simple relation (3.30) ceases in general to be
valid and that the renormalized mass ratios flow between different classical values
dependent on the coupling constant [31, 77]. This lead to the suggestion [32] that the
quantum field theories are dominated by different classical ATFT in the weak and
strong coupling regime and one might have to consider pairs of Lie algebras (g, g∨)
– as introduced in Chapter 2, Table 2.2 – to formulate a consistent quantum field
theory. To be more explicit consider the following example. Let (G
(1)
2 , D
(3)
4 ) be the
pair of algebras then the classical mass ratios of the associated ATFT (3.20) can be
derived to
(
m1
m2
)
G
(1)
2
=
sin π
6
sin π
3
and
(
m1
m2
)
D
(3)
4
=
sin π
12
sin π
6
(3.31)
Based on the above assumption the corresponding quantum mass ratios are expected
to asymptotically approximate these different classical values in the weak (β → 0) and
in the strong (β → ∞) coupling regime, respectively. A transformation from small
coupling values to large ones should therefore amount to an exchange of the dual
Lie algebras and the associated classical ATFT. In formulas this can be summarized
in a loose sense by the following equivalence of Olive-Montonen [78] and Langlands
duality,
β → 4π/β ≃ α→ α∨ = 2α〈α, α〉 . (3.32)
This off course only describes the qualitative picture and one now has to make the
quantitative relation of the mass flow explicit. Note that this also effects the fus-
ing angles and the statement of the fusing rules in the corresponding theories. In
fact, these look quite different in the dual classical theories. In the above example
(G
(1)
2 , D
(3)
4 ) the non-vanishing three point couplings can be derived to be
G
(1)
2 : C111, C112, C222 and D
(3)
4 : C111, C112, C222, C221 . (3.33)
Therefore, one needs also a criterion to select those fusing processes which survive
quantization and are consistent with the mass flow. Below it is demonstrated how
this can be achieved in a generic and universal manner by means of q-deformation.
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Figure 3.5: Schematic description of the renormalization flow in affine Toda models.
We conclude by pointing out that as far as this qualitative renormalization
picture is concerned also the simply-laced algebras fit into the scheme expressed by
(3.32). In the ADE case an interchange of roots and coroots does not alter the Lie
algebra, i.e. both dual algebras coincide, g = g∨. According to (3.32) this amounts to
a self-duality in the coupling constant and the coupling dependent mass flow is then
just the trivial one, namely the mass ratios stay constant at their classical values.
3.2.3 Quantum fusing rules
Looking at (3.33) giving the classical fusing rules of two dual algebras one immediately
infers that the classical fusing rule (3.26) has to be modified on the quantum level
in order to accommodate the renormalization flow of ATFT. The first solution which
comes to mind is to take the intersection of the non-vanishing three-point couplings
in both dual theories upon identifying the particles in a suitable manner as explained
in 2.4.1. In fact, this remedy to the problem of obviously different fusing structures
of the dual partners was first suggested by Chari and Pressley [34].
Fusing rule in Ω, Ωˆ. The quantum three-point coupling does not vanish if and only if
there exist three representatives in the orbits Ωi,Ωj ,Ωk of the Coxeter element (2.37)
of the Lie algebra g and three representatives in the orbits Ωˆi, Ωˆj , Ωˆk of the twisted
Coxeter element (2.47) of g∨ which separately sum up to zero.
In formulas this means that in contrast to the classical case (3.26) there exist
now two triples of integers (ξi, ξj , ξk) and (ξˆi, ξˆj , ξˆk) such that∑
l=i,j,k
σξl γl = 0 and
∑
l=i,j,k
σˆξˆl γˆωl = 0 (3.34)
holds. Vice versa the existence of such triples implies that the quantum particles
labelled by i, j, k couple to each other. Like before there always exists a second
solution which is non-equivalent in the sense that it cannot be obtained by a simple
shift. Namely, there are integers
ξ′l = −ξl +
cl − 1
2
and ξˆ
′
l = −ξˆl +
1− cl
2
ℓl + cl + 1, l = i, j, k. (3.35)
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such that (3.34) holds with the replacement ξl → ξ′l and ξˆl → ξˆ
′
l. The argument why
this is the only non-equivalent solution is similar to the one in the classical case and
will be given below. The identification of the particles in the dual theories follows the
prescription of Chapter 2, i.e. we identify the orbits of the first n roots in the twisted
algebra with the roots of the untwisted algebra without relabelling. Note that there
is a slight change in this fusing rule to the one stated in [34] due to differently chosen
conventions for the twisted Coxeter element (2.47) as explained in Section 2.3.2.
Even though (3.34) correctly displays the fusing processes for the quantum
ATFT it has the disadvantage to treat the dual algebras separately. In order to
describe the coupling dependent mass flow and to derive a universal expression of the
S-matrix it will become apparent below that it is essential to combine the information
of both algebras in one setting. It was Oota who first observed that this might be
done by means of q-deformation [36].
Using the definitions of Chapter 2 we state now two other fusing rules in terms
of ordinary and twisted q-deformed Coxeter elements. Afterwards the precise relation
among them and to (3.34) will be derived and all three fusing rules will turn out to
be equivalent. Let us start with the non-twisted algebra g.
Fusing rule in Ωq. The quantum three-point coupling does not vanish if and only
if there exist three representatives in the orbits Ωqi ,Ω
q
j ,Ω
q
k of the q-deformed Coxeter
element (2.58) of the Lie algebra g which sum up to zero.
In concrete terms this fusing rule is expressed as follows. The existence of the
mentioned three representatives implies for the q-deformed case that there are two
triples of integers (ξi, ξj , ξk), (ζ i, ζj , ζk) such that∑
l=i,j,k
qζl σξlq γl = 0 . (3.36)
As we will see below the powers of the deformation parameter q now incorporate
the information of the dual algebra. Again, we find equivalent solutions to (3.36)
by acting with qyσxq from the right on the above equation. A second non-equivalent
solution, however, is obtained when replacing
ζ l → ζ ′l = −ζ l − (1 + cl)tl and ξl → ξ′l = −ξl +
cl − 1
2
, l = i, j, k . (3.37)
This second solution can be constructed directly from (3.36), see [37], and in addition
it is the only one. This will be proven below when rewriting the fusing structure in
terms of q-deformed matrices.
The third and last fusing rule to be stated in terms of Coxeter geometry
involves the data of the twisted or dual algebra g∨ only.
Fusing rule in Ωˆq. The quantum three-point coupling does not vanish if and only
if there exist three representatives in the orbits Ωˆqi , Ωˆ
q
j , Ωˆ
q
k of the q-deformed twisted
Coxeter element (2.76) of the Lie algebra g∨ which sum up to zero.
This fusing rule implies that there are again two triples of integers (ξˆi, ξˆj, ξˆk),
(ζˆ i, ζˆj , ζˆk) such that the following equation holds,∑
l=i,j,k
qζˆl σˆξˆlq γˆ
ω
l = 0 . (3.38)
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Analogously to the cases considered before this fusing rule is complemented by a
second solution when replacing
ζˆ l → ζˆ
′
l = −ζˆ l + 1− cl and ξˆl → ξˆ
′
l = −ξˆl +
1− cl
2
ℓl + cl + 1 , l = i, j, k .
(3.39)
This second solution can be derived from the given one (3.38) and as in the untwisted
case it is unique, whence the statement of only one is sufficient as existence criterion.
Having stated three versions of fusing rules we need to clarify whether they
are equivalent and how they are related to each other in order to obtain a consistent
picture. One conclusion can be drawn immediately. From the definition of the q-
deformed Coxeter and twisted Coxeter element we see that in the ”classical” limit
q → 1 one recovers from the two q-deformed versions (3.36) and (3.38) the non-
deformed fusing rule (3.34). This is a first hint that the three versions are in some
sense compatible to each other. It remains, however, to give the precise relation
between the integers appearing in the different versions and to prove that one of
them is sufficient to imply all the other. This discussion is postponed after the
next subsection in which the connection between the fusing rules and the conserved
quantities, in particular the masses and their fusing angles, will be worked out.
3.2.4 Quantum mass spectrum and conserved charges
For the moment let us assume as a working hypothesis that the three variants (3.34),
(3.36) and (3.38) of the fusing rule are equivalent. Then the next step towards
the construction of the S-matrix is the determination of the mass spectrum and the
corresponding fusing angles. As the classical relations hold true for the ADE subclass
of ATFT one expects to find close analogues for the eigenvalue equations (3.21) and
more generally (3.23). After comparing the classical fusing rule with the q-deformed
ones a possible conjecture which comes to mind is to replace the ordinary Cartan
matrix by the q-deformed one (2.67) or equivalently (2.85) defined in Chapter 2.
However, the relation turns out to be slightly different and in particular one has
to specify the coupling dependence of the masses first by a specific choice of the
deformation parameters q, qˆ, which hitherto have been kept completely generic.
Quantum charges. The quantum analogues to the charges (3.28) preserved by the
fusing processes of the theory are given by the following null vector of the q-deformed
Cartan matrix as specified in (2.67),
n∑
j=1
Aij(q = e
iπsϑh, qˆ = eiπsϑH )Q
(s)
j = 0 . (3.40)
Here the deformation parameters are chosen in terms of the angles
ϑh :=
2− B
2h
ϑH :=
B
2H
(3.41)
which determine the coupling dependence of the charges via the function
B(β) =
2β2
4πh/h∨ + β2
. (3.42)
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As in the classical case the spin s runs over the exponents of the Lie algebra g.
Admittedly, this definition of the quantum conserved charges and their cou-
pling dependence appears to be a bit ad hoc. The particular parametrization of the
effective coupling constant B was first suggested in [79] and will allow to express
the coupling dependence of the fusing angles in linear terms. Note that its range lies
in the interval 0 ≤ B ≤ 2 where the boundary values correspond to the weak and
strong coupling limit, respectively. Under a duality transformation in the coupling
constant β → 4π/β and a simultaneous exchange of the Coxeter numbers one has
B → 2− B. In this sense it reflects the renormalization behaviour (3.32).
The null vector equation (3.40) can be motivated by the following arguments.
According to the renormalization behaviour (3.30) we ought to recover the classical
relation (3.21) for the ADE series of ATFT. If the algebras are simply-laced then
g = g∨ and all the roots have same length implying the integers (2.55) to be all one.
Since also the entries of the incidence matrix I = 2−A are zero or one the q-deformed
Cartan matrix (2.67) reduces to
ADE : A(q, qˆ) = qqˆ + q−1qˆ−1 − I (3.43)
which upon inserting in (3.40) and noting that h = h∨ reduces to the classical relation
(3.22) which can be transformed into the eigenvalue equation (3.21). In the generic
case, however, a genuine eigenvalue equation cannot be regained from (3.40). In
particular for s = 1 giving the quantum masses it leads to
n∑
j=1
[Iij ]qˆmj = 2 cosπ (ϑh + tiϑH) mi , qˆ = e
iπsϑH . (3.44)
The scalar factor corresponding to the eigenvalue in the classical equation (3.22)
now depends via the symmetrizer ti on the particle index spoiling the eigenvalue
property. Nevertheless, (3.44) exhibits nicely the Lie algebraic structure present and
provides us with a universal formula of the quantum mass spectrum for all models of
ATFT. Moreover, in the limit β → 0 the classical equation is recovered once more,
which demonstrates compatibility with the renormalization properties outlined in
Subsection 3.2.2.
Despite these compatibility checks which leave little doubt about the correct-
ness of the above assertion a generic Lie algebraic proof is still missing and requires
more profound insight in the structure of the associated quantum field theory. On
a case-by-case study, however, it has been established in [36] and [37], see also the
appendix.
3.2.5 The quantum fusing angles
After having stated how to obtain the charges preserved by a fusing process we need
to check it for consistency with the three fusing rules (3.36), (3.38) and (3.34). This
will give additional support to the mass spectrum formula (3.44) and provide us
not only with the fusing angles needed for the bootstrap equation but also yield an
intrinsic proof of the equivalence of all three versions of the fusing rule [37]. From the
discussion of the classical regime we infer that an equation analogous to (3.28) for
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the quantum conserved charges is required in order to determine the fusing triangle
(Figure 3.3) and, thus, the fusing angles.
Fusing angles. The quantities defined through the null vector (3.40) are conserved
in the fusing processes specified by the rules (3.36), (3.38) and (3.34). That is, they
satisfy the equation ∑
l=i,j,k
eiπs(ηlϑh+ηˆlϑH)Q
(s)
l = 0 (3.45)
whenever the particles labelled by i, j, k couple to each other. In particular, the inte-
gers ηl, ηˆl determine the (quantum) fusing angles to be
ukij = (ηj − ηi)πϑh + (ηˆj − ηˆi)πϑH (3.46)
The angle coefficients ηl, ηˆl are related to the integers ζ l, ξl and ζˆ l, ξˆl defined in (3.36)
and (3.38) via the equations
ηl = −2ξl +
cl − 1
2
ηˆl = ζ l +
1 + cl
2
tl , (3.47)
ηl = ζˆ l +
cl − 1
2
ηˆl = −2ξˆl +
1− cl
2
ℓl + cl + 1 , (3.48)
for l = i, j, k. Moreover, the identity (3.45) is equivalent to the fusing rules (3.36)
and (3.38).
The proof of these assertion is given momentarily. First notice that the fusing
angles (3.46) are now coupling dependent via the defining relations (3.41) and (3.42).
Moreover, while the first summand (ηj − ηi) determines the classical fusing angle
of the non-twisted algebra via (3.29), the second (ηˆj − ηˆi) yields the classical value
for the dual, twisted algebra. This is in accordance with the renormalization picture
outlined in 3.2.2. Specializing to s = 1 we deduce from (3.45) the following “floating”
mass ratios
mi
mj
=
sin
[
(ηk − ηj)πϑh + (ηˆk − ηˆj)πϑH
]
sin [(ηi − ηk)πϑh + (ηˆi − ηˆk)πϑH ]
. (3.49)
This especially implies that the fusing triangle in Figure 3.3 which is “static” in the
classical case now starts to vary its shape when the coupling constant β is tuned
between the weak and strong coupling regime. It then interpolates between the
classical values at β → 0 and β →∞. More generally we have the relation
Q
(s)
i /Q
(s)
j =
sin
[
(ηk − ηj)πsϑh + (ηˆk − ηˆj)πsϑH
]
sin [(ηi − ηk)πsϑh + (ηˆi − ηˆk)πsϑH ]
. (3.50)
Both relations can be interpreted in the complex velocity plane as explained in the
ADE case [29]. Together with the last two equations all the structures presented in
the context of classical ATFT have been “translated” to the quantum level yielding
all the necessary ingredients for the bootstrap construction of the two-particle S-
matrix. However, before constructing the latter, we need to prove the above assertions
(3.45),(3.47),(3.48) and to verify the equivalence between the fusing rules. To do this
we exploit the matrix structure present in the theory.
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3.2.6 The relation between the fusing rules
We start by identifying the matrix elements of the M-matrix defined in (2.64) as
the quantum conserved charges (3.40). In the determining equation (2.65) for the
M-matrix it is immediate to see that
A(q, qˆ)M(q, qˆ) = 0
whenever q2hqˆ2H = 1. The last property is easily verified for the special choice of the
deformation parameters in (3.40). Moreover, from the discussion of Chapter 2, and
the particular form of the determinant (2.69) we infer that for q = eiπsϑh, qˆ = eiπsϑH
the matrix M is only non-zero when s is an exponent of the Lie algebra g. Recalling
in addition that M is symmetric we are led to the conclusion
Mij(e
iπsϑh, eiπsϑH) ∝ Q(s)i Q(s)j (3.51)
by comparison with (3.40). Note that the proportionality factor in (3.51) does not
depend on the particle indices i or j. The expected fusing equation (3.45) in terms of
conserved quantities can therefore be translated into a fusing equation of the matrix
M , ∑
l=i,j,k
qηl qˆηˆlMml(q, qˆ) = 0 , q = e
iπsϑh, qˆ = eiπsϑH , (3.52)
for all indices 1 ≤ m ≤ n. The crucial step is now to relate (3.52) to one of the
”quantum” fusing rules, say (3.36), and to derive the explicit expressions for ηl, ηˆl in
terms of the integers ζ l, ξl.
Let us assume that the fusing rule (3.36) in terms of the q-deformed Coxeter
element holds for some integers (ζ i, ζj, ζk) and (ξi, ξj , ξk). Since qˆ
−2Hσhqˆ = 1, we may
assume 0 < ξl < h without loss of generality. Acting with [tm]qˆ/2 qˆ
1−cm
2
tmq2x−
cm
2
−1σxqˆ
on the above equation and summing over x afterwards yields,
0 = − [tm]qˆ
2
∑
l=i,j,k
qˆζl+
1−cm
2
tm
h∑
x=1
〈
λ∨m, σqˆ
x+ξl γl
〉
q2x−
cm
2
−1.
Now splitting up the sum into two parts,
h∑
x=1
〈
λ∨m, σqˆ
x+ξl γl
〉
q2x−
cm
2
−1 = q−2ξl
h+
cl−1
2∑
x=ξl+1
〈λ∨m, σqˆx γl〉 q2x−
cm
2
−1
+ q−2ξl
h+ξl∑
x=h+
cl+1
2
〈λ∨m, σqˆx γ l〉 q2x−
cm
2
−1
and remembering that q2hqˆ2H = 1 we have by means of equation (2.64) that∑
l=i,j,k
q−2ξl+
cl−1
2 qˆζl+
1+cl
2
tl Mlm(q, qˆ) = 0,
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which is the desired reformulation of the fusing rule with ηl = −2ξl + cl−12 and
ηˆl = ζ l +
1+cl
2
tl. To prove the complementary assertion we assume that (3.52) holds
and define ηl =: −2ξl + cl−12 . Then by use of (2.64) we see that
0 =
∑
l=i,j,k
qˆη¯l
2h∑
n=1
Mlm(τ
n, qˆ)τn(ηl+
cm+1
2
) = − [tm]qˆ
2
qˆ
1−cm
2
tm
∑
l=i,j,k
qˆηˆl−
1+cl
2
tl
〈
λ∨m, σqˆ
ξl γl
〉
for all 1 ≤ m ≤ n. But since the fundamental co-weights form a basis, this implies
the fusing rule (3.36) with ηl = −2ξl + cl−12 and ηˆl = ζ l + 1+cl2 tl.
Completely, analogous one proves the equivalence between (3.38) and (3.52)
for the twisted algebra by means of the N -matrix and its definition in terms of the
q-deformed twisted Coxeter element (2.82) and the identity (2.86). Note that the
identification of the N and the M-matrix is crucial in this step. In particular, one
has as an immediate consequence also the equivalence of the two fusing rules (3.36)
and (3.38) in terms of the q-deformed Coxeter elements [37]. Having established
the equivalence between the latter fusing rules the one in terms of the non-deformed
Coxeter elements now also follows in the classical limit q → 1 as we already have
seen. A Lie algebraic proof how to derive the q-deformed versions from the non-
deformed ones is outstanding, but it can be verified case-by-case. This shows that
all three different formulations are consistent and that any of them implies all the
others. In particular, we also proved that the definition of the quantum charges (3.45)
is consistent with the fusing rules [37], which makes their definition as null-vector of
the q-deformed Cartan matrix very suggestive. To close the picture we summarize
the relations between the various integers used in the different equations.
Summary. The fusing rules involving the q-deformed Coxeter and twisted Coxeter
element are linked to each other by [37]
−2ξl = ζˆ l, and ζ l = −2ξˆl +
1− cl
2
ℓl − 1 + cl
2
tl + cl + 1 , l = i, j, k . (3.53)
Notice that as in the classical case the non-equivalent solutions (3.37) and (3.39)
are reflected in (3.45) by complex conjugation, i.e. ηl → −ηl, ηˆl → −ηˆl when either
ξl → ξ′l, ζ l → ζ ′l or ξˆl → ξˆ
′
l, ζˆ l → ζˆ
′
. In particular, this proves the existence of the
non-equivalent solutions. In terms of them the relations between the powers appearing
in the fusing rules can be simplified [37],
ηl = ξ
′
l − ξl =
ζˆ l − ζˆ
′
l
2
and ηˆl =
ζ l − ζ ′l
2
= ξˆ
′
l − ξˆl , l = i, j, k . (3.54)
Furthermore, interpreting (3.45) geometrically we conclude by the same argumen-
tation as in the classical or ADE case [29] that only two non-equivalent solutions
corresponding to the two fusing triangles shown in Figure 3.3 exist.
3.2.7 The S-matrix in blocks of meromorphic functions
The universal expressions for the fusing rules, the mass spectrum and the fusing angles
allow to write down a generic formula for the ATFT S-matrix instead of constructing
the scattering amplitudes for each model separately,
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Sij(θ) =
2h∏
x=1
2H∏
y=1
{x, y}µij(x,y)θ =
h∏
x=1
H∏
y=1
{x, y}2µij(x,y)θ . (3.55)
Here {x, y}θ denotes a ratio of hyperbolic functions similar to (3.13) mentioned in
the context of the functional equations and which will be specified momentarily. The
power function µ = µ(x, y) takes its values in the half integers 1
2
Z and is positive
for the range of arguments stated in (3.55). In the course of the argumentation both
writings of the product will be used and their equivalence derived. Moreover, it will
be demonstrated that µ can be expressed in universal Lie algebraic terms and the
structure developed in the preceding paragraphs will then serve to prove the correct
bootstrap properties of (3.55).
Blocks of meromorphic functions
We already have seen that the analytic requirements on the two-particle scattering
amplitude together with unitarity (3.10) restricted severely the form of solutions to
the functional equations. For the discussion of the ATFT matrix it was first observed
by Dorey [79] that the combination of hyperbolic functions into the following building
blocks is most suitable,
{x, y}θ :=
[x, y]θ
[x, y]−θ
[x, y]θ :=
〈x− 1, y − 1〉θ 〈x+ 1, y + 1〉θ
〈x− 1, y + 1〉θ 〈x+ 1, y − 1〉θ
(3.56)
and
〈x, y〉θ := sinh 12 (θ + xθh + yθH) . (3.57)
This is of the general form (3.13) discussed in 3.1.2. The shifts depending on the
integer entries x, y are defined in terms of the angles (3.41) introduced in context of
the fusing rule and the conserved charges,
θh := iπϑh and θH := iπϑH .
It should be emphasized that this definition of the building blocks as innocent as
it might look at first sight is essential in displaying the Lie algebraic structure. In-
deed, as it will turn out below the integer entries will be related to the powers of
the q-deformed Coxeter elements and the deformation parameters. Already from the
defining relation involving the Coxeter numbers h,H we can deduce that the first
entry x will be related to the structure of the untwisted algebra g while the second
is connected to the twisted one g∨. Moreover, the block structure together with the
effective coupling constant B defined in (3.42) nicely incorporates the renormalization
properties: Upon a strong-weak duality transformation in the classical coupling con-
stant, β → 4π/β, and a simultaneous exchange of the algebras, g↔ g∨, the effective
coupling transforms as B → 2− B and the S-matrix stays invariant.
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For later purposes it is important to note that the blocks (3.56) can alterna-
tively be expressed in terms of Fourier integrals of the form
{x, y}θ = exp
∞∫
0
dt
t sinh t
fh,Hx,y (t, B) sinh
(
θt
iπ
)
, (3.58)
fh,Hx,y (t, B) := 8 sinh tϑh sinh tϑH sinh t(1− xϑh − yϑH) .
However, for proving the bootstrap properties of the S-matrix (3.55) the block form
in terms of hyperbolic functions is more convenient. Especially, easy to derive are the
subsequent functional relations which will become important in due course,
{x, y}θ = {x+ 2h, y + 2H}θ = {−x,−y}−1θ (3.59)
{x, y}θ+x′θh+y′θH =
[x+ x′, y + y′]θ
[x− x′, y − y′]−θ
(3.60)
{x, y}θ+pθh+qθH {x, y}θ−pθh−qθH = {x+ p, y + q}θ {x− p, y − q}θ . (3.61)
The equivalent integral expression requires some comments about convergence when
one analytically continues into the complex plane w.r.t. the rapidity. Performing the
shift θ → θ + x′θh + y′θH convergence is maintained if
0 ≤ (x− x′ − 1)ϑh + (y − y′ − 1)ϑH ≤ 2(1− (1 + x′)ϑh − (1 + y′)ϑH) .
An additional aspect which deserves careful attention is the non-commutativity of
certain limits when θ tends to zero. While we infer that in general {x, y}θ=0 = 1, we
take the convention to set {1, 1}θ=0 = −1 meaning that one first should set x = y = 1
and then take the limit θ → 0. Similarly, the integral representation (3.58) requires
also to set x = y = 1 first, to integrate thereafter and finally to take the limit θ → 0.
Having specified the building blocks and their analytic properties the second
step in the derivation of the universal expression (3.55) is the definition of the power
function. There are three equivalent ways to define µ(x, y) and all of them have
different advantages for displaying the various Lie algebraic structures connected to
the pair of dual algebras (g, g∨).
The power function in terms of q-deformed matrices
In regard to the building blocks just discussed we start with the “matrix representa-
tion” of the power function µ since this is the most convenient one to show how the
analytic properties (3.59) of a single block are reflected in the powers of the S-matrix
(3.55). In Chapter 2 it was argued that the M-matrix (2.64) consists of a polyno-
mial in the deformation parameters q, qˆ and the power function µ(x, y) was implicitly
defined in 2.4.3 as the coefficient of the monomials qxqˆy in the expansion (2.68).
Formally, the latter equation might be inverted by discrete Fourier transformation,
µ(x, y) =
1
2h
2h∑
r=1
1
2H
2H∑
s=1
M(τ , τˆ)τ rxτˆ sy , (3.62)
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where τ , τˆ are roots of unity of order 2h and 2H , respectively. This equality just
states that up to a factor one half the power of the block {x, y} appearing in (3.55)
equals the number of times the monomial qxqˆy occurs in the expansion of M(q, qˆ).
The factor 1/2 originates in the defining relation (2.64). By the restriction of the
deformation parameters to roots of unity, q = τ , qˆ = τˆ , in (3.62) and the matrix
identity (2.66) it is now straightforward to verify [37] the following properties of the
power function ,
µ(x, y) = µ(x+ 2h, y + 2H) = −µ(2h− x, 2H − y) = µ(x, y)t (3.63)
The first property is obvious since τ 2h = τˆ 2H = 1, the second follows from (2.74)
and the last one just reflects that the M-matrix is symmetric due to (2.71), i.e.
M(q, qˆ) =M(q, qˆ)t. Recall that the manipulations of the M-matrix at roots of unity
in terms of the identity (2.66) require some care. As discussed in Chapter 2 the
determinant of the q-deformed Cartan matrix (2.69) has to be canceled against the
prefactor in (2.66) first and then one might safely set q = τ , qˆ = τˆ . Clearly, the first
two properties (3.63) are analogues of the block behaviour (3.59). In particular we
infer from (3.63) that the expansion of the M-matrix as polynomial has to be of the
form
M(q, qˆ) =
h∑
x=1
H∑
y=1
µ(x, y)
(
qxqˆy − q2h−xqˆ2H−y) (3.64)
from which the second equality in (3.55) is deduced. The latter rewriting is important,
because it ensures that the building blocks {x, y} appear with integral powers in the S-
matrix. This in turn guarantees that Sij(θ) is a meromorphic function of the rapidity
meeting the general requirement (S3).
There are two more important identities needed for the discussion of the boot-
strap properties of the S-matrix (3.55). The first one is connected to crossing sym-
metry and is a direct consequence of the definition of the anti-particle (2.61),
µjı¯(x, y) = µij(h− x,H − y) . (3.65)
The second one is linked to a fusing process i + j → k¯ and can be derived from the
matrix fusing rule (3.52), ∑
l=i,j,k
µml (x± ηl, y ± ηˆl) = 0 . (3.66)
An additional identity for the power function can be deduced from the determining
equation for the M-matrix (2.65) which played a central role in the discussion of the
fusing rules and the conserved quantities,
µij(x+ 1, y + ti) + µij(x− 1, y − ti) =
Iil∑
n=1
∑
l∈∆
µlj(x, y + 2n− 1− Iil) (3.67)
where it is understood that the sum gives zero when Iil = 0. Its derivation is immedi-
ate when inverting (2.65) by discrete Fourier transformation. The identity (3.67) for
82 Exact S-matrices
the power function was first mentioned in [36] where it was used as recursive relation
to generate the powers in (3.55). When discussing the corresponding identities for the
S-matrix below we will see that (3.67) should, however, regarded as a consequence of
the bootstrap equations (3.66) which turn out to be more fundamental [37].
Remark. Notice that instead of the M-matrix one might also use the structure of
the twisted algebra g∨ and define everything in terms of the N-matrix together with
the identity (2.83). But since both matrices were shown to be equivalent in (2.86) the
same structure emerges [37].
Furthermore, it should be emphasized that the matrix representation of the
power function requires only a minimum of Lie algebraic data and is certainly most
convenient in deriving the relations (3.63) needed for verifying the bootstrap equations
of the S-matrix in the next subsection. Despite these obvious advantages, however,
it should kept in mind that the matrix identities (2.66) and (2.83) were derived by
means of Coxeter geometry. Also the expansion of the M-matrix or N -matrix in a
polynomial – necessary for determining µ – might turn out to be rather complicated
for higher rank algebras, since it involves the inversion of the q-deformed Cartan
matrix. Another point is the dual structure of the two Lie algebra (g, g∨) which
remains quite hidden in this formalism. Therefore, it is advisable to present the
power function also in an alternative manner by use of Coxeter geometry.
The power function in terms of q-deformed Coxeter elements
In the preceding paragraphs the logic of the q-deformation as introduced in Chapter
2 was in a certain sense ”reversed”. Everything was expressed in terms of the most
sophisticated structure derived in the end, the q-deformed Cartan matrices. We now
return to Coxeter geometry and instead of calculating the power function by first
extracting polynomials from theM or N -matrix we directly read it off from the orbit
structure of σq and σˆq as defined in (2.58) and (2.76), respectively.
For the untwisted algebra Xn the powers in the representation (3.55) can be
defined in terms of the q-deformed Coxeter element as the generating function
∑
y
µij
(
2x− ci + cj
2
, y
)
qy = − [tj ]q
2
q
(1−cj )tj−(1+ci)ti
2
〈
λ∨j , σ
x
qγi
〉
, (3.68)
for fixed integer x. Taking x in the range (3−ci)/2 ≤ x ≤ h+(1−ci)/2 ensures that the
first argument of µ is between 1 and 2h. This definition of the power function makes
it especially evident that the definition of the S-matrix (3.55) is a clear generalization
of the one of the simply-laced case found in [29]. The q-deformation reflects the
presence of the second dual algebra, since the powers of the deformation parameter
determine the second entries for which µ(x, y) is non-vanishing. The properties (3.63)
might now be derived directly from (2.60), (2.73) and (2.72) in Section 2.4.4. Also
the crossing (3.65) and bootstrap property (3.66) can be verified by means of (2.61)
and (3.36), respectively [37].
Alternatively, one might use the twisted algebra and the associated q-deformed
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twisted Coxeter element to define µ(x, y) as the generating function
∑
x
µij
(
x, 2y − ci + ci − 1
2
ℓi − cj − 1
2
ℓj
)
qx = −q
−
ci+cj
2
2
ℓj∑
k=1
〈
λωk(j), σˆ
y
q γˆ
ω
i
〉
. (3.69)
This time the second entry y is kept fixed while x varies and now the structure of the
untwisted algebra is incorporated in the deformation parameter. Using the identities
(2.78), (2.90), (2.89) together with the definition of the anti-particle (2.79) and the
fusing rule (3.38) for the twisted algebra one again verifies all the desired properties
of µ [37].
Remark. The three definitions (3.62), (3.68) and (3.69) of the power function are
equivalent by means of the identities (2.64), (2.82) and (2.86) proved in Chapter 2
[37]. This means in particular that the representation (3.55) of the ATFT S-matrix
might be computed in three different ways, via the orbits of the q-deformed Coxeter
element, the orbits of the q-deformed twisted Coxeter element and the q-deformed
Cartan matrix upon inversion.
Which of the mentioned methods is preferable in order to construct explicitly
the powers of the building blocks might depend on the particular example at hand.
In the appendix all three of them are demonstrated for numerous examples. The
next step is to establish that the scattering amplitudes (3.55) satisfy the bootstrap
functional relations proving them to be consistent solutions.
3.2.8 The bootstrap properties
Since ATFT is assumed to be invariant under parity transformation we expect that
the two-particle scattering amplitude is symmetric in the particle indices. Indeed,
Sij(θ) = Sji(θ) follows for our choice (3.55) from the last equality in (3.63). This in
particular implies that Hermitian analyticity is replaced by the stronger requirement
of real analyticity and the unitarity-analyticity equation (3.10) reduces to
Sij(θ)Sij(−θ) = 1 .
That the latter functional equation is fulfilled is immediate to verify from the property
{x, y}θ {x, y}−θ = 1 of each individual building block in (3.55).
Crossing symmetry
In contrast, the crossing relation Sij(θ) = Sı¯j(iπ − θ) requires in general a little bit
more effort,
Sij(iπ − θ) =
2h∏
x=1
2H∏
y=1
{h− x,H − y}µij(x,y)θ =
2h∏
x=1
2H∏
y=1
{x+ h, y +H}−µij(x,y)θ
=
h∏
x=1
H∏
y=1
{x+ 2h, y + 2H}−µij(x+h,y+H)θ
2h∏
x=h+1
2H∏
y=H+1
{x, y}−µij(x−h,y−H)θ
=
2h∏
x=1
2H∏
y=1
{x, y}µij(h−x,H−y)θ = Sjı¯(θ) .
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Here we have used first the shifting property (3.59) of the building blocks and second
the corresponding relation for the power function (3.63) as well as the definition of
the anti-particle (3.65).
Bootstrap equation
For our purposes it is convenient to use the second variant (3.18) of the bootstrap
equations which in terms of the fusing angles (3.46) reads∏
l=i,j,k
Sml(θ + ηlθh + ηˆlθH) = 1 . (3.70)
This might be verified by similar shifting techniques in the building blocks as in the
case of crossing symmetry. In view of the property (3.60) it turns out to be necessary
to separate the building blocks in two sub-blocks of hyperbolic functions,
Sml(θ + ηlθh + ηˆlθH) =
2h∏
x=1
2H∏
y=1
(
[x+ ηl, y + ηˆl]θ
[x− ηl, y − ηˆl]−θ
)µml(x,y)
.
Now numerator and denominator may be treated separately. One of which requires
the equation (3.66) for the upper and the other for the lower sign showing that
both non-equivalent solutions to the fusing rules are needed as has been mentioned
earlier. Proceeding similar like in the case of crossing symmetry one ends up with
the expression
Sml(θ + ηlθh + ηˆlθH) =
2h∏
x=1
2H∏
y=1
[x, y]
µml(x−ηl,y−ηˆl)
θ
[x, y]
µml(x+ηl,y+ηˆl)
−θ
which upon using (3.66) gives the desired bootstrap identity (3.70). Thus, the claim
of the universal ATFT S-matrix (3.55) is proven to be consistent with the formulated
fusing rules of Subsection 3.2.3 [37].
Combined bootstrap identities
Besides the bootstrap identities describing the consistency between factorization of
the S-matrix and the fusing structure, there are additional product identities special
for the affine Toda models. In the course of the presented argumentation equation
(2.64) turned out to be the backbone in analyzing the Lie algebraic structure, since
it provides the link between q-deformed Coxeter geometry and q-deformed Cartan
matrices. It is therefore remarkable that the same equation translated in terms of the
power function (3.67) has also a direct interpretation in terms of S-matrices. Namely,
using the shifting property (3.61) of the building blocks one obtains [37]
Sij (θ + θh + tiθH)Sij (θ − θh − tiθH) =
n∏
l=1
Iil∏
k=1
Slj (θ + (2k − 1− Iil)θH) , (3.71)
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where it is understood that the product contributes 1 if Iil = 0. In context of simply-
laced algebras such identities were first obtained in [80] but by different methods.
Here they follow from a purely geometrical context (2.64) and it was first noted in
[37] that they can be built up from the elementary bootstrap equations (3.70), whence
they are referred to as “combined” bootstrap equations. Note that only direct Lie
algebraic quantities like the length of the roots and the incidence matrix enter the
above equation. Moreover, in contrast to the ADE case the r.h.s. in (3.71) involves
multiple products of S-matrices for non simply-laced algebras. Explicit examples are
worked out in the appendix.
Singularities and the generalized bootstrap criterion
From the bootstrap equation (3.70) for the ATFT S-matrix we infer that the bound
state poles depend on the coupling via the fusing angles (3.46) which is in accordance
with the renormalization properties of the mass spectrum. On general grounds [9]
connected to the analytic structure of the amplitude Sij(θ) the bound state poles
ought to be of odd order or even simple and to move in the physical sheet when
0 ≤ β ≤ ∞ or 0 ≤ B ≤ 2 is varied,
φ = ±(ηi − ηj)θh ± (ηˆi − ηˆj)θH . (3.72)
The two signs correspond to the two non-equivalent solutions of the fusing rules.
Furthermore, at a bound state pole the S-matrix is expected to have up to a factor√−1 a residue of definite sign, see the general discussion in Section 3.1.2 While in
the case of simply-laced Lie algebras all simple poles in the physical sheet could
be shown to have this kind of behaviour and could also be traced to the fusing
processes described by (3.26), once more matters turn out to be more involved in
the non simply-laced case. Here additional simple or odd order poles appear in the
physical sheet which cannot consistently be interpreted in terms of bound states as
was shown in perturbation theory. Corrigan et al. noted that these poles can be
characterized by the property that their residue Rkij(β) eventually changes its sign
when β sweeps through the allowed range and suggested the following “generalized”
bootstrap principle [33]:
Only odd order poles which have residue of definite sign over the whole range of the
coupling constant participate in the bootstrap, while those of varying sign together
with even order poles are excluded.
It are exactly the poles singled out by the above prescription, which are de-
scribed by the fusing rules (3.34), (3.36), and (3.38). To see this directly for the
constructed S-matrices in the appendix it is convenient to derive a simple criterion
in terms of the building blocks (3.56) in (3.55) to decide whether or not an odd order
pole has the physical interpretation of a fusing process.
For this purpose the building blocks (3.56) are not well suited since numerous
cancellations of zeroes and poles take place when there occur specific combinations
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of them. This motivates the definition of the combined block
{x, yn}θ =
n−1∏
l=0
{x, y + 2l}θ (3.73)
=
〈x− 1, y − 1〉θ 〈x+ 1, y − 1 + 2n〉θ
〈x+ 1, y − 1〉θ 〈x− 1, y − 1 + 2n〉θ
× (θ → −θ)−1 ,
together with the angles
θ±x,y,n = (x± 1)θh + (2n+ y − 1)θH . (3.74)
One sees easily that there are four zeros of {x, yn}θ located at ±θ±x,y,0,∓θ±x,y,n and
four simple poles at ±θ±x,y,n,±θ∓x,y,0, respectively. Blocks of the above type can be
seen to occur gradually in the S-matrix and the obvious advantage of the definition
(3.73) is that it takes the cancellation of several hyperbolic functions in the product
into account. Note that we recover the basic building blocks (3.56) for n = 1.
Since only the poles in the physical strip are of interest, one needs a first
criterion to restrict the imaginary part of the angles (3.74) to the range 0 ≤ Im θ ≤ π.
From the second equation in (3.55) we infer that the block entries are limited to the
values 0 < x < h, 0 < y < H . In addition, the effective coupling lies in the interval
0 ≤ B ≤ 2 whence one derives the condition
0 ≤ Im(θ±x,y,n) ≤ π for B ≤
2H(h− x∓ 1)
|h(2n+ y − 1)−H(x± 1)| . (3.75)
In order to check the generalized bootstrap principle one needs to evaluate the cor-
responding residues [37],
Res
θ=θ−x,y,0
{x, yn} = −2 sinh θh sinh(nθH) sinh(xθh+(n+y−1)θH) sinh(θ
−
x,y,0)
sinh(θh+nθH ) sinh(xθh+(y−1)θH ) sinh((x−1)θh+(y+n−1)θH ) (3.76)
Res
θ=θ+x,y,n
{x, yn} = 2 sinh θh sinh(nθH) sinh(xθh+(n−1+y)θH ) sinh(θ
+
x,y,n)
sinh(θh+nθH ) sinh((1+x)θh+(n+y−1)θH ) sinh(xθh+(2n+y−1)θH)
. (3.77)
For the stated range of x, y, B, n together with the restriction (3.75) it is now tedious
but straightforward to check that
Im
(
Res
θ=θ−x,y,0
{x, yn}θ
)
< 0 and Im
(
Res
θ=θ+x,y,n
{x, yn}θ
)
> 0 , (3.78)
indicating that θ+x,y,n is a possible candidate for a direct channel pole obeying the
generalized bootstrap prescription. However, there are additional contributions from
other blocks which might change their sign when the coupling is tuned from the weak
to the strong limit. (Note that this is in contrast to the simply-laced case where the
above knowledge is sufficient to determine the sign of the total residue of the whole
S-matrix, e.g. [29]). Thus, one has also to investigate the behaviour of a second
independent block at the particular pole θ+x,y,n.
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Take this block to be {x′, y′n′}θ+x,y,n then a clear indication for a sign change are
different signs of the values in the extreme weak and extreme strong coupling regime.
In general, limβ→0,∞ {x′, y′n′}θ+x,y,n = 1 with the exception when x′ = x, where one has
lim
β→0
{x, y′n′}θ±x,y,n =
(
y′ − y − 2n
y′ − y + 2n′ − 2n
)±1
(3.79)
lim
β→∞
{x, y′n′}θ±x,y,n = 1 . (3.80)
Provided that the right hand side of (3.79) is negative, the imaginary parts of the
possible additional blocks
{x, y′n′}θ+x,y,n and {x+ 2, y
′′
n′′}θ+x,y,n (3.81)
both change their sign while β runs from zero to infinity. Therefore the pole θ+x,y,n is
excluded from the bootstrap, whenever the scattering matrix contains in addition the
blocks (3.81) to an odd power and these do not cross the real axis w.r.t. β at the same
point. Given the S-matrix explicitly in block form (3.55) the condition on y, y′, n, n′
by which the l.h.s. of (3.79) becomes negative, together with the occurrence of blocks
like (3.81) yields a simple criterion [37] which proves to be sufficient for practical
purposes as can be checked at the examples listed in the appendix. Nevertheless, a
direct Lie algebraic formula is desirable.
3.2.9 The S-matrix in integral form
After having established that the two-particle scattering amplitude possesses all the
desired bootstrap properties one might look for alternative expressions of it. Although
the block form (3.55) is most suitable for exhibiting the bootstrap properties in a
simple manner as just demonstrated, it is convenient to rewrite the S-matrix in a
different variant in regard of several applications, e.g. the thermodynamic Bethe
ansatz (see Chapter 4) or the form factor program [12]. Explicitly, we are looking for
an expression of the type
Sij(θ) = exp
∞∫
0
dt
t
φij(t) sinh
(
θt
iπ
)
, (3.82)
where the matrix valued integral kernel φ has to be specified. In fact, as will be
proven below for ATFT it is determined by
φ (t) = 8 sinh(ϑht) sinh(tjϑHt)A(e
tϑh , etϑH )−1 . (3.83)
Notice that only the inverse q-deformed Cartan matrix (2.67) and the length of the
roots (2.55) enter the expression. The deformation parameters have been chosen to
be q = exp(tϑh) and qˆ = exp(tϑH), where the angles ϑh, ϑH are the same as defined
in (3.41). That the S-matrix can be cast into this neat and universal form with a
minimum of Lie algebraic information was first noticed in [36] on a case-by-case basis.
We now turn to the proof of this formula [37] which will be an immediate consequence
of the Lie algebraic structure developed in Chapter 2 and the preceding sections.
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Rewriting each of the building blocks occurring in (3.55) in the integral form
(3.58) the product in (3.55) is transformed into a sum in the exponent. Then the
natural question arises whether this sum may be performed to give a more compact
expression. Specifying the deformation parameters q, qˆ as stated above one infers the
following identity by means of (3.64),
φ(t) =
1
sinh t
h∑
x=1
H∑
y=1
2µ(x, y) fh,Hx,y (t, B) , (3.84)
= −8 sinh(ϑht) sinh(ϑHt)
sinh t
e−tM(etϑh , etϑH )
upon noting that q2hqˆ2H = e2t. Applying now the matrix identity (2.66) and using
some elementary identity for hyperbolic functions gives the integral representation.
Notice that this easy derivation builds once more on the identification of the link
between q-deformed Coxeter geometry and the q-deformed Cartan matrix. In [37]
also an alternative derivation in terms of contour integrals in the complex rapidity
plane can be found. For simply-laced algebras see also [43].
To conclude it should be emphasized that the q-deformed Cartan matrix now
appears clearly to be the central object in the theory, since one can formulate in
terms of it not only the quantum mass spectrum (3.44) and the fusing rules (3.45)
but also the S-matrix. Each of these informations can be written down in a single
formula for all affine Toda models, whose behaviour differs greatly depending on the
algebras in question. This level of universality is rarely achieved for any other class
of field theories except for conformal WZNW theories, which have similar underlying
Lie algebraic structures. As was claimed before, such sophisticated mathematical
structures do not only neatly reorganize known structures in a general setting, but
they can also be extrapolated to find entirely new integrable models as is demonstrated
in the next section. Before coming to this point we extract from the block form (3.55)
and the integral formula (3.82) the known universal S-matrix of simply-laced ATFT
[29] as final consistency check. At the same time this will prepare the subsequent
definition of colour valued S-matrices.
3.2.10 Reduction to simply-laced affine Toda
To make the difference between the two classes of affine Toda models of simply-laced
and non simply-laced Lie algebras also explicit in terms of the S-matrix, the general
formulas (3.55) and (3.82) are now evaluated for the ADE series. In particular, it will
turn out that the simple renormalization properties (3.30) of the latter ATFT allow
to separate the two-particle scattering amplitude in two factors, one containing the
bound state poles and another one displaying the coupling dependence. This feature
has consequences beyond ATFT, since it might be used to relate the techniques
developed for constructing the ATFT S-matrix to other integrable models of similar
type.
For the following we choose g ≡ ADE, which implies as mentioned before
that both dual algebras coincide, g = g∨, as the associated root system of g is self-
dual under the exchange of roots and coroots. This has a number of consequences.
First of all for simply-laced algebras all the roots are of the same length, whence the
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symmetrizer (2.55) is trivial ti = 1 and the incidence matrix I = 2 − A has only
entries zero or one. Thus, the q-deformation of the simple Weyl reflections (2.52)
vanishes and the action of the q-deformed Coxeter element (2.58) simplifies to
ADE : σq = q
2σ ,
where σ is just the ordinary non-deformed Coxeter transformation (2.37). To recover
the universal formula for the ADE S-matrix [29] we express the power function µ in
the variant (3.68) and find for this special case
ADE :
∑
y
µij
(
2x− ci + cj
2
, y
)
qy = −1
2
q2x−
ci+cj
2 〈λj , σxγi〉 . (3.85)
Hence y = 2x− ci+cj
2
and the first and second entry of the building blocks in (3.55)
are the same, i.e. only blocks of the type {x, x} occur∗. The block form (3.55) of the
scattering matrix then reduces to
ADE : Sij (θ) =
h∏
x=1
{
2x− ci + cj
2
, 2x− ci + cj
2
}− 1
2
〈λj ,σxγi〉
θ
, (3.86)
which coincides with the expression found by Fring and Olive [29] upon noting that
for the self-dual case the two relevant Coxeter numbers are the same, h = H = ℓh∨.
In fact, since both dual algebras coincide the twist of g∨ is trivial, ω = 1, ℓ = 1,
meaning that all orbits have length ℓi = 1 and expression (3.86) follows by analogous
steps.
Reorganizing the building blocks (3.56) in the ADE S-matrix in the following
manner
{x, x} = 〈x+ 1, x+ 1〉θ 〈x− 1, x− 1〉θ〈x+ 1, x+ 1〉−θ 〈x− 1, x− 1〉−θ
× 〈x+ 1, x− 1〉−θ 〈x− 1, x+ 1〉−θ〈x+ 1, x− 1〉θ 〈x− 1, x+ 1〉θ
(3.87)
one realizes that (3.86) can be decomposed into a so-called ”minimal” and a coupling
dependent part [27],
Sij(θ) = S
min
ij (θ)Fij(θ, B) , (3.88)
where Sminij contains only the first and Fij(θ, B) the second factor of the building block
as decomposed in (3.87). Observing that for simply-laced algebras the definition of the
building blocks (3.56) is simplified by the relations ϑh+ϑH = h
−1 and ϑh−ϑH = (1−
B)/h one immediately verifies that the coupling dependence in the first factor drops
out giving rise to the factorization (3.88). Moreover, by the same techniques as before
one verifies that each factor obeys the bootstrap equations separately. However, from
the defining relation (3.56) and (3.87) one immediately infers that the poles of the
coupling dependent factor lie outside of the physical strip. Thus, the bound state
poles and therefore the associated fusing processes are incorporated exclusively in the
∗The block {x, x}θ corresponds to the block {x}θ as defined in [29] or [43].
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minimal part. With regard to the general remarks at the beginning of this chapter,
Fij is therefore a particular example for a CDD factor, which can be multiplied to
the minimal solution Sminij without violating the bootstrap properties.
It needs to be stressed, that this splitting property of the S-matrix is a char-
acteristic feature of the ADE series and is not shared by the non simply-laced affine
Toda models, as was first pointed out by Delius et al. [31].
For the sake of completeness and later purposes we now also discuss the sep-
aration of the ADE S-matrix (3.86) in the integral representation. We already saw
in context of the conserved charges that the q-deformed Cartan matrix simplifies for
ADE algebras, A(q, qˆ) = qqˆ+q−1qˆ−1−I (compare Section 3.2.4). Thus, the universal
integral kernel (3.83) specializes to
φ (t) = 8 sinh Bt
2h
sinh (2−B)t
2h
(
2 cosh t
h
− I)−1
= 4
(
cosh t
h
− cosh t(1−B)
h
) (
2 cosh t
h
− I)−1 . (3.89)
Here the equality of the Coxeter number h,H and the explicit definition of the angles
(3.41) as well as a simple trigonometric identity has been used. Thus, the integral
kernel φ can be written as the sum of two terms implying via (3.82) the factorization
(3.88). Explicitly the expressions read
Sminij (θ) = exp
∞∫
0
dt
t
4 cosh
t
h
(
2 cosh
t
h
− I
)−1
ij
sinh
tθ
iπ
(3.90)
and
Fij(θ, B) = exp−
∞∫
0
dt
t
4 cosh
t(1− B)
h
(
2 cosh
t
h
− I
)−1
ij
sinh
tθ
iπ
. (3.91)
From the integral representation of the CDD factor several properties concerning the
coupling dependence of the ADE S-matrix are immediate to verify. First of all, in
the weak coupling limit one has that
Fij(θ, B = 0) = S
min
ij (θ)
−1 .
The last property is to be expected on physical grounds, since the particles should
not interact, Sij = 1, when β → 0. The second property which can be easily deduced
from (3.91) is the strong-weak self-duality in the coupling constant which is mirrored
by the self-duality in terms of the root system, compare (3.32). Since the CDD factor
Fij contains the whole coupling dependence, it ought to obey the relation
Fij(θ, B) = Fij(θ, 2− B) , BADE = 2β
2
4π + β2
implying the invariance of the S-matrix under the mapping β → 4π/β. Notice that
the effective coupling constant B is the one defined in (3.42) for the special case
of simply-laced algebras and that the strong-weak self-duality then amounts to the
invariance under the transformation B → 2 − B. This self-duality is obvious from
(3.91) and we conclude that the S-matrix (3.86) derived from the general expression
is in accordance with the known behaviour of simply-laced ATFT.
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3.3 Colour valued S-matrices
In this section a general construction principle [38] is proposed to equip coupling
dependent scattering matrices of integrable models with colour degrees of freedom.
This means that for a given mass spectrum of an integrable model an additional
quantum number is assigned to the associated particles and in this manner the original
model is “multiplied”. At the heart of this method lies the splitting of the original S-
matrix into a minimal and coupling dependent part as we just encountered in the case
of simply-laced ATFT. It will allow to generate in an easy manner new S-matrices with
underlying Lie algebraic structure and which have the novel feature to violate parity
invariance. To emphasize the usefulness of the presented construction method the
class of generated S-matrices will be shown for special choices of the colour structure
to contain examples already known in the literature.
To define new integrable models via writing down consistent S-matrices might
at first seem a bit abstract, since in general the associated classical Lagrangian to these
quantum field theories is not known. However, it is in full accordance with the spirit
of the S-matrix theory and the bootstrap approach which declare the S-matrix as the
central and determining object of each quantum field theory. The latter is supposed
to be more fundamental than any classical description. Nevertheless, valuable insight
is gained when determining the corresponding classical field theories. A first step
towards this direction is postponed to the next chapter, where the new S-matrices
will be linked to perturbed conformal field theories providing additional motivation
for their definition.
3.3.1 Construction principle
Suppose that we are given an integrable model whose two-particle S-matrix obeys a
separation property analogous to the one of simply-laced ATFT (3.88), i.e. it sep-
arates into one minimal factor containing the bound state poles and one of CDD
type, for instance Fij in equation (3.88), displaying the coupling dependence only,
Sij(θ) = S
min
ij (θ)S
CDD
ij (θ, B). Then one possible way to introduce a “colour” depen-
dence in the S-matrix is given by choosing the coupling to be colour dependent, i.e.
one performs the replacement [38]
Sij(θ) = S
min
ij (θ)S
CDD
ij (θ, B)→ Sˆabij (θ) = Sminij (θ)SCDDij (θ, Bab) . (3.92)
Here the indices i, j refer to the (original) particle masses and the indices a, b to the
colours, i.e. each particle carries now two quantum numbers (i, a). The corresponding
ranges may be chosen differently, 1 ≤ i ≤ n and 1 ≤ a ≤ n˜, and consequently one
obtains a new mass spectrum of n× n˜ different particle types. Clearly, the bootstrap
properties of the original S-matrix are not changed by this prescription, whence the
relevant functional equations for the S-matrix are satisfied. In particular, the original
fusing structure for particles of the same colour is preserved and particles of different
colours only interact at different values of the effective coupling. This motivates to
refer to the second type of indices as colour degrees of freedom. Alternatively, one
might take the splitting of the S-matrix more seriously and even separate both factors
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to define an S-matrix of the type [38]
Sabij (θ) =
{
Sminij (θ) = (S
CDD
ij (θ, Baa = 0))
−1 for i = j
SCDDij (θ, Bab) for i 6= j
. (3.93)
This means whenever a = b we simply have n˜ copies of theories which interact
via a minimal scattering matrix and for a 6= b the particles interact purely via a
CDD-factor. Clearly by construction also (3.93) satisfies the bootstrap equations.
It should be noted here that (3.92) and (3.93) still describe scattering processes for
which backscattering is absent. Hence, these type of colour values play a different role
as those which occur for instance in S-matrices related to affine Toda field theories [24]
with purely imaginary coupling constant, e.g. [81]. Despite the fact that the relative
mass spectra related to (3.93) are degenerate, this is consistent when we encounter
n˜ different overall mass scales dependent on the colour or the particles have different
charges. To provide a concrete realization for Sabij (θ), which is of affine Toda field
theory type, the concrete separation (3.88) for ATFT will now be exploited and main
and colour quantum numbers be linked to a pair of simply-laced Lie algebras. It is,
however, clear from the previous comments that the forms (3.92) and (3.93) are of a
more general nature.
3.3.2 The g|g˜ S-matrix in integral form
Associate the main quantum numbers i, j as in the context of ATFT to the vertices of
the Dynkin diagram of a simply-laced Lie algebra g of rank n and the colour quantum
numbers a, b to the vertices of the Dynkin diagram of a simply-laced Lie algebra g˜
of rank n˜. To each fixed colour quantum number a let there be a tower of particles
whose mass ratios are the same as in the corresponding ATFT connected with g, i.e.
mai /m
a
j := (mi/mj)ATFT,g. To define the interaction between the particles we use now
slightly modified version of the second scheme (3.93) outlined above. Let A and A˜
denote the Cartan matrices associated with g and g˜, then the S-matrix in its integral
form is chosen to be [38]
Sabij (θ) = e
iπεabA
−1
ij exp
∞∫
0
dt
t
2
(
2 cosh
t
h
− I˜
)
ab
(
2 cosh
t
h
− I
)−1
ij
sinh
tθ
iπ
. (3.94)
Here I = 2−A, I˜ = 2− A˜ are the corresponding incidence matrices, h is the Coxeter
number of g and εab is the antisymmetric tensor, i.e. εab = −εba. Notice that
due to the appearance of the latter the above expressions break parity invariance,
Sabij (θ) 6= Sbaji (θ). Some comments are due to clarify how this definition fits into the
general prescription (3.93). Choosing the colour quantum numbers to be equal we
obtain in accordance with (3.93) the minimal ATFT S-matrix (3.90) associated with
the first Lie algebra g, since the diagonal elements in the incidence matrix I˜ = 2− A˜
are zero,
Saaij (θ) = S
min
ij (θ) .
If on the other hand the colours are different, there are now two cases to distinguish.
Whenever the vertices a and b are not linked on the g˜–Dynkin diagram the S-matrix
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becomes trivial, i.e. Sabij = 1, and the particles do not interact. In contrast, when a
and b are linked on the g˜–Dynkin diagram, we have I˜ab = 1 from which in comparison
with (3.91) it follows that
I˜ab = 1 : S
ab
ij (θ) = e
iπεabA
−1
ij Fij(θ, B = 1)
1
2 .
Analogously to (3.93) the interaction between particles of different colours is thus
defined via the special CDD factor (3.91) with the slight change that the square
root at effective coupling B = 1 is taken first. This, however, changes the bootstrap
properties and explains the occurrence of the ominous looking phase factor as will
be demonstrated in the next subsection when discussing (3.94) in its block form of
meromorphic functions.
At the moment the neat Lie algebraic structure of (3.94) shall be sufficient as mo-
tivation for its definition. In the next chapter we will then see in retrospect that
this particular combination of Lie algebraic structures can be traced back to WZNW
models in the high energy limit.
Henceforth, the quantum field theories described by (3.94) are referred to as
g|g˜ models† [38]. It should be clear from the discussion that this pairing of Lie alge-
bras in the present context is conceptually not related to the pairing of Lie algebras
encountered in the previous section. Furthermore, these new theories only involve
simply-laced algebras.
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Figure 3.6: The structure of g|g˜-theories: To each simple root of αa of g˜ there is an tower
of n = rankg particles whose mass ratios are identical to those of ATFT. Particles inside
the same tower scatter via the minimal ATFT S-matrix associated with g, while particles
in different towers interact via a CDD-factor.
†The notation should of course not be understood as a coset.
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3.3.3 The g|g˜ S-matrix in block form
In order to trace down the origin of the phase factor and for analyzing the pole
structure it is convenient to rewrite (3.94) in blocks of meromorphic functions. Look-
ing at the block expression for the CDD factor (3.91) at B = 1 one observes that
Fij(θ, B = 1)
1
2 is built up in terms of meromorphic functions of the type
Fij(θ, B = 1)
1
2 =
∏
x
√
〈x+ 1, x− 1〉−θ 〈x− 1, x+ 1〉−θ
〈x+ 1, x− 1〉θ 〈x− 1, x+ 1〉θ
=
∏
x
sinh 1
2
(θ − iπ
h
x)
sinh 1
2
(θ + iπ
h
x)
(3.95)
from which one immediately deduces that taking the square root does not affect the
desired analytic properties and minimizes the power of the poles in the unphysical
sheet. This shows the operation of taking the square root in a more natural light.
However, the behaviour of the CDD factor under a crossing transformation is changed
by the possible appearance of a minus sign. This motivates the following definition
of the new building blocks [38]
[x,B]θ,ab = e
iπx
h
εab
(
sinh 1
2
(θ + iπ x−1+B
h
) sinh 1
2
(θ + iπ x+1−B
h
)
sinh 1
2
(θ − iπ x−1+B
h
) sinh 1
2
(θ − iπ x+1−B
h
)
) 1
2
. (3.96)
This block has the obvious properties
[x,B]θ,ab [x,B]−θ,ba = 1 and [h− x,B = 1]θ,ab = [x,B = 1]iπ−θ,ba .
In a slightly loose notation it is understood that in the second equality one first takes
the square root and thereafter performs the shifts in the arguments. Note further
that the order of the colour values is relevant for crossing symmetry. The appearance
of a minus sign in the original building blocks is now interpreted in terms of parity
violation via a colour dependent phase factor. From (3.96) we can now construct the
block form of the g|g˜–scattering matrix [38] by exploiting the equivalence between
the analogous expressions of simply-laced ATFT in 3.2.10,
Sabij (θ) =
h∏
x=1
[
2x− ci+cj
2
, I˜ab
]− A˜ab
2
〈λj ,σ
xγi〉
θ,ab
. (3.97)
Here the λi’s are again the fundamental weights, the γi’s are simple roots times a
colour value ci = ±1, h is the Coxeter number and σ is the Coxeter element related
to the Lie algebra g. The remaining step to establish the equivalence between (3.97)
and (3.94) is to prove that the parity breaking phase factor in (3.96) combines to the
factor in front of the integral representation, i.e.
eiπA
−1
ij =
h∏
x=1
[
e
iπ
h
(
2x−
ci+cj
2
)]− 1
2
〈λj ,σ
xγi〉
.
However, this is immediate from the Lie algebraic identity (2.46) of Chapter 2.
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Remark. At first sight the power 1/2 in the definition of the building block (3.96)
seems to suggest the presence of square root branch cuts in the S-matrix (3.97). A
careful analysis of the cases a = b and a 6= b shows, however, that one recovers the
minimal S-matrix and the CDD factor in (3.88), respectively. Both are meromorphic
functions, in particular for a = b one has A˜ab = 2 and for a 6= b, B = I˜ab = 1 the
square root can be taken directly in (3.96). The remaining power 1/2 stemming from
the exponent in (3.97) is compensated by the same mechanism as encountered in the
context of ATFT, see Section 3.2.7, i.e. the combination of various equal blocks.
It should be emphasized that there is no need to introduce the phase to satisfy
the unitarity equation (3.10). It is further clear that (3.97) is Hermitian analytic.
However, as already mentioned above the introduction of the phase factor is crucial
in order to satisfy the crossing relation. Whence the violation of parity invariance
is a direct consequence of the functional equation (3.12) in the bootstrap approach.
Assuming the validity of the ADE-fusing rules (3.26) one may now verify by the same
shifting arguments as in the previous section that the fusing bootstrap equations
(3.17) are satisfied. This establishes (3.97) or equivalently (3.94) to be a consistent
S-matrix and hence implicitly defines a new class of integrable quantum field theories.
Relation to known models
For special choices of the algebras one recovers from the general class of g|g˜-models
two subclasses of already known S-matrices. Choose g˜ to be A1 then the colour
structure is removed (since there is only one possible colour value) and the system
reduces to the one described by Sminij (θ). The first examples of these S-matrices were
constructed in [18] for g = An,E8 and describe so-called scaling models mentioned
in the introduction. This class is at the same time the only example for which
(3.97), (3.94) do not violate parity invariance. Choosing instead g to be An and
g˜ = ADE we recover the S-matrices of the Homogeneous Sine-Gordon models for
vanishing resonance parameter at level (n + 1) [40, 56]. The latter S-matrices were
just recently formulated in context of massive perturbations of WZNW models. A
detailed discussion of their properties and the possibility to include resonance poles
in their definition will be postponed to the next chapter, where the high energy
behaviour of the integrable models of this chapter is discussed.
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Chapter 4
FROM MASSIVE TO MASSLESS MODELS
Our bodies are given life from the midst of nothingness. Existing where there is nothing
is the meaning of the phrase, “Form is emptiness.” That all things are provided for by
nothingness is the meaning of the phrase, “Emptiness is form.” One should not think that
these are two separate things.
From ’The Book of the Samurai, Hagakure’
In the last chapter we saw that integrability of 1+1 dimensional quantum field
theories leads to severe restrictions on the scattering processes allowing to determine
the scattering matrix exactly via the bootstrap principle. The question which then
comes to mind is, how natural is the concept of integrability? In particular, can one
understand the set of infinite conserved charges in terms of a higher symmetry? The
answer to these questions was first put forward in the work by Zamolodchikov [15],
who suggested to view integrability as relict of broken conformal symmetry and to
interpret integrable models as perturbed conformal field theories.
Conformal field theories (CFT) are characterized by scale invariance, i.e. they
describe massless relativistic particles or (in Euclidean space) statistical mechanics
systems at a critical point. As was shown in the seminal paper by Belavin, Polyakov
and Zamolodchikov [16] conformal symmetry becomes extremely powerful in two-
dimensions∗. There an infinite number of conserved currents arises due to the chiral
splitting of the theory into an holomorphic and an anti-holomorphic part (see below
for an explanation). Upon a perturbation by a relevant operator of the conformal
theory this splitting is in general lost and the system dragged away from the critical
point exhibits a finite correlation length, i.e. it becomes massive. However, in [15] an
argument was provided that an infinite set of the original conserved currents, even
though they get deformed, might survive the breaking of conformal invariance.
To be more precise, consider an action functional in Euclidean space of the
form
S = SCFT − λ
∫
d2xΦ(x, t) with ∆Φ = ∆¯Φ < 1 . (4.1)
Here SCFT is the action of the unperturbed conformal field theory, λ ∼ m2−dΦ is a
coupling constant of the perturbation term proportional to the overall mass scale m
∗There exist earlier considerations of field theories in 1+1 dimensions which focus on the aspect
of conformal invariance, e.g. [82]. However, the key feature, i.e. the role played by the Virasoro
algebra, which lead to a more universal formulation and allowed to find their solution was first
realized and exploited in [16].
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and Φ is assumed to be a relevant spinless field operator, i.e. in the conformal limit
λ = 0 it has anomalous scaling dimension dΦ = 2∆Φ with conformal weight ∆Φ < 1.
See below for an explanation of the various quantities. Now introducing complex
coordinates z = x0 + ix1, z¯ = x0 − ix1 the theory at the conformal point λ = 0
exhibits the characteristic chiral splitting, i.e. there are infinitely many currents J, J¯
which depend either on z or z¯ only,
λ = 0 : ∂¯J = 0 and ∂J¯ = 0 .
In the perturbed theory this splitting is in general lost and J, J¯ acquire an additional
z¯, z-dependence, respectively. In fact, up to first order in the coupling constant the
change of the above conversation law changes to [15]
λ 6= 0 : ∂¯J(z, z¯) = λ
∮
z
dζ
2πi
Φ(ζ, z¯)J(z) + ...
Now, if there exist another current, say J¯ ′, such that the r.h.s. in the above equation
can be expressed as the derivative −∂J¯ ′, one obtains a conservation law for the
perturbed theory, ∂¯J + ∂J¯ ′ = 0. Under the assumption that this holds true for
infinitely many cases and if the perturbed theory is purely massive one then ends up
with an integrable quantum field theory whose S-matrix should be tractable by the
bootstrap approach.
In this chapter we will adopt this point of view and regard the quantum field
theories implicitly defined by the construction of the exact S-matrices in Chapter 3
as perturbed conformal field theories. In fact, one can reverse the picture and recover
to each massive quantum field theory the corresponding conformal one by taking
the high-energy limit, where the masses become negligible and the system loses its
scale dependence. To perform the high-energy limit and to regain the conformal field
content from the massive one is in general a highly non-trivial task, which requires
renormalization group techniques and a profound insight into the structure of the
field theory under consideration.
In case of factorizable S-matrices, however, there is an alternative method
originating in the early work of Yang and Yang [22], the thermodynamic Bethe ansatz
(TBA). First formulated in the context of the non-relativistic Bose gas it was ex-
tended about ten years ago to systems of particles which interact in a relativistic
manner through a factorizable scattering matrix [23]. Nowadays it is established as
one of the most important techniques in exploring the close relationship between con-
formal and integrable field theories. Provided the two-particle scattering amplitude
of the massive quantum field theory is known the TBA allows to calculate the most
characteristic quantities of the underlying UV conformal model, as for instance the
effective central charge or conformal anomaly (see below for its definition). The lat-
ter information is often sufficient to determine the field content at the critical point
and once the perturbing operator has been identified the integrable field theory can
formally be described in terms of a classical Lagrangian. If on the other hand the
conformal field theory is a priori known the TBA provides a consistency check for
the S-matrix and allows to remove the CDD ambiguities inherent to the bootstrap
construction (compare 3.1.2).
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Both applications of the TBA will play a role in this chapter. To keep the
discussion self-contained some basic notions of conformal field theory are introduced in
the first section. Afterwards the thermodynamic Bethe Ansatz in context of integrable
relativistic field theories is presented. Central issue is the derivation of a set of non-
linear integral equations whose solutions describe the thermodynamics of the system
and allow to compute the effective central charge. In general, the integral equations
can only be solved numerically by an iterative method and we will therefore comment
on existence and uniqueness of the solution as well as on the convergence properties
of the numerical procedure. However, the numerics can be supplemented by various
analytical approximation schemes which allow to derive explicit formulas for the most
important conformal data, such as the effective central charge or the scaling dimension
of the perturbing operator.
In a second step these approximation schemes are applied to affine Toda field
theories. Exploiting the Lie algebraic structure revealed in the last chapter universal
formulas are presented which describe the high energy behaviour to lowest order for
all ATFT models at once. These approximate solutions are then checked for explicit
examples, the Sinh-Gordon model and the (G
(1)
2 , D
(3)
4 )-ATFT, against the numerical
data. The results will prove to be an additional consistency check for the ATFT
S-matrix constructed in Chapter 3.
In case of the colour valued S-matrices constructed in 3.3 emphasis will be
given first to the so-called Homogeneous Sine-Gordon models [47], which form a
particular subclass of the g|g˜-theories with g = An and g˜ arbitrary but simply-
laced. By means of a semi-classical analysis these kind of integrable models have
been proposed as perturbations of WZNW coset models. In the TBA analysis several
of the semi-classical considerations like the breaking of parity invariance and the
existence of unstable bound states will be probed for consistency. Especially, the
g˜ = A2 ≡ su(3) model is investigated in detail numerically and analytically for
several examples. In general, the S-matrix will be shown to give rise to the correct
central charge providing strong evidence for the conjecture.
The TBA analysis of the Homogeneous Sine-Gordon models is then extended
to all possible g|g˜-theories by means of the underlying Lie algebraic structure. The
central charge calculation is performed and a general formula derived depending only
on the rank and on the Coxeter number of the associated Lie algebras.
4.1 Basic notions of conformal field theory
The first considerations of conformally invariant quantum field theories took place in
the sixties, however, the subject started to flourish after the recognition that local
field theories which are scale invariant are also conformally invariant [17]. This moti-
vated to use the notion of conformal invariance in the study of statistical mechanics
system at criticality. The breakthrough in the understanding of these theories was
the appearance of the already mentioned pioneering paper by Belavin, Polyakov and
Zamolodchikov [16] in 1986. Today conformal field theory is an established branch of
research, which has recently experienced new interest due to its applications in string
theory. By now there are numerous review articles and text books on the subject
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(see e.g. [83]), whence in the following only a survey of the most important results is
given. Emphasis lies on assembling the relevant notions for the subsequent discussion.
4.1.1 Conformal coordinate transformations and Witt algebra
Conformal symmetry is defined as the invariance under conformal coordinate
transformations. The latter are defined as such transformations xµ → yµ(x) which
leave the metric tensor gµν invariant up to a positive scaling factor, i.e.
g′µν(y) = Ω(x)gµν(x) . (4.2)
In particular, the angle between two vectors is preserved. For an infinitesimal con-
formal coordinate transformation xµ → xµ + ǫµ(x) the above requirement can be
translated into the so-called conformal Killing equation which for two dimensions
reads
∂µǫν + ∂µǫν = (∂ρǫ
ρ) gµν (4.3)
The ǫµ’s can be interpreted as the components of a conformal Killing vector field,
i.e. they determine the tangent vector to a conformal coordinate transformation.
Now, the crucial feature of two dimensions is that the Killing equation specializes for
Euclidean space gµν = δµν to the Cauchy-Riemann equations familiar from complex
analysis. This motivates to introduce complex coordinates via the relations
z = x0 + ix1 z¯ = x0 − ix1 (4.4)
∂ =
1
2
(∂0 − i∂1) ∂¯ = 1
2
(∂0 + i∂1) .
The infinitesimal transformations ǫ = ǫ0+iǫ1, ǫ¯ = ǫ0−iǫ1 solving (4.3) are now simply
those which are holomorphic or anti-holomorphic, ∂¯ǫ = 0 and ∂ǫ¯ = 0. Mathematically
this implies that they admit for a Laurent expansion
ǫ(z) =
∞∑
n=−∞
cnz
n+1 and ǫ¯(z¯) =
∞∑
n=−∞
c′nz¯
n+1
showing that the infinitesimal conformal symmetry transformations are locally gen-
erated by
ln = −zn+1∂ and l¯n = −z¯n+1∂¯ .
These local generators form similar like the generators of the Poincare group or the
rotation group a Lie algebra. As one immediately deduces from their definition they
are subject to the commutation relations
[lm, ln] = (m− n)lm+n , (4.5)
[l¯m, l¯n] = (m− n)l¯m+n ,
[lm, l¯n] = 0 .
In the literature the associated Lie algebra is known under the name Witt algebra.
Note that in comparison to other space-time symmetries local conformal transfor-
mations give rise to an infinite set of symmetry generators what makes conformal
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invariance to an extremely powerful concept. However, it should be pointed out that
only a finite subalgebra {l−1, l0, l1} can be “lifted” to global conformal transforma-
tions, i.e. mappings which are defined everywhere and are invertible. Explicitly,
z → a z + b
c z + d
, ab− cd = 1 , (4.6)
where a, b, c, d are complex numbers. These coordinate transformations form a group
via composition and are known as projective or Mo¨bius group. Interpreting the
constraint on the complex constants in (4.6) as determinant it is easy to see that the
projective transformation can be parametrized by the complex 2 × 2 matrices with
unit determinant modulo the negative unit matrix, i.e. SL(2,C)/Z2. The same holds
true for the anti-holomorphic part of the Witt algebra.
As is straightforward to verify the Mo¨bius group contains for special choices of
the parameters translations, rotations and dilatations. In particular, the generators
which correspond to dilatations and rotations on the real surface are
l0 + l¯0 and i(l0 − l¯0) ,
respectively. As we will see below in conformally invariant field theories the set of
relevant operators will be assumed to be eigenstates to these generators.
4.1.2 The energy-momentum tensor and the Virasoro algebra
Conformal invariance in terms of a field theory is equivalent to the vanishing of the
variation of the classical action functional under an infinitesimal conformal transfor-
mation xµ → xµ + ǫµ(x),
δS =
1
2
∫
d2xT µν (∂µǫν + ∂µǫν) =
1
2
∫
d2xT µµ · ∂νǫν . (4.7)
Here T µν = T νµ is the canonical energy-momentum tensor, which can always
be made symmetric and we have used the determining relation (4.3) for the Killing
field ǫµ in the second step. Thus, conformal invariance is guaranteed if the trace
of the energy-momentum tensor is zero T µµ = 0, which in turn is the requirement
that the theory is scale invariant. Together with translation and rotation invariance,
∂µT
µν = 0 , this constraint on the energy-momentum tensor can be transformed into
complex coordinates (4.4),
∂¯T = 0 and ∂T¯ = 0 , (4.8)
where T ≡ Tzz = 14(T00 − T11 − 2iT10), T¯ ≡ Tz¯z¯ = 14(T00 − T11 + 2iT10) are the only
non-vanishing complex components. Thus, the energy-momentum tensor splits into
a holomorphic and an anti-holomorphic part, a property which is assumed to hold
also true when the field theory is quantized. Similar as above, Laurent expanding
the components T, T¯ gives then rise to the quantum generators of the conformal
space-time symmetry,
T (z) =
∑
n∈Z
Ln
zn+2
, L−n :=
1
2πi
∮
S1
dz
zn+1
T (z) . (4.9)
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An analogous relation is assumed for the anti-holomorphic part. However, in contrast
to the classical generators of conformal transformations the coefficients in the Lau-
rent expansion of the energy-momentum tensor are assumed to obey commutation
relations different from (4.5)
[Ln, Lm] = (n−m)Lm+n + c
12
n(n2 − 1)δm+n,0 (4.10)
[L¯n, L¯m] = (n−m)L¯m+n + c
12
n(n2 − 1)δm+n,0
[Ln, L¯m] = 0 .
Each set of the generators {Ln}, {L¯n} constitutes a copy of the so-called Virasoro
algebra which differs from the Witt algebra (4.5) by the appearance of the term
containing the central charge c [84]. As we will see below this additional term can
be understood as a soft breaking of conformal invariance when macroscopic length
scales are introduced into the system. One therefore refers to the central charge also
as conformal anomaly. Notice that the central term is absent for the subalgebra
{L−1, L0, L1} ∼= sl(2,C) belonging to the global conformal mappings.
Mathematically, the transition from the Witt to the Virasoro algebra can
be understood analogous to the Wigner-Bargmann theorem. Because of the phase-
freedom inherent to quantum theory classical symmetry groups are reflected by pro-
jective representations on the quantum level, i.e. the quantum symmetry operations
form a representation of the classical group up to a phase factor. In terms of the
corresponding Lie algebra this amounts to the allowance of central extensions. In
fact, the Virasoro algebra is just such a central extension of the Witt algebra.
4.1.3 Primary fields and highest weight representations
After having introduced the quantum generators of conformal transformations it re-
mains to construct a field theory invariant under their action. The crucial step is
the introduction of so-called primary fields φ, which form the fundamental building
constituents of the field content and transform like covariant tensors under a change
of variables
φ(z, z¯)→ φ′(w, w¯) =
(
∂w
∂z
)−∆(
∂w¯
∂z¯
)−∆¯
φ(z, z¯) . (4.11)
The real exponents (∆, ∆¯) are called conformal weights of the primary field φ.
Their linear combinations
d = ∆+ ∆¯ and s = ∆− ∆¯ (4.12)
determine the transformation behaviour of φ under dilatations and rotations and
are known as anomalous scaling dimension and spin, respectively. Clearly, the
covariance property (4.11) is only well defined for global conformal transformations,
but it might be restated in terms of local generators and in this manner allows for a
generalization to local conformal transformations,
[Ln, φ(z, z¯)] = z
n+1∂φ(z, z¯) + ∆(n + 1)znφ(z, z¯) , n ∈ Z . (4.13)
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We shall take the above identity as defining relation for primary fields. A similar
relation is assumed to hold for the anti-holomorphic part. However, since both parts
commute we will henceforth only concentrate on the holomorphic part and assume
analogous algebraic relations to hold for the anti-holomorphic one.
Conformal families
The primary fields are the central objects of a conformal field theory since their linear
combinations and derivatives generate the whole field content of the algebra. In fact,
introducing the operators
L−n(z) =
∮
dζ
2πi
T (ζ)
(ζ − z)n+1 (4.14)
one can assign to each primary field a conformal family [φ] obtained by successive
actions of Ln(z) on it
[φ] := {Ln1(z)...LnN (z)φ(z, z¯) : n1 ≤ ... ≤ nN < 0} . (4.15)
The elements in [φ] are called secondary fields or descendants. Notice the close
connection between the operators (4.14) and the Virasoro generators (4.10) by means
of the limit limz→0 Ln(z) = Ln. In fact, by exploiting this relation one can easily show
that each conformal family defines a highest weight representation of the Virasoro
algebra.
Verma modules
We introduce the Hilbert space of states by defining the vacuum vector of the
theory through the relation
Ln |0〉 = 0 , n ≥ 0 . (4.16)
This in particular ensures the invariance of the vacuum sector under global conformal
transformations. To each primary field φ with conformal weight ∆ there exists a
highest weight vector |∆〉 := φ(0) |0〉 which by use of (4.13) can be seen to satisfy
L0 |∆〉 = ∆ |∆〉 and Ln |∆〉 = 0 , n > 0 . (4.17)
The remaining Virasoro generators with indices n < 0 now produce a huge state space
upon acting on the highest weight vector,
Vc,∆ = {Ln1 · · ·Lnk |∆〉 : ni ≤ 0, k ∈ N} . (4.18)
The space Vc,∆ is called a Verma module and is invariant under the action of the
Virasoro algebra. Clearly, from the defining relation of the highest weight vector and
the intimate relation between the operators (4.14) and the Virasoro generators one
deduces that Verma modules and conformal families [φ] are in one-to-one correspon-
dence. Thus, the concept of a primary field allows to classify all possible CFT’s,
namely via the highest weight representations of the Virasoro algebra.
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Singular vectors
According to the above definitions the total state space may now be obtained by
summing over all tensor products Vc,∆ ⊗ V¯c,∆¯, where the second factor represents
the anti-holomorphic part and ∆, ∆¯ run over all conformal weights occurring in the
theory. However, in general the Verma modules will be reducible, i.e. it contains a
subspace invariant under the action of the Virasoro algebra. The latter are generated
from so-called singular or null vectors which are itself highest weight states. To
see this more clearly, notice first that all elements in a Verma module are eigenvectors
of L0. In fact, exploiting the commutation relations (4.10) one deduces that
L0 Ln1 · · ·Lnk |∆〉 = (∆ + ℓ) · Ln1 · · ·Lnk |∆〉 , ℓ = −
k∑
i=1
ni .
Here all ni < 0 and the integer ℓ is called the level. (It is off course not related to
the order of the Dynkin diagram automorphism defined in Chapter 2 and 3). The
states of a given level are in general degenerate, in particular, they may contain a
vector |υ〉 satisfying Ln |υ〉 = 0, for all n > 0. Thus, each singular vector defines
another highest weight representation Vc,∆+ℓ, which lies inside the original one Vc,∆.
Moreover, if one defines an inner product on Vc,∆ such that the Hermitian conjugate
of a Virasoro generator is given by L∗n = L−n one infers that singular vectors and all
their descendants have vanishing norm and are orthogonal to all other elements in the
Verma module. The physical state space is obtained by ”dividing” out all the possible
null subspaces generated from singular vectors |υ〉 which can occur at different levels.
The resulting quotient space V ′c,∆ forms then an irreducible representation and the
physical subspace has the structure
H = ⊕
∆,∆¯
m∆,∆¯ V
′
c,∆ ⊗ V¯ ′c,∆¯ (4.19)
where m∆,∆¯ is the multiplicity that the conformal weights ∆, ∆¯ occur. The linear
structure of a Verma module is in general very intricate and complex and can be
encoded in so-called Virasoro characters, which appear as natural mathematical
objects,
χc,∆(q) = Tr q
L0−c/24 =
∞∑
ℓ=0
dim(ℓ)q∆+ℓ−c/24 . (4.20)
Here dim(ℓ) is the number of linear independent vectors at level ℓ. The characters
form important mathematical tools to elucidate the structure of a conformal field
theory, see [83] for further details. We comment on a possible connection between
results from the TBA analysis of integrable models and Virasoro characters in a
subsequent section.
The Kac determinant
Another quantity to determine the number of linear independent vectors of a Verma
module Vc,∆ at a given level ℓ is the Gram matrix M
(ℓ)(c,∆) formed by all the inner
Basic notions of conformal field theory 105
products of the basis states
〈∆|Lm1 · · ·LmlL−n1 · · ·L−nk |∆〉 , ni, mi ≥ 0,
k∑
i=1
ni =
l∑
i=1
mi = ℓ .
Now, if the determinant detM (ℓ)(c,∆) vanishes one can conclude that there are linear
dependent or null vectors at level ℓ. Moreover, if the determinant is negative there
must be states with negative norm present and the representation is not unitary.
Remarkably, detM (ℓ)(c,∆) can be brought into the following universal form found
by Kac and proven by Feigin and Fuchs [85],
detM (ℓ)(c,∆) = aℓ
∏
rs≤ℓ
(∆−∆r,s)P (ℓ−rs) (4.21)
with the product running over all positive integers r, s whose product is smaller
than or equal to the level. The constant aℓ does not depend on the central charge
or conformal weight and P (ℓ − rs) denotes the number of partitions of the integer
ℓ− rs. The roots ∆r,s of the determinant can be parametrized as
∆r,s(m) =
[(m+ 1)r −ms]2 − 1
4m(m+ 1)
with m = −1
2
± 1
2
√
25− c
1− c . (4.22)
Note that the auxiliary quantity has two branches and is in general complex. One
can now use this explicit formula to infer certain restriction on the allowed central
charges and conformal weights when the representation of the Virasoro algebra ought
to be unitary. Explicitly, one can show that all representations with c ≥ 1,∆ ≥ 0 are
unitary, while for c ≥ 25 one deduces that −1 < m < 0 and therefore ∆r,s(m) ≤ 0
implying that the associated representations are non-unitary. The structure becomes
especially restrictive for 0 < c < 1, where only a discrete set of possible unitary
theories exist,
c = 1− 6
m(m+ 1)
with m = 3, 4, ... , 1 ≤ r < m, 1 ≤ s ≤ r . (4.23)
The associated conformal weights are given by the parametrization (4.22). The set
of the above conformal models is known as the minimal unitary series in the
literature. They belong to the class of theories possessing only a finite number of
primary fields associated with the allowed conformal weights ∆r,s(m) and are the
best studied CFT’s, for further details see [83].
4.1.4 Ward identities and elementary correlation functions
After having analyzed the implications of conformal invariance on the physical state
space and the field content we now turn to more elementary constraints on the measur-
able quantities of the theory, the correlation or n-point functions. In general, Ward
identities for correlation functions reflect symmetries possessed by a quantum field
theory and can be thought of as an infinitesimal version of covariance under a symme-
try operation. Implementation of covariance under global conformal transformations
with generators {L−1, L0, L1} leads to the identities
〈[Ln,Φ1(z1, z¯1) · · ·Φn(zn, z¯n)]〉 = 0 , n = −1, 0, 1 ,
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where the bracket indicates the vacuum expectation value of radially† ordered fields,
i.e. |z1| < ... < |zn|. Again an analogous relation holds for the anti-holomorphic
generators {L¯−1, L¯0, L¯1}. In case of primary fields the above Ward identities take the
more explicit form ∑
i
∂zi 〈φ1 · · ·φn〉 = 0∑
i
(zi∂zi +∆i) 〈φ1 · · ·φn〉 = 0∑
i
(
z2i ∂zi + 2zi∆i
) 〈φ1 · · ·φn〉 = 0
where we have used the defining relation (4.13). These three equations reflect in-
variance under translations, rotations and dilatations as well as special conformal
transformations and constitute the minimal requirement on each conformal model.
However, they are already sufficient to determine the explicit form of the two and
three-point functions,
〈φ1(z1, z¯1)φ2(z2, z¯2)〉 =
C12
|z12|2d (4.24)
〈φ1(z1, z¯1)φ2(z2, z¯2)φ3(z3, z¯3)〉 =
C123
|z12|d1+d2−d3 |z13|d1+d3−d2 |z23|d2+d3−d1 (4.25)
where zij := zi − zj and the coefficient C12 of the two-point function vanishes unless
d1 = d2. Thus, two and three point functions are completely determined by the coef-
ficients Cij, Cijk. (Note that the three point coefficient and the three-point coupling
in context of ATFT are different quantities. In particular, the fusion of two primary
fields in the sense of the OPE discussed below is in general not linked to the fusing
of quantum particles encountered before in context of ATFT.) The latter carries fur-
ther important information about the structure of the field content via the operator
product expansion and the algebra hypothesis, which are additional ingredients to
each CFT besides conformal invariance.
4.1.5 Operator product expansion
From the explicit expressions (4.24) and (4.25) we infer that the correlation functions
possess singularities when the arguments of two fields approach each other, zij → 0.
This holds true for all n-point functions and has its origin in the infinite quantum
fluctuations when a quantum field is taken at a precise position. The singular be-
haviour of a correlation function can be extracted by a short-distance expansion of
operator products in a sum of terms involving only single operators. Exploiting the
decomposition (4.9) and the transformation properties (4.13) one deduces for exam-
ple the following operator product expansion (OPE) for the energy-momentum
tensor and a primary field,
T (z)φ(w, w¯) =
∆φ(w, w¯)
(z − w)2 +
∂wφ(w, w¯)
z − w + regular terms (4.26)
†Note that radial ordering in Euclidean space is the equivalent of time-ordering in Minkowski
space.
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where the regular terms vanish as z → w. In fact, the above OPE is equivalent
to (4.13) and can be used as alternative definition of primary fields. Note that the
OPE is always understood to be well defined only within correlation functions, i.e.
in a weak sense. Similar one might now derive the OPE for the components of the
energy-momentum tensor by exploiting the commutation relations (4.10) yielding
T (z)T (w) =
c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂wT (w)
z − w + regular terms . (4.27)
In comparison with (4.26) this shows that when the term involving the central charge
would be absent T could be interpreted as a primary field with conformal weight
(∆ = 2, ∆¯ = 0). In fact, T is a so-called quasi-primary field, i.e. it transforms
covariantly under global conformal mappings.
Now turning to the OPE of two primary fields one of the central assumptions
in context of CFT is the operator algebra hypothesis [16] which states that the
set of field forms a closed associative algebra such that
φi(z, z¯)φj(w, w¯) =
∑
k
∑
ϕ∈[φk]
Cϕijk(z − w)∆k+ℓ−∆i−∆j(z¯ − w¯)∆¯k+ℓ¯−∆¯i−∆¯jϕ(w, w¯) + ...
Here the first sum runs over all primary fields φk and the second about the descendants
ϕ ∈ [φk] with ℓ, ℓ¯ being its level w.r.t. the two copies of Virasoro algebras. By
use of conformal invariance the coefficients determining the expansion can be shown
to be of the form Cϕijk = Cijkβ
ϕ
ijkβ¯
ϕ
ijk, where the Cijk’s are identical to the ones
occurring in the three-point function (4.25) and the β-functions can be calculated
from the conformal weights and central charge. In principle, the above OPE allows
to calculate all correlation functions provided the structure constants Cϕijk and the
conformal weights ∆i, ∆¯i are known. From the correlation functions the whole field
theory can then be reconstructed. Thus, we can summarize the central objects of
interest in conformal field theory as follows,
• the central charge c of the representation of the Virasoro algebra
• the conformal weights ∆, ∆¯ of the primary fields
• the OPE coefficients Cijk for primary fields
• the correlation functions.
4.1.6 The central charge as Casimir energy
We conclude this short survey of CFT by presenting an interpretation of the central
charge as Casimir energy which will play a central role throughout the rest of this
chapter.
From the OPE of the energy-momentum tensor we already pointed out that it
deviates from the one of primary fields. In fact, the term involving the central charge
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leads to the following transformation behaviour under a local conformal mapping [83],
T (z)→ T (w) =
(
∂w
∂z
)−2
T (z) +
c
12
s(z;w) ,
s(z;w) :=
z′z′′′ − 3
2
(z′′)2
(z′)2
.
Here s(z;w) is known as the Schwarzian derivative. Notice that it vanishes for global
conformal transformations. Consider the mapping from the plane onto an infinite
cylinder with circumference R then the general formula above yields
z → w = R
2π
ln z , Tcyl(w) =
(
2π
R
)2 (
z2T (z)− c
24
)
.
Thus, setting the vacuum energy density 〈T (z)〉 on the plane to zero, we infer that
due to the constant term it is nonzero on the cylinder 〈Tcyl(w)〉 = −π2c/6R2. This
can be understood in terms of a Casimir energy arising as response of the system
to the introduction of periodic boundary conditions on the cylinder. In particular,
this amounts to a shift of the Hamiltonian on the cylinder which after integration of
the energy density reads
Hcyl =
2π
R
(L0 + L¯0 − c/12) . (4.28)
Notice that the central charge can therefore be recovered from the energy spectrum.
This observation will turn out to be crucial in context of the thermodynamic Bethe
ansatz which we are going to study in the next section.
There are more general scenarios which elucidate further the role of the central
charge as response to the introduction of macroscopic length scales. For example, it
was shown by Polyakov that in the context of curved manifolds the following vacuum
expectation value is in general non-zero,
〈
T µµ
〉
= c/24πR, where R is the scalar
curvature [86]. Since classically the trace of the energy-momentum tensor ought to
vanish, one refers to the latter relation as trace anomaly. Additional examples also
include manifolds with boundaries as discussed in [87].
4.2 The thermodynamic Bethe ansatz
The TBA-approach allows to extract various types of informations from a massive
integrable quantum field theory once its scattering matrix is known. Most easily
one obtains the central charge c of the Virasoro algebra of the underlying ultraviolet
conformal field theory, the conformal dimension dΦ and the factor of proportionality
of the perturbing operator Φ in (4.1), the vacuum expectation value of the energy-
momentum tensor 〈T µµ〉 and other interesting quantities. In particular, the TBA
provides a test laboratory in which certain conjectured scattering matrices may be
probed for consistency.
Moreover, the TBA is useful since it provides quantities which may be em-
ployed in other contexts, like the computation of correlation functions. For instance,
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the constant of proportionality, the dimension of the perturbing field and 〈T µµ〉 may
be applied in a perturbative approach around the operator product expansion of a
two point function within the conformal field theory [88]. On the massive side, the
vacuum expectation value 〈T µµ〉 may also be used as an initial value for the recursive
system between different n-particle form factors [12] when calculating the correlation
functions in the perturbed theory. Thus, the TBA plays not only a key role in linking
conformal and integrable field theories but also serves as complementary approach to
other techniques. The different aspects of the TBA are shown in form of a diagram
in Figure 4.1.
1+1 dimensional 
field theory
quantum theory
S-matrix
* conformal invariance
* operator product
  expansion
integrable
field theory
thermodynamic
Bethe Ansatz
conformal
field theory
perturbed conformal
field theory
* UV central charge
* free energy
* VEV of EM tensor
n-point functions
Form Factors
Virasoro algebra
fusion coefficients
* no particle production
* conserved momenta
* factorization of S-matrix
λ =const. m2(1-∆ )
S=SCFT+λ  dx
2
 Φ (x,t)
 
 
Figure 4.1: The role of the TBA in 1+1 dimensional field theory.
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4.2.1 Quantum field theory on a torus
As a preliminary step to the discussion of the TBA we present a simple argument for
the partition function of a Euclidean quantum field theory with periodic boundary
conditions.
Suppose first that we are dealing with a relativistic massive quantum field
theory in Minkowski space. Imposing periodic boundary conditions amounts to a
definition of the theory on a torus, see Figure 4.2. By performing a Wick rotation
we might change to Euclidean metric and one of the periods, say R, which specified
the time direction before is now identified as inverse temperature. The other period
of the torus, say L, must then be the space direction or so-called quantization axis of
the system. However, due to the Euclidean signature the choice of the quantization
axis is arbitrary and both periods play a symmetric role, whence we can write the
associated partition function in two different ways,
Z(R,L) = Tr e−LHR and Z(R,L) = Tr e−RHL . (4.29)
Here HR andHL denote the Hamiltonians obtained when quantizing the system along
the R-axis and the L-axis, respectively. Later on in the derivation we will perform
the thermodynamic limit sending one of the periods to infinity, L → ∞, which in
geometric terms implies that the torus becomes an infinitely long cylinder. At the
same time the two expressions for the partition function in (4.29) approach
Z(R,L) ≈ e−LE0(R) and Z(R,L) ≈ e−LR f(R) , (4.30)
where E0(R) denotes the non-degenerate ground state energy of HR and f(R) is the
bulk free energy per unit length at temperature T = 1/R. Comparing both equations
gives the relation
E0(R) ≈ Rf(R) . (4.31)
R
L
L
R
 
Figure 4.2: From the torus to the cylinder.
This simple observation will turn out to be crucial for the whole approach. For
large temperatures T = 1/R compared to the overall mass scale m the system will
approach the UV limit r := mR → 0, where the theory becomes scale and therefore
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conformally invariant. Using now the expression (4.28) for the Hamiltonian of a CFT
on a cylinder the above relation (4.31) specializes to
r → 0 : RfCFT(R) ≈ 2π
R
(∆0 + ∆¯0)− π
6R
c =: − π
6R
ceff . (4.32)
Here we have set the vacuum energy density in the plane to zero and used that
in the L → ∞ limit only the lowest conformal weights (∆0, ∆¯0) contribute to the
partition function. The quantity ceff = c− 12d0 with d0 = ∆0 + ∆¯0 being the lowest
scaling dimension is called effective central charge. In the case of a unitary CFT
it coincides with the ordinary central charge defined in (4.10) since the lowest scaling
dimension is then given by the vacuum, d0 = 0. The above result (4.32) for the free
energy of a conformal model was derived independently by Affleck and Bloethe et al.
[89].
Thus, provided we are able to calculate the free energy of the massive quantum
field theory and to perform the high-energy limit we can recover the central charge
of the underlying UV conformal field theory. We will now show how to achieve this
in context of integrable models by means of the thermodynamic Bethe ansatz.
4.2.2 The thermodynamic Bethe ansatz equations
In reference to the above geometry consider an integrable QFT on a circle of circum-
ference L, which we will take to infinity in due course. For simplicity and to unburden
formulas assume for the moment that there is only one particle species of mass m.
The latter determines the correlation length of the system, ξ = 1/m. Integrability
ensures that the number of particles and their individual momenta are conserved.
Thus, the physical state space decomposes into superselection sectors with fixed par-
ticle number N . Restricting ourselves to one sector we can associate to each state an
asymptotic wave-function which is assumed to have similar properties as known from
the Bethe ansatz.
The Bethe ansatz equations
Intuitively the argumentation goes as follows [23, 100, 96, 90]. Choose a configuration
of particle positions {x1, . . . , xN} in real space such that |xi − xi+1| ≫ ξ , i =
1, ..., N − 1. (Note that this is always possible, since the limit L→∞ will eventually
be taken.) One therefore might neglect off-shell contributions and the asymptotic
wave function should be the one of free particles in this region. Exchanging now two-
particle positions, say xk and xl, maps the original configuration to another satisfying
the same requirement. The corresponding asymptotic wave-function in the new region
is assumed to differ from the original one by the two-particle scattering amplitude
S(θk−θl). Hence, when translating the kth particle by the period L the wave function
collects all the scattering amplitudes with the other particles in the system. At the
same time we have imposed periodic boundary conditions by defining the system
on a circle, whence this contribution must cancel against the factor acquired from
translation leading to the following restriction on the rapidities,
eiLm sinh θk
N∏
l 6=k
S(θk − θl) = 1 . (4.33)
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This set of constraints is known as Bethe Ansatz equations and is believed to be tightly
linked to the integrable structure of the quantum field theory under consideration.
Taking the logarithm (4.33) can be cast into the equivalent form
Lm sinh θk +
N∑
l 6=k
δ(θk − θl) = 2πnk , nk ∈ Z ,
where δ = −i lnS is the scattering phase. It is common in the literature to call the
allowed rapidities θk roots. Notice that for free particles S = 1 we obtain the familiar
quantization conditions for non-interacting particles in a finite interval. Thus, the
general case can be interpreted as treating the system as a dilute quantum gas. The
total energy and momentum of the system can be deduced from (4.33) to be given
by the formulas
E = m
N∑
k=1
cosh θk and P = m
N∑
k=1
sinh θk =
2π
L
N∑
k=1
nk
showing that the integers nk can be interpreted as pseudo-momenta. For a typi-
cal factorizable S-matrix of an integrable model the Bethe ansatz equations form a
complicated system of transcendental equations, which in general can not be solved
directly. One therefore turns to the thermodynamic limit, i.e. the period L and the
particle number N tend to infinity such that the density N/L remains finite.
The thermodynamic limit
From (4.33) one can deduce that the spacing between the rapidities θk is of order 1/L
whence it is legitimate to introduce continuous rapidity densities defined by
L̺p(θ)dθ = number of particles in [θ, θ + dθ] ,
L̺h(θ)dθ = number of holes in [θ, θ + dθ] , (4.34)
where the terminology of a ’hole’ refers to a state which is allowed by the Bethe ansatz
equations but is not occupied. Notice that the rapidity densities are assumed to be
macroscopic variables, while the microscopic structure is described by the solutions
of (4.33). Now the Bethe ansatz equations can be re-written in terms of densities,
m sinh θk +
∞∫
−∞
δ(θk − θ)̺p(θ)dθ =
2π
L
nk . (4.35)
An analogue of the above equation was first derived in case of the one-dimensional
Bose gas [91]. Assuming the Pauli exclusion principle to hold for the solutions
the l.h.s. in (4.35) defines for arbitrary rapidities θ a monotonic increasing function
which upon differentiation w.r.t. θ gives the total density ̺ = ̺p + ̺h of allowed
states,
̺(θ) =
m
2π
cosh θ + ϕ ∗ ̺p(θ), ϕ = −i
d
dθ
lnS(θ) , (4.36)
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where the symbol ∗ stands for the convolution of two functions,
f ∗ g(θ) :=
∫
dθ′
2π
f(θ − θ′)g(θ′) . (4.37)
This integral equation is still not easy to solve. Instead, one discusses the system in
its thermal equilibrium, where the free energy is minimized. This requires the notion
of entropy first.
Since at finite temperature there should exist holes one obtains different pos-
sibilities to arrange the particles leading to microscopic states of approximately equal
energy. Using the defining relation (4.34) and exploiting again the exclusion principle
the number of possibilities in an infinitesimal rapidity interval is given by
exp dS = (L̺(θ)dθ)!(
L̺p(θ)dθ
)
! (L̺h(θ)dθ)!
,
whence the entropy per unit length s = S/L after integration equals for large particle
numbers
s[̺, ̺p] ≈
∫
dθ
(
̺ ln ̺− ̺p ln ̺p − ̺h ln ̺h
)
.
Notice that we used Stirling’s formula ln k! ≈ k ln k, k ≫ 1 to derive the above
identity. The free energy of our QFT at temperature T = 1/R is then given by
f [̺, ̺p] = e[̺p]− 1/R s[̺, ̺p] ,
where e[̺p] =
∫
dθ m cosh θ ̺p(θ) is the internal energy of the system per unit length.
Recall that R is the other period in the toroidal geometry used in Section 4.2.1.
Minimizing the free energy w.r.t. the densities ̺, ̺p by exploiting the constraint
(4.36) we obtain the properties of the system in thermal equilibrium. Explicitly, the
extremum condition δf = 0 reads
ln
̺h
̺p
+ ϕ ∗ ln
(
1 +
̺p
̺h
)
= Rm cosh θ . (4.38)
The above constraint is known as thermodynamic Bethe ansatz equation. The sin-
gle quantity to be determined is the ratio of the densities ̺p/̺h and the only in-
put required is the logarithmic derivative of the scattering matrix ϕ = −i d
dθ
lnS(θ).
Since the Pauli exclusion principle was assumed to hold in the derivation one usually
rewrites the density ratio in form of a Fermi distribution
̺p
̺p + ̺h
=
1
eε + 1
(4.39)
where the function ε = ε(θ) defined by the above equation is referred to as pseudo-
energy for obvious reasons. However, there is a certain arbitrariness in introducing
the distribution (4.39) and the pseudo-energy ε on which is discussed below. The
equilibrium condition may now be expressed in terms of the new variable as
ε+ ϕ ∗ L(θ) = Rm cosh θ , L := ln (1 + e−ε) . (4.40)
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This form of the TBA equations will turn out to be most convenient for numerical
purposes as will become apparent in the next section. Once this integral equation is
solved one is in the position to calculate the free energy per unit length
f(R) = − m
2πR
∫
dθ cosh θ L(θ)
from which any further thermodynamic quantity can be derived. Now in view of
formula (4.32) we introduce a normalized free energy which yields in the UV regime
directly the effective central charge, the so-called scaling function
c(r) =
3 r
π2
∫
dθ cosh θ L(θ) . (4.41)
Here r = mR = R/ξ is the scale parameter controlling the high energy limit. Letting
the latter tend to zero gives
lim
r→0
c(r) = ceff = c− 12d0 . (4.42)
Note that besides the explicit r dependence of the scaling function there is an addi-
tional hidden one entering through the solutions of the TBA equations (4.38). With
regard to our discussion in context of conformal field theory concerning the physical
meaning of the central charge we might interpret the scaling function as off-critical
measure of the Casimir energy.
It is now straightforward to extend the discussion to the general case when n
particle species are present in the theory. Let the mass spectrum be {m1, ..., mn} and
assume that the particle content is non-degenerate, i.e. the scattering matrix Sij(θ)
is diagonal. Then instead of a single non-linear integral equation we now obtain a
system of n coupled TBA equations
εi(θ) = r mi cosh θ −
n∑
j=1
ϕij ∗ Lj(θ), Li = ln
(
1 + e−εi
)
(4.43)
where i = 1, ..., n and the pseudo-energies εi are defined analogous as in (4.39) with
̺h, ̺p → ̺(i)h , ̺(i)p being the densities belonging to the particle species i. Analogously
one obtains for the scaling function
c(r) =
3
π2
n∑
i=1
m′i r
∫
dθ cosh θ Li(θ) (4.44)
where the scale parameter is now defined as r = m1R with m1 being the lightest
mass in the spectrum and m′i := mi/m1. However, henceforth this re-scaling of the
mass spectrum is automatically implied without changing the notation. Before we
now start to discuss the solutions of the TBA equations there is a different aspect
which needs to be discussed in more detail, statistics and the introduction of the
pseudo-energies.
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Statistical ambiguities
When performing the thermodynamic limit and introducing the particle densities
we changed from microscopic to macroscopic variables (infinite particle numbers).
The thermodynamic analysis then followed the usual classical procedure assuming
the exclusion principle to hold when setting ̺ = ̺p + ̺h. On the microscopic level
this should be reflected by Fermi statistics which motivated the definition (4.39) of
the pseudo-energies. Alternatively, it might also occur that Bose statistics governs
the solutions of the TBA equations in which case the density of holes just equals
the density of all possible states, i.e. ̺ = ̺h. Following the analogous steps in the
thermodynamic analysis it would now be natural to define the pseudo-energies by
̺p/̺ = 1/(e
ε˜ − 1) leading to a TBA equation of the form
ε˜(θ) + ϕ ∗ L˜(θ) = Rm cosh θ , L˜ := − ln(1− e−ε˜) . (4.45)
Inside the TBA approach the decision for either Fermi (4.40) or Bose statistics (4.45)
is usually motivated by the symmetry property of the asymptotic wave-function under
an exchange of two identical particles [23]. The latter is assumed to be anti-symmetric
for S(0) = −1 and symmetric for S(0) = 1 describing Fermi and Bose statistics,
respectively. However, this argument is rather ad hoc and should be viewed as a
working hypothesis.
An important observation in this context is that one might change from the
fermionic to the bosonic description by altering the S-matrix by a phase of the fol-
lowing kind
S(θ)→ S ′(θ) = e−2πiΘ(Re θ)S(θ) . (4.46)
Here Θ denotes the Heavyside step function with Θ(0) = 1/2. Notice that the phase
factor leaves the bootstrap properties unchanged and hence can be interpreted in
terms of a CDD ambiguity [92]. In terms of the TBA-kernel this amounts to the
replacement
ϕ(θ)→ ϕ′(θ) = ϕ(θ)− 2πδ(θ) (4.47)
in the TBA equation (4.40). Upon identifying ε˜ = ε + ln(1 + e−ε) one then obtains
(4.45). Thus, we might always fix a different choice of statistics in terms of the
pseudo-energies by a re-definition of the TBA kernel. This important observation
that the TBA equations stay invariant under a simultaneous change of the phase of
the S-matrix and the introduction of a different statistics was made in [92]. Therein
the more general case of Haldane statistics [93] was also discussed.
When considering the S-matrices constructed in Chapter 3 below we will always
assume Fermi statistics to hold for the solutions of the TBA equations due to the
fact that they satisfy Sii(0) = S
aa
ii (0) = −1 (compare Chapter 3 for the notation) and
that no other analytical and numerical solutions with different statistics are known.
Although the integrable models under consideration, affine Toda field theories, are
defined in terms of bosonic fields via the action functional (3.20) the introduction of
Fermi statistics at the TBA level does not lead to a contradiction. For example we will
116 From Massive to Massless Models
recover Bose statistics from the solutions of the TBA equations in certain limits, like
the weak coupling in affine Toda theory or the semiclassical limit in the homogeneous
Sine-Gordon models. Indeed, the statistics of the TBA solutions is not necessarily the
same as the statistics of the fields in which the classical action functional is defined.
Recall in particular that the concept of bosons and fermions is equivalent in 1+1
dimensions, i.e. bosonic fields might be expressed in terms of fermionic ones and vice
versa (see e.g. [94]).
The central charge calculation and Roger’s dilogarithm
The most important quantity we are interested in the TBA analysis is the effective
central charge of the underlying UV conformal field theory. While in general the
TBA equations (4.43) cannot be solved analytically for finite temperatures due to
their non-linear nature and therefore also the explicit form of the off-critical scaling
function remains undetermined, the situation improves in the UV regime, r → 0.
Following the standard procedure developed in [23] we demonstrate how the central
charge might be extracted by analytical means specializing for simplicity again to the
case that only one particle species is present. The first step is to set up a set of so-
called “massless” TBA equations in the rapidity range ln r
2
≪ θ ≪ ln 2
r
with r ≪ 1.
The nomenclature “massless” originates in the following approximative replacement
of the on-shell energies when performing the shift θ → θ − ln r
2
r cosh(θ − ln r
2
) ≈ eθ .
Here we have assumed that θ ≫ 2 ln r
2
and neglected terms of order r2. Upon intro-
ducing the functions εˆ(θ) = ε(θ− ln r
2
), Lˆ(θ) = L(θ − ln r
2
) the TBA equations (4.43)
in the above mentioned rapidity range are approximately given by
r ≪ 1 : eθ ≈ εˆ(θ) + ϕ ∗ Lˆ(θ) . (4.48)
Notice that the explicit dependence on the scale parameter r has vanished. We might
now proceed similarly and perform also the shift θ → θ−ln 2
r
and obtain an analogous
equation involving on-shell energies of the kind e−θ in the appropriate range for the
rapidity variable. However, at this point we make the simplifying assumption that
our theory is invariant under a parity transformation, θ → −θ, i.e. the solutions
of the original TBA equations are assumed to be symmetric. Then it is sufficient to
consider only the equation (4.48) and the expression for the scaling function simplifies
to
r ≪ 1 : c(r) = 6
π2
∞∫
0
dθ L(θ) cosh θ ≈ 6
π2
∞∫
ln r
2
dθ Lˆ(θ) eθ , (4.49)
where we have again discarded terms of order r2 as in the derivation of the approxi-
mate TBA equation (4.48) in the UV regime. Now, the crucial trick is to differentiate
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the latter and to replace the exponential term in (4.49) by the r.h.s. which yields
c(r) ≈ 6
π2
εˆ(∞)∫
εˆ(ln r
2
)
dε ln(1 + e−ε) +
6
π2
∞∫
ln r
2
dθ Lˆ(θ)ϕ ∗ dLˆ(θ)
dθ
≈ 6
π2
εˆ(∞)∫
εˆ(ln r
2
)
dε ln(1 + e−ε) +
6
π2
∞∫
ln r
2
dθ
dLˆ(θ)
dθ
ϕ ∗ Lˆ(θ) .
The interchange of the two integrations in the second step ought to be exact in the
extreme UV limit r → 0. Exploiting again the equation (4.48) in replacing the
convolution term of the second integral and a subsequent partial integration gives
the final result
lim
r→0
c(r) =
3
π2
ε(∞)∫
ε(0)
dε
[
ln(1 + e−ε) +
ε
1 + eε
]
(4.50)
=
6
π2
L
(
1
1 + eε(0)
)
− 6
π2
L
(
1
1 + eε(∞)
)
.
Here we have used the integral representation of Roger’s dilogarithm function [113]
L(x) :=
∞∑
k=1
xk
k2
+
1
2
ln x ln(1− x) = −1
2
x∫
0
dy
[
ln(1− y)
y
+
ln y
1− y
]
(4.51)
and employed the substitution y = (1 + eε)−1. From the above formula we infer
that only the values of the TBA solutions L(θ) at the origin and at infinity are
required to compute the central charge. The latter can be deduced to limθ→∞ L(θ) =
0 on physical grounds. At large rapidities the on-shell energies in (4.43) become
dominant and the system becomes approximately free, i.e. ε(θ) ≈ r cosh θ for small
but finite scale parameter. Thus, the second term in (4.50) does not contribute. It
is straightforward to generalize this result to the general case with n particle species
present, giving the compact formula
ceff =
6
π2
n∑
i=1
L
(
1
1 + eεi(0)
)
=
6
π2
n∑
i=1
L (1− e−Li(0)) . (4.52)
This formula is central in the TBA analysis and will be frequently used in the following
whence its derivation has been presented here in some detail. To close the analytical
calculation it remains to determine the value of the TBA solutions at the origin as
r → 0. For the case when a dynamical interaction between the particles is absent this
is easily achieved. As example consider systems with Fermi and Bose statistics. In
the first case we infer directly from (4.40) that the solution to the TBA equation reads
L(θ) = ln(1 + e−r cosh θ), whence we infer from the general formula (4.52) that ceff =
6
π2
L(1
2
) = 1/2. In accordance with the well known central charge of the free fermion
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theory. For Bose statistics we must keep in mind that the derivation of (4.52) was
performed in context of Fermi statistics. However, exploiting the statistical ambiguity
explained in the previous subsection we saw that (4.45) is equivalent to (4.40) under
the transformation (4.47), whence we easily derive L(θ) = − ln(1− e−r cosh θ) and the
effective central charge takes the expected value ceff =
6
π2
L(1) = 1.
The general case with a dynamical interaction present is more involved and
there exists various schemes which allow to determine the solution at the origin.
However, these depend crucially on the form of the TBA solution, whence one refers
usually to the outcome of numerical calculations before one turns to analytical con-
siderations. The numerical procedure applied to solve (4.43) is described in the next
section together with the question whether the TBA equations admit more than one
solution.
4.2.3 Existence, uniqueness and the numerical procedure
In this section we are going to investigate the existence and uniqueness properties
of the solutions of the TBA equations [43]. The main physical motivation for this
considerations is to clarify whether it is possible to obtain different effective central
charges for a fixed dynamical interaction due to the existence of several different
solutions. As a side product we obtain useful estimates on the error and the rate
of convergence when solving the TBA equations numerically. Precise estimates of
this kind were not obtained previously in this context and convergence is simply
presumed. The procedure we are going to employ is the contraction principle (or
Banach fixed point theorem), see e.g. [95]. For the case of the non-relativistic
one-dimensional Bose gas the uniqueness question was already addressed by Yang
and Yang [22], albeit with a different method.
In order to keep the notation simple we commence our discussion for a sys-
tem with one particle only which is of fermionic type. Thereafter, we discuss the
straightforward generalization. The standard numerical procedure to solve integral
equations of the type (4.40) consists in evaluating the original function at discrete
points and a subsequent iteration. Introducing the scale parameter r = mR, this
means we consider (4.40) as recursive equation
εn+1(θ) := r cosh θ − ϕ ∗ ln(1 + e−εn)(θ) (4.53)
and perform the iteration starting with ε0(θ) = r cosh θ. The exact solution is then
thought to be the limit ε = limn→∞ εn. However, a priori it is not clear whether this
limit exists at all and how it depends on the initial value ε0. In particular, different
initial values might lead to different solutions.
The natural mathematical setup for this type of problem is to rewrite the
TBA-equation (4.40) as
(Aξ)(θ) := ϕ ∗ ln(1 + eξ(θ)−r cosh θ) = ξ(θ), (4.54)
and treat it as a fixed point problem for the operator A with ξ(θ) = r cosh θ − ε(θ).
In order to give meaning to the limit limn→∞ εn we have to specify a norm.
Of course, it is natural to assume that ξ as function of θ is measurable, continuous
and essentially bounded on the whole real line. The latter assumption is supported
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by all known numerical results. In fact, assuming on physical grounds that ϕ ∼ e−|θ|
for large rapidities, since the particles become then approximately non-interacting, it
follows from (4.54), that possible solutions ξ vanish at infinity. This means possible
solutions of (4.54) constitute a Banach space with respect to the norm
‖f‖∞ = ess sup |f(θ)| , (4.55)
i.e. L∞(R). In principle we are now in a position to apply the Banach fixed point
theorem‡, which states the following:
Let D ⊂ L∞ be a non-empty set in a Banach space and let A be an operator
which maps D q-contractively into itself, i.e. for all f, g ∈ D and some fixed q,
0 ≤ q < 1
‖A(f)−A(g)‖∞ ≤ q‖f − g‖∞. (4.56)
Then the following statements hold:
i) There exists a unique fixed point ξ in D, i.e. equation (4.54) has exactly one
solution.
ii) The sequence constructed in (4.53) by iteration converges to the solution of
(4.54).
iii) The error of the iterative procedure may be estimated by
‖ξ − ξn‖∞ ≤
qn
1− q‖ξ1 − ξ0‖∞ and
∥∥ξ − ξn+1∥∥∞ ≤ q1− q ∥∥ξn+1 − ξn∥∥∞ .
iv) The rate of convergence is determined by∥∥ξ − ξn+1∥∥∞ ≤ q ‖ξ − ξn‖∞ .
In order to be able to apply the theorem we first have to choose a suitable
set in the Banach space. We choose some q ∈ [0, 1) such that e−r ≤ q and take
D to be the convex§ set Dq,r :=
{
f : ‖f‖∞ ≤ ln q1−q + r
}
. We may now apply the
following estimate for the convolution operator ϕ∗ (which is a special case of Young’s
inequality)
‖ϕ ∗ f‖∞ ≤ ‖ϕ‖1‖f‖∞. (4.57)
‡One may of course apply different types of fixed point theorems exploiting different properties
of the operator A. For instance if A is shown to be compact one can employ the Leray-Schauder
fixed point theorem. In the second refence of [96] it is claimed that the problem at hand was treated
in this manner, albeit a proof was not provided.
§For f, g ∈ Dq,r also tf + (1 − t)g ∈ Dq,r, with 0 ≤ t ≤ 1.
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In the following we assume that ‖ϕ‖1 ≤ 1. In fact, for the concrete one-particle theory
we will consider below, the Sinh-Gordon model, we have ‖ϕ‖1 :=
∫
dθ
2π
|ϕ(θ)| = 1.
Interpreting the function L(θ) = ln(1 + ef(θ)−r cosh θ) in (4.54) as operator acting on
f ∈ D we have the estimate
L(f) ≤ ln [1 + exp (‖f‖∞ − r)] ≤ ln
1
1− q ≤ ln
q
1− q + r .
The last inequality follows from our special choice of q. Thus, A maps Dq,r into itself.
In the final step we show that the contraction property (4.56) is fulfilled on
Dq,r . It suffices to prove this for the map L, because of (4.57) and the fact that
‖ϕ‖1 ≤ 1. We have
‖L(f)− L(g)‖∞ =
∥∥∥∥ 1∫
0
dt
d
dt
L(g + t(f − g))
∥∥∥∥
∞
=
∥∥∥∥ 1∫
0
dt
(f − g)
1 + exp(−g − t(f − g) + r cosh θ)
∥∥∥∥
∞
≤ max
0≤t≤1
∣∣∣∣ 11 + exp(−g − t(f − g) + r)
∣∣∣∣ ‖f − g‖∞
≤ max
0≤t≤1
∣∣∣∣ 11 + exp (−‖g − t(f − g)‖∞ + r)
∣∣∣∣ ‖f − g‖∞
≤ q ‖f − g‖∞ .
In the last inequality we used the fact that Dq,r is a convex set.
We may now safely apply the fixed point theorem. First of all we conclude
from i) and ii) that a solution of (4.54) not only exists, but it is also unique. In
addition we can use iii) and iv) as a criterium for error estimates. From our special
choice of the closed set Dq,r one sees that the rate of convergence depends crucially
on the parameter r, the smaller r the greater q is, whence the sequence (ξn) converges
slower.
One could be mathematically more pedantic at this point and think about
different requirements on the function ξ. For instance one might allow functions
which are not bounded (there is no known example except when r = 0 exactly) and
then pursue similar arguments as before on Lp rather than L∞.
The generalization of the presented arguments to a situation involving n differ-
ent types of particles may be carried out by the same arguments even though it turns
out to be more involved due to the coupling of the equations belonging to different
particle species.
4.2.4 Approximate analytical solutions
Having established how the TBA equations can be solved numerically by means
of the contraction principle we now turn to analytical considerations, see [43, 44].
The motivation is twofold. On the one hand the numerical problem becomes quite
complex when one increases the number of particle species, on the other hand and
more importantly one would like to gain a deeper structural insight into the solutions
of (4.43). Due to the nonlinear nature of the TBA equations only few analytical
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solutions are known. Nonetheless, one may obtain approximate analytical solutions
when r tends to zero, i.e. in the UV limit. These approximations depend on the form
of the solutions which vary dependent on the model.
In this section we shall assume that the particle densities become large in the
high energy regime, i.e. the solutions Li(θ) of (4.43) should be much larger than one
inside a rapidity range specified below. This kind of behaviour will be found for all
of the affine Toda field theories.
Nevertheless, most of the approximation scheme can be discussed in complete
generality and only in the last step when comparing against numerical data one needs
to specify a particular model. Therefore, we present the derivation of the approximate
formulas separately and justify the assumptions made about the particular form of
the solutions in retrospective when discussing the concrete examples of affine Toda
field theory.
We shall now generalize the method of [58] which can be separated into three
distinct steps:
1. Instead of regarding the TBA-equation as an integral equation, one transforms it
into an infinite order differential equation by means of the convolution theorem.
2. In the high-energy regime this infinite order differential equation can for large
densities be approximated by a second order differential equation giving the
leading contribution in the UV limit.
3. After solving the finite order differential equations the solution is used to com-
pute an approximate scaling function.
In this approach certain constants of integration are left undetermined, whence
in a second part we discuss further enhanced approximate solutions to the TBA
equation and provide a simple matching condition which allows to fix the constants
for a concrete model at hand.
The TBA equation as infinite order differential equation
The first step can be performed with the sole assumption that the Fourier transform
of the TBA kernel ϕij(θ) = −i ddθ lnSij(θ) can be expanded as a power series
ϕ˜ij(t)− 2πδij :=
∞∫
−∞
dθ ϕij(θ)e
itθ − 2πδij = 2π
∞∑
k=0
(−i)kη(k)ij tk , (4.58)
where for convenience we have subtracted a constant term which only effects the
definition of the zeroth order coefficient η
(0)
ij . In view of the discussion in 4.2.2 this
amounts to a reformulation of (4.43) in terms of Bose statistics, compare (4.47). The
coefficient η
(0)
ij will then turn out to vanish in context of ATFT and Fermi statis-
tics. Now, it is a simple consequence of the convolution theorem¶ that the integral
¶(f ∗ g)(θ) = 1/(2pi)2 ∫ dkf˜(k)g˜(k)e−
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equations (4.43) may also be written as a set of infinite order differential equations
[58, 101, 43]
rmi cosh θ + ln
(
1− e−Li(θ)) = n∑
j=1
∞∑
k=0
η
(k)
ij L
(k)
j (θ) . (4.59)
Here we have expressed the pseudo-energies in terms of the L-function and introduced
the abbreviation L
(k)
i (θ) = (d/dθ)
kLi(θ). The whole dependence of the scattering
matrix is now incorporated in the coefficients η
(k)
ij . This alternative formulation of
the TBA-equations is most convenient for the analytical considerations to follow.
The ultraviolet regime
In the second step we shall now pass on to the ultraviolet limit, i.e. the scale parameter
r is going to zero. Similar to the general discussion of the central charge calculation in
4.2.2 we introduce the quantity Lˆi(θ) := Li(θ−ln r2) and perform the shift θ → θ−ln r2 .
The TBA-equations (4.59) then acquire the form
mie
θ + ln
(
1− e−Lˆi(θ)
)
=
n∑
j=1
∞∑
k=0
η
(k)
ij Lˆ
(k)
j (θ) , (4.60)
where we have neglected the terms proportional to e2 ln(r/2)−θ, under the assumption
that 2 ln r
2
≪ θ. Obviously the dependence on the scale parameter r has vanished,
such that the Lˆi(θ) are r-independent. Analogous manipulations can be applied
to the equation for the scaling function (4.44). Assuming parity invariance of the
scattering matrix one easily verifies that the solutions of (4.43) must be symmetric in
the rapidity variable. Thus, rewriting the integral such that the integration variable
runs only over positive values one obtains after a similar shift as in the derivation of
(4.60) the approximate expression (compare also 4.2.2),
r → 0 : c(r) ≈ 6
π2
n∑
i=1
mi
∞∫
ln r
2
dθ Lˆi(θ)e
θ . (4.61)
Again terms proportional to r2 have been neglected in the above expression.
Assumptions on the solutions and leading order behaviour
At this point we make now several assumptions on the coefficients in the series ex-
pansion (4.58) and the behaviour of the solutions Lˆi which will be justified in the
next section for the concrete models at hand:
i) The functions Lˆi(θ) obey the equations (4.60).
ii) In the power series expansion (4.58) the coefficients are symmetric in the particle
type indices, i.e. η
(k)
ij = η
(k)
ji .
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iii) All odd coefficients vanish in (4.58), i.e. η
(2k+1)
ij = 0.
iv) The asymptotic behaviour of the function Lˆi(θ) and its derivatives read
lim
θ→∞
Lˆ
(k)
i (θ) = 0 for k ≥ 1 , 1 ≤ i ≤ n , (4.62)
lim
θ→∞
eθLˆi(θ) = 0 for 1 ≤ i ≤ n . (4.63)
Assumption ii) is guaranteed when the two-particle scattering matrix is parity
invariant. The requirement iii) will turn out to be satisfied for Fermi statistics by all
scattering matrices of interest to us. The asymptotic behaviour iv) will be verified
in retrospect, that is all known numerical solutions exhibit this kind of asymptotics.
Noting that the conditions (4.62),(4.63) imply limr,θ→0L
(k)
i (θ) = 0 such that (4.59)
becomes a set of coupled equations for n constants Li(0),
ln(1− e−Li(0)) =
n∑
j=1
η
(0)
ij Lj(0) .
Solving this equation allows to determine the effective central charge via the general
formula (4.52). Later on we will see that in context of affine Toda theories η
(0)
ij = 0 for
Fermi statistics whence the above equation implies via (4.52) that ceff = n. However,
our aim will be to go beyond the renormalization fixed point and calculate the leading
order perturbation term in the off-critical scaling function.
In order to deduce the leading order behaviour in the ultraviolet limit we now
proceed as follows: Under the assumption that the property Lˆi(θ) = Lˆi(2 ln
r
2
− θ)
originating in the symmetry of the non-shifted solutions Li(θ) still holds at this point
of the derivation, we may neglect in (4.60) also the term eθ. Assuming that Lˆi(θ) is
large and (4.62) holds, the TBA-equation in the ultraviolet limit may be approximated
by
n∑
j=1
(η
(2)
ij Lˆ
(2)
j (θ) + η
(0)
ij Lˆj(θ)) + e
−Lˆi(θ) = 0 . (4.64)
Unfortunately, this equation may not be solved analytically in its full generality.
However, in all cases we shall be considering in the following η
(0)
i =
∑n
j=1 η
(0)
ij = 0
with fermionic type of statistics. For this case the solution of (4.64) reads
Lˆi(θ) = ln
(
sin2 (κi (θ − δi))
2κ2i η
(2)
i
)
+ ln
cos2
(
κ˜i
(
θ − δ˜i
))
2κ˜2i η
(2)
i
 , (4.65)
with κi, δi, κ˜i, δ˜i being constants of integration and η
(2)
i =
∑n
j=1 η
(2)
ij . We will discard
the second term in the following w.l.g. Invoking the property Lˆi(θ) = Lˆi(2 ln
r
2
− θ)
of the original function we obtain the following relation between the constants,
κi =
π
2(δi − ln r2)
. (4.66)
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Thus, we recovered the scale dependence of the solutions and only one constant of
integration remains undetermined. Not surprisingly it will be characteristic for the
specific model under consideration and we therefore postpone the discussion of further
restrictions on κi, δi. Now, removing the shift in the definition of the Lˆi-functions we
have as approximate solutions to the TBA equations,
L0i (θ) = ln
(
cos2 (κiθ)
2κ2i ηi
)
for |θ| ≤ arccos(κi
√
2ηi)
κi
. (4.67)
Here the upper index shall indicate that we are dealing with an approximate solution
L0i different form the exact one Li. The restriction on the range of the rapidity stems
from the physical requirement Li ≥ 0. In order to demonstrate consistency of the
approximate solution with regard to the assumption that the derivatives of Li(θ)
with respect to θ are negligible as r → 0, i.e. equation (4.62), we report the following
derivatives
(L0i )
(1)(θ) = −2κi tan(κiθ) (4.68)
(L0i )
(2)(θ) = −2κ2i / cos2(κiθ) (4.69)
(L0i )
(3)(θ) = −4κ3i tan(κiθ)/ cos2(κiθ) (4.70)
(L0i )
(k)(θ) ∼ κki . (4.71)
Using the fact that κi tends to zero for small r, the equations (4.68)-(4.71) are com-
patible with the assumption. Closer inspection shows that for given r the series build
from the L0i (θ) starts to diverge at a certain value of k. Since (4.67) is not exact this
does not pose any problem, but one should be aware of it.
The scaling function to leading order
We now turn to the main quantity of interest in the TBA approach, the scaling
function. In order to apply the above approximation to its computation one considers
the so-called “truncated scaling function”[58],
cˆ(r, r′) =
6
π2
n∑
i=1
mi
∞∫
r′
dθ Lˆi(θ)e
θ , (4.72)
which obviously coincides with (4.61) for r′ = ln r
2
. Recall that Lˆi are the solutions
of (4.60). The reason of introducing the dummy variable r′ is that we might derive
now a differential equation for the truncated version of the scaling function,
∂cˆ(r, r′)
∂r′
= − 6
π2
er
′
n∑
i=1
miLˆi(r
′) . (4.73)
Using this differential equation together with the boundary condition cˆ(r,∞) = 0
one may now verify by direct substitution that under the assumptions i) – iv) on the
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solutions Lˆi the truncated scaling function may also be written as
cˆ(r, r′) =
3
π2
n∑
i,j=1
(
∞∑
k=1
η
(2k)
ij
2k−1∑
l=1
(−1)l+1Lˆ(l)i (r′)Lˆ(2k−l)j (r′) + η(0)ij Lˆi(r′)Lˆj(r′)
)
− 6
π2
n∑
i=1
(
L(1− e−Lˆi(r′)) + Lˆi(r
′)
2
ln(1− e−Lˆi(r′)) +mier′Lˆi(r′)
)
.(4.74)
Here L(x) denotes Rogers dilogarithm (4.51)‖. Proceeding now with the same as-
sumptions which lead to the derivation of (4.64) and (4.67) the leading order expres-
sion for the truncated scaling function (4.74) becomes
cˆ(r, r′) = n+
3
π2
n∑
i=1
(
η
(2)
i
(
dLˆ0i /dθ(r
′)
)2
− 2e−Lˆ0i (r′)
)
. (4.75)
Substitution of the solution (4.65) into (4.75) yields
cˆ(r, r′) = n− 12
π2
n∑
i=1
η
(2)
i κ
2
i . (4.76)
Notice that this expression for the truncated effective central charge is independent
of the dummy variable r′. We can use the latter property to argue that in fact the
r.h.s. of (4.76) corresponds to the scaling function (4.61) which upon exploiting (4.66)
becomes in this approximation
c(r) = n− 3
n∑
i=1
η
(2)
i
(δi − ln r2)2
+ ... (4.77)
where the whole dependence on the S-matrix is now reduced to the coefficient η
(2)
i =∑n
j=1 η
(2)
ij of the power series expansion (4.58). Additional information on the model
under investigation is encoded in the constant δi. Hence, the remaining step is now to
deduce further restrictions on the constants of integration besides (4.66). This, can
be done by going beyond the rapidity region where the large density approximation
(4.67) is valid.
Enhanced approximate solutions and Y-systems
The restriction on the range for the rapidities in (4.67), for which the large density
approximation L0i (θ) ceases to be valid, makes it desirable to develop also an approx-
imation outside the given interval. For large rapidities we naturally expect that the
solution will tend to the one of a free theory and approaches small density values.
Solving (4.43) for vanishing kernel yields the free on-shell solution
Lfi (θ) = ln
(
1 + e−rmi cosh θ
)
. (4.78)
‖The identity
x∫
0
dy ln(1− e−y) = L(1− e−x) + x/2 ln(1− e−x) is useful in this context.
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Ideally we would like to have expressions for both regions which match at some
distinct rapidity value, say θmi , to be specified below. At this point one can then
determine the constant of integration δi. Since L
0
i (θ) and L
f
i (θ) become relatively
poor approximations in the transition region between large and small densities, we
first seek for improved analytical expressions. This is easily achieved by expanding
(4.43) around the “zero order” small density approximations. In this case we obtain
the integral representation
Lsi (θ) = exp
(
−rmi cosh θ +
∑n
j=1
(ϕij ∗ Lfj )(θ)
)
. (4.79)
For vanishing ϕij we may check for consistency and observe that the functions L
s
i (θ)
become the first term of the expansion in (4.78). One could try to proceed similarly
for the large density regime and develop around L0i instead of L
f
i . However, there
is an immediate problem resulting from the restriction on the range of rapidities
for the validity of L0i , which makes it problematic to compute the convolution. We
shall therefore proceed in a different manner for the large density regime and employ
so-called Y -systems for this purpose.
In many cases the TBA-equations may be expressed equivalently as a set of
functional relations referred to as Y -systems in the literature [50]. Introducing the
quantities Yi = exp(−εi), the determining equations can always be cast into the
general form
Yi(θ + iπωi)Yi(θ − iπωi) = exp(gi(θ)) (4.80)
with ωi being some real number and gi(θ) being a function whose precise form depends
on the particular model. Below when treating concrete examples we will see how these
functional relations can be explicitly derived from (4.43). We can formally solve the
equation (4.80) by Fourier transformation
Yi(θ) = exp [(Ωi ∗ gi)(θ)] , Ωi(θ) :=
[
2ωi cosh
θ
2ωi
]−1
(4.81)
i.e. substituting (4.81) into the l.h.s. of (4.80) yields exp(gi(θ)). Of course this
identification is not completely compelling and we could have chosen also a different
combination of Y ’s. However, in order to be able to evaluate the gi(θ) we require
a concrete functional input for the function Yi(θ) in form of an approximated func-
tion. Choosing here the large density approximation L0i makes the choice for gi(θ)
with hindsight somewhat canonical, since other combinations lead generally to non-
physical answers.
We replace now inside the defining relation of gi(θ) the Y ’s by Yi (θ) →
exp(L0i (θ)) − 1. Analogously to the approximating approach described in the pre-
vious subsection, we can replace the convolution by an infinite series of differentials
εi(θ) = −(gi ∗ Ωi)(θ) = −
∞∑
m=0
ν
(m)
i
dm
dθm
gi(θ) , (4.82)
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where the ν’s are defined by the power series expansion
∞∫
−∞
dθ Ωi(θ) e
itθ = 2π
∞∑
m=0
(−i)mν(m)i tm = π
∞∑
m=0
E2m
(2m)!
(πωi)
2m t2m . (4.83)
The Em denote the Euler numbers, which enter through the expansion 1/ cosh x =∑∞
m=0 x
2mE2m/(2m)!. In accordance with the assumptions of our previous approxi-
mations for the solutions of the TBA-equations in the large density regime, we can
neglect all higher order derivatives of the L0i (θ). Thus we only keep the zeroth order
in (4.82). From (4.83) we read off the coefficient ν
(0)
i = 1/2, such that we obtain a
simple expression for an improved large density approximation [44]
Lli(θ) = ln[1 + Y
l
i (θ)] = ln[1 + exp(gi(θ)/2)] . (4.84)
In principle we could proceed similarly for the small density approximation and re-
place now Yi(θ) → exp(Lsi (θ)) − 1 in the defining relations for the gi’s. However, in
this situation we can not neglect the higher order derivatives of the Lsi such that we
have to keep the convolution in (4.82) and end up with an integral representation
instead.
The constant of integration and a matching condition
We now wish to match Lsi and L
l
i in the transition region between the small and large
density regimes at some distinct value of the rapidity, say θmi . We select this point to
be the value when the following function proportional to the integrand in the scaling
function (4.44)
fi(θ) = (6/π
2)rmiLi(θ) cosh θ , (4.85)
has its maximum in the small density approximation [44]
d
dθ
f si (θ)
∣∣∣∣
θmi
= 0 . (4.86)
In regard to the quantity we wish to compute, the scaling function, this is the point
in which we would like to have the highest degree of agreement between the exact and
approximated solution, since this will optimize the outcome for c(r). Having specified
the θmi , the matching condition provides a simple rational to fix the constant δi [44],
Lli(θ
m
i ) = L
s
i (θ
m
i ) ⇒ δmi . (4.87)
In general, we can not solve these equations analytically, but it is a trivial
numerical problem, which is by no means comparable with the one of solving (4.43).
Needless to say that the outcome of (4.87) is not to be considered as exact, but as
our examples below demonstrate it will lead to rather good approximations. One of
the reasons why this procedure is successful is that Lsi (θ
m
i ) is still very close to the
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precise solution, despite the fact that is at its worst in comparison with the remaining
rapidity range.
Combining the improved large and small density approximation we have the
following approximated analytical L-functions for the entire range of the rapidity [44]
Lai (θ) =
{
Lli(θ) for |θ| ≤ θmi
Lsi (θ) for |θ| > θmi , (4.88)
such that the scaling function becomes well approximated by
c(r) ≃
n∑
i=1
∞∫
0
dθ fai (θ) =
6r
π2
n∑
i=1
mi
∞∫
0
dθ Lai (θ) cosh θ . (4.89)
To develop matters further and report on the quality of L0, Lf , Ls, Ll we have
to specify a particular theory at this point.
4.3 The TBA analysis for affine Toda theory
This section is concerned with the TBA analysis of affine Toda field theories discussed
in Chapter 3. In order to make contact with the general considerations mentioned
at the beginning of this chapter we re-write the classical action functional (3.20) of
ATFT as the sum of two terms
SATFT(g) = STFT(g)− m
2
β2
∫
eβ〈α0,φ〉d2x . (4.90)
The implicitly defined action STFT(g) describes Toda field theory (TFT) which are
known to be conformally invariant [41]. They differ in its definition from the affine
theories by the above term involving the affine or highest root α0 = −θ, compare
Section 2.1.2. Thus, in accordance with the general picture of linking integrability
to broken conformal symmetry we might interpret ATFT as perturbed conformally
invariant Toda models.
To motivate the conformal invariance property of TFT at the classical level
we consider the equations of motion following from STFT(g). The latter coincide with
the ones of ATFT when omitting the affine contribution of the potential term in
(3.19). (Keep in mind that we are dealing now with Euclidean geometry). Under a
conformal coordinate transformation the derivative term in (3.19) changes according
to
∂z∂z¯φ→ ∂w∂w¯φ = ∂z
∂w
∂z¯
∂w¯
∂z∂z¯φ
where we have introduced as usual complex coordinates. Thus, the equations of
motion stay invariant if the potential term scales in an analogous manner. This leads
to the following requirement on the transformation behaviour of the fields
φ(z, z¯)→ φ′(w, w¯) = φ(z, z¯) + ρ
∨
β
ln
∣∣∣∣ ∂z∂w
∣∣∣∣2 ,
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where ρ∨ is the dual Weyl vector (2.11) satisfying 〈ρ∨, αi〉 = 1 for all simple roots
i = 1, ..., n. One immediately verifies that this invariance is spoiled as soon as the
affine term is taken into account, since 〈ρ∨, α0〉 = 1−h. Alternatively, one might also
calculate the energy-momentum tensor from STFT(g) and show that it can be made
traceless, see e.g. [64, 41]. This classical conformal invariance of TFT was shown to
survive quantization [41] and therein the conformal anomaly for the ADE series was
determined to
ADE : c(β) = n+ 48π|ρ|2
(
β
4π
+
1
β
)2
. (4.91)
Notice that the central charge is coupling dependent and exhibits the same self-
duality behaviour w.r.t. the transformation β → 4π/β as observed for simply-laced
ATFT (compare Section 3.2.2). However, much of the quantum structure of TFT
still remains to be understood. Even for the best known and simplest example,
Liouville field theory with g = A1, operator algebra and structure constants are still
subject to investigations [97, 42]. As mentioned in the survey of CFT in Section 4.1
the properties of conformal field theories with central charge c ≥ 1 are much less
understood than those of the minimal models with c < 1, see e.g. [83] for further
details. For the case at hand (4.91) we realize by using the Freudenthal-de Vries
strange formula |ρ|2 = h∨/12 dimXn (see e.g. [63]) and (2.40) that
c(β) ≥ n(1 + 4 h(h+ 1)) ≥ 25 .
Hence, Toda models belong to the class of conformal field theories for which even
unitarity can not be established, compare Subsection 4.1.3. (Note that for Liouville
theory the lower bound is just assumed at the self-dual point β2 = 4π.)
Recent advances in exploring the structure of the three and four point functions
in Liouville theory include the introduction of so-called reflection amplitudes [42].
However, the origin of these reflection amplitudes has not been rigorously derived so
far [42, 98], whence semi-classical methods in connection with the thermodynamic
Bethe ansatz were used to provide consistency checks. Perturbing the conformal field
theory the scaling function for the Sinh-Gordon model was approximately computed
by considering only the zero mode dynamics which lead to a re-formulation of the
problem in the setting of quantum mechanics with the reflection amplitude as crucial
input [42, 99]. This procedure was extended to all simply-laced ATFT in [45] and just
recently to the non simply-laced case in [46] resulting in a perturbative expansion of
the scaling function of the kind
c(r) = n+
a1
(δ − ln r
2
)2
+
a2
(δ − ln r
2
)5
+
a3
(δ − ln r
2
)7
+ ...
The leading order term in this expansion matches the result found in [43, 44]
as described below. By direct comparison this allows now to fix the constants of
integration. However, one should keep in mind that the semi-classical analysis based
on reflection amplitudes in [42] and [45, 46] relies on extra input information as for
instance the precise relationship between the coupling constant and the masses [102]
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obtained by Bethe Ansatz methods. Therefore, it is certainly desirable to determine
the constant and the scaling function solely within the TBA approach which uses
the S-matrix as only input information. We already saw how to derive the leading
order behaviour in the previous subsection and we will now provide in the context of
ATFT a rigorous argument which establishes that the constants of integration (4.66)
do not depend on the particle type, such that we may replace κi → κ and δi → δ.
In addition, we determine them approximately from within the TBA analysis by
matching the large and small density regimes. This allows then to compare against the
semi-classical approach [42, 45] and the agreement we find will provide an additional
consistency check for the ATFT S-matrix.
4.3.1 The universal TBA-kernel
Recall from our previous discussion that at the quantum level to each of the affine
Toda models a pair of dual affine Lie algebras (X
(1)
n , Xˆ
(ℓ)
nˆ ) is associated which describe
the Lie algebraic structure in the weak and strong coupling regime, respectively. As
explained in Chapter 2 Xˆ
(ℓ)
nˆ denotes a twisted affine Lie algebra w.r.t. a Dynkin
diagram automorphism of order ℓ, while X
(1)
n is a non-twisted algebra of rank n. For
X
(1)
n simply-laced both algebras coincide, i.e. X
(1)
n
∼= Xˆ(ℓ), ℓ = 1, which is reflected
in the quantum theory by a strong-weak self-duality in the coupling constant. In the
following we will now exploit the associated Lie algebraic structure to derive generic
expressions for the TBA analysis.
From the universal integral representation (3.82), we immediately derive the
Fourier transformed TBA-kernel (4.58) for ATFT. However, when taking the loga-
rithmic derivative one has to be careful about interchanging the derivative with the
integral, since these two operations do not commute. Comparison with the block
representation of the S-matrix (3.55) yields
ϕij(θ) =
1
2π
∫ ∞
−∞
dt
[
2δij − φij(t)
]
exp
tθ
iπ
, (4.92)
such that the Fourier transformed universal TBA-kernel (4.58) acquires the form
ϕ˜ij(t) = 2πδij − πφij(πt)
= 2πδij − 8π sinh tπϑh sinh tjπϑH A(etπϑh , etπϑH )−1ij . (4.93)
Recall that A(q, qˆ) is the q-deformed Cartan matrix (2.67) of the non-twisted Lie
algebra and that the integers ti = ℓα
2
i /2 are the entries of the symmetrizer of the
Cartan matrix, compare (2.55) in Chapter 2. The deformation parameters inside the
integral representation are chosen in terms of the angles ϑh :=
2−B
2h
and ϑH :=
B
2H
,
previously defined in (3.41) of Chapter 3 together with the effective coupling constant
0 ≤ B ≤ 2. Remember further the definition of the Coxeter numbers h, hˆ and the
dual Coxeter numbers h∨, hˆ∨ of X
(1)
n and Xˆ(ℓ), respectively, as well as the ℓth Coxeter
number H = ℓhˆ of Xˆ(ℓ) in Chapter 2.
The weak coupling limit
Notice that the appearance of the extra term δij in (4.92) is of particular importance
in the weak or strong coupling limit, where the particles become free, i.e. Sij = 1.
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Sending β → 0,∞ or equivalently B → 0, 2 we infer from (4.93) that the TBA kernel
approaches the δ-function times the unit matrix, whence the TBA equations (4.43)
decouple and can be solved exactly,
B = 0 : Li(θ) = − ln
(
1− e−rmi cosh θ) . (4.94)
The above density distribution corresponds to the one of a free relativistic Bose
gas despite the fact that we used Fermi statistics in the formulation of the TBA
equations (4.43). This shows the statistical ambiguity in the formulation of the
TBA mentioned before, compare Section 4.2.2. Now, in accordance with the physical
picture suggested by the action functional (3.20) that the theory consists of n free
bosons at β = 0, the effective central charge deduced from (4.94) in the extreme UV
limit is ceff = limr→0 c(r) = n. The order in which the weak coupling limit is to be
performed, before or after taking the logarithmic derivative −i d
dθ
lnSij(θ), is crucial
here, since in the former case the result would be a gas of n free fermions with central
charge c = n/2. After this preliminary discussion of vanishing coupling constant we
now turn to the general case B 6= 0.
Series expansion and the second order coefficient
Based on the compact expression (4.93) the discussion of the previous section about
approximate solutions can now be applied to all affine Toda models at once. The
only information we require to derive the leading order behaviour in the UV limit
is the zeroth and second order coefficient η
(2)
ij in the power series expansion (4.58).
From (4.93) we read off directly η
(0)
ij = 0 (which is in accordance with the requirement
imposed in 4.2.4) and
η
(2)
ij =
π2
hH
B(2− B)A−1ij tj =
π2
h h∨
B(2− B) 〈λi, λj〉 . (4.95)
In the latter equality we used the fact that the inverse of the Cartan matrix is related
to the fundamental weights as λi =
∑
j A
−1
ij αj , ti = ℓα
2
i /2 and H = ℓ hˆ = ℓ h
∨. This
implies on the other hand that
η
(2)
i =
n∑
j=1
η
(2)
ij =
π2
h h∨
B(2−B) 〈λi, ρ〉 (4.96)
with ρ being the Weyl vector (2.11). Therefore,
η =
n∑
i=1
η
(2)
i = B(2−B)
π2|ρ|2
h h∨
= nB(2−B)π
2(h+ 1)
12h
. (4.97)
We used here again the Freudenthal-de Vries strange formula and dimX
(1)
n = n(h+1),
compare (2.40). Notice that in terms of the quantities belonging to the untwisted Lie
algebra X
(1)
n the formula (4.97) is identical for the simply-laced and the non simply-
laced case. Before we now use (4.96) and (4.97) to apply the approximation scheme
of Section 4.2.4 we derive the set of functional equations or Y -systems needed to
improve the leading order approximations.
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4.3.2 Universal TBA equations and Y-systems
The universal expression for the kernel (4.93) can be exploited in order to derive
universal TBA-equations for all ATFT, which may be expressed equivalently as a
set of functional relations referred to as Y -systems. Fourier transforming (4.43) in a
suitable manner and invoking the convolution theorem we can manipulate the TBA
equations by using the expression (4.93). After Fourier transforming back we obtain
εi +
n∑
j=1
∆ij ∗ Lj =
n∑
j=1
Γij ∗ (εj + Lj) . (4.98)
The universal TBA kernels ∆ and Γ are then given by
Ωi(θ) =
(
2(ϑh + tiϑH) cosh
θ
2(ϑh+tiϑH )
)−1
, (4.99)
Γij(θ) =
Iij∑
k=1
Ωi(θ + i(2k − 1− Iij)θH), (4.100)
∆ij(θ) = [Ωi(θ + θh − tiθH) + Ωi(θ − θh + tiθH)] δij . (4.101)
The key point here is that the entire mass dependence, which enters through the
on-shell energies mi cosh θ, has completely dropped out from the equations due to
the identity (3.44) for the mass spectrum. Noting further that the identity
[ Iij]qˆ(iπ)mj cosh θ =
Iij∑
k=1
mj cosh [θ + (2k − 1− Iij)θH ] (4.102)
can be employed to the l.h.s. of the mass formula, we have assembled all ingredients
to derive functional relations for the quantities Yi = exp(−εi). For this purpose we
may either shift the TBA equations appropriately in the complex rapidity plane or
use again Fourier transformations, see [43],
Yi(θ + θh + tiθH)Yi(θ − θh − tiθH) = [1 + Yi(θ − θh + tiθH)] [1 + Yi(θ + θh − tiθH)]
×
n∏
j=1
Iij∏
k=1
[
1 + Y −1j (θ + (2k − 1− Iij)θH)
]−1
. (4.103)
These equations are of the general form (4.80) and specify concretely the quantities
ωi and gi(θ). We recover various particular cases from (4.103). In case the associated
Lie algebra is simply-laced, we have θh + tiθH → iπ/h, θh − tiθH → iπ/h(1 − B)
and Iij → 0, 1, such that we recover the relations derived in [43],
Yi
(
θ+ iπ
h
)
Yi
(
θ − iπ
h
)
=
[
1 + Yi
(
θ + iπ
h
(1−B))] [1 + Yi (θ − iπh (1− B))]
×
n∏
j=1
[
1 + Y −1j (θ)
]−Iij . (4.104)
The TBA analysis for affine Toda theory 133
As stated therein we obtain the system for minimal ATFT [50] by taking the limit
B → i∞.
The concrete formula for the approximated solution of the Y-systems in the
large density regime, as defined in (4.84), reads
Y li (θ) =
cos(2θβi)+cos(2(θh−tiθH )βi)
4ηiβ
2
i
n∏
j=1
Iij∏
m=1
(
1− 2ηjβ2j
cos2(βj(θ+(2m−1−Iij )θH )
) 1
2
. (4.105)
Exploiting possible periodicities of the functional equations (4.103) they may
be utilized in the process of obtaining approximated analytical solutions [100]. As
we demonstrated they can also be employed to improve on approximated analytical
solution in the large density regime. In the following subsection we supply a further
application and use them to put constraints on the constant of integration δi in (4.66).
4.3.3 The constants of integration κ and δ
There are various constraints we can put on the constants κi and δi on general
grounds, e.g. the lower bound already mentioned. Having the numerical data at
hand we can use them to approximate the constant. In [43] this was done for the
ADE series by matching L0i with the numerical data at θ = 0 and a simple analytical
approximation was provided
δnum = ln[B(2−B)21+B(2−B)] . (4.106)
Of course the idea is to become entirely independent of the numerical analysis. For
this reason the argument which led to the matching condition (4.87) was given. When
we consider a concrete theory like ATFT, we can exploit its particular structure and
put additional constraints on the constants from general properties. For instance,
when we restrict ourselves to the simply-laced case it is obvious to demand that
the constants respect also the strong-weak self-duality, i.e. κi(B) = κi(2 − B) and
δi(B) = δi(2− B).
Finally we present a brief argument which establishes that the constants κi
are in fact independent of the particle type i. We replace for this purpose in the
functional relations (4.103) the Y -functions by Y 0i (θ) belonging to the solution (4.67)
and consider the equation at θ = 0, such that
cosh2[πκi(ϑh + tiϑH)]− 2κ2i η(2)i
cosh2[πκi(ϑh + tiϑH)]
=
n∏
j=1
Iij∏
m=1
(cosh2[πκi(2m−1−Iij)ϑH ]−2κ
2
i η
(2)
i )
1
2
cosh[πκi(2m−1−Iij )ϑH ]
. (4.107)
Keeping in mind that κi is a very small quantity in the ultraviolet regime, we expand
(4.107) up to second order in κi, which yields after cancellation
4tiϑhϑH =
α2i
2
B(2− B)
hh∨
=
∑
j=1
Aij
κ2j
κ2i
η
(2)
j
π
=
B(2−B)
hh∨
∑
j=1
Aij
κ2j
κ2i
〈λj, ρ〉 . (4.108)
We substituted here the expression (4.96) for the constants ηj in the last equality.
Using once more the relation λi =
∑
j A
−1
ij αj, we can evaluate the inner product such
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that (4.108) reduces to
α2i =
n∑
j=1
n∑
k=1
Aij
(
κ2j
κ2i
)
A−1jk α
2
k . (4.109)
Clearly this equation is satisfied if all the κi are identical. From the uniqueness of
the solution of the TBA-equations follows then immediately that we can always take
κi → κ. Since the uniqueness discussion has only been presented for the one-particle
case, it is reassuring that we can obtain the same result also directly from (4.109).
From the fact that the κi are real numbers and all entries of the inverse Cartan matrix
are positive follows that κ2i = κ
2
j for all i and j. The ambiguity in the sign is irrelevant
for the use in L0i (θ).
4.3.4 The scaling functions
Exploiting the independence of κ, δ of the particle index and the relation (4.97) the
leading order behaviour for the scaling function is now immediate to derive from the
general expression (4.77),
c(r) ≈ n− 3η
(δ − ln r
2
)2
= n
(
1− π
2(h+ 1)B(2− B)
4h(δ − ln r
2
)2
)
. (4.110)
From the universal expression (4.93) it follows in fact that this expression holds
for all affine Toda field theories related to a dual pair of simple affine Lie algebras
(X
(1)
n ,Xˆ(ℓ)). However, strong-weak duality is only guaranteed for ℓ = 1, i.e. the ADE
series, since the constant δ is in general coupling dependent.
Restricting ourselves to the simply-laced case, we can view the results of [42,
99, 45] obtained by means of a semi-classical treatment for the scaling function as
complementary to the one obtained from the TBA analysis and compare directly with
the expression (4.110). Translating the quantities in [42, 45] to our conventions, i.e.
R → r, B → B/2, we observe that c(r) becomes a power series expansion in κ. We
also observe that the second order coefficients precisely coincide in their general form.
Comparing the expressions, we may read off directly
δsemi = ln
 4πΓ ( 1h) ( 2B − 1)B2 −1
κ Γ
(
1
h
− B
2h
)
Γ
(
1 + B
2h
)
− γE (4.111)
for all ATFT related to simply-laced Lie algebras∗∗. Here γE denotes Euler’s constant
and κ = (
∏n
i=1 n
ni
i )
1
2h is a constant which can be computed from the Kac labels ni of
the related Lie algebra. Contrary to the statement made in [99], this identification
can be carried out effortlessly without the need of higher order terms. Recalling the
simple analytical expression (4.106) of [43] we may now compare. Figure 4.3 demon-
strates impressively that this working hypothesis shows exactly the same qualitative
behaviour as δsemi and also quantitatively the difference is remarkably small.
∗∗The expressions in [42] and [45] only coincide if in the former case m = 1 and in the latter
m = 1/2. In addition, we note a missing bracket in equation (6.20) of [42], which is needed for the
identification. Replace C → −4QC therein.
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Figure 4.3: The semi-classical constant δsemi in comparison to the numerical fit δnum.
To illustrate the quality of our approximate solutions to the TBA-equations,
we shall now work out some explicit examples.
4.3.5 Explicit examples
To exhibit whether there are any qualitative differences between the simply-laced and
the non simply-laced case we consider the first examples of these series.
The Sinh-Gordon Model
The Sinh-Gordon model is the easiest example in the simply-laced series and therefore
ideally suited as testing ground. The Coxeter number is h = 2 in this case. An efficient
way to approximate the L-functions to a very high accuracy is
La(θ) =
{
ln
[
1 + cos(2κθ)+cosh(πκ(1−B))
4ηκ2
]
for |θ| ≤ θm
exp
[−rm cosh θ + (ϕ ∗ Lf)(θ)] for |θ| > θm (4.112)
with
ϕ(θ) =
4 sin(πB/2) cosh θ
cosh 2θ − cosπB , η =
π2B(2−B)
8
. (4.113)
The determining equation for the matching point reads
sinh θm − rm/2 sinh(2θm) + cosh(θm)(ϕ′ ∗ Lf)(θm) = 0 . (4.114)
For instance at B = 0.4 this equation yields θm = 11.9999 such that the matching
condition (4.87) gives δm = 0.4913. Figure 4.4 (a) shows that the large and small
density approximation L0 and Lf may be improved in a fairly easy way. In view
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of the simplicity of the expression La the agreement with the numerical solution is
quite remarkable. Figure 4.4(a) also illustrates that when using the constant δsemi
instead of δm the agreement with the numerical solutions appears slightly better for
small rapidities. When we employ δnum instead of δsemi the difference between the
two approximated solutions is beyond resolution. However, as may be deduced from
Figure 4.4(b), with regard to the computation of the scaling function the difference
between using δm instead of δsemi is almost negligible. Whereas in the former case
the resulting value for the scaling function is slightly below the correct value, it is
slightly above by almost the same amount in the latter case. Finally we compute the
scaling function (4.110) up to leading order and find [43]
c(r) = 1− 3π
2B(2− B)
8(δ − ln r
2
)2
+ ...
which is in agreement with the leading order behaviour found in [42].
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Figure 4.4: Numerical plots against the various analytical approximations for the
Sinh-Gordon model. The Graph (a) depicts the solutions to the TBA equation, while (b)
shows the free energy density (4.85).
(G
(1)
2 , D
(3)
4 )-ATFT
In this case we have h = 6 and H = 12 for the related Coxeter numbers. The
two masses are m1 = m sin(π(1/6 − B/24)) and m2 = m sin(π(1/3 − B/12)). The
L-functions are well approximated by
La1(θ) =
 ln[1 +
cos(2κθ)+cosh(πκ( 1
3
−B
4
))
4η
(2)
1 κ
2
√
1− 2η
(2)
2 κ
2
cos2(κθ)
] for |θ| ≤ θm1
exp[−rm1 cosh θ + (ϕ11 ∗ Lf1 + ϕ12 ∗ Lf2)(θ)] for |θ| > θm1
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La2(θ) =
 ln[1 +
cos(2κθ)+cosh(πκ( 1
3
− 5B
24
))
4η
(2)
2 κ
2
1∏
k=−1
√
1− 2η
(2)
1 κ
2
cos2(κ(θ+ kB
12
))
] for |θ| ≤ θm2
exp[−rm2 cosh θ + (ϕ21 ∗ Lf1 + ϕ22 ∗ Lf2)(θ)] for |θ| > θm2
,
with ϕ given by (4.92) and
η
(2)
1 =
5π2B(2− B)
72
, η
(2)
2 =
π2B(2− B)
8
, η =
7π2B(2−B)
36
. (4.115)
Using now the numerical data L1(0) = 4.2524 and L2(0) = 3.67144 as benchmarks, we
compute by matching them with La1(0) and L
a
2(0) the constant to δ = 1.1397 in both
cases. This confirms our general result of Section 4.3.3. Evaluating the equations
(4.87) and (4.86) we obtain for B = 0.5 the matching values for the rapidities θm1 =
12.744 and θm2 = 12.278 such that δ
m
1 = 1.9539 and δ
m
2 = 1.5572. Figure 4.5(a) and
4.4(b) show a good agreement with the numerical outcome.
The approximated analytical expression for the scaling function reads
c(r) ≃ 2− 7 π
2B(2− B)
12(δ − ln r
2
)2
. (4.116)
This expressions differs from the one quoted in [43], since in there the sign of some
scattering matrices at zero rapidity was chosen differently.
In conclusion, we have demonstrated that it is possible to find simple analytical
expressions which approximate the solutions of the TBA equations in the large and
small density regime to high accuracy. We derived the Y -systems for all ATFT
and besides demonstrating how they can be utilized to improve on the large density
approximations we also showed how they can be used to put constraints on the
constant of integration (4.66). By matching the two solutions of the different regimes
at the point in which the particle density and the density of available states coincide,
it is possible to fix the constant of integration, which originated in the approximation
scheme of [58, 101, 43] described in Subsection 4.2.4. Moreover, the expression (4.77)
for the scaling function has been proven valid for all ATFT which is in agreement
with the leading order term in the alternative approach [42, 45, 46] using reflection
amplitudes originating in conformal TFT. In particular, this yields sufficient evidence
for the correctness of the universal ATFT S-matrix constructed via the bootstrap
approach.
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Figure 4.5: Numerical plots against the various analytical approximations for the
(G
(1)
2 ,D
(3)
4 )-theory. The Graph (a) depicts the solutions to the TBA equation, while (b)
shows the free energy density (4.85).
4.4 TBA for the Homogeneous Sine-Gordon models
In this section we start with the analysis of the colour valued S-matrices or the
g|g˜-theories as we called them in Chapter 3. Recall that both algebras are simply-
laced and that one determines the main quantum number, while the other specifies
colour degrees of freedom. First we start with a special subclass of these scattering
matrices setting g = An while keeping the colour structure g˜ = ADE generic. This
class has recently been proposed [40] to describe integrable theories known as the
Homogeneous Sine-Gordon (HSG) models [47, 103].
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For these models one has an explicit Lagrangian at hand whence many infor-
mations of the field theory are accessible by a semi-classical analysis. This makes
the TBA analysis particularly interesting since one might probe the different semi-
classical predictions for consistency, as for example parity violation and the appear-
ance of unstable bound states. The latter will be linked to resonance poles in the
S-matrix leading to a ”staircase pattern” in the scaling function, which has been
observed previously for similar models [58, 59]. However, in comparison with the
models studied so far, the HSG models are distinguished in two aspects. First they
break parity invariance and second some of the resonance poles can be associated
directly to unstable particles via a classical Lagrangian. We present in particular a
detailed numerical analysis for the su(3)-HSG model [56], but expect that many of
our findings for that case are generalizable to other Lie groups. Especially, one of
the main outcomes of our TBA-analysis is that the suggested scattering matrix [40]
leads indeed to the expected coset central charge [56] (see below), which gives strong
support to the proposal. In addition, the detailed analysis of the HSG theories will
serve as a preliminary step for the discussion of all g|g˜-theories.
4.4.1 Classical Lagrangian and perturbed WZNW cosets
The HSG models have been constructed as integrable perturbations of WZNW-coset
theories [48] of the form g˜k/u(1)
n˜, where n˜ = rank g˜ and k = n+1 is an integer called
the “level” with n being the rank of g = An. The specific choice of the coset ensures
that the perturbed theories possess a mass gap [54]. The defining action of the HSG
models reads
SHSG[g] = SCFT[g] +
m2
πβ2
∫
d2x
〈
Λ+, g(x, t)
−1Λ−g(x, t)
〉
. (4.117)
Here SCFT denotes the coset action, 〈 , 〉 the Killing form of g˜ and g(x, t) a bosonic
scalar field taking values in the compact simple Lie group associated with g˜. Λ± are
arbitrary semi-simple elements of the Cartan subalgebra, which have to be chosen
such that they are not orthogonal to any root of g˜. They play the role of continuous
vector coupling constants. The latter constraints do not restrict the parameter choice
in the quantum case with regard to the proposed S-matrix which makes sense for
every choice of Λ±. They determine the mass ratios of the particle spectrum as
well as the behaviour of the model under a parity transformation. The parameters
m and β2 = 1/k + O(1/k2) are the bare mass scale and the coupling constant,
respectively. The non-perturbative definition of the theory is achieved by identifying
Φ(x, t) = 〈Λ+, g(x, t)−1Λ−g(x, t)〉 with a matrix element of the WZNW-field g(x, t)
taken in the adjoint representation, which is a spinless primary field of the coset-CFT
and in addition exchanging β2 by 1/k and m by the renormalized mass [54]. The
conformal data of SCFT[g], which are of interest for the TBA analysis are the Virasoro
central charge c of the coset and the conformal dimensions ∆, ∆¯ of the perturbing
operator in the massless limit
cg˜k =
k dim g˜
k + h˜
− n˜ = k − 1
k + h˜
hn˜ , ∆ = ∆¯ =
h˜
k + h˜
. (4.118)
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Here n˜ denotes the rank of g˜ and h˜ its Coxeter number††. Since we have ∆ < 1 for all
allowed values of k, the perturbation is always relevant in the sense of renormalization
showing the Lagrangian to be of the general form (4.1).
The classical equations of motion following from (4.117) correspond to non-
abelian affine Toda equations [47, 104], which are known to be classically integrable
and admit soliton solutions. Identifying these solutions by a Noether charge allows for
a semi-classical approach to the quantum theory by applying the Bohr-Sommerfeld
quantization rule. In [55] the semi-classical mass for the soliton labelled by the
quantum numbers (i, a) was found to be
Mai =
ma
πβ2
sin
πi
k
, 1 ≤ i ≤ k − 1, 1 ≤ a ≤ n˜, (4.119)
where β is a coupling constant and the ma are n˜ different mass scales. We used
here the same convention as in the construction of the g|g˜-theories (compare 3.3.2),
namely that the lower index i refers to a vertex in the Dynkin diagram of g = An
determining the type of soliton solution while the upper index a specifies a vertex in
the Dynkin diagram of g˜ fixing the colour of the soliton. Thus, there are n˜ = rank g˜
towers containing n = k − 1 solitons each of which describes the simplest example
of a HSG theory, the complex Sine-Gordon model [103, 105, 106] associated with
the coset su(2)k/u(1). Note that the semi-classical HSG mass spectrum matches the
more general structure of the g|g˜-theories, see Chapter 3. In fact, the definition of
the latter [38] was inspired by the analysis of the HSG-models [40, 56]. We postpone
the discussion of further semi-classical formulas concerning the mass spectrum to the
next subsection when introducing the S-matrix for the quantum theory.
In view of the discussion in Chapter 3 the latter should factorize. In fact,
the integrability on the quantum level was established in [54] by the construction of
higher spin conserved charges via the procedure of Zamolodchikov described at the
beginning of this chapter. Based on the assumption that the semi-classical spectrum
is exact, the S-matrix elements have then been determined in [40] by means of the
bootstrap program for HSG-models related to simply-laced Lie algebras.
4.4.2 The Homogeneous Sine-Gordon S-matrix and resonances
With regard to the choice g = An the proposed scattering matrix consists partially
of n˜ copies of minimal An, k = n + 1 or equivalently su(k)-affine Toda field theories
(ATFT) found by Ko¨berle and Swieca [18], which describe the scattering of solitons
with the same colour. As a consequence, the anti-particles are constructed in analogy
to the ATFT, that is from the automorphism which leaves the su(k)-Dynkin diagram
invariant, such that (i, a) = (k− i, a). The colour of a particle and its anti-particle is
identical. The scattering between solitons belonging to different copies is described
by an CDD factor which violates parity (compare 3.3.2 and 3.3.3). In the notation
††We slightly abuse here the notation and use cg˜k instead of cg˜k/u(1)n˜ . Since we always encounter
these type of coset in our discussion, we can avoid bulky expressions in this way.
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of the g|g˜-theories the S-matrix then reads
Sabij (θ) = e
iπεabA
−1
ij exp
∫
dt
t
(
2 cosh
πt
k
− I˜
)
ab
(
2 cosh
πt
k
− Isu(k)
)−1
ij
e−it(θ+σab)
(4.120)
Here Isu(k) = 2 − Asu(k) denotes the incidence matrix of the su(k)-Dynkin diagram
and I˜ = 2− A˜ the one corresponding to the Dynkin diagram of g˜. A new feature in
comparison with the definition (3.94) is the shift σab in the rapidity variable. Below
we will see that these shifts are functions of the vector couplings in (4.117) and are
anti-symmetric in the colour values σab = −σba. Thus, parity is broken not only by
the phase factors eiπεabA
−1
ij as discussed in Chapter 3 but also by the shifts σab. Due
to the fact that these shifts are real, the function Sabij (θ) for a 6= b will have poles
beyond the imaginary axis such that the parameters σab characterize resonance poles.
Analyzing the above S-matrix in the associated block form (3.97) we have
therefore have the following picture concerning the formation of bound states: Two
solitons with the same colour value may form a bound state of the same colour,
whilst solitons of different colour with A˜ab 6= 0, 2, say (i, a) and (j, b), may only form
an unstable state, say (k˜, c˜), whose lifetime and energy scale are characterized by the
parameter σ by means of the Breit-Wigner formula, see e.g. [110], in the form
(M c˜
k˜
)2 − (Γ
c˜
k˜
)2
4
= (Mai )
2 + (M bj )
2 + 2Mai M
b
j cosh σab cosΘ (4.121)
M c˜
k˜
Γc˜
k˜
= 2Mai M
b
j sinh |σab| sinΘ , (4.122)
where the resonance pole in Sabij (θ) is situated at θR = σab − iΘ and Γk˜c˜ denotes the
decay width of the unstable particle with mass M c˜
k˜
. In the case i = j these unstable
states can be identified with solitons in the semi-classical limit [40, 55]. When σ
becomes zero, (4.122) shows that the unstable particles become stable, but are still
not at the same footing as the other asymptotically stable particles. They become
virtual states characterized by poles on the imaginary axis beyond the physical sheet.
How many free parameters do we have in our model? Computing mass shifts
from renormalization, we only accumulate contributions from intermediate states
having the same colour as the two scattering solitons. Thus, making use of the well
known fact that the masses of the minimal su(k)-affine Toda theory all renormalize
with an overall factor (3.30), i.e. for the solitons (i, a) we have that δMai /M
a
i equals a
constant for fixed colour value a and all possible values of the main quantum number
i, we acquire in principle n˜ different mass scales m1, . . . , mn˜ in the HSG-model, see
(4.119). In addition there are n˜− 1 independent parameters in the model in form of
the possible rapidity shifts σab = −σba for each a, b such that A˜ab 6= 0, 2. This means
overall we have 2n˜ − 1 independent parameters in the quantum theory. There is a
precise correspondence to the free parameters which one obtains from the classical
point of view. In the latter case we have the 2n˜ independent components of Λ± at our
free disposal. This number is reduced by 1 as a result of the symmetry Λ+ → sΛ+
and Λ− → s−1Λ− which introduces an additional dependence as may be seen from
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the explicit expressions for the classical mass ratios and the classical resonance shifts
ma
mb
=
Mai
M bi
=
√
〈αa,Λ+〉 〈αa,Λ−〉
〈αb,Λ+〉 〈αb,Λ−〉 , σab = ln
√
〈αa,Λ+〉 〈αb,Λ−〉
〈αa,Λ−〉 〈αb,Λ+〉 . (4.123)
Here the αa’s denote the simple roots of g˜. Note the anti-symmetry property σab =
−σba mentioned before. In [40] the parity violation to which this property gives
rise was motivated by the following semi-classical observation. The unstable bound
state formed by two solitons (i, a) and (i, b) is kinematically allowed to decay in two
different ways which are linked to each other by a parity transformation. However,
tree-level calculations in perturbation theory showed that only the decay amplitude
of one of these decay processes is non-vanishing.
4.4.3 Ultraviolet central charge for the HSG model
In this section we are going to determine the conformal field theory which governs
the UV regime of the quantum field theory associated with the S-matrix elements
(4.120). According to the defining relation (4.117) and the discussion of the previous
section, we expect to recover the WZNW-coset theory with effective central charge
(4.118) in the extreme ultraviolet limit. We start by stating the TBA-kernel ϕabij (θ) =
−i d
dθ
lnSabij (θ) for HSG theories belonging to simply-laced algebras. From the integral
representation (4.120) it is calculated to
ϕabij (θ) =
∞∫
−∞
dt
[
δabδij −
(
2 cosh
πt
h
− I˜
)
ab
(
2 cosh
πt
h
− Isu(k)
)−1
ij
]
e−it(θ+σab) ,
(4.124)
where the extra term involving the two Kronecker δ’s is due to the fact that integration
and differentiation do not commute analogous to the discussion of affine Toda models.
Careful comparison with the block representation (3.97) then yields the additional
contribution. Different form the discussion of affine Toda models we are not going
to apply the large density approximation since the numerical solution will show a
different behaviour. In fact, instead of growing over all bounds as r → 0 we will find
that the solutions to the TBA equations (4.43) approach a finite constant value in
the region ln r
2
≪ θ ≪ ln 2
r
. Thus, we need not to consider the series expansion of
the TBA-kernel as in Section 4.3.
TBA with parity violation
Since up to now the TBA analysis has only been carried out for parity invariant
S-matrices, a few preliminary comments are due to implement parity violation. The
starting point in the derivation of the key equations (4.43) are the Bethe ansatz
equations (4.33), which are the outcome of dragging one soliton, say of type A = (i, a),
along the world line, compare 4.2.2. For the time being we do not need the distinction
between the two quantum numbers. On this trip the formal wave-function of A
picks up the corresponding S-matrix element as a phase factor when meeting another
soliton. Due to the parity violation it matters, whether the soliton is moved clockwise
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or counter-clockwise along the world line, such that we end up with two different sets
of Bethe Ansatz equations
eiLMA sinh θA
∏
B 6=A
SAB(θA − θB) = 1 and e−iLMA sinh θA
∏
B 6=A
SBA(θB − θA) = 1 ,
(4.125)
with L denoting the length of the compactified space direction, compare 4.2.1 and
4.2.2. These two sets of equations are of course not entirely independent and may be
obtained from each other by complex conjugation exploiting the Hermitian analyticity
(3.9) of the scattering matrix. We may now carry out the thermodynamic limit of
(4.125) as in 4.2.2 for the parity preserving case and obtain the following sets of
non-linear integral equations
ǫ+A(θ) +
∑
B
ϕAB ∗ L+B(θ) = rMA cosh θ (4.126)
ǫ−A(θ) +
∑
B
ϕBA ∗ L−B(θ) = rMA cosh θ . (4.127)
Recall that ’∗’ denotes the rapidity convolution of two functions and that r = m1R is
the inverse temperature times the overall mass scale m1 of the lightest particle. We
also re-defined the masses by Mai → Mai /m1 keeping, however, the same notation.
As in the case of ATFT we have chosen Fermi statistics by introducing the so-called
pseudo-energies ǫ+A(θ) = ǫ
−
A(−θ) and the related functions L±A(θ) = ln(1+e−ǫ
±
A
(θ)). The
TBA kernels ϕAB in the integrals carry the information of the dynamical interaction of
the system and are given by (4.124). Notice that (4.127) may be obtained from (4.126)
simply by the parity transformation θ → −θ and the equality ϕAB(θ) = ϕBA(−θ)
following from Hermitian analyticity (3.9). The main difference of these equations in
comparison with the parity invariant case is that we have lost the usual symmetry of
the pseudo-energies as a function of the rapidities, such that we have now in general
ǫ+A(θ) 6= ǫ−A(θ). This symmetry may be recovered when restoring parity.
The scaling function (4.44) may be computed similar as in the usual way
c(r) =
3 r
π2
∑
A
MA
∞∫
0
dθ cosh θ (L−A(θ) + L
+
A(θ)) , (4.128)
once the equations (4.126) have been solved for the ǫ±A(θ). Of special interest is
the deep UV limit, i.e. r → 0, in which one recovers the effective central charge
ceff = c−12(∆0+∆¯0). Recall that c is the Virasoro central charge and ∆0, ∆¯0 are the
lowest conformal dimensions related to the two chiral sectors of the conformal model.
Since the WZNW-coset is unitary, we expect that ∆0, ∆¯0 = 0 and ceff = c. This
assumption will turn out to be consistent with the analytical and numerical results.
The central charge calculation
In this section we follow the usual argumentation of the TBA-analysis which leads to
the effective central charge, paying, however, attention to the parity violation. We
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will recover indeed the value in (4.118) as the central charge of the HSG-models.
Extending the general formula (4.52) to the case at hand we infer that only the value
ǫ±A(0) of the solutions in the UV limit is required. Hence, we take the limits r, θ → 0 of
(4.126) and (4.127). When we assume that the kernels ϕAB(θ) are strongly peaked
‖
at θ = 0 and that the solutions develop characteristic plateaus of constant height
in the region ln r
2
≪ θ ≪ ln 2
r
(as one observes for the scaling models of minimal
ATFT [23, 96] for example), we can take out the L-functions from the integral in the
equations (4.126), (4.127) and obtain the following determining equation
ǫ±A(0) +
∑
B
NABL
±
B(0) = 0 with NAB =
1
2π
∞∫
−∞
dθ ϕAB(θ) . (4.129)
The on-shell energies have been discarded since their contribution in the interval
ln r
2
≪ θ ≪ ln 2
r
is minute. In particular, the above equation is assumed to become
exact in the extreme limit. Having the resonance parameter σ present in our theory
we may also encounter a situation in which ϕAB(θ) is peaked at θ = ±σ with σ finite.
This means in order for (4.129) to be valid, we have to assume ǫ±A(0) = ǫ
±
A(±σ) in the
limit r → 0 in addition to accommodate that situation. The last assumption as well
as the characteristic plateau behaviour will be justified in retrospective for particular
cases from the numerical results (see e.g. Figure 4.6). Note that in (4.129) we have
recovered the parity invariance.
For small values of r we may approximate, in analogy to the parity invariant
situation discussed in 4.2.2, rMA cosh θ by
r
2
MA exp θ, such that taking the derivative
of the relations (4.126) and (4.127) thereafter yields
ǫ±A(θ)
dθ
+
1
2π
∑
B
∞∫
−∞
dθ′
ϕAB(±θ ∓ θ′)
1 + eǫ
±
B
(θ′)
dǫ±B(θ
′)
dθ′
≈ r
2
MA exp θ . (4.130)
The scaling function acquires the form
c(r) ≈ 3 r
2π2
∑
A
MA
∞∫
0
dθ eθ(L−A(θ) + L
+
A(θ)) , for r ≈ 0 (4.131)
in this approximation. Replacing in (4.131) the term r
2
MA exp θ by the l.h.s. of
(4.130) a few manipulations similar to those in Section 4.2.2 lead to
lim
r→0
c(r) ≃ 3
2π2
∑
p=+,−
∑
A
ǫp
A
(∞)∫
ǫp
A
(0)
dǫpA
[
ln(1 + e−ǫ
p
A) +
ǫpA
1 + e−ǫ
p
A
]
. (4.132)
‖That this assumption holds for the case at hand is most easily seen by noting that the logarithmic
derivative of a basic building block of the S-matrix reads
−i d
dθ
ln
sinh 12 (θ +
ipi
k )
sinh 12 (θ +
ipi
k )
= − sin
(
pi
k x
)
cosh θ − cos (pik x) = −2
∞∑
n=1
sin
(pi
k
x
)
e−n|θ| .
From this we can read off directly the decay properties.
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Upon the substitution ypA = 1/(1 + exp(ǫ
p
A)) we obtain the well known expression
(4.52) for the effective central charge
ceff =
6
π2
∑
A
L
(
1
1 + eǫ
±
A
(0)
)
. (4.133)
Here we used the integral representation for Roger’s dilogarithm function (4.51) and
the facts that ǫ+A(0) = ǫ
−
A(0), y
+
A(∞) = y−A(∞) = 0. This means we end up pre-
cisely with the same situation as in the parity invariant case for scaling models [23]:
Determining at first the phases of the scattering matrices we have to solve the con-
stant TBA-equation (4.129) and may compute the effective central charge in terms of
Roger’s dilogarithm thereafter. Notice that in the ultraviolet limit we have recovered
the parity invariance and (4.133) holds for all finite values of the resonance parameter.
For the case at hand we read off from the integral representation (4.124) of
the TBA kernel
Nabij = δijδab − A˜ab (Asu(k))−1ij . (4.134)
With Nabij in the form (4.134) and the identifications Q
a
i =
∏k−1
j=1(1 + e
−ǫaj (0))(A
su(k))−1ij
the constant TBA-equations are precisely the equations which occur in the context
of the restricted solid-on-solid models [107, 111]. It was noted in there that (4.129)
may be solved elegantly in terms of Weyl-characters and the reported effective central
charge coincides indeed with the one for the HSG-models (4.118).
It should be stressed that we understand the N -matrix here as defined in
(4.129) and not as the difference between the phases of the S-matrix. In the latter
case we encounter contributions from the non-trivial constant phase factors in (4.120).
Also in that case we may arrive at the same answer by compensating them with a
choice of a non-standard statistical interaction as outlined in [92].
We would like to close this section with a comment which links our analysis to
structures which may be observed directly inside the conformal field theory. When
one carries out a saddle point analysis, see e.g. [112], on a Virasoro character (4.20)
which can be written in the particular form
χ(q) =
∞∑
~m=0
q
1
2
~m(1−N)~mt+~m· ~B
(q)1 . . . (q)(k−1)n˜
, (4.135)
with (q)m =
∏m
k=1(1−qk), one recovers the set of coupled equations as (4.129) and the
corresponding effective central charge is expressible as a sum of Roger’s dilogarithms
as (4.194). Note that when we choose g ≡ A1 the HSG-model reduces to the minimal
ATFT and (4.135) reduces to the character formulae in [51].
Thus, the equations (4.129) and (4.194) constitute an interface between mas-
sive and massless theories, since they may be obtained on one hand in the ultraviolet
limit from a massive model and on the other hand from a limit inside the conformal
field theory.
This means we can guess a new form of the coset character, by substituting
(4.134) into (4.135). However, since the specific form of the vector ~B does not enter
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in this analysis (it distinguishes the different highest weight representations) more
work needs to be done in order to make this more than a mere conjecture. This issue
is left for future investigations.
4.4.4 The su(3)k-HSG model
We shall now focus our discussion on g˜ = A2 ≡ su(3) and explore the structure of
the scaling function in more detail supplemented by a detailed numerical analysis at
the end of this section. Special emphasis will be given to the role of the resonance
parameters. Similar as for staircase models [58, 59] studied previously, they allow
to describe the ultraviolet limit of the HSG-model alternatively as the flow between
different conformal field theories in the ultraviolet and infrared regime. Below we will
find the following massless flow [56]
UV ≡ su(3)k/u(1)2 ↔ su(2)/u(1)⊗ su(2)/u(1) ≡ IR . (4.136)
We also observe the flow (su(3)k/u(1)
2)/(su(2)k/u(1)) → su(2)k/u(1) as a subsys-
tem inside the HSG-model. For k = 2 this subsystem describes the flow between
the tricritical Ising and the Ising model previously studied in [57]. In terms of the
HSG-model we will then obtain the following physical picture [56]: The resonance
parameter characterizes the mass scale of the unstable particles (4.121). Approaching
the extreme ultraviolet regime from the infrared we pass various regions: At first all
solitons are too heavy to contribute to the off-critical central charge, then the two
copies of the minimal ATFT will set in, leading to the central charge corresponding
to IR in (4.136) and finally the unstable bound states will start to contribute such
that we indeed obtain (4.118) as the ultraviolet central charge of the HSG-model in
accordance with the result of the previous subsection.
First of all we need to establish how many free parameters we have at our
disposal in the case g˜ = su(3). According to the discussion in Section 4.4.1 we can
tune the resonance parameter and the mass ratio
σ := σ21 = −σ12 and m1/m2 . (4.137)
It will also be useful to exploit a symmetry present in the TBA-equations related
to SU(3)k by noting that the parity transformed equations (4.127) turn into the
equations (4.126) when we exchange the masses of the different types of solitons.
This means the system remains invariant under the simultaneous transformations
θ → −θ and m1/m2 → m2/m1 . (4.138)
For the special case m1/m2 = 1 we deduce therefore that ǫ
(1)
a (θ) = ǫ
(2)
a (−θ), meaning
that a parity transformation then amounts to an interchange of the colours. Further-
more, we see from (4.127) and the defining relation σ = σ21 = −σ12 that changing
the sign of the rapidity variable is equivalent to σ → −σ. Therefore, we can restrict
ourselves to the choice σ ≥ 0 without loss of generality.
Staircase behaviour of the scaling function
We will now come to the evaluation of the scaling function (4.128) for finite and small
scale parameter r. To do this we have to solve first the TBA equations (4.126) for the
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pseudo-energies, which due to the non-linear nature of the integral equations is hardly
achieved analytically as pointed out before. We therefore pass on to the UV regime
with r ≪ 1 where we can set up approximate TBA equations involving formally
massless particles∗∗ analogous to the general discussion in 4.2.1. Certain statements
and approximation schemes we will use in order to extract the staircase behaviour of
the scaling function depend on the general form of the L-functions. Since the latter is
not known a priori, one may justify ones assumptions in retrospective by referring to
the numerics at the end of this section, where we present numerical solutions for the
equations (4.126) for various levels k. The latter show that the L-functions develop at
most two (three ifm1 andm2 are very different) plateaus in the range ln
r
2
≪ θ ≪ ln 2
r
and then fall off rapidly (see Figure 4.6). This type of behaviour is similar to the one
known from minimal ATFT [23, 96], and we can therefore adopt various arguments
presented in that context. The main difficulty we have to deal with here is to find the
appropriate “massless” TBA equations accommodating the dependence of the TBA
equations on the resonance shifts σ.
We start by separating the kernel (4.124) into two parts
φij(θ) = Φ
aa
ij (θ) =
∫
dt
[
δij − 2 cosh πtk
(
2 cosh πt
k
− Isu(k))−1
ij
]
e−itθ , (4.139)
ψij(θ) = Φ
ab
ij (θ + σba) =
∫
dt
(
2 cosh πt
k
− Isu(k))−1
ij
e−itθ , a 6= b . (4.140)
Here φij(θ) is just the TBA kernel of the su(k)-minimal ATFT and in the remaining
kernels ψij(θ) we have removed the resonance shift. Note that φ, ψ do not depend on
the colour values a, b which may therefore be dropped all together in the notation.
Note that the integral representations for these kernels are generically valid for all
values of the level k. The convolution term in (4.126) in terms of φ, ψ is then re-
written as
n˜∑
b=1
k−1∑
j=1
ϕabij ∗ Lbj(θ) =
k−1∑
j=1
φij ∗ Laj (θ) +
n˜∑
b=1
b6=a
k−1∑
j=1
ψij ∗ Lbj(θ − σba) . (4.141)
These equations illustrate that whenever we are in a regime in which the second term
in (4.141) is negligible we are left with n˜ non-interacting copies of the su(k)-minimal
ATFT.
We will now specialize the discussion on the su(3)k-case for which we can
eliminate the dependence on σ in the second convolution term by performing the
shifts θ → θ ± σ/2 in the TBA equations. In the UV limit r → 0 with σ ≫ 1 the
shifted functions can be approximated by the solutions of the following sets of integral
∗∗The concept of massless scattering has been introduced originally in [57] as follows: The on-shell
energy of a right and left moving particle is given by E± = M/2e
±θ which is formally obtained from
the on-shell energy of a massive particle E = m cosh θ by the replacement θ → θ ± σ/2 and taking
the limit m → 0, σ → ∞ while keeping the expression M = meθ+σ/2 finite. It are these on-shell
energies we will encounter in our analysis.
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equations
ε±i (θ) +
k−1∑
j=1
φij ∗ L±j (θ) +
k−1∑
j=1
ψij ∗ L∓j (θ) = r′M±i e±θ (4.142)
εˆ±i (θ) +
k−1∑
j=1
φij ∗ Lˆ±j (θ) = r′M∓i e±θ , (4.143)
where we have introduced the parameter r′ = r e
σ
2 /2 familiar from the discussion
of massless scattering and the masses M
+/−
i = M
(1)/(2)
i . The relationship between
the solutions of the massless system (4.142), (4.143) and those of the original TBA-
equations is given by
ǫ
(1)/(2)
i (θ) = ε
+/−(θ ∓ σ/2) for ln r
2
≪ ±θ ≪ ln r
2
+ σ (4.144)
ǫ
(1)/(2)
i (θ) = εˆ
−/+(θ ± σ/2) for ± θ≪ min[ln 2
r
, ln r
2
+ σ] (4.145)
where we have assumed m1 = m2. Similar equations may be written down for the
generic case. To derive (4.145) we have neglected here the convolution terms (ψij ∗
L
(1)
j )(θ+σ) and (ψij ∗L(2)j )(θ−σ) which appear in the TBA-equations for ǫ(2)i (θ) and
ǫ
(1)
i (θ), respectively. This is justified by the following argument: For |θ| ≫ ln 2r the
free on-shell energy term is dominant in the TBA equations, i.e. ǫai (θ) ≈ rMai cosh θ
and the functions Lai (θ) are almost zero. The kernels ψij are centered in a region
around the origin θ = 0 outside of which they exponentially decrease, see footnote
in Subsection 4.4.3 for this. This means that the convolution terms in question can
be neglected safely if θ ≪ ln r
2
+ σ and θ ≫ ln 2
r
− σ, respectively. Note that the
massless system provides a solution for the whole range of θ for the non-vanishing
L-function only if the ranges of validity in (4.144) and (4.145) overlap, i.e. if ln r
2
≪
min[ln 2
r
, ln r
2
+ σ], which is always true in the limit r → 0 when σ ≫ 0. The solution
is uniquely defined in the overlapping region. These observations are confirmed by
our numerical analysis below.
The resulting equations (4.143) are therefore decoupled and we can determine
Lˆ+ and Lˆ− individually. In contrast, the equations (4.142) for L±i are still coupled to
each other due to the presence of the resonance shift. Formally, the on-shell energies
for massive particles have been replaced by on-shell energies for massless particles in
the sense of [57], such that if we interpret r′ as an independent new scale parameter
the sets of equations (4.142) and (4.143) could be identified as massless TBA systems
in their own right.
Introducing then the scaling function associated with the system (4.142) as
co(r
′) =
3 r′
π2
k−1∑
i=1
∫
dθ
[
M+i e
θL+i (θ) + M
−
i e
−θL−i (θ)
]
(4.146)
and analogously the scaling function associated with (4.143) as
cˆo(r
′) =
3 r′
π2
k−1∑
i=1
∫
dθ
[
M+i e
θLˆ+i (θ) +M
−
i e
−θLˆ−i (θ)
]
(4.147)
150 From Massive to Massless Models
we can express the scaling function (4.128) of the HSG model in the parameter regime
r → 0, σ ≫ 1 approximately by [56]
c(r, σ) =
3 r e
σ
2
2π2
∑
a=1,2
k−1∑
i=1
Mai
∫
dθ
[
eθLai (θ − σ2 ) + e−θLai (θ + σ2 )
]
≈ co (r′) + cˆo (r′) . (4.148)
Remark. Notice, that we have formally decomposed the massive su(3)k-HSG model
in the UV regime into two massless TBA systems (4.142) and (4.143), reducing
therefore the problem of calculating the scaling function of the HSG model in the UV
limit r → 0 to the problem of evaluating the scaling functions (4.146) and (4.147)
for the scale parameter r′. The latter depends on the relative size of ln 2
r
and the
resonance shift σ/2.
Keeping now σ ≫ 0 fixed, and letting r vary from finite values to the deep UV
regime, i.e. r = 0, the scale parameter r′ governing the massless TBA systems will
pass different regions. For the regime ln 2
r
< σ/2 we see that the scaling functions
(4.146) and (4.147) are evaluated at r′ > 1, whereas for ln 2
r
> σ/2 they are taken at
r′ < 1. Thus, when performing the UV limit of the HSG model the massless TBA
systems pass formally from the “infrared” to the “ultraviolet” regime with respect
to the parameter r′. We emphasize that the scaling parameter r′ has only a formal
meaning and that the physical relevant limit we consider is still the UV limit r → 0
of the HSG model. However, proceeding this way has the advantage that we can
treat the scaling function of the HSG model by the UV and IR central charges of the
systems (4.142) and (4.143) as functions of r′ [56]
c(r, σ) ≈ co (r′) + cˆo (r′) ≈
{
cIR + cˆIR , 0≪ ln 2r ≪ σ2
cUV + cˆUV ,
σ
2
≪ ln 2
r
. (4.149)
Here we defined the quantities cIR := limr′→∞ co(r
′), cUV := limr′→0 co(r
′) and
cˆIR, cˆUV analogously in terms of cˆo(r
′).
In the case of cIR + cˆIR 6= cUV + cˆUV , we infer from (4.149) that the scaling
function develops at least two plateaus at different heights. A similar phenomenon
was previously observed for theories discussed in [59], where infinitely many plateaus
occurred which prompted to call them “staircase models”. As a difference, however,
the TBA equations related to these models do not break parity. In the next subsection
we determine the central charges belonging to the different regimes in (4.149) by
means of standard TBA central charge calculation, setting up the so-called constant
TBA equations.
Central charges from constant TBA equations
In this subsection we will perform the limits r′ → 0 and r′ → ∞ for the massless
systems (4.142) and (4.143) referring to them formally as “UV-” and “IR-limit”, re-
spectively, keeping however in mind that both limits are still linked to the UV limit
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of the HSG model in the scale parameter r as discussed in the preceding subsec-
tion. We commence with the discussion of the “UV limit” r′ → 0 for the subsystem
(4.142). We then have three different rapidity regions in which the pseudo-energies
are approximately given by
ε±i (θ) ≈

r′M±i e
±θ, for ± θ≫ − ln r′
−∑j φij ∗ L±j (θ)−∑j ψij ∗ L∓j (θ), for ln r′ ≪ θ ≪ − ln r′
−∑j φij ∗ L±j (θ), for ± θ≪ ln r′ . (4.150)
We have only kept here the dominant terms up to exponentially small corrections. We
proceed analogously to the discussion as may be found in [23, 96]. We see that in the
first region the particles become asymptotically free. For the other two regions the
TBA equations can be solved by assuming the L-functions to be constant. Exploiting
once more that the TBA kernels are centered at the origin and decay exponentially,
we can similar as in Subsection 4.4.3 take the L-functions outside of the integrals and
end up with the sets of equations
x±i =
k−1∏
j=1
(1 + x±j )
Nˆij (1 + x∓j )
N ′ij for ln r′ ≪ θ ≪ − ln r′ (4.151)
xˆi =
k−1∏
j=1
(1 + xˆj)
Nˆij for ± θ ≪ ln r′ (4.152)
for the constants x±i = e
−ε±i (0) and xˆi = e
−ε±i (∓∞). The N-matrices can be read off
directly from the integral representations (4.139) and (4.140)
Nˆ :=
1
2π
∫
φ = 1− 2(Asu(k))−1 and N ′ := 1
2π
∫
ψ = (Asu(k))−1 .
(4.153)
Since the set of equations (4.152) has already been stated in the context of minimal
ATFT and its solutions may be found in [96], we only need to investigate the equations
(4.151). These equations are simplified by the following observation. Sending θ to
−θ the constant L-functions must obey the same constant TBA equation (4.151) but
with the role of L+i and L
−
i interchanged. The difference in the masses m1, m2 has
no effect as long as m1 ∼ m2 since the on-shell energies are negligible in the central
region ln r′ ≪ θ≪ − ln r′. Thus, we deduce x+i = x−i =: xi and (4.151) reduces to
xi =
k−1∏
j=1
(1 + xj)
Nij with N = 1− (Asu(k))−1 . (4.154)
Remarkably, also these set of equations may be found in the literature in the context
of the restricted solid-on-solid models [111] as already has been pointed out in 4.4.3.
Specializing some of the general Weyl-character formulae in [111] to the su(3)k-case
a straightforward calculation leads to
xi =
sin
(
π (i+1)
k+3
)
sin
(
π (i+2)
k+3
)
sin
(
π i
k+3
)
sin
(
π (i+3)
k+3
) − 1 and xˆi = sin2
(
π (i+1)
k+2
)
sin
(
π i
k+2
)
sin
(
π (i+2)
k+2
) − 1 . (4.155)
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Having determined the solutions of the constant TBA equations (4.151) and (4.154)
one can proceed via the standard TBA calculation as presented in 4.2.2, see also
[23, 57, 96], and compute the central charges from (4.146), (4.147) and express them
in terms of Roger’s dilogarithm function (4.51)
cUV = lim
r′→0
co(r
′) =
6
π2
k−1∑
i=1
[
2L
(
xi
1 + xi
)
− L
(
xˆi
1 + xˆi
)]
, (4.156)
cˆUV = lim
r′→0
cˆo(r
′) =
6
π2
k−1∑
a=1
L
(
xˆi
1 + xˆi
)
. (4.157)
Using the non-trivial identities
6
π2
k−1∑
i=1
L
(
xi
1 + xi
)
= 3
k − 1
k + 3
and
6
π2
k−1∑
i=1
L
(
xˆi
1 + xˆi
)
= 2
k − 1
k + 2
(4.158)
found in [113] and [107], we finally end up with [56]
cUV =
(k − 1) (4k + 6)
(k + 3) (k + 2)
and cˆUV = 2
k − 1
k + 2
. (4.159)
For the reasons mentioned above cˆUV coincides with the effective central charge ob-
tained from su(k) minimal ATFT describing parafermions [48] in the conformal limit.
Notice that cUV corresponds to the coset (su(3)k/u(1)
2)/(su(2)k/u(1)).
The discussion of the infrared limit may be carried out completely analogous
to the one performed for the UV limit. The only difference is that in case of the
system (4.142) the constant TBA equations (4.151) drop out because in the central
region − ln r′ ≪ θ ≪ ln r′ the free energy terms becomes dominant when r′ → ∞.
Thus, in the infrared regime the central charges of both systems coincide with cˆUV ,
cIR = lim
r′→∞
co(r
′) = cˆIR = lim
r′→∞
cˆo(r
′) = 2
k − 1
k + 2
. (4.160)
In summary, collecting the results (4.159) and (4.160), we can express equation (4.149)
explicitly in terms of the level k [56],
c(r,M c˜
k˜
) ≈
{
4 k−1
k+2
, for 1≪ 2
r
≪M c˜
k˜
6 k−1
k+3
, for M c˜
k˜
≪ 2
r
. (4.161)
We have replaced the limits in (4.149) by mass scales in order to exhibit the underlying
physical picture. Here M c˜
k˜
is the smallest mass of an unstable bound state which may
be formed in the process (i, a) + (j, b) → (k˜, c˜) for A˜ab 6= 0, 2. We also used that the
Breit-Wigner formula (4.121) implies that M c˜
k˜
∼ eσ/2 for large positive σ.
First one should note that in the deep UV limit we obtain the same effective
central charge as in Subsection 4.4.3 when discussing the general case, albeit in a quite
different manner. On the mathematical side this implies some non-trivial identities
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for Rogers dilogarithm and on the physical (4.161) exhibits a more detailed behaviour
than the analysis in Subsection 4.4.3.
Summary. In the first regime of (4.161) the lower limit indicates the onset of the
lightest stable soliton in the two copies of complex sine-Gordon model. The unstable
particles are on an energy scale much larger than the temperature of the system.
Thus, the dynamical interaction between solitons of different colours is “frozen” and
we end up with two copies of the su(2)k/u(1) coset which do not interact with each
other. As soon as the parameter r reaches the energy scale of the unstable solitons
with mass M c˜
k˜
, the solitons of different colours start to interact, being now enabled to
form bound states. This interaction breaks parity and forces the system to approach
the su(3)k/u(1)
2 coset model with central charge given by the formula in (4.118).
The case when σ tends to infinity is special, since then the energy scale on
which unstable particles are formed is never reached. Therefore, one needs to pay
attention to the order in which the limits in r, σ are taken, we have [56]
4
k − 1
k + 2
= lim
r→0
lim
σ→∞
c(r, σ) 6= lim
σ→∞
lim
r→0
c(r, σ) = 6
k − 1
k + 3
. (4.162)
One might enforce an additional step in the scaling function by exploiting the
fact that the mass ratio m1/m2 is not fixed. So it may be chosen to be very large
or very small. This amounts to decouple the TBA systems for solitons with different
colour by shifting one system to the infrared with respect to the scale parameter
r. The plateau then has an approximate width of ∼ ln |m1/m2| (see Figure 4.7).
However, as soon as r becomes small enough the picture we discussed for m1 ∼ m2
is recovered.
Restoring parity and eliminating the resonances
In this subsection we are going to investigate the special limit σ → 0, which is
equivalent to choosing the vector couplings Λ± in (4.117) parallel or anti-parallel.
For the classical theory it was pointed out in [47] that only then the equations of
motion are parity invariant. Also the TBA-equations become parity invariant in the
absence of the resonance shifts, albeit the S-matrix still violates it through the phase
factors in (4.120). Since in the UV regime a small difference in the masses m1 and m2
does not effect the outcome of the analysis, we can restrict ourselves to the special
situation m1 = m2, in which case we obtain two identical copies of the system
ǫi(θ) +
k−1∑
j=1
(φij + ψij) ∗ Lj(θ) = rMi cosh θ . (4.163)
Then we have ǫi(θ) = ǫ
(1)
i (θ) = ǫ
(2)
i (θ), Mi = M
(1)
i =M
(2)
i and the scaling function is
given by the expression
c(r, σ = 0) =
12 r
π2
k−1∑
i=1
Mi
∞∫
0
dθ Li(θ) cosh θ . (4.164)
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The factor two in comparison with (4.128) takes the two copies for a = 1, 2 into
account. The discussion of the high-energy limit follows now the standard arguments
similar to the one of the preceding subsection and as in 4.2.2. Instead of shifting by the
resonance parameter σ, one now shifts the TBA equations by ln r
2
. The constant TBA
equation which determines the UV central charge then just coincides with (4.151).
We therefore obtain [56]
lim
r→0
lim
σ→0
c(r, σ) =
12
π2
k−1∑
i=1
L
(
xi
1 + xi
)
= 6
k − 1
k + 3
. (4.165)
Thus, again we recover the coset central charge (4.118) for g˜ = su(3), but this time
without breaking parity in the TBA equations. This is in agreement with the results
of Subsection 4.4.3, which showed that we can obtain this limit for any finite value
of the resonance parameter σ.
Universal TBA equations and Y-systems
Before we turn to the discussion of specific examples for definite values of the level
k, we turn to the alternative formulation of the TBA equations (4.126) in terms of
a single integral kernel and Y -systems analogous to the discussion of affine Toda
models in Section 4.3.2. In the present context this variant of the TBA equations is
of particular advantage when one wants to discuss properties of the model and keep
the level k generic. By means of the convolution theorem and the Fourier transforms
of the TBA kernels φ and ψ, which can be read off directly from (4.139) and (4.140),
one derives the set of integral equations [56]
ǫai (θ) + Ωk ∗ Lbi(θ − σba) =
k−1∑
j=1
I
su(k)
ij Ωk ∗ (ǫaj + Laj )(θ) , a 6= b . (4.166)
We recall that Isu(k) = 2−Asu(k) denotes the incidence matrix of su(k) and the kernel
Ωk is found to be
Ωk(θ) =
k/2
cosh(kθ/2)
. (4.167)
The on-shell energies have dropped out because of the crucial relation
k−1∑
j=1
IijM
a
j = 2 cos
π
k
Mai , (4.168)
which is a property of the mass spectrum inherited from affine Toda field theory,
compare (3.44) in Chapter 3. Even though the explicit dependence on the scale
parameter has been lost, it is recovered from the asymptotic condition
ǫai (θ) −→
θ→±∞
rMai e
±θ . (4.169)
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The integral kernel present in (4.166) has now a very simple form and the k depen-
dence is easily read off.
Closely related to the TBA equations in the form (4.166) are the functional
relations also referred to as Y -systems which we already encountered in context of
ATFT, compare in particular (4.104). Using complex continuation and defining the
quantity Y ai (θ) = exp(−ǫai (θ)) the integral equations are replaced by [56]
Y ai (θ +
iπ
k
)Y ai (θ − iπk ) =
[
1 + Y bi (θ − σba)
] k−1∏
j=1
[
1 + Y aj (θ)
−1
]−Iij , a 6= b . (4.170)
The Y -functions are assumed to be well defined on the whole complex rapidity plane
where they give rise to entire functions [50]. As we already saw in Section 4.3 these
systems are useful in many aspects, for instance they may be exploited in order
to establish periodicities in the Y -functions, which in turn can be used to provide
approximate analytical solutions of the TBA-equations. The scaling function can be
expanded in integer multiples of the period which is directly linked to the dimension
of the perturbing operator.
Noting that the asymptotic behaviour of the Y -functions is limθ→∞ Y
a
i (θ) ∼
e−rM
a
i cosh θ, we recover for σ →∞ the Y -systems of the su(k)-minimal ATFT derived
originally in [50]. In this case the Y -systems were shown to have a period related
to the dimension of the perturbing operator (see (4.191)). We found some explicit
periods for generic values of the resonance parameter σ as we discuss in the next
section for some concrete examples.
Explicit examples
In this section we support our analytical discussion with some numerical results and
in particular justify various assumptions for which we have no rigorous analytical
argument so far. We numerically iterate the TBA-equations (4.126) and have to
choose specific values for the level k for this purpose. As we pointed out in the
introduction, quantum integrability has only been established for the choice k > h.
Since the perturbation is relevant also for smaller values of k and in addition the
S-matrix makes remains well defined, it will be interesting to see whether the TBA-
analysis in the case of su(3)k will exhibit any qualitative differences for k ≤ 3 and
k > 3. From our examples for the values k = 2, 3, 4 the answer to this question is
that there is no apparent difference. For all cases we find the staircase pattern of the
scaling function predicted in the preceding section as the values of σ and x sweep
through the different regimes. Besides presenting numerical plots we also discuss
some peculiarities of the systems at hand. We provide the massless TBA equations
(4.142) with their UV and IR central charges and state the Y -systems together with
their periodicities. Finally, we also comment on the classical or weak coupling limit
k →∞.
The su(3)2-HSG model This is the simplest model for the su(3)k case, since it
contains only the two self-conjugate solitons (1,1) and (1,2). The formation of stable
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particles via fusing is not possible and the only non-trivial S-matrix elements are
those between particles of different colour
S1111 = S
22
11 = −1, S1211(θ − σ) = −S2111(θ + σ) = tanh
1
2
(
θ − iπ
2
)
. (4.171)
Here we have chosen ε12 = −ε21 = 1 in (4.120) and used that the inverse Cartan
matrix of su(2) is just 1/2. This scattering matrix may be related to various matrices
which occurred before in the literature. First of all when performing the limit σ →∞
the scattering involving different colours becomes trivial and the systems consists of
two free fermions leading to the central charge c = 1. Taking instead the limit
σ → 0 the expressions in (4.171) coincide precisely with a matrix which describes
the scattering of massless “Goldstone fermions (Goldstinos)” discussed in [57]. Apart
from a phase factor
√−1, the matrix S2111(θ)|σ=0 was also proposed to describe the
scattering of a massive particle [115]. Having only one colour available one is not
able to set up the usual crossing and unitarity equations and in [115] the authors
therefore resorted to the concept of “anti-crossing”. As our analysis shows this may
be consistently overcome by breaking the parity invariance. The TBA-analysis is
summarized as follows [56],
unstable particle formation : csu(3)2 =
6
5
= cUV + cˆUV =
7
10
+
1
2
no unstable particle formation : 2csu(2)2 = 1 = cIR + cˆIR =
1
2
+
1
2
.
It is interesting to note that the flow from the tricritical Ising to the Ising model
which was investigated in [57], emerges as a subsystem in the HSG-model in the form
cUV → cIR. This suggests that we could alternatively also view the HSG-system as
consisting out of a massive and a massless fermion, where the former is described by
(4.146),(4.142) and the latter by (4.147),(4.143), respectively.
Our numerical investigations of the model match the analytical discussion
and justify various assumptions in retrospect. Figure 4.6 exhibits various plots of
the L-functions in the different regimes. We observe that for ln 2
r
< σ/2, σ 6= 0
the solutions are symmetric in the rapidity variable, since the contribution of the ψ
kernels responsible for parity violation is negligible. The solution displayed is just
the free fermion L-function, La(θ) = ln(1 + e−rM
a cosh θ). Advancing further into the
ultraviolet regime, we observe that the solutions La cease to be symmetric signaling
the violation of parity invariance and the formation of unstable bound states. The
second plateau is then formed, which will extend beyond θ = 0 for the deep ultraviolet
(see Figure 4.6). The staircase pattern of the scaling function is displayed in Figure
4.6 for the different cases discussed in the previous section. We observe always the
value 6/5 in the deep ultraviolet regime, but depending on the value of the resonance
parameter and the mass ratio it may be reached sooner or later. The plateau at 1
corresponds to the situation when the unstable particles can not be formed yet and
we only have two copies of su(3)2 which do not interact. Choosing the mass ratios in
the two copies to be very different, we can also “switch them on” individually as the
plateau at 1/2 indicates.
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Figure 4.6: L-function for the su(3)2 HSG model at various values of the scaling
parameter r.
The su(3)3-HSG model This model consists of two pairs of solitons (1, 1) = (2, 1)
and (1, 2) = (2, 2). When the soliton (1, a) scatters with itself it may form (2, a) for
a = 1, 2 as a bound state. The two-particle S-matrix elements in the general block
representation (3.97) of Chapter 3 read
Sab(θ − σab) =
(
[1, I˜ab]
A˜ab
θ,ab [2, I˜ab]
A˜ab
θ,ab
[2, I˜ab]
A˜ab
θ,ab [1, I˜ab]
A˜ab
θ,ab
)
with A˜ =
(
2 −1
−1 2
)
. (4.172)
Since soliton and anti-soliton of the same colour obey the same TBA equations we
can exploit charge conjugation symmetry to identify ǫa(θ) := ǫa1(θ) = ǫ
a
2(θ) leading to
the reduced set of equations
ǫa(θ) + ϕ ∗ La(θ)− ϕ ∗ Lb(θ − σba) = rMa cosh θ, ϕ(θ) = − 4
√
3 cosh θ
1 + 2 cosh 2θ
.
(4.173)
The corresponding scaling function therefore acquires a factor two,
c(r, σ) =
6 r
π2
∑
a=1,2
Ma
∫
dθ cosh θ La(θ) . (4.174)
This system exhibits remarkable symmetry properties. We consider first the situation
σ = 0 with m1 = m2 and note that the system becomes free in this case
M (1) =M (2) =: M ⇒ ǫ(1)(θ) = ǫ(2)(θ) = rM cosh θ . (4.175)
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meaning that the theory falls apart into four free fermions whose central charges add
up to the expected coset central charge of c = 2. Also for unequal massesm1 6= m2 the
system develops towards the free fermion theory for high energies when the difference
becomes negligible. This is also seen numerically.
For σ 6= 0 the two copies of the minimal A2-ATFT or equivalently the scaling
Potts model start to interact. The outcome of the TBA-analysis in that case is
summarized as [56]
unstable particle formation : csu(3)3 = 2 = cUV + cˆUV =
6
5
+
4
5
no unstable particle formation : 2csu(2)3 =
8
5
= cIR + cˆIR =
4
5
+
4
5
.
As discussed in the previous case for k = 2 the L-functions develop an additional
plateau after passing the point ln 2
r
= σ/2. This plateau lies at ln 2 which is the free
fermion value signaling that the system contains a free fermion contribution in the
UV limit as soon as the interaction between the solitons of different colours becomes
relevant. Figure 4.7 exhibits the same behaviour as the previous case, we clearly
observe the plateau at 8/5 corresponding to the two non-interacting copies of the
minimal A2-ATFT. As soon as the energy scale of the unstable particles is reached
the scaling function approaches the correct value of csu(3)3 = 2.
The Y-systems (4.170) for k = 3 read
Y a1,2
(
θ + i
π
3
)
Y a1,2
(
θ − iπ
3
)
= Y a1,2 (θ)
1 + Y b1,2(θ + σab)
1 + Y a1,2 (θ)
a, b = 1, 2, a 6= b . (4.176)
Once again we may derive a periodicity
Y a1,2 (θ + 2πi+ σba) = Y
b
1,2(θ) (4.177)
by making the suitable shifts in (4.176) and subsequent iteration.
The su(3)4-HSG model This model involves 6 solitons, two of which are self-
conjugate (2, 1) = (2, 1), (2, 2) = (2, 2) and two conjugate pairs (1, 1) = (3, 1),
(1, 2) = (3, 2). The corresponding two-particle S-matrix elements are obtained from
the general formulae (3.97)
Sab(θ − σba) =
 [1, I˜ab]
A˜ab
θ,ab [2, I˜ab]
A˜ab
θ,ab [3, I˜ab]
A˜ab
θ,ab
[2, I˜ab]
A˜ab
θ,ab [3, I˜ab]
A˜ab
θ,ab[1, I˜ab]
A˜ab
θ,ab [2, I˜ab]
A˜ab
θ,ab
[3, I˜ab]
A˜ab
θ,ab [2, I˜ab]
A˜ab
θ,ab [1, I˜ab]
A˜ab
θ,ab
 (4.178)
In this case the numerics becomes more involved but for the special case m1 = m2
one can reduce the set of six coupled integral equations to only two by exploiting
the symmetry L
(1)
i (θ) = L
(2)
i (−θ) and using charge conjugation symmetry, La1(θ) =
La3(θ). The numerical outcomes, shown in Figure 4.7 again match, with the analytic
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expectations (4.161) and yield for ln 2
r
> σ/2 the coset central charge of 18/7. In
summary we obtain [56]
unstable particle formation : csu(3)4 =
18
7
= cUV + cˆUV =
11
7
+ 1
no unstable particle formation : 2csu(2)4 = 2 = cIR + cˆIR = 1 + 1 ,
which matches precisely the numerical outcome in Figure 4.7, with the same physical
interpretation as already provided in the previous two examples.
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Figure 4.7: Scaling function for the su(3)k HSG models at level k = 2, 3, 4 with various
choices of the parameters.
The semi-classical limit k →∞ As last example we carry out the limit k →∞,
which is of special physical interest, since it may be identified with the weak coupling
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or equivalently the classical limit, as is seen from the relation ~β2 = 1/k + O(1/k2).
To illustrate this equivalence we have temporarily re-introduced Planck’s constant. It
is clear from the TBA-equations that this limit may not be taken in a straightforward
manner. However, we can take it in two steps, first for the on-shell energies and the
kernels and finally for the sum over all particle contributions. The on-shell energies
are easily computed by noting that the mass spectrum becomes equally spaced for
k →∞
Mai = M
a
k−i =
ma
πβ2
sin
π i
k
≈ ima , i < k
2
. (4.179)
For the TBA-kernels the limit may also be taken easily from their integral represen-
tations
φij(θ) −→
k→∞
2π δ(θ)
(
δij − 2
(
A
su(k)
ij
)−1)
and ψij(θ) −→
k→∞
2π δ(θ)
(
A
su(k)
ij
)−1
,
(4.180)
when employing the usual integral representation of the delta-function. Inserting
these quantities into the TBA-equations yields
ǫai (θ) ≈ r ima cosh θ −
k−1∑
j=1
(
δij − 2
(
A
su(k)
ij
)−1)
Laj (θ)−
k−1∑
j=1
(
A
su(k)
ij
)−1
Lbj(θ − σ) .
(4.181)
We now have to solve these equations for the pseudo-energies. In principle, we could
proceed in the same way as in the case for finite k by doing the appropriate shifts
in the rapidity. However, we will be content here to discuss the cases σ → 0 and
σ → ∞, which as follows from our previous discussion correspond to the situation
of restored parity invariance and two non-interacting copies of the minimal ATFT,
respectively. The related constant TBA-equations (4.152) and (4.154) become
σ →∞ : xˆj −→
k→∞
(j + 1)2
j(j + 2)
− 1 and σ → 0 : xj −→
k→∞
(j + 1)(j + 2)
j(j + 3)
− 1 . (4.182)
The other information we may exploit about the solutions of (4.181) is that for large
rapidities they tend asymptotically to the free solution, meaning that
σ → 0,∞ : Laj (θ) −→
θ→±∞
ln(1 + e−r j ma cosh θ) . (4.183)
We are left with the task to seek functions which interpolate between the properties
(4.182) and (4.183). Inspired by the analysis in [114] we take these functions to be
σ → ∞ : Laj (θ) = ln
[
sinh2
(
j+1
2
rma cosh θ
)
sinh
(
j
2
rma cosh θ
)
sinh
(
j+2
2
rma cosh θ
)] (4.184)
σ → 0 : Laj (θ) = ln
[
sinh
(
j+1
2
rma cosh θ
)
sinh
(
j+2
2
rma cosh θ
)
sinh
(
j
2
rma cosh θ
)
sinh
(
j+3
2
rma cosh θ
) ] .(4.185)
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The expression (4.184) coincides with the expressions discussed in the context of
the breather spectrum of the sine-Gordon model [114] and (4.185) is constructed in
analogy. We are now equipped to compute the scaling function in the limit k →∞,
c(r, σ) = lim
k→∞
3 r
π2
2∑
a=1
∫
dθ cosh θ
k−1∑
i=1
Mai L
a
i (θ) . (4.186)
Using (4.179), (4.184) and (4.185) the sum over the main quantum number may be
computed directly by expanding the logarithm. We obtain for k →∞ [56]
c(r)|σ=∞ = −6r
π2
2∑
a=1
∫
dθma cosh θ ln
(
1− e−rma cosh θ) (4.187)
c(r)|σ=0 = −6 r
π2
2∑
a=1
∫
dθ ma cosh θ[ln
(
1−e−rma cosh θ)+ ln(1−e−r 2ma cosh θ)].(4.188)
Here we have acquired an additional factor of 2, resulting from the identification of
particles and anti-particles which is needed when one linearizes the masses in (4.179).
Taking now the limit r → 0 we obtain [56]
no unstable particle formation : 2 csu(2)∞ = 4 (4.189)
unstable particle formation : csu(3)∞ = 6 . (4.190)
The results (4.187), (4.189) and (4.188), (4.190) allow a nice physical interpre-
tation. We notice that for the case σ →∞ we obtain four times the scaling function
of a free boson. This means in the classical limit we obtain twice the contribution
of the non-interacting copies of SU(2)∞/U(1), whose particle content reduces to two
free bosons each of them contributing 1 to the effective central charge which is in
agreement with (4.118). For the case σ → 0 we obtain the same contribution, but in
addition the one from the unstable particles, which are two free bosons of mass 2ma.
This is also in agreement with (4.118).
Finally it is interesting to observe that when taking the resonance poles to be
θR = σ−iπ/k the semi-classical limit taken in the Breit-Wigner formula (4.121) leads
to m2c˜ = (ma +mb)
2. On the other hand (4.188) seems to suggest that mc˜ = 2ma,
which implies that the mass scales should be the same. However, since our analysis
is mainly based on exploiting the asymptotics we have to be cautious about this
conclusion.
We can summarize that the main outcome of our the TBA-analysis indeed
confirms the consistency of the scattering matrix proposed in [40]. In the deep ultra-
violet limit we recover the g˜k/u(1)
n˜-coset central charge for any value of the 2n˜ − 1
free parameters entering the S-matrix, including the choice when the resonance pa-
rameters vanish and parity invariance is restored on the level of the TBA-equations.
This is in contrast to the properties of the S-matrix, which is still not parity in-
variant due to the occurrence of the phase factors, which are required to close the
bootstrap equations, compare Section 3.3. However, they do not contribute to our
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TBA-analysis, which means that so far we can not make any definite statement con-
cerning the necessity of the parity breaking in the quantum theory of HSG theories
(4.117), since the same value for the central charge is recovered irrespective of the
value of the σ’s. The underlying physical behaviour is, however, quite different as
our numerical analysis demonstrates. For vanishing resonance parameter the deep
ultraviolet coset central charge is reached straight away, whereas for non-trivial reso-
nance parameter one passes the different regions in the energy scale. Also the choice
of different mass scales leads to a theory with a different physical content, but still
possessing the same central charge.
To settle this issue, it would therefore be highly desirable to carry out the
series expansion of the scaling function in r analogous to the discussion in [23] and
determine the dimension dΦ of the perturbing operator. It will be useful for this to
know the periodicities of the Y-functions. We conjecture that they will be [56]
Y ai
(
θ + iπ(1− dΦ)−1 + σba
)
= Y bı¯ (θ), (4.191)
which is confirmed by our su(3)-examples for various levels. For vanishing resonance
parameter and the choice k = 2, this behaviour coincides with the one obtained in
[50]. This means the form in (4.191) is of a very universal nature beyond the models
discussed here.
We also observe from our su(3)-example that the different regions, i.e. k > h˜
and k ≤ h˜, for which quantum integrability was shown and for which not, respectively,
do not show up in our analysis. It would be very interesting to extend the case-by-
case analysis to other algebras. The first challenge in these cases is to incorporate
the different resonance parameters.
4.5 The central charge calculation for g|g˜ theories
This section is devoted to an extension of the previous TBA analysis for the HSG
models to all g|g˜-theories as defined in Chapter 3. This means, the two algebras
involved are now arbitrary but simply-laced. Since this gives a total of ADE×ADE
possibilities we restrict ourselves to the central charge calculation analogous to the
one performed for HSG models in Section 4.4.3 but without resonance poles, i.e. we
set σ = 0. Emphasis in the following considerations will be given to the powerful Lie
algebraic structure behind these theories. The latter will lead to a generic formula
for the central charge and suggests an intimate relation between the models g|g˜ and
g˜|g in the UV regime via the constant TBA equations encountered before.
Similar to the discussion of the previous section TBA-equations with Fermi
statistics and absence of resonances read
rmai cosh θ = ε
a
i (θ) +
n˜∑
b=1
n∑
j=1
∞∫
−∞
dθ′ϕabij (θ − θ′) ln
(
1 + e−ε
j
b
(θ′)
)
(4.192)
where r is again the scale parameter, mai the mass of the particle (i, a), ε
a
i (θ) the
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pseudo-energies and kernels are obtained from (3.94)
ϕabij (θ) =
∞∫
−∞
dt
[
δabδij −
(
2 cosh
πt
h
− I˜
)
ab
(
2 cosh
πt
h
− I
)−1
ij
]
e−itθ . (4.193)
Note that in contrast to the HSG models both incidence matrices may now belong
to arbitrary simply-laced algebras. The effective central charge ceff = c− 24∆0 of the
underlying ultraviolet conformal field theory will now be calculated by the standard
procedure (compare 4.2.2) under the assumption that the solutions of the TBA-
equations develop the same “plateau behaviour” as we encountered for the HSG
models. Notice that also for the class of scaling or minimal ATFT models [23] this
behaviour holds true and that the latter are obtained by setting g˜ = A1. Thus, one
may again approximate εai (θ) = ε
a
i = const in the large region ln
r
2
≪ θ ≪ ln 2
r
when
r is small. By the same standard TBA arguments used also in the discussion of the
previous section it follows that the effective central charge is expressible as
ceff =
6
π2
n˜∑
a=1
n∑
i=1
L
(
xai
1 + xai
)
(4.194)
with L(x) denoting Rogers dilogarithm and where the xai = exp(−εai ) are obtained
as solutions from the constant TBA-equations in the form
xai =
n∏
j=1
n˜∏
b=1
(1 + xbj)
Nabij . (4.195)
The matrix Nabij is defined analogously to (4.134) via the asymptotic behaviour of the
scattering matrix which for the more general case at hand reads [38]
Nabij =
1
2π
∞∫
−∞
dθ ϕabij (θ) = δabδij −A−1ij A˜ab . (4.196)
In regard to finding explicit solutions for the set of coupled equations (4.195) and to
exhibit the Lie algebraic structure present, it turns out to be convenient to introduce
new variables because they may be related to Weyl characters of the Lie algebra g or
g˜. Following [108, 109] we define
Qai =
n∏
j=1
(1 + xaj )
A−1
ij ⇔ xai =
n∏
j=1
(
Qaj
)Aij − 1 (4.197)
such that the constant TBA-equations (4.195) acquire the more symmetric form
n∏
j=1
(
Qaj
)Iij + n˜∏
b=1
(
Qbi
)I˜ab = (Qai )2 (4.198)
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exhibiting a ”dual” relation between the two algebras. The effective central charge
(4.194) is then expressible in various equivalent ways [38]
c
g|g˜
eff =
6
π2
n∑
i=1
n˜∑
a=1
L
(
1−
n∏
j=1
(
Qaj
)−Aij)=nn˜− 6
π2
n∑
i=1
n˜∑
a=1
L
(
n˜∏
b=1
(
Qbi
)−A˜ab)(4.199)
= nn˜− 6
π2
n∑
i=1
n˜∑
a=1
L
(
n∏
j=1
(
Qaj
)−Aij)= 6
π2
n˜∑
a=1
n∑
i=1
L
(
1−
n˜∏
b=1
(
Qbi
)−A˜ab)(4.200)
where we used the well-known identity L(x) + L(1 − x) = π2/6, see e.g. [113]. It is
also clear that having solved the equations (4.198) for the case g|g˜ we have exploiting
the symmetry present immediately a solution for the case g˜|g simply by interchanging
the roles of the two algebras, i.e. interchanging main quantum numbers and colour
degrees of freedom. Supposing now that c
g|g˜
eff = λ c
g˜|g
eff for some unknown constant λ,
it follows directly from (4.199) and (4.200) that c
g|g˜
eff = λnn˜/(1 + λ). We conjecture
now this constant to be λ = h˜/h such that [38]
c
g|g˜
eff =
nn˜ h˜
h+ h˜
. (4.201)
As expected from the identification of the scattering matrices for several special cases
we must recover the results of the already known cases when we fix the algebras
appropriately. For instance we obtain c
g|A1
eff = 2n/(h + 2) which is the well known
formula for the effective central charge of the minimal affine Toda theories. Further-
more, we recover the effective central charge of the Homogeneous sine-Gordon models
c
An|g˜
eff = nn˜h˜/(n + 1 + h˜), compare (4.118). It should be noted that this is indepen-
dent of whether a resonance parameter is present or not despite the fact that the
TBA-equation are not parity invariant in that case, see our discussion of the previous
section. Numerically we also solved (4.198) explicitly for numerous examples with
g 6= An and confirmed (4.201).
The knowledge of the ultraviolet central charge (4.201) will certainly be useful
in identifying the Lagrangian corresponding to the g|g˜-theories, since it provides the
renormalization fixed point. As we know from the Homogeneous Sine-Gordon models
the An|g˜–theory may be viewed as perturbed g˜n+1/u(1)⊗n˜-coset WZNW theories. In
analogy, we could view for instance the “dual” theory of this, i.e. the g˜|An–theory,
formally as perturbed g˜
⊗(n+1)
1 /g˜n+1-coset WZNW theory as one infers from the above
table [38]. Besides the identification of the fixed point theory for the situation in which
g 6=An, it remains open to find the precise form of the perturbing operators. Also
the Lie algebraic structure present in the constant TBA equations (4.198) deserves
further investigations, since these provide an additional link to the conformal models
and their spectra as mentioned in 4.4.3.
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g|g˜ Am Dm E6 E7 E8
An
nm (m+1)
n+m+2
nm (2m−2)
n+2m−1
72n
n+13
126n
n+19
240n
n+31
Dn
nm (m+1)
2n+m−1
nm (m−1)
n+m−2
36n
n+5
63n
n+8
120 n
n+14
E6
6m (m+1)
m+13
6m (m−1)
m+5
18 126
5
240
7
E7
7m (m+1)
m+19
7m (m−1)
m+8
84
5
49
2
35
E8
8m (m+1)
m+31
8m (m−1)
m+14
96
7
21 32
Table 4.1: Effective central charges c
g|g˜
eff of the g|g˜-theories.
4.5.1 An explicit example: D4|D4
In order to illustrate the working of our general formulae beyond the already treated
case it is instructive to evaluate them for a concrete model with g 6= An and g˜ 6= A1.
We chose the D4|D4-model which is an example for a theory hitherto unknown. The
model contains 16 different particles labeled by (i, a) with 1 ≤ a, i ≤ 4. The Coxeter
number is h = h˜ = 6 for D4. Naming the central particle in the D4–Dynkin diagram
by 1 the S-matrix elements according to (3.97) are computed to [38]
Saa22 (θ) = S
aa
33 (θ) = S
aa
44 (θ) = [1, 0]
2
θ,aa[5, 0]
2
θ,aa for a = 1, 2, 3, 4,
Saa12 (θ) = S
aa
13 (θ) = S
aa
14 (θ) = [2, 0]
2
θ,aa[4, 0]
2
θ,aa for a = 1, 2, 3, 4,
Saa23 (θ) = S
aa
24 (θ) = S
aa
34 (θ) = [3, 0]
2
θ,aa for a = 1, 2, 3, 4,
Saa11 (θ) = [1, 0]
2
θ,aa[3, 0]
4
θ,aa[5, 0]
2
θ,aa for a = 1, 2, 3, 4,
S1b22(θ) = S
1b
33(θ) = S
1b
44(θ) = [1, 1]
−1
θ,1b[5, 1]
−1
θ,1b for b = 2, 3, 4,
S2b12(θ) = S
2b
23(θ) = S
2b
24(θ) = [2, 1]
−1
θ,2b[4, 1]
−1
θ,2b for b = 2, 3, 4,
S1b23(θ) = S
1b
24(θ) = S
1b
34(θ) = [3, 1]
−1
θ,1b for b = 2, 3, 4,
S1b11(θ) = [1, 1]
−1
θ,1b[3, 1]
−2
θ,1b[5, 1]
−1
θ,1b for b = 2, 3, 4,
Sabij (θ) = 1 for i, j = 1, 2, 3, 4; a 6= b; a, b 6= 1 .
The solutions to the constant TBA-equations (4.195) read [38]
x11 = x
2
3 = x
2
4 = x
3
2 = x
4
2 = x
3
3 = x
4
3 = x
4
3 = x
4
4 = x
2
2 = 1 (4.202)
x21 = x
3
1 = x
4
1 = 1/2 (4.203)
x12 = x
1
3 = x
1
4 = 2 (4.204)
such that the effective central charge according to (4.194) is
ceff =
6
π2
(
10L
(
1
2
)
+ 3L
(
2
3
)
+ 3L
(
1
3
))
= 8 . (4.205)
This result confirms the general formula (4.201).
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Chapter 5
CONCLUSIONS
... When your mind is going hither and thither, discrimination will never be brought to
a conclusion. With an intense, fresh and undelaying spirit, one will make his judgements
within the space of seven breaths. It is a matter of being determined and having the spirit
to break right through to the other side.
From ’The Book of the Samurai, Hagakure’
It has been demonstrated that Lie algebraic structures play an essential role
in affine Toda models, which form a vast class of integrable quantum field theories.
Coxeter geometry and its q-deformed extension accommodating the renormalization
flow have been proved to provide a concise mathematical framework for the treatment
of the quantum aspects of ATFT. The strategy to express various physical quantities
like the mass spectrum, the fusing rules, and the S-matrices in generic and universal
Lie algebraic formulas leads not only to a great simplification in the treatment of
the on-shell structure of these models, but has also been shown to carry through
to the level of the thermodynamic Bethe ansatz when investigating the underlying
conformal field theories in the ultraviolet limit. Indeed, all relevant calculations have
been performed in a complete generic Lie algebraic setting, treating all models at
once.
In addition, the Lie algebraic structures have been explicitly exploited to for-
mulate hitherto unknown exact S-matrices via the introduction of colour degrees of
freedom, the so-called g|g˜-models. By means of a detailed TBA analysis the universal
formula (4.201) giving the effective central charges of the associated conformal models
in the high energy regime has been derived. For particular subclasses of g|g˜-scattering
matrices this result could be directly linked to the central charges of WZNW coset
models, see Table 5.1.
g g˜ integrable model WZNW coset
An ADE HSG models gn+1/u(1)
× rankg
ADE A1 minimal ATFT g1 ⊗ g1/g2
ADE An “dual” HSG models g
⊗(n+1)
1 /gn+1
Table 5.1: g|g˜-theories related to WZNW cosets.
This demonstrates that in many cases the Lie algebraic structures occurring in S-
matrices of affine Toda type can be traced back to the ones appearing in WZNW
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models. They are therefore particularly interesting candidates for further investiga-
tions relating massive and conformal spectra, since the Lie algebraic framework might
serve as a guiding line in this task. The motivation to explore the interplay between
conformal and integrable models in greater depth is manifold. For example, it might
shed light on the origin of mass as already mentioned in the introduction. From a
more technical point of view it will certainly help in the construction of correlation
functions. The latter are to a much deeper extent explored in conformal theories than
in massive ones. In fact, two and three-point functions can immediately be written
down in presence of conformal symmetry. Moreover, in the case of WZNW mod-
els the higher n-point functions are accessible by differential equations, the so-called
Knizhnik-Zamolodchikov equations. By means of conformal perturbation theory one
might then check against outcomes of the form factor program. At the moment such
relations are still a far posted goal, but the techniques of the bootstrap approach and
the TBA analysis performed in this thesis are first steps in this direction.
As outlined in the introduction the development of efficient techniques to cal-
culate correlation functions are of use in the area of quantum field theory as well as
of two-dimensional statistical mechanics and condensed matter systems with second
order phase transitions. In particular, it should be emphasized once more that the
interpretation of integrable field theories as perturbed conformal models and the re-
lated TBA analysis are conceptually closely related to the ideas of the renormalization
group originating in the study of critical phenomena. For example, the central object
of interest in the TBA considerations, the scaling function, has been conjectured to be
tightly linked to the β-function appearing in the renormalization group equations [58].
Exploring this connection in more detail one might learn from 1+1 dimensional the-
ories about higher dimensional ones, since the concept of the renormalization group
is applicable in any dimension.
These general remarks are now supplemented by a more detailed presentation
of the results in order to pinpoint concrete starting points for further investigations.
5.1 The affine Toda S-matrix
A systematic treatment has been given for the application of geometrical arguments
in context of ATFT. Starting with the theory of ordinary Coxeter elements their
q-deformation has been motivated: first on an abstract mathematical level by gener-
alizing numerous formulas and identities from the non-deformed case, second by ex-
hibiting how q-deformation matches with the renormalization picture obtained from
perturbative calculations, which have already been performed in the literature. Re-
call that the latter indicated that the renormalized particle masses flow between the
classical values of two different affine Toda models belonging to a pair of algebras
related by Langlands duality (α↔ α∨). The crucial property of the q-deformed Cox-
eter element, twisted or untwisted, turned out to be the merging of the data of these
two dual algebras in a consistent manner.
The first physical application where this property has been used was the formu-
lation of the quantum fusing rules in ATFT indicating the vanishing of the three-point
coupling, which in turn is associated with the fusing of two quantum particles to a
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third. While the fusing rules found by Chari and Pressley have to be formulated in
terms of both the non-deformed Coxeter and the non-deformed twisted Coxeter ele-
ment, q-deformation allows to state them either in terms of the orbits Ωq or Ωˆq solely.
The latter are generated by the q-deformed Coxeter and the q-deformed twisted Cox-
eter element, respectively. One of the central results presented in this thesis is the
derivation of the precise relation between these different versions of the fusing rules
(3.54) and the proof of their equivalence. This clarifies the interplay between the two
dual Lie algebraic structures and shows their equivalence. In this context, it would
be particularly interesting to investigate, whether for the q-deformed fusing rules a
similar connection to representation theory exists as for the non-deformed ones [34].
This might give rise to new ”quantum symmetries”. However, the link to represen-
tation theory is so far only partially understood and the formalism presented here is
by now the most restrictive one.
The q-deformed fusing rules were then shown to be consistent with the de-
scription of the mass spectrum and other conserved quantities as nullvector of the
q-deformed Cartan matrix (2.67). Because of its compactness and mathematical
beauty this characterization of the quantum masses is recalled here (compare (3.44)),
n∑
j=1
[Iij ]qˆmj = 2 cosπ
(
2−B
2h
+
tiB
2H
)
mi , qˆ = e
iπ sB
2H .
From the above formula the renormalized mass flow of all affine Toda theories can
be directly read off. It would be desirable to construct the corresponding ”quantum”
Lagrangian from which this mass spectrum can be deduced in terms of a mass matrix,
as it was done for the ADE case w.r.t. the classical Lagrangian. It is most likely
that q-deformation will also play a vital role in this construction.
Furthermore, the q-deformed fusing rules have been directly employed in the
construction of the S-matrix by means of the bootstrap equations. Their generic
formulation allowed to write down a universal formula for the two-particle scatter-
ing amplitude in terms of hyperbolic functions whose powers can be directly inferred
from the q-deformed Coxeter orbits. These have been explicitly worked out for the
first time in [37] (see also the appendix). Alternatively, one might use the M-matrix
(2.66), which is a slightly modified version of the inverse q-deformed Cartan matrix.
It was argued that the matrix elements of the latter always simplify to polynomials
in the two deformation parameters involved. These polynomials reflect the structure
of the building blocks of hyperbolic functions and encode the complete information
about the S-matrix. Using the structure of the M-matrix, it has been systematically
demonstrated that the two-particle scattering amplitude fulfills all required bootstrap
properties. Equivalently, this also followed from the inner product identities for the
q-deformed Coxeter elements derived in Section 2.4.4 and 2.4.7. Moreover, it is in-
triguing that the combined bootstrap equation (3.71), which is closely linked to the
structure of the M-matrix, incorporates the information of all individual fusing pro-
cesses. The discussion of the analytic properties of the S-matrix has been completed
by providing a simple criterion which enables one to exclude unphysical poles from
the participation in the bootstrap.
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The matrix structure was also exploited in the rigorous derivation of the uni-
versal integral representation of the ATFT S-matrix (3.82)
Sij(θ) = exp 8
∞∫
0
dt
t
sinh(ϑht) sinh(tjϑHt)A(e
tϑh , etϑH )−1 sinh
(
θt
iπ
)
.
This formula is not only a neat and compact expression for all ATFT S-matrices, but
also of direct use in several applications. For instance, the two-particle form factor can
be immediately extracted from the above identity. The discovery of similar powerful
Lie algebraic structures might then yield a valuable advantage in the calculation of
higher particle form factors. In this thesis the above integral representation has been
explicitly applied when discussing the thermodynamic Bethe ansatz for ATFT, where
it lead to additional universal formulas.
5.2 The TBA analysis of ATFT
In Section 4.3 it has been demonstrated that it is possible to extract the leading order
behaviour of the scaling function for all ATFT by simple analytical approximations
schemes in the large and small density regime. By matching the approximate solutions
of the TBA equations in the two different regimes at the point in which the particle
density and the density of available states coincide, it is possible to fix the constant
of integration, which originated in the approximation scheme of [58, 101, 43] and
was left undetermined therein. Since the leading order behaviour derived for the
scaling function is in agreement with the semi-classical results found in [42] and also
[45, 46], one has an alternative method to fix the constant and to compare directly
the different approaches. Thus, it is not necessary for this to proceed to higher
order differential equations as was claimed in [99]. Since the solutions to the higher
order differential equations may only be obtained approximately one does not gain
any further structural insight this way and, moreover, one has lost the virtue of the
leading order approximation, namely its simplicity.
With regard to future investigations it would be desirable to extend the anal-
ysis presented here and to find analytical expressions for the constant of integration
totally within the TBA approach. This would allow to verify the semi-classical results
in the literature on the basis of the “pure quantum” S-matrix. For this purpose fur-
ther exact insight on the solutions of the TBA equations is required. This motivated
the derivation of the Y-systems, which were also presented in a unique formula for all
ATFT. As demonstrated they can be utilized to improve the large density approx-
imations and can also be applied to put constraints on the constant of integration.
Future considerations about possible periodicities and their analytic features might
lead to additional requirements on the constant allowing to extract it analytically.
There also exist interesting links between the Y-systems and spectral functions in
quantum mechanics [116], such that one can expect more exact and universal results
to follow.
The TBA results are also of interest in comparison to alternative methods
which allow to calculate the ultraviolet central charge, such as the c-theorem [117].
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The latter allows to compute the difference of the central charges recovered in the
ultraviolet and infrared limit of the massive theory from the Schwinger function,
∆c = cUV − cIR = −3
2
∫ ∞
0
dr r3
〈
0|T µµ(r)T µµ(0)|0
〉
. (5.1)
The correlation function might be calculated via the form factor approach upon in-
serting a complete set of states as explained in the introduction. In fact, in most
cases the two-particle form factor already yields an excellent approximation. Since
cIR = 0 for purely massive theories one might then compare with the outcome from
the TBA. Closely related to this observation is the problem to compute the vacuum
expectation value of the energy momentum tensor. Unlike in the situation of confor-
mal invariance, in which the trace vanishes, this tensor is not unique and acquires
some scaling behaviour for massive theories. One therefore needs an external input
for the recursive form factor equations removing this ambiguity. The latter is pro-
vided by the TBA, where the vacuum expectation value can be directly obtained
from the scaling function [23],
〈
0|T µµ(r)|0
〉
= −π
2
3r
d
dr
c(r) .
However, in case of ATFT one first needs a deeper physical understanding of the log-
arithmic corrections appearing in the leading order behaviour of the scaling function
before one may proceed this way. Notice that in the context of fixing the vacuum
expectation value by means of the TBA also the investigation of existence and unique-
ness of the solution in Section 4.2.3 plays an important role. Restricting the number
of possible solutions to one, this rules out any ambiguity inside this approach, except
for different possibilities in choosing the statistics. The impact of statistics is another
issue which needs to be clarified in more detail, especially in its relevance for relating
conformal and massive spectra.
5.3 Colour valued S-matrices, HSG models and WZNW cosets
Suggesting a general construction principle a new class of exact scattering matrices
exhibiting Lie algebraic structures very alike to those in affine Toda models has been
generated. Extending the techniques originally developed in context of ATFT to
these integrable systems, it has been shown that the proposed S-matrices for the g|g˜-
theories provide consistent solutions of the bootstrap equations (3.17). The special
feature of parity violation has been shown to enter this construction as a consequence
of taking the square root of the CDD-factor occurring in ATFT. The motivation
for this particular choice was to recover S-matrices already known in the literature,
especially the ones proposed in context of the Homogeneous Sine-Gordon models.
For these integrable theories strong evidence has been presented that the pro-
posal originally made in [40] matches with the semi-classical picture obtained when
perturbing the WZNW cosets g˜/u(1)rank g˜, see Table 5.1. In particular, the detailed
analytical and numerical TBA analysis of the su(3) model supported several assump-
tions made about unstable particles in the spectrum. They led to a direct physical
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interpretation of the staircase pattern in the scaling function resulting from the res-
onance poles in the S-matrix. The staircase pattern has then been interpreted as
the sign for a more sophisticated renormalization group flow of these theories which
dependent on the choice of external parameters might end in different fixed points,
i.e. different conformal field theories. In particular, massless subflows might occur
which have a non-trivial UV as well as a non-trivial IR fixed point. As one particular
example the flow between the tricritical and the critical Ising model was provided.
Similar findings are to be expected when generalizing to other HSG models.
However, the subject is still far from being closed. The exact nature of the
unstable particles has to be explored in more detail, particularly in hindsight to a
complete explanation of the resonance poles of the S-matrix. Also their relevance
for recovering the correct conformal spectrum is not settled, since the expected coset
central charge is reached irrespective whether or not the resonance parameter is chosen
to be zero. In particular, on the level of the TBA equations the latter decides about
the violation of parity. Thus, so far a definite statement concerning the loss of parity
invariance can only be made w.r.t. the S-matrix which due to the phase factors
breaks parity also when the resonances are removed. Further investigations of the
quantum theory of these integrable models are necessary in order to settle the issues
mentioned.
A first step towards this direction was performed in [14] where the complete
set of form factors for the su(3)2-HSG theory has been calculated exhibiting powerful
determinant structures similar to those found in the context of the Yang-Lee [88] and
the Sinh-Gordon model (see Fring et al. in [13]). The knowledge about the form
factors of the energy-momentum tensor allowed to compare the UV central charge
obtained in the TBA approach of Section 4.4.4 against the one obtained from the c-
theorem mentioned above. Taking the form factors up to the six particle contribution
into account one ends up with [14],
TBA: csu(3)2 = 1.2 c-theorem: c
(6)
su(3)2
= 1.199... .
This demonstrates perfect agreement between both methods and supports the findings
presented here. Again it would be very interesting to extend this analysis to higher
levels k > 2 and other algebras.
A further open question is to identify the corresponding Lagrangian for general
g|g˜-theories. The knowledge of the ultraviolet central charge (4.201)
c
g|g˜
eff =
h˜
h+ h˜
n n˜
obtained by extending the TBA analysis of the HSG models to the general case will
certainly be helpful in this search. It provides the renormalization group fixed point
and the perturbing operator might then be identified among the spinless relevant
fields in the conformal spectrum. For the minimal affine Toda or scaling models this
has already been achieved in the literature. Exploiting periodicities present in the
Y-systems a series expansion of the scaling function of the following form has been
derived from which the dimension dΦ of the perturbing operator can be directly read
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off [23],
c(r) = ceff + f0 r
2 +
∑
n
cnr
2n(1−dΦ) .
Here f0 is a constant related to the bulk free energy of the massive model. One might
now proceed similar for the more complex g|g˜-theories paying attention to the parity
violation. For the HSG models it has already been demonstrated for the su(3) model
that periodicities in the Y-systems occur, which are consistent with the expected
dimension of the perturbing field.
The general Lie algebraic classification of these new integrable models might
also lead to the discovery of new ”duality” relations, an intensively discussed issue
in string theory. Analyzing the structure of the constant TBA equations (4.198) in
Section 4.5, it became apparent that theories linked to each other by an exchange
of the kind g ↔ g˜ share the same set of constant TBA solutions. Since structures
analogous to the constant TBA equations have also been found in Virasoro characters
associated to conformal models [112] one might conjecture on new Lie algebraic iden-
tities connecting different conformal field theories. For instance, the ”dual” relation
between the An|g˜ and g˜|An-theory would relate the WZNW cosets g˜/u(1)× rank g˜ and
g˜
⊗(n+1)
1 /g˜n+1 with each other. However, this issue has to be understood in more detail
before definite conclusions can be drawn.
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Appendix A
THE AFFINE TODA S-MATRIX CASE-BY-CASE
In order to illustrate the working of the general formulae derived for the affine Toda
S-matrix it is useful to work them out explicitly for some concrete examples. We
concentrate here on the non-simply laced case, since the simply laced case is covered
extensively in the literature [27]. We will be most detailed for the (G
(1)
2 , D
(3)
4 )-case.
The conventions with regard to numbering and colouring may be read off from the
Dynkin diagrams. As usual the arrow points towards the short roots. A black and
white vertex corresponds to the colour value ci = −1 and ci = 1, respectively.
A.0.1 (G
(1)
2 , D
(3)
4 )
........................
..... α3
α4
αˆ2
αˆ1
α2α1
..............................................................
.......................................................... ❅
❅
 
 
❣
❣❣
✇
❆
✁✇ ❣
The S-matrices of the theory read [77]
S11(θ) = {
2︷︸︸︷
1, 1 ;
1︷︸︸︷
3, 52; 5, 11}θ (A.1)
S12(θ) = {2, 23;
1︷︸︸︷
4, 63}θ (A.2)
S22(θ) = {1, 13;
2︷︸︸︷
3, 33; 3, 53; 5, 73}θ . (A.3)
Here we indicated which block is responsible for which type of fusing process. We
have h = 6 and H = 12 for the Coxeter numbers. With the help of (3.61), we easily
verify that for (A.1), (A.2) and (A.3) the following bootstrap identities hold
S1l (θ + θh + θH)S1l (θ − θh − θH) = S2l (θ) l = 1, 2 (A.4)
S1l (θ + 2θh + 4θH)S1l (θ − 2θh − 4θH) = S1l (θ) l = 1, 2 (A.5)
S2l (θ + 2θh + 4θH)S2l (θ − 2θh − 4θH) = S2l (θ) l = 1, 2 . (A.6)
As an example for the working of the generalized bootstrap and our criterion (3.79),
(3.81) provided in Section 3.2.8, we plotted the imaginary part of the residues of
S22(θ) in Figure A.1 for several poles. We observe that the sign changes throughout
the range for poles resulting from {1, 13} and {3, 53}. Only the poles responsible for
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the self-coupling of particle 2 has a positive imaginary part of the residue throughout
the range of the coupling constant β. Except at B = 4/3 where it is zero, such that
this fusing process decouples.
1/2 1 3/2 2
-0,2
-0,1
0,0
0,1
0,2
0,3
0,4
 
 
 
 B(β )
 Im[Res(S22(θ + 3 ,3 ,3))]
 Im[Res(S22(θ + 1 ,1 ,3))]
 Im[Res(S22(θ + 3 ,5 ,3))]
Figure A.1: The imaginary part of several residues of S22(θ) as a function of the effective
coupling constant.
Besides (A.4) the combined bootstrap identities (3.71) also yield
Sl2 (θ + θh + 3θH)Sl2 (θ − θh − 3θH)=Sl1 (θ)Sl1 (θ + 2θH)Sl1 (θ − 2θH) , (A.7)
for l = 1, 2. These equations may be derived from (A.4) and (A.5) or verified directly
for (A.1), (A.2) and (A.3), with the help of (3.61). The process corresponding to the
combined bootstrap identity (A.7) is depicted in Figure A.2.
Reading off the fusing angles from the bootstrap equations we obtain the mass ratios
according to (3.49)
m1
m2
=
sinh (θh + θH)
sinh (2θh + 2θH)
. (A.8)
We may construct all these formulae from the Lie algebraic data in alternative
ways.
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Figure A.2: (G
(1)
2 , D
(3)
4 )-combined bootstrap identities (A.7).
Sij (θ) from G
(1)
2
We start by exploiting the properties of G
(1)
2 . The non-vanishing entries of the inci-
dence matrix are I12 = 1 and I21 = 3. Consequently equation (2.55) yields t1 = 1
and t2 = 3. As indicated in the Dynkin diagram we choose c1 = −1 and c2 = 1, such
that the q-deformed Coxeter element reads σq = σ
q
1τσ
q
2τ . The result of successive
actions of this element on the simple roots is reported in Table A.1. Here and in all
further tables we choose the following conventions: To each γi we associate a column
in which we report the powers of the q of the coefficients of the simple roots. We
abbreviate
±(qµ11 + . . .+ qµl11 )α1 ± . . .± (qµ1n + . . .+ qµ
ln
n )αn → ±µ11, . . . , µ1l1; . . . ;µ1n, . . . , µ1ln ,
(A.9)
with n = rank g. When qµ occurs x-times we denote this by µx. Like in the unde-
formed case the overall sign of any element in Ωqi is definite. Therefore it suffices to
report the sign only once as stated in (A.9). In the complete orbit we always have
an equal number of plus and minus signs. When we do not report any signs in the
column at all, the signs of the column to the left are adopted. In case the coefficient
of the root is zero, we indicate this by a ∗. For instance from Table A.1 we read off :
σqγ1 = −(q4 + q6)α1 − q4α2.
σxq α1 = −γ1 α2 = γ2
1 4, 6; 4 −4, 6, 8; 6
2 10; 8 −8, 10, 12; 8, 10
3 −12; ∗ −∗; 12
4 −16, 18; 16 16, 18, 20; 18
5 −22; 20 20, 22, 24; 20, 22
6 24; ∗ ∗; 24
Table A.1: The orbits Ωqi created by the action of σ
x
q on γi
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For the conventions chosen the generating functions (3.68) for the powers of the
building blocks are obtainable from the generating functions∑
y
µ11 (2x+ 1, y) q
y = −q1( λ∨1 · (σq)xγ1)/2 (A.10)∑
y
µ21 (2x, y) q
y = −q−2( λ∨1 · (σq)xγ2)/2 (A.11)∑
y
µ22 (2x− 1, y) qy = −q−3 [3]q ( λ∨2 · (σq)xγ2)/2 . (A.12)
We may now read off the Lie algebraic data from Table A.1 and we can construct the
scattering matrices (A.1), (A.2) and (A.3) according to formula (3.55).
The two non-equivalent solutions to (3.36) corresponding to the S-matrix boot-
strap equations (A.4), (A.5) and (A.6) read
qσ−1q γ1 + q
−1γ1 = q
−3γ2, q
−1γ1 + qσ
−1
q γ1 = q
−3γ2 , (A.13)
q3σ−1q γ1 + q
−5σqγ1 = q
−1γ1, q
−3γ1 + q
5σ−2q γ1 = qσ
−1
q γ1 , (A.14)
q16σqγ2 + σ
5
qγ2 = q
20γ2, q
4σ4qγ2 + q
20γ2 = σ
5
qγ2 , (A.15)
respectively. These relations may be obtained either from (A.4), (A.5) and (A.6)
together with the formulae (3.47) which relate the fusing angles to the solution of the
fusing rules in terms of the q-deformed Coxeter element or alternatively they may
be read off directly from Table A.1. For a direct comparison with (3.47) one should
cross all term to one side of the equation by means of (2.61).
It is also instructive to consider explicitly the matrix representation and verify
the general formulae (2.66), (2.67) and (3.62) of Section 2.4.3 and 3.2.7. The q–
deformed Cartan matrix for generic q and qˆ reads
A(q, qˆ) =
(
qqˆ + q−1qˆ−1 −1
−(1 + qˆ2 + qˆ−2) qqˆ3 + q−1qˆ−3
)
(A.16)
with determinant detA(q, qˆ) = q2qˆ4+ q−2qˆ−4−1. The right nullvectors are evaluated
to
y(1) = (sinh(θh + θH), sinh(2θh + 2θH)) (A.17)
y(2) = (sinh(5θh + 5θH), sinh(10θh + 10θH)) . (A.18)
From (A.16) we compute the M-matrix according to (2.66)
M(q, qˆ) =
1− q12qˆ24
2
(
qqˆ+q3qˆ7
1−q2qˆ4+q4qˆ8
1+qˆ2+qˆ−2
q2qˆ4+q−2qˆ−4−1
1+qˆ2+qˆ−2
q2qˆ4+q−2qˆ−4−1
(qqˆ+q3qˆ3)(1+qˆ2+qˆ4)
1+q2qˆ4+q4qˆ8
)
. (A.19)
Now, careful cancellation against the prefactor produces the polynomials
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M11(q, qˆ) =
1
2
(1 + q2qˆ4 − q6qˆ12 − q8qˆ16)(qqˆ + q3qˆ7)
M12(q, qˆ) =
1
2
(1 + qˆ2 + qˆ−2)(q2qˆ4 + q4qˆ8 − q10qˆ20 − q8qˆ16)
M22(q, qˆ) =
1
2
(1 + qˆ2 + qˆ4)(qqˆ + q3qˆ3)(1 + q6qˆ12 − q2qˆ4 − q8qˆ16)
which after expansion give rise to the S-matrix elements via (3.55) and (3.68). Eval-
uating the M-matrix at roots of unity, M(eskθh , eskθH ) with the exponents s1 = 1 =
h− s2, leads to
Mij(e
θh , eθH ) =
2i
√
3(1 + 2 cosh θH)
sinh(θh + θH) sinh(2θh + 2θH)
yi(1)yj(1) (A.20)
Mij(e
5θh, e5θH ) =
−2i√3(1 + 2 cosh(5θH))
sinh(5θh + 5θH) sinh(10θh + 10θH)
yi(2)yj(2) , (A.21)
which confirms equation (3.51) including also the precise factor of proportionality.
Sij (θ) from D
(3)
4
Instead of using the data from G
(1)
2 , we can also employ the properties of D
(3)
4 . As
indicated in the Dynkin diagram, we choose the values of the bi-colouration to be
c1 = −1 and c2 = c3 = c4 = 1. Our conventions for the incidence matrix I, the action
of τˆ on the simple roots and the action of the automorphism ω on the simple roots
are
I =

0 1 1 1
1 0 0 0
1 0 0 0
1 0 0 0
 , τˆ (~α) =

q2α1
q2α2
α3
α4
 , ω(~α) =

α1
α4
α2
α3
 . (A.22)
The lengths of the orbits are l1 = 1, l2 = l3 = l4 = 3 and the q-deformed twisted
Coxeter element reads therefore σˆq = ω
−1σˆq1τˆ σˆ
q
2. Successive actions of this element
on the representatives of Ωωi are reported in Table A.2.
σˆxq αˆ1 = −γˆω1 αˆ2 = γˆω2
1 ∗; ∗; 2; ∗ −2; ∗; 2; ∗
2 2; ∗; ∗; 2 −2; ∗; 4; 2
3 2; 2; 4; ∗ −2, 4; 2; 4; 4
4 ∗; ∗; ∗; 4 −4; 4; 6; 4
5 4; 4; ∗; ∗ −4; 4; ∗; 6
6 −6; ∗; ∗; ∗ −∗; 6; ∗; ∗
7 −∗; ∗; 8; ∗ 8; ∗; 8; ∗
8 −8; ∗; ∗; 8 8; ∗; 10; 8
9 −8; 8; 10; ∗ 8, 10; 8; 10; 10
10 −∗; ∗; ∗; 10 10; 10; 12; 10
11 −10; 10; ∗; ∗ 10; 10; ∗; 12
12 12; ∗; ∗; ∗ ∗; 12; ∗; ∗
Table A.2: The orbits Ωˆqi created by the action of σˆ
x
q on γi
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For the generating functions (3.69) we obtain∑
x
µ11 (x, 2y + 1) q
x = −q( λˆ1 · (σˆq)yγˆω1 )/2 (A.23)∑
x
µ12 (x, 2y) q
x = −( λˆ2 · (σˆq)yγˆω1 )/2 (A.24)∑
x
µ22 (x, 2y − 1) qx = −q−1( λˆ2 · (σˆq)yγˆω2 )/2 (A.25)
which yield the scattering matrices (A.1), (A.2) and (A.3) with the help of table 2.
The two non-equivalent solutions to (3.38) corresponding to (A.4), (A.5) and
(A.6) read
q2γˆω1 + σˆqγˆ
ω
1 = σˆqγˆ
ω
2 , σˆqγˆ
ω
1 + q
2γˆω1 = σˆqγˆ
ω
2 , (A.26)
qσˆ−1q γˆ
ω
1 + q
−3σˆ3q γˆ
ω
1 = q
−1σˆqγˆ
ω
1 , q
−3σˆ3q γˆ
ω
1 + qσˆ
−1
q γˆ
ω
1 = q
−1σˆqγˆ
ω
1 , (A.27)
q−2σˆ6qγˆ
ω
2 + q
2σˆ2q γˆ
ω
2 = σˆ
4
q γˆ
ω
2 , q
2σˆ2q γˆ
ω
2 + q
−2σˆ6qγˆ
ω
2 = σˆ
4
qγˆ
ω
2 , (A.28)
respectively. These relations may be obtained either from (A.4), (A.5) and (A.6)
together with the relation (3.48) which relates the fusing angles to the solution of
the fusing rules in terms of the q-deformed twisted Coxeter element or alternatively
they may be read off directly from Table A.2. Exploiting the relationship between
the different versions of the fusing rules (3.53), we may also obtain (A.26), (A.27)
and (A.28) from (A.13), (A.14) and (A.15).
A.0.2 (F
(1)
4 , E
(2)
6 )
❆
✁ ...........................................................................................................
......
.....
.....
....
....
....
....
....
...............................................
......
.....
....
..
α6α5αˆ3
αˆ4
αˆ2αˆ1α4α3α2α1
❣
❣ ❣ ✇✇❣ ❣✇ ✇ ✇
The S-matrices of the theory read [28]
S11(θ) = {1, 12; 5, 72; 7, 92; 11, 152}θ
S12(θ) = {2, 32; 4, 52; 6, 72; 6, 92; 8, 112; 10, 132}θ
S13(θ) = {3, 42; 5, 62; 7, 102; 9, 122}θ
S14(θ) = {4, 52; 8, 112}θ
S22(θ) = {1, 12; 3, 32; 3, 52; 5, 52; 5, 722; 7, 922; 7, 112; 9, 112; 9, 132; 11, 152}θ
S23(θ) = {2, 22; 4, 42; 4, 62; 6, 822; 8, 102; 8, 122; 10, 142}θ
S24(θ) = {3, 32; 5, 72; 7, 92; 9, 132}θ
S33(θ) = {1, 1; 3, 32; 5, 7; 5, 72; 7, 92; 7, 11; 9, 132; 11, 17}θ
S34(θ) = {2, 2; 4, 6; 6, 82; 8, 12; 10, 16}θ
S44(θ) = {1, 1; 5, 7; 7, 11; 11, 17}θ .
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We have h = 12 and H = 18 for the Coxeter numbers. We will not report here all
boostrap identities, but we state the combined bootstrap identities (3.71)
S1l(θ + θh + 2θH)S1l(θ − θh − 2θH) = Sl2(θ) (A.29)
S2l(θ + θh + 2θH)S2l(θ − θh − 2θH) = Sl1(θ)Sl3(θ − θH)Sl3(θ + θH) (A.30)
S3l(θ + θh + θH)S3l(θ − θh − θH) = Sl2(θ)Sl4(θ) (A.31)
S4l(θ + θh + θH)S4l(θ − θh − θH) = Sl3(θ) (A.32)
for l = 1, 2, 3, 4. Once again there occurs one equation which is more involved than
the usual bootstrap which we depict in Figure A.3.
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Figure A.3: (F
(1)
4 , E
(2)
6 )-combined bootstrap identities (A.30).
Reading off the fusing angles from the bootstrap equations we obtain the mass ratios
from (3.49)
m1
m2
=
sinh(θh + 2θH)
sinh(10θh + 14θH)
m1
m3
=
sinh(3θh + 5θH)
sinh(7θh + 10θH)
(A.33)
m1
m4
=
sinh(3θh + 5θH)
sinh(2θh + 3θH)
m2
m3
=
sinh(9θh + 15θH)
sinh(2θh + 2θH)
(A.34)
m2
m4
=
sinh(9θh + 15θH)
sinh(θh + θH)
m3
m4
=
sinh(2θh + 2θH)
sinh(θh + θH)
. (A.35)
As in the previous case these formulae can be re-constructed from the twisted as well
as the untwisted Lie algebra.
Sij (θ) from F
(1)
4
According to our conventions the q-deformed Coxeter element reads in terms of simple
Weyl reflections σq = σ
q
1σ
q
3τσ
q
2σ
q
4τ . The result of successive actions of this element
on the simple roots is reported in Table A.3.
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σxq α1 = −γ1 α3 = −γ3 α2 = γ2 α4 = γ4
1 ∗; 4; 3, 5; ∗ 3; 3; 2, 4; 2 −4; 4; 3, 5; ∗ ∗; ∗; 2; 2
2 6; 6; 5, 7; 5, 7 5; 5, 7; 62, 8; 6 −6; 6, 8; 5, 72, 9; 5, 7 5; 5; 6; ∗
3 8; 8, 10; 9, 11; ∗ 9; 92; 8, 102; 8, 10 −8, 10; 8, 102; 92, 112; 9, 11 ∗; 9; 8, 10; 8
4 ∗; 12; 11, 13; 11, 13 11; 11, 13; 12, 14; 12 −12; 122, 14; 11, 132, 15; 11, 13 11; 11; 12; 12
5 14; 14; ∗; ∗ ∗; 15; 16; 16 −14; 14, 16; 15, 17; 15, 17 ∗; 15; 16; ∗
6 −18; ∗; ∗; ∗ ∗; ∗; 18; ∗ −∗; 18; ∗; ∗ ∗; ∗; ∗; 18
7 −∗; 22; 21, 23; ∗ 21; 21; 20, 22; 20 22; 22; 21, 23; ∗ ∗; ∗; 20; 20
8 −24;24;23,25;23,25 23; 23, 25; 242, 26; 24 24; 24, 26; 23, 252, 27; 23, 25 23; 23; 24; ∗
9 −26; 26, 28; 27, 29; ∗ 27;272;26,282;26,28 26,28;26,282;272,292;27,29 ∗;27;26,28;26
10 −∗; 30; 29, 31; 29, 31 29; 29, 31; 30, 32; 30 30; 302, 32; 29, 312, 33; 29, 31 29; 29; 30; 30
11 −32; 32; ∗; ∗ ∗; 33; 34; 34 32; 32, 34; 33, 35; 33, 35 ∗; 33; 34; ∗
12 36; ∗; ∗; ∗ ∗; ∗; 36; ∗ ∗; 36; ∗; ∗ ∗; ∗; ∗; 36
Table A.3: The orbits Ωqi created by the action of σ
x
q on γi.
By using Table A.3 we may recover the (F (1)4 , E
(2)
6 )−S-matrices with the help of gen-
erating functions (3.68). The two non-equivalent solutions of the fusing rule in Ωq
are
γl + q
−12σ4qγl = q
−6σ2qγl, σ
−1
q γl + q
12σ−5q γl = q
6σ−3q γl, l = 1, 2, 3, 4
γ1 + q
−4σqγ1 = q
−4σqγ2, σ
−1
q γ1 + q
4σ−2q γ1 = σ
−1
q γ2,
γ2 + q
−14σ5qγ1 = γ1, q
−4γ2 + q
14σ−6q γ1 = σ
−1
q γ1,
γ4 + q
−2σqγ4 = γ3, q
−2γ4 + σ
−1
q γ4 = σ
−1
q γ3,
γ4 + q
−16σ5qγ3 = q
−16σ5qγ4, q
−2γ4 + q
16σ−6q γ3 = q
14σ−5q γ4,
γ1 + q
−15σ5qγ3 = q
−11σ4qγ4, σ
−1
q γ1 + q
15σ−6q γ3 = q
9σ−4q γ4,
γ1 + q
−9σ3qγ4 = q
−3σqγ3, σ
−1
q γ1 + q
7σ−3q γ4 = q
3σ−2q γ3,
γ3 + q
−14σ5qγ4 = q
−3σqγ1, σ
−1
q γ3 + q
12σ−5q γ4 = q
3σ−2q γ1,
γ2 + q
−15σ5qγ3 = q
−1σqγ4, q
−4γ2 + q
15σ−6q γ3 = q
−1σ−1q γ4,
γ2 + q
−15σ5qγ4 = qγ3, q
−4γ2 + q
13σ−5q γ4 = q
−1σ−1q γ3,
γ3 + q
−4σ2qγ4 = q
−3σqγ2, σ
−1
q γ3 + q
2σ−2q γ4 = q
−1σ−1q γ2,
γ4 + q
−8σ3qγ4 = q
−3σqγ1, q
−2γ4 + q
6σ−3q γ4 = q
3σ−2q γ1,
γ4 + q
−13σ4qγ1 = q
−10σ3qγ4, q
−2γ4 + q
13σ−5q γ1 = q
8σ−3q γ4.
Once again we can confirm from these solution the equivalence of the bootstrap
equations and the fusing rules by means of (3.47) and also verify the relation for the
mass ratios (3.49).
Sij (θ) from Eˆ
(2)
6
The q-deformed twisted Coxeter element in the conventions stated reads explicitly
σˆq = ω
−1σˆq1σˆ
q
3τˆ σˆ
q
2σˆ
q
4. The successive actions of this element on the representatives of
Ωωi are reported in Table A.4.
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σˆxq α6 = −γˆω1 αˆ3 = −γˆω3 αˆ2 = γˆω2 αˆ4 = γˆω4
1 0; ∗; ∗; ∗; ∗; ∗ ∗; ∗; 2; 2; 2; 2 −∗; ∗; 2; ∗; 2; 2 ∗; ∗; 2; 2; ∗; ∗
2 ∗; ∗; 2; ∗; 2; ∗ 2; 2; 2; ∗; 4; 4 −2; 2; 2, 4; 4; 4; 4 ∗; ∗; ∗; ∗; 4; 4
3 ∗; 2; 2, 4; 4; 4; 4 4; 4; 42; 4; 4; ∗ −4; 4; 42; 4; 4, 6; 6 4; 4; 4; ∗; ∗; ∗
4 4; 4; 4; 4; 6; 6 ∗; 4; 4, 6; 6; 62; 6 −6; 4, 6; 4, 62; 6; 62; 6 ∗; ∗; 6; 6; 6; ∗
5 6; 6; 6; ∗; 6; ∗ 6; 62; 62; 6; 8; 8 −6; 62; 62, 8; 6, 8; 82; 8 ∗; 6; 6; ∗; 8; 8
6 ∗; 6; 6, 8; 8; 8; ∗ 8; 8; 8; 8; 8; ∗ −8; 82; 82; 8; 8, 10; 10 8; 8; 8; 8; ∗; ∗
7 ∗; 8; 8; 8; 10; 10 ∗; 8; 8; ∗; 10; ∗ −10; 8, 10; 8, 10; 10; 10; ∗ ∗; ∗; ∗; ∗; 10; ∗
8 10; 10; ∗; ∗; ∗; ∗ ∗; 10; 10; 10; ∗; ∗ −∗; 10; 10; 10; 12; ∗ ∗; 10; 10; ∗; ∗; ∗
9 −∗; ∗; ∗; ∗; ∗; 12 ∗; ∗; 12; ∗; ∗; ∗ −∗; 12; ∗; ∗; ∗; ∗ ∗; ∗; ∗; 12; ∗; ∗
10 −12; ∗; ∗; ∗; ∗; ∗ ∗; ∗; 14; 14; 14; 14 ∗; ∗; 14; ∗; 14; 14 ∗; ∗; 14; 14∗; ∗
11 −∗; ∗; 14; ∗; 14; ∗ 14; 14; 14; ∗; 16; 16 14; 14; 14, 16; 16; 16; 16 ∗; ∗; ∗; ∗; 16; 16
12 −∗; 14;14,16;16;16;16 16; 16; 162; 16; 16; ∗ 16; 16; 162; 16; 16, 18; 18 16; 16; 16; ∗; ∗; ∗
13 −16; 16; 16; 16; 18; 18 ∗;16;16,18;18;182;18 18;16,18;16,182;18;182;18 ∗; ∗; 18; 18; 18; ∗
14 −18; 18; 18; ∗; 18; ∗ 18; 182; 182; 18; 20; 20 18;182;182,20;18,20;202;20 ∗; 18; 18; ∗; 20; 20
15 −∗; 18; 18, 20; 20; 20; ∗ 20; 20; 20; 20; 20; ∗ 20; 202; 202; 20; 20, 22; 22 20; 20; 20; 20; ∗; ∗
16 −∗; 20; 20; 20; 22; 22 ∗; 20; 20; ∗; 22; ∗ 22; 20, 22; 20, 22; 22; 22; ∗ ∗; ∗; ∗; ∗; 22; ∗
17 −22; 22; ∗; ∗; ∗; ∗ ∗; 22; 22; 22; ∗; ∗ ∗; 22; 22; 22; 24; ∗ ∗; 22; 22; ∗; ∗; ∗
18 ∗; ∗; ∗; ∗; ∗; 24 ∗; ∗; 24; ∗; ∗; ∗ ∗; 24; ∗; ∗; ∗; ∗ ∗; ∗; ∗; 24; ∗; ∗
Table A.4: The orbits Ωˆqi created by the action of σˆ
x
q on γi.
Using the orbits Ωˆqi listed in Table A.4 we recover with help of the generating functions
(3.69) the (F (1)4 , E
(2)
6 )-S-matrices. The two non-equivalent solutions to the fusing rule
in Ωˆq read
γˆωl + q
−8σˆ6q γˆ
ω
l = q
−4σˆ3q γˆ
ω
l , q
2σˆ2q γˆ
ω
l + q
10σˆ−4q γˆ
ω
l = q
6σˆ−1q γˆ
ω
l , l = 1, 2, 3, 4
γˆω1 + q
−2σˆ2q γˆ
ω
1 = q
−2σˆqγˆ
ω
2 , q
2σˆ2qγˆ
ω
1 + q
4γˆω1 = q
2σˆqγˆ
ω
2 ,
γˆω2 + q
−10σˆ8q γˆ
ω
1 = σˆqγˆ
ω
1 , σˆ
2
q γˆ
ω
2 + q
12σˆ−6q γˆ
ω
1 = q
2σˆqγˆ
ω
1 ,
γˆω4 + q
−2σˆqγˆ
ω
4 = γˆ
ω
3 , σˆ
2
q γˆ
ω
4 + q
2σˆqγˆ
ω
4 = q
2σˆqγˆ
ω
3 ,
γˆω4 + q
−10σˆ8q γˆ
ω
3 = q
−10σˆ8qγˆ
ω
4 , σˆ
2
q γˆ
ω
4 + q
12σˆ−7q γˆ
ω
3 = q
10σˆ−6q γˆ
ω
4 ,
γˆω1 + q
−10σˆ7q γˆ
ω
3 = q
−8σˆ5q γˆ
ω
4 , q
2σˆ2q γˆ
ω
1 + q
12σˆ−6q γˆ
ω
3 = q
8σˆ−3q γˆ
ω
4 ,
γˆω1 + q
−6σˆ4q γˆ
ω
4 = q
−2σˆqγˆ
ω
3 , q
2σˆ2qγˆ
ω
1 + q
6σˆ−2q γˆ
ω
4 = q
4γˆω3 ,
γˆω3 + q
−10σˆ7q γˆ
ω
4 = q
−2σˆ2q γˆ
ω
1 , q
2σˆqγˆ
ω
3 + q
10σˆ−5q γˆ
ω
4 = q
4γˆω1 ,
γˆω2 + q
−10σˆ8q γˆ
ω
3 = q
−2σˆqγˆ
ω
4 , σˆ
2
qγˆ
ω
2 + q
12σˆ−7q γˆ
ω
3 = q
2σˆqγˆ
ω
4 ,
γˆω2 + q
−10σˆ8q γˆ
ω
4 = γˆ
ω
3 , σˆ
2
q γˆ
ω
2 + q
10σˆ−6q γˆ
ω
4 = q
2σˆqγˆ
ω
3 ,
γˆω3 + q
−4σˆ2q γˆ
ω
4 = q
−2σˆqγˆ
ω
2 , q
2σˆqγˆ
ω
3 + q
4γˆω4 = q
2σˆqγˆ
ω
2 ,
γˆω4 + q
−6σˆ4q γˆ
ω
4 = q
−2σˆ2q γˆ
ω
1 , σˆ
2
qγˆ
ω
4 + q
6σˆ−2q γˆ
ω
4 = q
4γˆω1 ,
γˆω4 + q
−8σˆ7q γˆ
ω
1 = q
−6σˆ5q γˆ
ω
4 , σˆ
2
qγˆ
ω
4 + q
10σˆ−5q γˆ
ω
1 = q
6σˆ−3q γˆ
ω
4 .
Again we confirm from these solution the equivalence between the bootstrap
equations and the fusing rules by means of (3.48) and also verify the relation for the
mass ratios (3.49).
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A.0.3 (C
(1)
2 , D
(2)
3 )
............................................
c1 = −1 if N even
αN+1
αˆN
αˆN−1
αˆN−2αˆ2αˆ1αNαN−1αN−2α2α1
❅
❅
 
 
❆
✁
❣
❣
✇❣✇ ❣ ❣ ❣❣❣❣
The S-matrices are given as
S11(θ) = {1, 1; 3, 5}θ S12(θ) = {2, 22}θ S22(θ) = {1, 12; 3, 32}θ.
We have h = 4 and H = 6 for the Coxeter numbers. The combined bootstrap
equations (3.71) yield
S1l(θ + θh + θH)S1l(θ − θh − θH) = Sl2(θ) (A.36)
S2l(θ + θh + 2θH)S2l(θ − θh − 2θH) = Sl1(θ − θH)Sl1(θ + θH) (A.37)
for l = 1, 2.
1
1
1111
2222
l
l
✥✥✥
✥✥✥
✥
❆
❆
❆
✁
✁
✁
✁
✁
✁
❆
❆
❆
✥✥✥
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✥✥❆
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❆
✁
✁
✁
❆
❆
❆
✁
✁
✁
Figure A.4: (C
(1)
2 ,D
(2)
3 )-combined bootstrap identities (A.37).
The mass ratio according to (3.44) are
m1
m2
=
sinh(θh + θH)
sinh(2θh + 4θH)
. (A.38)
Sij(θ) from C
(1)
2 :
The result of successive actions of the q-deformed Coxeter element on the simple roots
is reported in Table A.5.
σxq α1 = −γ1 α2 = γ2
1 4; 3 −3, 5; 4
2 −6; ∗ −∗; 6
3 −10; 9 9, 11; 10
4 12; ∗ ∗; 12
Table A.5: The orbits Ωqi created by the action of σ
x
q on γi
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The two non-equivalent solutions to the fusing rule in Ωq read
γ1 + q
−2σqγ1 = q
−3σqγ2, σ
−1
q γ1 + q
2σ−2q γ1 = q
−1σ−1q γ2,
γ1 + q
−7σ2qγ2 = q
−4σqγ1, σ
−1
q γ1 + q
3σ−2q γ2 = q
4σ−2q γ1.
Sij(θ) from Dˆ
(2)
3 :
The result of successive actions of the q-deformed twisted Coxeter element on the
simple roots is reported in Table A.6.
σˆxq αˆ1 = −γˆω1 αˆ2 = γˆω2
1 ∗; ∗; 2 −2; ∗; 2
2 2; 2; ∗ −2; 2; 4
3 −4; ∗; ∗ −∗; 4; ∗
4 −∗; ∗; 6 6; ∗; 6
5 −6; 6; ∗ 6; 6; 8
6 8; ∗; ∗ ∗; 8; ∗
Table A.6: The orbits Ωˆqi created by the action of σˆ
x
q on γˆ
ω
i
The two non-equivalent solutions to the fusing rule in Ωˆq read
γˆω1 + q
−2σˆqγˆ
ω
1 = q
−2σˆqγˆ
ω
2 , q
2σˆqγˆ
ω
1 + q
4γˆω1 = q
2σˆqγˆ
ω
2 ,
γˆω1 + q
−4σˆ3q γˆ
ω
2 = q
−2σˆ2q γˆ
ω
1 , q
2σˆqγˆ
ω
1 + q
4σˆ−1q γˆ
ω
2 = q
4σˆ−1q γˆ
ω
1 .
A.0.4 (C
(1)
3 , D
(2)
4 )
The S-matrices are
S11(θ) = {1, 1; 5, 7}θ S12(θ) = {2, 2; 4, 6}θ S33(θ) = {1, 12; 3, 32; 5, 52}θ
S22(θ) = {1, 1; 3, 32; 5, 7}θ S23(θ) = {2, 22; 4, 42}θ S13(θ) = {3, 32}θ.
We have h = 6 and H = 8 for the Coxeter numbers. The combined bootstrap
identities read
S1l(θ + θh + θH)S1l(θ − θh − θH) = Sl2(θ) (A.39)
S2l(θ + θh + θH)S2l(θ − θh − θH) = Sl1(θ)Sl3(θ) (A.40)
S3l(θ + θh + 2θH)S3l(θ − θh − 2θH) = Sl2(θ − θH)Sl2(θ + θH). (A.41)
The mass ratios turn out to be
m1
m2
=
sinh(θh + θH)
sinh(4θh + 6θH)
m1
m3
=
sinh(θh + θH)
sinh(3θh + 5θH)
m2
m3
=
sinh(2θh + 2θH)
sinh(3θh + 5θH)
. (A.42)
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Sij(θ) from C
(1)
3
The result of successive actions of the q-deformed Coxeter element on the simple
roots is reported in Table A.7.
σxq α1 = γ1 α3 = γ3 α2 = −γ2
1 −2; 2; ∗ ∗; 3, 5; 4 2; 2, 4; 3
2 −∗; 6; 5 5, 7; 5, 7; 6 6; 6; 5
3 −8; ∗; ∗ ∗; ∗; 8 −∗; 8; ∗
4 10; 10; ∗ ∗; 11, 13; 12 −10; 10, 12; 11
5 ∗; 14; 13 13, 15; 13, 15; 14 −14; 14; 13
6 16; ∗; ∗ ∗; ∗; 16 ∗; 16; ∗
Table A.7 : The orbits Ωqi created by the action of σ
x
q on γi
The solutions of the fusing rule in Ωq are
γ1 + q
−2σqγ1 = γ2, q
−2γ1 + σ
−1
q γ1 = σ
−1
q γ2,
γ1 + q
−6σ2qγ2 = q
−6σ2qγ1, q
−2γ1 + q
6σ−3q γ2 = q
4σ−2q γ1,
γ1 + q
−2σqγ2 = q
−3σqγ3, q
−2γ1 + q
2σ−2q γ2 = q
−1σ−1q γ3,
γ1 + q
−7σ2qγ3 = q
−4σqγ2, q
−2γ1 + q
3σ−2q γ3 = q
4σ−2q γ2,
γ2 + q
−9σ3qγ3 = q
−6σ2qγ1, σ
−1
q γ2 + q
5σ−3q γ3 = q
4σ−2q γ1.
Sij(θ) from Dˆ
(2)
4
The result of successive actions of the q-deformed twisted Coxeter element on the
simple roots is reported in Table A.8.
σˆxq αˆ1 = γˆ
ω
1 αˆ3 = γˆ
ω
3 αˆ2 = −γˆω2
1 −2; 2; ∗; ∗ ∗; 2; ∗; 2 2; 2; ∗; 2
2 −∗; ∗; ∗; 4 4; 2, 4; 2; 4 ∗; 2; 2; 4
3 −∗; 4; 4; ∗ 4; 4; 4; 6 4; 4; 4; ∗
4 −6; ∗; ∗; ∗ ∗; ∗; 6; ∗ −∗; 6; ∗; ∗
5 8; 8; ∗; ∗ ∗; 8; ∗; 8 −8; 8; ∗; 8
6 ∗; ∗; ∗; 10 10; 8, 10; 8; 10 −∗; 8; 8; 10
7 ∗; 10; 10; ∗ 10; 10; 10; 12 −10; 10; 10; ∗
8 12; ∗; ∗; ∗ ∗; ∗; 12; ∗ ∗; 12; ∗; ∗
Table A.8 : The orbits Ωˆqi created by the action of σˆ
x
q on γˆ
ω
i
The solutions of the fusing rule in Ωˆq are
γˆω1 + q
−2σˆqγˆ
ω
1 = γˆ
ω
2 , σˆ
2
q γˆ
ω
1 + q
2σˆqγˆ
ω
1 = q
2σˆqγˆ
ω
2 ,
γˆω1 + q
−4σˆ3q γˆ
ω
2 = q
−4σˆ3q γˆ
ω
1 , σˆ
2
qγˆ
ω
1 + q
6σˆ−2q γˆ
ω
2 = q
4σˆ−1q γˆ
ω
1 ,
γˆω1 + q
−2σˆqγˆ
ω
2 = q
−2σˆqγˆ
ω
3 , σˆ
2
qγˆ
ω
1 + q
4γˆω2 = q
2σˆqγˆ
ω
3 ,
γˆω1 + q
−4σˆ3q γˆ
ω
3 = q
−2σˆ2q γˆ
ω
2 , σˆ
2
qγˆ
ω
1 + q
4σˆ−1q γˆ
ω
3 = q
4σˆ−1q γˆ
ω
2 ,
γˆω2 + q
−6σˆ4q γˆ
ω
3 = q
−4σˆ3q γˆ
ω
1 , q
2σˆqγˆ
ω
2 + q
6σˆ−2q γˆ
ω
3 = q
4σˆ−1q γˆ
ω
1 .
The affine Toda S-matrix case-by-case 193
A.0.5 (B
(1)
2 , A
(2)
3 )
...........................................................................
..........
.......
.......
.............................................................................................................
..........
.........
.......
......
.....
......
....
.....
.....
..
α2N−1α2N−2αˆNαˆ2αˆ1αNαN−1αN−2α2α1
c1 = −1 if N odd
c1 = −1 if N odd
✁
❆ ❣❣✇❣❣✇❣✇❣❣
The S-matrices read
S11(θ) = {1, 12; 3, 32}θ S12(θ) = {2, 22}θ S22(θ) = {1, 1; 3, 5}θ.
We have h = 4 and H = 6 for the Coxeter numbers. The combined bootstrap
identities are
S1l(θ + θh + 2θH)S1l(θ − θh − 2θH) = Sl2(θ − θH)Sl2(θ + θH) (A.43)
S2l(θ + θh + θH)S2l(θ − θh − θH) = Sl1(θ). (A.44)
The mass ratio is
m1
m2
=
sinh(2θh + 4θH)
sinh(θh + θH)
. (A.45)
Sij(θ) from B
(1)
2
The result of successive actions of the q-deformed Coxeter element on the simple roots
is reported in Table A.9.
σxq α1 = γ1 α2 = −γ2
1 −4; 3, 5 3; 4
2 −6; ∗ −∗; 6
3 10; 9, 11 −9; 10
4 12; ∗ ∗; 12
Table A.9: The orbits Ωqi created by the action of σ
x
q on γi
Solutions of the fusing rule in Ωq
γ1 + q
−3σqγ2 = qγ2, q
−4γ1 + q
3σ−2q γ2 = q
−1σ−1q γ2,
γ2 + q
−2σqγ2 = q
−3σqγ1, σ
−1
q γ2 + q
2σ−2q γ2 = q
−1σ−1q γ1.
Sij(θ) from Aˆ
(2)
3
The result of successive actions of the q-deformed twisted Coxeter element on the
simple roots is reported in Table A.10.
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σˆxq αˆ1 = γˆ
ω
1 αˆ2 = −γˆω2
1 −∗; 2; 2 ∗; ∗; 2
2 −2; 2; 4 2; 2; ∗
3 −4; ∗; ∗ −∗; 4; ∗
4 ∗; 6; 6 −∗; ∗; 6
5 6; 6; 8 −6; 6; ∗
6 8; ∗; ∗ ∗; 8; ∗
Table A.10 : The orbits Ωˆqi created by the action of σˆ
x
q on γˆ
ω
i
The solutions to the fusing rule in Ωˆq
γˆω1 + q
−2σˆ2qγˆ
ω
2 = γˆ
ω
2 , σˆ
2
qγˆ
ω
1 + q
4σˆ−1q γˆ
ω
2 = q
2σˆqγˆ
ω
2 ,
γˆω2 + q
−2σˆqγˆ
ω
2 = q
−2σˆqγˆ
ω
1 , q
2σˆqγˆ
ω
2 + q
4γˆω2 = q
2σˆqγˆ
ω
1 .
A.0.6 (B
(1)
3 , A
(2)
5 )
The S-matrices read
S11(θ) = {1, 12; 5, 72}θ S12(θ) = {2, 32; 4, 52}θ S33(θ) = {1, 1; 3, 5; 5, 9}θ
S22(θ) = {1, 12; 3, 32; 3, 52; 5, 72}θ S23(θ) = {2, 22; 4, 62}θ S13(θ) = {3, 42}θ.
We have h = 6 and H = 10 for the Coxeter numbers. The combined bootstrap
identities read
S1l(θ + θh + 2θH)S1l(θ − θh − 2θH) = Sl2(θ) (A.46)
S2l(θ + θh + 2θH)S2l(θ − θh − 2θH) = Sl1(θ)Sl3(θ − θH)Sl3(θ + θH) (A.47)
S3l(θ + θh + θH)S3l(θ − θh − θH) = Sl2(θ). (A.48)
The mass ratios are
m1
m2
=
sinh(θh + 2θH)
sinh(4θh + 6θH)
m1
m3
=
sinh(2θh + 4θH)
sinh(2θh + 3θH)
m2
m3
=
sinh(4θh + 8θH)
sinh(θh + θH)
. (A.49)
Sij(θ) from B
(1)
3
The result of successive actions of the q-deformed Coxeter element on the simple
roots is reported in Table A.11.
σxq α1 = −γ1 α3 = −γ3 α2 = γ2
1 ∗; 4; 3, 5 3; 3; 4 −4; 4; 3, 5
2 6; 6; ∗ ∗; 7; 8 −6; 6, 8; 7, 9
3 −10; ∗; ∗ ∗; ∗; 10 −∗; 10; ∗
4 −∗; 14; 13, 15 13; 13; 14 14; 14; 13, 15
5 −16; 16; ∗ ∗; 17; 18 16; 16, 18; 17, 19
6 20; ∗; ∗ ∗; ∗; 20 ∗; 20; ∗
Table A.11: The orbits Ωqi created by the action of σ
x
q on γi
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The solutions of the fusing rule in Ωq are
γ1 + q
−4σqγ1 = q
−4σqγ2, σ
−1
q γ1 + q
4σ−2q γ1 = σ
−1
q γ2,
γ1 + q
−10σ3qγ2 = q
−6σ2qγ1, σ
−1
q γ1 + q
6σ−3q γ2 = q
6σ−3q γ1,
γ1 + q
−7σ2qγ3 = q
−3σqγ3, σ
−1
q γ1 + q
7σ−3q γ3 = q
3σ−2q γ3,
γ2 + q
−7σ2qγ3 = qγ3, q
−4γ2 + q
7σ−3q γ3 = q
−1σ−1q γ3,
γ3 + q
−6σ2qγ3 = q
−3σqγ1, σ
−1
q γ3 + q
6σ−3q γ3 = q
3σ−2q γ1,
γ3 + q
−2σqγ3 = q
−3σqγ2, σ
−1
q γ3 + q
2σ−2q γ3 = q
−1σ−1q γ2.
Sij(θ) from Aˆ
(2)
5 :
The result of successive actions of the q-deformed twisted Coxeter element on the
simple roots is reported in Table A.12.
σˆxq α5 = −γˆω1 αˆ3 = −γˆω3 αˆ2 = γˆω2
1 0; ∗; ∗; ∗; ∗ ∗; ∗; ∗; 2; 2 −∗; ∗; 2; 2; 2
2 ∗; ∗; 2; 2; ∗ 2; 2; 2; ∗; ∗ −2; 2; 2; 4; 4
3 ∗; 2; 2; 4; 4 ∗; ∗; ∗; 4; ∗ −4; 4; 4; 4; ∗
4 4; 4; ∗; ∗; ∗ ∗; 4; 4; ∗; ∗ −∗; 4; 4; 6; ∗
5 −∗; ∗; ∗; ∗; 6 ∗; ∗; 6; ∗; ∗ −∗; 6; ∗; ∗; ∗
6 −6; ∗; ∗; ∗; ∗ ∗; ∗; ∗; 8; 8 ∗; ∗; 8; 8; 8
7 −∗; ∗; 8; 8; ∗ 8; 8; 8; ∗; ∗ 8; 8; 8; 10; 10
8 −∗; 8; 8; 10; 10 ∗; ∗; ∗; 10; ∗ 10; 10; 10; 10; ∗
9 −10; 10; ∗; ∗; ∗ ∗; 10; 10; ∗; ∗ ∗; 10; 10; 12; ∗
10 ∗; ∗; ∗; ∗; 12 ∗; ∗; 12; ∗; ∗ ∗; 12; ∗; ∗, ∗
Table A.12 : The orbits Ωˆqi created by the action of σˆ
x
q on γˆ
ω
i
The solutions of the fusing rule in Ωˆq
γˆω1 + q
−2σˆ2q γˆ
ω
1 = q
−2σˆqγˆ
ω
2 , q
2σˆ2qγˆ
ω
1 + q
4γˆω1 = q
2σˆqγˆ
ω
2 ,
γˆω1 + q
−6σˆ4q γˆ
ω
2 = q
−4σˆ3q γˆ
ω
1 , q
2σˆ2q γˆ
ω
1 + q
6σˆ−2q γˆ
ω
2 = q
6σˆ−1q γˆ
ω
1 ,
γˆω1 + q
−4σˆ3q γˆ
ω
3 = q
−2σˆqγˆ
ω
3 , q
2σˆ2qγˆ
ω
1 + q
6σˆ−2q γˆ
ω
3 = q
4γˆω3 ,
γˆω2 + q
−4σˆ4q γˆ
ω
3 = γˆ
ω
3 , σˆ
2
q γˆ
ω
2 + q
6σˆ−3q γˆ
ω
3 = q
2σˆqγˆ
ω
3 ,
γˆω3 + q
−4σˆ3q γˆ
ω
3 = q
−2σˆ2q γˆ
ω
1 , q
2σˆqγˆ
ω
3 + q
6σˆ−2q γˆ
ω
3 = q
4γˆω1 ,
γˆω3 + q
−2σˆqγˆ
ω
3 = q
−2σˆqγˆ
ω
2 , q
2σˆqγˆ
ω
3 + q
4γˆω3 = q
2σˆqγˆ
ω
2 .
