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Kurzfassung 
Der Physik-Nobelpreisträger Robert Laughlin fühlt sich nach eigenen Worten „jener Weltanschau-
ung verpflichtet, nach der Mathematik aus experimenteller Beobachtung hervor geht und nicht um-
gekehrt.” Dürfen wir als Physikdidaktikerinnen und Physikdidaktiker somit Mathematik gestalten 
und mathematikdidaktisch wirken? Sollten wir dies vielleicht sogar öfters tun, weil es aufgrund 
der sachstrukturell engen Beziehung zwischen physikalischer und mathematischer Weltbeschrei-
bung für beide Sichtweisen nützlich und hilfreich sein könnte? 
Die physikalisch von Hermann Graßmann motivierte und physikdidaktisch von David Hestenes 
weiterentwickelte Geometrische Algebra kann nicht nur zur Beschreibung der Physik des dreidi-
mensionalen Raumes bzw. der vierdimensionalen Raumzeit genutzt werden, sondern gestattet eine 
einfache Erweiterung auf höherdimensionale Räume. 
In diesem Beitrag wird gezeigt, wie die Basisvektoren dieser höherdimensionalen Räume unter 
Nutzung des direkten Produkts von Pauli-Matrizen konstruiert werden können. Damit erhalten die-
ses auf Zehfuss und Kronecker zurückgehende Produkt und die daraus konstruierten höherdimen-
sionalen Matrizen eine geometrische Bedeutung – und zwar eine aus physikalischen Gründen ver-
mittelte geometrische Bedeutung. 
 
1. Eine Welt in höheren Dimensionen 
In populärwissenschaftlichen Büchern äußern sich 
renommierte Autoren oft sehr euphorisch über die 
Möglichkeiten, die eine Weltbeschreibung durch 
höherdimensionale Räume bietet. „There was an 
intense, exhilarating feeling that we were on the 
verge of something important,” beschreibt Michio 
Kaku [20. S. 147] die Stimmung auf einer Konfe-
renz zur Supersymmetrie, auf der „Einstein’s re-
venge“ [20, S. 136 ff] gefeiert wurde. Und unter der 
programmatischen Kapitelüberschrift „Beyond the 
Fourth Dimension“ [21, S. 127 ff] schreibt Kaku 
zusammen mit Jennifer Thompson: „We now be-
lieve that the original expansion of the universe had 
its origin in a much greater, much more explosive 
process: the break-down of the ten-dimensional fab-
ric of space-time“ [21, S. 142]. 
Auch Hawking diskutiert in seiner typisch bildhaften 
Weise populärwissenschaftlich anschaulich höherdi-
mensionale Welten [10]. 
Diese Darstellungen spiegeln das große Interesse, 
das theoretische Physiker Welten mit mehr als vier 
Dimensionen entgegenbringen, wider. Es stellt sich 
mithin die Frage, wie dieses Potential, das in solchen 
Ansätzen liegt, physikdidaktisch erschlossen werden 
kann. Und damit stellt sich gleichzeitig die Frage, 
wie mit den für die Darstellung höherdimensionaler 
Räume notwendigen mathematischen Konzepten im 
didaktischen Kontext umzugehen ist. 
2. Die Sprachlosigkeit zwischen Mathematik und 
Physik 
In einer Zwischenbemerkung zu den mathemati-
schen Kompetenzen aus der Perspektive der Physik 
stellt C. v. Aufschnaiter zurecht fest, dass derzeit 
„deutlich widersprüchliche Aussagen z.B. zu Pro-
blemlöseschritten oder zu Prozessen des Argumen-
tierens“ durch die Akteure in der Physik- und Ma-
thematikdidaktik gemacht werden [30, S. 46].  
Aufschnaiter formuliert ihre Aussage zurückhaltend 
in Frageform, doch die Intention ist klar: die aus 
Sicht der Physik notwendigen mathematischen 
Kompetenzen werden durch die Mathematik nur ein-
geschränkt vermittelt. Bis diese Sprachlosigkeit zwi-
schen Physik und Mathematik überwunden ist, müs-
sen wir als physikdidaktisch motivierte Akteure die 
für das Verständnis physikalischer Ansätze notwen-
digen mathematischen Akzente eigenständig setzen. 
Wenn es also unser Ziel ist, moderne physikalische 
Ansätze physikdidaktisch aufzuarbeiten, um diese 
vermitteln oder auch nur etwas besser vermitteln zu 
können, dann kommen wir nicht umhin, mit dieser 
physikalischen Vermittlung die Aufarbeitung und 
Vermittlung der entsprechenden mathematischen 
Grundlagen mit in Angriff zu nehmen. 
Indirekt wird dies auch in den anfangs erwähnten 
populärwissenschaftlichen Darstellungen sichtbar. 
Sie enthalten bis auf wenige Ausnahmen keine ma-
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thematischen Gleichungen. Es ist jedoch beein-
druckend, dass die erwähnten Autoren in einem Be-
reich von dieser Gleichungsabstinenz absehen. So-
wohl Hawking [10, S. 57] wie auch Kaku [20, S. 
145] & [21, S. 120/121] beschreiben ausführlich und 
unter zu Hilfenahme der grundlegenden Gleichung 
a x b = – b x a {1} 
die Mathematik der Super-Zahlen bzw. Graßmann-
Zahlen. Dies zeigt zweierlei: 
- Die Mathematik nichtkommutativer Zusammen-
hänge ist diesen Physikern zu wichtig, um sie zu 
übergehen oder aber nur rein verbal zu erläutern. 
- Die der nichtkommutativen Algebra zugrunde 
liegende mathematische Basisgleichung wird als 
so einfach angesehen, dass sie in populärwissen-
schaftlichen Darstellungen mathematischen und 
physikalischen Laien zugemutet werden kann. 
Gerade der zweite Punkt deutet auf ein erhebliches 
didaktisches Potential dieser mathematischen Zu-
gänge hin. Durch ihre Darstellungen unterstützen 
Hawking und Kaku implizit Parra Serra, der in ei-
nem Beitrag schreibt: „Basic Clifford algebra (...) 
can be explained to the first person you meet in the 
street“ [25, S. 820]. 
3. Von drei- zu fünfdimensionalen Räumen 
Kernpunkt dieser auf Graßmann [7] und Clifford [3] 
zurückgehende nichtkommutative Fassung geometri-
scher Strukturen stellt die von Cartan [2] formulierte 
und von Hestenes [12], [13] didaktisch fundierte 
Identifizierung und Nutzung der Pauli-Matrizen als 
Basisvektoren des dreidimensionalen euklidischen 
Raums dar: 
a) Basisvektor in x-Richtung: 
x
0 1
1 0
 
σ =  
 
 {2} 
b) Basisvektor in y-Richtung: 
y
0 i
i 0
− 
σ =  
 
 {3} 
c) Basisvektor in z-Richtung: 
z
1 0
0 1
 
σ =  
− 
 {4} 
Es gelten die üblichen Normierungs- und Orthogo-
nalitätsbedingungen: 
σx
2
 = σy
2
 = σz
2
 = 1 = 1 0
0 1
 
 
 
 {5} 
σx σy = – σy σx 
σy σz = – σz σy {6} 
σz σx = – σx σz 
Die 23 = 8 Basiselemente dreidimensionaler Räume 
(ein Skalar, drei Basisvektoren, drei Basis-Bivekto-
ren und ein Basis-Trivektor) werden somit als kom-
plexe (2x2)-Matrizen dargestellt. 
Bei der schulischen Einführung der Geometrischen 
Algebra werden nur die algebraischen Beziehungen 
zwischen den Basiselementen betont und problema-
tisiert [17]. Es ist nicht notwendig und aufgrund 
meist fehlender mathematischer Kenntnisse zur Ma-
trizenrechnung auch kaum in überschaubarer Zeit 
leistbar, im Physikunterricht der Oberstufe eine  
Darstellung durch (2x2)-Matrizen lerngruppenorien-
tiert vorzunehmen. 
Jedoch bietet diese Darstellungsform einen sehr gu-
ten Anknüpfungspunkt für ein hochschulisches Auf-
greifen der Geometrischen Algebra, indem Dimensi-
onsbetrachtungen zum Anlass genommen werden, 
Repräsentationen geometrischer Objekte in Räumen 
unterschiedlicher Dimension zu diskutieren und so-
dann mit entsprechenden Matrizen zu verknüpfen. 
Ein entsprechender kurzer Abriss wird in [19] gege-
ben, wenn gefragt wird, wie viele unterschiedliche 
geometrische Elemente in drei- oder höherdimensio-
nalen Räumen notwendigerweise existieren. 
Es zeigt sich dabei, dass vierdimensionale Räume 
wie beispielsweise die Raumzeit durch 24 = 16 un-
terschiedliche Basiselemente (ein Skalar, vier Ba-
sisvektoren, sechs Basis-Bivektoren, vier Basis-Tri-
vektoren und ein Basis-Quadrovektor∗) modelliert 
werden können, siehe z. B. [4], [9], [12], [14], [16]. 
Die vier Basisvektoren können dann mit vier kom-
plexen (4x4)-Matrizen identifiziert werden. Diese 
Matrizen werden üblicherweise als Dirac-Matrizen 
bezeichnet. 
Allerdings existieren insgesamt 32 linear unabhängi-
ge komplexe (4x4)-Matrizen. Die Frage, wie ein 
fünfdimensionaler Raum durch entsprechende Basis-
matrizen modelliert werden könnte, führt zu der 
Schlussfolgerung, dass auch fünfdimensionale Räu-
me mit 25 = 32 unterschiedlichen Basiselementen 
durch komplexe (4x4)-Matrizen darstellbar sind. 
Ein Beispiel für einen solchen fünfdimensionalen 
Raum kann im Kontext der Kosmologischen Relati-
vität diskutiert werden und führt zu folgender Identi-
fizierung der Dirac-Matrizen mit den Basisvektoren 
dieses pseudoeuklidischen Raums [18]: 
a) Zeitartiger Basisvektor in Zeitrichtung: 
t
1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1
 
 
   γ = =   
− − 
  
− 
1
1
 {7} 
                                                          
∗
 In intuitiver Kurzbezeichnung werden diese Basisele-
mente nach Snygg [27, S. 5] auch als 0-Vektor, 1-Vek-
toren, 2-Vektoren, 3-Vektoren, 4-Vektoren und 5-Vek-
tor bezeichnet. 
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b) Räumlicher Basisvektor in x-Richtung: 
x
x
x
0 0 0 1
0 0 0 1 0
0 0 1 0 0
1 0 0 0
 
 σ   γ = =   σ − 
  
− 
−
 {8} 
c) Räumlicher Basisvektor in y-Richtung: 
y
y
y
0 0 0 i
0 0 0 i 0
0 0 i 0 0
i 0 0 0
− 
 σ   γ = =   σ 
  
− 
−
 {9} 
d) Räumlicher Basisvektor in z-Richtung: 
z
z
z
0 0 1 0
0 0 0 0 1
0 1 0 0 0
0 1 0 0
 
 σ −   γ = =   σ − 
  
 
−
 {10} 
e) Zeitartiger Basisvektor in eine fünfte Richtung: 
v
0 0 1 0
0 0 0 0 1
0 1 0 0 0
0 1 0 0
 
 
   γ = =    
  
 
1
1
 {11} 
Zeit- und raumartige Basisvektoren unterscheiden 
sich durch die Normierungseigenschaften: 
γt2 = – γx2 = – γy2 = – γz2 = γv2 
     = 1 = 0
0
 
 
 
1
1
 = 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 
 
 
 
  
 
 {12} 
Alle Basisvektoren stehen orthogonal zueinander: 
γt γx = – γx γt γt γy = – γy γt 
γt γz = – γz γt γt γv = – γv γt {13} 
γx γy = – γy γx γx γz = – γz γx 
γx γv = – γv γx γy γz = – γz γy 
γy γv = – γv γy γz γv = – γv γz 
Wie kann nun die Mathematik dreidimensionaler 
Räume, die auf komplexen (2x2)-Matrizen beruht, 
mit der Mathematik vier- und fünfdimensionaler 
Räume, die auf komplexen (4x4) Matrizen beruht, 
verknüpft werden? Eine naive Gleichsetzung von 
Basisvektoren scheidet aus: Eine (2x2)-Matrix kann 
per Definition nie gleich einer (4x4)-Matrix sein, da 
nur Matrizen gleicher Spalten- und Zeilenanzahl als 
identisch angesehen werden können, wenn alle Ma-
trizenelemente übereinstimmen. 
Eine einfache, aber nicht unbedingt in jeder Hinsicht 
überzeugende Lösung bieten Ansätze wie Formel 
(5.3) aus [9, S. 1193] mit 
i ≡ γt γx γy γz = σx σy σz {14} 
oder Formel (5.37) aus [4, S. 135] mit 
σi = γi γt     mit i ∈ {x, y, z} {15} 
Verknüpfungen dieser Art zwischen Pauli-Matrizen 
und Dirac-Matrizen machen nur dann Sinn, wenn 
Pauli-Matrizen explizit als komplexe (4x4)-Matrizen 
formuliert werden. Dann ergeben sich jedoch bei 
Analyse des Operatorencharakters dieser Matrizen 
Inkonsistenzen [19, Abschnitt 6], wenn die Reflexi-
onssymmetrie beim Übergang von drei- zu vierdi-
mensionalen Räumen eine andere Manifestation er-
fährt als beim Übergang von drei- zu fünfdimensio-
nalen Räumen. 
Darüber hinaus wird das Ziel dieses Beitrags, höher-
dimensionale Räume zu beschreiben, unerreichbar, 
da (4x4)-Matrizen eben nur Raum für die Beschrei-
bung von maximal fünf Dimensionen bieten. Des-
halb bietet sich zur Verknüpfung von Pauli- und 
Dirac-Matrizen ein gänzlich anderes Rezept: Kapern 
wir die Mathematik des Quanten-Computings! 
4. Quantenalgebra im Kontext klassischer Phy-
sik: Das Zehfuss-Kronecker-Produkt 
Nach [19] ist es aufgrund der Operatoreneigenschaft 
von Dirac- und Pauli-Matrizen als Generatoren von 
Reflexionen  sinnvoll,  die  Pauli-Matrizen  als  Basis- 
vektoren dreidimensionaler Räume mit den Dirac-
Matrizen fünfdimensionaler Räume entsprechend 
Gleichungen [19, Gl. {24} – {26}] zu verknüpfen: 
σx  ↔  γx γv γt = 





σ
σ
x
x
0
0
 {16} 
σy  ↔  γy γv γt = y
y
0
0
σ 
 σ 
 {17} 
σz  ↔  γz γv γt = z
z
0
0
σ 
 σ 
 {18} 
Es wird somit ein Übergang von (2x2)-Matrizen zu 
(4x4)-Matrizen  gesucht,  der  beispielsweise  im  Fall 
der Gleichung {16} lautet: 
0 1
1 0
 
 
 
  ↔  












0100
1000
0001
0010
 {19} 
Gesucht ist damit eine Art skalarer Multiplikation 
von Matrizen. Bei der skalaren Multiplikation einer 
Matrix A mit einem Skalar s wird jedes Matrizenele-
ment aij mit s multipliziert: lautet: 
Horn 
4 
A ⊗ s = 11 12
21 22
a a
a a
 
 
 
 ⊗ (s) 
           =
11 12
21 22
a s a s
a s a s
 
 
 
    
Ersetzt man das Skalar s durch eine zweite Matrix B, 
ergibt sich die im Kontext des Quanten-Computings 
üblicherweise als Tensorprodukt bezeichnete Multi-
plikation, die die beiden (2x2)-Matrizen A und B so 
verknüpft, dass eine (4x4)-Matrix entsteht: 
A ⊗ B = 11 12
21 22
a a
a a
 
 
 
 ⊗ 11 12
21 22
b b
b b
 
 
 
 
          =
11 12
21 22
a a
a a
 
 
 
B B
B B
   {21} 
          = 
11 11 11 12 12 11 12 12
11 21 11 22 12 21 12 22
21 11 21 12 22 11 22 12
21 21 21 22 22 21 22 22
a b a b a b a b
a b a b a b a b
a b a b a b a b
a b a b a b a b
 
 
 
 
  
 
 
(siehe beispielsweise [24, S.83] ) 
„Für unsere Zwecke ist das Tensorprodukt einfach 
und anschaulich zu handhaben. Aus den Räumen für 
zwei Quantenbits |x>  und |y> mit Basen {|0>, |1>} 
erhalten wir durch das Tensorprodukt einen Raum 
für das Register aus diesen beiden Bits,“ lautet die 
Erläuterung Homeisters [15, S. 39] für das Vorgehen 
im Bereich des Quanten-Computings. 
Kernpunkt dieser Beschreibung Homeisters ist die 
Verknüpfung unterschiedlich-dimensionaler Quan-
tenregister mit Hilfe des Tensorprodukts. Dieses 
Produkt kann jedoch gänzlich aus dem Kontext des 
Quanten-Computings gelöst und als reines mathema-
tisches Werkzeug zur Generierung höherdimensio-
naler Räume genutzt werden. 
Die Formelbeziehungen {16} bis {18} lassen sich 
mit Hilfe dieses Verfahrens als Tensorprodukte der 
(2x2)-Einheitsmatrix 
1 = E(3-dim) = 
1 0
0 1
 
 
 
 {22} 
(siehe Formel {5}) und der Basisvektoren des drei-
dimensionalen Raums ausdrücken: 
γx γv γt = 1 0
0 1
 
 
 
 ⊗ σx = 1 ⊗ σx {23} 
γy γv γt = 1 0
0 1
 
 
 
 ⊗ σy = 1 ⊗ σy {24} 
γz γv γt = 1 0
0 1
 
 
 
 ⊗ σz = 1 ⊗ σz {25} 
Ebenso wird das Skalar und das Pseudoskalar (5-
Vektor) des fünfdimensionalen Raums konstruiert: 
E(5-dim) = 
1 0
0 1
 
 
 
 ⊗ 1 0
0 1
 
 
 
 = 1 ⊗ 1 {26} 
I(5-dim) = 
1 0
0 1
 
 
 
 ⊗ i 0
0 i
 
 
 
 = 1 ⊗ I(3-dim){27} 
Mit Hilfe des Basis-Bivektors 
σz σx = 
1 0
0 1
 
 
− 
0 1
1 0
 
 
 
 = 
0 1
1 0
 
 
− 
 {28} 
können nun auch die fünf Basisvektoren {7} bis 
{11} der Kosmologischen Relativität [19] aus den 
Basisvektoren des dreidimensionalen euklidischen 
Raums {2} bis {4} konstruiert werden: 
γx = x
x
0
0
σ 
 σ −
 = (σz σx) ⊗ σx {29} 
γy = y
y
0
0
σ 
 σ −
 = (σz σx) ⊗ σy {30} 
γz = z
z
0
0
σ 
 σ −
 = (σz σx) ⊗ σz {31} 
γt = 0
0
 
 
− 
1
1
 = σz ⊗ 1 {32} 
γv = 0
0
 
 
 
1
1
 = σx ⊗ 1 {33} 
All dies beschreibt Beziehungen zwischen flachen, 
ungekrümmten Räumen euklidischer bzw. pseudo-
euklidischer Struktur. Der hier behandelte dreidi-
mensionale euklidische Raum weist die Signatur   
(+, +, +) und der fünfdimensionale Raum eine Sig-
natur von (+, –, –, –, +) auf. 
Damit erscheint die im Rahmen des Quanten-Com-
putings gewählte Bezeichnung als Tensorprodukt 
seltsam überzogen. Tensoren sind mathematische 
Objekte, die sich durch ihre speziellen Transformati-
onseigenschaften auszeichnen. Diese Transformati-
onseigenschaften kommen aber im wesentlichen bei 
gekrümmten Räumen bzw. krummlinigen Koordina-
ten zum Tragen und spielen somit eine wesentliche 
Rolle in der Allgemeinen Relativitätstheorie. 
Quantentheorie (Quanten-Computing) und Gravita-
tion (Allgemeine Relativitätstheorie) sind bis heute 
jedoch noch nicht zu einer einheitlichen, konsisten-
ten und übergreifenden Theorie vereinbar. Die Nut-
zung von Tensoren erfolgt deshalb im Kontext der 
Quantenmechanik und damit im Kontext des Quan-
ten-Computings physikalisch vollständig unmoti-
viert, ist mathematisch überflüssig und damit didak-
tisch fragwürdig. 
{20} 
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Die Nutzung des Tensorprodukts im Kontext des 
Quanten-Computings ist aber auch aus historischen 
Gründen fragwürdig, denn der wesentliche Kern ei-
ner Mathematik des Quanten-Computings wurde 
schon lange vor der konzeptionellen Entwicklung 
von Quantenmechanik und Quanten-Computern be-
schrieben – und zwar im Jahr von 1858 von Johann 
Georg Zehfuss. 
Ins einem Beitrag „Über ein gewisse Determinante“ 
[32] definiert und erläutert Zehfuss das direkte Pro-
dukt zweier Matrizen (siehe Formeln {21} und 
{37}) schon in allgemeiner Form. Sein Beitrag ge-
riet in Vergessenheit, so dass dieses Produkt in der 
Literatur heute fälschlicherweise als Kronecker-Pro-
dukt bezeichnet wird [11]. 
Die Eigenschaften des Zehfuss-Kronecker-Produkts 
sind in [8, Kap. IV, § 5], [28], [29, Kap. 2], [27, 
Kap. 11] genau in der gleichen Art und Weise aufge-
führt wie von den Protagonisten des Quanten-Com-
putings unter der Bezeichnung als „Tensorprodukt“ 
beispielsweise in [15, Abschnitt 2.7], [24, Kap. 4]. 
Mit Hilfe der dort aufgeführten Multiplikationsge-
setze kann unter anderem überprüft werden, ob die 
konstruierten Basisvektoren {29} bis {33} mit den 
Beziehungen {23} bis {27} vereinbar sind. So gilt 
nach [28, S. 17] 
(A1 ⊗ B1) (A2 ⊗ B2) (A3 ⊗ B3) 
            = (A1 A2 A2) ⊗ (B1 B2 B3) {34} 
Damit kann der Trivektor {23} leicht ermittelt wer-
den: 
γx γv γt = ((σz σx) ⊗ σx) (σx ⊗ 1) (σz ⊗ 1) 
          = (σz σx σx σz) ⊗ σx {35} 
          = 1 ⊗ σx 
In analoger Vorgehensweise lassen sich die Trivek-
toren {24} und {25} sowie das Pseudoskalar {27} 
als fünfdimensionales Volumenelement konstruie-
ren: 
I(5-dim) = γx γy γz γt γv = – γx γv γt γy γz 
       = – (1 ⊗ σx)((σzσx) ⊗ σy)((σzσx) ⊗ σz) 
       = – (σz σx σz σx) ⊗ (σx σy σz) {36} 
       = 1 ⊗ I(3-dim) 
Damit ist ein mathematisch konsistentes Verfahren 
vorhanden, Größen dreidimensionaler Räume in 
Größen fünfdimensionaler Räume zu überführen. 
5. Generierung höherdimensionaler Räume 
Der nächste Schritt stellt die Konstruktion von Räu-
men mit noch höherer Dimension dar. Dabei wird 
das Vorgehen bei der Konstruktion von Basisele-
menten fünfdimensionaler Räume aus den Basisvek-
toren eines dreidimensionalen Raums mit Hilfe des 
Zehfuss-Kronecker-Produkts verallgemeinert. 
Das Zehfuss-Kronecker-Produkt zweier beliebig di-
mensionaler Matrizen A und B ergibt sích zu: 
A ⊗ B = 
11 12 1n
21 22 2n
m1 m2 mn
a a a
a a a
a a a
 
 
 
 
  
 
L
L
M M O M
L
 ⊗ B 
         = 
11 12 1n
21 22 2n
m1 m2 mn
a a a
a a a
a a a
 
 
 
 
  
 
B B B
B B B
B B B
L
L
M M O M
L
  {37} 
(siehe beispielsweise [15, S. 40] ) 
Da bei dieser Konstruktion rekursiv jeweils immer 
zwei quadratische Matrizen durch das Zehfuss-
Kronecker-Produkt verknüpft werden, erhalten wir 
wieder eine quadratische Matrix. Eine quadratische 
(n x n)-Matrix beschreibt dabei immer einen Raum 
ungeradzahliger Dimension, da insgesamt 2n2 unter-
schiedliche linear unabhängige Basiselemente gebil-
det werden können, so dass die Dimensionen der 
konstruierten Räume bzw. Raumzeiten jeweils unge-
radzahlig sein wird: 
• n = 1  ⇒ Eindimensionaler Raum 
               bzw. eindimensionale Zeit 
21 = 2 linear unabhängige (1x1)-Matrizen (und 
zwar die dimensionslose Zahl 1 und die imaginä-
re Einheit i) mit insgesamt 2 · 1 – 1 = 1 Basisvek-
toren: i = κ1(1-dim) 
• n = 2  ⇒ Dreidimensionaler Raum 
               bzw. dreidimensionale Raumzeit 
23 = 8 linear unabhängige (2x2)-Matrizen (Pauli-
Matrizen) mit insgesamt 2 · 2 – 1 = 3 Basisvekto-
ren: σx = κ1(3-dim) 
  σy = κ2(3-dim) 
  σz = κ3(3-dim) 
• n = 4  ⇒ Fünfdimensionaler Raum 
               bzw. fünfdimensionale Raumzeit 
25 = 32 linear unabhängige (4x4)-Matrizen (Di-
rac-Matrizen) mit insgesamt 2 · 3 – 1 = 5 Basis-
vektoren: γx = κ1(5-dim) 
  γy = κ2(5-dim) 
  γz = κ3(5-dim) 
  γt = κ4(5-dim) 
  γv = κ5(5-dim) 
• n = 8  ⇒ Siebendimensionaler Raum 
               bzw. siebendimensionale Raumzeit 
27 = 128 linear unabhängige (8x8)-Matrizen mit 
insgesamt 2 · 4 – 1 = 7 Basisvektoren: 
  κ1(7-dim) 
  κ2(7-dim) 
  κ3(7-dim) 
  κ4(7-dim) 
  κ5(7-dim) 
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  κ6(7-dim) 
  κ7(7-dim) 
• . . . 
. . . 
• n = 2k+1; k ∈ N  ⇒ (2 n – 1)-dimensionaler Raum 
                   bzw. (2 n – 1)-dimensionale Raumzeit 
22n – 1 linear unabhängige (2n–1 x 2n–1)-Matrizen 
mit insgesamt 2n – 1 Basisvektoren: 
  κ1(2n – 1-dim) 
  κ2(2n – 1-dim) 
  κ3(2n – 1-dim) 
         :
 
  κ2n – 3 (2n – 1-dim) 
  κ2n – 2 (2n – 1-dim) 
  κ2n – 1 (2n – 1-dim) 
In Anlehnung an den ersten Buchstaben der Namen 
Keller und Carmeli werden im folgenden die höher-
dimensionalen Basisvektoren mit dem griechischen 
Buchstaben κ bezeichnet, da Jaime Keller und Mo-
she Carmeli beeindruckende Ideen zur Ausgestal-
tung der Physik höherdimensionaler Räume for-
mulierten. 
Die Konstruktion der Basisvektoren einer (2n – 1)-
dimensionalen Raumzeit aus den Basisvektoren ei-
ner (2n – 3)-dimensionalen Raumzeit kann in Analo-
gie zu den Formelbeziehungen {29} bis {33} vorge-
nommen werden: 
κi (2n – 1-dim) = i(2n 3 dim)
i(2n 3 dim)
0
0
− −
− −
κ 
 
κ −
 
                   = (σz σx) ⊗ κi (2n – 3-dim) {38} 
mit i = 1, 2, 3, ..., 2n – 3 
κ2n – 2 (2n – 1-dim) = κ2n – 4 (2n – 3-dim) ⊗ E(3-dim) 
                    = σz ⊗ 1 ⊗ 1 ⊗ … ⊗ 1 {39} 
κ2n – 1 (2n – 1-dim) = κ2n – 3 (2n – 3-dim) ⊗ E(3-dim) 
                    = σx ⊗ 1 ⊗ 1 ⊗ … ⊗ 1 {40} 
Die Basisvektoren weisen die üblichen Eigenschaf-
ten auf. Sie sind normiert 
κi
2
 = ± 1 {41} 
und stehen orthogonal zueinander: 
κi κj = – κj κi {42} 
Sie spannen ein (2n – 1)-dimensionales Basis-Hyper-
volumenelement auf, das als Pseudoskalar agiert 
I(2n – 1-dim) = ± κ1 κ2 κ3 … κ2n – 2 κ2n – 1 {43} 
und als imaginäre Einheit verwendet werden kann: 
I(2n – 1-dim)2 = – 1 {44} 
Entscheidend sind aus didaktischer Sicht jedoch 
zwei Eigenschaften: Erstens kann jeder Ortsvektorn 
der nun konstruierten (2n – 1)-dimensionalen Raum-
zeit als Linearkombination der Basisvektoren κi dar-
gestellt werden (Koordinatenaspekt): 
r = x1 κ1 + x2 κ2 + x3 κ3 + ... + x2n – 1 κ2n – 1{45} 
Und zweitens können die κi gleichzeitig als Basis-
Reflexionen interpretiert werden (Operatorenas-
pekt): 
± κi r κi {46} 
= – x1 κ1 – x2 κ2 – ... + xi κi – ... – x2n – 1 κ2n – 1 
Damit erfüllt die so vorgenommene Konstruktion 
der κi die zentrale Forderung von Vianna, Trindade 
und Fernandes: „We share with many authors the 
idea that operators and operands should be elements 
of the same space” [31, S. 962]. Die Umsetzung die-
ser Forderung ist einer der didaktischen Kernpunkte, 
die die Geometrische Algebra verwirklicht. Sowohl 
im Bereich der Quantenmechanik wie auch im Be-
reich der klassischen Physik stellt die Geometrische 
Algebra deshalb ein konzeptionell überzeugendes 
Instrument zur Beschreibung höherdimensionaler 
Räume dar. 
6. Die Beziehung zwischen Basisvektoren und 
Raumstruktur höherdimensionaler Räume 
Die drei Pauli-Matrizen {2} bis {4} spannen als Ba-
sisvektoren einen rein räumlichen dreidimensionalen 
Raum ohne Zeitdimension (oder einen rein zeitli-
chen dreidimensionalen Raum ohne räumliche Di-
mension) auf, da die Quadrate aller Basisvektoren 
+1 ergeben (siehe Formel {5}). Somit lautet die Sig-
natur dieses Raums (+, +, +). 
Will man jedoch eine dreidimensionale Raumzeit 
mit einer Raum- und zwei Zeitdimensionen (bzw. 
zwei Raum- und einer Zeitdimension) beschreiben, 
benötigt man eine Signatur von (+, –, –). Eine solche 
Beschreibung gelingt durch eine simple Neuzuord-
nung der acht Basiselemente, indem zwei beliebige 
Basisvektoren mit dem dreidimensionalen Volumen-
element (oder Pseudoskalar) 
I(3-dim) = σx σy σz {47} 
und –1 multipliziert werden. Da I(3-dim) mit allen Ba-
siselementen vertauscht, bleiben die wesentlichen 
mathematischen Eigenschaften bis auf die Signatur 
unverändert. 
Eine solche Neuzuordnung könnte beispielsweise 
lauten: 
                               σxALT →  σxNEU 
– I(3-dim) σyALT = σxALT σzALT →  σyNEU {48} 
I(3-dim) σzALT = σxALT σyALT →  σzNEU 
Die Quadrierung dieser neuen Basisvektoren belegt, 
dass die Signatur nun einer gemischten Raumzeit 
entspricht: 
σxNEU
2
 = 1 
σyNEU
2
 = σzNEU
2
 = – 1 {49} 
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Damit erhalten die alten Basiselemente folgende 
neue geometrische Bedeutung. 
a) Ehemaliges Basisskalar 
1ALT = 1 0
0 1
 
 
 
 = 1NEU {50} 
Das Basisskalar, also die dimensionslose Zahl 1, 
bleibt unverändert und nimmt weiterhin die 
Funktion der Einheitsmatrix und des neutralen 
Elements bezüglich der Multiplikation ein. 
b) Ehemalige Basisvektoren: 
σxALT = 
0 1
1 0
 
 
 
 = σxNEU {51} 
Die Funktion des Basisvektors in x-Richtung 
bleibt unverändert. Er dient geometrisch weiter-
hin zur Beschreibung einer Richtungsangabe. 
σyALT = 
0 i
i 0
− 
 
 
 = σxNEU σzNEU {52} 
σzALT = 
1 0
0 1
 
 
− 
 = σxNEU σyNEU {53} 
Die Funktion der Basisvektoren in y- und in z-
Richtung ändert sich. Diese beiden Pauli-Matri-
zen werden jetzt als Basis-Bivektoren interpre-
tiert und dienen geometrisch zur Beschreibung 
zweier Ebenen. 
c) Ehemalige Basis-Bivektoren: 
σxALT σyALT = 
i 0
0 i
 
 
− 
 = σzNEU {54} 
– σzALT σxALT = 
0 1
1 0
− 
 
 
 = σyNEU {55} 
Die Funktion der Basis-Bivektoren in Richtung 
der xy- und in Richtung der zx-Ebene ändert 
sich. Diese beiden Pauli-Matrizen werden jetzt 
als Basisvektoren interpretiert und dienen geo-
metrisch nicht mehr zur Beschreibung zweier 
Ebenen, sondern zur Beschreibung von Rich-
tungsangaben. 
σyALT σzALT = 
0 i
i 0
 
 
 
 = σyNEU σzNEU {56} 
Die Funktion des Basis-Bivektors in Richtung 
der yz-Ebene bleibt unverändert. Diese Pauli-
Matrix dient geometrisch weiterhin zur Beschrei-
bung der Richtung der yz-Ebene. 
d) Ehemaliger Basis-Trivektor (Pseudoskalar): 
σxALT σyALT σzALT {57} 
                  = 
i 0
0 i
 
 
 
 = σxNEU σyNEU σzNEU 
Der Basis-Trivektor, also das orientierte dreidi-
mensionale Volumenelement I(3-dim), bleibt un-
verändert und nimmt weiterhin die Funktion ei-
nes Pseudoskalars ein. 
In genau der gleichen Art und Weise können die 
Signaturen höherdimensionaler Räume beliebig mo-
difiziert werden. Soll beispielsweise die Mathematik 
der fünfdimensionale Raumzeit, die hier im Kontext 
der Kosmologischen Relativität Carmelis diskutiert 
wurde, zur Beschreibung eines Quantenregisters aus 
5 Bits mit 25 = 32 verschiedenen Zuständen herange-
zogen werden, muss die Signatur von (+, +, +, –, –) 
in (+, +, +, +,+)  geändert werden. 
Dies gelingt, indem die beiden letzten, quadratisch 
negativen Basisvektoren mit I(5-dim) bzw. – I(5-dim) 
multipliziert werden. Damit werden zwei zuvor als 
Quadrovektoren interpretierte Dirac-Matrizen nun 
als neue Basisvektoren interpretiert. 
In einer (2n – 1)-dimensionalen Raumzeit werden 
Basisvektoren gegebenenfalls entsprechend mit dem 
Pseudoskalar bzw. (2n – 1)-dimensionalen Basis-Hy-
pervolumenelement I(2n – 1) {43} multipliziert. 
7. Eine Nachbemerkung: Zur Epistemologie der 
Mathematik 
Die erstaunliche Sprachlosigkeit zwischen Mathe-
matikdidaktik und Physikdidaktik, die eingangs kurz 
angeschnitten wurde, kann auch als eine Fortsetzung 
der allgemeinen Sprachlosigkeit zwischen Fachma-
thematik und Fachphysik gedeutet werden. 
Nur wenige Forscher bringen die Gelassenheit und 
Souveränität auf, diese mangelnde Kommunikation 
offen  anzusprechen.  So  schreibt  der  Fields-Preisträ- 
ger und ehemalige Präsident der Royal Society Mi-
chael F. Atiyah, über die Vermittlung der Clifford-
Algebra: „When Singer and I were investigating 
these questions we ’rediscovered’ for ourselves the 
Dirac operator. Had we been better educated in phy-
sics, or had there been the kind of dialogue with 
physicists that is now common, we would have got 
there much sooner“ [1, S. 116]. 
Es gibt also rein pragmatische Gründe, dass wir alle, 
die Protagonisten aus den Bereichen von Physik und 
Mathematik, unsere Grenzen überschreiten und das 
Gespräch mit den Nachbardisziplinen suchen soll-
ten. Gian-Carlo Rota spitzt dies mit der ironischen 
Bemerkung, dass „Mathematicians have to attend 
(secretly) physics meetings in order to find out what 
is going on in their fields” [26, S. 215] in einer teil-
weise polarisierenden Weise zu. Und das sollte kei-
ne Einbahnstraße sein: Wenn wir Physikerinnen und 
Physiker wirklich wissen wollen, was sich in unse-
rem Bereich so tut, kommen wir nicht umhin, auch 
auf Mathematikkonferenzen Verknüpfungen zu un-
serer Disziplin zu suchen. 
Doch außer diesem pragmatischen Gründen, die für 
einen engen Kontakt zwischen Physik und Mathe-
matik spricht, gibt es möglicherweise auch tiefer 
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gehende strukturelle Gründe. Zwar lehnt der Physik-
Nobelpreisträger Robert Laughlin spekulative Welt-
beschreibungen mit Hilfe höherdimensionaler Räu-
me ab, da er Mathematisierungen sehr konkret an 
physikalischen Phänomenen vornimmt. Umso radi-
kaler sind jedoch seine epistemologischen Überzeu-
gungen zur Natur der Mathematik, die ihn an das 
Institute for Complex Adaptive Matter führten, das 
„jener Weltanschauung verpflichtet (ist), nach der 
Mathematik aus experimentellen Beobachtungen 
hervorgeht und nicht umgekehrt“ [22, S. 323]. 
Dieser – umstrittene – epistemologische Standpunkt 
führt erst recht zu der Schlussfolgerung, dass wir als 
Physikdidaktikerinnen und Physikdidaktiker Mathe-
matik nicht nur deshalb gestalten, weil wir sie als In-
strument und Hilfswerkzeug benötigen. Im Gegen-
teil: die Mathematik ist nach dieser Position integra-
ler Bestandteil der Physik, und zwar nicht dadurch, 
dass sie in die Physik miteinbezogen wird, sondern  
alleine aus dem Befund heraus, dass sie aus physika-
lischen Gegebenheiten heraus ableitbar ist – oder 
vorsichtiger: prinzipiell ableitbar sein sollte. 
Die sachstrukturell engen Beziehungen zwischen 
Physik und Mathematik sind hiernach eine logische 
Folge der gegenseitigen Durchdringung. 
8. Gedankenspiel und Ausblick: Eine Welt ohne i 
Diese enge Verknüpfung zwischen Mathematik und 
Physik legt auch Einstein dar, wenn er die „prakti-
sche“ und die „rein axiomatische“ Geometrie zu ver-
knüpfen sucht. Zu diesem Zwecke muss „die Geo-
metrie dadurch ihres nur logisch-formalen Charak-
ters entkleidet werden, dass den leeren Begriffssche-
men der axiomatischen Geometrie erlebbare Gegen-
stände der Wirklichkeit (Erlebnisse) zugeordnet wer-
den. (...) Die so ergänzte Geometrie ist offenbar eine 
Naturwissenschaft; wir können sie geradezu als den 
ältesten Zweig der Physik betrachten“ [5, S. 5/6]. 
Was wäre also, wenn wir diesen geometrischen 
Standpunkt konsequent verfolgen und die Mathema-
tik konsequent geometrisch denken? Meine persönli-
che Schlussfolgerung, für sicherlich kontrovers zu 
diskutieren sein wird, ist: Wir würden in einer Welt 
ohne imaginäre Symbolik, ohne Überbetonung des 
Zeichens i und ohne die psychologische Scheidung 
der Welt in Reelles (also Sichtbares) und in Imagi-
näres (also nur Gedachtes, unserem Kopf Entsprun-
genes), leben. 
Die Funktion von i wird in dieser geometrisch ba-
sierten Welt von tatsächlichen (nach Einstein also 
„praktisch“ geometrischen), real existierenden, 
sichtbaren mathematischen Objekten wahrgenom-
men, die auf einer Ebene stehen mit allen anderen 
„praktisch“ geometrisch definierten Größen. 
Die Mathematik bewegt sich unablässig im Span-
nungsfeld zwischen Algebra und Geometrie. Ten-
denzen zur Algebraisierung und dagegen einwirken-
de Tendenzen zur Geometrisierung der Mathematik 
durchdringen die gesamte Geschichte der Mathema-
tik. Das Symbol i, 1777 von Euler eingeführt [6, S. 
236], und die damit verknüpfte Theorie der komple-
xen Zahlen, sind ein typisches Kind der Algebrai-
sierung (siehe beispielsweise [6, Abschnitt 4.1]. Die 
imaginäre Einheit i ist im konventionellen Sinne 
nichts als eine Rechengröße, dazuerfunden, weil 
dann algebraische Gleichungen und Gleichungssys-
teme einfacher oder auch sogar erstmalig lösbar wer-
den. 
Dagegen fußt die Welt der Geometrisierung im Sin-
ne einer praktischen Geometrik Einsteins auf erleb-
baren und erfahrbaren Gegenständen wie Raumrich-
tungen, Ebenen, Volumina – mathematischen Objek-
ten also, mit denen die Physik sehr konkret, experi-
mentell nachmessend umgeht. 
Eine solche praktische Geometrik wurde in den vo-
rangegangenen Abschnitten für höhere Dimensionen 
beschrieben. Sie beruht auf denn drei Pauli-Matrizen 
{2} bis {4} als Basisvektoren unserer dreidimensio-
nalen, euklidischen Welt, die mit Hilfe des Zehfuss-
Kronecker-Produkts rekursiv höhere Dimensionen 
erschließen. 
Das Seltsame an dieser höherdimensionalen Weltbe-
schreibung ist allerdings die unterschiedliche Zu-
gänglichkeit ungeradzahliger und geradzahliger Di-
mensionen. Den Grundpfeiler bilden offenkundig 
Räume ungeradzahliger Dimension, aus denen dann 
mit Hilfe eines Zusatzschrittes etwas umständlich 
die Räume geradzahliger Dimension abgeleitet wer-
den. 
Dies stellt in meinen Augen nicht etwa eine naturge-
gebene Unvermeidlichkeit, sondern einen theoriebe-
dingten ästhetischen Fauxpas dar, der im Folgenden 
zu korrigieren versucht wird. Dies muss naturgemäß 
umstritten sein, denn Argumente, die sich auf Schö-
nes und Ästhetisches beziehen, umfassen immer 
auch subjektive Anteile, da jeder fühlende Mensch 
Hässlichkeit und Schönheit in einer gänzlich eigenen 
Weise fühlt und wahrnimmt. 
Zur Konstruktion geradzahliger Welten können zwei 
der drei Pauli-Matrizen als Basisvektoren einer 
zweidimensionalen Welt gewählt werden. Hier folgt 
nun die Bifurkation zwischen imaginär und reell. Es 
erscheint natürlich, die beiden nur mit den reellen 
Matrixelementen 0, 1 und – 1 belegten Pauli-Matri-
zen 
σx = 
0 1
1 0
 
 
 
 {58} 
und 
σz = 
1 0
0 1
 
 
− 
 {59} 
zu wählen und auf die mit imaginären Belegungen 
versehene Matrix σy (sie wird uns wiederbegegnen) 
zu verzichten. Eine solche Unteralgebra der Pauli-
Algebra umfasst vier Basiselemente, die neben dem 
dimensionslosen Skalar 
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σx
2
 = σz
2
 = 1 = 1 0
0 1
 
 
 
 {60} 
als viertes Basiselement den Basis-Bivektor 
σx σz = 
0 1
1 0
− 
 
 
 {61} 
in der Bedeutung einer orientierten Einheitsfläche 
aufweist. Dieser Basis-Bivektor kommt in der Dar-
stellung ohne imaginäre Einheit i aus, nimmt jedoch 
die Funktion dieser Einheit wahr, da er sich zu 
(σxσz)2 = – 1 = 1 0
0 1
− 
 
− 
 {62} 
quadriert. Eine geometrische Fundierung imaginärer 
Größen wurde bereits von Graßmann [7], Clifford 
[3], Hamilton und anderen [23, S. 77 – 81] disku-
tiert, wobei Hamilton einer Fußnote von Nahin zu-
folge bereits die Darstellung in Form von reellen 
(2x2)-Matrizen wählte [23, Fußnote 13, S. 252]. 
Mit Hilfe dieser reellwertig belegten (2x2)-Matrizen 
können nun reellwertig belegte (4x4)-Matrizen kon-
struiert werden, die dann einer Unteralgebra der 
Dirac-Algebra entsprechen. Damit wird der Schritt 
von einer Beschreibung zweidimensionaler Räume 
durch die insgesamt 22 = 4 Basiselemente {58} bis 
{61} zu einer Beschreibung vierdimensionaler Räu-
me durch die insgesamt 24 = 16 folgenden Basisele-
mente gegangen: 
a) Dimensionsloser Skalar: 
E(4-dim) = 1 ⊗ 1 = 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 
 
 
 
  
 
 {63} 
mit   E(4-dim)
2
 = 
20
0
 
 
 
1
1
= 
0
0
 
 
 
1
1
 {64} 
 
b) Basisvektoren: 
γv = σx ⊗ 1 = 
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 
 
 
 
  
 
 {65} 
mit   γv2 = 
20
0
 
 
 
1
1
= 
0
0
 
 
 
1
1
 {66} 
 
γt = σz ⊗ 1 = 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 
 
 
 
−
  
− 
 {67} 
mit   γt2 = 
20
0
 
 
 
1
1−
= 
0
0
 
 
 
1
1
 {68} 
 
γx = (σz σx) ⊗ σx = 
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 
 
 
 
−
  
− 
 {69} 
mit   γx2 = x
x
20
0
σ 
 
−σ 
= – 
0
0
 
 
 
1
1
 {70} 
 
γz = (σz σx) ⊗ σz = 
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 
 
− 
 
−
  
 
 {71} 
mit   γz2 = z
z
20
0
σ 
 
−σ 
= – 
0
0
 
 
 
1
1
 {72} 
 
c) Basis-Bivektoren: 
γv γt = (σx ⊗ 1) (σz ⊗ 1) = (σx σz) ⊗ 1 
           = 
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
− 
 
− 
 
  
 
 {73} 
mit   (γv γt)2 = 
20
0
 
 
 
1
1
−
= – 
0
0
 
 
 
1
1
 {74} 
 
γv γx = (σx ⊗ 1) ((σz σx) ⊗ σx) = – σz ⊗ σx 
           = 
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
− 
 
− 
 
  
 
 {75} 
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mit   (γv γx)2 = x
x
20
0
−σ 
 σ 
= 
0
0
 
 
 
1
1
 {76} 
 
γv γz = (σx ⊗ 1) ((σz σx) ⊗ σz) = – σz ⊗ σz 
           = 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
− 
 
 
 
  
− 
 {77} 
mit   (γv γz)2 = z
z
20
0
−σ 
 σ 
= 
0
0
 
 
 
1
1
 {78} 
 
γt γx = (σz ⊗ 1) ((σz σx) ⊗ σx) = σx ⊗ σx 
          = 
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 
 
 
 
  
 
 {79} 
mit   (γt γx)2 = x
x
20
0
σ 
 σ 
= 
0
0
 
 
 
1
1
 {80} 
 
γt γz = (σz ⊗ 1) ((σz σx) ⊗ σz) = σx ⊗ σz 
          = 
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 
 
− 
 
  
− 
 {81} 
mit   (γt γz)2 = z
z
20
0
σ 
 σ 
= 
0
0
 
 
 
1
1
 {82} 
 
γx γz = ((σz σx) ⊗ σx) ((σz σx) ⊗ σz) 
       = – 1 ⊗ (σx σz) 
          = 
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 
 
− 
 
  
− 
 {83} 
mit   (γx γz)2 = x z
x z
20
0
−σ σ 
 
−σ σ 
 
                   = –  
0
0
 
 
 
1
1
 {84} 
 
d) Basis-Trivektoren: 
γv γt γx = (σx ⊗ 1) (σz ⊗ 1) ((σz σx) ⊗ σx) 
          = 1 ⊗ σx 
           = 
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 
 
 
 
  
 
 {85} 
mit   (γv γt γx)2 = x
x
20
0
σ 
 σ 
= 
0
0
 
 
 
1
1
 {86} 
 
γv γt γz = (σx ⊗ 1) (σz ⊗ 1) ((σz σx) ⊗ σz) 
          = 1 ⊗ σz 
           = 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 
 
− 
 
  
− 
 {87} 
mit   (γv γt γz)2 = z
z
20
0
σ 
 σ 
= 
0
0
 
 
 
1
1
 {88} 
 
γv γx γz = (σx ⊗ 1) ((σz σx) ⊗ σx) ((σz σx) ⊗ σz) 
          = – σx ⊗ (σx σz) 
           = 
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 
 
− 
 
  
− 
 {89} 
mit   (γv γx γz)2 = x z
x z
20
0
−σ σ 
 
−σ σ 
 
                      = – 
0
0
 
 
 
1
1
 {90} 
 
γt γx γz = (σz ⊗ 1) ((σz σx) ⊗ σx) ((σz σx) ⊗ σz) 
          = – σz ⊗ (σx σz) 
           = 
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 
 
− 
 
−
  
 
 {91} 
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mit   (γv γx γz)2 = x z
x z
20
0
−σ σ 
 σ σ 
 
                      = – 
0
0
 
 
 
1
1
 {92} 
 
e) Basis-Quadrovektor: 
γv γt γx γz 
= (σx⊗1)(σz⊗1)((σzσx)⊗σx)((σzσx)⊗σz) 
          = (σzσx) ⊗ (σx σz) 
           = 
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
− 
 
 
 
  
− 
 {93} 
mit   (γv γt γx γz)2 = x z
x z
20
0
σ σ 
 
−σ σ 
 
                        = 
0
0
 
 
 
1
1
 {94} 
Damit bilden diese Basiselemente eine Clifford-Al-
gebra Cℓ2,2 mit der Signatur (+, +, –, –). Durch Neu-
zuordnung können diese Basiselemente in eine Clif-
ford-Algebra Cℓ3,1 mit der Signatur (+, +, +, –) über-
führt werden, die zur Beschreibung der vierdi-
mensionalen Einsteinschen Raumzeit geeignet ist. 
Beispielsweise könnte gewählt werden: 
                       γvALT  →  γxNEU 
                       γtALT  →  γyNEU 
γvALT γtALT γxALT γzALT →  γzNEU {95} 
                       γzALT  →  γtNEU 
Mit 
γxNEU2 = γyNEU2 = γzNEU2 = 0
0
 
 
 
1
1
 {96} 
bzw. 
γtNEU2 = – 0
0
 
 
 
1
1
 {97} 
und der Antikommutativität der neuen Basisvektoren 
von γi NEU γj NEU = – γj NEU γi NEU zeigen die neu gebil-
deten Basisvektoren das gewünschte pseudoeu-
klidische Verhalten. 
Ein Set von Basisvektoren zur Darstellung eines 
dreidimensionalen euklidischen Raums kann sodann 
auch mit Hilfe dieser neu gebildeten Basisvektoren 
{48} konstruiert werden: 
γxNEU γtNEU  →  σx’ 
γyNEU γtNEU  →  σy’ {98} 
γzNEU γtNEU  →  σz’ 
Damit ergibt sich: 
σx
’
 = γv γz = z
z
0
0
−σ 
 σ 
 {99} 
σy
’
 = γt γz = z
z
0
0
σ 
 σ 
 {100} 
σz
’
 = γv γt γx γz γz 
      = – γv γt γx = x
x
0
0
−σ 
 
−σ 
 {101} 
Diese aus diesen Basisvektoren aufgespannte Unter-
algebra der Dirac-Algebra kann jetzt zur Beschrei-
bung eines dreidimensionalen euklidischen Raumes 
genutzt werden, denn die notwendigen algebraischen 
Bedingungen von Normierung 
σx
’2
 = γv γz γv γz = 0
0
 
 
 
1
1
 {102} 
σy
’2
 = γt γz γt γz = 0
0
 
 
 
1
1
 {103} 
σz
’2
 = (– γv γt γx) (– γv γt γx) = 0
0
 
 
 
1
1
{104} 
und Antikommutatitivät 
σx
’σy
’
 = γv γz γt γz = – γt γz γv γz = – σy’σx’ {105} 
σy
’σz
’
 = – γt γz γv γt γx  
          = – (– γv γt γx) γt γz = – σz’σy’ {106} 
σz
’σx
’
 = – γv γt γx γv γz 
          = –  γv γz (– γv γt γx) = – σz’σy’ {107} 
sind erfüllt. 
Damit  ist  das  Gedankenspiel  beendet.  Hätte  sich  im 
Laufe der Entwicklung der Mathematik keine so 
überaus starke Fixierung auf algebraische Beziehun-
gen herausgebildet, sondern wären die geometri-
schen Aspekte deutlicher in den Vordergrund ge-
rückt, hätten wir heute ein vielleicht anderes konzep-
tuelles Weltverständnis. Die Schlussfolgerung, dass 
eine Entwicklung der Mathematik ohne die überaus 
großen Komplikationen bei Formulierung imaginä-
rer bzw. komplexer Größen möglich gewesen wäre, 
erscheint so durchaus plausibel. Denn bei einem 
praktisch-geometrisch motiviertem Herangehen pur-
zeln imaginäre und komplexe Größen ohne allzu 
großes Zutun, fast schon automatisch, aus den 
grundlegenden geometrischen Zusammenhängen 
heraus. 
Aus Bequemlichkeit werden wir sicher auch weiter-
hin mit dem Symbol i arbeiten. Dabei sollten wir uns 
aber bewusst sein: Es geht auch ohne i, reellwertige 
Matrizen tun es auch. Und manchmal tun sie es 
besser, verständlicher und einsichtiger. 
Horn 
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