Most of the existing integration and mining methods of multi-source time series assume that the data has been calibrated, which avoids the problem of time series registration. However, the inconsistent sampling frequency, different time references, and transmission delay make time and frequency mismatch in multi-source time series data, resulting in an unsatisfactory integration and mining and an even poorer effect than that of the single-source data. Time series registration has becoming an important research point in the pre-processing stage of time series integration and mining. To improve the overall integration performance and data mining accuracy, a new translation registration algorithm for multi-source time series data based on the sliding window was proposed. Firstly, the demands for time series big data mining was clarified, and the disadvantages of existing time series registration approaches was analyzed, then a structural model for the translation registration based on the sliding window was presented. Secondly, by using the slide window and the nearest neighbourhood principle, the real-time intervals offset was calculated, the low-frequency sampling of time data was translated to high-frequency, and then the proposed translation registration algorithm based on the sliding window was designed and implemented. Finally, the experimental analysis and verification of the typical algorithms for time series was completed. The experimental results demonstrated that the nearest neighbourhood method can provide a targeted time registration strategy, and the sliding window approach which does not dwell on the starting moment of time series can satisfy the registration requirements of dynamic time series big data. The experiments show that the proposed algorithm's goodness-of-fit is 96.7%, and it is slightly influenced by missing data and is easy to operate. It cannot only improve the accuracy and timeliness of multi-source time series registration, but also has important theoretical and practical values to the dynamic time series data integration and mining.
Introduction
With the continuous development of the sensor, network, and information technologies, big data analysis and mining have becoming a popular research topic. The integration and mining [1] , [2] of time series data [3] , [4] also has becoming one of the important research points of big data analysis [5] . Time series data are stored according to the sequence of time nodes and the data variation trends. It can predict future development trends through time series analysis and data mining [6] , [7] . For the time series data or the data of the same variables are usually come from heterogeneous data sources, an inconsistency between the data sampling frequency and the time references, and a delay in data transmission will cause time and frequency mismatch in multi-source time series data [8] , [9] . Currently, most multisource time series integration and mining methods are based on calibrated time series, which avoids the time series registration problem. However, the absence of time registration causes an unsatisfactory mining results and an even poorer effect than that of single-source data, which do not favor the performance and robustness of comprehensive judgment and decision-making, thereby further influencing the final performance of time series integration and mining. Therefore, data registration and multi-source time series integration are required [10] , [11] . Measured asynchronous data with different sensors to the same target should be synchronized through a specific method to achieve consistency on time and frequency [12] , which aims to ensure the time and space consistency of multi-source time series and satisfies the requirements of data consistency and matching. Improving the accuracy and timeliness of time series registration has becoming an urgent concern in multisource time series data analysis and mining that needs to be addressed immediately.
In this study, a translation registration algorithm for multi-source time series data based on the sliding window was proposed. This algorithm makes space and time registration before the multi-source time series data integration and mining, and achieves the time and frequency synchronization of multi-source time series data. It calculates the offset interval based on the sliding window and the nearest neighborhood principle and realizes the time registration of multi-source time series through translation, thus ensuring the quality of multi-source time series data in the integration and improving the overall integration performance and the data mining accuracy.
State of the Art
With the continuous development of the information integration and data mining technologies, time series, an important data type, has become one of the primary research contents in data mining. The time and space mismatching of time series intensifies analysis errors and influences the quality of data integration and mining significantly. Therefore, the time series registration problem has attracted significant attention from researchers. In addition to azimuth and positional deviations to the same object, time series spatial mismatch caused by the different coordinate systems or transform error was observed. To solve these problems, a real-time quality control method based on the data mean was proposed by Burke [13] , and Leung processed measurement data using the least square method [14] . Moreover, a weighted processing based on the least square method and a generalized least squares method was implemented by Dana [15] . These three methods transform measured values into a local coordinate plane of several measured values through stereoscopic projection, and then transform them into zone flatness, causing a significant noise effect on registration. Zhou and Henry applied the maximum likelihood method of two-step regression in the spatial registration to improve the registration accuracy [16] . However, this is still a projectionbased registration method, which uses an inaccurate registration model and faces possible misdescription of data. To solve the shortcomings of stereoscopic projection, Zhou and Heung et al. transformed measured values into an earthcentered earth fixed coordinate system and estimated the errors of different measured values using the least square method [17] . Helmick and Rice solved the compensation for online error estimation using the Kalman filtering algorithm, which can estimate attitude error and calibrate error simultaneously [18] . However, the Kalman filtering algorithm is only applicable to single-platform. At that time, Karniely [19] applied the neural network in space registration. Although a neural network can estimate the system deviations without knowledge on the source of systematic bias, the training time is long, making the timeliness requirements difficult to satisfy.
Several scholars explored the time mismatch caused by time reference, sampling frequency, and transmission delay further. For the time mismatch caused by time reference, time is often adjusted using a standard time clock or uniform GPS time. Sampling moment label is added in the data to solve the time mismatch caused by transmission delay. Most research focus on the time mismatch caused by the inconsistency of the sampling time or frequency. The core of such time mismatch is the registration algorithms, including interpolation-extrapolation algorithm, the least squares rule registration, Lagrange interpolation method, curve fitting method, and Kalman filtering algorithm. Wang implemented the interpolation-extrapolation algorithm to multi-source data in the same time slice using interpolation and extrapolation and projected the data on a high-accuracy observation time point to a low-accuracy time point, thus realizing the synchronization of time series [20] . Blair realized time registration by the least squares method and virtualized synchronous sampling data. He was the first to propose the least squares method [21] . Furthermore, a Lagrange interpolation method was presented by Li et al. It estimated the function expression using the Lagrange interpolation polynomial, and acquired data at time registration points in accordance with the function expression [22] . Liang et al. constructed an overall law curve of sampling data points using the curve fitting method, which ensured a minimum fitting error. They sampled according to the sampling interval and achieved the target time registration [23] . In addition, Arasaratnam, Haykin, and Wang collected filtered outputs of observation data and predicted data using the Kalman filter, which was used for cubic spline interpolation, thus obtaining observation data on the current registration and realizing real-time registration [24] , [25] . The performances of these time series registration algorithms are listed in Table 1 . The table above shows that the existing common interpolation-extrapolation algorithm, least squares rule registration, Lagrange interpolation method, curve-fitting method, and Kalman filtering algorithm [26] have several disadvantages, such as the synchronous data frequency equal to the lowest sampling frequency in a multi-source sequence and the poor registration timeliness. Therefore, this study employed sliding window and nearest neighborhood principle for the time series registration based on the relative registration strategy and matched data to a high-accuracy time point, aiming to establish an accurate, simple, and widely used time series registration algorithm. It can guarantee high-quality data in time series integration and mining.
The rest of this paper is organized as follows. Chapter III presents the basic flowchart for the time registration of multi-source time series, the constructed translation registration structural model and the designed and realized translation algorithm based on the sliding window. Chapter IV discusses the experimental verification of the proposed structural model and algorithms using the measurement data. Chapter V contains the conclusion.
Methodology

Flowchart of Time Registration
Multi-source time series registration refers to the time calibration of multiple data groups of the same object in one period to realize data synchronization on the time axis. The general flowchart of the multi-source time series registration is shown in Figure 1 . The flowchart mainly includes data analysis, registration frequency selection, registration algorithm, registration rules and requirements, and registration data analysis.
Data analysis: Exception handling of multi-source data and acquisitions the number of time series, type of data collection devices, sampling frequency, and interval between time series.
Registration frequency selection: According to the registration demands or default rules, the appropriate registration frequency is selected and the registration frequency of the time series is restricted while satisfying the registration requirement.
Registration algorithm: An appropriate algorithm is selected for the registration of the multi-source time series, obtaining the time series with data synchronization.
Registration data analysis: The error and timeliness of the registered time series are analyzed and the results are fed back to the registration requirements.
Translation Registration Model Based on the Sliding Window
Multi-source time series registration is the selection of appropriate registration frequency and algorithm to calibrate multi-source time series according to the registration demands or default rules based on the number of time series, type of collection devices, sampling frequency, and time interval between the time series, thus obtaining time series with data synchronization. Subsequently, it analyzes the registration error and timeliness of the registered time series and feedbacks the results to the registration requirements.
The translation registration algorithm based on sliding window divides the multi-source time series into several partition sub-sequences using the sliding window division mechanism and calculates the time difference between two time series through contrastive analysis of the collected data of related sub-sequences. According to the time difference between the two time series, the collected data are translated using the high-frequency time series as the reference, thus realizing the time registration of different time series.
The translation registration model based on sliding window is presented in Figure 2 .
Data preprocessing: Processing of abnormal values and missing input of multi-source time series to reduce the measurement error of data collection, and improve the time registration accuracy.
Data analysis: Acquisition of information on the number of time series, sampling frequency of each time series, and time intervals between the time series, and formation of a binary data structure is as follows (Eq. 1),
where, v is the sampling data value and t is the sampling time. Registration data analysis: The collected registration time series are integrated and the error is analyzed. According to the analysis results, the registration requirements are adjusted and the registration parameters are corrected to improve the registration accuracy continuously.
Multi
Translation Registration Algorithm Based on the Sliding Window
Selection of Registration Frequency
In view of the time series characteristics, registration frequency is a frequency interval (Eq. 2), 
where, t f is the registration frequency, max t f is the maximum synchronous frequency, min t f is the minimum synchronous frequency, and max f is the highest sampling frequency.
Registration frequency shall be selected according to the requirements of the integration system and data mining. It is generally chosen using the following two methods.
(1) Mean of the sampling frequencies of all time series (Eq. ,
where, the weighted value ( 1,2, , )
is determined by the sampling precision of each time series ( 1,2, , )
The translation registration algorithm based on the sliding window solves the relative registration between the time series, but not the time registration in the strict sense. The data analysis on time series, especially the correlation analysis, focuses on the mutual relationship between the numerical values of corresponding time regardless of whether match the standard clock. Therefore, the proposed algorithm matches low-frequency time series onto highfrequency ones. However, it uses max f as the registration frequency, making full use of the high-frequency time series data.
Translation Registration Algorithm Based on the Sliding Window
The core of the translation registration algorithm based on the sliding window acquires the time difference between the time series ( t Δ ) through contrastive analysis and then matches the time reference of low-frequency time series onto the highest frequency time series according to t Δ , thus realizing time registration.
This algorithm includes the following processes:
(1) Sliding window size The key of this algorithm is to calculate t Δ . Therefore, any time slice can be selected as the data source for the data analysis. To simplify the calculation, sliding window size ( T Δ ) was determined as follows (Eq. 5),
where, low f is the lower sampling frequency between the time series and k is the multiples.
(2) Data normalization Data normalization of a time slice is performed to unify data from different sources into the same reference system for convenient follow-up data contrastive analysis. In this study, data normalization was implemented to the mean, and standard deviation of the collected data using the Z-score standardization method. The processed data conformed to the normal distribution. The normalization formula is as follows (Eq. 6),
where, µ is the mean of the sampling data (Eq. 7), 1 1 n i i x n µ = = ∑ (7) σ is the standard deviation of all collected data (Eq. 8), * a n T f = Δ
where, a f is the sampling frequency of A. The collected data of B in the time slice is as follows (Eq. 11, 12),
where, b f is the sampling frequency of B. A higher goodness-of-fit reflects a high degree of matching between the calculated results and the actual situations, indicating a high registration precision.
The proposed translation registration algorithm based on the sliding window works as follows:
Input:
Ta and Tb : time series for registration; k : the sliding window size; Output: registered time series a TS and b TS .
Step 1) 
Collection of Experimental Data
In this study, an integrated haze monitoring equipment was designed for the multi-source collection of air quality data in one region. Data collection equipment on air pollutants often requires electricity. The integrated monitoring equipment optimizes the design through a reasonable layout, which realizes a low-power operation and ensures the continuity of data collection. It makes a uniform layout of multiple sensing devices for a centralized power supply and uses a solar energy power supply to address the monitoring device arrangement in remote regions. The integrated haze monitoring equipment is shown in Figure 4 .
Wind velocity sensor
Power and data processing The haze data collection system realizes accurate and timely data collection and visual display, and timely data storage and organization, which provides reliable data for multi-source time series registration, and lays the foundation for data integration and mining.
Experimental Analysis
Experimental data: Three groups of PM 2.5 sensors of air quality monitoring device in one region collect data of PM 2.5 concentrations at one place. The sampling periods of S 1 , S 2 , and S 3 are 15 min, 30 min, and 1 h, if the selected sliding window size (unit: hour) is as follows (Eq 16),
When S 3 selected the sliding window starting time of 8:50-20:50, the partial data collected by S 1 , S 2 , and S 3 in this window are listed in Table 2 .The time series before the registration is shown in Figure 5 . After translating registration based on the sliding window, low-frequency series S 2 and S 3 were matched onto the high-frequency time series S 1 (Figure 6 ). The proposed algorithm calculated 15min t Δ = − between S 2 and S 1 , thus the corresponding time of S 2 shall be translated 15min units leftward. It calculated 15min t Δ = + between S 3 and S 1 , thus the corresponding time of S 3 shall be translated 15min units rightward. Therefore, it realized the time registrations of S 1 , S 2 , and S 3 .
The measured and calculated data of the algorithm is shown in Table 3 .
The goodness-of-fit of the algorithm was calculated as The translation registration algorithm for the multisource time series based on sliding window has the following advantages and characteristics in terms of data mode, timeliness, and simplicity. Synchronous data frequency is the highest sampling frequency in the multi-source time series, making full use of the data in analysis.
It adopts a real-time data comparison based on sliding window and can perform data acquisition and analysis in a certain window with the data stream.
Missing data do not influence the algorithm significantly, thus preventing large errors.
The algorithm is applicable to multi-source time series, whose sampling frequency ratio is an integer.
Conclusions
Space and time registrations are the problems that need to be solved during the preprocessing stage of the time series data integration and mining. Mismatching time series cause unsatisfactory data integration and mining results and an even poorer effect than that of single-source data. To offset the effects of the time and frequency inconsistencies of multi-source time series on overall data integration and mining, many theoretical and practical studies on time registration algorithms for time series have been performed. On the basis of the analysis of existing registration algorithms, a translation registration structural model based on the sliding window was constructed according to the functional requirements and flowchart analysis of the time series registration to increase registration precision and timeliness. A translation registration algorithm based on the sliding window was designed and implemented. Finally, the following conclusions were formed:
(1) Time reference, sampling frequency, and transmission delay is the main causes of the time series data mismatch. Time registration determines the overall data integration performance and influences the data mining effect.
(2) The proposed time registration algorithm based on the sliding window does not restrict the initial time reference and is more convenient for processing dynamic data. It can satisfy the registration requirements of the dynamic time series and improve the real-time registration performance. The verification results demonstrated that the sliding window shall be chosen 3-5 times that of 1/ low f . A contrastive analysis of related data is implemented by the nearest neighborhood method, which can increase operation efficiency and timeliness of the registration algorithm to the maximum extents.
(3) The registration data acquisition based on the sliding window achieves better performance than the other algorithms, and its goodness-of-fit can reach as high as 96.7%. It is slightly influenced by missing data and is easy to operate.
In this study, experimental and theoretical studies were combined to propose a new understanding of the time series registration. The established translation registration algorithm based on sliding window is simpler and closer to the application practices. Research results provide significant guidance in increasing the overall performance and precision of time series data integration and mining. Future research should combine big data and the proposed registration algorithm with correction to improve the precision of time series data registration because the current study is lacking in terms of the actual monitoring of large datasets.
