Abstract. We describe a new method for constructing irreducible polynomials modulo a prime number p. The method mainly relies on Chebotarev's density theorem.
Introduction
Finite fields are the main tools in areas of research such as coding theory and cryptography. In order to do operations in an extension field of degree n over a given base field, one first needs to construct an irreducible polynomial of degree n over the base field. That task is not tedious for fields of small characteristic. In fact, for such fields, it is common to use the Conway polynomials which provide standard notation for extension fields. However, for finite fields with large characteristic, it is time consuming to find Conway polynomials even for small degrees [8] . Hence finding irreducible polynomials in finite fields with large characteristic is still an important task. There are some algorithms presented for this problem ( [1] , [11] , [12] ). For example, one of the efficient methods described in [12] constructs an irreducible polynomial through the factorization of some special polynomials over finite fields. However, the method that is mostly used in practice for fields of larger characteristic is the trial-and-error method. Since the density of irreducible polynomials of degree n modulo a prime number p is around 1/n, the method is efficient especially for small degrees.
The method that we present here is also similar to the trial-and-error method. In our case, we first construct a certain polynomial, which is called the Hilbert class polynomial, of degree n and check if it is irreducible or not. The method is efficient since the probability that a Hilbert class polynomial of degree n is irreducible mod p is φ(n)/n when n is square-free, where φ is Euler's phi function. The probability is again φ(n)/n for more than 97% of the case when n is odd by Cohen and Lenstra's conjecture [4] . Another advantage of our method is that it might also provide a standardization for fields of larger characteristic as Conway polynomials do for small characteristics. Since some Hilbert class polynomials can be computed and stored in advance, the only task to find an irreducible polynomial of a certain degree is an irreducibility test which can be performed in a very efficient way for the Hilbert class polynomials.
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The paper is organized as follows. In Section 1, we introduce some preliminaries and basic results on Hilbert class polynomials. Our algorithm will be presented at the beginning of Section 2 and analyses on the probability of success and time complexity are discussed in Subsections 2.1 and 2.2, respectively.
Hilbert class polynomials
In this section we briefly introduce Hilbert class polynomials for imaginary quadratic orders. The main reference of this section is [5] and especially Section 5 of [5] .
Let The discussion above shows that the Hilbert class polynomial
where I i is an ideal class in C(O D ) and h = h(D).
In the current state of the art, finding the Hilbert class polynomial is a necessary step for constructing elliptic curves over finite fields with a desired endomorphism ring. The classical method to find P D (x) for given D first searches all positive definite reduced forms
with sufficient precision. Since the polynomial P D (x) has integer coefficients, the result of
with high precision yields the exact value of P D (x) [13, Chapter 10] . The running time of this method approximately depends on the size of |D| 1/2 (see [6] ). Therefore, the method is not efficient except for small sizes of D. Recent work on constructing Hilbert class polynomials and more details on this subject can be found in [6] .
Constructing irreducible polynomials
We first present an algorithm for constructing irreducible polynomials modulo a prime number p, then describe the theory behind it. The symbol D represents a discriminant of an order in an imaginary quadratic field.
Algorithm. Input a prime number p and an integer n and output an irreducible polynomial of degree n mod p. 
Let O K and O L be the rings of integers of the fields K and L, respectively. The proposition below shows that by using Chebotarev's density theorem, it is possible to give the density of primes p in O K which are inert in O L .
Proposition 2.3. Let G =Gal(L/K) be the Galois group of the field extension L/K. If the group G is cyclic, then the density of primes p in O K such that P D (x) is irreducible mod p is φ(n)/n where φ is Euler's phi function.
Proof. Let σ p be the Artin symbol corresponding to the prime p. Then p splits into [G : σ p ] primes in L (see [2, Proposition 2.3 on page 165]). Thus, if σ p is a generator of G, then p is inert in L/K and hence the polynomial P D (x) is irreducible over the residue class field O K /p. On the other hand, for a fixed generator σ of G, by Chebotarev's density theorem [10, Theorem 3.1], the density of primes p in O K such that σ p = σ is 1/n since G is commutative and the conjugacy class of σ contains only one element. Therefore, the density of primes p in O K such that σ p is a generator of the group G (or P D (x) mod p is irreducible) is φ(n)/n as there are φ(n) generators of G.
Let p be a prime number such that D is a quadratic residue mod p. Suppose that p in O K divides pO K . Since (D/p) = 1, the prime p splits completely in O K and we have [O K /p : Z/p] = 1. Hence, the factorization pattern of the polynomial P D (x) mod p is the same as the factorization pattern of it mod p. Therefore the probability that P D (x) is irreducible mod p is equal to the probability that P D (x) is irreducible mod p where pO K = pp. For example, if the degree of P D (x) = n is prime and (D/p) = 1, then the probability that P D (x) is irreducible mod p is (n − 1)/n; and if n is square-free, then the probability is φ(n)/n since G=Gal(L/K) is cyclic for both cases.
As for the other n, the probability depends on the structure of Gal(L/K) which is isomorphic to the class group C(D) of discriminant D. For instance, if n is odd for a random D with h(D) = n, the group C(D) has more than a 97% chance to be cyclic based on a conjecture (see [4] and [3, Conjecture 5.10.1]). As for even nonsquare-free n's, again we have more than a 97% chance that the odd part C 0 (D) of the class group C(D) is cyclic by [4] . The subgroup C 0 (D) consists of elements in C(D) of odd order. We should also note that in practice it is not hard to check whether the group C(D) (or Gal(L/K)) is cyclic for a random D by assuming h(D) is not too large. This can be done efficiently by the method described in [7] or by any method described in Section 5.4 of [3] . For example, for n = 128, there are 10 discriminants D with h(D) = n in the first 28 such discriminants such that
The ratio is 10 to 39 for n = 256, 10 to 20 for n = 144, 10 to 42 for n = 512 and 10 to 15 for n = 1024 . Therefore, in practice one can compute and store the first 10 discriminants D for each n < 10000 such that the class group C(D) is cyclic.
The running time.
For a given integer n, |D| is approximately n 2 by [3] and if n is odd, then |D| must be a prime number. The efficient methods described in [3, Section 5.4] and [7] for computing class numbers also give the structure of the class group while computing the class numbers. Note that the class group C(D) is always cyclic when n is square-free and 97% of the time when n is odd [4] . Hence searching D can be performed efficiently. We should also note that one might need to work with extensions of degree at most 5000 (or maybe 10000) of fields of large (more than 5 digits) characteristic, since in practice computing in an extension field of degree more than 5000 is a time consuming task. Hence, we might assume that the degree n is at most around 10000. The time complexity of constructing P D (x) is O(n 2 ) [6] . Therefore, in terms of time complexity, the dominating step is Step 3 for large primes. The following lemma suggests that Step 3 can also be performed efficiently by using a method similar to that in [9] . Then the running time of this step is O(n β log p) with β < 1.9. In the current state of the art, the method that is mostly being used in practice to find an irreducible polynomial over fields of large characteristic is the trial-anderror method. This method also works since the density of irreducible polynomials of degree n is around 1/n mod any prime p [12] . Although our algorithm also needs to check if a polynomial is irreducible or not, the probability of success in our case is φ(n)/n for most of the time. Although O(n β log p) with β < 1.9 is efficient enough to determine an irreducible polynomial, one may reduce the running time by avoiding any polynomial arithmetic in Step 3. The following observation might lead one to achieve this. 
