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Abstract
Statistical analyses commonly make use of models that suffer from loss of identiﬁability. In this
paper,we address important issues related to the parameter estimation and hypothesis testing inmodels
with loss of identiﬁability. That is, there are multiple parameter points corresponding to the same true
model. We refer the set of these parameter points to as the set of true parameter values. We consider
the case where the set of true parameter values is allowed to be very large or even inﬁnite, some
parameter values may lie on the boundary of the parameter space, and the data are not necessarily
independently and identically distributed. Our results are applicable to a large class of estimators and
their related testing statistics derived from optimizing an objective function such as a likelihood. We
examine three speciﬁc examples: (i) a ﬁnite mixture logistic regression model; (ii) stationary ARMA
processes; (iii) general quadratic approximation using Hellinger distance. The applications to these
examples demonstrate the applicability of our results in a broad range of difﬁcult statistical problems.
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1. Introduction
Consider a data matrix Yn with sample size n and a family of probability distributions
F,n indexed by a parameter vector  (independent of n) in a parameter space . Suppose
that Yn is generated from an underlying probability distribution F0,n, where 0 is a “true
value” in. The problemof loss of identiﬁability ariseswhenF0,n can also be characterized
by a different  than 0. Let 0 = { ∈  : F,n = F0,n} be the set of all parameters in 
corresponding to F0,n. We are often interested in testing the following hypotheses:
H0 :  ∈ 0 against H1 :  ∈ \0. (1)
To this end, we generally construct a suitable objective function Ln() = Ln(Yn, ) for
 ∈  such as the likelihood function.An estimate ˆ is obtained to ‘approximately’maximize
the objective function in the following sense: Ln(ˆ) sup∈ Ln() − n, where n → 0
as n → ∞. We use the asymptotic properties of Ln(ˆ) in testing (1).
When 0 is a singleton, Andrews [3] established a uniﬁed asymptotic framework for
the ˆ-based test statistics under a set of high-level conditions. He allowed the unique true
parameter to be on the boundary of . One of the key assumptions in [3] is based on the
following quadratic approximation to the objective function:
Ln() = Ln(0) + (− 0)T Sn(0) +
1
2
(− 0)T Bn(0)(− 0)[1 + op(1)], (2)
where Sn(0) and Bn(0) are the p × 1 vector and p × p matrix, respectively, and op(1) is
a common stochastic-order symbol deﬁned in Appendix A of Pollard [17]. In many cases,
Sn() and Bn() are just the ﬁrst and second partial derivatives of Ln() with respect to ,
respectively. Ln(ˆ) is asymptotically characterized by Sn(0) and Bn(0), as can be seen
by maximizing the quadratic expansion on the right-hand side of (2). By understanding the
asymptotic properties of Sn(0) andBn(0),we can derive the asymptotic behavior ofLn(ˆ)
and ultimately, such information can be used to obtain the asymptotic null distributions of
the test statistics. Andrews’s [3] theory has many important applications such as testing the
absence of random effects in a mixed model.
If 0 is not a singleton, the problem of loss of identiﬁability arises. This problem has
received a great deal of attention in the recent literature; see [4] for a review. Let (, ) be
a decomposition of  and  = ×, where  and  are two parameter spaces of  and
, respectively. Andrews [4] considered the following case:
0 = { = (, ) :  = 0,  ∈ }. (3)
In this case,  is completely unidentiﬁed under the null hypothesis H0 in (1). Examples
include tests of the null hypothesis of no conditional heteroscedasticity in a GARCH(1,
1) regression model [4]. The theory in [4] uses the following quadratic approximation to
Ln(, ) with respect to  around 0 for each  ∈ :
Ln(, ) = Ln(0, ) + (− 0)T Sn()
+ 1
2
(− 0)T Bn()(− 0)[1 + rn()], (4)
where rn() is a op(1) term for each  ∈ .
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If the above approximation holds uniformly over  ∈ , some previous results in [3] can
be adapted to (4). In particular, for a given , the asymptotic distributions of the estimator of
 andLn(, ) evaluated at this estimator can be determined as stochastic processes indexed
by . Then the test statistics can be written as continuous functions of the estimator and the
objective function evaluated at the estimator, and the asymptotic distribution of these test
statistics can be obtained by using the continuous mapping theorem.
However, in some irregular examples such as ﬁnitemixturemodels and stationaryARMA
process, there are no simple decompositions (, ) for . If the data matrix is consisted of
independent and identically distributed (i.i.d.) observations, Dacunha-Castelle and Gassia
[9] proposed a locally conic parametrization method, which is closely related to Andrews’s
[4] approach. As in (4), this locally conic parametrization method is also based on an
approximation expansion for Ln() with respect to . Unfortunately, there are no explicit
approaches for choosing .
Under the same i.i.d setup, Liu andShao [13] derived a quadratic approximation of the log-
likelihood ratio function by using theHellinger distance. In this case, a decomposition (, )
can be found, but relationships between (, ) and  are very complicated. For example, each
 in [13] is a function in a functional space; seeSection3.3 for details. It is noteworthy that the
results of Dacunha-Castelle and Gassia [9] and Liu and Shao [13] cannot yet accommodate
non-independent and identically distributed data. Furthermore, if the objective function
Ln() is not related to a log-likelihood function, the Hellinger distance is not deﬁned.
This paper ismotivated by investigating a ﬁnitemixture regressionmodel.More precisely,
we consider a random sample of n independent observations {yi , Xi}n1 with the density
function
pi(yi , xi; ) = [(1 − )fi(yi , xi; 	, 
1) + fi(yi , xi; 	, 
2)]gi(xi ), (5)
where gi(xi ) is the distribution function of Xi , yi = (yi1, . . . , yini )T , and xi = (xi1, . . . ,
xini ). In addition,  = (, 	, 
1, 
2) is the unknown parameter vector, in which 	 (q1 × 1)
measures the strength of association contributed by the covariate terms and the two q2 × 1
vectors, 
1 and 
2 represent the different contributions from two different groups.
One of the key hypotheses involving mixture models is whether the mixture regression
is warranted. In family studies, it delineates whether the data are familial or not [21,22].
Formally, this hypothesis can be stated as follows:
H0 : (1 − )||
1 − 
2|| = 0, vs. H1 : (1 − )||
1 − 
2|| = 0, (6)
where || · || is the Euclidean norm of a vector.
Note that (fi, gi, ni) in (5) is not necessarily identical among the observation units (e.g.,
families in family studies and subjects in longitudinal studies), as required to apply the
results of Lin and Shao [13] and Dacunha-Castelle and Gassia [9]. Thus, it is important to
eliminate the restriction and allow (fi, gi, ni) to vary among study subjects or families.
We have noted the importance of the theory in [3,4]. However, the applicability of his
theory to the above mixture regression problems is not investigated. Thus, one aim of this
work is to generalize the theory of Andrews [3,4] to a ﬁnite mixture logistic regression
model as presented in Section 3.1. As a matter of fact, we ﬁnd a rather elegant solution.
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To resolve the problems as a result of loss of identiﬁability, we introduce a function
K(, ) that plays the role of − 0 as in (4). This function is continuous in (, ), but its
exact form depends on speciﬁc applications. As we know, it is simply − 0 in (4). More
interestingly, to test the hypotheses in (6) for model (5), K(, ) = (	, (1 − )
1 +

2, (1 − )(
1)2 + (
2)2), where  is the decremental operator, namely, 	 =
	− 	0, 
1 = 
1 − 
0, and 
2 = 
2 − 
0. Another speciﬁc example of K(, ) can be
found from Chen and Chen [6] who studied normal mixture models.
To generalize the theory of Andrews [3,4], the key step is to ﬁnd a decomposition (, ) ∈
× and such a functionK(, ) thatLn() = Ln(, ) and0 = {(, ) : K(, ) = 0}.
Instead of using expansion (4), we approximate Ln(, ) by
Ln(0, ) + K(, )T Sn() + 12 K(, )
T Bn()K(, )[1 + rn()]. (7)
While some authors have examined speciﬁc examples and used quadratic approximations
like (7) (e.g., [11,14,6–8]), a uniﬁed concept for K(, ) has not been introduced, and
no attempt has been made before to develop the asymptotic theory to accommodate the
extension from − 0 in [3,4] to K(, ).
The details of our proof are technical. The basic idea is to (i) deﬁne a -dependent
estimate ˆn in for each  ∈  and prove a uniform convergence rate of K(ˆn, ) over
 ∈ ; (ii) approximate Ln(, ) uniformly in a speciﬁc region by a quadratic function
of K(, ) whose coefﬁcients depend on ; (iii) approximate the region K = {K(, ) :
for all  ∈ } for each  ∈  by cones, as in [4]; (iv) obtain the asymptotic distributions of
ˆn and the test statistic based onLn(ˆn, ) as stochastic processes indexed by  ∈ ; and
(v) determine the asymptotic null distribution of the test statistic by using the continuous
mapping theorem.
This paper is organized as follows. In Section 2, we state the key assumptions and
present the asymptotic results for the estimates and related test statistics. In Section 3, we
illustrate the applications of our main results using three speciﬁc examples. We conclude
our discussions with some ﬁnal remarks in Section 4.
2. Main results
2.1. Notation
Before presenting the mathematical results, we need to introduce some notations. Instead
of considering  directly, we introduce two vectors  and , where  is the parameter of
interest in a subset of Rp and  is the nuisance parameter in a Polish space. Although
 is related to (, ), the explicit relationship between  and (, ) depends on speciﬁc
applications; see discussions in Section 2.4 and examples in Section 3. The parameter space
is ×, endowed with the product topology of Rp and . The map K : × → K is
a continuous function of  and , where K = {K(, ) :  ∈  and  ∈ } ⊂ Rq .
Let (,A, P ) be a probability space. Consider the space ∞v (), the set of all functions
Z :  → Rv such that (Z) = sup∈ ||Z()|| < ∞, where the symbol || · || denotes
the Euclidean norm of a vector or matrix. For map Wn :  → ∞v () and probability
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measure W with separable support on the Borel -ﬁeld of ∞v (), we can deﬁne the weak
convergence in distribution Wn ⇒ W , indexed by  ∈ ; see Deﬁnition (9.1) of Pollard
[18, p. 44].
Let max(J ) and min(J ) be the largest and smallest eigenvalues of a symmetric matrix J,
respectively. Let  and cl() denote the boundary and closure of a set, respectively. We
will make use of the stochastic-order symbols such asOp(1), op(1) and o(1); see deﬁnitions
in Appendix A of Pollard [18]. Following Andrews [4], we use op|(1),Op|(1), and o|(1)
to denote that op(1), Op(1) and o(1) are uniform over  ∈ , respectively. For instance,
Wn() = op|(1) is equivalent to that sup∈ ||Wn()|| = op(1).
We can deﬁneN[t] = { : ||K(, )|| t}∩,where the choice of t depends on applica-
tions; however, it should be noted thatN[t] depends onK(, ) in this paper. For example,
if we choose t = 0, we have N[0] = { : ||K(, )||0} ∩. Also, if we choose t =
op(n), for n → 0 as n → ∞, we obtain N[op(n)] = { : ||K(, )||op(n)} ∩.
Throughout the paper, we assume that n → 0 as n → ∞.
2.2. Convergence rate
In what follows, we make some necessary assumptions to prove asymptotic results.
Assumption 1. K(, ) = 0 if and only if  ∈ 0. Moreover, 0 ∈ cl(K) for all  ∈ ,
where K = {K(, ) :  ∈ } for each ﬁxed  ∈ .
Remark on Assumption 1. The derivation of K(, ) will become clear in the speciﬁc
examples presented in Section 3. In many models for which 0 = {0} is a singleton,
we can choose  = . If we let  be any ﬁxed number, then K(, ) =  − 0. In
some examples, however, K(, ) can be very complicated, and  may be a function in
an inﬁnite-dimensional spaces. For instance, K(, ) can be the Hellinger distance and 
is a measurable function in L2(P ) in Example 3 of Section 3. Finally, the assumption of
0 ∈ cl(K) ensures that there is a sequence of {m : m = 1, · · ·} such that K(m, ) ∈ K
can be sufﬁciently close to 0 as m → ∞ for each  ∈ .
Assumption 2. Let Ln(, ) be a random map deﬁned on the product of  ×  and .
For each  ∈ , we consider a -dependent estimate ˆn in  such that
Ln(ˆn, ) = op|(2n) + sup
∈
Ln(, ). (8)
It is also assumed that ˆn is measurable and K(ˆn, ) = op|(1).
Remark on Assumption 2. First, the objective function Ln(, ) can be a log-likelihood
function, a generalized method of moments objective function, a minimum distance ob-
jective function, or some other functions. Second, the requirement that ˆn satisﬁes (8) is
to ensure the existence of the estimates and in the meantime to reduce the computational
burden. Third, to validate the consistency of sup∈ ||K(ˆn, )|| = op(1), some sufﬁcient
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conditions presented in [3,4] and references therein can be generalized to prove the uniform
consistency of K(ˆn, ). A simple sufﬁcient condition is given below.
(a) There exists a non-random function L(, ) : × → R such that sup∈,∈ |Ln
(, ) − L(, )| converges to zero in probability.
(b) For all  > 0,
sup
(,)∈\N[]×
L(, ) < L(0),
where L(0) = L(0, ) does not depend on .
To check Condition (a), we usually need to use a uniform law of large numbers; see
[1,18]. Condition (b) is an identiﬁcation condition and ensures the uniform consistency of
K(ˆn, ); see Lemma A-1 of Andrews [2].
Assumption 3. The objective function is assumed to satisfy
Ln(, )  Ln(0, ) + nK(, )T W˜n()
− 1
2
K(, )T J˜n()K(, ) + rn(, ). (9)
In (9), W˜n() and J˜n() are q × 1 random vector and q × q symmetric random matrix,
respectively, and rn(, ) is the remainder term such that
sup
∈
sup
∈N[]
|rn(, )|/[||K(, )||2 + 2n] = op(1)
for all  → 0. Moreover, sup∈ ||W˜n()|| = Op(1) and inf∈ min[J˜n()]4C2l > 0
holds almost surely for some ﬁxed Cl .
Remark on Assumption 3. First, establishing the inequality is a crucial step of our asymp-
totic results, which usually requires tedious calculation for some problems in presence of
loss of identiﬁability. For the ﬁnite mixture problems, a typical strategy is to identify some
subcomponents of , expand Ln() with respect to these subcomponents to the 4th or high
order and then identify K(, ), Wn() and Jn(); see Example 1 in Section 3.1, Chen and
Chen [6], and Gofﬁnet et al. [11]. Second, in most cases, n = n−1/2; in contrast, Andrews
[3,4] uses a general norming matrix Bn instead of nIq as we use here. In Andrews’s [3,4]
examples, Bn is a deterministic matrix and takes different (sometimes complicated) forms
in different examples. Especially, for his trending example,Bn is quite intricate. While nIq
can be extended to Bn, we choose to use nIq in (9) for simplicity.
Now, we present our theorems, and defer all mathematical proofs to Appendix A.
Theorem 1. It follows from Assumptions 1–3 that K(ˆn, ) = Op|(n).
If op|(2n) in Eq. (8) is replaced by Op|(2n), Theorem 1 is still true. Theorem 1 entails
that, if a quadratic form can control Ln(, ), as in (9), K(ˆn, ) must be asymptotically
well behaved when K(, ) lies in an op|(1) neighborhood of 0. This is an important
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observation, because we only need to establish an approximate inequality rather than an
approximate equality in the neighborhood of the true distribution at the ﬁrst stage. This
generally eliminates many unnecessary assumptions. All examples in Section 3 beneﬁt
from this observation.
Assumption 4. Assume that
Ln(, ) = Ln(0, ) + nK(, )T Wn()
− 1
2
K(, )T Jn()K(, ) + op|(2n) (10)
holds uniformly for all  in N[C0n], where C0 is any positive scalar, and Wn() and
Jn() are q×1 random vector and q×q symmetric randommatrix, respectively. Moreover,
sup∈ ||Wn()|| = Op(1) and C′u sup∈ max[Jn()] inf∈ min[Jn()]C′l > 0
holds almost surely for two positive constants C′u and C′l .
Remark on Assumption 4. After we obtain the convergence rate of K(ˆn, ), we just
focus on all (, ) in {(, ) : ||K(, )||C0n}. In this case, we can tighten inequality (9)
and makes it easier to show the equality in (10). For example, in the ﬁnite mixture models,
we ﬁnd that difﬁculty mostly comes from establishing ||K(, )|| = Op(n); however, if
||K(, )||C0n, an equality like (10) can be directly established as we demonstrate in
Example 1 in Section 3.1; see also [13]. Note that (Jn(),Wn()) in (10) might not be the
same as (J˜n(), W˜n()) in (9); see Examples 1 and 3 in Section 3. Moreover, Andrews [3]
presented a sufﬁcient condition for (10) under his framework, which is useful for handling
many applications; see Assumption 22∗ in [3].
Deﬁne Qn((, ), ) as
Qn((, ), ) = [(, ) − Jn()−1Wn()]T Jn()[(, ) − Jn()−1Wn()]. (11)
After some manipulations, the right-hand side of Eq. (10) can be written as
Ln(0, ) + 12 
2
nWn()
T Jn()
−1Wn() − 12 
2
nQn(
−1
n K(, ), ) + op|(2n).
Now, we can deﬁne an approximate minimizer of the quadratic function Qn((, ), ).
Let n(, ) = −1n K(, ), and ˆnQ is in cl() such that Qn((ˆnQ, ), ) can be
approximated by
inf
∈
Qn(
−1
n K(, ), ) + op|(1) = inf
(,)∈K/n
Qn((, ), ) + op|(1), (12)
where K/n is a set obtained by dividing the elements in K by n. In the following
discussion, we will see that this quadratic form can substitute Ln(, ).
Lemma 1. Under Assumptions 1 and 4, we have K(ˆnQ, ) = Op|(n).
Although op|(1) in (12) is replaced withOp|(1),K(ˆnQ, ) still has a n-convergence
rate. As we minimize Qn(−1n K(, ), ) in the entire parametric space , K(ˆnQ, )
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cannot be so large, and Lemma 1 implies that the distance between K(ˆnQ, ) and
K(ˆn, ) is bounded by Op|(n).
Theorem 2. Under Assumptions 1, 2 and 4, we have
(a) Qn((ˆnQ, ), ) = Qn((ˆn, ), ) + op|(1),
(b)
Ln(ˆn, ) = Ln(ˆnQ, ) + op|(2n)
= Ln(0, ) + 12 
2
nWn()
T Jn()
−1Wn()
− 1
2
2nQn((ˆnQ, ), ) + op|(2n).
Theorem 2 provides additional characteristics of the estimators to the results in Lemma
1. It points out that some properties of ˆnQ can be transferred to ˆn. This is very help-
ful because Ln(, ) can be much more difﬁcult to manipulate than the quadratic form,
Qn(·, ·). In other words, we try to convert the problem of maximizing Ln(, ) into solving
a generalized estimation equation.
2.3. Asymptotic distribution
To obtain asymptotic distributions of the estimators, we need to make some assumptions
about the location of 0 in K. In this subsection, we discuss both a simple and a complicated
situations. Both of them have interesting applications. Let us start with the simple case.
Assumption 5. 0 is an interior point of ∩∈K.
Assumption 6. (Wn(·), Jn(·)) ⇒ (W(·), J (·)), where two processes are indexed by  ∈
, and the stochastic process {(W(), J ()) :  ∈ } has bounded continuous sam-
ple paths with probability one. Moreover, the q × q matrix J (·) is symmetric and ∞ >
sup∈ max[J ()] inf∈ min[J ()] > 0 holds almost surely.
Remark on Assumptions 5 and 6. For example, if 0 is unique and K(, ) =  − 0,
Assumption 5 means that 0 is an interior point of . The process W() in Assumption 6
is often a centralized Gaussian process, which can be veriﬁed by using functional central
limit theorem (CLT) and uniform law of large numbers. In some cases, the veriﬁcation
of Assumption 6 could be highly nontrivial. General conditions on the convergence of
(Wn(·), Jn(·)) are not discussed in the present paper, butwe refer toPollard [17,18],Andrews
[3] among others.
Theorem 3. If Assumptions 1, 2, 4 and 5, we have K(ˆn, ) = nJn()−1Wn() +
op|(n) and
Ln(ˆn, ) − Ln(0, ) = 12
2
nWn()
T Jn()
−1Wn() + op|(2n).
H. Zhu, H. Zhang / Journal of Multivariate Analysis 97 (2006) 19–45 27
Furthermore, if Assumption 6 holds, then
K(ˆn·, ·)/n ⇒ J (·)−1W(·), 2[Ln(ˆn·, ·) − Ln(0, ·)]/2n ⇒ W(·)T J (·)−1W(·)
and
sup
∈
2[Ln(ˆn, ) − Ln(0, )]/2n →d sup
∈
W()T J ()−1W(). (13)
Assumption 5 is a mild and often easily satisﬁed assumption, and hence Theorem 3 is
expected to have broad applications. It characterizes the convergence rate ofK(ˆn, ) and
the asymptotic distribution of the objective function difference. Especially, when Ln(0, )
is independent of  and Ln(, ) is the log-likelihood function, we ﬁnd that
sup
∈
2[Ln(ˆn, ) − Ln(0, )]/2n =
[
sup
∈
2Ln(ˆn, ) − 2Ln(0)
]
/2n,
which can be simply used to construct the log-likelihood ratio statistic.
As previously mentioned, we do not want K to be too erratic as K(, ) approaches
zero. Let us introduce a few geometrical concepts to describe the set K.
Deﬁnition 1. A set  ⊂ Rq is called a cone if “ ∈ ” implies “a ∈  for all a > 0.”
Deﬁnition 2. The distance between a point z ∈ Rq and a set  ⊂ Rq is deﬁned by
dist(z,) = inf
∈
||z − ||.
Deﬁnition 3. For any  ∈ , a sequence of sets {Bn ⊂ Rq : n1} are called uniformly
approximated by a sequence of cones  provided that
dist(kn(),) = o|(||kn()||) for any kn() ∈ Bn as sup
∈
||kn()|| → 0
and
dist(n,Bn) = o|(||n||) for any n ∈  as sup
∈
||n|| → 0.
Assumption 7. The sequence of sets {K/(nbn) : n1} can be uniformly approximated
by a sequence of cones for all  ∈ , where {bn : n1} is a sequence of scalar constants
such that bn → ∞ and nbnC0 for some 0 < C0 < ∞.
If Assumption 7 holds, we may consider  instead of K/n for every . We deﬁne a
minimizer, ˆn, of the quadratic function Qn(, ) on cl() such that
Qn(ˆn, ) = inf
∈
Qn(, ). (14)
However, the rigor of this substitution must be assessed.
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Theorem 4. Under Assumptions 1, 2, 4 and 7, we have
(a) inf∈K/n Qn(, ) = inf∈ Qn(, ) + op|(1).
(b) Ln(ˆn, ) = Ln(0, ) + 122nˆ
T
nJn()ˆn + op|(2n).
(c) If the cone  is convex, K(ˆn, )−1n = K(ˆnQ, )−1n + op|(1) = ˆn + op|(1).
Theorem 4 (a) ensures that we only need to work on the quadratic form in a cone rather
than the original space that may not possess regularity properties. However, in order to catch
the asymptotic behaviors of ˆn and K(ˆn, ), we deﬁne () ∈ cl() for each  ∈ 
and cone  as
Q((), ) = inf
∈cl()
[− J ()−1W()]T J ()[− J ()−1W()]. (15)
Assumption 8.  is a convex cone for all  ∈ .
Theorem 5. (a) Under Assumptions 1, 2, 4, 6 and 7,
sup
∈
2[Ln(ˆn, ) − Ln(0, )]/2n →d sup
∈
()T J ()(). (16)
(b) Under Assumptions 1, 2, 4, 6, 7 and 8, ˆn ⇒ () and K(ˆn, )−1n ⇒ ().
Theorem 5 (a) explicitly gives the asymptotic distribution of sup∈ 2[Ln(ˆn, ) −
Ln(0, )]/2n, which can be used to obtain the asymptotic distribution of a likelihood-ratio
like statistic. In Theorem 5 (b), the exact asymptotic distributions of the estimate ˆn and
K(ˆn, ) are given.
2.4. Two strategies for identifying (, )
Until now, we have not dealt with an important issue as to how  and (, ) are related.
This is crucial for applying the results in Sections 2.2–2.3, because we always start from a
random map Ln() = Ln(Yn, ) instead of Ln(, ). Based on our limited experiences, we
ﬁnd that the following two strategies are quite useful in identifying (, ).
This ﬁrst one is based on a result similar to Theorem 1, which indeed helps us identify 
and  in some applications; see Examples 1 and 3 in Section 3.
Theorem 6. Assume that
(i) There is a K ′ :  ×  → Rq ′ such that K ′() = 0 if and only if  ∈ 0 and
0 ∈ cl({K ′() :  ∈ }).
(ii) There is an estimate ˆ ∈ cl() such thatLn(ˆ) = Op(1)+sup∈ Ln(), sup∈ Ln()
Ln(0) in probability and K ′(ˆ) converges to zero in probability.
(iii) An inequality
Ln() − Ln(0)nK ′()T W ′n() −
1
2
K ′()T J ′n()K ′() + Rn() (17)
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holds in the neighborhood of { ∈  : K ′() = 0} and
lim
n→0
sup
:||K ′()||n
|Rn()|
||K ′()||2 + 2n
= op(1).
Moreover, for a small 0 > 0, sup∈N ′ [0] ||W ′n()|| = Op(1) and inf∈N ′ [0] min(J ′n
())C2l > 0 hold almost surely.
Then, we have K ′(ˆ) = Op(n).
Conditions (i) and (ii) in Theorem 6 are direct generalizations of Assumptions 1 and
2, respectively. After we obtain the convergence rate of K ′(ˆ), we can focus on all  in
N
′ [Cn] = { : ||K ′()||Cn} for all C > 0. A typical method is to focus on N ′ [Cn]
and then identify the right  and  in some speciﬁc regions of ×.
The second strategy is to decompose  into many small regions such that  = ∪K0k=1(k).
For each(k), we can identify a (, ) in the parameter space(k)×(k) and apply previous
results from Theorems 1 to 5 to get the asymptotic distribution of Ln(, ). This strategy
is the main method used in [9]. Note that (, ) and corresponding (k) × (k) may be
different for different k. If
sup
∈(k)
Ln() = sup
∈(k)
sup
∈(k)
Ln(, ) + op(2n)
holds for all k = 1, . . . , K0, then we get
sup
∈
Ln() = max
1kK0
sup
∈(k)
Ln() = max
1kK0
sup
∈(k)
sup
∈(k)
Ln(, ) + op(2n). (18)
Now we can ﬁgure out the asymptotic distribution of sup∈ Ln().
3. Examples
In this section, we present three examples from the existing literature and discuss how to
apply the results in Section 2. In Example 1, we consider a frailty model proposed by Zhang
and Merikanges [21], which was used to study the genetic inheritance pattern of a binary
trait such as alcoholism. The asymptotic distribution of the log-likelihood ratio statistic
is derived. In Example 2, we discuss the stationary ARMA(p, q) and test the hypothesis
about the order (p, q). In Example 3, we review Liu and Shao’s [13] results on the general
quadratic approximation using the Hellinger distance, and then relate their results to ours
shown in Section 2. Some new results for this interesting example are also obtained.
3.1. Example 1: a ﬁnite mixture logistic regression model
Zhang and Merikanges [21] introduced the following frailty model. For the ith family,
i = 1, . . . , n, we observe a binary vector response yi = (yi1, · · · , yi,ni )T and covariates
Xi . To model the potential familial correlation, a Bernoulli latent variable,Ui, is introduced
for each family, such that P(Ui = 1) = 1 −  and P(Ui = 0) = . Conditioning on all
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latent variables {Ui}, Yij ’s are assumed to be independent and follow the logistic regression
model given by
logit(P {Yij = 1|Ui}) = xij [Ui
1 + (1 − Ui)
2], (19)
where xij is a covariate vector in Xi from the jth member in the ith family, and 
’s are
parameters. For simplicity, we assume that xij is a 1-dimensional predict vector. Thus, the
likelihood function for the ith family is given by
pi(yi , xi; , 
1, 
2) = (1 − )fi(yi , xi; 
1) + fi(yi , xi; 
2), (20)
where fi(yi , xi; 
1) =
∏ni
j=1 exp(xij
1yij )/[1+ exp(xij
1)]. In this example,  = (, 
1,

2). We assume that the true model F0,n corresponds to  = 0 (or 1) and 
1 = 
2 = 
0.
Moreover, we also assume that Assumptions (2.1)–(2.3) in Appendix B hold throughout
this example.
In light of the symmetry of , we consider the parameter space  given by
 = { = (, 
1, 
2) :  ∈ [0, 0.5], |
1|M, |
2|M}.
Let Ln() be the log-likelihood function Ln() = n−1∑ni=1 log{1+Si()},where Si() =
(1 − )[fi(
1) − f ∗i ]/f ∗i + [fi(
2) − f ∗i ]/f ∗i , fi(
) = fi(yi , xi , 
) and f ∗i = fi(
0).
Let ˆ = (ˆ, 
ˆ1, 
ˆ2) be the maximizer of the log-likelihood function Ln() over the entire
parameter space . We also are interested in asymptotic distribution of the likelihood ratio
statistic Ln(ˆ) in this unidentiﬁable model. We deﬁneK() = (k1(), k2())T with k1() =
(1 − )
1 + 
2 and k2() = (1 − )(
1)2 + (
2)2. We decompose  into two
pieces:
1 = { : |
2 − 
0|k2()1/3} ∩ , and 2 = { : |
2 − 
0| < k2()1/3} ∩ .
In order to apply these results in Section 2, we have to identify the explicit form of (, ).
In the following, we ﬁrst use Theorem 6 to establish an approximation expansion forLn();
consequently, (, ) will come up automatically. Under F0,n, both 
1 and |
2 − 
0| are
identiﬁable. Thus, 
ˆ1 − 
0 and ˆ(
ˆ2 − 
0) converge to zero in probability. Thus, K(ˆ) =
op(1). From now on, we only consider the consistent estimates in N [op(1)] = { : K() =
op(1)}.
We start from  in1∩N [op(1)].After somealgebra,weﬁnd thatSi() = K()T wi(
0)+
ei,1(), where for any |
|M ,
wi(
) =
ni∏
j=1
[pij (
)/pij (
0)]
⎛
⎜⎝ ni∑
j=1
xij [yij − pij (
)],
⎡
⎣ ni∑
j=1
xij (yij − pij (
))
⎤
⎦
2
−
ni∑
j=1
x2ijpij (
)[1 − pij (
)]
⎞
⎠
T
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and pij (
) = exp(xij
)/[1 + exp(xij
)]. It follows from the inequality log(1 + x)
x − x2/2 + x3/3 and above discussions that
Ln() = n−1
n∑
i=1
log[1 + Si()] 1√
n
K()Wn(
0) −
1
2
K()T Jn(
0)K()
+ op
(
||K()||2 + 1
n
)
holds for all  ∈ N [op(1)] ∩ 1, where Wn(
) = ∑ni=1 wi(
)/√n and Jn(
) = ∑ni=1 wi
(
)wi(
)T /n. Similarly, let consider  ∈ N [op(1)] ∩ 2, then Si() = K()T wi(
2) +
ei,2(). Moreover, we can get
Ln()
1√
n
K()Wn(
2) −
1
2
K()T Jn(
2)K() + op
(
||K()||2 + 1
n
)
for  ∈ 2 ∩ N [op(1)]. Finally,
Ln() 
1√
n
K()[I {|
2| > k2()1/3}Wn(
2) + I {|
2|k2()1/3}Wn(
0)]
− 1
2
K()T [I {|
2| > k2()1/3}Jn(
2) + I {|
2|k2()1/3}Jn(
0)]K()
+ op
(
||K()||2 + 1
n
)
holds uniformly for all  ∈ N [op(1)]. By using Assumptions (2.1)–(2.3) and above prepa-
rations, we can check all conditions in Theorem 6; therefore, K(ˆ) = Op(n−1/2).
From now on, we only consider  ∈ 0,C0/√n = { ∈  : ||K()||C0n−1/2} for any
C0 > 0. Let i,1(
) be the ﬁrst component of i (
). Since
Si() = (1 − )
1[i,1(
1) − i,1(
2)] + k1()i,1(
2),
we get
max
1 in
sup
∈0,C0/√n
|Si()|n−1/4Op(1) sup
|
2|M
{|i,1(
2)|} = op(1).
Therefore, Ln() = n−1∑ni=1 Si()− 0.5n−1∑ni=1 S2i ()[1 + op(1)] holds uniformly for
all  ∈ 0,C0/√n. Moreover, for  ∈ 0,C0/√n, |
∑n
i=1 ei,2()| = op(1). Finally, we can
show that
Ln() = 1√
n
K()Wn(
2) −
1
2
K()T Jn(
2)K() + op
(
1
n
)
(21)
holds uniformly over  ∈ 0,C0/√n. Now, we can identify 
2 as  and (, 
1) as .
Note that, for ﬁxed  = 
2, K(, ) = 0 implies that  = (, 
1) = (0, 
0) = 0 and
K(, ) − K(0, ) =
[

2 1
(
2)
2 0
](


1 − 
0
)
+ o|(||− 0||).
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Therefore, for ﬁxed 
2, n1/6K
2 = {n1/6K() :  ∈  and 
2 is ﬁxed} can be uniformly
approximated at (
2)∗ = (0, 
0, 
2) by the convex cone 
2 , where

2 =
{
 :  =
(

2 1
(
2)
2 0
)(
x1
x2
)
, x = (x1, x2) ∈ [0,∞) × R
}
.
By using Theorem 4, we know that
inf
∈√nK
2
Qn(, 
2) = inf
∈
2
Qn(, 
2) + op|(1)
and 2 sup∈ Ln() = sup|
|M Vˆ (
2)T Jn(
2)Vˆ (
2) + op(1), where Vˆ (
2) is deﬁned
to be the unique minimizer of Qn(, 
2) over 
2 for each ﬁxed 
2. Assumption (2.3)
ensures that for each 
 ∈ [−M,M],Wn(
) = ∑ni=1 wi(
)/√n converges toN [0, J (
)] in
distribution and Wn(
) converges to a Gaussian process W(
) indexed by 
 ∈ [−M,M],
becauseE[Wn(
)−Wn(
′)]2const× (
−
′)2. Thus, Assumption 6 holds. Let V (
2) be
the unique minimizer of Q(, 
2) as deﬁned in (15). So, it follows from Theorem 5 (a) that
2 sup∈ Ln() ⇒ sup|
2|M V (
2)T J (
2)V (
2). In addition, Vˆ (
2) ⇒ V (
2) as stated
in Theorem 5 (b). Above results provide a convincing story about our general results in
Section 2.
In the following, we discuss two potential generalizations. First, we discuss the L1-norm
optimal rate convergence for estimating the true mixing distribution G(
) = I {

0}
based on the maximum likelihood estimate ˆ. Second, we will discuss the general form of
(19).
First, by using ˆ, we can construct Gˆ(
) = G(
ˆ1, 
ˆ2, ˆ) = (1−ˆ)I {
 
ˆ1}+ˆI {
 
ˆ2}.
Chen [5] claimed that the optimal rate convergence for estimating G(
) by using Gˆ(
) in
L1 norm is at most n−1/4. We have the following claim:∫


|Gˆ(
) − G(
)|d
 = √ˆOp(n−1/4).
Due to the symmetry for
1 and
2, without loss of generality, we assume that 
ˆ1 
ˆ2.More-
over, we have to distinguish two different cases: A = {
ˆ1
0 
ˆ2} and the complement
of A, denoted by A. It is easy to see that∫


|Gˆ(
) − G(
)|d
 = I {A}|ˆ
ˆ2 − (1 − ˆ)
ˆ1| + I {A}|k1(ˆ)|.
According to the deﬁnitions of k1() and k2(), we can show that

2 − (1 − )
1 = (1 − 2)k1() + 2
√
(1 − )[k2() − k1()2].
Since k1(ˆ) = Op(n−1/2) and k2(ˆ) = Op(n−1/2), we know that ˆ
ˆ2 − (1 − ˆ)
ˆ1
at least has the same convergence rate as Op(
√
ˆk2(ˆ)) =
√
ˆOp(n−1/4). Therefore, the
convergence rate of
∫

 |Gˆ(
) − G(
)|d
 is at least as small as
√
ˆOp(n−1/4).
Second, we discuss a general form of
logit(P {Yij = 1|Ui}) = xij	+ zij [Ui
1 + (1 − Ui)
2], (22)
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where zij is the part of xij that may interact with the latent variable, and 	 and 
’s are
parameters. The interaction term in model (22) is very important in genetic studies for
assessing potential gene-environment interactions. The differences between (22) and (19) is
that in (22), the nuisance parameter 	 is introduced and 
1 and 
2 may be a high dimensional
vector. Detailed proof has been reported in [23].
3.2. Example 2: stationary ARMA processes
In this example, we will show how to apply our main results in Section 2 to ARMA
processes. In the following, we mainly follow Dacunha-Castelle and Gassiat’s [9] notation
andparameterization. For detailed information, please refer toDacunha-Castelle andGassiat
[9]. We consider the ARMA(p, q) processes given by
Xn + a1Xn−1 + · · · + apXn−p = n + b1n−1 + · · · + bqn−q, (23)
where (n)n1 is a white noise process with variance 2 and the complex polynomials
A(z) = 1+∑pj=1 aj zj andB(z) = 1+∑qj=1 bj zj don’t have roots inside the complex unit
disc. The spectral density of process (23) is given by f (x) = (2)−12B(eix)B(e−ix)/[A
(eix)A(e−ix)]. From now on, the true modelF0 is ARMA (p0, q0)with the spectral density
f0(x) = (2)−120B0(eix)B0(e−ix)/[A0(eix)A0(e−ix)],
in which B0 is of degree q0 and A0 is of degree p0. Let X(n) be an n sample from F0,n.
For any ARMA(p, q) processes, we consider a contrast function deﬁned by
Ln(f ) = log 2+ log 2 + n−1X(n)T Tn
(
1
f
)
X(n), (24)
where Tn is a Toeplitz operator of order n such that for each integrable function h, Tn(h) is an
n× n Toeplitz matrix with the (i, j) element (Tn(h))i,j to be hˆi−j = hˆk =
∫ 
− exp(−ikx)
h(eix) dx/2. We are interested in testing H0: ARMA(p0, q0) against H1: ARMA(p, q)
with pp0 and qq0. The pseudo likelihood ratio statistic is deﬁned by
Sn(p, q) = inf
f∈F(p,q;,u) Ln(f ) − Ln(f0), (25)
where F(p, q; , u) is the space consisted of all spectral densities of ARMA(p, q) with all
poles and zeros greater than or equal to 1 +  and 0 < u21/u.
For each f ∈ F(p, q; , u), Dacunha-Castelle and Gassiat [9] introduced a locally conic
parameterization through two parameters t ∈ [0,M] and 	 ∈ B such that f is determined by
f(t,	); see Eq. (15) in Dacunha-Castelle and Gassiat [9]. Let  = (t, 	) and the parametric
space  = { : f ∈ F(p, q; , u)}. Then, we decompose  into two pieces:
1 =
{
 ∈  : t
N(	)2
n
}
, 2 =
{
 ∈  : t
N(	)2
> n
}
for some  ∈ (0, 1), whereN(	) is deﬁned in [9], n = sup	∈B tˆ (	) and for each	 ∈ B, tˆ (	)
is deﬁned by Ln(f(tˆ(	),	)) = inf t∈[0,M] Ln(f(t,	)). Since n converges to 0 in probability,
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we only consider all  in N ′ [op(1)] = { ∈  : t2n}, where K ′() = t . Note for the
locally conic parameterization, we can Taylor expand Ln(f(t,	)) around t = 0 for each
ﬁxed value of 	.
For all  ∈ 1n = 1 ∩ N ′ [op(1)], we can show that
Ln(f(t,	)) − Ln(f0) =
[
−t 1√
n
W 1n (	) + 0.5t2
]
(1 + op(1)),
where W 1n (	) is deﬁned in [9, p. 1203]. According this expansion, we can identify t as ,
	 as  and K() = t . By noting the condition (LC2) for the locally conic models [9, p.
1181], we can apply Theorems 1, 2 and 4 here to obtain that inf∈1n Ln(f(,	))−Ln(f0) =
inf t∈[0,∞)[−tW 1n (	)/
√
n + 0.5t2](1 + op(1)) = −0.5{W 1n (	)+}2 + op(1). Furthermore,
for all  ∈ 2n = 2 ∩ N ′ [op(1)], it follows from Lemma 4.4 of Dacunha-Castelle and
Gassiat [9, p. 1203] that
inf
∈2n
Ln(f()) − Ln(f0) inf
∈1n
Ln(f()) − Ln(f0).
By using the second strategy in Section 2.4, we can conclude that
inf
∈
Ln(f()) − Ln(f0) = inf
∈1n
Ln(f()) − Ln(f0) = −0.5{W 1n (	)+}2 + op(1).
3.3. Example 3: general quadratic approximation using Hellinger distance
Recently, Liu and Shao [13] proposed a generalized differentiability in quadratic mean
expansion and used it to derive a quadratic approximation of the log-likelihood ratio using
the Hellinger distance. Based on the quadratic approximation, they derived the null asymp-
totic distribution of the log-likelihood ratio test. In this example, we assess the relationship
between our approach and Liu and Shao’s [13] results.
Following the same notation as in [13], we consider a family of probability distributions
{P :  ∈ }. Let x1, · · · , xn be i.i.d random observations from the common distribution
P, and 0 = { : P = P }. The empirical measure Pn of the sample x1, · · · , xn on a
measurable space (X ,A) is deﬁned as Pn = (1/n)∑ni=1 xi , where xi is a point mass
probability. For a given collection F of measure functions f : X → R, the F-indexed
empirical processGn is given byGnf = √n(Pn−P)f = 1√n
∑n
i=1[f (Xi)−P(f )], where
notation P(g) is deﬁned as
∫
g dP . For any f ∈ L2(P ), we use the L2(P ) form deﬁned as
||f ||P,2 =
√
P(f 2). Let  = dP/dP and h =
√
 − 1, the Hellinger distance between
P and P is given as H 2() = P [(
√
 − 1)2]/2. Throughout this example, Assumptions
(3.1)–(3.7) given in Appendix C are assumed.
To test the hypothesis: H0 : xi ∼ P,  ∈ 1 against H1 : xi ∼ P,  ∈ \1, Liu and
Shao [13] generalized Le Cam’s DQM condition by introducing a GQDM condition for h.
The GQDM condition assumes that
h = H()S − H 2() + H 2()R, (26)
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where PS = PR = 0 for any  ∈ H, = { : H()} and sup∈H, [S2 + |R|] ∈
L1(P ) for some  > 0. The log-likehood function is given by
Ln() = n−1
n∑
i=1
log[(xi)] = 2n−1
n∑
i=1
log[1 + h(xi)].
Using the inequality log(1 + x)x, we get
Ln()2n−1/2H()GnS − 2(1 − PnR)H 2(). (27)
If we take n = n−1/2, K() = H(), W˜n() = 2GnS and J˜n() = 4(1 − PnR), we can
see that the above inequality holds over  ∈ H,.
Let us verify all conditions in Theorem 6. Under somemild conditions such as continuity,
H() should satisfy condition (i) of Theorem 6. For instance, using conditions in Feng and
McCulloch [10], H(ˆn) converges to zero in probability (from now on, ˆn is the maximum
likelihood estimator). Condition (ii) of Theorem 6 is trivial because we consider the maxi-
mum likelihood estimate. Combining Assumptions (3.1) and (3.2), (27) and |R| ∈ L1(P )
leads to condition (iii) of Theorem 6. Therefore, we obtain that H(ˆn) = Op(n−1/2) based
on Theorem 6. From this, inequality (27) is essential to the convergence rate of H(ˆn).
Next, we can focus on all  for which H() = Op(n−1/2). Liu and Shao [13] showed
that
Ln() = 2n−1/2H()GnS − H 2()[2 + PnS2 ] + op(1/n) (28)
holds uniformly for all H()Cn−1/2 by assuming Assumption (3.3). If we compare (27)
with (28), we see that J˜n() = 4(1 − PnR) in (27) is changed to Jn() = 4 + 2PnS2 in
(28).
To see that Liu and Shao’s [13] results fall into the general framework in Section 2, we
need to introduce the nuisance parameter  and space  as follows:
 =
{
 ∈ L2(P ) : ∃{n} ∈  s.t. lim
n→∞ H(
n) = lim
n→∞ | ||S
∗
n − ||P,2 = 0
}
, (29)
where S∗ = S/
√
1 + PS2 /2. For each S∗ , we deﬁne a ∗ ∈ cl() for which
||∗ − S∗ ||P,2 = inf
∈
||− S∗ ||P,2.
Under Assumptions (3.5) and (3.7), for each  in  and t = Op(n−1/2), we uniformly
have
Ln((t, ))
= 2n−1/2H((t, ))GnS(t,) − H 2((t, ))[2 + PnS2(t,)] + op(n−1)
= n−1/2tGn[4 + 2PS2(t,)]1/2S(t,)/[1 + PS2(t,)/2]1/2
− 1
2
t2[4 + 2PS2(t,)] + op(n−1)
= n−1/2T˜ (t, )GnS∗(t,) −
1
2
T˜ 2(t, ) + op(n−1/2)
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= n−1/2T˜ (t, )Gn− 12 T˜
2(t, ) + op(n−1),
= 1
2
n−1(Gn)2 − 12n
−1Qn(t, ) + op(n−1),
where T˜ (t, ) = t[4 + 2PS2(t,)]1/2 = H((t, ))[4 + 2PS2(t,)]1/2 and Qn(t, ) =
(n1/2T˜ (t, )−Gn)2. In this case, t and T˜ (t, ) can be treated as  andK(, ) in Eq. (10),
respectively. Moreover, n = n−1/2, J () = 1 and Wn() = Gn. We can deﬁne tˆnQ as
the minimizer of Qn(t, ). It is easy to see that
K = {k : k = T˜ (t, )} ⊃ [0, 20];
therefore, n1/6K can be approximated by [0,∞) with bn = n1/3. Finally, we can deﬁne
ˆn as (14).
Proposition 1. Suppose that Assumptions (3.1)–(3.7) hold, we have the following results.
(a) Assumptions 1–4 and 6–8 hold.
(b) T˜ (tˆnQ, ) = Op|(n−1/2), and ˆn = (Gn ∨ 0) + Op|(1).
(c) n1/2T˜ (tˆnQ, ) = n + op(1), n1/2T˜ (tˆnQ, ) ⇒ (G() ∨ 0) and nLn(tˆn, ) ⇒
(G() ∨ 0)2.
Finally,
nLn(ˆn) = n sup
∈
Ln(, tˆn) + op|(1) →d sup
∈
(G() ∨ 0)2. (30)
Because Proposition 1 (b) is followed from (a) and our main results in Section 2, and
(c) can be proved as Theorem 2.3 of Liu and Shao [13] or Theorems 4 and 5 in Section 2,
proof of Proposition 1 is omitted. Liu and Shao’s [13] results are very useful to handle many
problems in ﬁnite mixture models under the i.i.d setup. Proposition 1 relates our approach
to Liu and Shao’s [13] method.
4. Discussion
In the recent literature, the estimation and testing problems for the models with loss of
identiﬁability have attracted a great deal of attention because of their wide applications in
Econometrics and Statistics; see many interesting examples in Section 3 and Andrews [4].
Due to some unnatural properties of these irregular models, the corresponding asymptotic
theory is not well established.
The results presented here cover a large class of estimation procedures including the
maximum likelihood estimation.We consider the cases inwhich the set of the true parameter
values can be inﬁnite and some components of the parameter vector are on the boundary of
the parameter space. Moreover, the general conditions, on which our main results are based,
allow sampling from non-i.i.d random variables, and hence greatly broaden the applicability
of our main results. For instance, one challenging problem lies in the unknown number of
components in ﬁnite mixture models, and our main results have been successfully applied to
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this problem to obtain some deeper results, such as the L1-norm for estimating the mixing
distribution; see Example 1 in Section 3. We are also exploring additional applications of
the results in Section 2 and the results will be presented elsewhere. Finally, it should be
noted that our assumptions are not optimal and our results cannot cover all estimation and
testing problems for the models with loss of identiﬁability. Some extensions are deﬁnitely
possible and interesting. However, all these issues warrant future research.
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Appendix A. Proofs
Proof of Theorem 1. Let Fn(t, ) = K(t, )T W˜n()/||K(t, )||. According to Assump-
tions 2 and 3, the following inequality
Ln(0, ) − Ln(t, ) + op|(2n) + n||K(t, )||Fn(t, )
 1
2
K(t, )T J˜n()K(t, ) + op|(||K(t, )||2)
holds uniformly for all t in the neighborhoodN[op|(1)] andK(t, )T J˜n()K(t, )4C2l
||K(t, )||2 almost surely. Also, the op|(||K(t, )||2) term can be bounded by
C2l ||K(t, )||2 as t is in N[op|(1)]. Therefore, we obtain
Ln(0, ) − Ln(t, ) + op|(2n)C2l ||K(t, )||2 − nFn(t, )||K(t, )||.
Substituting t = ˆn into the above inequality and adding2nFn(ˆn, )2/(4C2l ) = Op|(2n)
to both sides, we have
[Cl ||K(ˆn, )|| − nFn(ˆn, )/(2Cl)]2
 Ln(0, ) − Ln(ˆn, ) + 2nFn(ˆn, )2/(4C2l ) + op|(2n)
 Ln(0, ) − sup
∈
Ln(, ) + Op|(2n)Op|(2n).
Thus, K(ˆn, ) = Op|(n), since Fn(ˆn, ) = Op|(1). This completes the proof for
Theorem 1. 
Proof of Lemma 1. Since 0 ∈ cl(K) for all  ∈ , we know that
0Qn((ˆnQ, ), ) = inf
∈K/n
Qn((, ), ) + op|(1)Qn(0, ) + op|(1).
By using the deﬁnition of Qn((, ), ) and Assumption 4, we ﬁnd that
Qn(0, ) = Wn()T Jn()−1Wn() + op|(1) = Op|(1),
which gives that −1n K(ˆnQ, ) = Op|(1).
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Proof of Theorem 2. By using (8), we get
op|(2n)op|(2n) + sup
∈
Ln(, ) − Ln(ˆnQ, )Ln(ˆn, ) − Ln(ˆnQ, ).
Since both K(ˆnQ, ) and K(ˆn, ) have a n-convergence rate, Assumption 4 and Eq.
(12) deduce that
Ln(ˆn, ) − Ln(ˆnQ, )
= 1
2
2nQn(K(ˆnQ, )/n, ) −
1
2
2nQn(K(ˆn, )/n, ) + op|(2n)
= op|(2n) +
1
2
2n
[
inf
∈
Qn(
−1
n K(, ), ) − Qn(−1n K(ˆn, ), )
]
 op|(2n).
Therefore,
op|(2n)
1
2
2n
[
Qn(
−1
n K(ˆnQ, ), ) − Qn(−1n K(ˆn, ), )
]
op|(2n),
which gives (a). By using Eq. (10) and result (a), we can get (b). 
Proof of Theorem 3. Assumption 5 deduces that there exists an open neighborhood of 0,
say N(k0) = {t : ||t || < k0} with k0 > 0, in all K. Thus, for any t ∈ N(k0) and all  ∈ ,
we can ﬁnd at least a ∗ in  such that t = K(∗, ). By using Assumption 4, we know
that Jn()−1Wn() = Op(1); therefore, for any small  > 0, there exists an M > 0 such
that
P(||nJn()−1Wn()|| > nM) < 1 − .
Since n → 0 as n → 0 and k0 is a positive scalar, we assume that for a large n,
nM < k0 and ||Jn()−1Wn()||M. (31)
Thus, we can ﬁnd a ∗n, which satisﬁes K(∗n, ) = nJn()−1Wn(). Substituting ∗n
into (10), we get
Ln(
∗
n, ) = Ln(0, ) +
1
2
2nWn()
T Jn()
−1Wn() + op|(2n).
Using the deﬁnition of ˆn in Assumption 2 and the equality in (10), we have
op|(2n)Ln(ˆn, ) − Ln(∗n, ) = −
1
2
2nQn(K(ˆn, )/n, ) + op|(2n),
leading to that Qn(K(ˆn, )/n, ) = op|(1). Therefore, if (31) is true, K(ˆn, )/n =
Jn()−1Wn() + op|(1); otherwise, the event of “(31) isn’t true” can be controlled by a
small probability. Thus, we conclude the ﬁrst part of Theorem 3.
Let Zn() = (Jn(),Wn()) and Z() = (J (),W()), Assumption 6 assures that
Zn ⇒ Z. We consider a map g1 : ∞() → ∞() such that g1(Zn()) = Jn()−1Wn()
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and g1(Z()) = J ()−1W(). On the ∞() space, if (Zn − Z) = sup∈ ||Zn() −
Z()|| → 0, then
sup
∈
||g1(Zn()) − g1(Z())||
 sup
∈
||Jn()−1[Wn() − W()]|| + sup
∈
||[Jn()−1 − J ()−1]W()||
 Op(1) sup
∈
||Zn() − Z()|| → 0,
by using Assumption 4 and 6. Using the continuous mapping theorem and the Slutsky’s
Theorem [17], we know that K(ˆn·, ·)/n = Jn(·)−1Wn(·) + op|(1) ⇒ J (·)−1W(·).
Finally, we know that
sup
∈
2[Ln(ˆn, ) − Ln(0, )]/2n = sup
∈
Wn()
T Jn()
−1Wn() + op(1).
Deﬁne a map g2(·) : ∞() → R such that
g2(Zn) = sup
∈
Wn()
T Jn()
−1Wn() and g2(Z) = sup
∈
W()T J ()−1W().
We can show that |g2(Zn) − g2(Z)| → 0 as (Zn − Z) → 0. Thus, g2 : ∞ → R is a
continuous map. Therefore, g2(Zn) converges to g2(Z) in distribution. We can conclude
the proof of Theorem 3. 
Proof of Theorem 4. (a) Let Xn() = Jn()−1Wn() = Op|(1) and Xnb() = Xn
()/bn, then ||Xnb()|| = Op|(b−1n ). For any set  ⊂ Rq and z ∈ Rq , we deﬁne
distn(z,) = inf
∈
[(− z)T Jn()(− z)]1/2.
Therefore, distn(Xn(),) = inf∈ Qn(, )1/2. Moreover
distn(Xnb(),) = inf
∈
[(− Xn()/bn)T Jn()(− Xn()/bn)]1/2
= b−1n inf
∈
[(bn− Xn())T Jn()(bn− Xn())]1/2
= b−1n inf
∈
Qn(, )
1/2.
Also, we can show that distn(Xnb(),K/(nbn)) = b−1n inf∈K/n Qn(, )1/2. Deﬁne
Cn() = distn(Xnb(),) − distn(Xnb(),K/(nbn))
= b−1n
(
inf
∈
Qn(, )
1/2 − inf
∈K/n
Qn(, )
1/2
)
.
It sufﬁces to show that Cn() = op|(b−1n ).
Let X′nb() ∈ K/(nbn) such that distn(Xnb(),K/(nbn)) = distn(Xnb(),X′nb
()) + op|(b−1n ). Since 0 ∈ cl(K/(nbn)), we get
distn(Xnb(),X′nb()) = distn(Xnb(),K/(nbn)) + op|(b−1n )
 ||Jn()1/2Xnb()|| + op|(b−1n )
40 H. Zhu, H. Zhang / Journal of Multivariate Analysis 97 (2006) 19–45
and
||X′nb() − Xnb()||
 distn(Xnb(),X′nb())/ inf∈ min[Jn()
1/2]
 (||Jn()1/2Xnb()|| + op|(b−1n ))/ inf
∈
min[Jn()1/2]
 ||Xnb()|| sup
∈
max[Jn()1/2]/ inf
∈
min[Jn()1/2] + op|(b−1n ) = Op|(b−1n ).
Thus, ||X′nb()|| ||X′nb()−Xnb()||+ ||Xnb()|| = Op|(b−1n ). Similarly, let X′′nb() ∈
 such that distn(Xnb(),) = distn(Xnb(),X′′nb())+ op|(b−1n ). Using the almost
same arguments, we can deduce that ||X′′nb()||Op|(b−1n ).
Using Assumptions 4 and 7, we get
distn(X′nb(),) = op|(||X′nb()||), and
distn(X′′nb(),K/(nbn)) = op|(||X′′nb()||);
see also Andrews [3]. Since
Cn()  distn(Xnb(),X′nb()) + distn(X′nb(),) − distn(Xnb(),K/(nbn))
= distn(X′nb(),) + op|(b−1n ) = op|(||X′nb()||) + op|(b−1n )
and
Cn()  distn(Xnb(),) − distn(Xnb(),X′′nb()) − distn(X′′nb(),K/(nbn))
= op|(||X′′nb()||) + op|(b−1n ),
it follows that Cn() = op|(b−1n ).
(b) Since ˆTnJn()(ˆn − Xn()) = 0 ([16, Lemma 4.1]), we have
Wn()
T Jn()Wn() = Xn()T Jn()Xn() = (ˆn − Xn())T Jn()(ˆn − Xn())
+ ˆTnJn()ˆn = Qn(ˆn, ) + ˆ
T
nJn()ˆn.
Theorem 4(b) follows from the result above and Theorem 2.
(c) Let ˆ∗n be in cl() such that
||K(ˆn, )/n − ˆ∗n|| = dist(K(ˆn, )/n,).
Because  is a convex cone, ˆ
∗
n is unique for each . Moreover, since
||K(ˆn, )/(nbn) − ˆ∗n/bn|| = dist(K(ˆn, )/(nbn),)
= op|(||K(ˆn, )/(nbn)||) = op|(b−1n ),
we get ||K(ˆn, )/n − ˆ∗n|| = op|(1).
Let ||||n = (T Jn())1/2. Using Assumption 4, we get that ||ˆ∗n − ˆn|| = op|(1)
if and only if ||ˆ∗n − ˆn||n = op|(1). Using triangle inequality and result (a), we have
||ˆ∗n − Xn()||n = ||K(ˆn, )/n − Xn()||n + op|(1)
= ||ˆn − Xn()||n + op|(1).
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This yields that n() = ||ˆ∗n − Xn()||n − ||ˆn − Xn()||n = op|(1) and
∗n() = ||ˆ
∗
n − Xn()||n2 − ||ˆn − Xn()||n2 = op|(1).
Case 1: If Xn() ∈ cl(), then ˆn = Xn() and
||ˆ∗n − ˆn||n = ||ˆ
∗
n − Xn()||n = n() + ||ˆn − Xn()||n = n()
= op|(1).
Case 2: If Xn() /∈ cl(), we know that ˆn is on the boundary of , since ||ˆn −
Xn()||n = inf∈cl() Qn(, ). Nowwe can use a line,L(Xn(), ˆn), to connectXn()
and ˆn, and a line L(0, ˆn), to pass through 0 and ˆn, then L(Xn(), ˆn) ⊥ L(0, ˆn),
see (b). Deﬁne Pn to be the projection ontoL(Xn(), ˆn)with respect to the norm || · ||n.
Since ˆ
∗
n ∈  and is convex, Pnˆ
∗
n ∈ . Consequently, ˆn lies on the line segment
joining Xn() and ˆ∗n by the deﬁnition of ˆn. Using the orthogonality of projection, we
have
||ˆ∗n − ˆn||2n = ||ˆ
∗
n − Pnˆ
∗
n||2n + ||Pnˆ
∗
n − ˆn||2n.
Now, we want to prove that ||Pnˆ∗n − ˆn||2n2n() and ||ˆ
∗
n −Pnˆ
∗
n||2n∗n(). We
have
||ˆ∗n − Pnˆ
∗
n||2n = ||ˆ
∗
n − Xn()||2n − ||Pnˆ
∗
n − Xn()||2n
= ||ˆn − Xn()||2n + ∗n() − ||Pnˆ
∗
n − Xn()||2n∗n(),
since ||ˆn − Xn()||n ||Pnˆ∗n − Xn()||n. Moreover,
||Pnˆ∗n − Xn()||n ||ˆ
∗
n − Xn()||n = ||ˆn − Xn()||n + n(),
we have
||Pnˆ∗n − ˆn||n = ||Pnˆ
∗
n − Xn()||n − ||ˆn − Xn()||n
 ||ˆn − Xn()||n + n() − ||ˆn − Xn()||n = n().
Proof of Theorem 5. (a) By using Theorems 2 and 4, we know that
sup
∈
2[Ln(ˆn, ) − Ln(0, )]/2n = sup
∈
[Wn()T Jn()−1Wn()
− inf
∈
Qn(, )] + op|(1).
Deﬁne a map g3(·) : ∞() → R such that g3(Zn) = sup∈[Wn()T Jn()−1Wn() −
inf∈ Qn(, )] and g3(Z) = sup∈[W()T J ()−1W() − inf∈ Q(, )], where
Zn = (Wn, Jn) and Z = (W, J ). To prove (a), it sufﬁces to show that g3(·) is a continuous
map; that is, |g3(Zn) − g3(Z)| → 0 as (Zn − Z) → 0.
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Note that
|g3(Zn) − g3(Z)|  (|Wn()T Jn()−1Wn() − W()T J ()−1W()|)
+ sup
∈
∣∣∣∣ inf∈ Qn(, ) − inf∈ Q(, )
∣∣∣∣ ,
in which the ﬁrst term in the right-hand side can be arbitrary small as (Zn − Z) → 0.
So, we focus on () = | inf∈ Qn(, )− inf∈ Q(, )|. Similar to the deﬁnition of
distn(z,) in the proof of Theorem 4 (a), we deﬁne Xn() = Jn()−1Wn(), X() =
J ()−1W(), and dist(z,) = inf∈ [(− z)T J ()(− z)]. Thus, we have
n()(1)n () + (2)n (),
where (1)n () = |distn(Xn(),)2 − distn(X(),)2| and
(2)n () = |distn(X(),)2 − dist(X(),)2|.
In the following, we will prove that both sup∈ 
(1)
n () and sup∈ 
(2)
n () converge to
zero as (Zn − Z) → 0.
Using triangle inequality, we can show that
distn(Xn(),)distn(X(),) + (Xn − X)Op(1)
anddistn(X(),)distn(Xn(),)+(Xn−X)Op(1).Moreover, because0distn
(X(),)X()T Jn()X() = Op(1) and distn(Xn(),)Xn()T Jn()Xn() =
Op(1), we have that (1)n ()(Xn − X)Op(1) for all  ∈ .
LetD() = ()−X(). Since()minimizesQ(, ) in cl(),weﬁnd that 0dist(X(),)2 =
D()T J ()D()X()T J ()X() = Op(1). Thus, we know that
dist(X(),)2 = D()T Jn()D() + D()T [J () − Jn()]D()
 distn(X(),)2 − Op(1)(J − Jn).
Similarly, we have distn(X(),)2dist(X(),)2 − Op(1)(J − Jn). Therefore,
(2)n ()Op(1)(J − Jn). We can conclude that sup∈ () → 0 as (Z − Zn) → 0.
(b) Deﬁne a map g4 : ∞() → ∞() such that g4(Zn) = ˆn and g4(Z) = (). It
sufﬁces to show the continuity of the map g4(·). Let ˜() be in cl() such that
dist(Xn(),) = ||J ()1/2(Xn() − ˜())||,
(1) = sup∈ ||ˆn − ˜()|| and (2) = sup∈ ||() − ˜()||. Based on the fact that
(g1(Zn) − g1(Z))(1) + (2), we will show that both (1) and (2) converge to zero if
(Z − Zn) converges to zero.
After some algebra, we get
||J ()1/2[ˆn − ˜()]||2 = 0.5||J ()1/2[ˆn − Xn()]||2
+ 0.5||J ()1/2[˜() − Xn()]||2
− ||J ()1/2[0.5ˆn + 0.5˜() − Xn()]||2.
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Similar to the arguments in Theorem 5 (a), we can show that
||J ()1/2[˜() − Xn()]||2 = ||J ()1/2[ˆn − Xn()]||2 + op(1);
therefore,
||J ()1/2[ˆn − ˜()]||2 = ||J ()1/2[˜() − Xn()]||2
− ||J ()1/2[0.5ˆn + 0.5˜() − Xn()]||2 + op(1).
From the deﬁnition of ˜(), it follows that
0 ||J ()1/2[ˆn − ˜()]||2op(1),
which yields that (1) → 0.
Note the fact that projection onto a closed convex set is a distance reducing operator [19],
we can show that
||() − ˜()||2  ||J ()1/2[() − ˜()]||2/min(J ())
 ||J ()1/2[Xn() − X()]||2/min(J ()).
Thus, (2)(Xn −X)Op(1). Combining about results, we can ﬁnish the proof of (b). 
Proof of Theorem 6. Let F ′n() = K ′()T W ′n()/||K ′()||. According to (i) and inequal-
ity in (iii), the following inequality
−Ln() + Ln(0) + op(2n) + ||K ′()||F ′n()n 
1
2
K ′()T J ′n()K ′()
+ op(||K ′()||2)
holds uniformly for all  in the neighborhoodN ′ [op(1)]. Moreover, (ii) implies thatK ′()T
J ′n()K ′()C2l ||K ′()||2 almost surely. Also, the op(||K ′()||2) term can be bounded by
C2l ||K ′()||2/4 as  is in N
′ [op(1)]. Therefore, we obtain
−Ln() + Ln(0) + op(2n)C2l ||K ′()||2/4 − nF ′n()||K ′()||.
Substituting ˆ into the above inequality and adding 2nF ′n(ˆ)2/C2l = Op(2n) to both sides,
we have
[Cl ||K ′(ˆ)|| − 2nF ′n(ˆ)/Cl]2  −4Ln(ˆ) + 4Ln(0) + 42nF ′n(ˆ)2/C2l
 Op(2n) − 4
[
sup
∈
Ln() − Ln(0)
]
+ 2n4F ′n(ˆ)2/C2l
 Op(2n) + 2n4F ′n(ˆ)2/C2l .
Conditions (i) and (ii) imply that the right-hand side of the above inequality is in the order
of Op(2n); thus, K ′(ˆ) = Op(n). This completes the proof. 
Appendix B. Assumptions in Example 2
(2.1) For all i = 1, · · · , n and j = 1, · · · , ni , |ni |N0 < ∞ and ||xij ||N0, where N0 is
a large scalar.
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(2.2) For every  > 0, sup∈/0, E[Ln()] < 0, where
E[Ln()] = 1
n
n∑
i=1
∫
log[pi(yi, xi , )/f ∗i ]f ∗i dyi dxi ,
where 0, = { ∈  : |
1 − 
0|, |
2 − 
0|}. Note that E[Ln()] is the average of
the Kullback–Leibler distance to the true model from all families.
(2.3) There exists a J (
) such that sup|
|M ||EJn(
)−J (
)|| → 0 in probability and∞ >
sup|
|M max[J (
)] inf |
|M min[J (
)] > 0 holds almost surely. This assumption
ensures the existence of the asymptotic distribution. We can use the characteristic function
technique inSection 4 ofChen [5] to prove the positivity ofJ (
) andvalidate this assumption
under the independent and identical framework.
Appendix C. Assumptions in Example 3
Liu and Shao [13] make the following assumptions:
(3.1) sup∈H, |GnS| = Op(1) for some  > 0.
(3.2) inf∈H, |1 − PnR| > 0 for some  > 0.
(3.3) sup∈
H,Op(n
−1/2)
|PnR| = op(1).
(3.4) For any {n} in H,, if H(n) → 0, we can always ﬁnd a subsequence {nk } of {n}
and a  in  such that ||S∗nk − ||P,2 converges to zero, which is called “ is complete”
by Liu and Shao [13].
(3.5) For any  ∈ , there is a continuous path {(t, ) : 0 t0} ⊂ H, (with respect
to t) such that H((t, )) = t and limt→0 S∗(t,) = .
(3.6) G(·), a centered Gaussian process indexed by , has uniformly continuous sample
path and covariance kernel
P(G(1)G(2)) = P(12) for any 1, 2 ∈ .
(3.7) supH()=Op(n−1/2) |GnS∗ − G(∗)| = op(1) and supH()=Op(n−1/2) |PnS2 − PS2 | =
op(1).
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