Time-series predictions by artificial neural networks (ANNs) are traditionally formulated as unconstrained optimization problems. As an unconstrained formulation provides little guidance on search directions when a search gets stuck in a poor local minimum, we have proposed to use a constrained formulation in order to use constraint violations to provide additional guidance. In this paper, we formulate ANN learning with crossvalidations for time-series predictions as a non-differentiable nonlinear constrained optimization problem. Based on our theory of Lagrange multipliers for discrete constrained optimization, we propose an efficient learning algorithm, called violation guided backpropagation (VGBP), that computes an approximate gradient using back-propagation (BP), that introduces annealing to avoid blind acceptance of trial points, and that applies a relax-and-tighten (R&T) strategy to achieve faster convergence. Extensive experimental results on well-known benchmarks, when compared to previous work, show one to two orders-of-magnitude improvement in prediction quality, while using less weights.
Introduction
We study in this paper new formulations and learning algorithms for predicting stationary time-series using artificial neural networks (ANNs).
ANNs for modeling time-series generally have special structures that store temporal information either explicitly using time-delayed structures or implicitly using feedback structures. Examples of the first class include time-delayed neural networks (TDNN) and FIR neural networks (FIR-NN), whereas examples of the latter include recurrent neural networks (RNN) 8 . In the ANNs studied in this paper, we use a hybrid architecture (see Section 2) with a recurrent structure, whose neurons are connected by FIR filters instead of links with constant weights. We believe that such an architecture is more powerful for modeling unknown temporal information.
Time-series predictions using ANNs have traditionally been formulated as unconstrained optimization problems that minimize mean squared errors (MSE):
where N o is the number of output nodes in the ANN, o(t) and d(t) are, respectively, the actual and desired outputs of the ANN at time t, w is a vector of all the weights, and the training data consists of patterns observed at t = t 0 , · · · , t 1 . Extensive past research has been conducted on designing ANNs with a small number of weights that can generalize well. However, such learning algorithms have limited success because little guidance is provided in an unconstrained formulation when a search is stuck in a local minimum in its weight space. In this case, the sum of squared errors in (1) does not indicate which patterns are violated and the best direction for the trajectory to move. To address the issue on the lack of guidance, we have proposed recently a constrained formulation 13 on ANN learning that accounts for the error on each training pattern in a constraint:
subject to h i (t) = (o i (t) − d i (t)) 2 ≤ τ for all i and t,
where h i (t) ≤ τ prescribes that the error of the i th output unit on the t th training pattern be less than τ , and φ(x) = max{0, x}. A constrained formulation is beneficial in difficult training scenarios because violated constraints provide additional guidance during a search, leading a trajectory towards a direction that reduces overall constraint violations.
In time-series predictions, cross validations are often used to avoid over-fitting. There are two types of cross-validation errors: single-step validation errors that measure output errors when external inputs to an ANN are true observed data, and iterative validation errors that measure output errors when external inputs to an ANN are predicted outputs from previous iterations.
In traditional learning with cross validations, a part of training patterns is reserved a priori in a validation set and not used in learning, and the single objective in learning is to minimize the sum of validation errors. Hence, errors measured in validation will not be included in learning. This approach is problematic because it allows only one validation set in learning and excludes patterns in the validation set for learning. As a result, learning may not converge when the time-series contains multiple regimes or when training patterns are scarce.
Based on the constrained formulation above, we have proposed a new crossvalidation method 13 that defines multiple validation sets in learning and that includes the error from each validation set as a new constraint (see Figure 1) . The use of multiple validation sets is especially suitable for time-series with inadequate
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Training Phase Fig. 1 . Defining three validation sets V 1 , V 2 and V 3 in a training set. The test set is used for testing the ANN after learning is completed.
training data and for time-series with multiple stationary regimes. The validation error for the i th output unit from the k th (k = 1, · · · , v) validation set is defined by the normalized mean squared error (nM SE):
where σ 2 k is the variance of the true time series in [t k,0 , t k,1 ], and N k is the number of patterns in the k th validation set. (Note that nM SE on the test set in Figure 1 is defined in a similar way.) The constrained formulation then becomes:
where e I (resp. e S ) is the nM SE of the iterative (resp. single-step) validation error, and τ , τ I k,i and τ S k,i are predefined small positive constants. Eq. (4) is a constrained nonlinear programming problem (NLP) with nondifferentiable functions. The formulation, when applied to large time-series predictions, cannot be handled by existing Lagrangian methods that require the differentiability of functions. Methods based on penalty formulations have difficulties in convergence when penalties are not chosen properly. Sampling algorithms 14 based on our recently developed theory of Lagrange multipliers for discrete constrained optimization 15 , when continuous variables are discretized to floating-point numbers, are too inefficient for solving large learning problems. To address this issue, we present in this paper an efficient learning algorithm called violation-guided backpropagation (VGBP). This paper is organized as follows. Section 2 introduces recurrent FIR neural networks. After briefly reviewing the Lagrangian theory for discrete constrained optimization in Section 3, we describe in Section 4 the generalized epoch-wise backpropagation-through-time (EWBPTT) algorithm for recurrent FIR networks and the VGBP algorithm. Finally, Section 5 shows our experimental results, and Section 6 concludes the paper. w (1) w (0) x(t − 1) 
Recurrent FIR Neural Networks
A variety of ANN architectures have been studied in the past to model time-series, although there was no consensus on the best architecture to use. For example, Horne and Giles concluded that "recurrent networks usually did better than TDNNs except on the finite memory machine problem." 9 Hallas and Dorffner stated that "recurrent neural networks do not seem to be able to do so (prediction) under the given conditions" and "a simple feedforward network significantly performs best for most of the nonlinear time series." 7 However, many do agree that the best architecture is problem dependent and that "the efficiency of the learning algorithm is more important than the network model used."
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Since neither recurrent nor non-recurrent ANNs are found to be superior for learning time series, we propose to study a hybrid architecture called recurrent FIR neural network (RFIR). This is a recurrent ANN whose feedback link has: a) a non-zero delay in order to provide more flexible storage, and b) an explicit memory modeled by an FIR filter for storing history information. Figure 2a shows a simple three-layer RFIR in which each feedforward connection is modeled by a multi-tap FIR filter (Figure 2b) , and each feedback link has a unit delay associated with it. The advantage of the hybrid architecture is that it can store more history information than either RNN or FIR-NN alone.
The concept of RFIR can be generalized to existing recurrent ANNs, such as the Elman's neural network 5 , fully recurrent neural networks (FRNN) 8 , and nonlinear autoregressive networks with exogenous inputs (NARX) 4 . By using FIR filters in feedforward links, these networks can be converted to Elman-like RFIRs, FRNN-like RFIRs, and NARX-like RFIRs. The idea of combining FIR filters and a recurrent structure is not new. Aussem et al.
3,1 proposed a dynamic recurrent neural network (DRNN) whose synapses are modeled by FIR filters. The main difference between RFIRs and DRNNs lies in the delay in their feedback links. With no delay in feedbacks, DRNN models a dynamic system described by differential equations in which the instantaneous change of the output of a node at time t is related to its value at time t. However, this feature also makes gradient computations of DRNNs much more complicated because they need to solve a series of differential equations in order to find an equilibrium state. In contrast, the output of a node in RFIR is fed back with at least one unit-time delay, thereby simplifying gradient computations. The performance results in Section 5 show that RFIRs perform better than DRNNs, and delayed feedbacks do not lead to degraded prediction performance.
Discrete Constrained Optimizations using Lagrange Multipliers
To use a Lagrangian method to solve (4), we first transform it into an augmented Lagrangian function:
Since (5) is not differentiable, we discretize variables finely and solve the problem in discrete space using the theory of Lagrange multipliers for discrete constrained optimization 15 . Algorithm designed to solve constrained NLPs in discrete space can be extended to solve constrained NLPs in continuous space because numerical evaluations of continuous variables using digital computers can be considered as discrete approximations of the original variables up to a computer's precision. The theory in discrete space is summarized as follows.
Definition 3.1. Discrete neighborhood N dn (w) is a finite user-defined set of points w ′ , where w ′ is reachable from w in one step and that w can reach any point in discrete space through N dn (w) 15 .
Definition 3.2. Point w is a discrete-neighborhood constrained local minimum (CLM dn ) iff (4) is feasible at w and the objective function is the smallest in {w} ∪ N dn (w). Note that a CLM dn of (4) is a feasible point 15 .
Definition 3.3. Discrete-neighborhood saddle point SP dn (w ⋆ , λ ⋆ ) satisfies:
for all w ∈ N dn (w * ) and all real vectors λ 15 . Violation-Guided Neural-Network Learning 3. An iterative learning procedure using a discrete constrained formulation for ANN timeseries prediction. The shaded box represents the routine to look for SP dn . R&T stands for our proposed relax-and-tighten strategy.
Theorem 3.1. First-order necessary and sufficient condition on CLM dn 15 . A point in the discrete space of (4) is a CLM dn iff it satisfies (6) for any λ ≥ λ * , where λ ≥ λ * means that each element of λ is not less than the corresponding element of λ * .
The theorem shows that solving (4) in discrete space is equivalent to (the much easier problem of) finding SP dn of (5). Note that the theorem does not hold in continuous space.
Violation-Guided Back-Propagation
In this section we describe an efficient algorithm to look for SP dn in the Lagrangian space defined in (5) . The shaded box in Figure 3 shows the general framework to look for SP dn 12 with two parts: one performing descents in the w subspace and another performing ascents in the λ subspace. The w loop in Figure 3 performs descents in the w subspace by generating candidates in Box (A) and by accepting the candidates generated using deterministic or annealing rules in Box (B). As indicated earlier, random sampling in Lagrangian space with discrete w is too inefficient. To this end, we propose in Section 4.1 to use BP to compute an approximate gradient direction in order to generate a probe. Since gradient descents may lead to infeasible local minima, we present a new annealing strategy in Section 4.2 to help escape from infeasible points. This is done in the λ loop that carries out ascents in the λ subspace by generating candidates in that subspace in Box (C) and by accepting them using deterministic rules in Box (D). Box (C) increases λ by:
where τ is the tolerance defined in (4) and (5). This rule penalizes a violated constraint relative to τ . We do not generate λ probabilistically because we like its effect on guidance to take place as soon as possible. Deterministic updates of λ lead to the deterministic acceptances of λ in Box (D). Last, we exploit special properties in the constrained formulation and present in Section 4.3 a new relax-and-tighten (R&T) strategy to successively tighten constraints as more relaxed constraints are satisfied. The R&T strategy is depicted in Box (F) in Figure 3 .
Gradient descents in the w subspace
In this subsection we present the functions of Box (A) that performs descents in the w subspace. For a learning problem with a large number of weights and/or training patterns, it is essential that the points generated be likely candidates to be accepted. Since (5) is not differentiable, we choose an approximate gradient direction by setting output error e ′ i (t) ← λ i (t)e i (t), applying BP to compute the gradient of the mean squared errors of e ′ i (t), generating a trial point using the approximate gradient and step size η, and mapping the trial point to (discretized) floating-point space. In this way, a training pattern with a large error (and its corresponding Lagrange multiplier) will contribute more in the overall gradient direction, leading to an effective suppression of constraint violations,
To derive an approximate gradient direction in an L-layer RFIR, we first define the notations used. Layer l has a bias node (except the output layers), N (l) regular nodes (see 
Let s l i (t) (resp. a l i (t)) be the output (resp. input) value of Node i in Layer l at time t. Then s
where k is the layer providing feedback to Layer l − 1. Note that the last term in (9) is dropped when there is no recurrent node in Layer l − 1. Finally, Output
Based on epoch-wise back-propagation-through-time (EWBPTT)
Given 1 ≤ l ≤ L − 1, the gradient of (10) over w t i,j (m) can be expressed as:
and the local gradient δ l i (t) is computed through back-propagation as follows:
Index l ′ in (12) is related to the recurrent node in such a way that a recurrent node in Layer l takes its feedback from a regular node in Layer l ′ + 1. For example, in a FRNN-like RFIR, l ′ + 1 equals l. When there is no recurrent node in layer l, then the term involving δ l ′ k is discarded. The weights can now be updated along the negative gradient direction as follows:
, where η is a learning rate.
In order to obtain an approximate gradient of (5), we set e ′ i (t) ← λ i (t)e i (t) when performing EWBPTT.
Step size η used in deriving a candidate point must be dynamic because the same candidate point will be generated repeatedly using a fixed η if a candidate point is rejected. In our algorithm, we generate η uniformly in (0, η 0 ) and adapt η 0 dynamically based on the acceptance ratio ν of candidate points generated. The rationale for this strategy is that a high ν indicates that the current direction is promising, leading to increases in η 0 and larger step sizes. On the other hand, a low ν indicates that the step size is too large for the current search terrain, leading to decreases in η 0 and smaller step sizes. After extensive experiments, we adjust η 0 as follows:
if a > 0.7
Probabilistic acceptances in the w subspace
Since the gradient direction computed by BP does not consider constraints due to cross validation and the step size is chosen heuristically, a search may get stuck in infeasible local minima. In previous studies, restarts are often used to help escape from such points. However, our experimental results have shown that uncontrolled restarts may lead to loss of valuable local information collected during a search. To address this issue, we propose an annealing strategy in Box (B) that decides whether to go from current point (w, λ) to (w ′ , λ) according to the Metropolis probability:
where x + = min{0, x}, and T is introduced to control the acceptance probability. Figure 4a plots the progress of the mean squared errors (MSE) defined in (1) of training an ANN to predict the Mackey-Glass-17 time-series (in short MG17) by using two fixed temperatures: T = 1 and T = ∞, respectively, where an iteration is defined as one pass through the w loop in Figure 3 . (MG17 is used as a running example throughout this section unless stated otherwise.)
When T = ∞ is combined with restarts, the algorithm accepts every trial point generated in the same way as traditional BP. Figure 4a illustrates this behavior by showing a search that explores a local region in the first 4000 iterations, got stuck in an infeasible local minimum, and restarted to a new point without keeping any history information. On the other hand, using T = 1 allows the search to accept trial points according to (15) and rejects poor points with high probability. Consequently, the algorithm keeps implicitly the history information of points searched in the past and progresses smoothly without escaping into poor regions blindly.
In contrast to conventional annealing schedules that start a search at high temperatures and decrease the temperature to zero as time runs out, we use a fixed temperature throughout the search. In order for a search to have an opportunity to explore better regions, we choose a fixed temperature that allows local descents by BP and not by annealing at low temperatures. Figure 4b shows the improvements in maximum constraint violations when a fixed temperature is used as compared to those at low temperatures using a decreasing temperature schedule.
Relax-and-tighten (R&T) strategy
It is undesirable to set violation tolerance τ = 0 initially in a search because we do not know whether such a violation tolerance can be achieved by the search. Moreover, setting τ = 0 will result in considerably large violations in each pattern, leading to large λ's, a rugged search space, and a more difficult search. On the other hand, if we set a loose τ > 0 initially, then most constraints can be satisfied easily, and the search can focus on the few patterns with large constraint violations and increase their corresponding λ's.
Another observation is that the progress of a search differs considerably for different fixed τ 's. These differences are illustrated in Figure 5 that shows the average maximum violations for different N (number of iterations) over five independent runs. When N is small, there is little difference in maximum violations. As N is increased, runs with larger τ 's have faster decreases in maximum violation than those with smaller τ 's. Eventually, all the curves level off when either all constraints are almost satisfied using the specified τ or further improvement is impossible using the given ANN topology. The figure also shows a steeper rate of decrease of maximum violations with larger τ 's.
Our proposed R&T strategy exploits the different convergence behavior due to different τ 's by dynamically adjusting τ during a search in order to achieve the fastest convergence rate through the search. This is done by choosing a loose τ initially and by tightening τ ← βτ when the maximum violation of all constraints satisfies max i {h i (t)} ≤ (1 + γ)τ , where 0 < γ < β < 1. In this way, the search will try to use the largest possible τ at any time and will switch to a smaller τ as the convergence behavior using the original τ levels off. Figure 5 illustrates the behavior of our proposed R&T algorithm. Initially, we set τ = 0.2, leading to the steepest convergence behavior. When the convergence behavior levels off, we switch to τ = 0.15 by tightening the constraints, again leading to the steepest convergence behavior for the range of N used. By repeatedly tightening constraints, the convergence behavior of R&T is made up of the envelope of the best convergence behavior at all times.
The choice of the initial τ is not critical to convergence as long as it is large enough because the larger the τ is, the steeper the curve will be and the shorter the amount of time before it will level off and tighten τ . In our implementation, we set an initial τ = 0.8 max i {h i (t)} over all constraints, β = 0.95, and γ = 0.1. Around those values, convergence is not sensitive to different β's and γ's.
The R&T strategy works well on a constrained formulation of ANN learning because all constraints are defined in the same range (limited by the activation function) and all constraints have similar magnitudes. In a general constrained NLP in which constraint violations may vary in large ranges, it will be necessary but difficult to define different amount of relaxations for different constraints. As a result, R&T does not work well in solving general constrained NLPs.
Parameters in VGBP
In this section, we summarize the values of parameters used in VGBP, which are set either by default or automatically, with no tuning by users. First, we set
where N p is the number of training patterns and is known when training begins, R is the range in which ANN outputs are normalized and is set to a default value of one, and α is a constant. T should be proportional to N p because (5) is proportional to N p when all patterns have approximately the same level of violation. Likewise, T should be proportional to R because R affects (5) in a similar manner. Figure 6 shows the average nM SEs over 10 runs of VGBP under different α's for MG17, MG30, and sunspots. Since VGBP is robust over a wide range of α ∈ [10 −6 , 10 −2 ], we set the default α to be 10 −3 in our implementation. We set η 0 in (14) to be 1.0. Its initialization is not critical, since it is adjusted dynamically. The settings of τ , β and γ in R&T have been discussed in Section 4.3. 
Experimental Results
We have evaluated VGBP with respect to nM SE and the number of weights on several benchmarks.
Laser is a set of chaotic intensity pulsation of an N H 3 laser in the Santa Fe competition. In that competition, FIR-NN 17 took the first place. Table 1 shows that VGBP improves over previous algorithms in terms of prediction quality as well as number of weights used.
Sunspots contains yearly average sunspot numbers from 1700 to 1994. Using data from 1700 to 1920 for training and single-step predictions on four durations, Table 2 shows that VGBP achieves much better performance on all prediction periods, while using less weights than previous designs. Table 3 compares single-step prediction results using VGBP with previous work on five chaotic time series. The two sets of Mackey-Glass and Henon map have one input and one output, whereas Lorenz attractor and Ikeda attractor have one input and two outputs as specified in Reference 16 and Reference 1 . In terms of single-step predictions, Table 3 shows that VGBP uses less weights and achieves nM SEs that are one to two orders of magnitude smaller than those of other methods.
Similarly, VGBP achieves much more accurate iterative predictions as compared to those of Wan's 16 and Aussem's 1 . For example, VGBP was able to achieve iterative-prediction nM SEs of 0.018 for MG17 and 0.0064 for MG30, respectively, for the duration 501-600. In contrast, applying Wan's training algorithm on FIR-NN 16 leads to iterative-prediction nM SEs of 0.3832 for MG17 and 0.1487 for MG30. Figure 7 plots the iterative predictions of the ANN found by VGBP and those by Wan's algorithm for MG17 and MG30. The figure shows that our iterative predictions are accurate for as many as 100 steps. Table 3 . Comparison of single-step-prediction performance in nM SE on five methods: Carbon copy (CC), linear and FIR-NN 17 , DRNN 1 , and VGBP. Carbon copy simply predicts the next time-series data to be the same as the proceeding data (x(t + 1) = x(t)). The training (resp. testing) set indicates patterns used for learning (resp. testing). Lorenz attractor has two data streams labeled by x and z, respectively, whereas Ikeda attractor has two streams, -real (Re(x)) and imaginary (Im(x)) parts of a plane wave. In general, it may be hard to predict chaotic time series multiple steps into the future since they are unpredictable by their nature. For this reason, DRNN 1 did not emphasize prediction performance, especially iterative-prediction performance 2 . However, our work has shown that it is possible to predict at least the first 100 steps for the Mackey-Glass time series, and better for the other three sets of chaotic time series, although iterative predictions are much harder for the latter. For example, we can achieve an nM SE of only 0.1369 for the first 20 steps of Henon map, whereas Wan's algorithm achieves an nM SE of 0.6252.
Conclusions
There are three key contributions of this paper that lead to improved prediction accuracy of time series by neural networks. First, we have proposed a constrained formulation for neural-network learning in which prediction errors on individual training patterns provide guidance in training, leading to faster convergence and smaller networks. Second, through the use of additional constraints, we allow multiple validation sets to be used during learning and allow validation patterns to be shared with learning. The use of multiple validation sets allows our learning algorithm to better track changes in multiple regimes in a time series. Our approach also overcomes the issue in existing approaches that need to reserve (possibly scarce) training patterns exclusively for validation. Third, we have proposed a recurrent network in which FIR filters are included in feedforward links for storing history information and delays are included in feedback links. The use of delays in feedback links simplifies the computation of gradients, without degrading the prediction performance of our proposed networks. These contributions are supported by experimental results on standard benchmarks that show significantly improved performance in terms of prediction accuracy and network size.
