Abstract. A closed four dimensional manifold cannot possess a non-flat Ricci soliton metric with arbitrarily small L 2 -norm of the curvature. In this paper, we localize this fact in the case of shrinking Ricci solitons by proving an ε-regularity theorem, thus confirming a conjecture of Cheeger-Tian [20] . As applications, we will also derive structural results concerning the degeneration of the metrics on a family of complete non-compact four dimensional shrinking Ricci solitons without a uniform entropy lower bound. In the appendix, we provide a detailed account of the equivariant good chopping theorem when collapsing with locally bounded curvature happens.
the defining equation (with a fixed scaling)
where Rc g denotes the Ricci curvature of the Riemannian metric g.
We intend to study uniform behaviors of complete non-compact 4-d Ricci shrinkers through their moduli spaces, whose compactification is of foundamental importance. Poineered by the work of Cao-Šešum [5] , Xi Zhang [51] , Brian Weber [48] , Chen-Wang [22] and Zhenlei Zhang [52] in this direction, the most satisfactory compactness results to date, obtained by Robert Haslhofer and Reto Müller (né Buzano) [33] [34] , assume a uniform entropy lower bound. In fact, Bing Wang has conjectured that a 4-d Ricci shrinker should have an a priori entropy lower bound, depending solely on some topological restrictions. (See Conjecture 6.1.) To confirm this conjecture, however, we need to study the degeneration of the metrics along sequences of 4-d Ricci shrinkers without uniform entropy lower bound, and then use contradiction arguments to rule out the potential occurrence of such a situation. (For the relation between entropy lower bound and no local collapsing property, see [43] and [35] .)
The obvious analogy between Ricci solitons and Einstein manifolds brings us the foundational work of Cheeger-Tian [20] , which, built on Anderson's ε-regularity with respect to collapsing [1] , obtains a new ε-regularity theorem for any four dimensional Einstein manifolds. Cheeger-Tian conjectured (in Section 11 of [20] ) that a similar result should hold for four dimensional Ricci solitons, moreover:
"Of particular interest is the case of shrinking Ricci solitons."
Our first theorem confirms their conjecture for 4-d Ricci shrinkers: Here p 0 ∈ M is a minimum point of f , see Lemma 2.2 for more details. In order to further motivate our theorem, we notice that Cheeger-Tian's ε-regularity theorem could be viewed as a non-trivial localization of the fact that for a closed four dimensional Einstein manifold (M, g), its Euler characteristic can be computed as
If Rm g L 2 (M) is sufficiently small, then the integrity of χ(M) will force χ(M) = 0, whence the flatness of (M, g). Similarly, on a closed four dimensional Ricci soliton (M, g, f ), we have
whereRc g is the traceless Ricci tensor. Now if Rm g L 2 (M) < π, as |Rc g | 2 ≤ 2|Rm g | 2 , we must have −1 < χ(M) < 1, and thus χ(M) = 0. It follows that (M, g, f ) must be a steady or an expanding Ricci soliton: otherwise, were (M, g, f ) a 4-d Ricci shrinker, π 1 (M) must be finite by [49] , leading to χ(M) ≥ 2 that contradicts the vanishing of χ(M). But a closed steady or expanding four dimensional Ricci soliton must be Einstein, so |Rc| ≤ |∇ 2 f | ≡ 0 by (1.1), and Rm g 2 L 2 (M) = 8π 2 χ(M) = 0, which means that (M, g) must be flat. So our ε-regularity theorem for 4-d Ricci shrinkers is a localization of the above rigidity of closed four dimensional Ricci solitons, and particularly suits the study of non-compact ones. Notice however, as pointed out in [33] , that "most interesting singularity models are non-compact, the cylinder being the most basic example".
We also need to notice that the dependence of the constants in our ε-regularity theorem is a new feature caused by the presence of the potential function: the allowence of the existence of non-compact Ricci shrinkers -in fact, they strongly resemble positive Einstein manifolds, which are compact, scaling rigid, and which, may only admit families of metrics that are either collapsing everywhere, or else nowhere. Similar phenomenon occuring for geodesic balls of fixed size centered at the base point in a non-compact 4-d Ricci shrinker, our ε-regularity theorem only applies within a fixed distance from the base point. Moreover, in our future presentations, we will fix such a distance and do not elaborate on writing down scaling invariant formulae.
The proof of Theorem 1.1 is based on the recent advances in the study of shrinking Ricci solitons, and the comparison geometry of Bakry-Émery Ricci curvature lower bound (see, among others, [33] [34] , [4] , [21] , [39] , [41] , [49] and [50] , etc.). Here we briefly outline the proof of Theorem 1.1, which follows the strategy of Cheeger-Tian [20] in the Einstein case. We will indicate the necessary improvements in order to deal with the lack of the Einstein's equation. , r) ) B(p,r) |Rm| 2 dµ f , where dµ f := e − f dV g and we will denote µ f (U) = U 1 dµ f for any U ⊂ M. We notice that it is continuously increasing in r. Anderson's theorem asserts the existence of positive constants ε A (R) and C A (R), such that see also the estimates (4.9) and (4.10). Now we briefly explain how to obtain this estimate.
If U is collapsing with locally bounded curvature (see Definition 2.23), Cheeger-Tian proved in Section 2 of [20] that a slightly larger neighborhood U ′ of U acquires a nilpotent structure, which implies the vanishing of the Euler characteristic of U ′ :
For 4-d Ricci shrinkers, 8π 2 P χ = |Rm| 2 − |∇ 2 f | 2 dV g sinceRc g =∇ 2 f by the defining equation (1.1); and T P χ is a three form on ∂U ′ with coefficients determined by Rm g | ∂U ′
and II ∂U ′ , the second fundamental form of ∂U ′ , see (2.10) . The integral of |Rm| 2 − |∇ 2 f | 2 over U ′ , using (1.3), is then pushed to the boundary integral ∂U ′ T P χ .
The control of ∂U ′ T P χ relies on the equivariant good chopping theorem, (stated and used in Theorem 3.1 of [20] , also see Appendix A for a detailed proof,) which enables us to choose U ′ so that ∂U ′ is saturated by the nilpotent structure, and essentially bounds |II ∂U ′ | by |Rm| 1 2 . It follows that |T P χ | is then controlled by |Rm| (1.4)
Invoking (1.3), we obtain a control of U |Rm| 2 − |∇ 2 f | 2 dµ f by the right-hand side of the above estimate, since dµ f is comparable to dV g in B(p 0 , R) in a uniform way.
In the Einstein case, since |∇ 2 f | ≡ 0, the above dominating term on the right-hand side suffices to provide the desired control of U |Rm| 2 dµ f in (1. (4.26) . By the theory of Cheeger-Colding (Lemma 2.11), this property implies that a slightly smaller annular region in A(p; r/2, r) is an almost metric cone, whose radial distance approximated by some smooth functionũ. The approximation is in the C 0 -sense, as well as the average H 2 -sense, see (4.27) -(4.29). Moreover, the key estimate implies the almost vanishing (4.24) and regularity (4.25) of the curvature on the annulus A(p; r/2, r), and all derivative controls ofũ, see (4.30) .
Let W = B(x, 3r/2) ∪ũ −1 (r/2, a) for some regular value a ∈ (3r/4, r) ofũ. On the one hand, W |Rm| 2 dV g is positive but very small (as assumed by the ε-regularity theorem), say
on the other hand, ∂W =ũ −1 (a) smoothly approximates the outer boundary of an annulus A ∞ in a flat cone. Intuitively, since the cone is flat, we know that the second fundamental form of its outer boundary, II ∂ + A ∞ , is positive, and its boundary Gauss-Bonnet-Chern term |T P χ | ∂A ∞ | ≡ 1. Thus the smoothness of the approximationũ −1 (a) → ∂ + A ∞ together with the vanishing of curvature (4.24) will imply the positivity of coefficients of T P χ | ∂W = T P χ |ũ−1 (a) , and the collapsing implies the smallness of its integral, say
In this way, for Einstein manifolds, we have obtained a smooth bounded domain W whose Euler characteristic χ(W) satisfies
This is impossible. More specifically, in the Einstein case, Cheeger-Tian appealed to the theory of CheegerColding-Tian (see Theorem 3.7 of [13] ), which controls the average error |IIũ−1 (a) − II ∂ + A ∞ | on the level setũ −1 (a), see (8.14) -(8.19) of [20] . This was implemented by lifting to a local covering, which is non-collapsing, and where, since (4.28) and (4.29) 
This mainly accounts for the bound of scale r R in the statement of Theorem 1.1. The small upper bound of W P χ follows easily from the assumption of the ε-regularity theorem.
In controlling the boundary Gauss-Bonnet-Chern integral ∂W T P χ , we notice that the theory of Cheeger-Colding-Tian [13] is not available for 4-d Ricci shrinkers. (Though we expect a version of this theory to hold in the case of Bakry-Émery Ricci curvature bounded below.) We turn to the regularity (4.30) ofũ: we could find a fine enough net {x j } in a slightly smaller annulus contained in A(p; r/2, r), such that at each point of the net we have
where I 3 is the 3 × 3-identity matrix; by the regularity ofũ (4.30) and the closeness of points in the net, we could then obtain a bound
This, together with the vanishing of the curvature (4.24), give the desired point-wise positivity and upper bound of coefficients of T P χ | ∂ũ −1 (a) , for any a ∈ (0.7r, 0.8r). Integrating over ∂ũ −1 (a) (for some a ∈ (0.7r, 0.8r)) and using the volume collapsing of ∂ũ −1 (a), we could obtain the desired bound (1.6), see (4.43) -(4.48), thus concluding the proof of the fast decay proposition.
Our ε-regularity theorem sees a few applications in understanding the moduli space of complete non-compact 4-d Ricci shrinkers. Our second theorem is in this direction: (1) a subsequence, still denoted by
Here we notice that f has a global minimum point p 0 (see [6] and [33] ), which will be our designated base point. For more details about the "strong multi-pointed Gromov-Hausdorff convergence", see Definition 2.16. Notice that once we are given a global upper bound of scalar curvature, then as we will show later, χ(M) is a finite number, so our consideration is well-posed. The condition on bounded Euler characteristic is topological in nature, while the assumption on the scalar curvature, although being natural in the Kähler setting, is technical and we hope to remove in our future work. The paper is organized as following: after the preliminary results in Section 2, we will discuss in Section 3 the regularity and collapsing of 4-d Ricci shrinkers with locally bounded curvature; Section 4 consists of the proof of the ε-regularity theorem for 4-d Ricci shrinkers, while its applications in studying the moduli space are in Section 5; conjectures raised in the final section, the paper concludes with an appendix: a detailed discussion of the good chopping theorem, under the context of collapsing with locally bounded curvature.
Notations. Throughout this paper the following notations are employed:
(1) p 0 ∈ M denotes the base point of M; also use p 0 i ∈ M i for a sequence {M i }. (2) Rm g , Rc g and R g denote the Riemannian curvature, the Ricci curvature, and the scalar curvature of a given Riemannian metric g, respectively. For the sake of simplicity, we will write Rm, Rc and R when there is no confusion.
(3) For any E ⊂ M and r > 0, define
For any E ⊂ M and 0 < r 1 < r 2 , define
A(E; r 1 , r 2 ) := {x ∈ M : ∀y ∈ E, d(x, y) > r 1 , and ∃z ∈ E, d(x, z) < r 2 } .
Especially, B(x, r) is the geodesic ball of radius r around x ∈ M and A(x; r 1 , r 2 ) is the geodesic annulus around x ∈ M, with inner and outer radii specified by r 1 and r 2 respectively. (4) Ψ(α, β | a, b, c) will denote some positive function depending on α, β, a, b, c such that for any fixed a, b, c,
Notice that the specific value of Ψ may change from line to line. (5) We will use bold-face letter to denote a vector in R 4 , e.g. the origin is denoted by 0 and a vector is denoted by v. 
Preliminaries
Given a 4-d Ricci shrinker (M, g, f ), in this section we record those properties needed throughout the paper. The results, except for the equations concerning the Euler characteristic, are valid in general dimensions, but we present them in the four dimensional setting for the sake of simplicity.
2.1. Basic properties of 4-d Ricci shrinkers. This subsection collects the differential equations satisfied on 4-d Ricci shrinkers, as well as the growth estimates of the potential function and volume. A good overall reference on topics covered here is Cao's Lecture notes [4] .
2.1.1. Equations of the potential. We start with taking trace of the defining equation (1.1) to get
We also notice the fundamental observation due to Hamilton [32] states that the quantity R+|∇ f | 2 − f is a constant on M, and in this paper we will make the following normalization for the potential function:
Subtracting (2.2) from (2.1), we will get an elliptic equation of f that does not involve any curvature term:
This equation is of fundamental importance for our argument to obtain various estimates in later sections, since it gives a the Weitzenböck formula of f :
where the drifted Laplacian ∆ f := ∆ − ∇ f · ∇, and we used the defining equation (1.1), the elliptic equation (2.3), together with the equality ∇|∇ f
2.1.2. Equations of the curvature. On the other hand, the curvature satisfies the following elliptic equations (see [44] ):
By the maximum principle applied to (2.5), it was observed in [21] :
Also see [37] for a uniform lower bound only depending on the entropy. 
provided that the integrals are defined. Here the Pfaffian 4-form P χ is given by
where W is the Weyl tensor of Rm,
4 g is the traceless Hessian of f , and we have used the defining equation (1.1) in the second equality. For the boundary 3-form T P χ , if we denote the area form of ∂U by dσ, and let {e i } (i = 1, 2, 3) be an orthonormal local frame tangent to ∂U diagonalizing its second fundamental form II ∂U , then we have
where for i, j = 1, 2, 3, K i j = Rm(e i , e j , e j , e i ) is the sectional curvature along the tangent plane spanned by e i and e j , and k i = II ∂U (e i , e i ) is the principal curvature of ∂U, see [33] . 4 for any We immediately notice that
where ω 4 is the volume of the unit ball in the four dimensional Euclidean space.
The following monotonicity formula follows directly from [49] . 
When R > 2 √ 2, we have the radial derivative ∂ r f ≥ −R on B(p 0 , R). Now we can apply (4.8) of [49] directly to obtain (2.15) . See also Theorem 3.1 and (4.3) of [49] .
For (2.16), integrate (2.15) along geodesics gives the directional comparison
, and integrating the above inequality in v ∈ S p M gives the desired inequality.
Notice that the doubling property of the weighted measure follows easily from the above monotonicity: for any R > 2 √ 2 fixed, (2.17) with the doubling constant C D (R) = 16e 2.2.2. Sobolev inequality. Another important consequence of the monotonicity (2.15) is the segment inequality, originally due to Cheeger-Colding [10] for manifolds with uniform Ricci lower bound. We will provide a proof here as this is the first time the segment inequality appears in the context of Bakry-Émery Ricci curvature bounded below. Proof. We may consider
and so we only need to do the estimate for F + u . For any x ∈ A and any v ∈ S x M fixed, define d x,v := min{t > 0 : exp x (tv) ∈ ∂U}, also denote γ v (t) = exp x (tv). Then ∀t ∈ (0, d x,v ), by the area ratio monotonicity (2.15),
By the assumption on A ⊂ U, for almost every y ∈ A, there exists some v ∈ S x M such that
Finally, integrate the above inequality for x ∈ A, we get
Iterating the segment inequality, one easily obtains the local L 2 -Poincaré inequality, whose constants are determined by C ChCo (R):
It is well-know that the doubling property (2.17) and the L 2 -Poincaré inequality (2.19) implies a local Sobolev inequality, with whose constants are determined by C D (R) and C P (R), see [46] : [12] provides powerful tools in studying the structure of manifolds with uniform lower Ricci bounds. In the context of lower bounded Bakry-Émery Ricci curvature, a similar theory has been developed in [50] , where the study is focused on non-collapsing manifolds. Yet our major concern is the collapsing phenomenon. Still, some of their lemmas see a few applications in our situation.
The existence of a cut-off function with controlled gradient and Laplacian will play a fundamental role in our local L 2 -Ricci curvature estimate. In [50] , such a cut-off function on a unit ball has been constructed following [10] . However, noticing that the equation (2.13) is not scaling invariant, we need a more careful argument when dealing with the general case, see also [23] . 
, the construction of such a cut-off function originates in the work of Cheeger-Colding [10] , and a Bakry-Émery version was constructed in [50] . For shrinking Ricci solitons, consider the rescaled metricg = 4r 
Notice that the constant C(R) depends on the lower Bakry-Émery Ricci curvature bound, which is 0, thus scaling invariant, and it also depends on an uniform upper bound of |∇ f | onB(p 0 , r −1 R), which is uniformly bounded above by R + 2, regardless of the scaling by r as long as r < 1. In the original metric, (2.21) A fundamental tool of Cheeger-Colding theory is a controlled smoothing of the distance function using solutions to the Poisson equations with prescribed Dirichlet boundary conditions given by the distance function. In the case of Bakry-Émery Ricci curvature uniformly bounded below, similar estimates were obtained in [50] :
, and that u solves the following Poisson-Dirichlet problem
, then u andũ satisfies the following estimates:
s); and
Basically, this lemma states that when f is approximately a constant function, the situation is reduced to the Ricci lower bound case and corresponding estimates follow from the work of Cheeger-Colding [10] .
Anderson's theorem.
Anderson's ε-regularity with respect to collapsing [1] is the starting point of Cheeger-Tian's ε-regularity theorem for four dimensional Einstein manifolds [20] . By the bound on the Sobolev constant for dµ f , as obtained in Lemma 2.9, the proof of this theorem is by now standard using Moser iteration, see [1] and [33] for the original work. 
This proposition basically says that even if a geodesic ball has no uniform volume lower bound, and consequently no uniform estimate from the Sobolov inequality, when the local energy is sufficiently small -much smaller compared to the volume -we still have uniform curvature control. Adapted to this phenomenon, we define the "renormalized energy" as following:
So Proposition 2.12 says that for p ∈ B(p 0 , R),
Moreover, we immediately notice the following key properties of the renormalized energy:
Rm is invariant under rescaling, so is (2.23); (2) I f Rm is continuous and monotonically non-decreasing in radius r.
2.3.
Convergence and collapsing of Riemannian manifolds. In this subsection, we start by introducing various convergence concepts of metric spaces, whose canonical reference is [31] , then discuss Fukaya's structural results about the collapsing limit under bounded curvature, see [25] and [26] . See also [28] for a relevant result concerning the local structure of Riemannian manifolds.
2.3.1. Weak convergence. Given a sequence of metric spaces (X i , d i ) with diameter bounded above by R, we say that 
Gromov's fundamental observation says that if {(X i , d i )} has uniformly bounded Hausdorff dimension, diameter and volume doubling property, then there exists some metric space (X ∞ , d ∞ ) with the same diameter bound, such that a subsequence Gromov-Hausdorff converges to (X, d).
then by the uniform doubling property (2.17) for µ f i :
sequence of uniformly bounded domains in 4-d Ricci shrinkers, possibly with marked points, then there exists a metric space
For a sequence of complete non-compact 4-d Ricci shrinkers, we may define the multipointed Gromov-Hausdorff convergence to respect the specified base point, i.e. a minimum of the potential function.
Definition 2.15. We say that a sequence of complete non-compact 4-d Ricci shrinkers
(M i , g i , f i , p 0 i ) with base points p 0 i (a
minimum of f i ) and J marked points Mk
, and there are maps
For convenience we will also use the notation X i → pGH X ∞ and Mk i → GH Mk ∞ for such type of convergence. Also notice, it is possible that p 0 i ∈ Mk i . 2.3.2. Strong convergence. Gromov's compactness result provides a weak limit in the category of metric spaces. In order to extract information from a convergent sequence, we need to consider stronger convergence. For a sequence of 4- 
According to (a trivial generalization of) the work of [11] and [23] ,
We define the strong convergence as following: 
has uniformly bounded curvature C j , and G [14] .
We notice that the two cases in the above definition are alternatives. Case (1) above is guaranteed to happen if a sequence has uniformly locally bounded curvature and uniform volume ratio lower bound, through the work of [8] . See Theorem 3.6 for a more detailed description of case (2).
2.3.3.
Collapsing with bounded curvature. When collapsing with bounded curvature, i.e. case (2) in Definition 2.16, happens, there is a rich structural theory about the Riemannian metric, mainly developed by Cheeger, Fukaya and Gromov, see [30] , [45] , [17] , [18] , [24] , [26] and [14] . The following proposition gives a full account of Fukaya's results in [25] and [26] that are relevant to our argument in the following subsections:
domains in a sequence of n-dimensional Riemannian manifolds such that
|∇ k Rm g i | ≤ C k (k = 0, 1, 2, 3, · · · ) on X i . Suppose X i → GH X ∞ for some metric space (X ∞ , d ∞ ), with dim H X ∞ = m < n, then there is a regular-singular decomposition X ∞ = R(X ∞ ) ∪ S(X ∞ ), such that (1) (R(X ∞ ), d ∞ ) ≡ (R(X ∞ ), g ∞ ), a smooth m-dimensional Riemannian manifold, such that sup R(X ∞ ) |Rm g ∞ | ≤ C 0 ; (2) S(X ∞ ) is a closed subset of X ∞ with dim H (S(X ∞ )) = m ′ ≤ m − 1; (3) there is a stratification ∅ ⊂ S 0 ⊂ S 1 ⊂ · · · ⊂ S m ′ = S(X ∞ ), each strata S j is by itself a j-dimensional smooth Riemannian manifold; (4) there exists some ι X ∞ > 0 such that inj R(X ∞ ) x = min{ι X ∞ , d ∞ (x, S(X ∞ ))}, for any x ∈ R(X ∞ ).
For all i sufficiently large, the Gromov-Hausdorff approximation
is an almost Riemannian submersion, and for each x ∈ R(X ∞ ), G
2.4.
Collapsing and local scales. The collapsing of Riemannian manifolds could mean different things in different contexts. Our original concern (as stated in introduction) is about volume collapsing, i.e. the manifold admitting a family of Riemannian metrics under which the volume of fix-sized metric balls approaches zero. If we assume uniformly bounded Riemannian curvature, then the volume collapsing is equivalent to collapsing with uniformly bounded curvature, meaning that the injectivity radius of each point, under the family of metrics, approaches zero. When collapsing with bounded curvature happens, the structure theory of Cheeger-Fukaya-Gromov [14] will be of great help in studying the underlying manifold.
2.4.1. Curvature scale. In general, however, no a priori uniform curvature bound could be assumed. One then realizes that the above mentioned structural theory about collapsing with uniformly bounded curvature could be localized if the metrics in consideration are regular. This is because the curvature scale, is locally 1-Lipschitz. See Section 3 for a detailed discussion about Cheeger-Tian's localization adopted to the 4-d Ricci shrinkers, and here we will focus on the basic properties of the curvature scale. See also [9] for an exposition of the theory of locally bounded curvature and the curvature scale. 
Equivalently, r Rm (p) is the maximal scale such that if one rescales the metric to make it unit size, then the rescaled curvature will have its norm uniformly bounded by 1 on the resulting unit ball around p ∈ M.
In fact, ∀x ∈ B(p, r Rm (p)), we have 
2.4.3.
Volume collapsing and collapsing with locally bounded curvature. As mentioned above, we are concerned with the phenomenon of volume collapsing defined as:
However, volume collapsing does not give much information of the underlying geometry. The concept associated to localizing the structural theory of Cheeger-Fukaya-Gromov in [14] is (δ, a)-collapsing with locally bounded curvature:
Anderson's ε-regularity with respect to collapsing bridges these two concepts:
Lemma 2.24. Suppose for some δ ∈ (0, 1), and
and
Proof (following Cheeger-Tian). Without loss of generality we only need to consider points with r
Otherwise, if ρ f (p) < 1, and by continuity of
, and we can estimate
in the case r Rm (p) < a, and a similar argument for r Rm (p) ≥ a implies (2.27).
This lemma says that if we have sufficiently small energy, local volume collapsing of a region does imply collapsing with locally bounded curvature.
Regularity and collapsing with locally bounded curvature
When collapsing with bounded curvature happens, Cheeger-Fukaya-Gromov [14] gives a complete structural theory of the underlying manifold, one important consequence being the vanishing of the Euler characteristics. When the metric is locally regular, a similar structural theory could be obtained when collapsing with only locally bounded curvature happens on a domain. This observation was essentially discovered in [18] , in the context of F-structures, and was made of full use in [20] . The vanishing of the Euler characteristic of the domain and (2.8) then help obtain an improved energy bound (Proposition 3.10), which will be crucial for the iteration argument for the key estimate (Proposition 4.4) later. In this section we will follow the expositions of Sections 2 and 3 of Cheeger-Tian [20] to see why their theory also works for 4-d Ricci shrinkers. The equivariant good chopping for sets collapsing with locally bounded curvature (Proposition 3.8), which is the main theorem of Section 3 in [20] , is proved in the Appendix.
3.1. Elliptic regularity at the curvature scale. Besides the fact that r Rm is locally Lipschitz, another key ingredient in Cheeger-Tian's localization is that the higher regularities of Einstein metrics follow directly from local curvature bounds. This essentially follows from elliptic regularity theory and is independent of non-collapsing assumptions.
In the case of 4-d Ricci shrinkers, equations (2.1) and (2.7) form an elliptic system, which could be bootstrapped to give higher regularities of both the metric and the potential function, once a local curvature bound assumed. Also notice that according to (2.11) and (2.12), we already have a local C 1 -bound of the potential function f . is an isometry, the local C 1 -bounds (2.11) and (2.12) of f translates as f
2 . On the other hand, as in [29] and [2] , on B(0, l a (p)) ⊂ R 4 we can use harmonic coordinates to deduce that |Rmg| ≤ l a (p)
) is an isometry, these estimates prove (3.1).
Remark 3.2. As explained in [2] , given the results of [7] , the passage from a lower bound on the harmonic radius to a corresponding compactness theorem is immediate.
It is straightforward to obtain the following elliptic regularity under rescaling: 
Moreover, for a general function solving the Poisson equation on a 4-d Ricci shrinker, we can argue similarly and obtain the following interior estimates under locally bounded curvature:
3.2. Nilpotent structure and locally bounded curvature. In this subsection, we will discuss why the main theorems of Sections 2 and 3 of [20] also work for 4-d Ricci shrinkers. Also see the Appendix for the proof of Proposition 3.8.
We start with constructing a good covering, which sees a nice partition into sub-collections that makes the gluing arguments in [14] and [19] 
Proof. Let {p
then for suitably chosen ζ ∈ (0, 1), {B(p i , 2ζl a (p i )} is a locally finite covering with uniformly bounded multiplicity. If
so we can estimate the distance
and thus
and thus we have the following containment relations: 20 . Thus the ball centered at any element of S j can intersect with at most one ball centered at some element of a different S i .
On the other hand, by the maximality of each [15] , there exist p i j ∈ S j for each j = 1, · · · , N (note that there may be more than one p i j from a single S j , but we just pick one of them), such that
So we have the following containment relations
and by (3.3), the mutual disjointness of B p i j , The fact that the number of partitions of the covering is independent of specific manifold, together with the elliptic regularity (3.1), ensure that the work of Cheeger-FukayaGromov [14] go through. Thus we have arrived at ( The construction of the N-structure and approximating metric g ε starts on geodesic balls of scale l a . Once we do the rescaling g → l a (p) −2 g, we can carry out the constructions of Section 2 and 5 of [14] to obtain local fibrations. In order to glue the local fibration and group actions, as done in Section 6 and 7 of [14] , we need Lemma 3.5 which tells, essentially, that one can carry out the gluing procedure by adjusting within a single ball at a time. Finally, notice that once two balls intersect non-trivially, then (3.5) is in effect, and rescaling one ball to unit curvature bound will ensure the rescaled metric having curvature norm bounded by 2 on the union of both balls, and Proposition A2.2 of [14] works for the gluing. The same principles apply for the following equivariant good chopping only assuming locally bounded curvature:
Proposition 3.8 (Good chopping for collapsing sets). Let (M, g, f ) be a 4-d Ricci shrinker and fix a ∈ (0, 1). There exist constants δ GC (R) > 0 and C GC (R) > 0 such that if an open set U is (δ, a)-collapsing with locally bounded curvature with δ < δ GC , then there exists another open set W such that
( [20] .
When collapsing happens, the basic idea is to smooth the distance to the orbits of a given set (generated by the N-structure), rather than the distance to the original set. However, due to the possible occurrence of a mixed N-structure, Cheeger-Gromov's equivariant good chopping theorem [19] does not apply directly (as done in [20] ), to the smoothing of the distance function. See Appendix A for a detailed proof, where we will use Fukaya's frame bundle argument [26] .
Combining the above propositions, Cheeger-Tian [20] obtain the following estimates of the boundary Gauss-Bonnet-Chern term: 
Rm ), and
Rm dV g .
The proof of this proposition only used, in addition to the previous propositions, the volume comparison, and this is available within B(p 0 , R) by Lemma 2.6.
Proof of the ε-regularity theorem for 4-d Ricci shrinkers
The foundation of the proof is Anderson's ε-regularity with respect to collapsing, which basically asserts that the smallness of the renormalized energy I f Rm (see Definition 2.13) at certain scale guarantees the uniform curvature bound at half of that scale. However, the (more natural) input of our theorem is the smallness of the local energy
which, when collapsing happens, may well be caused by the smallness of µ f (B(p, r)), and it is not obvious at all that small local energy implies the smallness of the renormalized energy. However, we will follow the strategy of Cheeger-Tian [20] to find that for 4-d Ricci shrinkers, the above smallness of energy indeed implies the smallness of the renormalized energy, at a much smaller, but definite scale.
The key estimate for 4-d Ricci shrinkers.
Recall that the curvature can be controlled by
The main task is to obtain an average control of |P χ |. This is done by an induction process, which is based on Proposition 3.10 and the vanishing of the Euler characteristics on subsets that are (δ, a)-collapsing with locally bounded curvature. In order to better extract information from Proposition 3.10, we start with a maximal function argument.
Recall the volume doubling property (2.17) and applying Lemma 4.1 of [20] , we get 
Proof. By the measure equivalence (2.14) and Proposition 3.10, we get Now we notice that for s ∈ (0, 1],
This is because if
and thus 
Since there exists an r-standard N-structure on Z, χ(Z) = 0, and we can employ the Gauss-Bonnet-Chern formula on Z to finish the proof, i.e. Z P χ = − ∂Z T P χ .
Recall that our purpose is to use (4.2) together with the special relation (2.9) between P χ and |Rm| 2 in dimension four to estimate Rm L 2 loc . In the Einstein caseRc ≡ 0 but for non-trivial 4-d Ricci shrinkers,Rc =∇ 2 f does not vanish identically. However, we could employ the good cut-off function constructed in Lemma 2.10 to obtain a local L 2 -control of the full Hessian of f by its energy. This is the content of the following lemma: 
From now on, we fix δ KE := 
Proof. The estimates (4.6) and (4.7) (with (2.9)) show that ∀K ⊂ B(p 0 , R − s) that is (δ, s)-collapsing with locally bounded curvature (assume s ∈ (0, 1)), (K, s) ).
(4.9)
Here the point is that even in practice we have δ → 0, but the threshold, δ KE , for the theory developed in Section 3 to be applied to obtain (4.6), is universal.
Define
and in fact we have: 
. Here we could clearly see how the energy threshold ε KE (R) is determined by δ KE . Now we can apply (4.
where we need to notice that (E; 0, r) ). Now we can estimate
Similarly, (4.9) directly implies that
Therefore 
As mentioned in the Introduction, (4.7) gives a bound that blows up in the induction process. However, the blow up rate is of second order in the inductive scale, which is absorbed by the controlling terms, i.e. the right-hand side of (4.9), blowing up of fourth order in the same scale. This observation will also be crucial for our arguments in the next sub-section.
4.2.
The fast decay proposition. As the key estimate tells, as long as the energy is sufficiently small at a given scale, the renormalized energy at that scale is bounded. In order to find a uniform scale, reducing to which the renormalized energy is small enough to apply Anderson's ε-regularity theorem, we need the following proposition: 
Remark 4.7. Abusing notations, we will always denote a possible subsequence by the original one.
In this subsection we will take several steps to prove this proposition. Essentially, the proof reduces the problem, by blowing up the radius r, to a situation similar to the Einstein case. But this principle works on two levels: on the level of |∇ f |, its smallness after rescaling will directly give a comparison geometry picture similar to the Einstein case; however, on the level of |∇ 2 f |, we notice that B(p,r) |∇ 2 f | 2 dµ f is scaling invariant, and we need to use the Weitzenböck formula (2.4) to give it a local L 2 -control of order lower than that of B(p,r) |Rm| 2 dµ f . This is in the same spirit as Lemma 4.3.
Moreover, our argument avoids appealing to the theory of Cheeger-Colding-Tian, see Theorem 3.7 of [13] . This is unavailable in the context of shrinking Ricci solitons since the Ricci curvature lower bound is not satisfied. However, we expect there to be a version of Cheeger-Colding-Tian's theory for manifolds with Bakry-Émery Ricci curvature bounded below.
We wish to point out that our argument is under the framework of Cheeger-Tian's in [20] , whose key observation is that the estimates (4.27) -(4.29) of the approximating functions are in the average sense. Our new input is the elliptic regularity (4.30) of the approximating functions that produces smooth annuli where we have global point-wise derivative control, see Sub-sub-section (4.3.10). We would also like to thank Jeff Cheeger for pointing out the paper [36] for an alternative treatment in a different context.
Control of Pfaffian form. In fact, we can assume
e R 2 ω 4 r 4 , (4.14)
because otherwise we could have directly applied Anderson's ε-regularity theorem to obtain the desired curvature bound, and there is no need to prove this proposition. Now we use Lemma 2.10 to obtain a cut-off function ϕ supported on B(p, 2r), constantly equal to 1 on B(p, 1.6r), and having uniform control r|∇ϕ| + r 2 |∆ f ϕ| ≤ C 2.12 (R). Then we could estimate as in Lemma 4.3:
As long as r < ε A (R)e −R 2 2C(R)ω 4 , for any open set B(p, r) ⊂ U ⊂ B(p, 1.6r) with smooth boundary, the expression of Pfaffian (2.9) gives
2 , then the above inequality, together with (4.12) , gives (4.16) and .17) but (4.13) is violated for each i. 
where we add a tilde to an object to denote its rescaled correspondence. Moreover, the scaling invariance of volume ratio and the converse of (4.13) implies that
These two inequalities will be the starting point of our future arguments. Moreover, the rescaled metrics and potential functions satisfy
which implies the non-negativity of the rescaled Bakry-Émery-Ricci curvature 
by (2.16), we have
Let ε FD (R) > 0 be sufficiently small (and fixed from now on), so that we can apply the key estimate (notice the correct order of the scaling there) to obtain
and it follows that 
so by the scaling invariance of the renormalized energy, we have
For all i sufficiently large, Anderson's ε-regularity theorem gives |Rmg i |
Notice that the above curvature estimate enables us to apply Lemma 3.3 and obtain uniform bounds for each k ≥ 0:
, and sup 
then (4.20) implies thatμ
i.e.Ã(p i ; 1, 2) is an annulus in an almost f i -weighted volume cone for i sufficiently large. By weighted volume comparison (2.16), for any r ∈ (1.05, 1, 95),
where Ψ(η i | r) denotes some positive function that approaches 0 as η i → 0. Now we smooth the square of the distance function 2 .
In view of (4.22), (4.23) and (4.26), we can estimate u i andũ i := √ 2u i by applying Lemma 2.11: 
4.2.6. The collapsing limit. According to Proposition 2.17,Ã(p i ; 1.2, 1.8) → GH (X, d ∞ ) (after passing to a subsequence), with X = R(X) ∪ S(X). Here R(X) is a lower dimensional Riemannian manifold equipped with a smooth Riemannian metric g ∞ with bounded curvature (invoking (4.25)), such that d ∞ | R(X) is induced by g ∞ . S(X) is a stratified collection of subsets of X, each strata of S(X) by itself being a Riemannian manifold of dimension even lower than that of R(X). There is a constant ι X > 0 such that
4.2.7. Local average control of u i . We will study the behavior of u i at each point of A(p i ; 1.3, 1.7) by taking limit. Fix x ∞ ∈ R(X) such that x i → GH x ∞ for some sequence
Now we can localize the estimates (4.28) and (4.29): 
Notice that estimates (4.32) and (4.33) on the local covering, for each γ ∈ Γ i , read
Then by Bishop-Gromov volume comparison onB i , we have
and similarly, Now we consider the second fundamental form ofũ
where r is the Euclidean distance function to the origin, we have, especially, the principal curvatures ofũ
This further implies a control of the boundary Gauss-Bonnet-Chern term forũ
wherek is a pair of numbers in {1, 2, 3} not containing k, we have, by (4.24) and (4.43), for
4.2.10. Global point-wise control of u i . Notice that (4.41) and (4.43) are actually pointwise controls, since the scale α depends on specific x ∞ = lim GH x i ∈ R(X); especially, from the argument above we could not obtain any control as we approach S(X). Luckily, u i has very nice regularity (4.30), so that we can choose a uniform scale α 0 > 0 sufficiently small such that for any x ′ , x ′′ ∈Ã(p i ; 1.3, 1.7), and κ k i (x) being the k-th principal vector of u 
whence the same estimate globally onÃ(p i ; 1.3, 1.7), for all i > J sufficiently large.
Especially, since (1.4, 1.6) ⊂ Image(ũ i ) by (4.27) , this implies thatũ
i (a) is a smooth hyper-surface inÃ(p i ; 1.3, 1.7), for all a ∈ (1.4, 1.6) and large enough i. Furthermore, we can control the boundary Gauss-Bonnet-Chern form ofũ 
Level sets of u i .
From the co-area formula, (4.28) and the scaling invariance of (4.16), we can estimate 1.6 1.4μ
Thus for all i > i 0 sufficiently large, by (4.30) and (4.46), there is some a i ∈ (1.4, 1.6) such thatμ
whenever i is large enough (so that δ i < 
Further notice that ∂U i T P χ is a topological constant, invariant under rescaling, so the above two estimates confirm (4.18). Ruobing Zhang, (4.37) and the estimates that follow do not require the specific topological structure, thus we don't have to work within the injectivity radii at regular points, but instead, estimates (4.38) and (4.39) work for balls centered at any point. We wrote the estimates (4.38) and (4.39) only at the scale of injectivity radii because (4.34) gives a more intuitive explanation. 
Remark 4.8. As kindly pointed out by
we are reduced to the known non-collapsing case, see [33] . Otherwise, we can apply Proposition 4.6 so that I f Rm (p, r/2) < (1 − η R )C KE (R). Performing the same process at most
2C KE (R) many times, we will have I f |Rm| ≤ C R r −2 ,
Strong convergence of 4-d Ricci shrinkers
In this section we will apply our ε-regularity theorem to obtain structural results concerning the convergence and degeneration of the soliton metrics. We first have a straightforward application of Theorem 1.1: 
with r i → 0 and j R ≤ C(R + 1)ε −1 R+1 . On the other hand, for any q ∈ B(p
i . By Lemma 2.6 and Gromov's compactness [31] , there is a compact length space (X, d ∞ ) such that after passing to a subsequence, (B(p Presumably, as R → ∞, j R → ∞ and the selection of the subsequence of {M i , g i , f i } depends on R. This is a feature of Ricci solitons different from the Einstein case. However, assuming weighted L 2 -bound of curvature is much more realistic for non-compact 4-d Ricci shrinkers, compared to non-compact Ricci flat manifolds. For instance, as we will see in the following proof of Theorem 1.2, a global weighted L 2 -curvature bound by the Euler characteristics could be easily obtained if we further assume a uniform scalar curvature bound, see also [33] and [41] .
From (2.11) and (2.12), we notice that a uniform bound on the scalar curvature, eliminates singularities of f outside a definite ball. It will then be convenient to use (sub-)level sets of f instead of geodesic balls centered at p 0 . Therefore we use the following notations: 
outside D(R), for any R > R 1.2 , then a becomes an absolute constant. We then obtain inequality (1.14) of [41] :
where G := uϕ 2 . Applying maximum principle to this inequality we see G ≤ c 1.4 for some absolute constants R MW > 1000 and C MW > 0, depending only onS . From this estimate, we notice (as pointed out in [41] ), that under the assumption of uniform scalar curvature bound, the main concern of controlled geometry is about a bounded region D(R MW ) around the base point. Global weighted L 2 -curvature bound. By the non-degeneration of f outside D(R) for any R > R MW , we see that D(R) is a smooth retraction of M, hence χ(M) = χ(D(R)) as the Euler characteristic is a homotopy invariant. Recall that for Σ(R), the boundary GaussBonnet-Chern term can be estimated as
The defining equation (1.1) then gives
On the other hand, (2.11) and Lemma 2.4 gives control
, we can apply the coarea formula and (2.12) to estimate
MW .
These inequalities together give:
since all the constants involved are solely determined byĒ andS . Here we recall that E > 0 andS > 0 are the prescribed upper bounds of the Euler characteristics (in absolute value) and the scalar curvature, respectively.
With this bound at one hand, we can apply Proposition 5.1 to {D i (2R MW ) ⊂ M i } and obtain a convergent subsequence, to some metric space (X ∞ (2R MW ), d ∞ ) with marked points {x , whence a non-compact length space (X ∞ , d ∞ ) as the Gromov-Hausdorff limit. The convergence will preserve the finitely many marked points, and away from these points, the Gromov-Hausdorff convergence is improved, by the locally uniform curvature bound, to strong multi-pointed Gromov-Hausdorff convergence in the sense of Definition 2.16.
Discussion
As pointed out in the introduction, the ultimate goal of studying the collapsing of 4-d Ricci shrinkers is to rule out the potential collapsing and to obtain a uniform lower entropy bound. At this point, we propose the following conjecture of Bing Wang: 
If this conjecture is confirmed, the task of classifying 4-d Ricci shrinkers will be reduced to the classification with a given Euler characteristic bound, with the help of the resulting uniform entropy lower bound. See [37] for several uniform estimates in this situation.
In the setting of mean curvature flows, Lu Wang [47] has recently studied the asymptotic behaviors of self-shrinkers of finite topology. Motivated by her result, we may expect a uniform scalar curvature bound for 4-d Ricci shrinkers with bounded Euler characteristics: 
Clearly, the confirmation of this conjecture will pave paths towards the proof of Conjecture 6.1. See also [42] for recent progress.
Appendix A. Collapsing and equivariant good chopping
The equivariant good chopping theorem when collapsing with locally bounded curvature happens, as stated and used in [20] , is a generalization of the original work of CheegerGromov [19] in two directions: in one direction, the global curvature bound is relaxed to locally bounded curvature, as carried out by Cheeger-Tian in the proof of Theorem 3.1 of [20] ; in the other, since the collapsing does not imply the existence of an isometry group action -the action being only by a sheaf of local isometries -more elaborations are needed to reduce the situation to the case considered in [19] . In this appendix, with respect to the proof given in [20] , we provide additional details that were indicated but not written out explicitly.
Fix a ∈ (0, 1) throughout this appendix. For the sake of simplicity, we will assume the given metric to be locally regular under curvature scale, i.e.
(R) there exist [26] enables us to overcome this difficulty. Basically, we first lift to the frame bundle, where the collapsing can only produce mutually diffeomorphic nilpotent orbits with controlled second fundamental form. Then we apply the equivariant good chopping theorem of Cheeger-Gromov [19] to obtain a good neighborhood that is both invariant under the nilpotent structure and the O(n)-actions. Taking the quotient of this neighborhood by O(n), we get the desired neighborhood on the original manifold, because the O(n)-action commutes with the local actions of the nilpotent structure.
We remark that the proof of this theorem utilizes Sections 3-7 of Cheeger-FukayaGromov's structural theory about the geometry of collapsing with bounded curvature developed in [14] , and its generalization to the case of collapsing with locally bounded curvature by Cheeger-Tian [20] : to begin with, we need the existence of a regular approximating metric on the frame bundle, invariant under the nilpotent action resulted from the collapsing. See for a detailed description.
Regularity of the frame bundle. Consider the frame bundle FB(E, a), with each fiber diffeomorphic to O(n) and π : FB(E, a) → B(E, a) the natural projection. We follow the conventions of Notation 1.3 in [26] . Letḡ denote the Riemannian metric on FB(E, a), as defined in 1.3 of [26] . Moreover, for any object o associated to B(E, a), we will letō denote the corresponding object associated to FB(E, a).
For any p ∈ E, do the rescalingḡ → l a (p) −2ḡ =:ḡ p , then by (R) we can control, for
where we use A ≤k to denote A 1 , · · · , A k . This because for a < 1 the rescaling will stretch the fiber metric on O(n), making it less curved. This means, in the original metric,
Now we use Lemma 3.5 to construct a good covering of B(E, a 2 ), by
Fibration and invariant metric of the frame bundle. We first assume δ < δ CFGT . Arguing as before, we notice that if B i ∩ B j ∅, then (3.5) ensures that the curvature of the frame bundle also satisfies for k = 0, 1, 2, · · · ,
so that we can think as on FB i ∪ FB j there is a uniformly regular Riemannian metricḡ i j .
By Lemma 3.5, we notice that in each step of carrying out the procedure of Sections 3-7, especially applying Proposition A2.2 of [14] , we only need to deal with the case of smoothing within a single FB i . Thus the above regularity of the metric restricted to intersecting balls is sufficient, and we can construct the following data:
(F1) there is a global fibration f :
There is a simply connected nilpotent Lie groupN of dimension n − m, and a co-compact lattice Λ, such that: (N1)N acts on ∪ i FB i so that each orbit N(x) at somex ∈ ∪ i FB i is a compact submanifold, and up to a finite covering, 
Without loss of generality, we may assume that B k (n, A ≤k ) ≥ 1 and α 0 ≤ 1.
Here we make a simple convention: ∀X ⊂ FB(E, a/2), let N(X) and O(X) denote the orbits of X under the action ofN and O(n), respectively. Since both actions are local isometries (G2), and they commute (N2), we have:
(G6) the operations N(−), O(−) and B(−, r) (with respect toḡ ε ) for r ∈ (0, a/2) on subsets of FB(E, a/2) commute.
We need to further notice that for ε > 0 arbitrarily small, we can choose δ small enough so that B(E, a) being (δ, a)-collapsing with locally bounded curvature implies the existence of the approximating metric above, with the given ε. Notice that as long as δ < δ CFGT , the existence of α 0 and theN-structure is guaranteed. Here we fix ε = 10 −10 α 0 , and let δ GC < δ CFGT be one that works for the fixed ε. In practice, once there exists some δ ′ < δ CFGT , then there exists a family of Riemannian metrics that are (δ, a)-collapsing with locally bounded curvature with δ → 0 (see [18] and [27] ), so eventually δ < δ GC .
Distance to orbits. Recall that we hope to smooth the boundary of E. This smoothing will be obtained by taking certain level set of a smoothing of the distance function to N(FE). Here for any O(n)-invariantŪ ⊂ ∪ i FB i , we define the "distance to orbits ofŪ" as following:ρŪ : Local smoothing and chopping. In order to smoothρŪ , we mollify it by a smooth cut-off function within the normal injectivity radius ofq, following [16] . Let 0 ≤ ϕ i ≤ 1 be a smooth function such that for some ζ ′ > 0 to be determined later, (S1) ϕ i is supported on [0, A refined good covering of the frame bundle. We start with fixing ζ = 10 −2 (see Lemma 3.5) and ζ ′ := min{0.1, ζ/α 0 }.
Choose a maximal set of points {q j } ⊂ E, such that
and obtain a covering of E by B q j , 2ζ ′ α 0 l a (p i j ) (with respect to the original metric g on M). Here for each q j , p i j is chosen as any B i containing q j . Then by Lemma 3.5, we can find a finite number of sub-collections S ′ j ( j = 1, · · · , N), such that E j,k := B(q j,k , 2ζ ′ α 0 l a (p i j,k )) is disjoint from any E j,k ′ , and intersects with at most one E j ′ ,k ′′ for j ′ j. Now the setsĒ j,k = π −1 (E j,k ) cover FE, and eachĒ j,k is obviously O(n) invariant. Fix q j,k ∈ π −1 (q j,k ) for each ( j, k). Since by (G1),ḡ ε is a regular ε approximation of the original metric on FB(E, a), with ε < 10 −5 ζ ′ α 0 as defined, we can redefinē
so that the covering property and the partition into finitely many sub-collections are still satisfied.
We further defineD Global chopping. We now do the final step, the global chopping. The method we follow is briefly given in [19] , where the curvature is assumed to be uniformly bounded, here we take the (changing) truncated curvature scale into consideration.
For the collections S Iterate the above procedure for N steps. At the j-th step ( j ≥ 2), we modify members ofS j with t j,k ≈ 2 − j Ψ Y M (a, n, η) l a (p i j,k ) for each k. By the Harnack inequality of (H1) for intersecting balls, we could produce a neighborhoodŪ j of FE, which is contained in FB(E, 
