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ON LOCAL LINEAR CONVEXITY GENERALIZED TO
COMMUTATIVE ALGEBRAS
TETIANA M. OSIPCHUK
Аннотация. В работе рассматривается коммутативная ассоциативная ал-
гебра A над полем действительных чисел с единицей, которая обладает бази-
сом {ek}
m
k=1, таким, что все его элементы ek являются оборотными и среди
матриц Γp = (γplk), p = 1,m, где γ
p
lk — структурные константы A (то есть,
elek =
∑m
p=1 γ
p
lkep, l, k = 1,m), существует по крайней мере одна невырож-
денная. Понятие линейно выпуклых областей в многомерном комплексном
пространстве и некоторые их свойства обобщены на пространствоAn, которое
является декартовым произведением n алгебр A. А именно, получены необ-
ходимое и отдельно достаточное условия A-линейной выпуклости областей с
гладкой границей в пространстве An в терминах неотрицательности и соот-
ветственно положительности формальной квадратичной дифференциальной
формы в A.
A commutative associative algebraA with an identity over the field of real numbers
which has a basis {ek}
m
k=1, where all elements ek are invertible, is considered in the
work. Moreover, among matrixes Γp = (γplk), p = 1,m, consisting of the structure
constants γplk of A, defined as elek =
∑m
p=1 γ
p
lkep, l, k = 1,m, there is at least
one that is non-degenerate. The notion of linearly convex domains in the multi-
dimensional complex space and some of their properties are generalized to the
space An that is the Cartesian product of n algebras A. Namely, the separate
necessary and sufficient conditions of the local A-linear convexity of domains with
smooth boundary in An are obtained in terms of nonnegativity and positivity of
formal quadratic differential form in A, respectively.
1. Introduction
The notion of linear convexity that is studied in the theory of functions of many
complex variables was coined in 1935 by H. Behnke and E. Peschl [3], but it has
been actively used only since the 60s due to the works of A. Martineau [5] and L.
Aizenberg [1], [2] who defined a linearly convex set in n-dimensional complex space
Cn independently in slightly different ways. Here we give the Aizenberg’s definition,
since we take it as the basis. Hereinafter, a neighborhood of a point in a vector space
is an open ball centered at this point.
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Definition 1. (L. Aizenberg [1]) A domain D ⊂ Cn is said to be locally linearly
convex if for every boundary point w = (w1, w2 . . . , wn) ∈ ∂D there is a complex
hyperplane
ΠC(w) :=
{
z = (z1, z2, . . . , zn) ∈ C
n :
n∑
j=1
cj (zj − wj) = 0,
(c1, c2, . . . , cn) ∈ C
n \ {0},
}
passing through w but not intersecting D in some neighborhood of the point w. If
ΠC(w) ∩D = ∅, then D is said to be (globally) linearly convex.
However, H. Behnke and E. Peschl in [3] considered linearly convex sets only in
the complex plane C2. They proved that global linear convexity follows the local
one for bounded domains with a smooth boundary in C2. For the case of Cn this
result was obtained in 1971 by A. Yuzhakov and V. Kryvokolesko [10]. Besides, in
the work [3], the analytical conditions of local linear convexity of domains with a
smooth boundary in C2 (Behnke-Peschl conditions) were obtained.
In 1971 B. Zinoviev got the following generalization of Behnke-Peschl conditions
for the case Cn, n ≥ 2 [4]. Let domain
D = {z = (z1, . . . , zn) ∈ C
n : ϕ(z) = ϕ(z, z¯) < 0} (1)
be defined by the function ϕ(z) : Cn → R, where ϕ ∈ C2 in a neighborhood of the
boundary ∂D = {z ∈ Cn : ϕ(z) = 0} of D and gradϕ 6= 0 everywhere on ∂D. Then
the following theorem is true.
Theorem 1. ([4]) If a domain D is locally linearly convex, then for every boundary
point w ∈ ∂D and for all vectors s = (s1, s2, . . . , sn) ∈ C
n, ‖s‖ = 1, such that
n∑
j=1
∂ϕ(w)
∂zj
sj = 0
the following inequality is true
2n∑
j,k=1
∂2ϕ(w)
∂zj∂zk
sjsk ≥ 0, where zn+j = z¯j , sn+j = s¯j, j = 1, n. (2)
If for every boundary point w ∈ ∂D and for the same vectors s
2n∑
j,k=1
∂2ϕ(w)
∂zj∂zk
sjsk > 0, where zn+j = z¯j , sn+j = s¯j , j = 1, n, (3)
then domain D is locally linearly convex.
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Similar conditions were obtained for the algebra of real quaternions [6], the algebra
of real generalized quaternions [8], and Clifford algebras [7]. Let us notice here
that the listed algebras are noncommutative. Professor A. Pogoruy reviewing these
results proposed to obtain similar conditions for arbitrary commutative algebra.
The purpose of the present work is to obtain necessary and sufficient conditions of
generalized local linear convexity for a commutative associative algebra A over the
field of real numbers with an identity and with some conditions imposed on its basis
which are described in chapter 2. In that chapter real linear and quadratic forms
are presented in terms of algebra A numbers and the generalization of the complex
formal partial derivatives to algebra A is obtained. In chapter 3 the notion of linear
convexity and the conditions of local linear convexity (2)-(3) are generalized to the
space An that is the Cartesian product of n algebras A.
2. Real linear and quadratic forms in commutative algebras
In what follows, unless otherwise is specified, an m×n matrix of elements aij ∈ R,
i = 1, n, j = 1, n, will be denoted as (aij) and its determinant as det (aij). Let A be
a commutative and associative algebra over the field of real numbers R with identity
e. We identify e with 1. Let dimA = m, elements {ek}
m−1
k=0 be a basis of A, and
γplk ∈ R be structure constants γ
p
lk ∈ R of A defined as follows:
elek =
m−1∑
p=0
γplkep l, k = 0, m− 1. (4)
Then each element x ∈ A can be presented as
x =
m−1∑
q=0
xqeq, xq ∈ R. (5)
Numbers of algebra A will be denoted by small Latin letters in bold and the real
numbers will be denoted by small Latin or Greek letters in normal font. Since a
basis of some algebras includes identity and the other elements of the basis are
denoted as e1, e2, etc., it is convenient to denote the identity as e0. So hereinafter,
we start the numeration of the basis decomposition of A numbers from zero. Such
a numeration of the basis decomposition requires starting the numeration of the
elements of matrixes and other objects within this paper from zero too.
Let the basis satisfy the following conditions:
1) there exist the inverse elements e−1k =
1
ek
, k = 0, m− 1.
2) among the matrixes Γp = (γplk), p = 0, m− 1 there is at least one that is
non-degenerate.
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The author does not know whether it is possible for any commutative and associative
algebra over R with an identity to choose a basis that simultaneously satisfies
conditions 1) and 2).
Let us consider n-dimensional vector space
An := A×A× . . .×A︸ ︷︷ ︸
n
with elements z = (z1, z2, . . . , zn) ∈ A
n, where
zj :=
m−1∑
q=0
xjqeq ∈ A, x
j
q ∈ R, j = 1, n. (6)
We identify points (vectors) z ∈ An with points (vectors) z = (x10, x
1
1, . . . , x
n
m−1) ∈
Rmn. Herewith, the elements of the space An are in a bold font and the elements of
the space Rmn are in normal font. Let
‖z‖ =
√√√√ n∑
j=1
m−1∑
q=0
∣∣xjq∣∣2.
Consider the following matrixes
E =

e0 0 . . 0
0 e1 . . 0
...
...
. . .
...
0 0 . . em−1
 , Xj =

xj0
xj1
. . .
xjm−1
 , j = 1, n,
and a non degenerate m×m matrix
Γ =

1 1 . . 1
γ10 γ11 . . γ1(m−1)
...
...
. . .
...
γ(m−1)0 γ(m−1)1 . . γ(m−1)(m−1)
 , where γlq ∈ R.
And let
Zj = ΓEX
j, (7)
where
Zj =

z
0
j
z
1
j
. . .
z
m−1
j
 , j = 1, n.
Thus,
z
l
j =
m−1∑
q=0
γlqx
j
qeq, j = 1, n, where γlq = 1 as l = 0.
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From now on, for any number x ∈ A the numbers xl ∈ A, l = 0, m− 1, with upper
index l in bold are obtained from x by multiplying the elements of lth row of matrix
Γ by the respective summands xqeq in the basis decomposition (5) of x. As we can
see, x0 = x.
We obtain from (7):
Xj = E−1Γ−1Zj,
where Γ−1 = (ηlp), ηlp ∈ R, l, p = 0, m− 1. That is to say,
xj0
xj1
. . .
xjm−1
 =

e
−1
0 0 . . 0
0 e−11 . . 0
...
...
. . .
...
0 0 . . e−1m−1


η00 η01 . . η0(m−1)
η10 η11 . . η1(m−1)
...
...
. . .
...
η(m−1)0 η(m−1)1 . . η(m−1)(m−1)


z
0
j
z
1
j
. . .
z
m−1
j
 .
Hence
xjl = e
−1
l
m−1∑
p=0
ηlpz
p
j , j = 1, n, l = 0, m− 1. (8)
Consider a real linear form
n∑
j=1
m−1∑
l=0
ajlx
j
l ,
where ajl ∈ R, a
j
l = const, j = 1, n, l = 0, m− 1. Substitute x
j
l for their expressions
from (8) and group together the respective components with zpj , j = 1, n , l =
0, m− 1 fixing j and p. Then we obtain
n∑
j=1
m−1∑
l=0
ajlx
j
l =
n∑
j=1
m−1∑
l=0
ajle
−1
l
m−1∑
p=0
ηlpz
p
j =
n∑
j=1
m−1∑
p=0
z
p
j
m−1∑
l=0
ηlpa
j
le
−1
l =
n∑
j=1
m−1∑
p=0
z
p
ja
p
j ,
where
a
p
j =
m−1∑
l=0
ηlpa
j
le
−1
l , j = 1, n, p = 0, m− 1. (9)
Let us rewrite the expression of apj in terms of indexes i, q.
a
q
i =
m−1∑
k=0
ηkqa
i
ke
−1
k , i = 1, n, q = 0, m− 1.
Now we consider a real quadratic form
n∑
j,i=1
m−1∑
l,k=0
ajilkx
j
lx
i
k,
where ajilk ∈ R are the elements of symmetric nm× nm matrix(
ajilk
)
, ajilk = a
ij
kl, j, i = 1, n, k, l = 0, m− 1. (10)
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This matrix is presented as follows:
(
ajilk
)
=

A11 A12 . . A1n
A21 A22 . . A2n
...
...
. . .
...
An1 An2 . . Ann
 ,
where
Aji =

aji00 a
ji
01 . . a
ji
0(m−1)
aji10 a
ji
11 . . a
ji
1(m−1)
...
...
. . .
...
aji(m−1)0 a
ji
(m−1)1 . . a
ji
(m−1)(m−1)
 , i, j = 1, n.
Multiplying apj with a
q
i and replacing products a
j
l a
i
k by the elements a
ji
lk of matrix
(10) we get the following numbers of algebra A:
a
pq
ji =
m−1∑
l,k=0
ηlpηkqa
ji
lke
−1
l e
−1
k , j, i = 1, n, p, q = 0, m− 1. (11)
Then the quadratic form can be expressed in terms of numbers zpj , z
q
i , a
pq
ji as follows:
n∑
j,i=1
m−1∑
l,k=0
ajilkx
j
lx
i
k =
n∑
j,i=1
m−1∑
l,k=0
ajilk
(
e
−1
l
m−1∑
p=0
ηlpz
p
j
)
xik =
=
n∑
j,i=1
m−1∑
l,k=0
ajilke
−1
l
m−1∑
p=0
ηlpx
i
kz
p
j =
n∑
j,i=1
m−1∑
l,k=0
ajilke
−1
l
m−1∑
p=0
ηlp
(
e
−1
k
m−1∑
q=0
ηkqz
q
i
)
z
p
j =
=
n∑
j,i=1
m−1∑
p,q=0
m−1∑
l,k=0
ηlpηkqa
ji
lke
−1
l e
−1
k z
q
i z
p
j =
n∑
j,i=1
m−1∑
p,q=0
a
pq
ji z
q
i z
p
j .
Let ρ(z) = ρ(z) : Rmn → R have continuous partial derivatives of the first and
the second order at a point w ∈ Rmn. Then function ρ(z) is twice continuously
differentiable at the point w and its full differentials of the first and the second
order are defined as follows:
dρ(w) =
n∑
j=1
m−1∑
l=0
∂ρ(w)
∂xjl
dxjl , d
2ρ(w) =
n∑
j,i=1
m−1∑
l,k=0
∂2ρ(w)
∂xik∂x
j
l
dxjl dx
i
k.
We present dρ(w), d2ρ(w) in terms of the elements of algebra A. Let
dzpj :=
m−1∑
l=0
γpldx
j
lel, where γpl = 1 as p = 0.
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Let ajl =
∂ρ(w)
∂xjl
, apj =
∂ρ(w)
∂zpj
in (9) and ajilk =
∂2ρ(w)
∂xjl ∂x
i
k
, apqji =
∂2ρ(w)
∂zpj ∂z
q
i
in (11),
p, q = 0, m− 1. Then
∂ρ(w)
∂zpj
:=
m−1∑
l=0
ηlp
∂ρ(w)
∂xjl
e
−1
l , j = 1, n, p = 0, m− 1, (12)
∂2ρ(w)
∂zpj ∂z
q
i
:=
m−1∑
l,k=0
ηlpηkq
∂2ρ(w)
∂xjl ∂x
i
k
e
−1
l e
−1
k , j, i = 1, n, p, q = 0, m− 1. (13)
And
dρ(w) =
n∑
j=1
m−1∑
p=0
∂ρ(w)
∂zpj
dzpj , d
2ρ(w) =
n∑
j,i=1
m−1∑
q,p=0
∂2ρ(w)
∂zpj ∂z
q
i
dzpj dz
q
i . (14)
On the other hand, substitute the values of xjl , j = 1, n, l = 0, m− 1, from
(8) in the expression of function ρ(z) = ρ(x10, x
1
1, . . . , x
n
m−1). We obtain ρ(z) =
ρ(x10(z
0
1 , z
1
1 . . . , z
m−1
1 ), x
1
1(z
0
1 , z
1
1 . . . , z
m−1
1 ), . . . , x
n
m−1(z
0
n, z
1
n . . . , z
m−1
n )). Formally
differentiating function ρ as a composite function with respect to variables zlj,
j = 1, n, l = 0, m− 1, we also obtain formulas (12), (13) for the formal partial
derivatives
∂ρ(w)
∂zpj
,
∂2ρ(w)
∂zpj ∂z
q
i
.
In the case when dimA = 2k, k ∈ N, it is possible to fit matrix Γ such that
|γlq| = 1 and Γ
−1 =
1
2k
Γ:
Γ1 =
(
1 1
1 −1
)
, Γ2 =
(
Γ1 Γ1
Γ1 −Γ1
)
, . . .
. . . ,Γ = Γk =
(
Γk−1 Γk−1
Γk−1 −Γk−1
)
=

1 1 . . 1 1
1 −1 . . 1 −1
...
...
. . .
...
...
1 1 . . (−1)k−1 (−1)k−1
1 −1 . . (−1)k−1 (−1)k
 .
Thus, it is not difficult to see that matrix Γ1 corresponds to the case of algebra
of complex numbers C [4] and formula (12) gives a generalization of well known
complex formal derivatives
∂ϕ
∂z
,
∂ϕ
∂z¯
, z ∈ C, to the algebra A.
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3. Generalized linear convexity
Let sj =
m−1∑
l=0
sjlel, j = 1, n. We say that a hyperplane
ΠA :=
{
s = (s1, s2, . . . , sn) ∈ A
n :
n∑
j=1
cjsj = 0,
(c1, c2, . . . , cn) ∈ A
n \ {0}
}
, (15)
lies in a real hyperplane
ΠR :=
{(
s10, s
1
1, . . . , s
n
(m−1)
)
∈ Rmn :
n∑
j=1
m−1∑
l=0
ajl s
j
l = 0,
(
a10, a
1
1, . . . , a
n
(m−1)
)
∈ Rmn \ {0}
}
, (16)
if any vector s satisfying the equation of the hyperplane (15) satisfies the equation
of the hyperplane (16).
Lemma 1. For any real hyperplane ΠR (16), the hyperplane ΠA such that cj =
m−1∑
k,l=0
ηp˜kla
j
lek, j = 1, n, where η
p˜
kl are the elements of matrix inverse to the matrix
(γ p˜lk) satisfying condition 2), lies in ΠR.
Proof. Consider the structure constants γplk of A (4). Suppose det (γ
p˜
lk) 6= 0 for some
p = p˜. Let arbitrary real numbers ajl , l = 0, m− 1, j = 1, n, not equal to zero
simultaneously and defining ΠR be given. Let
cjk =
m−1∑
l=0
ηp˜kla
j
l , k = 0, m− 1, j = 1, n, (17)
where (ηp˜kl) = (γ
p˜
lk)
−1. Hence
ajl =
m−1∑
k=0
γ p˜lkc
j
k, l = 0, m− 1, j = 1, n.
Let
cj =
m−1∑
k=0
cjkek =
m−1∑
k,l=0
ηp˜kla
j
lek, j = 1, n. (18)
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Substitute the values of cj from the first equality of (18) in the equation of the
hyperplane (15) considering (4)
n∑
j=1
cjsj =
n∑
j=1
m−1∑
k=0
cjkek
m−1∑
l=0
sjlel =
n∑
j=1
m−1∑
k,l=0
cjks
j
lekel =
=
n∑
j=1
m−1∑
k,l=0
cjks
j
l
m−1∑
p=0
γplkep =
m−1∑
p=0
n∑
j=1
m−1∑
k,l=0
γplkc
j
ks
j
lep = 0.
The last equation is equivalent to simultaneous real equations
n∑
j=1
m−1∑
k,l=0
γplkc
j
ks
j
l = 0, p = 0, m− 1.
In particular, for p = p˜ we obtain
n∑
j=1
m−1∑
k,l=0
γ p˜lkc
j
ks
j
l =
n∑
j=1
m−1∑
l=0
ajl s
j
l = 0.
Thus, any vector s = (s1, s2, . . . , sn) ∈ A
n satisfying equation (15), where constants
cj , j = 1, n, are defined by (18), satisfies equation in (16). 
Let Ω be a domain in the space An. A domain is an open connected set in Rmn.
Definition 2. A domain Ω ⊂ An is said to be locally A-linearly convex, if for
every boundary point w = (w1,w2, . . . ,wn) ∈ ∂Ω there is a hyperplane ΠA (15),
where sj = zj −wj, zj ∈ A, j = 1, n, not intersecting Ω in some neighborhood of
the point w. The hyperplane ΠA is called locally supporting for Ω at w.
It is obvious that the notion of C-linear convexity is equivalent to the notion of
linear convexity.
Now we consider domain Ω = {z ∈ An : ρ(z) = ρ(z, z1, . . . , zm−1) < 0},
z
l = (zl1, z
l
1, z
l
2 . . . z
l
n), l = 1, m− 1, with the boundary ∂Ω = {z ∈ A
n : ρ(z) = 0},
where function ρ : An → R is twice continuously differentiable in a neighborhood of
∂Ω with respect to its real variables and such that gradρ 6= 0 everywhere on ∂Ω.
Let w ∈ ∂Ω, zj ∈ A, sj = zj − wj, j = 1, n. We say that vector s =
(s1, s2, . . . , sn) ∈ A
n belongs to the tangent hyperplane TA(w) to Ω at the
point w if
n∑
j=1
m−1∑
k,l=0
ηp˜kl
∂ρ(w)
∂xjl
ek sj = 0.
Thus, if s ∈ TA(w), then by Lemma 1 and considering (14),
n∑
j=1
m−1∑
l=0
∂ρ(w)
∂xjl
sjl =
n∑
j=1
m−1∑
l=0
∂ρ(w)
∂zlj
s
l
j = 0. (19)
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Theorem 2. If domain Ω is locally A-linearly convex and TA(w) is locally
supporting for Ω at any point w ∈ ∂Ω, then for any point w and any vector
s ∈ TA(w), ‖s‖ = 1, the following inequality is true
n∑
i,j=1
m−1∑
k,l=0
∂2ρ(w)
∂zki ∂z
l
j
s
l
js
k
i ≥ 0. (20)
If for any point w ∈ ∂Ω and any vector s ∈ TA(w), ‖s‖ = 1,
n∑
i,j=1
m−1∑
k,l=0
∂2ρ(w)
∂zki ∂z
l
j
s
l
js
k
i > 0, (21)
then domain Ω is locally A-linearly convex.
Proof. Sufficiency. Formally write the Taylor series for the function ρ(z) =
ρ(z0, z1, . . . , zm−1), zl = (zl1, z
l
1, z
l
2 . . .z
l
n), l = 0, m− 1, with respect to variables
z
l
j in the neighborhood U(w) of any point w ∈ ∂Ω:
ρ(z) = ρ(w) +
n∑
j=1
m−1∑
k=0
∂ρ(w)
∂zkj
(zkj −w
k
j )+
+
1
2
n∑
i,j=1
m−1∑
k,l=0
∂2ρ(w)
∂zki ∂z
l
j
(zlj −w
l
j)(z
k
i −w
k
i ) + o(‖z −w‖
2), z → w.
Since ρ(w) = 0 at any boundary point w and considering condition (19), we get
ρ(z) =
1
2
(
n∑
i,j=1
m−1∑
k,l=0
∂2ρ(w)
∂zki ∂z
l
j
(zlj −w
l
j)(z
k
i −w
k
i )
‖z −w‖2
)
‖z −w‖2+
+ o(‖z −w‖2), z → w, (22)
for any point z ∈ U(w) ∩ TA(w).
Thus, ρ(z) ≥ 0 for any point z ∈ U(w) ∩ TA(w) and any point w ∈ ∂Ω by (21)
and (22), which means local A-linear convexity of domain Ω.
Necessity. Let domain Ω be locally A-linearly convex and for a point w˜ =
(w˜1, w˜2, . . . , w˜n) ∈ ∂Ω and for a vector t = (t1, t2, . . . , tn) ∈ TA(w˜) the following
inequality is true
n∑
i,j=1
m−1∑
k,l=0
∂2ρ(w˜)
∂zki ∂z
l
j
t
l
jt
k
i < 0. (23)
On the other hand, for points z ∈ U(w˜)∩ TA(w˜) the expansion (22) is valid. Thus,
for the point z˜ = (z˜1, z˜2, . . . , z˜n) ∈ U(w˜)∩TA(w˜), which corresponds to the tangent
vector t, where correspondence is defined by the relation ti = (z˜i − w˜i)/‖z˜ − w˜‖,
i = 1, n, the inequality ρ(z˜) < 0 is true by (23), which contradicts the fact that
hyperplane TA(w˜) is locally supporting for Ω at w˜. 
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