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We consider symmetry-protected topological (SPT) phases in 2D protected by linear subsystem
symmetries, i.e. those that act along rigid lines. There is a distinction between a “strong” subsystem
SPT phase, and a “weak” one, which is composed of decoupled 1D SPTs with global symmetries. We
propose a natural definition for strong equivalence of such phases, in terms of a linearly-symmetric
local unitary transformation, under which a weak subsystem SPT is equivalent to the trivial phase.
This leads to a number of distinct equivalence classes of strong subsystem SPTs, which we show
are in one-to-one correspondence with elements of the group C[Gs] = H2[G2s, U(1)]/(H2[Gs, U(1)])3,
where Gs is the finite abelian onsite symmetry group. We also show that strong subsystem SPTs
by our classification necessarily exhibit a spurious topological entanglement entropy on a cylinder.
I. INTRODUCTION
An important and long running goal of condensed mat-
ter physics is the enumeration and classification of all
phases of matter. Much progress has been made to-
ward this goal in the past decade, especially in the pres-
ence of symmetry. Even without long-range entangle-
ment or Landau spontaneous symmetry breaking, there
exists distinct gapped short-range entangled symmetric
phases, known as symmetry-protected topological (SPT)
phases1–7.
The vast majority of SPT phases studied thus far pos-
sess global symmetries. These include well known exam-
ples such as the Haldane chain8,9 and topological insu-
lators10. Recently, a new class of symmetries have been
gaining attention in various different contexts: these are
symmetries which act non-trivially on only a vanishing
fraction of the system. These include higher form sym-
metries11, in which symmetries act on lower-dimensional
deformable manifolds, which have recently found appli-
cation in quantum memories and error correction12–15.
Of interest to us here are instead subsystem symmetries,
those which act on rigid subsystems that cannot be de-
formed. Such symmetries have historically also been re-
ferred to as intermediate or gauge-like symmetries, and
have a variety of interesting properties16–18. A classic
example is that of symmetries that act on rigid lines
of the square lattice (see Fig. 1), which arise in mod-
els of spin and orbital degrees of freedom, such as in the
Kugel-Khomskii model19,20, from Jahn-Teller effects20,
or in orbital compass models21, which is dual to the Xu-
Moore model of p ± ip superconducting arrays22. More
generally, subsystem symmetries include those that act
on two-dimensional planes of a three dimensional model,
such as in the plaquette Ising model23–25, or even on frac-
tal subsystems26–30.
Such symmetries have witnessed a resurgence of in-
terest owing to the discovery of fracton topological or-
der24,27,31–34, a novel type of topological order character-
ized by the presence of a subextensive topological ground
state degeneracy and quasiparticle excitations that have
restricted motion. These phases have been the subject
of much research in recent years (see the recent review,
Ref. 35, and references within). It has been discovered
that fracton theories arise naturally as a result of a gen-
eralized gauging procedure24,28,36,37 applied to systems
with subsystem symmetries. For example, the plaquette
Ising model, when gauged, results in the X-cube model
of fracton order24.
It has also been recently appreciated that subsystem
symmetries, like global symmetries, are also capable of
protecting non-trivial SPT phases, called subsystem SPT
(SSPT) phases38. The first discovered example arose
in the context of quantum information, where it was
found that the square lattice cluster model39, if pro-
tected by a set of line-like subsystem symmetries, could
act as a universal resource for measurement-based quan-
tum computation40,41 (MBQC) throughout the phase, a
result which has recently also been extended to other
SSPT phases42,43 (we note that an interesting approach
to defining subsystem symmetries from an underlying
quantum cellular automaton is introduced in Ref. 43).
In 1D, the computational power of an SPT phase under
MBQC has been shown to be directly related to their
classification40,44–47. However, MBQC is only universal
in dimension two or higher, and an extension of such re-
sults to SSPTs is not straightforward. For one, there
is currently no theory of classification for SSPTs. In
Ref. 38, the term “weak” SSPT was used to describe
SSPTs that were essentially composed of decoupled 1D
SPT chains, as opposed to a “strong” SSPT, such as the
square lattice cluster model which is not constructed of
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2decoupled 1D SPT chains. It was noted42,43 that this ex-
ample of a weak SSPT could not serve as a resource for
universal MBQC using only single-spin measurements.
However, it is not clear how general this statement is as
there is currently no clear definition for what specifies a
strong or weak SSPT. In this paper, we hope to tackle
the question of what constitutes a weak or strong SSPT,
and whether such SSPTs may be classified in a natural
way.
Our work draws inspiration from a series of recent
works on fracton topological orders, where the concept
of a foliated fracton phase has been introduced36,48–51 to
classify non-fractal (Type-I24) fracton orders. A foliated
fracton phase is an equivalence class of fracton topolog-
ical orders, whereby two fracton phases are considered
equivalent if one can be brought to the other via a com-
bination of local unitary52 (LU) evolution and the addi-
tion and removal of 2D topologically ordered phases. We
remark that standard phase equivalence only allows the
addition of trivial product states along with LU evolu-
tion. Therefore, foliated fracton phases present a drastic
departure from the norm. Foliated fracton phases may be
thought of as a 3D phase equivalence “modulo” any 2D
physics: this motivates a similar construction for SSPTs.
We propose a natural definition of a strong equiva-
lence relation for two-dimensional SSPTs protected by
line-like symmetries, whereby two phases are in the same
equivalence class if they can be connected to each other
via a linearly-symmetric local unitary (LSLU) evolution,
which we will define. By construction, the weak SSPT
composed of decoupled 1D SPT chains may be trans-
formed into a trivial product state via an LSLU evolu-
tion. Importantly, we find that the square lattice cluster
model cannot be transformed to the trivial state. We
may therefore take this equivalence relation to define a
strong SSPT phase as one that cannot be connected to
the trivial product state via an LSLU evolution. More-
over, we find that there are several distinct equivalence
classes of strong SSPTs, which are in one-to-one corre-
spondence with the non-trivial elements of the group
C[Gs] = H2[G2s, U(1)]/(H2[Gs, U(1)])3 (1)
where Gs is the finite abelian onsite symmetry group
characterizing the subsystem symmetries (to be defined),
and H2[G,U(1)] is the second cohomology group which
classifies the projective representations of G. We have
utilized the fact that (H2[Gs, U(1)])3 always appears as
a (normal) subgroup of H2[G2s, U(1)] for abelian Gs (for
details see section IV D). This therefore presents a classi-
fication for strong SSPT phases, according to our strong
phase equivalence. Finally, we note that the equivalence
class defined by LSLU is the same as that defined by
standard symmetric local unitaries in combination with
stacking with 1D SPT chains (See Sec VI D), which in-
deed has a natural interpretation of being a 2D equiva-
lence class “modulo” 1D physics.
In an appendix of Ref. 38, it was argued that strong
SSPT phases did not exist for conventional continuous
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FIG. 1: A depiction of the types of models we consider here.
Each site transforms as a linear representation of some onsite
symmetry group Gs. For any g 2 Gs, there is a vertical
symmetry Svx(g) on every column, and a horizontal symmetry
Shy (g) on every row, which apply the onsite representation of
g to every site in a column or row, respectively . We require
a Hamiltonian to commute with all Svx(g) and S
h
y (g).
symmetry groups such as U(1) or SU(2), while the e↵ect
of an additional global ZT2 time reversal symmetry does
not lead to new strong phases, as diagnosed by the pro-
jective representation at the edge. Furthermore, a non-
abelian Gs implies the existence of a local symmetry, as
we will show. We therefore focus on unitary representa-
tions of finite abelian groups Gs, which encompass most
known examples of strong SSPTs (e.g. Z2 or Zn ⇥ Zm).
In Sec. II, we define the class of models we are in-
terested in, and what we mean by subsystem symme-
tries. Sec. III contains a review of standard 1D SPT
phase equivalence and classification, in addition to a re-
view of various useful tools such as projective represen-
tations. Then, in Sec. IV we present our strong phase
equivalence and classification of strong SSPTs, for our
general class of models. Sec. V then walks through the
results of the previous section with an example at hand,
the square lattice cluster model. Finally, we finish with
a few additional comments and conclusions in Sec. VI
and VII. These include some straightforward general-
izations as well as a connection to spurious topological
entanglement entropy53,54 observed in non-topologically
ordered states on a cylinder55.
II. SETTING
Let us consider 2D models protected by line-like sub-
system symmetries of a specific form. Let bosonic degrees
of freedom live at the sites s of a square lattice, with lo-
cal Hilbert space Hxy at site (x, y), such that the total
Hilbert space is H =NxyHxy. Each site transforms as
a unitary linear representation of some onsite symme-
try group, Gs, which we take to be finite and abelian.
For each element g 2 Gs, we demand that the system
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tions of finite abelian groups Gs, which encompass most
known examples of strong SSPTs (e.g. Z2 or Zn × Zm).
In Sec. II, we define the class f mo els we are in-
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II. SETTING
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system symmetries of a specific form. Let bosonic degrees
of freedom live at the sites s of a square lattice, with lo-
cal Hilbert space Hxy at site (x, y), such that the total
Hilbert space is H = ⊗xyHxy. Each site transforms as
a unitary linear representation of some onsite symme-
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3respects the following subsystem symmetries,
Svx(g) =
∞∏
y=−∞
uxy(g)
Shy (g) =
∞∏
x=−∞
uxy(g)
(2)
for every x, y ∈ Z, where uxy(g) is the on-site unitary
(faithful) representation transforming the site (x, y) by
g. Sv and Sh act along vertical and horizontal rows,
respectively, as illustrated in Figure 1. The total sym-
metry group is therefore a (sub)extensively large group
(which should not be confused with the finite onsite sym-
metry group Gs). We consider local short-range entan-
gled Hamiltonians which respect all these symmetries.
We remark that if Gs were a non-abelian group, then
the symmetry
Shy (g
−1
2 )S
v
x(g
−1
1 )S
h
y (g2)S
v
x(g1) = uxy(g
−1
2 g
−1
1 g2g1) (3)
may act non-trivially on only a single site if
g−12 g
−1
1 g2g1 6= 1. This implies the existence of a local
[Gs, Gs] symmetry on every site, and an effective abelian
G′s = Gs/[Gs, Gs] subsystem symmetry. We therefore fo-
cus our attention on abelian groups Gs from the begin-
ning. We also note that Eq. (2) induces an identification
of the group elements g ∈ Gs across all sites of the sys-
tem.
These symmetries present a drastic change from the
now well-understood phases protected by a global on-
site symmetry group Gs in 2D, which are classified by
the 3rd cohomology group H3[Gs, U(1)]. What distinct
phases are possible under such subsystem symmetries?
Consider the following scenario: suppose we construct
a 2D phase by aligning 1D SPT chains horizontally, in
such a way that all the vertical symmetries are still re-
spected (in this process a single SPT chain may span
multiple rows in order to respect all the vertical symme-
tries). We call such a phase a “weak” SSPT38. Under
the standard SPT phase equivalence, which we will re-
view briefly in Sec. III, two states are in the same phase
if they can be adiabatically transformed to one another
while respecting the symmetry, via a symmetric local uni-
tary (SLU) evolution. In our weak SSPT, each 1D SPT
chain could be in any allowed 1D SPT phase, and by
this definition these are all distinct phases. The num-
ber of distinct phases therefore grows exponentially with
the system size. Note that we never assume any trans-
lational invariance in any of our discussion. Neverthe-
less, we would like to be able to make a clear distinction
between these weak SSPT phases and a “strong” SSPT
phase, which cannot be written as a product of 1D SPT
phases.
To this end, the main result of this paper is a defini-
tion of a strong equivalence relation for SSPT phases in
Sec. IV, under which all weak SSPT phases are equiv-
alent to the trivial phase. This defines the meaning of
a strong SSPT phase. Our secondary result is a clas-
sification of strong SSPT phases under this equivalence
relation: strong SSPT phases may be classified accord-
ing to the group C[Gs] in Eq.(1). As an example, in
Sec. V we show that the SSPT phase of the square lat-
tice cluster model, which has the onsite symmetry group
Gs = Z2 × Z2, is non-trivial under this equivalence re-
lation. We further show that these equivalence classes
of strong SSPT phases are in one-to-one correspondence
with elements of the group C[(Z2)2] = (Z2)6, and exhibit
the group structure under stacking.
III. STANDARD SPT PHASE EQUIVALENCE
To set the stage for our discussion of 2D SSPT phases,
we first present a review of the relevant standard concepts
coming from the study of 1D SPT phases.
A. Symmetric local unitary transformations
Let |ψ〉 be the unique ground state of a gapped local
Hamiltonian H, with symmetry group G with an on-
site representation ux(g) on site x. The symmetries are
S(g) =
∏
x ux(g) for g ∈ G, and the Hamiltonian re-
spects [S(g), H] = 0. Two states |ψ〉 and |ψ〉′ are said
to be in the same SPT phase if there exists a symmetric
local unitary (SLU) evolution, USLU, that connects the
two: |ψ〉 = USLU |ψ〉′. A state is in the trivial phase if
it can be connected via an SLU to a product state. For
convenience, we may always express an SLU evolution as
a symmetric finite-depth quantum circuit, which we now
define.
A quantum circuit of depth d representing an SLU evo-
lution, USLU, may be represented as
USLU = U
(d)
pw U
(d−1)
pw . . . U
(1)
pw . (4)
Here, each Upw is a piecewise local unitary operator,
Upw =
⊗
i
U (i)s (5)
where {U (i)s } are local symmetric unitary operators which
all act on local disjoint regions. Importantly, the radius
of support for each Us must be bounded by some finite
length. Finally, to represent an SLU evolution, we require
that [S(g), Us] = 0 for all Us. Without this symmetry
restriction, all short-range entangled phases can be con-
nected to a product state (via an LU). Such a quantum
circuit is shown in Fig. 2 for a 1D chain. Two quantum
states are in the same SPT phase if and only if there ex-
ists a quantum circuit USLU connecting the two, where d
is a finite constant.
4B. Projective Representations
In 1D, SPT phases with symmetry group G are in one-
to-one correspondence with the projective representations
of the group G6. Projective representations will also play
a key role in our classification of strong SSPT phases, so
we present an introduction here. A non-projective or
linear representation of a group G is a mapping from
group elements g ∈ G to unitary matrices V (g), such
that V (g1)V (g2) = V (g1g2), for all g1, g2 ∈ G. A repre-
sentation V is projective if it instead satisfies
V (g1)V (g2) = ω(g1, g2)V (g1g2), (6)
where ω(g1, g2) ∈ U(1) is a phase, referred to as the
factor system of a particular projective representation.
The factor system must satisfy
ω(g1, g2)ω(g1g2, g3) = ω(g1, g2g3)ω(g2, g3) (7)
ω(1, g1) = ω(g1, 1) = 1 (8)
for all g1, g2, g3 ∈ G, where 1 is the identity element.
A different choice of prefactors, V ′(g) = α(g)V (g),
leads to the factor system
ω′(g1, g2) =
α(g1g2)
α(g1)α(g2)
ω(g1, g2) (9)
Two factor systems ω(g1, g2) and ω
′(g1, g2) related in this
way are said to be equivalent, and both belong to the
same equivalence class ω.
Given two projective representations V1(g) and V2(g)
with factor systems ω1(g1, g2) of equivalence class ω1,
and ω2(g1, g2) of equivalence class ω2, we may define the
projective representation
V (g) = V1(g)⊗ V2(g) (10)
with factor system
ω(g1, g2) = ω1(g1, g2)ω2(g1, g2) (11)
which now belongs to the class ω, defining a group op-
eration ω1ω2 = ω. Under this operation, the equiva-
lences classes form an abelian group which is given by
the second cohomology group H2[G,U(1)]. The identity
element of H2[G,U(1)] corresponds to the linear repre-
sentations, while other elements correspond to non-trivial
projective representations.
We consider cases where G is a finite abelian group.
In this case, projective representations simply allow for
non-trivial commutation relations of the form
V (g1)V (g2) = φ(g1, g2)V (g2)V (g1) (12)
where
φ(g1, g2) = ω(g1, g2)/ω(g2, g1) (13)
is explicitly invariant under equivalence transformations
of the form in Eq. 9, and can therefore be regarded as
a signature of the class ω. Under the group operation
on two classes, ω = ω1ω2, we have that φ(g1, g2) =
φ1(g1, g2)φ2(g1, g2).
As an example, consider the group
G = Z2 × Z2 = {1, ga, gb, gagb} (14)
where ga and gb are defined to be the two generators
for G. In this case, there are two classes of projective
representations: the trivial linear representation where
φ(ga, gb) = 1, and the non-trivial projective representa-
tion with φ(ga, gb) = −1. An example of the latter is
given by the Pauli representation,
V (ga) = X, V (gb) = Z, V (gagb) = XZ (15)
where X,Z, are the Pauli matrices, with non-trivial
ω(g1, g2) given by
ω(gb, ga) = ω(gagb, ga) = ω(gagb, gagb) = −1 (16)
In this case φ is a complete invariant and the projective
representations of Z2 × Z2 are therefore in one-to-one
correspondence with elements in H2[Z2×Z2, U(1)] = Z2.
C. 1D classification
Non-trivial SPT phases in 1D may be identified by
their non-trivial edges, where the symmetry group G is
realized projectively leading to a symmetry-protected de-
generacy at the edge. We motivate this classification in a
way that will prove useful for our classification of strong
SSPT phases to follow.
Let |ψ〉 be the ground state of a gapped symmetric
local Hamiltonian in the absence of a boundary, with
symmetry group G which we take to be finite and abelian
(as these are the ones relevant for the case of SSPTs). As
the ground state is unique, we must have |ψ〉 = S(g) |ψ〉
up to a phase which can be absorbed into S(g). Now,
consider the truncated symmetry operator
U[x0,x1)(g) =
x1−1∏
i=x0
ui(g) (17)
where x0 < x1 are the endpoints, which we take to be
separated by much further than the correlation length.
Acting on |ψ〉, this may create two local excitations in
the neighborhood of x0 and x1. These excitations may be
locally annihilated by some unitary operators V Lx0(g) and
V Rx1(g) with support size on the order of the correlation
length about x0 and x1, such that
V Lx0(g)V
R
x1(g)U[x0,x1)(g) |ψ〉 = |ψ〉 . (18)
Note that in writing this, we have assumed that |ψ〉 is
short-range entangled and not spontaneous symmetry
breaking, as is the case for SPT phases.
5We may also simplify this picture by not distinguishing
between local excitations created at the left/right end-
points of U(g), as they can be related to each other by a
symmetry operation:
U[x0,x1)(g)S(g
−1) = U[−∞,x0)(g
−1)U[x1,∞)(g
−1) (19)
Thus, the local excitation created at the right (left) end
of U(g) is the same as the excitation created at the left
(right) end of U(g−1). We may therefore simply substi-
tute Vx(g) ≡ V Lx (g) on the left endpoint and Vx(g−1) on
the right endpoint, and choose a U(1) phase prefactor
such that Eq. 18 is still satisfied.
Observe the commutation relation,[
S(g1), Vx0(g2)Vx1(g
−1
2 )U[x0,x1)(g2)
] |ψ〉 = 0 (20)
While [S(g1), U[x0,x1)(g2)] = 0 as the onsite representa-
tion ui(g) is linear, S(g1) need not commute with Vx0(g2)
and Vx1(g
−1
2 ) individually. Indeed, we may have that
when acting on |ψ〉,
S(g1)Vx0(g2) |ψ〉 = φ∗(g1, g2)Vx0(g2)S(g1) |ψ〉
S(g1)Vx1(g
−1
2 ) |ψ〉 = φ(g1, g2)Vx1(g−12 )S(g1) |ψ〉
(21)
which still satisfies Eq. 20, where φ(g1, g2) is a U(1)
phase. Note that this phase cannot depend on x0, x1,
nor on choice of V s, as we may change each indepen-
dently of the others — it is therefore a global property
of the bulk.
Now suppose we introduce edges into the system at
x = 1 and x = `. As the ground state need not be unique
in the presence of an edge, we no longer require that
S(g) |ψ〉 = |ψ〉 (it may move |ψ〉 around in the ground
state manifold). Instead, we may find local operators
V1(g) and V`(g
−1) on the edges such that
V1(g)V`(g
−1)S(g) |ψ〉 = |ψ〉 (22)
for any |ψ〉 in the ground state manifold. Put differently,
this means that
S(g) |ψ〉 = V †1 (g)V †` (g−1) |ψ〉 (23)
and we may decompose S(g) into separated operations
with support at the left and right edges separately, which
act nontrivially only within the ground state manifold.
Repeating our previous analysis with x0 or x1 at an edge,
we find that the representation of the symmetry on the
left edge, Ve(g) ≡ V †1 (g), may be projective, and the class
is completely determined by the previously discovered
bulk φ,
Ve(g1)Ve(g2) = φ(g1, g2)Ve(g2)Ve(g1) (24)
Similarly, operators at the right edge must exhibit the
same projective representation. A non-trivial projective
representation requires a degenerate ground space man-
ifold on which the matrices Ve may act, thus leading to
the protected edge modes of non-trivial SPTs.
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While [S(g1), U[x0,x1)(g2)] = 0 as the onsite representa-
tion ui(g) is linear, S(g1) need not co mute with Vx0(g2)
and Vx1(g
 1
2 ) individually. Indeed, we may have that
when acting on | i,
S(g1)Vx0(g2) | i =  ⇤(g1, g2)Vx0(g2)S(g1) | i
S(g1)Vx1(g
 1
2 ) | i =  (g1, g2)Vx1(g 12 )S(g1) | i
(21)
which still satisfies Eq. 20, where  (g1, g2) is a U(1)
phase. Note that this phase cannot depend on x0, x1,
nor on choice of V s, as we may change each indepen-
dently of the others — it is therefore a global property
of the bulk.
Now suppose we introduce edges into the system at
x = 1 and x = `. As the ground state need not be unique
in the presence of an edge, we no longer require that
S(g) | i = | i (it may move | i around in the ground
state manifold). Instead, we m y fi local operators
V1(g) and V`(g
 1) on the edges such that
V1(g)V`(g
 1)S(g) | i = | i (22)
for any | i in the ground state manifold. Put di↵erently,
this means at
S(g) | i = V †1 (g)V †` (g 1) | i (23)
and we may decompose S(g) into separated operations
with support at the left and right edges separately, which
act nontrivially only within the ground state manifold.
Repeating our previous analysis with x0 or x1 at an edge,
we find that the representation of the symmetry on the
left edge, Ve(g) ⌘ V †1 (g), may be projective, and the class
is completely determined by the previously discovered
bulk  ,
Ve(g1)Ve(g2) =  (g1, g2)Ve(g2)Ve(g1) (24)
Similarly, operators at the right edge must exhibit the
same projective representation. A non-trivial projective
representation requires a degenerate ground space man-
ifold on which the matrices Ve may act, thus leading to
the protected edge modes of non-trivial SPTs.
SLU
LSLU
FIG. 2: A symmetric local unitary (SLU) evolution expressed
as a quantum circuit defines phase equivalence in SPTs pro-
tected by global symmetries. Each green gate represents a
symmetry-respecting unitary evolution. We propose to de-
fine a strong equivalence relation for 2D SSPT phases using
linearly-symmetry local unitary evolution, in which each in-
dividual local gate (shown in red) need not be symmetric, but
must be grouped into gates acting along straight lines which
are, as a whole, symmetric.
Phases with projective representation from di↵erent
classes cannot be adiabatically transformed into one an-
other via a SLU evolution. While such an evolution may
change V in Eq. (21), it must leave   invariant. Mean-
while, if two phases are of the same class, then there is
no obstacle to connecting the two adiabatically. By the
phase equivalence relation given in Sec. III A, distinct
SPT phases are in one-to-one correspondence with the
projective representations of G, and can be diagnosed by
the projective representation observed at the edges2,56.
Now consider two states, | 1i and | 2i, characterized
by the projective classes !1 and !2. Consider the 1D
system obtained by stacking the two chains on top of each
other, such that | i = | 1i ⌦ | 2i, with the symmetry
acting onsite as ui(g) = ui,1(g) ⌦ ui,2(g). Following the
above, the projective action of the symmetry at the left
edge is given by Ve(g) = Ve,1(g)⌦Ve,2(g), which is of the
class ! = !1!2. Therefore, under stacking, SPT phases
form a group structure given by the second cohomology
group H2[G,U(1)].
IV. STRONG EQUIVALENCE OF SSPT PHASES
Having set the stage with a review of 1D SPT phase
equivalence, we now turn to our main topic of interest:
strong SSPTs in 2D. Recall that we take such a model to
be defined with respect to an onsite finite abelian symme-
try group Gs, which in turn defines the total symmetry
group generated by the set of Svx(g) operators, which act
along vertical columns with fixed x, and the set of Shy (g)
operators, which act along horizontal rows with fixed y,
for g 2 Gs.
FIG. 2: A symmetric local unitary (SLU) evolution expressed
as a quantum circuit defines phase equivalence in SPTs pro-
tected by global symmetries. Each green gate represents a
symmetry-respecting unitary evolution. We propose to de-
fine a strong equivalence relation for 2D SSPT phases using
linearly-symmetry local unitary evolution, in which each in-
dividual local gate (shown in red) need not be symmetric, but
must be grouped into gates acting along straight lines which
are, as a whole, symmetric.
Phases with projective representation from different
classes c nnot be adiabatically transform d into one an-
other via a SLU evolution. While such an evolution may
change V in Eq. (21), it must leave φ invariant. Mean-
while, if two phases are of the same class, then there is
no obstacle to conn cting the two adiabatically. By the
phase equivalence relati n given in Sec. III A, dis inct
SPT phases are i one-to-one correspondence with the
projective representations of G, and can be diagnosed by
the projective representation observed at the edges2,56.
Now consider two states, |ψ1〉 and |ψ2〉, characterized
by the projective classes ω1 and ω2. Consider the 1D
system obtained by stacking the two chains on top of each
other, such that |ψ〉 = |ψ1〉 ⊗ |ψ2〉, with the symmetry
acting onsite as ui(g) = ui,1(g) ⊗ ui,2(g). Following the
above, the projective action of the symmetry at the left
edge is given by Ve(g) = Ve,1(g)⊗Ve,2(g), which is of the
class ω = ω1ω2. Therefore, under stacking, SPT phases
form a group structure given by the second cohomology
group H2[G,U(1)].
IV. STRONG EQUIVALENCE OF SSPT PHASES
Having set the stage with a review of 1D SPT phase
equivalence, we now turn to our main topic of interest:
strong SSPTs in 2D. Recall that we take such a model to
be defined with respect to an onsite finite abelian symme-
try group Gs, which in turn defines the total symmetry
group generated by the set of Svx(g) operators, which act
along vertical columns with fixed x, and the set of Shy (g)
operators, which act along horizontal rows with fixed y,
for g ∈ Gs.
6A. Linearly symmetric local unitary
transformations
To proceed, we introduce the concept of a linearly sym-
metric local unitary (LSLU) evolution, which are a gen-
eralization of the previously defined SLU evolution, and
take the form shown in Fig. 2 (bottom). Such an evolu-
tion may be constructed as a finite-depth quantum circuit
ULSLU ,
ULSLU = U
(d)
lpwU
(d−1)
lpw . . . U
(1)
lpw (25)
where each Ulpw is a linearly piecewise unitary, taking
the form
Ulpw =
⊗
i
U
(i)
ls (26)
where {U (i)ls } are linearly-supported symmetric local uni-
taries with disjoint support. By linearly-supported, we
mean that the support of Uls may extend indefinitely in
either the x or y direction, but only a small finite range
in the other. A single green rectangle in Fig. 2 (bot-
tom) represents one Uls. We also require that they all
commute with all symmetries,
[Uls, S
v
x(g)] = [Uls, S
h
y (g)] = 0 (27)
for all x, y, and g ∈ Gs.
The only restriction on Uls beyond this is that it must
be a local unitary transformation. For completeness, we
may express Uls as a finite depth δ quantum circuit.
Uls = U
(δ)
pwU
(δ−1)
pw . . . U
(1)
pw (28)
where each Upw is a piecewise local unitary operator,
given by
Upw =
⊗
i
U
(i)
loc (29)
where {U (i)loc} are disjoint unitary operators with a finite
radius of support. Crucially, neither any Uloc nor Upw
need respect any symmetries — only the final product,
Uls, need respect all subsystem symmetries. The total
depth of the circuit is given by dδ, and must be a constant
independent of system size for it to represent an LSLU.
Conceptually, an SLU may be represented as a quan-
tum circuit where each gate must respect all symmetries.
In an LSLU, each gate need not individually respect the
symmetries, but there must be a way of grouping the
gates into disjoint operations acting along vertical or hor-
izontal lines such that the combined action along the line
as a whole respects the symmetries.
The first main result of this paper is the proposal
of the following equivalence relation: Two SSPTs,
with unique ground states |ψ〉 and |ψ′〉, are in the same
strong SSPT equivalence class if there exists a finite-
depth LSLU circuit ULSLU connecting the two, such that
|ψ〉 = ULSLU |ψ′〉.
The motivation for this definition comes from the ob-
servation that any 1D SPT may be deformed to a prod-
uct state via a (non-symmetric) LU evolution. If both
the initial and final states are symmetric, we may take
this LU to be, as a whole, symmetric. Consider a weak
SSPT phase consisting of 1D chains aligned horizontally.
An LU along the horizontal direction is able to disentan-
gle a 1D chain, while remaining symmetric as a whole.
Such an operation is allowed in an LSLU, and are repre-
sented by Uls above. Thus, by allowing an LSLU in our
equivalence relation, we are essentially “modding out” 1D
chains. Whatever remains must contain some fundamen-
tally two-dimensional physics. This is similar in spirit
to the definition of foliated36,48–51 fracton phases, where
the equivalence relation for 3D foliated fracton phases is
defined modulo the addition or removal of 2D topological
orders.
An example of an LSLU is shown in Figure 7, for the
explicit case of the square lattice cluster model. This
LSLU consists of a product of controlled-Z gates which
as a whole commutes with all subsystem symmetries.
The goal now is to show that there indeed exists non-
trivial equivalence classes under this definition, which
leads to a classification of such phases.
B. Bulk Invariants
In this section, we derive the existence of bulk prop-
erties (much like the projective phases φ(g1, g2) in the
1D SPT classification) that are invariant under LSLU
transformations. Later, in Section V, we give an explicit
example which makes this construction clear.
First, let us introduce the truncated symmetry opera-
tion,
Uy0y1x0x1(g) =
x1−1∏
x=x0
y1−1∏
y=y0
uxy(g) (30)
where x0 < x1, y0 < y1, for any g ∈ Gs, which represents
the application of the symmetry g to a rectangular region
of the system. Let us take |x1 − x0| and |y1 − y0| to be
much larger than any correlation length in the system.
We may think of Uy0y1x0x1(g) as the application of S
v
x(g)
truncated to [y0, y1), for x ∈ [x0, x1). We may also alter-
natively think of it as the application of Shy (g) truncated
to [x0, x1), for y ∈ [y0, y1). Therefore, the only place
where Uy0y1x0x1(g) does not look like the application of a
symmetry is near its corners, and it may therefore cre-
ate four local excitations at each of the corners. As the
ground state is unique, short-range entangled, and sym-
metric, these local excitations may be locally annihilated
via a unitary operator at each of the corners, such that
V BLx0y0(g)V
TL
x0y1(g)V
TR
x1y0(g)V
BR
x1y1(g)U
y0y1
x0x1(g) |ψ〉 = |ψ〉
(31)
Here, B(T )L(R) indicates the bottom (top) left (right)
corner of the rectangle, and Vxy(g) only has support
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FIG. 3: A rectangular truncated symmetry operation
Uy0y1x0x1 (g) creates local excitations only at its corners. (left)
Corners of di↵erent orientations that can be related to one
another other by the action of symmetries, as shown here, by
applying S(g) or S(g 1) of di↵erent orientations. (top right)
The four excitations created by Uy0y1x0x1 (g) may be locally anni-
hilated by operators Vxy(g) or Vxy(g
 1) at its corners. (lower
right) We show the symmetry operation SQxy(g) discussed in
the text.
within a correlation-length sized region near (x, y). Each
Vxy(g) must form some (possibly projective) representa-
tion of Gs, which may depend on our choice of V s. In
Figure 3 (left), we show how di↵erent types of corners
may be related to each other by application of subsys-
tem symmetries: we therefore do not need to distinguish
between them and we may simply define
Vxy(g) ⌘ V BLxy (g) = V TLxy (g 1) = V TRxy (g) = V BRxy (g 1)
(32)
with a choice of overall phase prefactors such that Eq. 31
becomes
Vx0y0(g)Vx0y1(g
 1)Vx1y1(g)Vx1y0(g
 1)Uy0y1x0x1(g) | i = | i
(33)
as illustrated in Figure 3 (right). The operators Vxy(g)
contain all the information we need about the system.
Let us define the symmetry operations,
SRx (g) =
1Y
x0=x
Svx0(g), SLx (g) =
x 1Y
x0= 1
Svx0(g) (34)
STy (g) =
1Y
y0=y
Shy0(g), SBy (g) =
y 1Y
y0= 1
Shy0(g) (35)
where the superscript denotes that we are applying the
symmetry g to all sites to the right, left, top, or bottom
of the coordinate x or y. We will mainly use SR and ST ,
although we have defined them all for completeness.
We now proceed to prove that the U(1) phase  Rxy(g),
given by
 Rxy(g) = h | S†Rx (g)V †xy(g)SRx (g)Vxy(g) | i (36)
is independent of x, y, and therefore cannot be changed by
an LSLU evolution. We could have also chosen any ori-
entation, R, T , L, or B, which would give the same value.
We may therefore simply refer to  (g) =  Rxy(g). Note
that  (g) is nothing but the phase obtained from com-
muting SRxy(g) with Vxy(g), when acting on the ground
state.
The proof consists of three steps: First, we prove that
 Rxy(g) is the same for all y, and then that  
T
xy(g) is the
same for all x. Then, we show that for a given (x, y),
 Rxy(g) =  
T
xy(g). It then follows that  (g) =  
R
xy(g) is
independent of x,y.
The first two steps can be accomplished by looking
at our rectangle operator Uy0y1x0x1(g) from earlier. Since
the combination in Eq. 33 acts trivially on | i, as does
SR/Tx1 (g), they must commute when acting on | i. Let
us first deal with R. SRx1(g) only overlaps with V s from
the top right and bottom right corners: Vx1y0(g
 1) and
Vx1y1(g). Therefore,⇥SRx1(g), Vx1y0(g 1)Vx1y1(g)⇤ | i = 0 (37)
but we also have that, from our definition of  Rxy(g),
SRx1(g)Vx1y1(g) | i =  Rx1y1(g)Vx1y1(g)SRx1(g) | i
SRx1(g)Vx1y0(g 1) | i =  ⇤Rx1y0(g)Vx1y0(g 1)SRx1(g) | i
(38)
(note that Vxy(g
 1) = !xy(g, g 1)V †xy(g), where
!xy(g, g
0) is the factor system of the representation
Vxy(g)). Therefore, we must have that
 Rx1y1 =  
R
x1y0 (39)
However, we could have chosen y0 or y1 independently.
This phase  Rxy(g) is therefore independent of y. Simi-
larly, from T , we discover that  Txy(g) must be indepen-
dent of x.
The final step requires another ingredient. Consider
the symmetry operation
SQxy(g) = SRx (g)[STy (g)]† = SRx (g)STy (g 1) (40)
which consists of applying g in the bottom right quad-
rant, and g 1 in the top left quadrant (it acts as identity
on the top right quadrant), as shown in Figure 3 (lower
right).
We now show that SQxy(g) commutes with Vxy(g). To
do this, notice that we may split SQxy as
SQxy(g) =
24 1Y
x0=x
y 1Y
y0= 1
u(g)
3524 x 1Y
x0= 1
1Y
y0=y
u(g 1)
35 (41)
⌘ ⇥UQ2xy (g)⇤ ⇥UQ1xy (g 1)⇤ (42)
where UQ1xy (g
 1) only has support in the top left quad-
rant, and UQ2xy (g) in the bottom right quadrant, about
FIG. 3: A rectangular truncated symmetry operation
Uy0yx0x1 (g) creates local excitations only at its corners. (left)
Corners of different orientations that can be related to one
another other by the action of symmetries, as shown here, by
applying S(g) or S(g−1) of different orientations. (top right)
The four excitations created by Uy0y1x0x1 (g) may be locally anni-
hilated by operators Vxy(g) or Vxy(g
−1) at its corners. (lower
right) e show the symmetry operation SQxy(g) discussed in
the text.
it i c rrel tion-length sized region ear (x, y). Each
Vxy f r some (pos ibly projective) representa-
ti ich ay depend on our choice of V s. In
i ), e show how different ypes of corners
to each other by ap lication of subsys-
te s etries: e therefore do not need to distinguish
bet een the and we may simply define
xy( ) ≡ xy (g) = V TLxy (g−1) = V TRxy (g) = V BRxy (g−1)
(32)
with a choice of overall phase prefactors such that Eq. 31
becomes
Vx0y0(g)Vx0y1(g
−1)Vx1y1(g)Vx1y0(g
−1)Uy0y1x0x1(g) |ψ〉 = |ψ〉
(33)
as illustrated in Figure 3 (right). The operators Vxy(g)
contain all the information we need about the system.
Let us define the symmetry operations,
SRx (g) =
∞∏
x′=x
Svx′(g), SLx (g) =
x−1∏
x′=−∞
Svx′(g) (34)
STy (g) =
∞∏
y′=y
Shy′(g), SBy (g) =
y−1∏
y′=−∞
Shy′(g) (35)
where the superscript denotes that we are applying the
symmetry g to all sites to the right, left, top, or bottom
of the coordinate x or y. We will mainly use SR and ST ,
although we have defined them all for completeness.
We now proceed to prove that the U(1) phase βRxy(g),
given by
βRxy(g) = 〈ψ| S†Rx (g)V †xy(g)SRx (g)Vxy(g) |ψ〉 (36)
is independent of x, y, and therefore cannot be changed by
an LSLU evolution. We could have also chosen any ori-
entation, R, T , L, or B, which would give the same value.
We may therefore simply refer to β(g) = βRxy(g). Note
that β(g) is nothing but the phase obtained from com-
muting SRxy(g) with Vxy(g), when acting on the ground
state.
The proof consists of three steps: First, we prove that
βRxy(g) is the same for all y, and then that β
T
xy(g) is the
same for all x. Then, we show that for a given (x, y),
βRxy(g) = β
T
xy(g). It then follows that β(g) = β
R
xy(g) is
independent of x,y.
T first two steps can be ac omplished by looking
at our rectangle operator Uy0y1x0x1(g) from earlier. Since
the combination in Eq. 33 acts trivially on |ψ〉, as does
SR/Tx1 (g), they must commute when acting on |ψ〉. Let
us first deal with R. SRx1(g) only overlaps with V s from
the top right and bottom right corners: Vx1y0(g
−1) and
Vx1y1(g). Therefore,[SRx1(g), Vx1y0(g−1)Vx1y1(g)] |ψ〉 = 0 (37)
but we also have that, from our definition of βRxy(g),
SRx1(g)Vx1y1(g) |ψ〉 = βRx1y1(g)Vx1y1(g)SRx1(g) |ψ〉
SRx1(g)Vx1y0(g−1) |ψ〉 = β∗Rx1y0(g)Vx1y0(g−1)SRx1(g) |ψ〉
(38)
(note that Vxy(g
−1) = ωxy(g, g−1)V †xy(g), where
ωxy(g, g
′) is the factor system of the representation
Vxy(g)). Therefore, we must have that
βRx1y1 = β
R
x1y0 (39)
However, we could have chosen y0 or y1 independently.
This phase βRxy(g) is therefore independent of y. Simi-
larly, from T , we discover that βTxy(g) must be indepen-
dent of x.
The final step requires another ing edient. Consider
the symmetry operation
SQxy(g) = SRx (g)[STy (g)]† = SRx (g)STy (g−1) (40)
which consists of applying g in the bottom right quad-
rant, and g−1 in the top left quadrant (it acts as identity
on the top right quadrant), as shown in Figure 3 (lower
right).
We now show that SQxy(g) commutes with Vxy(g). To
do this, notice that we may split SQxy as
SQxy(g) =
 ∞∏
x′=x
y−1∏
y′=−∞
u(g)
 x−1∏
x′=−∞
∞∏
y′=y
u(g−1)
 (41)
≡ [UQ2xy (g)] [UQ1xy (g−1)] (42)
8where UQ1xy (g
−1) only has support in the top left quad-
rant, and UQ2xy (g) in the bottom right quadrant, about
(x, y). Importantly, they only touch each other at the
point (x, y), as shown in Figure 3 (lower right). Then,
supposing that
Vxy(g
−1)UQ1xy (g) |ψ〉 = Vxy(g−1)UQ2xy (g) |ψ〉 = |ψ〉 (43)
and using UQ1xy (g) = [U
Q1
xy (g
−1)]†, we have that
V †xy(g)SQxy(g)Vxy(g) |ψ〉
= V †xy(g)SQxy(g)Vxy(g)Vxy(g−1)UQ1xy (g) |ψ〉
= ωxy(g, g
−1)V †xy(g)SQxy(g)[UQ1xy (g−1)]† |ψ〉
= ωxy(g, g
−1)V †xy(g)U
Q2
xy (g) |ψ〉
= Vxy(g
−1)UQ2xy (g) |ψ〉 = |ψ〉
(44)
where we have used Vxy(g)Vxy(g
−1) = ωxy(g, g−1), and
V †xy(g) = ω
∗
xy(g, g
−1)Vxy(g−1). We remark that state-
ments such as Eq. 43 are dangerous, as they deal with
operators of infinite support acting on |ψ〉 (for which the
overall phase factor is not-so-well-defined). Instead of
using these infinite operators, we may instead replace
them with finite rectangular operators with appropriately
dressed corners,
U˜Q1xy (g) = Vx0y(g)Vx0y1(g
−1)Vxy1(g)U
yy1
x0x(g) (45)
U˜Q2xy (g) = Vxy0(g)Vx1y0(g
−1)Vx1y(g)U
y0y
xx1 (g) (46)
for some x0  x  x1 and y0  y  y1. These sat-
isfy Eq. 43 exactly, and S˜Qxy(g) ≡ U˜Q1xy (g−1)U˜Q2xy (g) acts
in the same way as SQxy(g) near Vxy(g). The important
fact is that these operators only touch at (x, y), so the
other corners may effectively be ignored and we arrive
at the same result. From this, we conclude that SQxy(g)
commutes with Vxy(g) when acting on |ψ〉.
Finally, since SQxy(g) = SRx (g)[STy (g)]†, we have from
the definition of β
R/T
xy that
βRxy(g)β
∗T
xy (g) = 1 (47)
With all these parts combined, we may conclude that
β(g) = βRxy(g) = β
T
xy(g) does not depend on x, y, or T/R.
Analogous arguments also show that βLxy(g) = β
B
xy(g) =
β(g).
It then follows that β(g) cannot be changed by an
LSLU evolution. A local symmetric unitary cannot trans-
form β(g) throughout the entire system at once, for
the same reason it could not change φ for a 1D SPT.
Similarly, a linearly-symmetric local unitary may make
changes to quantities defined along whole lines but can-
not make a global change that would affect β(g).
We remark that such a result does not hold for other
similar quantities. For example, the phase obtained from
commuting a single line symmetry, Svx′(g
′), with Vxy(g),
may be non-trivial if x′ is near x. This phase is inde-
pendent of y and therefore cannot be changed by a SLU
evolution. However, it can be changed by an LSLU evo-
lution, which acts along the entire column at once. Also,
the phase obtained from commuting SRx (g′) with Vxy(g),
for g′ 6= g, need not be the same as for STy (g′). This
is therefore again only a property of a line, and can be
changed by an LSLU evolution. Only those phases β(g)
coming from g′ = g are bulk properties and therefore
conserved under LSLU evolution. Note that this proce-
dure is isomorphic to observing the charge response of the
symmetry SRx (g) to a twist of the symmetry SLx (g)57,58.
A question still remains as to what consistent choices
are possible for β(g). This will lead to a classification of
all strong equivalence classes of SSPT phases with onsite
symmetry Gs.
C. At the edge
At this point, it is convenient to introduce an edge into
our system at y = 1 and y = `y. This allows us to present
an alternate view of our findings in the previous section.
We proceed to derive some of the same results, but from
a different perspective.
After introducing edges, the ground state manifold be-
comes massively degenerate, with degeneracy growing ex-
ponentially as exp(O(Ledge)), where Ledge is length of the
edge38. Similar to the case of 1D SPTs, a vertical subsys-
tem symmetry may be decomposed into two operations
acting on the top/bottom edge of the system,
Svx(g) |ψ〉 = V topx (g)V botx (g) |ψ〉 (48)
which operate within the ground state manifold. We fo-
cus on the group of vertical symmetries, an extensively
large group Gv = (Gs)
Ledge , with a linear representation
generated by {Svx(g)}. In analogy to 1D, the representa-
tion of the symmetry group Gv on the top edge, V
top
y (g),
may be a projective representation. Note that, unlike
for 2D SPTs under global symmetries, the symmetries
act locally at the edge and do not give rise to non-trivial
3-cocycles.
Let hgx ∈ Gv be the group element represented by
Svx(g), ωtop(h, h
′) be the factor system of V topx (g), and
define φtop(h, h
′) = ωtop(h, h′)/ωtop(h′, h) the phase ob-
tained from commuting h, h′. As the Hamiltonian is
local, we may assume that ωtop is a local projective
representation, which we define to be one such that
φtop(h
g
x, h
g′
x′) = 1 if x and x
′ are separated by a dis-
tance much larger than the correlation length. Equiva-
lently, this means they can be brought into a form where
ωtop(h
g
x, h
g′
x′) = 1 for far separated x, x
′.
Under LSLU evolution, the class of this projective rep-
resentation may be changed “locally”, subject to certain
extra constraints. By a “local” change in projective rep-
resentation, we mean modifications to ωtop that can be
made up of consecutive single local changes, where a sin-
gle local change is one in which ωtop → ωtopωloc for ωloc
9satisfying
φloc(h
g
x, h
g′
x′) ≡
ωloc(h
g
x, h
g′
x′)
ωloc(h
g′
x′ , h
g
x)
= 1
if x /∈ [x0, x1] or x′ /∈ [x0, x1]
(49)
for some finite range [x0, x1] on the order of the cor-
relation length. Note that a single local change is ac-
complished by a long vertical 1D unitary evolution that
only respects the symmetries as a whole (a Uls from ear-
lier). Any change that can be made up of consecutive
local changes is itself a local change, which can be imple-
mented by an LSLU evolution. However, as alluded to
earlier, there are some extra constraints that ωtop must
satisfy, which arise due to the requirement that the or-
thogonal horizontal symmetries {Shy (g)} must also be re-
spected. Thus, we are interested in the equivalence class
of local projective representations satisfying these con-
straints, modulo local changes.
The extra constraints may be thought of as the fol-
lowing: V topx (g) must commute with all S
h
y (g
′), since the
overall representation V topx (g)V
bot
x (g) must be linear, and
the horizontal symmetries may only overlap with one of
them at most. At the same time, we have the identity
`y∏
y=1
Shy (g
′) =
∞∏
x=−∞
Svx(g
′) (50)
which implies that[
V topx (g),
∞∏
x′=−∞
V topx′ (g
′)
]
|ψ〉 = 0 (51)
placing a constraint on possible classes of projective rep-
resentations ωtop. In terms of φtop, this implies
∞∏
x′=−∞
φtop(h
g
x, h
g′
x′) = 1. (52)
We remark that there are no issues with the ∞, as the
representation is local and we may simply restrict the
product over x′ to some finite range about x.
All single local changes ωloc, φloc, must also satisfy
this constraint. Take φloc to be non-trivial only within
the range [x0, x1], and let x 1
2
lie within this inter-
val. Then, observe the phase resulting from commuting
hgleft =
∏
x<x 1
2
hgx with h
g′
right =
∏
x≥x 1
2
hg
′
x ,
φloc(h
g
left, h
g′
right) =
∏
x<x 1
2
∏
x′≥x 1
2
φloc(h
g
x, h
g′
x′) (53)
using the fact that φloc must satisfy the same constraints
as φtop, multiplying by the conjugate of Eq. 52 we get
φloc(h
g
left, h
g′
right) =
∏
x0≤x<x 1
2
∏
x0≤x′<x 1
2
φ∗loc(h
g
x, h
g′
x′) (54)
Since φloc is only non-trivial with [x0, x1], we have ex-
plicitly restricted x and x′ to this interval. In the case
where g = g′, φloc(hgx, h
g
x′) = φ
∗
loc(h
g
x′ , h
g
x), and so
φloc(h
g
left, h
g
right) = 1 (55)
Hence, a local modification φtop → φtopφloc cannot
changed the value of φtop(h
g
left, h
g
right).
It is possible that this value will be non-trivial in φtop.
Consider putting periodic boundary conditions along the
x direction, identifying x = 0 and x = `x, such that
the overall topology is a cylinder. Let x 1
2
be, say, near
`x/2. If we define h
g
left and h
g
right to be products from 0
to x 1
2
and from x 1
2
to `x, respectively, we would similarly
find that φtop(h
g
left, h
g
right) = 1. However, as φtop is local,
we may decompose φtop(h
g
left, h
g
right) into a contribution
coming from near x 1
2
and coming from the boundaries 0
and `x. To isolate the contribution coming from x 1
2
, let
us define ξ  `x to be some length for which φtop(hgx, hgx′)
is trivial if |x− x′| > ξ. Then, redefining
h˜gleft =
∏
(x 1
2
−ξ)≤x<x 1
2
hgx, h˜
g
right =
∏
x 1
2
≤x<(x 1
2
+ξ)
hgx
(56)
we find that φtop(h˜
g
left, h˜
g
right) need not be 1. In fact,
φtop(h˜
g
left, h˜
g
top) = β(g) (57)
is exactly our bulk invariant from earlier. This can be
seen (similar to in 1D) by placing a side of the trun-
cated symmetry operator Uy0y1x0x1(g) along an edge. It then
follows from our previous proof that this phase is inde-
pendent of where the cut x 1
2
is made. Furthermore, the
phase is insensitive to the orientation of the cylinder and
cut.
D. Classification
Let us now discuss the possible consistent choices for
β(g), and in this way classify all strong equivalence
classes of SSPT phases.
In the previous section we reduced the 2D bulk physics
down to the 1D problem of local projective representa-
tions along an edge, and finally down to a 0D problem
involving hgleft/right about a single cut in the edge. In
this final picture, we are essentially examining properties
of the projective representation ωtop, φtop, of the group
G2s = G
left
s ×Grights . Certain parts of this representation,
namely β(g) = φtop(h
g
left, h
g
right), are universal through-
out the system and invariant under LSLU transforma-
tions, and hence define the equivalence class. The differ-
ent equivalence classes are therefore in one-to-one corre-
spondence with projective representations of G2s, modulo
changes that leave β(g) invariant.
Let us denote by the superscript gL(R) the element g
from G
left(right)
s , and ω a factor system of Glefts × Grights .
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Consider modifying ω → ωω˜. There are three classes of
ω˜ that leave β(g) = ω(gL, gR)/ω(gR, gL) unchanged. Let
ω0 be a factor system for any projective representation
of Gs,
1. We may define ω˜(gL1 g
R
2 , g
L
3 g
R
4 ) = ω0(g1, g3). This
trivially leaves β(g) unchanged, as ω˜(gL, gR) =
ω˜(gR, gL) = 1.
2. We may also use ω˜(gL1 g
R
2 , g
L
3 g
R
4 ) = ω0(g2, g4).
3. Finally, we may again use ω0 to define
ω˜(gL1 g
R
2 , g
L
3 g
R
4 ) =
ω0(g1g2, g3g4)
ω0(g1, g3)ω0(g2, g4)
(58)
This is independent of the previous two, satisfies
the factor system condition (Eq. 7), and leaves β(g)
invariant, as ω˜(gL, gR) = ω˜(gR, gL) = ω0(g, g).
Therefore, we want the projective representations of G2s,
classified as H2[G2s, U(1)], modulo these three types of
transformations, each of which are classified according to
H2[Gs, U(1)]. This is shown graphically for the explicit
example of Gs = Z2×Z2 in the next section. We remark
that Eq. (58) is unambiguous since Eq. (2) specifies an
isomorphism between any pair of onsite groups Gs.
This leads us to the second main result in this paper:
The possible choices of β(g), and therefore distinct strong
equivalence classes of SSPT phases, are in one-to-one
correspondence with elements of the group
C[Gs] = H2[G2s, U(1)]/(H2[Gs, U(1)])3. (59)
The group structure is induced by a stacking opera-
tion. Consider two strong SSPT phases with onsite sym-
metry Gs, characterized by β1(g), β2(g), corresponding
to two elements c1, c2 ∈ C[Gs]. Let us stack these two
SSPTs, such that the local Hilbert space at site (x, y)
is Hxy = Hxy,1 ⊗ Hxy,2 and the onsite symmetry acts
as uxy(g) = uxy,1(g) ⊗ uxy,1(g). The number of rows
or columns, and therefore the number of symmetries, is
unchanged in this process. For the resulting stacked sys-
tem, β(g) = β1(g)β2(g), which corresponds to the ele-
ment c = c1c2 following the group structure of C[Gs].
We note that there is an alternate (perhaps more in-
tuitive) formulation66 of the classification C[Gs]. Let
A[G] be the Abelian group of all bilinear functions
G×G→ U(1), meaning functions satisfying a(g1g2, g3) =
a(g1, g3)a(g2, g3) and a(g1, g2g3) = a(g1, g2)a(g1, g3), for
gi ∈ G. Then, let Aanti[G] be the subgroup of A[G]
consisting of functions a which satisfy a(g, g) = 1 (or,
equivalently, a(g1, g2) = a(g2, g1)
−1). Then, the classi-
fication is given by C[Gs] = A[Gs]/Aanti[Gs], which one
can verify is equivalent to Eq 59.
Actually computing C[Gs] for a particular group Gs is
straightforward, and done in Appendix A.
10
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tem,  (g) =  1(g) 2(g), which corresponds to the ele-
ment c = c1c2 following the group structure of C[Gs].
We note that there is an alternate (perhaps more in-
tuitive) formulation66 of the classification C[Gs]. Let
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FIG. 4: Illustration of the rotated square lattice on which
the cluster model is originally defined. In order to bring the
symmetries into the form considered here (Eq. 2), we combine
two qubits into a single site, which we label as a (blue) and b
(red), forming the square lattice shown on the right.
V. EXAMPLE: 2D CLUSTER MODEL
Our statements thus far have been quite general. Let
us now focus on the canonical example of an SSPT38, the
2D cluster model on the square lattice.
While the symmetries of this model act along the di-
agonals of the original square lattice, we can easily bring
them into the form considered here by rotating 45  and
forming a unit cell of two qubits, which we label by a and
b. The Hamiltonian is given by
Hclus =  
X
xy
X(b)xy Z
(a)
xy Z
(a)
x+1,yZ
(a)
x,y+1Z
(a)
x+1,y+1 (60)
 
X
xy
X(a)xy Z
(b)
xy Z
(b)
x 1,yZ
(b)
x,y 1Z
(b)
x 1,y 1 (61)
where X
(↵)
xy is the X Pauli matrix acting on the ↵ spin on
site (x, y), and similarly for Z. This model is composed
of mutually commuting terms, and thus can be solved
exactly.
The onsite symmetry group Gs is
Gs = Z2 ⇥ Z2 = {1, ga, gb, gagb} (62)
where ga, gb, are defined as the two generators of Gs. The
qubit degrees of freedom transform under this symmetry
as
uxy(ga) = X
(a)
xy , uxy(gb) = X
(b)
xy (63)
and therefore lead to the generators of our subsystem
symmetries
Svx(g↵) =
1Y
y= 1
X(↵)xy , S
h
y (g↵) =
1Y
x= 1
X(↵)xy (64)
for ↵ 2 {a, b}, which one can readily verify all commute
withHclus. Each row/column is therefore associated with
two symmetry generators.
Suppose we take the system on a torus of dimensions
Lx ⇥ Ly, in which case there are 2(Lx + Ly) symmetry
FIG. 4: Illustration of the rotated square lattice on which
the cluster model is originally defined. In order to bring the
symmetries into the form considered here (Eq. 2), we combine
two qubits into a single site, which we label as a (blue) and b
(red), forming the square lattice shown on the right.
V. EXAMPLE: 2D CLUSTER MODEL
Our statements thus far have been quite general. Let
us now focus on the canonical example of an SSPT38, the
2D cluster model on the square lattice.
While the symmetries of this model act along the di-
agonals of the original square lattice, we can easily bring
them into the form considered here by rotating 45◦ and
forming a unit cell of two qubits, which we label by a and
b. The Hamiltonian is given by
Hclus = −
∑
xy
X(b)xy Z
(a)
xy Z
(a)
x+1,yZ
(a)
x,y+1Z
(a)
x+1,y+1 (60)
−
∑
xy
X(a)xy Z
(b)
xy Z
(b)
x−1,yZ
(b)
x,y−1Z
(b)
x−1,y−1 (61)
where X
(α)
xy is the X Pauli matrix acting on the α pin on
sit (x, ), and similarly for Z. This model is composed
of mutually com uting terms, and thus can be solved
exactly.
The onsite symmetry group Gs is
Gs = Z2 × Z2 = {1, ga, gb, gagb} (62)
where ga, gb, are defined as the two generators of Gs. The
qubit degrees of freedom transform under this symmetry
as
uxy(ga) = X
(a)
xy , uxy(gb) = X
(b)
xy (63)
and therefore lead to the generators of our subsystem
symmetries
Svx(gα) =
∞∏
y=−∞
X(α)xy , S
h
y (gα) =
∞∏
x=−∞
X(α)xy (64)
for α ∈ {a, b}, which one can readily verify all commute
with Hclus. Each row/column is therefore associated with
two symmetry generators.
Suppose we take the system on a torus of dimensions
Lx × Ly, in which case there are 2(Lx + Ly) symmetry
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generators from Eq. 64. However, not all symmetries are
unique, as we have
Lx∏
x0=1
Svx0(gα) =
Ly∏
y0=1
Shy0(gα) =
∏
xy
X(α)xy (65)
for each α ∈ {a, b}. The total symmetry group is there-
fore only G = (Z2 × Z2)2(Lx+Ly−1).
Let us first probe the nontriviality of this phase in the
bulk according to the procedure in Sec. IV B. Construct
the rectangular truncated symmetry operator,
Uy0y1x0x1(g) =
x1−1∏
x=x0
y1−1∏
y=y0
uxy(g) (66)
which creates excitations at the corners. These excita-
tions may be locally annihilated by operators Vxy(g) at
the bottom left and top right corners, and Vxy(g
−1) on
the remaining two, given by
Vxy(ga) = Z
(b)
x−1,y−1, Vxy(gb) = Z
(a)
xy (67)
Vxy(gagb) = Z
(b)
x−1,y−1Z
(a)
xy (68)
and in the case of Z2, g = g−1. Note that there is some
freedom in choosing V , and we have made a choice in
this definition. Calculating the invariants β(g) (which
are independent of our choice of V ) using Eq. 36, we find
β(1) = β(ga) = β(gb) = 1, β(gagb) = −1 (69)
Since β(gagb) 6= 1, this phase is indeed a non-trivial
strong SSPT. Utilizing Eq. 59, the classification of strong
SSPTs with this symmetry group is given by
C[Z2 × Z2] = Z2 × Z2 × Z2 . (70)
This calculation may be understood graphically as de-
scribed in Figure 5. In this case, each of β(ga), β(gb),
and β(gagb) may be chosen independently, giving rise to
a total of eight possible equivalence classes.
We may also arrive at this conclusion by examining the
edge. Consider a top edge at y = `y. A symmetry S
v
x(g)
acts on the top edge as
V topx (ga) = Z
(b)
x−1,`yZ
(b)
x,`y
(71)
V topx (gb) = Z
(a)
x,`y
X
(b)
x,`y
Z
(a)
x+1,`y
(72)
V topx (gagb) = Z
(b)
x−1,`yZ
(a)
x,`y
Z
(b)
x,`y
X
(b)
x,`y
Z
(a)
x+1,`y
(73)
which forms a projective representation for large total
vertical symmetry group Gv = G
Ledge
s . As before, let
hgx ∈ Gv be the element represented by V topx (g). This
projective representation is characterized by the non-
commuting pairs of generators, i.e. those with the non-
trivial φtops,
φtop(h
ga
x , h
gb
x ) = φtop(h
gb
x , h
gb
x+1) = −1 (74)
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and in the case of Z2, g = g 1. Note that there is some
freedom in choosing V , and we have made a choice in
this definition. Calculating the invariants  (g) (which
are independent of our choice of V ) using Eq. 36, we find
 (1) =  (ga) =  (gb) = 1,  (gagb) =  1 (69)
Since  (gagb) 6= 1, this phase is indeed a non-trivial
strong SSPT. Utilizing Eq. 59, the classification of strong
SSPTs with this symmetry group is given by
C[Z2 ⇥ Z2] = Z2 ⇥ Z2 ⇥ Z2 . (70)
This calculation may be understood graphically as de-
scribed in Figure 5. In this case, each of  (ga),  (gb),
and  (gagb) may be chosen independently, giving rise to
a total of eight possible equivalence classes.
We may also arrive at this conclusion by examining the
edge. Consider a top edge at y = `y. A symmetry S
v
x(g)
acts on the top edge as
V topx (ga) = Z
(b)
x 1,`yZ
(b)
x,`y
(71)
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X
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which forms a projective representation for large total
vertical symmetry group Gv = G
Ledge
s . As before, let
hgx 2 Gv be the element represented by V topx (g). This
projective representation is characterized by the non-
commuting pairs of generators, i.e. those with the non-
trivial  tops,
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ga
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gb
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gb
x , h
gb
x+1) =  1 (74)
C[Z2 ⇥ Z2] = (Z2)6/(Z2 ⇥ Z2 ⇥ Z2)
gLa
gLb
gRa
gRb
GLs G
R
s
FIG. 5: A graphical representation of the strong classifica-
tion of the Gs = Z2 ⇥ Z2 model. The four generators of
G2s = G
left
s ⇥ Grights are indicated by gLa , gLb , gRa , gRb . Follow-
ing Eq. 59, we first compute H2[G2s, U(1)] = (Z2)6, corre-
sponding to a freedom to choose  (g, g0) =  (g0, g) = ±1
for each pair of generators. The LSLU invariant quantities
are  (g) =  (gL, gR) between the same element g from GLs
and from GRs (for any g 2 Gs, not just generators). The
three types of non-trivial changes that leave all  (g) invariant
(given by near Eq. 58) act on these generator  (g, g0) as (1)
 (gLa , g
L
b ) !   (gLa , gLb ), (2)  (gRa , gRb ) !   (gRa , gRb ), or (3)
 (gLa , g
R
b ), (g
L
b , g
R
a ) !   (gLa , gRb ),  (gLb , gRa ) (illustrated
by blue, red, and green). The overall classification is therefore
obtained by modding out three copies of H2[Gs, U(1)] = Z2
from (Z2)6, resulting in C[(Z2)2] = (Z2)3.
for all x, and the property  top(h, h
0) =  top(h0, h). No-
tice that the set of  top(h, h
0) between all generators of
Gv provides a complete description of the projective rep-
resentation, as (see Appendix of Ref. 38 for details) the
elements of
H2[Zn2 , U(1)] = Z
n2 n
2
2 (75)
are in one-to-one correspondence with di↵erent choices of
 top(h, h
0) for the n generators of Zn2 , where n = 2Ledge.
A graphical understanding of the projective represen-
tation may be obtained by representing each generator,
hgax and h
gb
x , as vertices along a line ordered by x. This is
demonstrated in Fig. 6. Two points h and h0 are con-
nected by a link if  top(h, h
0) =  1. The constraint
(Eq. 52) means that each point must be connected by
a link to an even number of hgax , and an even number of
hgbx . The invariant  (ga) is obtained by cutting the line
somewhere, and counting the parity of links between two
hga vertices that were cut, and similarly for  (gb). In
this case, both are zero and so  (ga) =  (gb) = 1. The
final invariant,  (gagb), is simply the total parity of links
crossing the cut. In this case, there is one link, and so
 (gagb) =  1.
As an instructive example, consider the case of Gs =
ZN = {1, ga, g2a, . . . , gN 1a }. We draw a chain of hgax or-
dered by x. In this case,  top(h, h
0) may be anyNth roots
of unity. In the graphical representation, we may draw
a directed link going from hgax to h
ga
x0 , and associate with
FIG. 5: A graphical representation of the strong classifica-
tion of the Gs = Z2 × Z2 model. The four generators of
G2s = G
left
s × Grights are indicated by gLa , gLb , gRa , gRb . Follow-
ing Eq. 59, we first compute H2[G2s, U(1)] = (Z2)6, corre-
sponding to a freedom to choose φ(g, g′) = φ(g′, g) = ±1
for each pair of generators. The LSLU invariant quantities
are β(g) = φ(gL, gR) between the same element g from GLs
and from GRs (for any g ∈ Gs, not just generators). The
three types of non-trivial changes that leave all β(g) invariant
(given by near Eq. 58) act on these generator φ(g, g′) as (1)
φ(gLa , g
L
b ) → −φ(gLa , gLb ), (2) φ(gRa , gRb ) → −φ(gRa , gRb ), or (3)
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b ), φ(g
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from (Z2)6, resulting in C[(Z2)2] = (Z2)3.
for all x, and the property φtop(h, h
′) = φtop(h′, h). No-
tice that the set of φtop(h, h
′) between all generators of
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H2[Zn2 , U(1)] = Z
n2−n
2
2 (75)
are in one-to-one correspondence with different choices of
φtop(h, h
′) for the n generators of Zn2 , where n = 2Ledge.
A graphical understanding of the projective represen-
tation may be obtained by representing each generator,
hgax and h
gb
x , as vertices along a line ordered by x. This is
demonstrated in Fig. 6. Two points h and h′ are con-
nected by a link if φtop(h, h
′) = −1. The constraint
(Eq. 52) means that each point must be connected by
a link to an even number of hgax , and an even number of
hgbx . The invariant β(ga) is obtained by cutting the line
somewhere, and counting the parity of links between two
hga vertices that were cut, and similarly for β(gb). In
this case, both are zero and so β(ga) = β(gb) = 1. The
final invariant, β(gagb), is simply the total parity of links
crossing the cut. In this case, there is one link, and so
β(gagb) = −1.
As an instructive example, consider the case of Gs =
ZN = {1, ga, g2a, . . . , gN−1a }. We draw a chain of hgax or-
dered by x. In this case, φtop(h, h
′) may be any Nth roots
of unity. In the graphical representation, we may draw
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FIG. 6: A graphical representation of a particular state may
be obtained by looking at the projective representation of ver-
tical symmetries terminating at the top edge (bottom left).
The examples here are for the square lattice cluster model
Gs = Z2 ⇥ Z2. (top) The generators of Gv = GLedges , hgax
and h
gb
x , are denoted by the blue and red markers respec-
tively, and ordered by increasing x. A link is drawn between
generators if they have non-trivial commutation relations,
 top(h, h
0) =  1. The graphical representation of three rep-
resentative states from distinct non-trivial equivalence classes
are shown, labeled by [ (ga), (gb), (gagb)]. Note that the
representative states here have a translation-invariant projec-
tive representation — this need not be the case for a general
state. (bottom right) We show a state, | i, with a non-trivial
projective representation on the edge, that nevertheless be-
longs to the weak (trivial) [1, 1, 1] equivalence class, and how
it may be transformed into the trivial projective representa-
tion via an LSLU composed of two linearly piecewise sym-
metric unitaries U
(1)
lpw and U
(2)
lpw. The graphical representation
shown for U
(i)
lpw is that of the state U
(i)
lpw |+i, where |+i is the
trivial symmetric state (see Sec VID).
each link a value  (hgax , h
ga
x0 ). The constraint (Eq. 52) de-
mands that the total flux going in to a vertex is equal to
the outgoing flux mod N , i.e. the flux flow is divergence-
less. The invariant  (ga) gives the net flux flow going
along the length of the line. Indeed, C[ZN ] = ZN , and
there are N total strong equivalence classes correspond-
ing to the N values the flux can take. In this picture, it
is immediately clear that  (ga) cannot be modified via
a local change in the projective representation, as only a
global action can change the total flux flow.
Going back to the cluster model with Gs = Z2 ⇥ Z2,
we found that there were a total of eight strong equiv-
alence classes. What do the states in thes equivalence
classes look like? We may represent an equivalence class
by [ (ga), (gb), (gagb)]. The square lattice cluster state
here corresponds to the [1, 1, 1] equivalence class. The
graphical representation for representative states from
the other equivalence classes, [ 1, 1, 1] and [1, 1, 1], are
shown in Figure 6. All these strong equivalence classes
may also be realized by commuting projector Hamiltoni-
ans. For instance, the [ 1, 1, 1] equivalence class is real-
=)
FIG. 7: An explicit example of an LSLU composed of a single
Uls =
Q
hiji CZij , acting on the square lattice cluster model.
The product is over all green links hiji connecting qubits i
and j and CZij is the controlled-Z gate acting on the two
qubits. One can verify that Uls commutes with all subsys-
tem symmetries (except at edges) as a whole, but cannot be
written as a product of individually symmetric local gates
(otherwise it would also be an SLU). The resulting state af-
ter applying Uls can be thought of as a cluster state on a
modified lattice, shown on the right. As a result of Ulpw, two
columns have e↵ectively been disentangled from the rest of
the system. However, because the square lattice cluster state
represents a non-trivial strong SSPT phase, the two subsys-
tems on the left and right of Ulpw are still entangled. Above,
we show the graphical picture of the projective representation
(see Fig 6 for legend). One can verify that before and after,
[ (ga), (gb), (gagb)] = [1, 1, 1] remains invariant.
ized by the Hamiltonian
H[ 1,1,1] =  
X
xy
X(b)xy Z
(a)
xy Z
(a)
x+1,yZ
(a)
x,y+1Z
(a)
x+1,y+1
 
X
xy
h
X(a)xy Z
(b)
xy Z
(b)
x 1,yZ
(b)
x,y 1Z
(b)
x 1,y 1
⇥ Z(a)x+1,y+1Z(a)x+1,y 1Z(a)x 1,y+1Z(a)x 1,y 1
i (76)
We show in Figure 6 (bottom right) an example of a
state | i in the trivial equivalence class [1, 1, 1] that nev-
ertheless realizes a seemingly non-trivial projective repre-
sentation at the edge. This projective representation may
be trivialized by two linearly piecewise unitaries Ulpw,
which modify the  top(h, h
0) of the state as shown. The
action of Ulpw may be thought of as trivializing a stack
of non-trivial (Z2)4 1D SPT chains in the SSPT. Thus
| i and a trivial state | 0i = U (2)lpwU (1)lpw | i are connected
via an LSLU evolution and therefore belong to the same
(trivial) strong equivalence class.
Figure 7 shows an explicit example of an LSLU acting
on the square lattice cluster model. The LSLU shown
manages to disentangle two columns of qubits, but since
the model represents a non-trivial strong SSPT, the two
subsystems on the left and right of these columns are still
entangled.
Finally, a Gs = Zn ⇥ Zm generalization of the square
lattice cluster model SSPT was introduced in Ref. 38.
It was found that such a construction could give rise to
FIG. 6: A graphical representation of a particular state may
be obtained by looking at the projective representation of ver-
tical symmetries terminating at the top edge (bottom left).
The examples here are for the square lattice cluster model
Gs = Z2 × Z2. (top) The generators of Gv = GLedges , hgax
and h
gb
x , are denoted by the blue and red markers respec-
tively, and ordered by increasing x. A link is drawn between
generators if they have non-trivial commutation relations,
φtop(h, h
′) = −1. The graphical representation of three rep-
resentative states from distin t non-trivial equivalence classes
are shown, labeled by [β(ga), β(gb), β(g gb)]. Note that the
representative states here have a translation-invariant projec-
tive representation — this need not be the case for a general
state. (bottom right) We show a state, |ψ〉, with a non-trivial
projective representation on the edge, that nevertheless be-
longs to the weak (trivial) [1, 1, 1] equivalence class, and how
it may be transformed into the trivial projective representa-
tion via an LSLU composed of two linearly piecewise sym-
metric unitaries U
(1)
lpw and U
(2)
lpw. The graphical representation
shown for U
(i)
lpw is that of the state U
(i)
lpw |+〉, where |+〉 is the
trivial symmetric state (see Sec VI D).
a directed link going from hgax to h
ga
x′ , and associate with
each link a value φ(hgax , h
ga
x′ ). The constraint (Eq. 52) de-
mands that the total flux going in to a vertex is equal to
the outgoing flux mod N , i.e. the flux flow is divergence-
less. The invariant β(ga) gives the net flux flow going
along the length of the line. Indeed, C[ZN ] = ZN , and
there are N total strong equivalence classes correspond-
ing o th N values the flux can take. In this picture, it
is immediately clear that β(g ) cannot be modified via
a local change in the projective repr sentation, as only a
global action can change the total flux flow.
Going back to the cluster model with Gs = Z2 × Z2,
we found that there were a total of eight strong equiv-
alence classes. What do the states in thes equivalence
classes look like? We may represent an equivalence class
by [β(ga), β(gb), β(gagb)]. The square lattice cluster state
here corresponds to the [1, 1,−1] equivalence class. The
graphical representation for representative states from
the other equivalence classes, [−1, 1, 1] and [1,−1, 1], are
shown in Figure 6. All these strong equival n e classes
12
hgax1 h
gb
x2
-x
[ 1, 1, 1]
[1, 1, 1]
[1, 1, 1]
hgax
h
gb
x
 top(h, h
0)
=  1 :
:
:
| i
U
(1)
lpw
U
(2
lp
| 0i
[1, 1, 1] (Trivial)
FIG. 6: A graphical representation of a particular state may
be obtained by looking at the projective representation of ver-
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and h
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x , ar denoted by the blue and red markers respec-
tively, and ordered by increasing x. A link is drawn between
generators if they ave non-trivial commutation relations,
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0) =  1. The graphical representation of three rep-
resentative states from distinct non-trivial equivalence classes
are shown, labeled by [ (ga), (gb), (gagb)]. Note that the
representative states here have a translation-invariant projec-
tive representation — this need not be the case for a general
state. (bottom right) We show a state, | i, with a non-trivial
projective representation on the ed e, that nevertheless be-
longs to the weak (trivial) [1, 1, 1] equ vale ce cl ss, and how
it may be transformed into the trivial projective representa-
tion via an LSLU composed of two linearly piecewise sym-
metric unitaries U
(1)
lpw and U
(2)
lpw. The graphical representation
shown for U
(i)
lpw is that of the state U
(i)
lpw |+i, where |+i is the
trivial symmetric state (see Sec VID).
each link a value  (hgax , h
ga
x0 ). The constraint (Eq. 52) de-
mands that the total flux going in to a vertex is equal to
the outgoing flux mod N , i.e. the flux flow is divergence-
less. The invariant  (ga) gives the net flux flow going
along the length of the line. Indeed, C[ZN ] = ZN , and
there are N total strong equivalence classes correspond-
ing to the N values the flux can take. In this picture, it
is immedi tely clear that  (ga) cannot be modified via
a local change in the projectiv representation, as only a
global ac io can chan e the total flux flow.
Going back to the cluster model with Gs = Z2 ⇥ Z2,
we found that there were a total of eight strong equiv-
al nce cl sses. What do the states i e equival nce
classes look like? We may represe t an quivalence class
by [ (ga), (gb), (gagb)]. The square lattice cluster state
here corresponds to the [1, 1, 1] equivalence class. The
graphical representation for representative states from
the other equivalence classes, [ 1, 1, 1] and [1, 1, 1], are
shown in Figure 6. All these strong equivale ce classes
may also be realized by commuting projector Hamiltoni-
ans. For instance, the [ 1, 1, 1] equivalence class is real-
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FIG. 7: An explicit example of an LSLU composed of a single
Uls =
Q
hiji CZij , acting on the square lattice cluster model.
The product is over all green links hiji connecting qubits i
and j and CZij is the contr lled-Z gate acting on the two
qubits. One can verify that Uls commutes with all subsys-
tem symmetries (except at edges) as a whole, but cannot be
written as a product of individually symmetric local gates
(otherwise it would also be an SLU). The resulting state af-
ter applying Uls can be thought of as a cluster state on a
modified lattice, shown on the right. As a result of Ulpw, two
columns have e↵ectively been disentangled from the rest of
the system. However, because the square lattice cluster sta e
represents a non-trivial strong SSPT phase, the two subsys-
tems on the left and right of Ulpw are still entangled. Above,
we show the graphical picture of the projective representation
(see Fig 6 for legend). One can verify that before and after,
[ (ga), (gb), (gagb)] = [1, 1, 1] remains invariant.
ized by the Hamilto ian
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We show in Figure 6 (bottom right) an example of a
state | i in the trivial equivalence class [1, 1, 1] that nev-
ertheless realizes a seemingly non-trivial projective repre-
sentation at the edge. This projective representation may
be trivialized by two linearly piecewise unitaries Ulpw,
which modify the  top(h, h
0) of the state as shown. The
action of Ulpw may be thought of as trivializing a stack
of non-trivial (Z2)4 1D SPT chains in the SSPT. Thus
| i and a trivial state | 0i = U (2)lpwU (1)lpw | i are connected
via an LSLU evolution and therefore belong to the same
(trivial) strong equivalence class.
Figure 7 shows an explicit example of an LSLU acting
on the square lattice cluster model. The LSLU shown
manages to disentangle two columns of qubits, but since
the model represents a non-trivial strong SSPT, the two
subsystems on the left and right of these columns are still
entangled.
F nally, a Gs = Zn ⇥ Zm gener lization of the square
lattice cluster model SSPT was introduced in Ref. 38.
It was found that such a construction could give rise to
FIG. 7: An explicit example of an LSLU composed of a
single Uls =
∏
〈ij〉 CZij , acting on the square lattice cluster
model. The product is over all green links 〈ij〉 connecting
qubits i and j and CZij is the controlled-Z gate acting on
the two qubits. One can verify that Uls commutes with all
subsystem symmetries (except at edges) as a whole, but can-
not be written as a product of individually symmetric local
gat s (otherwise it would also be an SLU). The resulting state
afte applying Uls can be thought of as a cl ster s ate on
modified lattice, shown on the right. As a result of Ulpw, two
column have effectively been disentangled from th rest of
th system. However, because the square lat ic cluster tate
repre ents a non-trivial s r ng SSPT phase, the two subsys-
tems on the left and right of Ulpw are still entangl d. Ab ve,
we show the graphical picture of the projective representation
(see Fig 6 for legend). One can verify that before and after,
[β(ga), β(gb), β(gagb)] = [1, 1,−1] remains invariant.
may also be realized by commuting projector Hamiltoni-
ans. For instance, the [−1, 1, 1] equivalence class is real-
ized by the Hamiltonian
H[−1,1,1] = −
∑
xy
X(b)xy Z
(a)
xy Z
(a)
x+1,yZ
(a)
x,y+1Z
(a)
x+1,y+1
−
∑
xy
[
X(a)xy Z
(b)
xy Z
(b)
x−1,yZ
(b)
x,y−1Z
(b)
x−1,y−1
× Z(a)x+1,y+1Z(a)x+1,y−1Z(a)x−1,y+1Z(a)x−1,y−1
] (76)
We show in Figure 6 (bottom right) an example of a
state |ψ〉 in the trivial equivalence class [1, 1, 1] that nev-
ertheless realizes a seemingly non- rivial projectiv repre-
sen ion at the edge. This projective repre entation may
be trivialized by two linearly piecewise unitaries Ulpw,
which modify the φtop(h, h
′) of the state as shown. The
action of Ulpw may be thought of as trivializing a stack
of non-trivial (Z2)4 1D SPT chains in the SSPT. Thus
|ψ〉 and a trivial s at |ψ′〉 = U (2)lpwU (1)lpw |ψ〉 are connected
via an LSLU evolution and therefore belong to the same
(trivial) strong equivale ce class.
Figure 7 shows an explicit example of an LSLU acting
on the square lattice cluster model. The LSLU shown
manages to disentangle two columns of qubits, but since
the model represents non-trivial strong SSPT, the two
subsystem on the eft and righ of these columns are still
entangled.
Finally, a Gs = Zn × Zm generaliz tion of the square
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lattice cluster model SSPT was introduced in Ref. 38.
It was found that such a construction could give rise to
q ≡ gcd(n,m) different phases (if q = 1, the model was
always trivial). We now know that this model may be
classified according to
C[Zn × Zm] = Zn × Zm × Zq (77)
Each of the q phases constructed in Ref. 38 lie in distinct
strong equivalence classes, and live within the final Zq
factor. Thus, there are many more strong SSPT phases
involving the Zn or Zm factor that were missed in the
construction of Ref. 38.
VI. OTHER ASPECTS
A. Additional line-like subsystem
We may also consider systems with additional line-like
subsystem symmetries.
For example, consider the cluster model on the trian-
gular lattice. We may redefine the unit vectors such that
the triangular lattice is mapped on to the square lattice
with additional connections going along the xˆ+ yˆ direc-
tion. This Hamiltonian then takes the form
Htri = −
∑
xy
[XxyZx−1,y−1Zx−1,yZx,y−1
×Zx,y+1Zx+1,yZx+1,y+1]
(78)
which has the onsite symmetry group Gs = Z2, but now
with three directions of subsystem symmetries: horizon-
tal, vertical, and diagonal. The diagonal symmetries are
given by
Sdq (g) =
∞∏
x=−∞
ux,x−q(g) (79)
where q ∈ Z corresponds to the different diagonals.
We must modify our definition of strong phase equiva-
lence in this case. It is natural to extend the definition of
LSLU to allow for unitaries Uls along the diagonal xˆ+ yˆ
direction. In general, we should allow for Uls to extend
along any direction for which subsystem symmetries exist
(in the case of line-like symmetries).
It is convenient to think in terms of edge projective
representations. Only symmetries going along the same
direction may have non-trivial projective representations.
One can define a β(g) from this projective representation,
one for each of the three directions. It can then be shown
like before that these three directions are not independent
(and must be the same), and we are left with the same
classification of β(g) as before. Thus, strong SSPTs with
these extra subsystems also have a C[Z2] = Z2 classifica-
tion, and this model lies in the non-trivial phase.
B. Adding or removing degrees of freedom
In standard SPT phases protected by global symme-
tries, we are allowed to add or remove degrees of freedom.
This is necessary to compare SPT phases on different sys-
tem sizes. However, we are only allowed to add or remove
degrees of freedom that transform as a linear represen-
tation of the symmetry. For example, the edge modes
of the AKLT chain protected by time reversal symmetry
can be gapped out if we add a spin-1/2 degree of freedom
to the edges.
In the case of SSPTs comparing phases on different
system sizes is more subtle, as the total symmetry group
increases with the system size. Consequently, it is necce-
sary to consider adding and removing degrees of freedom
in several different ways. We may locally add unentan-
gled degrees of freedom to a site, as long as they trans-
form linearly under Gs, which does not change anything.
However, we may also add an entire row or column at
once, which actually increases the size of the total sym-
metry group. To achieve this we may add an unentangled
symmetric row of sites, for example, and each site should
transform as a linear representation of Gs. This defines
a new horizontal symmetry acting on the new row, and
existing vertical symmetries should be modified to act on
this new row at their intersection. Similarly, we can allow
the removal of entire rows or columns, along with their
symmetry, that are unentangled from the rest of the sys-
tem. This allows us to meaningfully compare SSPTs on
different lattice sizes, which lie in distinct conventional
phases and have different total symmetry groups. Our
strong equivalence relation successfully identifies SSPT
models defined by the same local rule on different sys-
tem sizes as belonging to the same equivalence class.
C. Blocking changes the symmetry structure
With global SPTs, we may block multiple existing sites
together to define a new site, without changing the struc-
ture of the symmetries. We note here that the same is
not true for SSPTs. In particular, the choice of what
defines a site is important.
For example, consider a model with a single spin on
each site and a Gs onsite symmetry group. Suppose we
take every odd row and combine it with the row below
it, and combine each odd column with the one to its
left. Each unit cell now contains four spins. However,
each row should now be associated with two types of
horizontal symmetries, one which acts on the lower two
qubits and another which acts on the upper two, and
similarly for each column. This does not take the form
of an SSPT as defined in Sec. II, even if we allow for a
larger onsite symmetry group.
This motivates a more general definition of subsystem
symmetries than discussed previously. For the above
example, a natural generalization is to allow a triple
of onsite abelian groups Gboth × Ghorz × Gvert, where
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Gboth × Ghorz participate in horizontal symmetries and
Gboth × Gvert participate in the vertical symmetries. In
the above example Gboth = Gs is given by the diag-
onal Gs subgroup of the total onsite (Gs)
4 symmetry,
of the form (g, g, g, g) (labeling the onsite spins coun-
terclockwise from the top right), where g ∈ Gs. Simi-
larly, Ghorz is given by another Gs subgroup of the form
(g, g, 1, 1), and Gvert is given by the Gs subgroup of the
form (1, g, g, 1). As the LSLU equivalence relation does
not care about choice of unit cell or specific symmetry
structure, such a coarse-graining cannot affect the over-
all classification which is therefore still given by C[Gs].
We claim that the classification for this generalized sym-
metry structure is given by simply C[Gboth], and is in-
dependent of Gvert or Ghorz. Indeed, the projective rep-
resentations at an edge involving Ghorz or Gvert are not
subject to as strong constraints as those placed on Gboth,
and can always be trivialized via LSLU (specifically, the
constraint in Eq. 52 only has to hold for g′ ∈ Gboth×Gvert
which have a non-trivial Gboth component). This means,
for example, that models with subsystem symmetries
only along only one direction (e.g. Gboth = Ghorz = Z1,
but Gvert is non-trivial) are always weak SSPTs.
In the above coarse-graining example we could instead
chose to preserve only the Gboth = Gs onsite symmetry
group. This achieves a mapping between SSPTs on lat-
tices of different scales with the same onsite group, but
different representations. This highlights that symmetry-
respecting real-space renormalization of SSPTs is a sub-
tle issue which we plan to deal with in a forthcoming
work59.
D. Equivalence of LSLU and stacking with weak
SSPTs
One useful perspective on the effect of allowing LSLUs,
as opposed to simply SLUs, is that equivalence under
LSLUs may be thought of as equivalence under a com-
bination of SLUs and stacking with weak SSPTs. Take
the linearly supported symmetric unitary Uls, which acts
upon a horizontal or vertical line (which may encom-
pass multiple rows or columns), and commutes with all
symmetries as a whole. Acting on the trivial symmetric
product state, denoted by |+〉, Uls |+〉 may describe a
non-trivial 1D SPT state running along this line. From
the perspective of the symmetry action at the edge, there
is no difference between acting with the unitary on the
state, |ψ〉 → Uls |ψ〉, versus stacking with this 1D SPT
state, |ψ〉 → |ψ〉 ⊗Uls |+〉 (and extending the onsite rep-
resentation appropriately). Stacking with a disjoint set
of such 1D SPT chains is then identical to a linearly
piecewise unitary Ulpw, and allowing for multiple layers
of such stacks captures the effect of an arbitrary LSLU
evolution. One should also allow for local unitaries and
isometries that can reduce the local Hilbert space dimen-
sion in this picture. Note that we have assumed here that
any 1D SPT may be be created by a local unitary circuit
acting on the product state — this is true in 1D (but not
in higher dimensions where other types of SPTs exist60).
For example, consider the weak phase with a highly
non-trivial projective representation at the edge, as in
Fig. 6 (bottom right). The action of U
(1)
lpw may be thought
of as stacking with a weak SSPT (the fact that it is weak
is clear from the disjointness of the edge projective repre-
sentation), and similarly U
(2)
lpw. Stacking these two phases
on top of the initial phase produces one with a trivial
linear representation, which may then be brought to a
trivial product state via SLUs (once the horizontal sym-
metries have similarly been brought to a linear represen-
tation at the edge). For a strong SSPT phase, this is not
possible.
This shows that the equivalence relation defined by
LSLUs indeed coincides with the intuitive defition of a
strong or weak SSPT. We may define a disjoint SSPT as
a subclass of weak SSPTs, which is one such that the pro-
jective representation along the edge may be separated
into those coming from disjoint sets of rows or columns.
This is the intuitive definition of a weak SSPT employed
in Ref. 38. Stacking two disjoint SSPTs will generally
result in a weak (but not necessarily disjoint) SSPT. If
one wishes for disjoint SSPTs to be weak, and for weak
SSPTs to be closed under stacking, then one is lead to
precisely the equivalence relation proposed in this paper.
E. Spurious topological entanglement entropy
Recently, a connection was made61 between SSPTs and
spurious values of topological entanglement entropy53,54
(TEE) found in the bulk of certain short-range entangled
2D phases55. Here we show that strong SSPT phases
always lead to spurious values of TEE.
One of the examples given in Ref. 55 is that of the
triangular lattice cluster state (which we have shown in
Sec VI A belongs to a non-trivial strong SSPT phase pro-
tected by three directions of linear symmetries). It was
noted that using the cylinder extrapolation method62
for this state leads to a spurious non-zero value of the
TEE, despite the lack of topological order (Ref. 55 only
found spurious contributions via the cylinder extrapola-
tion method, but they have since also been noted to oc-
cur for SSPTs via the general A,B,C partitioning meth-
ods53,54 when the boundaries of the chosen partitions run
along the directions of subsystem symmetry61). In the
cylinder extrapolation method, the 2D system is taken
on a cylinder of circumference L along (say) the ver-
tical direction, and bipartitioned into a left and right
half as in Fig. 8. The TEE γ is obtained from the limit
γ = −S(L = 0). Ref. 55 reduced the calculation of the
entanglement entropy of the 2D system down to that of
1D system going along the cut, but with an extensive bi-
partitioning. It was found that this 1D system exhibited
an additional Z2 × Z2 symmetry, and was a non-trivial
1D SPT under the product group. A 1D SPT with sym-
metry G = G1×G2 is defined to be non-trivial under the
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FIG. 8: The cylindrical setup used in the cylinder extrap-
olation method to calculation the TEE. The system is put
on a cylinder, and the entanglement entropy across the cut
dividing the system into two halves is calculated. Via uni-
tary evolution Uleft(right) with support only on the left (right)
half, all the sites far away from the cut may be disentangled
into the trivial product state. The remaining entangled sites
are near the cut and shown as blue/red circles. The calcula-
tion of entanglement entropy is therefore reduced to that of a
1D system but with an extensive bipartitioning into left/right
partitions.
where ! is the factor system characterizing the 1D SPT
phase. It was shown generally that the 1D system ap-
pearing at the cut being non-trivial under the product
group G1 ⇥ G2, where G1 acts only on the left and G2
only on the right of the cut, is a su cient condition for a
non-zero spurious TEE. It is no coincidence that this is
reminiscent of our strong classification, which relied on
a particular non-trivial projective representation of the
product group Glefts ⇥Grights .
Quite generally, consider an SSPT state | i with onsite
symmetry group Gs, on a cylinder with circumference Ly
along the vertical (y) direction, and infinite extent in the
horizontal (x) direction. Consider calculating the entan-
glement entropy S(| i) across a cut at x = x0 dividing
the system into a left and right half. Let us define the
symmetry operations
Sleft(g) =
Y
x<x0
Svx(g), S
right(g) =
Y
x x0
Svx(g) (81)
for g 2 Gs, which act on the left/right side of the
cut. Since the entanglement entropy is invariant un-
der unitary operations localized on either side, S(| i) =
S(UleftUright | i), we may simply choose Uleft(right) such
that the system becomes the trivial product state away
from the cut (here Uleft(right) is only supported on the
left(right) half). Let us also enforce that Uleft(right) com-
mute with all Sleft(right)(g) as a whole (note that this does
not interfere with the ability to disentangle spins away
from the cut, as they are being brought to the trivial sym-
metric product state). This reduces the calculation down
to that of a 1D system going along the cut, as shown in
Fig. 8, with an extensive bipartitioning. As Uleft(right)
commutes with Sleft(right)(g), this remaining 1D system
is itself a 1D SPT and is symmetric under the symme-
try group Glefts ⇥ Grights . The first factor (Glefts ) acts on
the left (blue) sites, and the second (Grights ) acts on the
right (red) sites in Fig. 8. The result in Ref. 55 implies
that if this 1D SPT is non-trivial under the product group
Glefts ⇥Grights , then there will be a non-zero spurious con-
tribution to the calculated TEE.
By our classification, an SSPT is strong if there exists
 (g) =
!(gL, gR)
!(gR, gL)
6= 1, (82)
where gL and gR correspond to the same group element
g 2 Gs from Glefts and Grights , respectively. We therefore
see immediately from Eq. 80, with G1 = G
left
s and G2 =
Grights that a non-trivial  (g) necessarily implies that the
1D SPT is non-trivial under the product group, which
therefore implies a non-zero spurious contribution to the
TEE. That is,
Strong SSPT =) Spurious TEE (83)
when measured using the cylinder extrapolation method,
if the cut lies parallel to a subsystem direction. However,
the converse implication is not true: a non-zero spurious
TEE in an SSPT does not imply that the SSPT is strong.
A zero TEE implies that the projective representation is
disjoint across the cut x0 (there are no lines crossing the
cut in the graphical representation), which implies that
the SSPT is weak (this is simply the transposition of
Eq. 83).
VII. CONCLUSION
We have proposed a natural equivalence relation for
strong SSPT phases, and correspondingly a classification
of a particular class of strong SSPT phases. Phases with
subsystem symmetries di↵er in key ways from those with
traditional global symmetries, necessitating these addi-
tional tools. There are various pertinent directions for
future work.
The 2D models with linear (1D) subsystem symme-
tries studied here are the simplest cases of SSPTs. Var-
ious other SSPTs exist for which it is not obvious how
our construction generalizes. For example, it remains un-
clear whether there is a meaningful distinction between
strong and weak fractal SSPTs13,26 in 2D. One also has
3D SSPTs with linear subsystem symmetries38, which are
more complicated and for which one must again specify
the meaning of a weak SSPT.
Perhaps of more interest are 3D SSPTs protected by
planar (2D) subsystem symmetries, which are mapped
to fracton topological orders38 after gauging the symme-
tries. An appealing equivalence relation for strong SSPTs
of this type would, on the gauge dual, coincide with the
foliated fracton phases36,48–51 (although the connection
is not clear at the present). However, in Ref. 51, the
semionic X-cube was shown to be in the same foliated
fracton phase as the regular X-cube, which therefore im-
plies that, on the dual side, the SSPT presented in Ref. 38
should be categorized as weak (if the defintions of strong
SSPT and foliated fracton phase indeed coincide). There
are also certain fracton models63,64 for which it is not
FIG. 8: e c li rical setup used in the cylinder extrap-
olation method to calculation the EE. The system is put
on a cylinder, and the entanglement entropy across the cut
dividing the system into two halves is calculated. Via uni-
tary evolution Uleft(right) with support only on the left (right)
half, all the sites far away from the cut may be disentangled
into the trivial product state. The remaining entangled sites
are near the cut and shown as blue/red circles. The calcula-
tion of entanglement entropy is therefore reduced to that of a
1D system but with an extensive bipartitioning into left/right
partitions.
product group if there exists
φ(g, h) ≡ ω(g, h)
ω( , g)
6= 1, g ∈ G1, h ∈ G2 (80)
where ω is the factor system char cterizing the 1D SPT
phase. It was shown generally that the 1D system ap-
pearing at the cut being non-trivial under the product
group G1 × G2, where G1 acts only on the left and G2
only on the right of the cut, is a sufficient condition for a
non-zero spurious TEE. It is no coincidence that this is
reminiscent of our strong classification, which relied on
a particular non-trivial projective representation of the
product group Glefts ×Grights .
Quite generally, consider an SSPT state |ψ〉 with onsite
symmetry group Gs, on a cylinder with circumference Ly
along the vertical (y) direction, and infinite extent in the
horizontal (x) direction. Consider calculating the entan-
glement entropy S(|ψ〉) across a cut at x = x0 dividing
the system in o a left and right half. Let us define the
symmetry operations
Sleft(g) =
∏
x<x0
Svx(g), S
right(g) =
∏
x≥x0
Svx(g) (81)
for g ∈ Gs, which act on the left/right side of the
cut. Since the entanglement entropy is invariant un-
der unitary operations localized on either side, S(|ψ〉) =
S(UleftUright |ψ〉), we may simply choose Uleft(right) such
that the system becomes the trivial product state away
from the cut (here Uleft(right) is only supported on the
left(right) half). Let us also enforce that Uleft(right) com-
mute with all Sleft(right)(g) as a whole (note that this does
not interfere with the ability to disentangle spins away
from the cut, as they are being brought to the trivial sym-
metric product state). This reduces the calculation down
to that of a 1D system going along the cut, as shown in
Fig. 8, with an extensive bipartitioning. As Uleft(right)
commutes with Sleft(right)(g), this remaining 1D system
is itself a 1D SPT and is symmetric under the symme-
try group Glefts × Grights . The first factor (Glefts ) acts on
the left (blue) sites, and the second (Grights ) acts on the
right (red) sites in Fig. 8. The result in Ref. 55 implies
that if this 1D SPT is non-trivial under the product group
Glefts ×Grights , then there will be a non-zero spurious con-
tribution to the calculated TEE.
By our classification, an SSPT is strong if there exists
β(g) =
ω(gL, gR)
ω(gR, gL)
6= 1, (82)
where gL and gR correspond to the same group element
g ∈ Gs from Glefts and Grights , respectively. We therefore
see immediately from Eq. 80, with G1 = G
left
s and G2 =
Grights that a non-trivial β(g) necessarily implies that the
1D SPT is non-trivial under the product group, which
refor implies a non-zero spurious c tribution to the
TEE. That is,
Strong SSPT =⇒ Spurious TEE (83)
when measured using the cylinder extrapolation method,
if the cut lies parallel to a subsystem direction. H wever,
the converse implication is not true: a non-zero spurious
TEE in an SSPT does not imply that the SSPT is strong.
A zero TEE implies that the projective representation is
disjoint across the cut x0 (there are no lines crossing the
cut in the graphical representation), which implies that
the SSPT is weak (this is simply the transposition of
Eq. 83).
VII. CONCLUSION
We have proposed a natural equivalence relation for
strong SSPT phases, and correspondingly a classification
of a pa ticular class of strong SSPT phases. Phases with
subsystem symm tries differ in key ways from those with
traditional global symmetries, necessitating hese addi-
tional tools. There are various pertinent directions for
future work.
The 2D models with linear (1D) subsystem symme-
tries studied here are the simplest cases of SSPTs. Var-
ious other SSPTs exist for which it is not obvious how
our construction generalizes. For example, it remains un-
clear whether there is a meaningful distinction between
strong and weak fractal SSPTs13,26 in 2D. One also has
3D SSPTs with linear subsystem symmetries38, which are
more complicated and for which one must again specify
the meaning of a weak SSPT.
Perhaps of more interest are 3D SSPTs protected by
plan r (2D) subsy tem symmetries, which are mapped
to fracton topological orders38 after gauging the symme-
tries. An app aling equivalence relati for strong SSPTs
of this type would, on the gauge dual, coincide wi h the
foliated fracton phases36,48–51 (although the connection
is not clear at the present). However, in Ref. 51, the
semionic X-cube was shown to be in the same foliated
16
fracton phase as the regular X-cube, which therefore im-
plies that, on the dual side, the SSPT presented in Ref. 38
should be categorized as weak (if the defintions of strong
SSPT and foliated fracton phase indeed coincide). There
are also certain fracton models63,64 for which it is not
clear how they fall into the foliated classification. Notic-
ing that the strong linear SSPT phase is characterized
by non-trivial 2-cocycles between symmetries from dif-
ferent rows, we may conjecture that a strong 3D planar
SSPT should be characterized by non-trivial 3-cocycles
between symmetries from different planes. Such a model,
if it is indeed strong (and therefore cannot be made up
by stacks of 2D SPTs), would result in interesting fracton
phases when gauged36.
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Appendix A: Computing C[G]
Here we show how to compute the classification C[G]
for a general finite abelian group G. By the fundamental
theorem of finite abelian groups, a general finite abelian
group G may be written as
G =
∏
i
Zni (A1)
where ni are prime powers, and i = 1, . . . , N for some
finite N . The second cohomology group for G is ob-
tained by applying the Kunneth formula (for this partic-
ular case, see for example the Appendix of Ref. 65),
H2[G,U(1)] =
∏
i<j
Zgcd(ni,nj) (A2)
Applying Eq. A2 to the group G2 instead, we get
H2[G2, U(1)] =
∏
i<j
[Zgcd(ni,nj)]
4
(∏
i
Zni
)
(A3)
Finally, we wish to compute
C[G] = H2[G2, U(1)]/(H2[G,U(1)])3 (A4)
which is easily obtained from Eq. A2 and Eq. A3,
C[G] =
∏
i<j
Zgcd(ni,nj)
(∏
i
Zni
)
=
∏
i≤j
Zgcd(ni,nj)
(A5)
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