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Inverse quadratic eigenvalue problems (IQEPs) arise in structural dynamics, vibra-
tion, applied mechanics and circuity theory, etc. In engineering, vibrating structures
are usually discretised to a matrix second-order system via the finite element technique,
etc, and update the physical matrices of the original model using the measured natural
frequencies and mode shapes.
The IQEP aims to reconstruct the physical matrices such that the updated second-
order model satisfies the prescribed partial eigendata and preserve the structural prop-
erties of the original model: symmetry, definiteness, sparsity and internal connection,
etc. This thesis is concerned with numerical optimization methods for solving several
structured IQEPs. This thesis is composed of the following four sections.
In section 1 we briefly introduce the background, previous numerical methods for
general IQEPs and several structured IQEPs which will be discussed in this thesis.
In section 2 we consider the parameterized model updating problem with partial
eigendata, which arises in vibration and structural dynamics. In practice, the required
physical parameters (e.g. mass, damping and stiffness parameters) should be nonnegative.
We propose a new parallel splitting method for solving the parameterized model updating
problem and establish its convergence. Numerical tests show the effectiveness of our
method over interior point method.
In section 3 we study minimum norm partial quadratic eigenstructure assignment
(MNPQEAP). By using the feedback control force, the MNPQEAP aims to replace the
few natural frequencies causing resonances (or other undesired vibrations) by suitably
chosen locations while keeping the remaining eigenvalues and associated eigenvectors (i.e.,
natural frequencies and mode shapes) unchanged, where the feedback norm is minimized.
Based on the measured receptance and the system matrices, we propose a new hybrid
method for solving the MNPQEAP without and with time delay. Numerical results
demonstrate the effectiveness of our method.
In section 4 we consider the semidefinite model updating problem. We reformulate
the problem as a semidefinite programming and propose a nonlinear Gauss-Seidel method
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和 Meerbergen [77] 介绍了二次特征值问题的应用领域、性质以及一些数值求解方法。
反二次特征值问题就是利用给定部分或者全部特征信息去确定或估计物理矩
阵M,C,K。从工程意义上讲就是已知系统的某些性质或表现行为，来反演或识别
系统的参数矩阵M,C,K。给定系统的k(k ≤ 2n)对特征对(λi, xi)ki=1，可写成矩阵形
式(Λ̃, X̃) ∈ Ck×k × Cn×k，其中：
Λ̃ = diag(λ1, λ2 . . . , λ2l−1, λ2l, λ2l+1, . . . , λk),





λi = αi+iβi, λi+1 = αi−iβi, xi = (xiR+ixiI)/
√
2, xi+1 = (xiR−ixiI)/
√
































那么我们就可以把特征对的复矩阵形式(Λ̃, X̃) ∈ Ck×k×Cn×k转换成实矩阵形式(Λ, X) ∈
Rk×k × Rn×k，其中：










 , λ2l+1, . . . , λk),
X = X̃TH = (x1R, x1I , . . . , xlR, xlI , x2l+1, . . . , xk),
(1-4)
则反二次特征值问题旨在求解满足下列条件的矩阵M,C,K ∈ Rn×n：
MXΛ2 + CXΛ + KX = 0. (1-5)
当全部特征信息都已知的情况下，即k = 2n时，M,C,K可直接求解出来 [17,59]。但
是在实际问题中，只能得到一小部分的特征对，其个数远远小于2n。另一方面，参数
矩阵(M,C,K)往往要保持一定的结构性质，如对称性，半正定性，稀疏性，或某些元素
为正等条件。这也使得求反二次特征值问题的难度大大增加。Chu 和 Golub [20]详细地
介绍了反二次特征值问题在模型修正问题上的应用，需要解决的问题等等。以前的一
些工作 [8–11,43]有些只考虑C = 0的情况，有些只考虑M,C,K为 一般矩阵的情况。近年





1. 参数化模型修正问题：给定n × n实矩阵M0， n2 + 1个实矩阵{Ci}n2i=0， n3 + 1个
实矩阵{Ki}n3i=0，非负参数{mai }ni=1，{cai }n2i=1， {kai }n3i=1及写成实矩阵形式的特征信
息(Λ, X) ∈ Rk×k×Rn×k，求{mi}ni=1，{ci}n2i=1，{ki}n3i=1使其分别与{mai }ni=1，{cai }n2i=1，
{kai }n3i=1最为相近，且满足M(m)XΛ2 + C(c)XΛ + K(k)X = 0。这里，M(m) :=
M0 + diag(m1,m2, . . . , mn)，C(c) = C0 +
∑n2
i=1 ciCi，K(k) = K0 +
∑n3
i=1 kiKi。
2. 基于响应率和系统矩阵下的最小范数部分特征值配置问题：记P (λ) = λ2M +
λC + K，Pc(λ) = λ
2M + λ(C − BF T ) + (K − BGT )，其中B称为n×m阶的控制
矩阵，F和G称为n ×m阶的反馈矩阵。M,C,K为已知的n × n实矩阵，求反馈矩
阵F和G，使得Pc(λ)能够将P (λ)的一小部分已知的不好的特征值替换掉，同时保
留原问题P (λ)的剩余绝大部分特征值不变，这一性质也被称为无溢出性。
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