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Summary 
The Antarctic sea-ice zone is known to be a highly dynamic environment due to the 
seasonal advance and retreat of the ice cover. Major attention continues to be given to 
the current changes observed in sea-ice cover at high latitudes. However, ice cover 
cannot be used to generalise the highly dynamic ice seascape, as this ignores the 
importance of the high natural variability of this ecosystem. Such variability supports 
multiple sea-ice habitats that have not yet been characterised or used to explain the 
distribution of sea-ice species; the fine-scale structure of the sea-ice seascape and its 
ecological function, have been overlooked.  Rarely have studies attempted to 
characterize the sea ice as habitat and parameterise important elements of the sea ice 
that are highly vulnerable to change.  For over a decade sea-ice physicists have studied 
the physical properties of sea ice via the Antarctic Sea ice Processes and Climate sea-
ice classification system (ASPeCt) from research vessels. The greater the heterogeneity 
of the sea ice the greater the number of different sea-ice habitats available in the 
ecosystem. However, no attempt has yet been made to characterise the variability of the 
sea ice at fine-scale temporal resolutions.  
This thesis investigated the extent to which sea-ice structure, complexity and 
heterogeneity can be measured in an ecologically meaningful way for the krill 
(Euphausiid spp) predators, in particular for the Antarctic minke whale (Balaenoptera 
bonaerensis), and how the patchiness of their distribution relates to the structure of the 
sea-ice zone and the local dynamics as ice forms and deforms. ASPeCt sea-ice data 
collected during multiple seasons and years throughout East Antarctica, the Ross and 
Lazarev Seas was used to develop appropriate methods to quantify the variability in the 
sea-ice structure at the smallest temporal resolution, and to characterise different sea-
ice habitats in various seasons and regions. In this study: 1) the ability of ASPeCt sea-
ice data to describe patterns and changes of sea-ice structure as the ice melts and 
freezes from summer to winter and from one region to another was tested; 2) the 
relationships between sea-ice structure and the distribution of minke whales 
(Balaenoptera bonaerensis) were investigated for two scoring systems of sea-ice 
observations (Fuzzy correspondence scores of raw data and sea-ice complexity 
indices); and 3) the usefulness of sea-ice indices in explaining the distribution of other 
krill predators, crabeater seals (Lobodon carcinophagus), Adelie penguins (Pygoscelis 
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adeliae) and emperor penguins (Aptenodytes forsteri), was explored. The structure of 
the sea ice related to minke whale sightings was measured via fuzzy correspondence 
(FCA) scores of sea-ice characteristics and also via sea-ice indices scoring the time of 
floe formation and strength of deformation, the variability in floe thickness and the 
availability and ecological importance of areas providing these predators access to the 
atmosphere. Both scoring approaches were used to discriminate and model sea-ice 
conditions often used or avoided by minke whales; discrimination was assessed by 
multiple correspondence and canonical analysis and species distribution was modelled 
by classification trees and generalised additive models. Sea-ice indices were chosen to 
test if the structure of the sea ice influenced other krill predators, because these indices 
were easier to interpret and model than FCA scores. 
Sea-ice conditions did not occur homogenously, there were clear temporal changes at 
fine-scales, thus the study was focused on exploring species/sea-ice structure 
relationships mainly at monthly scales. The degree to which sea-ice structure could 
characterise minke whale habitat was not consistent and could not be used as a direct 
proxy to explain the distribution of minke whales in all circumstances. Minke whales 
were constrained by ice characteristics under some circumstances, and were related to 
areas of multiyear floes where refreezing of nearby waters occurred mainly during 
feeding seasons. Interestingly though, it was found that even though the distribution 
and movement of minke whales was limited by the structure of the sea ice, the structure 
of the sea ice influenced the habitat use of these animals habitat more than their 
movement and overall distribution. Similar relationships were found when sea-ice 
indices were used to test if the structure of the sea-ice influenced other krill predators. 
Minke whales, Adelie penguins and emperor penguins avoided areas of greater ice 
compaction and deformation because these areas restrict their surfacing (access to the 
atmosphere) to breathe while they swim and dive. These three species were often found 
in areas of low to intermediate ice deformation where there is potentially high 
abundance of krill underneath ice floes or in nearby waters. In the case of crabeater 
seals, Adelie penguins and emperor penguins, sea-ice indices were also useful to 
characterise areas where the sea-ice provided stable platforms for these species to haul 
out. The results of this study suggest that characterising the structure of the sea-ice zone 
is more useful to promote a better understanding of behaviour-specific habitat use, than 
 x 
 
to predict and map overall species distribution; the scale of the sea-ice features 
characterised are more likely to promote a behavioural response to local conditions than 
to predict overall distribution. However, incorporation of the restrictive nature of the 
sea-ice zone (as a boundary between the ocean and the atmosphere), bathymetric and 
oceanographic features (e.g. front locations), could improve broader-scale krill-predator 
distribution models by providing information on those areas which are unlikely to be 
used by these species. In this way, sea-ice indices could provide better predictive 
models to maps the areal extent and trends of those structural features avoided by these 
and other krill predators throughout the Antarctic sea-ice zone. 
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Chapter 1. Introduction 
 
1.1 BACKGROUND 
Exploring the relationships between the environment and threatened species is a key 
area of research in ecology. Currently, there are a large number of species worldwide 
that have been impacted by anthropogenic disturbances leading to habitat loss and 
decrease in population numbers.  It is important to identify the interactions between 
species and the environment, in order to understand how changes in the environment 
may affect these species.  
Many terrestrial ecological studies have used vegetation as their means to explore the 
distribution of animal species and define their habitat (Tews et al. 2004). More recently 
ecologists have started applying similar concepts in aquatic ecosystems (Coles et al. 
2009). In polar regions, sea ice influences the distribution, community structure and 
composition of krill, seabirds and marine mammals (Ribic et al. 1991, Ainley et al. 
1993, Chapman et al. 2004, Moline et al. 2008, Flores et al. 2009a, Tynan et al. 2009, 
Beekmans et al. 2010, Massom and Stammerjohn 2010, Woehler et al. 2010). As in 
terrestrial systems, the qualities of those resources will depend upon variations in 
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seascape. Sea-ice patterns may play the same role as vegetation cover in terrestrial 
ecosystems, by providing food and shelter to key species. However, most studies utilise 
generalised proxies and large-scale datasets in relation to the distribution and ecology 
of Antarctic species; these proxies and large spatial-scales and grain sizes do not 
measure sea-ice structure and the fine-scale variation of the sea-ice seascape.  
1.1.1. Forces driving the Antarctic system 
The Southern Ocean surrounding the Antarctica continent is a complex environment 
due to a highly mobile sea-ice zone that forms, deforms and drifts under the constant 
influence of winds and ocean currents (Massom 1992, Heil and Hibler 2002). The sea-
ice zone extends over 19 x 106 km2 during September and reaches its minimum extent 
of about 3 to 4 x 106 km2 in February (Comiso 2008) (Figure 1.1).  
 
 
 
Figure 1.1 Time series of Antarctic sea-ice extent from 2003 to 2011. Image courtesy of the Institute of 
Environmental Physics, University of Bremen, Germany (http://www.iup.uni-bremen.de:8084/amsr/ 
ice_ext_s.png) (Spreen et al. 2008). 
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The seasonal sea-ice zone represents one of the largest, most dynamic and most 
productive marine ecosystems on Earth (Allison 1993, Brierley and Thomas 2002, 
Clarke et al. 2008). Patterns of ice drift, though generally divergent, are locally and 
regionally distinct, and play an important role in determining the extent of open water 
within the sea-ice zone, and the structure of the Marginal Ice Edge Zone (MIEZ) (Nicol 
and Allison 1997).  
Not all sea ice looks the same. The extent, concentration and structure of the sea ice 
changes as a result of the seasonal shifts in atmospheric temperature, ocean circulation 
patterns and winds (Figure 1.2). In winter and early spring, for example, the sea-ice 
zone comprises a diverse mix of ice types and ice-free areas where ice is constantly 
produced (Allison 1993). In mid to late autumn, about a third of the sea-ice zone 
consists of new ice (< 0.3m thick) and another third is comprised of ice-free areas 
(Allison and Worby 1994).  In summer, the sea-ice zone is made of floes of fairly 
uniform appearance (thickness > 0.6m), which have remained throughout the melting 
period (Allison 1997). Even during the same month, within the same region and among 
similar percentages of ice cover, the sea ice is made of multiple combinations of ice 
types of variable floe sizes and topographies (Figure 1.3). 
Such variability results in multiple habitats for primary producers and consumers, 
including top predators. This highly dynamic environment is driven by local regimes, 
physical interactions, formation and deformation processes, seasonal cycles and 
interannual variations occurring at 4 -5 year intervals (White and Peterson 1996, Nicol 
and Allison 1997, Stammerjohn and Smith 1997, Zwally et al. 2002, Nicol et al. 2008).   
The thickness, distribution and the structure of the sea-ice zone affects the exchange of 
heat between the ocean and the atmosphere in this polar region. Sea ice and snow cover 
restrict lower atmosphere heating, by acting as a barrier that reduces the absorption of 
solar radiation by the ocean during winter. During summer, atmospheric heating is 
reduced by increased cloud cover, formed by evaporative processes as ice melts in the 
growing ice-free areas (Figure 1.4) (Dieckmann and Hellmer 2008). 
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a) b)
c) d)
 
 
Figure 1.2 Monthly sea-ice concentration circumpolar trends during 2006: a) January, b) February, c) 
March, and d) April.  Satellite images show each month’s average percentage of ice cover for each 25 
km2 data cell that is more than 15 % covered by ice (obtained from NASA 
(http://nsidc.org/data/seaice_index). Photographs represent some examples of the sea-ice habitat –
ASPeCt images- found at a 1 km resolution.
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Figure 1.3 Sea-ice conditions with similar coverage but different ice types (i.e. different ice structure) 
that combined make up different sea-ice habitats (pictures from IWC- GLOBEC ASPeCt sea-ice data 
records 2004-2006). 
 
Solar 
reflectance
 
Figure 1.4 Schematic interpretation of sea-ice radiative transfer processes and cloud reflectance 
(Modified fom Eicken 2008). 
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The extent to which sea-ice cover influences the interaction between the ocean and the 
atmosphere primarily depends upon the thickness and the concentration of the ice. 
However, the distribution of ice thickness and the structure of the sea ice are also 
determined by thermodynamic and dynamic processes, including ice drift, floe 
deformation, and formation of leads (Allison 1997).  
The ice texture provides information on the relative importance of different formation 
processes occurring due to specific mechanical, thermal and electrical local conditions 
(Lange 1988).  Multi-scale information, including structural differences in 1) ice crystal 
formation, 2) floes, and 3) ice motion, are indicative of the local ice dynamics. Ice-
cores studies have shown that ice floes are formed by different processes and such 
processes can be identified by the layers under which ice formation processes differ 
(Jeffries and Weeks 1993, Allison and Worby 1994, Eicken 2008). There are floes that 
contain a mixture of various ice layers including long columnar crystals resulting from 
congelation ice (i.e. ice that forms on the bottom of an established ice floe), granular 
frazil ice resulting from rapid ice formation in open water, and granular snow-ice 
formed as snow freezes over the floes. Different combinations of these layers suggest 
that much of the sea ice over 30cm thick has been rafted or ridged, and that ice floes 
over 50cm grow as a result of a combination of these dynamic processes (Jeffries and 
Weeks 1993, Allison and Worby 1994, Eicken 2008).   
The size and shape of individual floes on the other hand, are continuously changing. 
Long wave swells originating from Southern Ocean storms penetrate hundreds of 
kilometres into the sea-ice zone and break large floes into smaller rectilinear pieces that 
become more rounded with time as they move and collide, and which are surrounded 
by broken brash ice. Such floe break-up caused by swell action, supports small areas of 
open water between ice floes that enhance the flux between the ocean and the 
atmosphere (Allison 1997). Additionally, wind stress determines the daily variability of 
the ice movement, particularly that motion which is associated with the passage of 
synoptic storm systems, which can accelerate the formation of ice (Worby et al. 1998). 
CHAPTER 1 
 
7 
 
Antarctic wind regimes and ocean currents 
The main driving force of circumpolar circulation is the wind field. The Antarctic wind 
system structuring the sea-ice zone constitutes a unique, intense and constant 
circulation pattern that includes a south-easterly component near the coast and 
extending north to about 65°S, and a wide zone of westerlies reaching as far north as 
40°S (Knox 2006). These wind fields result in westerly flowing waters which constitute 
the Antarctic Coastal Current, which interacts with the eastward flowing Antarctic 
Circumpolar Current (ACC) to form a series of fronts and eddies (Amos 1984, Orsi et 
al. 1995, Nicol 2006). These eddies and fronts create a series of convergence and 
divergence areas that affect local nutrient distribution, recycling and primary 
productivity (Nicol 2006). Both currents are characterized by different temperature and 
salinity profiles that influence the local biological composition of the water column.  
 
 
Figure 1.5 Areas of upwelling (divergence) and downwelling (convergence) associated with the ACC 
(Woods Hole 2006).  
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The ACC is the only zonal current that encircles the globe, being restricted only at the 
Drake Passage south of the South American continent (Figure 1.5). In the region of the 
ACC there is a continuous passage of low pressure systems and a predominance of 
cloudy weather that limit solar availability and exposure compared to areas closer to the 
continent (Mitchell et al. 1991, Pondaven et al. 1999). This increased cloud cover also 
enhances precipitation over the sea-ice zone, resulting in an excess of precipitation over 
evaporation (Gordon 1981). Precipitation contributes to the thickening of the sea-ice 
zone and influences the redistribution of freshwater and the depth of the mixed layer 
(Knox 2006). 
Antarctic water masses 
There are different water masses interacting in the vertical profile of the water column. 
These include the Subantarctic Intermediate Water north of the Polar Front (PF) close 
to 1000 m depth, the Antarctic Bottom Water (ABW) near the sea-bottom, the 
Antarctic Circumpolar Deep Water (ACDW) which flows in between these two water 
masses at various depths north of the Antarctic convergence zone and reaches the 
surface south of the Antarctic convergence zone. These make up the three principal 
hydrographic regimes of different temperature and salinity profiles that are separated 
by the Antarctic divergence and convergence zones: waters north of the Polar Front, 
waters south of the Polar Front, and waters on the continental shelf round Antarctica. 
Additionally, three water masses dominate the deep ocean: the Subantarctic 
Intermediate Water (SAIW) near the polar front, Antarctic Bottom Water (AABW) at 
the ocean bottom moving north, and the Antarctic Circumpolar deep water at various 
depths. Warm water upwells at the Antarctic divergence, where these waters reach 
maximum temperature and salinity but are very low in oxygen. On the other hand, cold, 
low-salinity, oxygen-rich Antarctic surface waters move north towards the Polar Front 
where they sink and form low-salinity Antarctic Intermediate Water (AAIW). North of 
the Polar Front is the warmer Sub-Antarctic Surface Water (Knox 2006) (Figure 1.6). 
The sea-ice zone influences the flux of freshwater and salt into underlying waters of the 
continental shelf and contributes greatly to the production of Antarctic Bottom Water. 
When surface waters freeze, there is an active rejection of ice crystals that dissolve in 
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adjacent waters, affects local salinity (i.e. increase in salinity) and triggers water 
movement from the surface to greater depths (Foster and Carmack 1976, Foldvik and 
Gammelsrød 1988, Goosse and Fichefet 1999). Thus, sea ice serves as an efficient 
mechanism that enables deep mixing across the multiple Antarctic water masses 
(Visbeck et al. 1995). 
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Figure 1.6 Schematic representation of the Southern Ocean mixing. Upper and Lower Circumpolar Deep 
Water (UCDW and LCDW) originated in the North Atlantic, form Antarctic Intermediate Water (AAIW) 
at the Antarctic convergence zone; while Antarctic Bottom Water (AABW) is formed at the divergence 
zone over the continental shelf break due to wind-driven Ekman transport and the interaction of the 
Antarctic Circumpolar Current (ACC). The upwelled water changes density through air / sea-ice 
interaction at the polar front (PF). Modified from Brewster (2008). 
 
Regional physical features influencing the sea-ice cover 
The Antarctic continental shelf is mostly narrow and deeper than most ocean basins, yet 
there are two areas in which the shelf broadens and where sea ice extends further north: 
the Weddell and the Ross Sea. These two areas are characterised by surface waters that 
are exposed to strong katabatic winds which originate from high elevations in 
Antarctica’s interior. These winds push the sea ice offshore near the continent creating 
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narrow but reasonably large coastal polynyas (areas of constant open water within the 
sea-ice zone) where ice forms year round at rates of up to 10cm•day-1 (Dieckmann and 
Hellmer 2008). 
These polynyas are known as ‘latent heat’ polynyas and are considered important and 
dynamic areas particularly for their high rates of ice production. In contrast, there are 
‘sensible heat’ polynyas in which the surface of the ocean remains ice-free due to rising 
warmer deep waters (Smith Jr 1990), there is sea-ice production, but there is access to 
both ocean and atmosphere (Dieckmann and Hellmer 2008). A good example of this 
type of polynya is that of Maud Rise seamount near the Weddell Sea, where a decrease 
in depth of ~3400m and local ocean currents trigger a complex regional circulation 
upwelling of warm deep water (Comiso and Gordon 1987).   
Driven by the annual cycle of advance and retreat, the sea ice interacts with several 
important physical and biological boundaries and zones: the eastward-flowing 
Antarctic Circumpolar Current (Tynan 1998), the Antarctic Divergence, the continental 
shelf break and the westward-flowing Antarctic Coastal Current (Nicol et al. 2008, 
Massom and Stammerjohn 2010). The interaction of winds, currents and bathymetric 
features structure each region, and create complex habitat inside the sea-ice zone. 
Because of such regional variability it is best not to model the sea-ice zone on a 
circumpolar basis (Ferguson et al. 2000).   
1.1.2. The ecological importance of the sea ice and its use as a proxy 
to study habitat 
The sea ice is a dominant physical feature which forms part of the matrix of features 
that structure and provide different habitats throughout Antarctic waters. The structure 
of the sea ice depends on the interaction of the seasonal patterns of ice formation and 
deformation and the local winds and current regimes (Dieckmann and Hellmer 2008). 
During summer, the structure of the sea ice influences how the ice melts and when 
phytoplankton blooms commence (Mitchell et al. 1991, Ackley and Sullivan 1994, 
Goosse and Hecq 1994, Cassar et al. 2011). At small scales, sea-ice formation and 
melting processes affect the amount of biological matter and thus the colonisation, 
physiological adaptation, and growth of all sea-ice biota, by controlling open air 
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pockets and brine channels inside the ice floes, temperature, light, space, and nutrient 
gradients and concentrations (Eicken 1992, Ackley and Sullivan 1994, Fennel et al. 
2003, Thomas and Dieckmann 2003, Cassar et al. 2011). As ice freezes, it traps 
nutrients at depth making them available throughout the photic zone, where they can be 
exploited by primary producers; the greater the resources, the greater primary 
productivity will be locally (Ackley and Sullivan 1994). During winter, primary 
productivity is mainly dependent on the nutrient sources provided by the sea ice, and 
ice-algae become the main food source for primary consumers; while during summer as 
ice melts some of the nutrients once trapped in the ice are released and made widely 
accessible for primary consumers (Eicken 1992, Ackley and Sullivan 1994, Thomas 
and Dieckmann 2003).  
The ability of the sea ice to trap nutrients as it forms is directly related to the conditions 
prevailing when the ice freezes. During storm events and areas of strong current 
interactions, more nutrients will be trapped in the ice and lifted into the photic zone 
(Eicken 1992, Ackley and Sullivan 1994, Fennel et al. 2003, Thomas and Dieckmann 
2003, Cassar et al. 2011). Since the structure of the sea ice reflects the conditions in 
which ice is formed and deformed, it might be expected that characterising the structure 
of the sea ice may be useful in identifying potential areas of enhanced primary 
productivity (Arrigo et al. 1997, Arrigo and Thomas 2004), where in turn multiple 
species and high densities of predators might be found.  
The relationship between sea-ice structure and enhanced summer primary productivity 
is highly complex. In areas of heavy ice cover such as the Ross and Weddell Seas, the 
thicker the ice floes, the longer they will remain, restricting light availability and 
delaying primary productivity. However, thicker floes will also provide a greater source 
of freshwater that stabilizes the ocean’s surface and enhances nutrient concentration 
within the photic zone (Sakshaug et al. 1994, Stirling 1997, Nicol et al. 2000b, Arrigo 
and van Dijken 2004, Nicol et al. 2008). During winter, sea ice promotes or limits the 
access of consumers to food sources (Quetin and Ross 2009, Tynan et al. 2009). In the 
case of krill, the key prey species in the Antarctic, its survival and availability is 
strongly related to the winter patterns of the sea ice (Nicol et al. 2008, Flores et al. 
2011). In areas of extensive winter ice, krill are found in greater concentrations after 
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seasons of longer sea-ice cover (Quetin and Ross 2009). The length of time an area is 
covered by sea ice depends on wind-driven ocean dynamics (e.g. waves) that structure 
the sea ice and thicken ice floes (Wadhams 2000). Thus, the formation and growth of 
sea ice, its areal extent and concentration, its degree of deformation, the season, its 
thickness and evolution, and the amount of snow cover accumulated over the ice floes 
play an important ecological role in the Antarctic ecosystem (Fritsen et al. 1998, Lubin 
and Massom 2006). Within this context, the ecological role that sea ice plays in the 
development of Antarctic krill, may be a useful indicator to link sea-ice structure and 
the distribution of top predators feeding on krill.  
1.1.3. Sea-ice relationships with species’ distribution  
A number of migratory and resident krill predators use the Antarctic ecosystem as their 
main feeding ground. During summer for example, the highest density of feeding 
baleen whales aggregate in the region of the ice edge (Tonnessen and Johnsen 1982, de 
la Mare 1997, Nicol et al. 2008) where the retreat of the sea ice exposes large quantities 
of patchily distributed krill (Daly and Macaulay 1991, Brierley et al. 2002, Lawson et 
al. 2008). By the end of summer the greatest proportion of the seasonal sea ice has 
completely retreated and both krill and whale distributions are more dispersed 
(Kasamatsu et al. 1995).   
Previous top predator studies on cetaceans, seals and various bird species have focused 
on investigating their relationships to one or several physical features and biological 
factors. These include bathymetry, temperature, salinity and fronts; the extent and 
position of the ice edge; sea-ice types, concentration and thickness; chlorophyll; and 
krill distribution among others (Condy 1977, Naito 1982, Ichii 1990, Joiris 1991, Ribic 
et al. 1991, Van Franeker 1992, Sakshaug et al. 1994, Kasamatsu 1996, Trathan et al. 
1996, Stirling 1997, Kasamatsu et al. 1998, Tynan 1998, Thiele and Gill 1999, 
Ferguson et al. 2000, Kasamatsu et al. 2000a, Thiele et al. 2000, Brierley and Thomas 
2002, Shimada 2003, Chapman et al. 2004, Hofmann and Murphy 2004, Thiele et al. 
2004, Lake et al. 2005, Southwell et al. 2005, Friedlaender et al. 2006, Ribic et al. 
2008, Beekmans et al. 2010, Friedlaender et al. 2011, Santora et al. 2011). In the past, 
direct relationships between the distribution of prey and predators have been challenged 
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by patchiness in both prey and predator distributions and sampling-mismatch between 
these two groups. 
Even though some studies have found direct relationships between polar predators, sea-
ice types and proximity to ice edge, few have considered the sea ice as “habitat”, by 
quantifying and characterising its complex structure, and explaining species-
environment relationships (Ferguson et al. 2000, Flores et al. 2008, Ribic et al. 2008).  
To date, most studies have used sea-ice percentage cover from satellite images as a 
proxy to interpret sea-ice habitat and explore the patterns of change of this dynamic 
ecosystem. These kinds of proxies do not provide an insight into the complexity of the 
Antarctic ecosystem, due to their lower resolution and their inability to collect data in 
all weather conditions. Most importantly, no standardised method for sea-ice habitat 
studies has been developed so far, and no studies have yet attempted to 
comprehensively characterize the ice seascape and model species distribution based on 
sea-ice characteristics. 
Additionally, even though several models have been used to understand the linkages 
and ecosystem processes that are important for whales and other Antarctic predators 
(e.g. Thiele et al. 2000, Chapman et al. 2004, Ribic et al. 2008, Beekmans et al. 2010, 
Friedlaender et al. 2011), there is still a lack of knowledge on those physical and 
biological processes that determine the distribution and abundance of krill predators on 
a circumpolar basis.  There is considerable regional variability in the relationships 
between prey, predators and their physical environment throughout the waters 
surrounding the Antarctic continent. The role of local habitat features and physical 
boundaries in governing the distribution of Antarctic species is highly likely affected 
by ice cover; therefore the study of species-habitat relationships inside the sea-ice zone 
requires further examination. Once sea ice has developed, particularly in areas of 
extensive ice cover such as the Ross and Weddell Seas, the structure of the sea ice may 
be more useful than the water column in predicting distributions of species (Chapman 
et al. 2004). It is likely that the presence of ice directly modifies the distribution of top 
predators (Chapman et al. 2004, Ribic et al. 2008), thus it should be of great value in 
explaining species distribution.  
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1.2. THESIS AIMS 
The aims of this thesis were to assess how the structure of the sea ice influences minke 
whales (Balaenoptera bonaerensis) distribution. The extent to which the heterogeneity 
and the structure of the ice seascape relate to the patchiness of species distribution was 
investigated, particularly how the physical features of the sea-ice zone can be used as 
proxies to characterise different habitats. Minke whales were chosen as the model 
predator species, because, unlike other baleen whales, these animals utilise Antarctic 
waters for feeding grounds both at the ice edge and in areas closer to the continent 
inside the sea-ice zone, year round (Thiele and Gill 1999, Tynan et al. 2009).  
Multiple ways to use detailed information describing the sea-ice zone (including 
information on the main three ice types and their characteristics) at fine-scales (1km2) 
according to a set of protocols know as ASPeCt (Antarctic Sea ice Processes and 
Climate) (Table 1.1) were investigated, and then tested for other resident Antarctic 
predators including crabeater seals (Lobodon carcinophagus), Adelie penguins 
(Pygoscelis adeliae) and emperor penguins (Aptenodytes forsteri). The restrictive 
nature as well as the structural affinity of the sea-ice zone in providing habitat were 
explored and discussed, in particular for the distribution and habitat use of minke 
whales.   
1.3. THESIS OUTLINE  
In order to assess the ability of sea-ice structure to explain top predator distribution 
inside the Antarctic sea ice, the thesis is structured as follows: 
Chapter 2 introduces the reader to the data limitations, and outlines the project’s extent 
and desired outcomes.   
Chapter 3 tests the ability of ASPeCt sea-ice data to describe patterns and changes of 
sea-ice conditions as the ice melts and freezes from summer to winter and from one 
region to another. Fuzzy coding was explored as a way to convert categorical data into 
a numerical representative form that could be used to distinguish differences in habitat 
via canonical discriminant analysis.   
CHAPTER 1 
 
15 
 
Table 1.1 ASPeCt classifications and codes as per Worby (1999). ASPeCt codes for each modality are 
indicated inside brackets.  
Ice 
characterist
ics 
Ice type Ice 
thickne
ss 
Floe size Topography Snow 
type 
Snow 
thickne
ss 
Open water 
Ice modality Frazil 
(10) 
Shuga 
(11) 
Grease 
(12) 
Nilas 
(20) 
Pancake
s (30) 
Young 
Grey 
0.1-
0.15m 
(40) 
Grey 
White 
0.15-
0.3m 
(50) 
1stYear 
0.3-
0.7m 
(60) 
1stYear 
0.7-
1.2m 
(70) 
1stYear 
>1.2m 
(80) 
Multiye
ar Floes 
(85) 
Brash 
(90) 
From 0 
to 
10cm 
From 
11 to 
40cm 
from 41 
to 90 
cm 
From 
91 to 
160cm 
From 
161 to 
250 cm 
Ice 
thicker 
than 
250cm 
Pancakes 
(100) 
New Sheet 
Ice (200) 
Brash/Brok
en Ice (300) 
Cake Ice 
<20m (400) 
SmallFloes2
0-100m 
(500) 
Medium 
Floes 100-
500m (600) 
Large Floes 
500-2000m 
(700) 
Vast Floes 
>2000m 
(800) 
Level ice 
(100) 
Rafted 
Pancakes 
(200) 
Cemented 
Pancakes 
(300) 
Finger 
Rafting (400) 
Ridges New 
Unconsolidat
ed (5xy) 
Ridges New 
Snow 
Covered 
(6xy) 
Ridges 
Consolidated 
(7xy) 
Ridges 
Weathered 
(8xy) 
No 
Snow 
No 
Ice/Bra
sh (1) 
Cold 
New<1 
day Old 
(2) 
Cold 
Old 
Snow 
(3) 
Cold 
Wind 
Packed 
(4) 
New 
Melting 
Snow 
(5) 
Old 
Melting 
Snow 
(6) 
Glaze 
(7) 
Melt 
Slush 
(8) 
Melt 
Puddles 
(9) 
Sat 
Snow 
(10) 
Sastrugi 
(11) 
No 
snow 
From 0 
to 
10cm 
From 
11 to 
20cm 
Snow 
thicker 
than 
20cm 
Small cracks 
(1) 
Breaks <50m 
(2) 
Breaks 50-
200m (3) 
Breaks 200-
500m (4) 
Breaks 
>500m (5) 
Lead/Coastal 
lead (6) 
Polynya/Coas
tal (7) 
Water + 
small floes 
(8) 
Open Sea (9) 
CHAPTER 1 
 
16 
 
The combination of these techniques was used to identify local patterns and physical 
processes that structure the Antarctic sea-ice seasonally and regionally.  
In Chapter 4 the structural seasonal and regional trends of ice formation and 
deformation identified in Chapter 3, were used to explore the value of characterising 
sea ice as habitat in an ecological context.  
Minke-whale/sea-ice habitat relationships were assessed based upon a data-driven 
scoring system in which important ice characteristics (highly influenced by the data 
collected) were chosen by fuzzy correspondence analysis (FCA). Affinity with minke 
whale distribution was assessed via discriminant analyses on the fuzzy correspondence 
scores. 
In Chapter 5, minke-whale / sea-ice habitat relationships were explored according to an 
ecologically based approach in which the ASPeCt sea-ice classifications (i.e. ice type, 
flow size, topography/ridging, areas of open water and snow cover) were scored to 
measure the dynamic processes of the sea-ice zone. This approach differed from that of 
the previous chapter in that it was not heavily influenced by the patterns of the data, 
and created four sea-ice indices: deformation of sea-ice floes, time of ice-floe 
formation, sea-ice thickness variability (as an indication of habitat heterogeneity), and 
importance and areal extent of the access to the atmosphere. In this chapter, 
classification trees (CTMs), generalised additive models (GAMs) and hierarchical 
partitioning (HP) were used in parallel with discriminant analysis to model minke 
whale distribution inside the sea-ice zone. 
In Chapter 6 the usefulness of the sea-ice indices developed in Chapter 5 for describing 
the relationships between sea-ice structure and minke whale distribution, were then also 
tested for three other krill predators, including crabeater seals, Adelie penguins and 
emperor penguins. A series of analytical approaches were taken and used in a 
complementary way to unravel various components of the relationships between 
species occurrence and sea ice. Discriminant analyses, generalised additive models and 
hierarchical partitioning were chosen to assess the importance of the structure and 
complexity of the sea ice for the distribution of these three krill predators.   
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Chapters 4 and 5 explored the distribution of minke whales in relation to the structure 
of the sea-ice zone and explored how this species’ habitat requirements change 
according to region, season and month (East Antarctica, the Ross and the Lazarev 
Seas). Chapters 4, 5 and 6 consider and discuss several aspects that might have 
influenced the species- habitat relationships which emerged. Some of these include: the 
nature of both the sea-ice data collected and the predator surveys, differences and 
uncertainties according to sampling scale, lag between species response to changes in 
the physical drivers that influence their distribution and differences of habitat used 
according to species behaviour and ecology. A schematic summary of the data, the 
methods and the analyses used in Chapter 4, 5 and 6 are outlined in Figure 1.7. 
Chapter 7 draws together the main results and highlights the role that the structure of 
the sea ice plays as habitat for Antarctic predators. It also summarises how spatial and 
temporal variability in the physical environment influence species distribution; and 
discusses the implications and potential impact of changing sea-ice patterns on these 
species distributions. This chapter reviews some of the areas of research that can 
strengthen predator distribution predictive models in the Antarctic, and suggests that 
new passive microwave sea-ice data and other remote-sensing data products which 
could be used in further collaborative research modelling projects.   
Most chapters in this thesis are written as stand-alone manuscripts, co-authored by 
research supervisors - Dr. Rebecca Pirzl, Dr. Alecia Bellgrove, Dr Deborah Thiele, and 
Dr Edwin Chester. There is therefore some unavoidable repetition amongst data 
chapters, but I have attempted to keep this to a minimum. The following is a list of the 
chapter that will be submitted for scientific publication and target journals:   
¾ Chapter 3: Garcia-Rojas M.I., Thiele D., Chester E. Exploring spatio-temporal 
variability and fine-scale sea-ice structure in the Antarctic. Polar Biology. 
¾ Chapter 4: Garcia-Rojas M.I., Thiele D., Chester E., Pirzl R. Minke whale distribution 
in relation to the structure and spatio-temporal variability of the Antarctic sea-ice zone.    
¾ Chapter 5: Garcia-Rojas M.I., Pirzl R., Bellgrove A. Sea-ice dynamics and minke 
whale distribution in Antarctic sea ice. Ecological Applications. 
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¾ Chapter 6: Garcia-Rojas M.I., Pirzl R., Bellgrove A. Are sea-ice indices useful for 
detecting habitat characteristics of Antarctic predators? Marine Ecological Progress 
Series. 
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ASPeCT raw classifications
Convert categorical data into numerical form
3. ICE STRUCTURE 
SCORING 
APPROACHES
Discriminant Canonical Analysis based on Principal 
coordinates –D-CAP
(Maximise the differences between sea-ice records)
a) Fuzzy 
Correspondence 
Analysis-FCA
b) Sea-ice indices
Based on data driven patterns.
Based on ecological knowledge of the processes and ice
structure features that might be important to Antarctic
predators
type ice_thick floe_size
10 11 12 20 30 40 50 60 70 80 85 90 95 10 40 90 160 250 250_up 1 2
1 0 0 0 0 5 0 0 4 0 0 0 0 6 0 4 0 0 0 6 0
0 0 0 0 8 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0
0 0 1 1 0 0 0 6 0 0 0 0 0 2 6 0 0 0 0 2 0
0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 5 0 0 0 0
ASPECTIndex Season Survey Index Time Total Ice Conc Open Water Ice Conc1 Ice Type1 Ice Thick1 Floe Size1 Topog1 Snow Type1 Snow Thick1
1 Winter ANTXXIII6 1 24/06/2006 09:32:43 AM 10 1 8 30 8 600 300 3 10
2 Winter ANTXXIII6 2 24/06/2006 10:02:25 AM 1 8 1 40 10 100 400 2 1
3 Winter ANTXXIII6 3 24/06/2006 10:29:33 AM 2 8 2 90 10 300 100 3 7
4 Winter ANTXXIII6 4 24/06/2006 11:00:18 AM 5 4 3 60 50 400 6xy 3 15
Cetacean Survey 
+
Sea-ice ASPeCT classifications
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Figure 1.7 Summary of the methodology used throughout all of the following four data chapters.  
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Chapter 2. Methodological considerations 
 
2.1 STUDY SITES 
This study covered multiple regions throughout the Antarctic over variable temporal scales; 
this complicated the analyses and constrained our ability to generalise predictions of minke 
whale distribution.  The interaction of the wind fields, water mass regimes and heat exchange 
is highly variable and regionally structured. Physical and biological processes in the 
Antarctic are monitored according to six management areas (Butterworth 1986) and have 
been studied separately by many scientists according to four main regions: the Western 
Antarctic Peninsula, the Weddell Sea, East Antarctica and the Ross Sea (Figure 2.1). This 
study is based on data collected over three of those areas (III, IV and V, Figure 2.1) mainly 
throughout areas near the Weddell Sea, in the eastern Ross Sea and over the west side of East 
Antarctica, at different months between 2004 and 2006 (Table 2.1). 
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Ross Sea
Weddell Sea
East 
Antarctica
Western 
Antarctic 
Peninsula
I
 
Figure 2.1 IWC Management Areas in the Southern Ocean (I to VI), main four researched Antarctic regions 
(Western Antarctic Peninsula, Weddell Sea, East Antarctica and Ross Sea) and location of study sites (red 
arrows) (Modified from Donovan 1991).  
 
Table 2.1 Survey information – season, region, dates and funding program of each cetacean visual survey used 
in analyses 
Survey and 
season acronym 
Program Area Survey dates Season 
AntXXIII/6 German SO GLOBEC /  
IWC SOC 
Lazarev Sea 22 June- 22 Aug 2006 Winter 
V30506 SOCEP East Antarctica 2 Jan- 12 March 2006 summer 
AntXXIII/2 German SO GLOBEC /  
IWC SOC 
Lazarev Sea 19 Nov 2005 - 12 Jan 
2006 
late spring to 
early summer 
V10405 SOCEP East Antarctica 5 Oct – 14 Nov 2004 Spring 
AntXXI/4 German SO GLOBEC /  
IWC SOC 
Lazarev Sea 27 March – 7 May 2004 Autumn 
NBP 0402 ANSLOPE / IWC SOC Ross Sea 23 Feb – 10 April 2004 late summer to 
early autumn 
NBP0408 – M ANSLOPE / IWC SOC Ross Sea 13 Oct –  11 Nov 2004 Spring 
NBP0408 – R ANSLOPE / IWC SOC Ross Sea 12 November –  12 
December 2004 
late spring to 
early summer 
CHAPTER 2 
 
22 
 
2.2 PROJECT EXTENT AND LIMITATIONS 
This study does not attempt to incorporate physical features, other than sea-ice, that structure 
the environment (e.g. fronts, current boundaries and bathymetry), or biological features that 
would be indicative of local productivity (e.g. chlorophyll-a and prey availability). The main 
reason behind this decision was the sampling differences at which these features were 
measured either remotely or in situ. ASPeCt sea-ice data were collected in this study along 
transect every 10 minutes. This constituted a thorough, high-resolution sampling scheme. 
Most oceanographic and environmental data (e.g. salinity, dissolved oxygen, etc.) collected 
along transect had either 1) a much broader resolution and did not match in most cases the 
10-min interval (which was equivalent to less than ~5 km intervals) at which the sea-ice data 
were collected, or 2) were not collected in the same way throughout all surveys. No remotely 
sensed data measuring both physical and biological properties of the water column (e.g. 
temperature and chlorophyll a concentration) were compiled for this study because, as an 
ocean-surface boundary, sea ice limits the ability to collect these measurements. One of the 
objectives of this project was to assess the importance and role that fine-scale habitat 
variability plays in the patchy distribution of Antarctic top predators. For this purpose, only 
habitat features that were measured at this fine-scale and resolution (1 km2 collected every 
ten minutes- e.g. ASPeCt sea-ice characteristics) were used. 
There are several scales at which ecological processes and physical characteristics occur 
within a landscape (Marceau 1999), and the scale chosen influences the  detection and 
analysis of spatial patterns when there are changes in grain size, resolution and/or extent 
(Scott et al. 2002, Wu 2004). However, it has been previously acknowledged that the 
exploration of species occurrence at broad-scales generally requires information about the 
environmental conditions and local processes at fine resolutions (Scott et al. 2002). Fine-
scale resolutions and small sampling units are best suited to studying habitat-species 
interactions in the Antarctic, due to the high natural variability of the ecosystem. The larger 
the sampling unit, the lower the population variance, thus the harder it might be to 
distinguish patterns and associations in multiple directions (Dungan et al. 2002). Thus, the 
finest resolution at which sea-ice habitat is characterised via ASPeCt protocols was chosen to 
compensate for the shortage of prey-distribution data underneath the sea ice at comparable 
resolutions (as suggested by Torres et al. 2008b), and explore minke whale and other krill 
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predators’ distribution patterns inside the sea-ice zone at broad- and local-scales (i.e. 
circumpolar, regional and monthly scales, respectively).  
Even though there was no prey data matching the sampling resolution at which the sea-ice 
structure was characterised (i.e. 10 min intervals), prey/sea-ice relationships drawn from 
prior studies (e.g. Daly and Macaulay 1991, Frazer et al. 1997, Arrigo 2008, Nicol et al. 
2008, Smith and Comiso 2008, Quetin and Ross 2009, Tynan et al. 2009, Flores et al. 2011) 
were used to support the linkages found between the structure of the sea ice and the 
distribution of minke whales and other krill predators. Even though the ideas and theories 
regarding causal relationships between species distributions and sea ice should be considered 
with care, they are useful in future research and provide an insight into the role that the 
structure of the sea ice plays in the overall dispersal of krill predators inside the sea-ice zone 
and their fine-scale habitat use throughout particular stages of their life cycle. Additionally, 
previous research has indicated that fine-scale habitat selection models are more robust when 
the predictor variables used are mainly environmental variables rather than solely prey data, 
even more when studying highly heterogeneous habitats where prey patches are highly 
variable in space (Torres et al. 2008).  
Visual survey methods in all surveys were designed for cetacean species found along track, 
yet observers also recorded all wildlife sighted while scanning the ocean for cetacean species. 
While cetacean blows are generally seen at greater distances, penguins might have been 
hidden by tall ridges even if the floes in which they hauled-out were near the observing 
platforms. Additionally, search effort was focussed on detecting minke whales, not animals 
hauled out on ice floes, so the datasets used represent a minimum count of seals and penguins 
for the transects and missed animals are expected. These differences in detection and effort 
likely affected the detection probabilities of crabeater seals, Adelie penguins and emperor 
penguins and constrained the ability to generalise the relationships found between these 
species and the structure of the sea ice. Crabeater seal, Adelie penguin and emperor penguin 
data was mainly used in this study to test the efficiency of the sea-ice habitat scores 
developed in this study, to measure sea-ice structure in an ecologically meaningful way.     
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Chapter 3. Exploring spatio-temporal 
variability and fine-scale sea-ice structure in 
the Antarctic  
 
3.1 INTRODUCTION 
Most studies on the ecological role of Antarctic sea ice have focused on its large-scale 
properties, mainly its areal extent. This approach has largely overlooked fine-scale sea-ice 
parameters and processes that may be equally or more important to the ecology of Antarctic 
species (Massom et al. unpublished data), and which may be better proxies for understanding 
the effects of current anthropogenic climate change. The seasonal cycle of ice retreat and 
formation is one of the largest annual physical variations on Earth (Massom and 
Stammerjohn 2010), amd is key in determining global climatic systems and influencing all 
marine organisms living at high latitudes. Yet, few studies have assessed, quantified and 
characterised the patterns of change observed in the sea-ice zone at scales which are likely to 
also overlay with interactions between various biological processes and the local physical 
environment.   
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The sea ice is biologically important because it: 1) provides a source of fixed carbon for 
higher trophic levels in ice-covered waters (Arrigo 2008); 2) sustains concentrated algal 
biomass and growth (Arrigo 2008, Smith and Comiso 2008);  3) supports important prey 
populations (e.g. krill) during winter months by providing them with food and shelter (Arrigo 
2008, Nicol et al. 2008, Smith and Comiso 2008, Tynan et al. 2009); and 4) acts as both 
habitat and a barrier to air breathing predators (Thiele and Gill 1999, Tynan et al. 2009). 
Therefore classification and measurement of sea-ice characteristics at appropriate scales is 
likely to be very informative for ecological studies (Scott et al. 2002). 
Not all sea ice looks the same. As the seasons’ progress, the sea ice retreats and advances 
creating multiple habitats containing different ice types, ice thicknesses, floe sizes, 
topographies and snow cover. This diverse combination of sea-ice characteristics makes this 
a very challenging environment to explore and characterise via quantitative methods.  This 
highly dynamic environment which changes due to local regimes (e.g. physical processes), 
seasonal cycles (Nicol and Allison 1997, Zwally et al. 2002, Nicol et al. 2008), and inter-
annual variations occurring at 4 -5 year intervals (White and Peterson 1996, Stammerjohn 
and Smith 1997, Nicol et al. 2008). 
3.1.1 A continuously variable sea-ice zone 
Most sea-ice cover in the Antarctic consists of the sea-ice zone, which is highly changeable 
in nature and complex in structure.  Its complexity is a consequence of the constant 
interaction between the ocean and the atmosphere that gives rise to thermodynamic sea-ice 
growth and melt, ice deformation and snow layer flooding (Fritsen et al. 1998). All of these 
processes in turn promote continuous deformation and restructure of ice floes, and create a 
highly heterogeneous environment, in which there is strong variability in temperature, light, 
space and nutrients within the sea ice, even across individual floes (Massom et al. 
unpublished data). 
Most sea ice, with the exception of the coastal fast ice, is part of the seasonal sea-ice zone. 
The sea-ice zone extends to maximum coverage in winter (August), and rapidly retreats from 
spring (November) through to its minimum extent by late summer (February). In winter and 
early spring, open water accounts for ~20% of the area inside the pack, and a diverse mix of 
ice of different thickness categories and open water in leads makes up the winter and spring-
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time pack (Allison 1993). In mid to late spring, most of the sea ice consists of new ice (< 
0.3m thick) and areas of open water (Allison and Worby 1994).  In summer, sea ice generally 
consists of floes of fairly uniform appearance (thickness > 0.6m), the proportion of open 
water is at its lowest within what is left of the pack, and there is still a considerable 
proportion of newly formed ice (less than 40cm thick) (Allison 1997). These seasonal 
changes in the proportion of ice vs. open water are similar across different regions in the 
Antarctic, but can be highly variable locally due to regionally specific ocean-atmosphere-
physical boundary interactions. 
The sea-ice zone is often under divergence patterns in which floes move at a rate of over 60 
km day-1, and areas of open water inside the outer ice edge are constantly formed (Allison 
1997, Worby et al. 1998).  These open-water areas are the sites responsible for most of the 
production of new ice. Patterns of ice drift, though generally divergent, are locally and 
regionally distinct, and play an important role in determining the extent of open water within 
the pack (Nicol and Allison 1997). 
Even though most sea ice forms and melts every season, there are also multi-year floes that 
survive from previous seasons. These floes are larger than other floes, and form ridging in 
areas where ice has reconsolidated. Multi-year floes that have been present throughout algal 
blooming periods, have their bases often covered with algae, which contributes to the 
formation of brine channels that provide habitat, food and shelter for species such as krill 
(Daly and Macaulay 1991, Nicol et al. 2008). Brine channels facilitate ice melt from the 
base, setting up unique under-ice salinity and nutrient environments.  Multi-year floes have a 
very important ecological role in the Antarctic ecosystem as they entrap nutrients from the 
water column and concentrate them into the photic zone (i.e. the ocean’s surface), where they 
become available to various trophic levels.  
3.1.2 The marginal ice zone 
The outer 150 – 200 km of the seasonal sea-ice zone is known as the marginal ice zone 
(MIZ). This zone is characterised by low ice concentration, smaller ice floes, and more 
unconsolidated conditions. This is a highly distinctive area when compared to the more 
consolidated and thicker ice forms covered by drier snow of the interior of the sea ice 
(Massom et al. 1999). The MIZ is characterised by constant interaction between waves and 
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sea ice (Fox and Haskell 2001), and holds an important role as one of the main biologically 
productive areas of the Antarctic ecosystem (Nicol and Allison 1997). The MIZ also acts as a 
frontal system and boundary of cold surface water (Ducklow et al. 2007) that limits the 
distribution of both nutrients and plankton to the Circumpolar Coastal Current waters.  
The northern edge of the MIZ is known as the ice edge. The ice edge is delineated by an 
arbitrary line of 15% sea-ice cover (Zwally et al. 2002), and is a boundary that can change by 
more than 10 km·day-1 as floes are flooded by waves and collide with one another (Massom 
et al. 1998).  Depending on the effects of recent deformation and refreezing processes, the ice 
edge can be a fuzzy boundary made of diffuse and broken ice floes, or a solid line located 
over the edge of the thick sea-ice (Massom and Stammerjohn 2010). Defining these 
boundaries becomes a challenge when attempting to measure the ice edge via remote sensing 
techniques, since it also increases the risk of failing to measure temporal and spatial sea ice 
changes that are likely to hold great biological importance (Allison 1997).  
3.1.3 Measuring sea-ice structure  
Initially, climate modellers used data from polar-orbiting satellites equipped with Passive 
Microwave Sensors (PMS) for input to climate models. However, the resolution of these data 
was too coarse to measure many of the processes impacting upon the sea ice, and could not 
detect important ice characteristics that occur at the sub-grid scale (Allison 1997, Ackley et 
al. 2003).  
Substantial emphasis is usually placed on sea-ice extent firstly when attempting to relate sea 
ice to the biological and biogeochemical variability of the Antarctic environment, and 
secondly when exploring the changes in sea-ice trends and variability of the sea ice. Even 
though extent is without doubt an important descriptor of sea-ice areal coverage and provides 
valuable information on the role of sea ice throughout the ecosystem, it is only one of the 
system descriptors (Massom and Stammerjohn 2010). A measure of the structure of the sea-
ice zone is needed to better understand the dynamics of the Antarctic system. Direct 
knowledge of ice composition is critical if we are to understand how the physics of ice 
formation interacts with the biological, in structuring habitat within the sea ice at local-scales 
(Massom and Stammerjohn 2010, Massom et al. unpublished data). 
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Since the late 1980’s sea-ice physicists have conducted extensive ship based observations of 
sea-ice structure. These surveys have provided highly detailed data on a spatial scale useful 
to ground-truth the coarser satellite derived data for climate modelling (Allison 1997, Worby 
and Comiso 2004). These observations were conducted according to a standardised sea-ice 
classification system known as the Antarctic Sea ice Processes and Climate (ASPeCt, Worby 
1999), which is a ship-based classification system that measures the percentage of total and 
partial ice concentration of the dominant three ice types within a 1-km radius. It provides 
information on the coverage, thickness, floe size, topography and snow cover of each of the 
ice types recorded (Worby and Comiso 2004), and the percentage and type of open water 
available is also taken into account (Worby 1999) (refer to http://www.aspect.aq/data.html 
for an example of these datasets). ASPeCt data are recorded at 1-hour intervals by sea-ice 
physicists, so that the sea ice is sampled every 20 to 25 km along transect.  
Little effort has been focussed on identifying appropriate methods to measure variability in 
the sea-ice structure. Comprehensively measuring sea-ice characteristics could aid our 
understanding of the variability and dynamics of the sea-ice zone, and would provide a 
platform to quantify habitat in Antarctic waters. ASPeCt data could be a useful platform to 
explore, identify and describe how the structure of the sea-ice zone changes at scales which 
are likely to better detect interactions that are important to sea-ice associated species.  
In this chapter a set of methods that could be used to explore and characterise spatial and 
temporal variability of fine-scale sea-ice patterns via ASPeCt classification protocols are 
proposed, for later use in ecological studies exploring the distributions of Antarctic krill 
predators. In particular, the following are explored: 1) how to decrease and represent the 
variability in sea-ice records at the smallest temporal resolution while preserving the 
complexity of the ASPeCt data; 2) the potential of ASPeCt sea-ice classifications to 
distinguish and characterise different sea-ice habitats; and 3) the potential of fuzzy 
correspondence and canonical analyses to distinguish variability in sea-ice conditions due to 
local regimes, and seasonal melt and freeze of sea ice.  
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3.2 METHODS 
ASPeCt sea-ice data collected from 2004 to 2006 during seven surveys of the Ross Sea, East 
Antarctica and the Lazarev Sea (refer to Chapter 2, Table 2.1) were used to identify sea-ice 
variability at different spatial and temporal scales. All data were collected along transects for 
multidisciplinary, international collaborative programs during which key biological and 
physical features of the sea-ice seascape were simultaneously sampled.   
3.2.1 Sea-ice data collection  
Images of the sea ice were taken every 10 minutes along transects and sea-ice characteristics 
were recorded simultaneously (see Table 1.1 for ASPeCt codes) in SEA ICE LOGGER 
(Gilliespie 1998). Sea ice was classified out to 1 km on one side of the vessel (same side 
throughout) as per ASPeCt protocols (Worby 1999). All data were validated post-cruise 
against images by the same trained observer.  
3.2.2 Data selection protocols 
Uncontrolled pauses in survey effort due to periods of no ship movement, or when 
observations were not possible due to poor light and weather conditions, complicated 
analysis considerably.  To control for these breaks of observation effort, a subset of sea-ice 
records was taken. Sea-ice datasets were edited to blocks of time separated by at least one 
hour, containing records collected at 10-minute intervals. At average ship speeds and after 
plotting all records in ordination space and examining the likelihood of overlapping data, this 
was the minimum interval over which assessments from images could be considered 
reasonably independent (i.e. spatial autocorrelation was minimized). 
Records were excluded from analysis when: 1) the ship was travelling at <5 knots, 2) 
visibility was less than 1 km around the ship, or  3) sea-ice conditions could not be validated 
as there was no picture taken. Height of sea-ice ridges and number of bergs (included in the 
ASPeCt protocols) were excluded from the set of characteristics used here to describe sea-ice 
habitat, due to an inability to validate the information via photographs. Effort and sea-ice 
records used in analysis are shown in Table 3.1. 
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Table 3.1 Survey effort and sea-ice data records classified and used in analysis. Regions: EA: East Antarctica, 
RS: Ross Sea, LZS: Lazarev Sea. 
Region LZS EA LZS EA RS LZS RS 
Season Winter Summer Spring to 
summer 
Spring Summer to 
autumn 
Autumn Spring  
Survey days in sea ice 41 13 31 14 33 9 21 
Hours on effort in sea ice 
with ASPeCt 
classification images 
79.7 62.6 143.2 79 147.5 50.7 122.7 
No. sea-ice images 
classified along track 
478 384 859 281 885 311 708 
No. sea-ice images used 
in analyses 
85 97 177 41 170 45 154 
 
3.2.3 Analysis methods 
All records were first transformed from their categorical form to a numerical code (fuzzy 
coding), then analysed via Multiple Correspondence and Canonical Analysis (MCA and CAP 
respectively). These methods provided the means to identify whether sea-ice habitat changed 
seasonally and locally, and characterise such changes and variability via ordination plots and 
unimodal relationships. Spatial autocorrelation for ice records and the sensitivity to the main 
assumptions used in the various analyses were also furthered explored.  
Fuzzy coding 
Even though ASPeCt data can be used to calculate statistics for ice mass characteristics 
integrated over a defined area in space (Worby 1999), it provides a set of qualitative 
characteristics that need to be transformed into quantitative data so that sea-ice spatial and 
temporal variability can be modelled (Jorgensen 2002). In order to transform these categories 
into a quantitative data form, sea-ice records were “fuzzy-coded” (Roberts 1986, Chevenet et 
al. 1994), and used as point data for statistical analysis. 
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ASPeCt protocols allowed for complexity in the characteristics of sea ice visible from the 
observation platform by characterizing multiple modalities and assessing the relative 
proportions of primary, secondary and tertiary ice. This greatly increased the information 
contained in the data, but also complicated its analysis. To use all of this information 
efficiently, data were treated as “fuzzy” (data were not restricted by a single label and could 
contain multiple ice types) (Chevenet et al. 1994). Fuzzy ordination graphically explores the 
relationships between multiple structuring factors of the seascape, but unlike other ordination 
techniques, it assigns every record a value that identifies its membership to all available 
characteristics of the seascape (Roberts 1986). As per fuzzy-set theory, the partition of each 
ice variable (i.e. ice types) into different modalities (i.e. nilas, grey ice, first-year ice) does 
not provide a mutually exclusive subset of memberships of each record to a particular 
characteristic (Bezdek 1981); it allows a different set of mixtures of ice characteristics for 
each record. In this way highly detailed information is retained for analysis and the structure 
of the ice seascape is better represented.  
Fuzzy coding was chosen because it is based on a highly flexible data tabulation regime. 
Fuzzy coding has previously been used for: 1) large datasets which may have come from 
disparate sources; 2) data with varying degrees of error associated with slight differences in 
collection methods and different individual researchers (Statzner et al. 1994, Ahmadi-
Nedushan et al. 2006); and 3) environmental evaluation from digitized information (Castella 
and Speight 1996). Additionally, fuzzy coding was also chosen due to its proven use in 
stream and terrestrial ecology (Roberts 1986, Fulton 1996), with demonstrable merit for 
synthesizing ecological relations while simultaneously testing them (Roberts 1986) and 
coping with imprecision (Equihua 1990).    
Fuzzy and multiple correspondence analysis 
Multiple correspondence analysis (MCA, referred to as FCA with fuzzy-coded data- in ADE-
4  (Chevenet et al. 1994)) was used to examine the ability of complex fuzzy-coded ASPeCt 
classification scheme (with a total of up to 50 modalities), to descriptively separate individual 
locations on the basis of ice characteristics.  FCA would be considered successful if a small 
set of ordination axes (fewer than the original number (8) of ice variables) explaining most of 
the spatial and temporal differences in sea-ice conditions, could be found from a combination 
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of the original ice variables.  This would essentially provide a model accounting for much of 
the variability in the data, through successively fitting the FCA axes to it. The influence of 
the original traits on the factors could then be examined to determine whether ice modalities 
group together in ordination space in a simple way.  
FCA provides a graphical display which allows the most suitable representation of the data 
matrix — observations (the rows) and sea-ice characteristics (the columns) — to be explored 
while simplifying the data and its interpretation. Furthermore, FCA can be used to identify 
relationships when there is a lack of a priori knowledge of the interactions contained in the 
datasets as it requires fewer restrictive assumptions about the underlying relationships of the 
data (Roberts 1986, Theodorou et al. 2007). MCA is appropriate for fuzzy-coded data 
because it uses the chi-squared statistic to combine variables. The chi-squared statistic 
ignores double zeros (i.e. when two samples both have only one ice type (first-year ice), with 
no affinity for any of the other ice types) when calculating associations between pairs of 
samples. This is important because the large number of zeros resulting from the fuzzy coding 
process (most modalities simply did not occur at each location) may severely distort results 
from other forms of analysis (Legendre and Legendre 1998).  MCA assumes unimodal 
relationships between the habitat variables and the distribution of species, instead of linear 
relationships, and it is able to extrapolate the habitat variables directly into ordination space 
(Ahmadi-Nedushan et al. 2006, Redfern et al. 2006).  
Autocorrelation 
Before testing hypotheses, FCA and time series partial autocorrelation functions (PACF in 
SPSS, 2008) were used to explore the extent to which ice records 5 km apart were 
autocorrelated among all consecutive sea-ice records. Firstly, the percentage of overlapping 
records in the FCA ordination plots were used to assess the degree of autocorrelation 
between nearby records (i.e. high likelihood of non-independent nearby records (Legendre 
and Legendre 1998). Secondly, noise residuals of each FCA axis row scores were modelled 
with SPSS time series modeller, and examined to identify the lag (distance) at which records 
were correlated (autocorrelation was evident for lags in which autocorrelation coefficients 
were greater than 0.60).    
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To increase the spatial distance between records chosen for analysis, a further sample 
reduction was performed in which a maximum of 6 records were randomly chosen for 
hypothesis testing from each block of records. Sample sizes for each set of records depended 
on the duration and spacing of each contiguous sequence of records within a survey. Sub-
sampling ensured that records would be at least 8 km apart and autocorrelated sea-ice 
characteristics would not affect analysis.  
Canonical Analysis 
Since FCA is mainly a data exploratory method, Discriminant Canonical Analysis of 
Principal coordinates (D-CAP, Anderson and Robinson 2003, Anderson and Willis 2003) 
was used to test hypotheses by fitting a discriminant function to FCA scores. FCA scores and 
canonical functions for the randomly selected data were derived from Euclidean distances 
among scores. Discrimination was tested between seasons and regions (East Antarctica, the 
Ross and Lazarev Seas).  
Group (season or region) assignment depended upon the geometric distance of each record 
from group centroids in canonical space. The optimum number of canonical axes was 
determined using D-CAP’s default algorithm (Anderson and Robinson 2003).  Two 
canonical test statistics for the significance of group assignments were used. The first statistic 
is the trace (δ21), which measures the squared canonical correlations of all eigenvectors by 
randomly re-ordering the observations keeping the original data matrix constant. The second 
statistic (δ22) is the greatest root for the trace statistic (Anderson 2004). Canonical correlation 
coefficients were used to identify sea-ice variables responsible for the separation of sea-ice 
records and multivariate patterns via relationships between D-CAP axes, FCA axes and the 
original ice variables. Cross-validation tests were assessed to identify percentage of records 
correctly assigned to each season and region in the discrimination analysis.   
3.3 RESULTS 
3.3.1 Success in decreasing ASPeCt sea-ice data complexity 
FCA analyses were useful in decreasing the number of axes needed to explain over 50% of 
the variability in sea-ice characteristics. Depending on the minimum acceptable percentage of 
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explained variance, 3 to 13 FCA factors were needed for each dataset (individual surveys, 
Table 3.2).  At a conservative 80% (i.e. 20% residual variance) a minimum of 8 and a 
maximum of 13 FCA factors were needed, depending on the survey (Table 3.2). This is not 
an improvement from the original eight ice categories sampled by the ASPeCt protocols.  
However, if 50% explained variance is sufficient to describe patterns in the data, 3 to 6 
factors explained the variability in sea-ice records for each of the seven surveys.  
 
Table 3.2 Number of fuzzy correspondence (FCA) axes needed to explain a) 50% and b) 80% of the 
variability in the data, and percentage of variability explained by the main two FCA axes per survey. Regions: 
EA: East Antarctica, RS: Ross Sea, LZS: Lazarev Sea.  
Region Season #  Ice 
records  
Factors 
explaining 50%  
of the variability  
Factors 
explaining 80%  
of the variability  
Variability 
explained by the 
1st  FCA axis 
Variability 
explained by the 
2nd FCA axis 
LZS Winter 85 5 12 17% 11% 
LZS Summer 177 6 12 13% 8% 
LZS Summer/Autumn 45 3 8 24% 16% 
EA Spring 41 4 10 19% 13% 
EA Summer 97 5 12 19% 11% 
RS Summer/Autumn 170 5 13 17% 10% 
RS Spring 154 6 12 17% 11% 
 
Although FCA decreased the number of factors/descriptors used in hypothesis testing, these 
still measured the great detail and variability contained in the ASPeCt data. The complexity 
in terms of the small-scale characteristics of the ice was evident in dissimilarities among 
adjacent, or close by, observations.  
There was little structure along the FCA axes such that groups emerged according to their 
spatial proximity. Indeed, the observation and interpretation of the ordination plots with both 
sub-sampled and complete datasets (e.g. Figure 3.2) shows that there was less than a 30% 
overlap in sea-ice records throughout ordination space. Only those records in which medium 
to vast floes of medium thickness (between 15 – 70cm) and new unconsolidated ridges were 
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observed, seem to overlap considerably (i.e. 60% records were clearly similar and overlap 
with at least one other record). 
It was evident that the intensive sampling regime (i.e. detail of sea-ice characterisation via 
ASPeCt and 10 minute classification intervals) provided enough detail that a considerable 
proportion of the ice records were different from their nearby locations. Additionally, PACF 
provided evidence of autocorrelation only at the first lag (records 5 km apart). Thus, knowing 
that potential relationships of ice records at small sampling distances can influence statistical 
testing by misrepresenting the importance of environmental features that are spatially 
structured ( Legendre 2002), for a conservative sub-sampling approach to adjust for this first 
lag autocorrelation was used.   
3.3.2 Patterns in sea-ice characteristics 
Trends in sea-ice characteristics were detected via FCA displays throughout most surveys. 
The direction and strength of vectors with column scores, was dependent on the distribution 
of modalities amongst observations in each survey. Nevertheless, the modalities describing 
floe size and topography explained most of the separation along the first two factors 
(axes/dimensions) in each survey.  
All data provided evidence of the same patterns in ordination space even when sub-sampled 
for hypothesis tests. Plots from the two main FCA axes (column scores) for most surveys, 
(i.e. in the Ross Sea, Figure 3.1) clearly separated records into four main groups according to 
their characteristics: a) smaller or broken floes of thicker (greater than 70cm) ice types which 
had been weathered and contained consolidated ridges and a thick cold snow cover ; b) level 
new forming ice sheets lacking snow cover; c) medium to vast floes of medium thickness 
(between 15 – 70cm) and new unconsolidated ridges covered sometimes with a thin layer of 
fresh snow; and d) nilas and young grey ice under 15cm of thickness which was either 
cemented together as pancakes or had been finger rafted. These patterns were clearly 
illustrated for the Ross Sea summer ice records (Figure 3.2), even though the first two FCA 
axes account for a low proportion of the total data variance (the first two axes explained less 
than 25% of the variability in the data). 
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Figure 3.1 Summer Ross Sea survey influence plots (for FCA axis 1, horizontal, and FCA axis 2, vertical) for 
each aspect-derived modality. Length and direction of vectors for each modality is indicative of influences on 
the separation of individual ice records in each ordination space. Axes are ranged to clearly show vectors.  
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Figure 3.2 Summer Ross Sea FCA plots for a) complete sea-ice dataset, and b) subsampled sea-ice records used 
in hypothesis testing. Symbols represent the four main groups in which sea-ice characteristics were grouped: A) 
smaller or broken floes of thicker (greater than 70cm) ice types which had been weathered and contained 
consolidated ridges and a thick cold snow cover ; B) level new forming ice sheets lacking snow cover; C) 
medium to vast floes of medium thickness (between 15 – 70cm) and new unconsolidated ridges cover 
sometimes with a thin layer of fresh snow; and D) nilas and young grey ice under 15cm of thickness which was 
cemented together as pancakes or finger rafted. 
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FCA axes were to some extent correlated with most of the original ASPeCt sea-ice variables 
(i.e. characteristics, e.g. Table 3.3), but according to the season sampled, different ice 
variables played a greater role in separating ice records. During autumn and winter for 
example, the sea-ice seascape was separated locally mainly by the following five ice 
variables: ice types, floe size, snow type, topography and ridging. In contrast, during late 
spring and summer the patterns of differentiation were mainly due to differences in ice type 
and to a lower degree influenced by differences in floe size and topography (Table 3.3). 
3.3.3 Variability in sea-ice conditions due to sea-ice seasonal local 
regimes, melt and freeze 
Column scores for the new independent axes from FCA analysis proved useful in canonical 
analysis to differentiate ice characteristics according to region and season.  
Characterising seasonal changes in sea-ice habitat  
Seasonal differences in sea-ice seascape in the Ross Sea 
Results separated sea-ice records from the three Ross Sea surveys (spring, summer, late 
summer/autumn) along the first two FCA axes based on the row scores (Figure 3.3a), even 
though these axes only explain ~20% of the total variability. The Ross Sea region displayed 
greater variability among sea-ice observations during the summer than the spring survey, 
suggesting more predictable sea-ice conditions during summer (Figure 3.3a). Discriminant 
canonical analyses separated the sea-ice seascape found in the three Ross Sea surveys (δ21= 
0.773, P = 0.0001 and δ22= 0.5303, P = 0.0001). The canonical variables correctly classified 
267 out of 367 records by season in this region: 63% spring Mertz Polynya, 84% spring Ross 
Sea-ice shelf, and 66% summer Ross Sea-ice shelf.  Correlations between the first canonical 
axes and the 1st and 2nd FCA axes were the strongest (-0.533 and 0.760, respectively). 
Correlations between the second canonical axes and the first, fourth and seventh FCA axes 
were the strongest (-0.450, -0.686 and 0.508 respectively).  
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Figure 3.3 a) Ordination of FCA scores comparing the three Ross Sea surveys (subsampled data); b) FCA plot 
displaying the influence of each of the original modality on the distribution of the sea-ice records throughout the 
different temporal scales. Length and direction of vectors for each modality is indicative of influences on the 
separation of individual ice records in each ordination space. Axes are ranged to clearly show vectors. Datasets: 
spring Ross Sea Mertz polynya (spring RSM), summer Ross Sea-ice shelf (summer RSS), spring Ross Sea-ice 
shelf (spring RSS). 
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The first canonical axis, was mostly influenced by the differences in topography and snow 
type (correlations with the second FCA axis were 0.4308 and 0.4804, respectively), and to a 
lesser degree to those differences in ice type, ice thickness, floe size and ridging presence 
(correlations with the first FCA axis were 0.5828, 0.480, 0.4660 and 0.5103, respectively). 
The relationship between FCA axes and the original sea-ice variables (Figure 3.3b) showed 
that: 1) during spring the sea ice located south of 68° in the Ross Sea was mainly 
characterised by ridged, medium-size first-year ice floes greater than 70cm in thickness, 
covered by old melting snow and divided by breaks between 200 to 500m and leads; and 2) 
during the end of summer and throughout the Mertz polynya there were a wider range of sea-
ice conditions structuring the sea ice and a tendency for smaller breaks (< 200m) in between 
the floes.  
These surveys were characterised by thinner ice forms including nilas, grease, pancakes and 
grey ice, forming new level-ice sheets and recently ridged ice sheets with very little or no 
snow cover. First-year ice was also distinctive in summer, but in thinner floes (< 70cm). 
Seasonal differences in sea-ice seascape in the Lazarev Sea 
For the Lazarev Sea, many FCA axes were significantly correlated with the original sea-ice 
variables (Table 3.3a). Summer, autumn and winter differed considerably in their sea-ice 
characteristics, although there were only a low number of records for autumn. Nevertheless, 
there was a trend in the ordination space as ice froze from summer to winter; records were 
clumped as a progression of changing sea-ice conditions from summer to winter (Figure 
3.4a). Records from summer were particularly heterogeneous.   
The Lazarev Sea surveys differed significantly according to their ice characteristics (δ21= 
0.8556, P = 0.0001and δ22= 0.6994, P = 0.0001); 86% of variance was explained by 
canonical axes in the Lazarev Sea for the trace statistic compared to 77% variability 
explained in the Ross Sea. 243 out of 300 records were correctly classified: 87% during 
winter, 82% in spring, and 63% during autumn. Correlations between the first canonical axes 
and the first and the second FCA axes (0.571 and 0.763 respectively), and the second 
canonical axis and the third and the sixth FCA axes were the strongest (0.633 and -0.486 
respectively).   
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Figure 3.4 Seasonal differences according to local ice regimes in the Lazarev Sea. A) Ordination of FCA scores 
comparing the surveys in the Lazarev Sea: winter, spring and autumn (subsampled data); b) FCA plot 
displaying the influence of each of the original modality on the distribution of sea-ice records throughout the 
different temporal scales. Length and direction of vectors for each modality is indicative of influences on the 
separation of individual ice records in each ordination space. Axes are arranged to clearly show vectors. 
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The first canonical axis was influenced first by the differences in topography and ridging 
(correlation to the second FCA axis were 0.444 and 0.5804, respectively), and secondly to 
the differences in ice type and floe size (correlation to the first FCA axis were 0.419 and 
0.582, respectively). 
In the Lazarev Sea the presence of new sheets of nilas and young grey ice, forming either 
finger-rafted floes or floes made of cemented pancakes, and the presence of leads, were 
responsible for the separation of the winter survey from the other seasons (spring and 
autumn) (Figure 3.4b and 2.6). During summer the sea ice consisted of brash, grey white ice 
and first-year ice (less than 70cm or over 1.2m) considerably ridged and covered by melting 
old snow. The floes were broken by open-water breaks that had an areal extent of up to 200 
m, or polynyas (Figure 3.4b and 2.6). The position of the autumn data reflected the transition 
from summer to winter (Figure 3.4b).  
Characterising regional changes in sea-ice habitat during spring and summer 
Most ice records from spring and summer were correctly identified in discriminant canonical 
analysis according to the region in which the sea ice was sampled. FCA scores separated 
spring data by region fairly well (Figure 3.5a), despite the fact that the first two FCA axes for 
all regions explained less than 22% of the variability among observations. Further separation 
was clearly obtained after canonical analysis; all spring surveys separated in ordination space 
(Figure 3.5b), and were significantly different with over 65% of variance explained by 
canonical axes (δ21= 0.67618, P = 0.0001 and δ22= 0.47504, P = 0.0001). 309 out of 415 
records were correctly classified into each region: 84% of Lazarev Sea, 66% of Ross Sea and 
79% of East Antarctic records.  The correlation between the first canonical axis and the 
second and the fourth FCA axes were the strongest (-0.783 and 0.4916 respectively).  
FCA analysis separated East Antarctica sea-ice characteristics fairly well from those 
observed in the Ross Sea during summer (Figure 3.6). However, these two areas seem to 
share some dominant characteristics: ridged and snow-covered first-year ice floes of all sizes 
separated by leads and breaks of up to 200m, and new sheets of forming ice types (grease, 
nilas and young grey ice) that had been finger rafted and were recently covered by a thin 
layer of snow.  
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Figure 3.5 Spring regional differences based on local ice regimes. Ordination of fuzzy correspondence scores (a) 
and ordination of canonical discriminant analysis comparing the sea-ice characteristics (FCA row scores) (b), 
during the spring/ early summer surveys throughout the Ross Sea-ice shelf (RSS), the Lazarev Sea (LZS) and 
East Antarctica (EA).
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Figure 3.6 Ross Sea seasonal plot. FCA axis 1 (horizontal) and axis 2 (vertical) for the spring to early summer 
surveys throughout the Ross Sea, the Lazarev Sea and East Antarctica, displaying the influence of each of the 
original modality on the distribution of the sea-ice records throughout the different local regimes.  
 
All three summer surveys (Lazarev Sea, Ross Sea and East Antarctica) were also 
significantly different (CAP: δ21= 0.5452, P = 0.0001 and δ22= 0.4569, P = 0.0001). 189 out 
of 294 records were correctly classified in each region: 52% of Lazarev Sea, 59% of Ross 
Sea and 78% of East Antarctic records.  The correlation between the first canonical axis and 
the first and the second FCA axes were the strongest (0.3479 and -0.8294 respectively).  The 
correlation between the second canonical axis and the sixth, seventh and eight FCA axes 
were the strongest (0.4889, -0.4908 and 0.5129 respectively). The corresponding FCA axes 
were in turn strongly correlated to ice type and floe size (0.5527 and 0.4902 correlation the 
first FCA axes, respectively). FCA separated summer records into two main groups: 1) the 
Lazarev and Ross Seas, and 2) East Antarctica (Figure 3.7a). The Lazarev and Ross Seas sea 
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ice was dominated by thicker ridged ice floes (First-year ice and grey white ice) of various 
sizes, broken by medium to large open-water areas, and a considerable cover of packed or 
melting snow.  East Antarctica’s sea ice had thinner ice types (e.g. grease, pancakes, nilas 
and young grey ice) forming new sheet ice of medium floe size presenting either no ridging, 
cemented pancakes or finger rafting without snow (Figure 3.7b).   
3.4 DISCUSSION 
One of the main challenges of Antarctic studies is to assess and quantify the ecological 
significance of Antarctic sea ice (Dieckmann and Hellmer 2008, Massom and Stammerjohn 
2010). The horizontal variability in ice structure provides biologically important differences 
in ice seascape across small distances. This occurs firstly by promoting a diverse range of 
biochemical processes, and secondly through varying nutrient levels that support different 
communities, even between nearby individual ice floes (Massom et al. unpublished data). 
The characteristics of the sea-ice seascape plays an important role in the distribution of sea-
ice biota (Thomas and Dieckmann 2003, Eicken 2008, Haas 2008a, Massom et al. 
unpublished data), and thus could be useful in identifying habitat descriptors that best explain 
species distributions at various scales. Yet, few methods have been developed to identify, 
measure and model how this variability of the sea-ice structure (Jorgensen 2002) influences 
the distribution of sea-ice species at fine-scales. This is mainly because little effort has been 
focussed on the development of standardised methods to use complicated datasets such as 
ASPeCt.  This study was able to detect and characterise the patterns that occur as the sea-ice 
freezes and melts based on ASPeCt classifications via fuzzy coding, fuzzy correspondence 
and canonical discrimination analyses.     
It was evident that while the nature of the ice is not necessarily predictable from place to 
place, different regions, as well as different seasons, can be distinguished statistically. 
Heterogeneity across the data at the largest scales sampled in time and space (among regions 
and across seasons) was systematic, and hence could be interpreted in terms of changes in 
specific ice characteristics. It is also clear that there is substantial heterogeneity at small 
scales, as local synoptic events influence the formation and deformation of the sea ice.  
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Figure 3.7 Regional differences according to local ice regimes during late summer/ autumn surveys. a) 
Ordination of FCA scores comparing the throughout the Ross Sea-ice shelf (RSS), the Lazarev Sea (LZS) and 
East Antarctica (EA); b) FCA axis 1 (horizontal) and axis 2 (vertical) for the late summer/autumn surveys, 
displaying the influence of each of the original modality on the distribution of the sea-ice records throughout the 
different local regimes. 
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3.4.1 Fine- scale variability  
FCA needed several axes to account for variance in the data, even within a single survey 
(time/region), and the derived FCA factors were correlated with most of the sea-ice variables. 
This is probably caused by the intrinsic complexity that cannot be reduced due to the amount 
of information used to describe sea-ice habitat via ASPeCt. Interestingly, while the first few 
axes always explained a minority of the variability, this proportion was significant in 
canonical analysis, in that it explained systematic heterogeneity. It is likely that the ability to 
detect and quantify fine-scale variability in this study is the result of both intensive sea-ice 
sampling (e.g. records taken less than 10 km apart) and incorporation of numerous sea-ice 
variables into analyses.  
Employing fine-scale detailed ASPeCt data and sampling the sea ice at ten minute intervals 
revealed important fine-scale complexity in observable ice characteristics. Samples 3 to 5 km 
apart were generally separable according to their ice classification and thus indicated 
variability throughout the sea ice at a fine-scale. Fine-scale variability is highly important 
since fine-scale ice features may serve as cues for predators searching for patchy 
aggregations of prey in and around ice edges (as suggested by Brierley et al. 2002). 
Consequently, the approach used in this study may be more suitable for exploring ecological 
relationships than broader-scale approaches used in previous studies (Burns et al. 2004, 
Chapman et al. 2004, Ribic et al. 2008) where important fine-scale features of the sea-ice 
habitat were not characterised. 
Previously, studies have highlighted the distinct variability of the sea-ice cover, with ice 
characteristics differing even among adjacent floes (Massom and Stammerjohn 2010, 
Massom et al. unpublished data), and have outlined how this variability is obscured by all 
space-time averaging (e.g. regional monthly averages of sea-ice extent) (Massom and 
Stammerjohn 2010). The results of this study show that not all ice variables have the same 
ability to capture fine-scale variability. In this study, different ice variables were useful in 
separating particular sea-ice conditions, and therefore potential habitats within a 
survey/season/region. During autumn and winter, when ice cover is most heterogeneous, sea-
ice characteristics were separated locally mainly by differences in ice types, floe size, snow 
type, topography and ridging. In contrast, during late spring and summer when melting was 
the dominant process and ice conditions were less variable, it was primarily the differences in 
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ice type that were responsible for local differentiation in the ice seascape. In some cases, floe 
size and topography were also important descriptors during spring and summer.  
Interestingly, ice thickness was not highly correlated to the canonical axis separating ice 
characteristics seasonally and regionally, and therefore was not useful for detecting fine-scale 
variability. This is particularly important, firstly because deriving ice thickness 
measurements from remote-sensed data is currently one of the main focuses of sea-ice 
physicists (Haas 2008a, Lewis et al. 2010, Weissling et al. 2011), and secondly because it 
has been suggested that ice thickness may enhance performance of existing global climatic 
models (Zwally et al. 2008). 
3.4.2 Seasonal variability in ice conditions 
This study was able to quantify sea-ice characteristics that describe the structure of the sea 
ice and measure the temporal and seasonal differences across local regimes. Ordination of 
fuzzy-coded data provided the means to analyse and interpret highly detailed and complex 
ASPeCt sea-ice datasets. This study detected clear temporal changes in sea-ice cover in 
greater detail, while previous studies found very little seasonal variability throughout the sea-
ice zone via ice and snow thickness distribution curves (except in summer when there is 
clearly a higher percentage of thick ice present) (Worby et al. 2008).  
FCA analyses corroborated the patterns observed via ice changes in thickness (Worby et al. 
2008) and also detected a clear seasonal pattern of change in the structure of the sea ice.  It 
was evident that topographic variables (primarily), and ice type and floe size (secondarily), 
were useful to measure and display patterns in the structural change of the sea ice throughout 
the Ross Sea and the Lazarev Sea.  
Results were fairly consistent with previous descriptions of the seasonal variability of the sea 
ice by Worby et al. (2008), based on ice thickness:  1) there was a fairly constant percentage 
of the thicker ice floes continuing to exist through summer melt in all regions; 2) summer 
was a period of extremes and great variability (e.g. ASPeCt records from summer were 
particularly heterogeneous), where mean ice thickness values were greatest and mean ice 
concentration lowest (due to limited formation of thin ice); 3) winter was a period dominated 
by the highest ice concentration and the lowest variability, due to rapid freezing of leads and 
highest ice cover; and 4) spring and autumn as transition seasons of similar concentrations, 
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but differed in sea-ice character, as greater new ice was observed in autumn and more 
deformed ice in spring.  
Even though, sea-ice records in most regions were distributed in ordination space as a 
progression from summer to winter, with a smooth transition during autumn (as expected by 
previous studies, e.g. Worby et al. 2008); the variables responsible for these patterns were 
not consistent with the expectations. Winter was not dominated and characterised by the 
expected thicker, larger and stronger ridged ice floes in the Lazarev Sea; instead, there was a 
distinct presence of newly formed and ridged ice sheets (e.g. nilas and young grey ice) that 
separated the winter records from the autumn and the summer surveys. It was unclear 
whether such patterns of seasonal differentiation were common in this particular region and 
what the ecological implication of melting events during winter might be. It is possible that 
these bimodal distributions in sea-ice characteristics occur in winter and spring as a 
consequence of strong regional deformation (as suggested by Worby et al. 2008).  
It is clear that the local structure of the sea ice due to ridging and melting changes differently 
both annually and regionally as a consequence of different climates and synoptic events over 
particular parts of Antarctica. Importantly, the rate at which deformation via ridging or melt 
happens will be determined by the types of ice found locally. Firstly, melt rates are related to 
ice thickness distribution and differ for different ice types within the same thickness class, 
and secondly, both melt and ice growth rate differences become stronger as the ice-thickness 
classes get smaller. For example, nilas melts at a different rate than pancake, and thin ice will 
grow faster in the presence of sharp temperature gradients (Haas 2008a). Additionally, the 
thinner the ice forms the harder it is to measure the rate of ice production and melt accurately 
by remote sensing, due to increasing error and misclassification of sea-ice types in new and 
young ice as a consequence of the increase in its reflecting power -the albedo of the sea ice 
(Heinrichs et al. 2006, Cavalieri et al. 2010). Therefore, identifying the structure of the sea 
ice at a fine-scale may be useful to identify the rates at which ice will melt, and to understand 
how ice will deform.  
3.4.3 Regional variability in ice conditions 
Not all ice conditions occur in space homogenously. Spatial changes in sea-ice characteristics 
were not as simply represented by the data as the temporal changes detected. The ability to 
differentiate across regions depended on the season in which the data were collected. The 
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number of axes needed to explain variability and the percentage of seasonal differentiation 
was not consistent across all regions. Throughout the Lazarev Sea for example, canonical 
analysis explained a greater percentage of seasonal differentiation, and was more robust in 
identifying the sea-ice characteristics that best explained the seasonal variability than data 
from the Ross Sea.  
There seems to be an interaction between the seasonal progression of the sea ice and the local 
structuring regimes. During spring, stronger regional sea ice differences emerged. 
Throughout the Ross Sea for example, ice types and floe sizes were similar to those seen 
throughout East Antarctica, and were different from those in the Lazarev Sea. In contrast, the 
Ross Sea’s topographic conditions and snow cover were similar to those observed in East 
Antarctica, but different from those found throughout the Lazarev Sea. During summer and 
early autumn, when most ice had melted and ice cover was at its minimum, regional 
differences were not strong. Generally sea-ice conditions were less dissimilar across regions 
in summer.  
It is likely that during the formation of the sea ice (e.g. outside summer) difference in local 
physical regimes are responsible for greater differentiation in sea-ice conditions across 
regions. East Antarctica and the Lazarev Sea, for example, are marked by narrow continental 
shelves while the Ross Sea is characterized by an extensive and broad continental shelf. In 
East Antarctica, the continent is in close proximity to the southern boundary of the main 
frontal divergence system (known as the Antarctic Circumpolar Current -ACC) (Rintoul and 
Bullister 1999), and there is an inbound elongated gyre promoting water-mass exchange 
between the eastern and western end of the Australian-Antarctic basin (Nicol et al. 2000a, 
Nicol et al. 2000b). The interaction of these two physical features promotes rapid ice break-
up and allows for a shorter sea-ice season in East Antarctica when compared to the rate at 
which sea ice breaks in the big embayments of the Weddell and Ross Seas (Meiners et al. 
2010).   In the case of the Lazarev Sea, the ACC divergence does not influence ice 
deformation as strongly. The Lazarev Sea is however, highly influenced by the inflow of 
circumpolar Warm Deep Water (WDW) coming from the Weddell Gyre, and the influence of 
the Maud Rise seamount (Flores et al. 2009a). The Ross Sea is unique in that the extensive 
continental shelf acts as a southern boundary to the gyral systems where landward currents 
associated with water mass transitions flow onto the shelf (Jacobs 1991, Whitworth et al. 
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1998b). Sea ice in the Ross Sea includes thicker ice in all seasons, except during spring when 
a large polynya opens adjacent to the Ross Ice Shelf (Worby et al. 2008).  
In addition to local features that structure the environment, passing storms also alter ice 
dynamics (Lewis et al. 2010, Massom and Stammerjohn 2010). Storms promote convergence 
in the sea-ice motion patterns and rapidly change the existing ice via rafting and pressure 
ridge formation, and break the ice up into assemblages of different floe sizes, ice types/ages 
and snow-cover thicknesses.  
It is likely that these same local regimes and synoptic forces caused the melting patterns seen 
in the Lazarev Sea, and that the influx of warm water resulting from the local hydrographic 
profile promoted melting of sea-ice cover throughout the winter surveyed. This may be 
because ice warms considerably faster than it cools (Lewis et al. 2010), therefore melting can 
occur on the bottom due to warmer deep water upwelling, while growth happens on the 
surface via snow–ice formation (Lytle and Ackley 2001). Interestingly, thickening of the ice 
cover in this region and nearby areas such as the Weddell Sea seems to have an unexpected 
north to south component due to local drift (Worby et al. 2008). 
3.4.4 The importance of characterising sea-ice structure and it’s 
variability under current climate change patterns  
Currently great attention has been given to modelling sea ice and productivity (e.g. Smith and 
Comiso 2008, Lannuzel et al. 2010). However, little progress has been made in this field, 
probably because of the great heterogeneity and variability observed at large and small 
spatial scales and its dynamic nature (Massom and Stammerjohn 2010). Therefore, further 
work on assessing and analysing temporal variability is necessary to better understand the 
ecosystem’s responses to natural variability (Massom and Stammerjohn 2010).  
Sea ice as a physical feature and boundary influences the global climate and local biological 
processes by providing food and shelter to various ice-associated species. From a physical 
point of view, during the formation of the sea ice, cold, dense, oxygen-rich Antarctic Bottom 
Water (ABW) is also formed as the brine is rejected, while during its melt freshwater is 
released back into the ocean; this freshwater release and retrieval is one of the main drivers 
of the global ocean circulation (Lubin and Massom 2006 and references therein). Therefore, 
not surprisingly, not only the extent of the ice cover but also its structure will dictate the rate 
at which melting and freezing occurs (e.g. concentration, dynamics, ice-type and thickness 
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distribution, degree of deformation and snow cover, and their respective interactions) 
(Massom and Stammerjohn 2010) and influence global ocean circulation. Thus, 
characterising sea-ice structure and how it changes could be useful for future climatic studies.  
Sea ice is a sensitive indicator of climate change and climate variability as it forms, evolves 
and melts locally in response to synoptic patterns in atmospheric and oceanic forcing 
(Massom and Stammerjohn 2010). Regional variations in atmospheric and climatic forces 
result in an uneven sea-ice distribution, and are likely to dictate different responses to climate 
change (Nicol et al. 2008). Sea-ice cover in the Western Antarctic Peninsula for example, 
appears to be declining (Smith et al. 2003, Ducklow et al. 2007), whilst the opposite pattern 
(of increase) seems evident in the Ross Sea (Stammerjohn et al. 2008b).  
The analytical approach revealed how the structure of the sea ice changed locally and 
seasonally as sea-ice formed and deformed from autumn to spring; this analytical approach 
was found useful for developing models that better represent and measure the variability of 
the sea ice. This approach incorporates formation and deformation processes which could 
draw stronger ecological relationships (e.g. species distribution) to those environmental 
features that are mostly affected by climate change (e.g. sea-ice cover and structure), and 
which are likely to control productivity at a fine-scale and may serve as a proxy (via 
measuring appropriate ice variables) to predict productivity. This information could enhance 
our predictive ability of potential future scenarios under current climatic trends.   
As ASPeCt sea-ice data and ordination methods can characterise sea ice changes, they hold 
great potential to enhance accuracy of climatic and circulation models in several ways. 
Firstly, fuzzy coding allows an efficient means of sampling the primary, secondary and 
tertiary ice characteristics where there was a complex mixture of ice types. Secondly, 
ASPeCt data provides a way of classifying not only the presence of particular ice types, but 
also their importance in each location, according to their coverage. Finally, it provides a 
means of not only characterizing the sea ice but also of describing open-water areas and leads 
as ice floes break and deform. Open-water areas are highly important because they provide 
predators with access to prey and oxygen (e.g. in the case of marine mammal species Thiele 
and Gill 1999, Tynan et al. 2009) and promote new ice formation (Haas 2008, Tamura et al. 
2008).  
The results of this study support Worby et al. (2008) in that the ASPeCt data represent the 
most comprehensive dataset available on Antarctic sea-ice conditions and offer valuable 
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insights into the seasonal evolution of sea ice around the continent. This study also highlights 
the need to characterize Antarctic sea ice to better represent the variability in ice conditions, 
ice growth, decay and metamorphic processes that are necessary to accurately represent the 
evolution of the ice cover on an annual basis (as suggested by Worby et al. 2008) and 
supports ASPeCt data analysis for these purposes.  
3.4.5 Biological significance of the sea-ice structure and its potential to 
explain biological processes that occur within the sea-ice zone 
From a biological perspective, sea ice influences the variability in Antarctic primary 
production in that it serves as a substrate for concentrated algal biomass and growth, shapes 
nutrient dynamics, determines ocean stratification and light availability (Arrigo 2008). 
Thanks to sampling resolution and comprehensive descriptors, ASPeCt data is likely to be 
useful in exploring productivity as it provides the necessary information to identify sea-ice 
characteristics that can be related to the conditions in which the sea ice was formed. The 
structure of the sea-ice seascape (floe sizes, as well as the type and age of the ice and its 
snow cover)  reflects the conditions in which sea ice was formed and thus can be indicative 
of how much particulate matter is incorporated into the sea ice and how potentially 
productive a particular area might be. When ice is formed under turbulent conditions, it is 
likely that higher concentration of biological material will be trapped inside the ice crystals 
as they rise through the water column, in comparison to ice formed under calmer conditions 
(Garrison et al. 1989, Massom and Stammerjohn 2010). Most ice for example, forms as frazil 
crystals in open-water areas under dynamic conditions (Lewis et al. 2010). The greater the 
percentage of frazil ice within the sea ice, the higher the amount of particulate matter that 
will be trapped in the sea ice (Garrison et al. 1989, Jeffries and Weeks 1993, Ackley and 
Sullivan 1994, Lizotte 2008). The greater the amount of particulate matter trapped, the 
greater the chances that high ice-algal biomass will develop (Ackley and Sullivan 1994). 
From autumn to early spring, the sea ice supports greater nutrient concentrations (Arrigo 
2008) and greater algal biomass than the underlying upper water column (Quetin and Ross 
2009). Ice-algae are very important in the Antarctic ecosystem. Thus, quantifying and 
identifying different ice types might be very useful to develop better estimates of austral 
primary productivity.   
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The length of time an area is covered by sea ice affects annual primary production. The 
sooner the sea-ice zone starts freezing and advancing north during autumn, the more algae 
will be potentially trapped within the sea ice, since there are still substantial microbial 
populations (including microalgae) left over in surface waters from the preceding spring 
blooms (Daly 2004). On the other hand, the later the ice starts melting during spring, the 
shallower the mixed layer will be (Vernet et al. 2008). The mixed layer is formed when 
freshwater from melting sea ice stabilizes the water column and gives rise to a shallow 
summer mixed layer (SML) over a winter layer (Klinck 1998). The shallower the mixed 
layer, the less nutrient-rich water will be limited by sunlight and day length during the 
phytoplankton growth season (Vernet et al. 2008). The characterisation of the sea-ice 
structure provides a base line to understand, complement and strengthen the ability to locate 
and predict areas of greater productivity. 
In addition to the influences on primary production, the structure of the sea ice also affects 
the main Antarctic prey species. The structure of the sea ice holds some functional 
relationship to the distribution of krill. Firstly, thicker and more complex ice conditions will 
lead to enhanced primary production and thus lead to greater food availability for primary 
consumers (Ackley and Sullivan 1994, Massom et al. 2006). Secondly, while ice-freezes and 
floes collide with each other due to their interaction with the waves, over-rafted habitat of 
gaps and “caves” within the sea ice start to form (Massom and Stammerjohn 2010). These 
are important habitat for krill and for the over-winter survival of larval krill (Frazer et al. 
1997, Quetin and Ross 2009). Early development of krill (including ovarian development, 
spawning, larval development and metamorphosis) relies on adequate food sources, which 
will in turn be determined during austral spring by the retreat and melt of the seasonal sea ice 
(Quetin and Ross 2009 and refs therein). Variability in the environment and the seasonal sea-
ice dynamics determine food availability, by influencing annual primary production and 
timing of algal blooms (Vernet et al. 2008). This influences krill recruitment success (Quetin 
and Ross 2009), which in turn cascades to higher trophic levels (Barrera-Oro 2002). During 
winter, larval krill from the under-ice habitat have been found in better condition than those 
from open water (Ross et al. 2008, Flores et al. 2011).  
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3.5 CONCLUSION 
Since potentially ecologically important heterogeneity is detectable at fine-scales, studies 
such as this, which used data with an intrinsically fine resolution, are important to explore the 
relationships between the physical environment and the biological component of the sea-ice 
seascape. The results of the analyses are a consequence of the large variability in 
characteristics of ice at very fine-scales, however it is likely that these fine-scale features are 
biologically important and should be further explored and incorporated in analyses. Fuzzy-
coded detailed ASPeCt data allows links to be made to patchiness in productivity through an 
understanding of ice formation and sea-ice structure. This model remains to be fully 
developed, but appears to be an alternative to paradigms using only broader-scale data.
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Chapter 4. Minke whale distribution in relation 
to the structure and spatio-temporal variability 
of the Antarctic sea-ice zone 
 
4.1. INTRODUCTION 
Most southern hemisphere baleen whales migrate south every year to exploit the highly 
productive austral summer, but minke whales (Balaenoptera bonaerensis and possibly B. 
acutorostrata subspecies) are found in the Antarctic year round (Aguayabo-Lobo 1994, Gill 
and Thiele 1997, Pitman and Ensor 2003, Tynan et al. 2009, Acevedo et al. 2011). Peak 
densities of minke whales occur in mid-summer (January) (Kasamatsu et al. 1995, 
Kasamatsu 1996, Kasamatsu 2000) when the ice is in the final stages of its retreat. At other 
times, these animals have been reported within the sea ice even hundreds of kilometres inside 
the ice edge (Taylor 1957, Condy 1977, Naito 1982, Ensor 1989, Ichii 1990, Ribic et al. 
1991, Aguayabo-Lobo 1994, Thiele and Gill 1999). However, until now few studies have 
attempted to investigate minke whale distribution inside the sea-ice zone in multiple seasons 
and attempted to link the distribution of habitat characteristics of the sea-ice zone.  
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4.1.1. Minke whale distribution  
Antarctic minke whale distribution has been explored in relation to oceanographic 
parameters and prey relationships (Friedlaender et al. 2006, Friedlaender et al. 2009). 
Associations with bathymetry, sediment type, water mass, circulation fronts, extent and 
position of the ice edge, and water temperature have been noted (Condy 1977, Naito 1982, 
Ackley and Sullivan 1994, Kasamatsu et al. 1995, Thiele and Gill 1999, Kasamatsu et al. 
2000a, Buesseler et al. 2003, Naud et al. 2003, Shimada 2003, Macleod 2004, Thiele and 
Gill 2004, Nicol et al. 2008, Tetley et al. 2008, Tynan et al. 2009, Beekmans et al. 2010, 
Friedlaender et al. 2011). Interactions between environmental factors vary across space 
(Tetley et al. 2008) and time (Kasamatsu et al. 2000a, Beekmans et al. 2010) indicating that 
minke whale habitat is dynamic, and it remains unclear what determines variability in 
distribution (e.g. Kasamatsu et al. 2000b, Thiele et al. 2000, Murase et al. 2002, Anderwald 
et al. 2012). Most models have addressed minke whale distribution outside the sea-ice zone.  
Although some previous studies have considered sea-ice cover, few have investigated sea-ice 
structure as the underpinning environmental characteristic (e.g. Ribic et al. 1991, Ferguson et 
al. 2000, Chapman et al. 2004, Ainley et al. 2007, Ribic et al. 2008, Beekmans et al. 2010). 
Once sea ice has developed, sea-ice characteristics may be more useful than the water-
column in predicting the distribution of top-predators (Chapman et al. 2004, Ribic et al. 
2008), since the sea ice may be providing important habitat. Population abundance models 
based on data from ice-free open water may misjudge the distribution and density of minke 
whales. It is therefore important to understand the influence of sea ice on minke whales. 
4.1.2. Structure and biological role of the sea-ice seascape 
To explore key habitat structure that explains the distribution of animal species, terrestrial 
(Blouin-Demers and Weatherhead 2001, e.g. Mowat and Slough 2003, Tews et al. 2004) and 
aquatic ecological studies (Coles et al. 2009) have explored vegetation. In the case of 
Antarctica, sea-ice structure may play a similar role to that of vegetation cover. However, it 
was not until recently that a method for sea-ice habitat structure analysis was developed 
(Chapter 3, section 3.2). Previous studies have used sea ice measures (e.g. sea-ice percentage 
cover, extent and thickness averages acquired from satellite images) to explain minke whale 
distribution (e.g. Kasamatsu et al. 2000a, Ribic et al. 2008, Beekmans et al. 2010), and 
explore patterns of global sea-ice change (Allison 1997, Ackley et al. 2003, Worby et al. 
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2008), yet those measures have a limited ability to characterise fine-scale sea-ice properties, 
complexity and regional variability. Generalised ice conditions do not represent the 
metamorphic processes in which ice cover develops annually (Worby et al. 2008) and that 
are critical for the understanding of key sea-ice physical and biological processes (Massom et 
al. 1999). Measurements of the structure of the sea-ice zone at finer scales may better capture 
such metamorphic processes, thereby providing sea-ice variables for habitat-species models 
that are more closely linked to associated biological processes driving species distributions. 
Changes in sea-ice structure occur from micrometers up to hundreds of kilometres, and from 
minutes up to hundred of days, and affect all levels of the Antarctic food web (Figure 4.1) 
(Eicken 1992, Schnack-Schiel 2008). Different ice conditions provide different environments 
that promote diverse biological assemblages (Eicken 1992, Ackley and Sullivan 1994, 
Brierley and Thomas 2002, Thomas and Dieckmann 2003) and patchy distributions (Massom 
and Stammerjohn 2010). Areas of higher productivity support large aggregations of krill and 
greater abundance of top predators (Eicken 1992). This is most evident during the Austral 
summer, when the combination of ice melt and associated release of algal biomass into the 
water column, and enhanced light availability, support extensive phytoplankton blooms 
(Arrigo et al. 2008, Smith and Comiso 2008, Vernet et al. 2008). During autumn, winter and 
early spring, sea-ice algae serves as the main food source for large metazoan grazers, and is 
thus highly important for winter survival, when food supply in ice-free waters is scarce 
(Schnack-Schiel 2008). During winter, primary productivity is limited to ridged multi-year 
ice floes and open-water areas (e.g. cracks and leads) that have undergone refreezing 
(Massom et al. 1999, Thiele et al. 2004). Changes in primary productivity will influence 
zooplankton species including krill grazing on the Antarctic ice algae (Ross and Quetin 
1996). 
Minke whales consume both zooplankton and pelagic fish (Skern-Mauritzen et al. 2011) but 
feed mainly on krill in the Antarctic (Ichii 1990, Kawamura 1994, Tamura and Konishi 
2009).  Sea ice is very important in determining the abundance and population size of krill 
every summer. As juveniles, krill aggregate over the continental shelf where they have access 
to both shelter and food sources (sea-ice algae) within the thicker sea-ice forms (Daly 1990, 
Brierley et al. 2002, Lawson et al. 2008). As they grow, krill commence their migration 
towards the oceanic open waters off the shelf, where they spawn (Siegel 1988, Trathan et al. 
2003, Reid et al. 2004, Nicol 2006). 
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Figure 4.1 Spatial and temporal scales of the variability of the sea-ice structure and schematic representation of 
the main Southern Ocean food web. Time scale indicates the temporal frame within which individual features 
change in appearance (Eicken 1992). This graphic scheme highlights the importance of taking into account and 
appropriately choosing appropriate scales at which variability is likely to affect different trophic levels (e.g. sea 
ice may serve as shelter, food (sea-ice algae) or serve as cue to locate prey (krill)). 
 
It is highly likely that changes in the distribution of minke whales are strongly related to the 
distribution and accessibility to prey, and that by incorporating the ecological role that sea ice 
plays in the distribution of Krill the relations driving minke whale distribution inside the sea-
ice zone would be able to be detected. Sea ice provides not only a refuge for prey 
(Bartholomew et al. 2000) but its structure restricts access to air-breathing mammals such as 
minke whales to the ocean’s surface (Tynan et al. 2009). It may also provide cues (e.g. 
particular ice characteristics) to minke whales for locating krill. For example, where complex 
older melting sea-ice habitat with clear over-rafting, eroded ridges and snow cover 
accompanied by thin ice of re-frozen leads support small schools of larval and adult krill 
(Bergström et al. 1990, Melnikov and Spiridonov 1996, Frazer et al. 1997); and where 
densities of post-larval krill are found both close to the surface and at depth (between 0 - 2 m 
and 0 - 200 m, respectively) underneath ice floes particularly between winter and summer 
(Flores et al. 2009b) when krill/sea-ice associations are the strongest (Quetin and Ross 
CHAPTER 4 
 
 61 
2009).Therefore  sea-ice structure might affect minke whale movements and distribution, and 
could be used as a proxy to reflect the complex relationships between the distribution of 
minke whales and their prey. 
4.1.3. Importance of exploring and understanding minke whale 
distributions inside the sea-ice zone  
Current minke whale distribution models (Beekmans et al. 2010) do not incorporate fine-
scale ice features that may affect minke whale habitat preference. The amount of open water 
south of 60°S varies greatly due to progression of the seasonal sea-ice cycles, and encounter 
rates in open water do not always reflect the actual abundance of animals south of this 
boundary (Kasamatsu et al. 1995). Based on the knowledge that sea-ice structure is the result 
of all the interactions of the local environment (currents, winds, bathymetry- reviewed in 
Chapter 1), and that sea ice has been found to play an important role in explaining the 
distribution of minke whales at least in open-water areas near the edge of the sea-ice zone 
(Beekmans et al. 2010); this chapter explores how useful the structure of the sea ice was in 
explaining minke whale distribution inside the sea-ice zone using ASPeCt classifications.  
The extent to which the structure of the sea ice measured via ASPeCt classifications related 
to the spatial and temporal distribution of minke whales in Antarctica was investigated using 
ordination methods, including fuzzy correspondence and canonical discriminant analyses. 
Additionally, the sensitivity of these analyses to artefacts caused by sampling scale, low 
numbers of minke whale sightings, and complexity of ASPeCt classifications were tested.  
4.2. METHODS 
4.2.1. Cetacean data collection and survey coverage 
Cetacean sightings data and sea-ice habitat records collected simultaneously were used to 
investigate the relationships between minke whale distribution and sea-ice structure. Visual 
survey search area covered 180q ahead along the track by one or two cetacean-dedicated 
observers, with checks behind the vessel in ice. All sighting records were entered in SEA 
ICE LOGGER. The data used for this analysis covered three Antarctic regions (East 
Antarctica, the Ross and the Lazarev Seas), six multidisciplinary surveys, and various 
seasons from 2004 to 2006. None of the sampling designs for any of these multidisciplinary 
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surveys focussed on collecting cetacean data thus differ considerably; each of these surveys 
served as an opportunistic platform to conduct top predator observations along track.  No 
regions were sampled systematically, nor over multiple years to explore cetacean distribution 
trends, thus were not used to estimate minke whale abundance. However, all these surveys 
did venture deep into the pack ice, where seldom studies have explored the distribution of 
minke whales and characterise their habitat preference within the sea-ice zone; the value of 
these cetacean surveys lied on the information collected on sea-ice habitat characterisation, 
availability and use by minke whales. Sea-ice data collection 
Sea ice images were collected every 10 minutes along transect and classified as per ASPeCt 
protocols (Worby 1999). Each sea-ice record was generated by categorising six ice 
characteristics (ice type, ice thickness, floe size, topography, snow type, snow thickness) for 
the three dominant ice types occurring at the record point. The categories of each ice 
characteristic are referred to as the ‘modalities’ of that characteristic (e.g. for the 
characteristics ‘ice type’ there are the following modalities: nilas, grease, first year ice, brash 
and pancakes among others). A classification of the open water available was also recorded 
for each record.  Sea-ice records and classifications were validated and standardised for all 
surveys (for a full account of these methods see Chapter 3, section 3.2). Minke whales 
sighted within the sea-ice zone at less than 1nautical mile (~1.8 Km) were allocated to the 
closest sea-ice record (within a maximum of 15 minutes of the sighting). This sea-
ice/sighting association provided two groups in the data ice records where there were no 
whales sighted and those were minke whales were present. These two groups were the basis 
for the first habitat assessment of minke-whale habitat preference.               
4.2.2. Sea-ice data processing and analysis  
Fuzzy coding 
ASPeCt data were transformed from categorical to numerical form to search for relationships 
between the structure of the sea ice and the distribution of minke whales. Each sea-ice record 
was fuzzy-coded so that each ice characteristic and its modalities became independent 
explanatory variables (refer to Chapter 1, section 1.2 for the list of ice characteristics and 
modalities used to classify sea ice). Fuzzy-coding was considered most useful for this type of 
data because it preserved the greatest detail of ice structure, by integrating various mixtures 
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of ice characteristics per record (for a description of this method and its advantages see 
Chapter 3, section 3.2.3).  
Fuzzy correspondence, canonical discriminant methods  
After ASPeCt categorical data were coded into a numerical form, the large number of highly 
correlated ice-variables obtained were reduced to a maximum of 8 independent axes via 
fuzzy multiple correspondence analysis (FCA, contained in the software package ADE-4  
(Chevenet et al. 1994)) (for a detailed description of this step see Chapter 3, section 3.2.3).  
These axes were used to graphically explore (FCA plots) the distribution of ice records in 
ordination spaces according to the mixture of ice characteristics present. Minke whale 
presence was not used in these FCA plots as an explanatory variable, but as a labelling 
feature to assess if their habitat preference was strongly related to the local variability in the 
sea-ice structure (which would suggest they have a narrow sea-ice habitat niche), or if they 
were a cosmopolitan species using a wide range of ice conditions.  
Due to the difficulty in visualising separation or clustering of ice records according to minke 
whale presence due to the large number of axes (~8 FCA axes) needed to explain over 50% 
of the variation in the data, the following two approaches were used to further explore the 
data: 1) Marginal frequencies of ice modalities and their corresponding ordination plots 
(based solely on the ice records associated to minke whale sightings) were used to 
characterise the sea-ice conditions most frequently used by minke whales; and 2) 
discriminant canonical analysis of principal Coordinates (D-CAP, Anderson and Willis 2003, 
Anderson 2004) was used to maximise the separation of the sea-ice FCA scores by further 
reducing the dimensions (i.e. axes) used to explore the variation in sea-ice structure and 
incorporate the presence of minke whales as a grouping/explanatory variable. Canonical 
functions (D-CAP) were derived for surveys and months in which five or more minke whale 
sightings were recorded (Table 4.1).  
D-CAP explored and identified the underlying gradients structuring the distribution of 
species by ordering ice records along independent axes derived by the relationships and 
characteristics supported by the given data. Relationships were cross-validated via 
permutation tests (Anderson 2004).  
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Table 4.1 Sea ice and minke sighting survey data used for each of the discriminant analyses (D-CAP). FCA: 
Fuzzy correspondence analyses. Regions: EA: East Antarctica, RS: Ross Sea, LZS: Lazarev Sea. 
Test # Region Time frame # Sea-ice 
records 
# Days 
sampled 
# FCA axes # Minke 
whales 
1 EA Jan 2006 - March 2006 353 13 10 22 
2 RS Feb 2004 - April 2004 787 33 10 60 
3 LZS Jun 2006 – Aug 2007 419 32 2 21 
4 EA Oct 2004 - Dec 2004 442 13 9 24 
5 RS Oct 2004 - Dec 2004 919 33 11 37 
6 LZS Nov 2004 - Jan 2005 792 29 11 22 
7 EA Jan-06 176 4 5 12 
8 EA Feb-06 103 6 5 8 
9 RS Feb-04 177 7 5 6 
10 RS Mar-04 548 24 5 52 
11 LZS Jul-06 270 20 7 17 
12 EA Oct-04 219 6 6 15 
13 EA Nov-04 201 7 6 9 
14 RS Nov-04 585 19 7 33 
15 LZS Nov-04 128 3 4 8 
 
D-CAP revealed relationships between the FCA axes and the distribution of minke whales, 
based upon calculations of eigen values and vectors describing the local ice structures (Dray 
et al. 2006). D-CAP’s trace statistic (δ21), square root of the trace statistic (δ22) and 
percentage of records correctly classified (into both non-association and minke-association 
groups) were used to assess the significance of the discrimination according to minke whale 
presence (as described in Chapter 3, section 3.2.3). Surveys where the percentage of records 
correctly classified into their original group (minke vs. non-minke association) was greater 
than 60% were considered strongly discriminated. Correlation between canonical functions, 
the fuzzy correspondence axes and the original variables (ASPeCt ice characteristics and 
modalities) were used to distinguish the discrimination patterns. 
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Sensitivity analyses 
Three sets of FCA and D-CAP were run to assess how results were affected by: 1) temporal 
variability in ice structure (e.g. data were collected from January to March, which included 
information on both late summer and early spring); 2) number of records of minke whale 
sightings; and 3) the context and level of detail used to describe sea-ice structure in ASPeCt. 
The latter was included because it could have influenced the ability of analyses to 
discriminate ice conditions most frequently related to minke whale distribution (presence) 
and to identify minke-whale/sea-ice relationships. These analyses explored potential 
temporal and spatial differences in minke whale distribution across surveys and months 
independently in the following way:  
x Choosing the appropriate temporal scale to sample 
The structure of the sea-ice zone changes considerably even between months (Comiso et al. 
1997, Comiso 2008, Spreen et al. 2008). These structural changes as the ice forms and melts 
may affect the distribution of minke whales in different ways. It is possible that incorporating 
greater variability of sea-ice structure by sampling multiple stages of the advance or retreat of 
the ice cover could confound species-habitat relationships. Consequently, to take such 
seasonal variability in sea-ice structure into account, two temporal sampling scales were 
tested: records pooled per survey and records partitioned by month and survey.  
x Exploring the effect of low minke whale sightings 
Most cetacean species are highly mobile and spend considerable periods of time underwater, 
decreasing their sighting (or detection) probability (Buckland et al. 2005, Barlow et al. 
2008), this leads to lower numbers of minke whales recorded than are actually present.  The 
actual number of minke whales present was expected to be higher than the number observed. 
It is likely that several ice records in which minke whales were not observed correspond to 
false absences, and that the unbalanced number of sighting and non-sighting associated 
records had an effect on the statistical analyses. False absences were not addressed, but the 
effect of small sighting sample size was examined. The proportion of minke-whale /sea-ice 
associated records was manipulated by sub-sampling from the absences, so that minke-whale 
/sea-ice associated records made up 15% of each sea-ice dataset. Results from the original 
(unfiltered) datasets and the filtered (15% minke whale-associated records) were compared.  
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x Exploring the context and level of detail needed to differentiate ice characteristics 
according to minke whale presence  
ASPeCt sea-ice records were re-classified into broader categories (Appendix 1). These 
categories were developed to assess how useful the ASPeCt classifications were when trying 
to differentiate ice characteristics according to minke whale presence. The broader 
classification system took into account the minke whales’ ability to break through sea-ice 
floes (Tynan et al. 2009) and the challenges (or lack of challenge) faced by these animals in 
accessing the surface of the ocean to breathe in the presence of new ice. In addition, broader 
categories decreased the overall number of descriptors (characteristics and modalities) used 
in the analyses and decreased variability of ice records by decreasing the number of 
modalities available per ice characteristic. The broader classifications were transformed and 
processed in the same way as the raw ASPeCt data. ASPeCt records were fuzzy-coded, 
converted into independent axes by correspondence analysis (FCA Broader), and separated 
according to the presence of minke whales via D-CAP. Results from both the ASPeCt 
classification (FCA raw ASPeCt) and the broader classification were compared.     
4.3. RESULTS  
4.3.1. Fuzzy coding, fuzzy correspondence and canonical discrimination 
methods 
The methods chosen to explore the relationships between the distribution of minke whales 
and the structure of the sea ice based on ASPeCt data were useful. ASPeCt data 
transformation via fuzzy coding provided the appropriate quantitative information to extract 
FCA axes that could explore minke-whale / sea-ice habitat relationships inside the sea-ice 
zone. Discrimination based on minke whale presence was achieved, for example, in four of 
nine monthly datasets (Table 4.2b).  All discrimination patterns are explained in the 
sensitivity tests in the following sections. 
4.3.2. Sensitivity analyses 
Choosing the appropriate temporal scale to sample 
Data partitioned by month provided the best discrimination (D-CAP). Sea-ice characteristics 
discrimination was better when data were partitioned by month and by survey than when data 
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were pooled across months for a survey. Four of nine monthly datasets (8, 10, 12 and 14, 
Table 4.2b) and one of six surveys supported significant discrimination of sea-ice structure in 
relation to minke whale presence (survey 2, Table 4.2a). Additionally, ice characteristics 
associated with minke whale observations were correctly classified ~60% of the time for 
three of nine monthly datasets, while ice characteristics associated with absences of minke 
whales were correctly classified ~60% of the time for all datasets (Figure 4.2). 
 
Table 4.2 a) Summary of the canonical discriminant analysis (CAP) results. Patterns found at different scales 
when: a) all the data in each survey was pooled together, and b) data collected during each month is analysed 
separately for each survey. * indicate significant results. Regions: EA: East Antarctica, RS: Ross Sea, LZS: 
Lazarev Sea. MKW: minke whales 
Test  # Region  Time frame % MKW associations  δ21 correlation δ21 P-value 
a) By survey  
1 EA  Jan  - March 2006 6.2 0.02 0.34 
2 RS  Feb  - April 2004 7.6 0.04 0.0003* 
3 LZS  Jun  - Aug 2006 5 0.03 0.05 
4 EA  Oct  - Dec 2004 5.4 0.04 0.08 
5 RS  Oct  - Dec 2004 4 0.02 0.12 
6 LZS  Nov 2004 - Jan 2005 2.8 0.00 0.88 
b) By month for each survey     
7 EA  Jan-06 6.8 0.03 0.26 
8 EA  Feb-06 7.8 0.24 0.0004* 
9 RS  Feb-04 3.4 0.02 0.53 
10 RS  Mar-04 9.5 0.06 0.0001* 
11 LZS  Jul-06 6.3 0.03 0.13 
12 EA  Oct-04 6.9 0.05 0.04* 
13 EA  Nov-04 4.5 0.04 0.31 
14 RS  Nov-04 5.4 0.03 0.004* 
15 LZS  Nov-04 6.2 0.05 0.11 
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Figure 4.2 Percentage of records correctly classified (in which minke whales (minke whale) were seen: dark 
bars, and where there were no whale observations: white checker bars) for each month and survey with enough 
minke whales sightings. Percentage of records correctly classified greater than 60% were considered to have 
strong discrimination pattern based on minke whale presence. EA: East Antarctica, RS: Ross Sea, LZS: Lazarev 
Sea. Dotted line represents the boundary at which datasets that were correctly classified into MK or non-MK ice 
conditions over 60% of the time in D-CAP cross-validation via permutation.  
 
Discrimination of minke whale presence was only possible in East Antarctica and the Ross 
Sea based on the monthly datasets, and all the correlations for the test statistics (CAP) were 
generally weak (Table 4.2b). The power of these discriminations varied according to the 
percentage of minke whale sightings available for each analysis (Table 4.2), and the 
heterogeneity of the sea-ice seascape (e.g. number of ice characteristics available). Based on 
the correlation between the discrimination axes (D-CAP), the most influential FCA axes and 
the original variables, successful discrimination of minke whale presence and absence were 
achieved during: February in East Antarctica due to differences in ice type, floe size and 
open water characteristics; March in the Ross Sea and during October in East Antarctica due 
to differences in ice type, ice thickness and floe size; and November throughout the Ross 
Sea, as a consequence of differing ice type and topography. 
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While the number of absences far out weighs the number of minke whale sightings, FCA 
ordination plots for the four datasets in which minke presence discrimination was successful 
suggested that there were some datasets (i.e. months) in which certain sea-ice characteristics 
appeared to be more likely chosen (e.g. sightings clustered above 0 in axis 2 in Figure 4.3, 
October, East Antarctica) or avoided by minke whales (e.g. sightings clustered below 0 in 
axis 2 in Figure 4.3, October, East Antarctica).  
During October 2004 for example, the strongest canonical correlation separating minke 
whale observations based on the ice characteristics were with the fifth and first FCA axes 
(0.72 and -0.48, respectively). Minke whales appeared to: 1) use areas in which thicker, 
medium to small first year ice floes (greater than 30cm thick) of cold, wind packed snow 
cover and small cracks, leads and small breaks (up to 50m) were predominant, and 2) avoid 
areas of mainly open water with scattered small floes, or new sheets of newly formed ice 
types (e.g. frazil, grease and pancakes) and no snow cover (Figure 4.3). 
During, East Antarctica during February 2006, the strongest canonical correlation separating 
whale observations were based on the first and second FCA axes (correlation to Canonical 
functions: 0.80 and -0.54 respectively), when minke whales appeared to: 1) use areas in 
which thinner ice floes and newly formed ice (pancakes and nilas) were predominant, and 
where there was access to the atmosphere breaks of up to 200m or open sea; and 2) avoid 
thicker first year (greater than 1.2m thick) and broken ice floes with little snow cover (less 
than 10cm) located in open sea areas containing scattered floes (Figure 4.4). 
During November 2004 in the Ross Sea, the strongest canonical correlation separating whale 
observations based on the ice characteristics was with the first and second FCA axes (-0.92 
and 0.38 respectively). Minke whales appeared to: 1) use a wide mixture of forming ice 
types, grey ice forms and first year ice broken by open-water areas of up to 50m and long 
leads, and 2) avoid areas where there were either new unconsolidated ridges or old melting 
snow covering the ice floes (Figure 4.5). 
However, in other datasets (i.e. months) these patterns were not as clear and minke whales 
seemed to use a wide range of sea-ice characteristics (e.g. Figure 4.6 and 4.7, March, Ross 
Sea).  
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a)  
b)  
Figure 4.3 a) Ordination of fuzzy correspondence scores comparing the records with and without minke whale 
sightings (MKW association) for East Antarctica in October, b) FCA axis 1 (horizontal) and axis 5 (vertical) 
display the influence of each of the original modalities on the distribution of the sea-ice records. The length and 
direction of vectors for each modality is indicative of its influence on the separation of individual ice records in 
each ordination space.  
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a)  
b)  
Figure 4.4 a) Ordination of fuzzy correspondence scores comparing the records with and without minke whale 
sightings (MKW association) during February in East Antarctica, based on their sea-ice characteristics. b) FCA 
axis 1 (horizontal) and axis 2 (vertical) for East Antarctica, displays the influence of each of the original 
modality on the distribution of the sea-ice records throughout February. The length and direction of vectors for 
each modality is indicative of influences on the separation of individual ice records in each ordination space. 
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a)  
b)  
Figure 4.5 a) Ordination of fuzzy correspondence scores comparing the records with and without minke whale 
sightings (MKW association) during November in the Ross Sea, based on their sea-ice characteristics. b) FCA 
axis 1 (horizontal) and axis 2 (vertical) for the Ross Sea, displays the influence of each of the original modality 
on the distribution of the sea-ice records throughout November. The length and direction of vectors for each 
modality is indicative of influences on the separation of individual ice records in each ordination space.  
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Figure 4.6 a) Ordination of FCA scores comparing the records with and without minke whale sightings (MKW 
association) for the Ross Sea during March; b) FCA axis 1 (horizontal) and axis 2 (vertical) displays the 
influence of each of the original modalities on the distribution of the sea-ice records. The length and direction of 
vectors for each modality is indicative of its influence on the separation of individual ice records in each 
ordination space. 
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Exploring the effect of low minke whale sightings 
Low sighting numbers did not affect results with the exception of October in East Antarctica 
(comparison between results from Table 4.3 and 4.2b).  
 
Table 4.3 Summary of the canonical discriminant analysis (CAP) results based on datasets where the absences 
were subsampled to increase minke whale sightings to a minimum of 15%: * indicate significant results. 
Regions = EA: East Antarctica, RS: Ross Sea, LZS: Lazarev Sea; minke whale: minke-whale-associated 
records; Non-minke whale: none minke-whale-associated records; δ21: trace statistic.  
Region Month 
%  minke whale- 
correctly classified 
%  Non-minke whale 
correctly classified δ21 Correlation δ21 P-value 
EA January 58 64 0.059 0.205 
EA February 63 91 0.391 0.0001* 
RS February 33 62 0.129 0.406 
RS March 62 69 0.07 0.0001* 
LZS July 52 63 0.056 0.192 
EA October 69 70 0.073 0.12 
EA November 50 75 0.189 0.087 
RS November 52 68 0.055 0.0158* 
LZS November 38 79 0.067 0.168 
Exploring the level of complexity needed to differentiate ice characteristics 
according to minke whale presence 
Decreasing the amount of detail provided in the sea-ice classification by implementing a 
broader classification criterion did not increase the ability to discriminate sea-ice 
characteristics associated with the presence of minke whales (comparison between results 
from Table 4.4 and 4.2b). The only data set in which the broader ice classification criterion 
provided further discrimination when the ASPeCt classifications had not, was during 
November in East Antarctica (δ21 & δ22 = 0.158, P <0.05, Table 4.4, and δ21 & δ22 = 0.035, P 
>0.05, Table 4.2b, respectively). Yet, minke whale sea-ice discrimination based on both 
classifications appeared to be driven by ice type, ice thickness and floe size (FCA raw ASPeCt 
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correlations to original variables: 0.42, 0.36 and 0.20 respectively; FCA Broader correlations to 
original variables: 0.57, 0.22 and 0.37 respectively). 
 
Table 4.4 Summary of the canonical discriminant analysis (CAP) results based on the broader classification 
system: * indicate significant results. δ21: trace statistic. Minke whale: Minke whale observations; Non-minke 
whale: none minke-whale-associated records. Regions: EA: East Antarctica, RS: Ross Sea, LZS: Lazarev Sea. 
Region Month 
%  minke whale- 
correctly classified 
%  Non-minke whale 
correctly classified δ21 Correlation δ21  P-value 
EA January 40 68 0.012 0.5579 
EA February 62 91 0.242 0.0003* 
RS February 50 68 0.015 0.5203 
RS March 65 71 0.058 0.0001* 
LZS July 47 66 0.022 0.3025 
EA October 67 78 0.056 0.0314* 
EA November 67 90 0.158 0.0001* 
RS November 48 77 0.034 0.0009* 
LZS November 25 75 0.034 0.3403 
4.4. DISCUSSION 
This study shows that sea-ice characteristics explain minke whale distribution in certain 
circumstances but not in others. The results were more successful in identifying 
characteristics where minke whales were not observed, rather than identifying a narrow set of 
conditions where they might be found. This could suggest that minke whales may use a wide 
range of sea-ice habitats, and that the structure of the sea-ice zone might be useful in locating 
unsuitable ice conditions which may be avoided by this species.  Here, as in other top 
predator studies (Moore et al. 2000, Ribic et al. 2008, Robinson et al. 2009, Beekmans et al. 
2010), species distribution was highly variable and non-uniform in space and time. The 
ability of ice characteristics to define minke whale habitat varied temporally and spatially. 
Several theories are discussed in the following sections that might explain variability in 
minke-whale / sea-ice relationships due to: 1) fluctuating role of sea ice as the main habitat 
structuring variable, 2) temporal and spatial variability of sea-ice habitat, 3) seasonal 
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variability in habitat use by minke whales, 4) weak relationships between minke-whale prey 
and sea-ice habitat, and 5) artefacts of different sampling scales.    
4.4.1. Variability in the role that the sea-ice zone plays in structuring the 
local habitat   
Ice proxies (e.g. fine-scale ice characteristics and distance to the ice edge respectively) have 
been useful in explaining minke whale distribution in the Antarctic both inside (this study) 
,and outside of the sea-ice zone (Beekmans et al. 2010), but the ability to explain minke 
whale distribution is spatially variable. Ice held greater explanatory power (provided more 
significant discriminations) in areas of extended ice cover and strong seasonal ice melt (e.g. 
dataset # 10 and 14, Table 4.2b).  
The variation in the importance of sea ice may occur as a result of the different physical 
features that structure the environment locally. The Ross Sea, unlike East Antarctica and the 
Lazarev Sea for example, is characterized by an extensive and broad continental shelf over 
which there is an extensive and thick ice cover. This broad shelf acts as a southern boundary 
to the gyral systems (Jacobs 1991, Whitworth et al. 1998a, Worby et al. 2008) where the 
Antarctic Circumpolar Current (ACC) does not promote rapid ice break-up and shortens the 
sea-ice season as seen in East Antarctica (Meiners et al. 2010). These oceanographic and 
bathymetric features influence the formation of the sea ice during winter (Chapter 3) and give 
sea ice a great predictive power over species distribution by becoming the most influential 
parameter locally (e.g. dataset # 13, Table 4.2b). However, even though most areas of East 
Antarctica are strongly influenced by the proximity to the ACC divergence, the position and 
the speed at which this current moves changes considerably with longitude (Levbeved 2006) 
and season (Figure 4.8) (Smith et al. 2001-2008), and likely shapes the local habitat 
differently. On the western side of East Antarctica the ACC divergence front is located 
further north than on the eastern side, but the ACC speed is greater in the west than in the 
east (Smith et al. 2001-2008). The closer and stronger the current, the more likely the ACC 
will influence and structure local habitat. Thus, it is likely that results for the western side of 
East Antarctica (datasets # 2 and 4, Table 4.2a) measured areas where the current is not as 
influential in structuring the habitat, and therefore ice plays a proportionally more important 
role. Similarly to the Ross Sea, the Lazarev Sea is not influenced by the ACC divergence.  
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a) b)  
 
c) d)   
 
Figure 4.8 The Antarctic Circumpolar Current (ACC) seasonal location as represented by the Mariano Global 
Surface Velocity Analysis (MGSVA), based on ship-drift estimates of sea surface velocities that are mostly 
available along major shipping routes. There are three fronts and three zones associated with the ACC; the 
Subantarctic Zone (SAZ) (green), the Subantarctic Front (SAF), the Polar Frontal Zone (PFZ) (aqua blue), the 
Polar Front (PF), the Antarctic Zone (dark blue), and the Southern ACC Front. The Antarctic Convergence is 
approximately 200 km south of the Polar Front. A fourth zone, the Continental Zone (white) or Antarctic 
Coastal Current that flows westward (Smith et al. 2001-2008). 
http://oceancurrents.rsmas.miami.edu/southern/antarctic-cp.html  
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Fine-scale ice characteristics did not seem to drive minke whale distribution in the Lazarev 
Sea (e.g. dataset # 11, Table 4.2b), it is possible that other physical features influence the 
distribution of minke whales in this region. Circumpolar Warm Deep Water (WDW) coming 
from the Weddell Gyre and the Maud Rise seamount (Flores et al. 2009a) which interact to 
concentrate prey locally may be locally more important than sea-ice fine-scale 
characteristics.  
Due to these spatial differences in which ice becomes an important variable, regional 
differences confound simple models exploring the associations between minke whales and 
the structure of the sea-ice zone. 
4.4.2. Temporal and spatial variability in minke-whale/sea-ice 
associations  
Inconsistencies in habitat composition could be one of the important drivers promoting 
variability in minke whale habitat use. When assessing species habitat use, it is assumed that 
the availability of habitats is constant during the sampling time, and that each observation 
represents an independent choice taken from the pool of available habitats (Arthur et al. 
1996). Yet, this is unlikely since habitat composition is not constant, and changes in habitat 
characteristics will have dramatic effects on species distribution. In this study, multiyear ice 
floes that survived the melting season, and areas where there was evidence of refreezing 
events, were related to the distribution of minke whales in March in the Ross Sea. However, 
the fact that this mixture of ice forms was not available year round could influence temporal 
and spatial variability in minke-whale/sea-ice relationships, such as those observed in this 
study.  
Similar temporal and spatial inconsistencies in species/environment relationships have also 
been recorded for Antarctic birds and pinnipeds (Chapman et al. 2004, Ribic et al. 2008). 
These inconsistencies become a challenge when exploring and modelling species distribution 
and habitat use (Redfern et al. 2006) mainly because habitat selectivity and use are likely to 
change throughout the year according to the life cycle and ecology of each species (Ribic et 
al. 2008). Temporal and spatial variability in minke-whale/sea-ice relationships found here 
could be the result both of: differences in the role that ice plays as a structuring variable 
locally as the season progresses (e.g. there might be other physical features that are more 
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important according to the time of the year), and temporal and regional changes in habitat 
used by minke whales.  
4.4.3. Changes in minke-whale/sea-ice associations due to minke whale 
variability in habitat use  
It is likely that the minke whale associations detected in this study changed according to 
whether the sea ice facilitated prey detection and foraging, or restricted access to prey and air 
by obstructing the sea surface. Here as in earlier studies (Thiele et al. 2004), the degree of 
aggregation of minke whales changed according to season and sea-ice conditions, probably 
as a consequence of the underlining associations between the distribution of krill and the sea-
ice conditions (Brierley et al. 2002, Murphy et al. 2004, Atkinson et al. 2008, Nicol et al. 
2008). Krill are known to be the dominant prey species for minke whales (Ichii and Kato 
1991).  
It appears that minke whales used areas inside the sea-ice zone where there were new thin-ice 
and open water breaks among older ridged ice, or where there was significant floe break up, 
refreeze and melt. These mixtures of ice conditions seem to provide not only diverse habitat 
suitable for krill (Bergström et al. 1990, Melnikov and Spiridonov 1996, Frazer et al. 1997), 
but an environment where minke whales can move in between thicker floes and readily 
locate and access krill to feed. Previous studies have highlighted the importance of sea ice in 
stabilizing the water column and promoting productivity throughout the water column that 
serves as suitable feeding habitat for krill (Murase et al. 2002).   
For feeding minke whales, the conditions which favour krill distribution and aggregation 
underneath ice floes may also be linked to areas where these whales forage and feed, can 
avoid interspecific competition (i.e. with species feeding on similar resources such as 
humpback and blue whales) (Murase et al. 2002, Friedlaender et al. 2009) and avoid 
predation by killer whales (Murase et al. 2002). However, if these animals are not feeding 
but travelling between feeding areas, the ice conditions to which they are related may differ. 
Minke whales do not feed constantly; they usually feed during distinctive short periods (i.e. 
early morning and night) separated by longer non-feeding periods (Ichii and Kato 1991, 
Haug et al. 1997, Tamura and Konishi 2009). So it may be that since sea-ice characteristics 
can be used as an environmental proxy to reflect the distribution of krill (Atkinson et al. 
2008, Lawson et al. 2008, Flores et al. 2009a),  sea ice and minke whale distributions hold 
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the strongest association during feeding bouts (Kasamatsu 2000), so that the relationships 
between the sea-ice characteristics and the distribution of minke whales may be undetectable 
or simply not present outside the main known feeding season (December to March- 
Kasamatsu 1996) or during non-feeding times of the day (between dawn and dusk as per 
stomach content data collected by Ichii and Kato 1991).  
4.4.4. Changes in minke-whale/sea-ice associations resulting from weak 
relationships between sea ice and the distribution of their krill prey 
In this study, environmental characteristics were used as predictor variables to model habitat, 
based on the assumption that these physical features act as proxies for prey distribution 
(sensu Torres et al. 2008a), and that sea ice may facilitate minke whales’ ability to detect 
prey and forage, acknowledging that we do not have data of prey for the same spatial and 
temporal scales as sea-ice has been characterised (Chapter 2). The associations between the 
sea ice and adult krill are not necessarily consistent (Quetin and Ross 2009) because these 
krill migrate vertically on both a diurnal and seasonal basis (Daly and Macaulay 1991, Taki 
et al. 2005, Flores et al. 2009a), and horizontally away from the continental shelf to search 
for food and avoid predators (Siegel 2005). Thus, it is expected that minke whale association 
with the sea ice would be stronger in areas where krill also strongly associates with the ice, 
and weaker where this connection is lost.  
It is highly likely that the variability in the associations drawn between minke whales and 
sea-ice characteristics are the result of the temporal and spatial variability in the distribution 
of krill in relation to their use of the sea-ice zone. Minke whales have been associated with a 
broad range of krill aggregations (Friedlaender et al. 2009), but particularly with deeper krill 
aggregations around the continental shelf waters in areas such as Marguerite Bay during June 
(Friedlaender et al. 2009). It is likely that the relationship between the structure of the sea-ice 
zone in February in East Antarctica (e.g. dataset # 8, Table 4.2b) may reflect the surface 
distribution of krill (Taki et al. 2005) at this particular month and region; while lack of 
relationships during July in the Lazarev Sea (e.g. dataset # 11, Table 4.2b) might be a 
consequence of minke whales’ preference for adult krill (Ichii and Kato 1991) which are not 
associated the sea-ice characteristics found over them as they are mainly located deep in the 
water column (Taki et al. 2005, Schnack-Schiel 2008). Whereas in other regions and months, 
some minke whales may feed on juvenile krill thus hold some  association to the 
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characteristics of the sea-ice zone where this krill age group graze and whales can have 
access to them (e.g. datasets #12, 10 and 14, Table 4.2b). interestingly, variability in 
migration and feeding strategies of common minke whales according to maturity have been 
documented during autumn off the coast of Japan; where immature whales have been seen to 
target more stable prey and mature animals seek prey of greater nutritional value (Kishiro et 
al. 2009).  
In order to test these hypotheses future studies must collect data on the distribution and 
abundance of prey concurrently with sea-ice data and at the same temporal and spatial 
resolution. 
4.4.5. Variability in minke-whale/sea-ice relationships due to spatial 
resolution of sampling and data complexity 
Circum-Antarctic relationships between minke whale distribution and their environment 
were not consistent because of the scale at which variation in the relationships between 
species distribution, biophysical parameters (Redfern et al. 2006) and the dominant sea-ice 
cycle (e.g. melt or freeze) occurred (also suggested by Beekmans et al. 2010).  The spatial 
resolution of sampling at which processes were measured and the environment was 
characterised, affected the results; minke whale habitat discrimination was more successful 
when data were partitioned by month and survey than when data were pooled across months 
for a survey (Table 4.2). Increased discrimination success with decreasing temporal extent 
analysed (i.e. shorter periods of data used for analyses) also decreased the variability of the 
sea-ice conditions used to model minke whale distribution. High temporal variability in ice 
conditions was problematic when using point sampling techniques along a series of transect 
lines. Survey length (period sampled) incorporated various synoptic episodes of melt and 
freeze, which likely increased variability and obscured the relationships between the 
distribution of minke whales and particular sea-ice characteristics. This increase in variability 
is usually dealt with and minimized by either averaging the data (e.g. Liu et al. 2004b, 
Comiso 2008), or decreasing the temporal scale (e.g.Gordon et al. 2000, Worby et al. 2008, 
Massom and Stammerjohn 2010). There is evidence that variation in ice at relatively small 
spatial scales (e.g. thicker older floes surrounded by thin refrozen leads) is biologically 
important for animals inhabiting it (Bergström et al. 1990, Melnikov and Spiridonov 1996, 
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Frazer et al. 1997, Massom and Stammerjohn 2010); small-scale variability and all the 
information needed to explain species distributions would be lost by averaging. 
Sensitivity analyses showed that sea-ice characteristics were useful in explaining minke 
whale distribution when variability inside the sea ice was restricted to a small temporal and 
spatial scale (e.g. minke-whale/sea-ice discrimination from October to December in East 
Antarctica -dataset # 5- was not significant, while analyses from isolated October data in this 
region -dataset # 12 were significant, Table 4.2). In the analyses, restricting the amount of 
temporal and spatial variability captured was accomplished by limiting the number of records 
used for independent habitat analyses. Periods of no longer than a month are probably the 
longest appropriate sampling extent to assess species-habitat relationships while minimizing 
the confounding of changes in space and time (e.g. Arthur et al. 1996).   
The number of sea-ice characteristics making up the local habitat made it difficult to develop 
a simple characterisation of minke-whale sea-ice habitat and indeed actual minke-whale ice 
use may not be governed by simple rules. However, the significance found in the 
discriminations (e.g. Table 4.2, dataset # 10, March in the Ross Sea), indicated that 
classifying minke whale habitat through these types of analytic approaches is possible in 
some circumstances.  
It is evident from this study that intense sampling (e.g. ice characteristics measured at 10-min 
intervals) and attributed species data (e.g. individual’s behaviour, breeding status and sex) 
are very important to build robust models that explain and predict species distributions.  
Results support the idea that sampling intensity needs to be chosen to realistically represent 
the spatial and temporal variability of the ecosystem.  
It is also likely that finer-scale behavioural data collection (e.g. focal follows and/or tagging) 
may be necessary to explore correlations between the inevitably low number of whale 
sightings and the complex sea-ice structure; ASPeCt data currently recorded at 1-h intervals 
by sea-ice physicists may be more useful in habitat and ecological studies if sampling 
intensity is increased like done in this study to a 10-min intervals. This could further develop 
the understanding of species distribution and habitat use in the Southern Ocean, and aid the 
management of Antarctic resources.  
Nevertheless, a limited amount of total variability (and differentiation based on minke whale 
presence) can be solely explained by sea-ice fuzzy-coded scores. Data analyses may prove 
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more efficient at drawing relationships between minke whales and their ice habitat if the ice 
seascape was characterised by ecological processes instead of the data driven scores used 
here to test hypotheses.  A method in which sea-ice characteristics are scored according to 
the environmental dynamics in which minke whales are most likely to be found, may be a 
more suitable approach when trying to distinguish patterns throughout both spatial and 
temporal variability in habitat use. 
4.5. CONCLUSION 
The degree to which sea ice can characterise minke whale habitat was not consistent and 
could not be used as a direct proxy to explain the distribution of minke whales in all 
circumstances. Minke whales were constrained by ice characteristics in some circumstances. 
The presence of these animals was  related to the characteristics of the sea-ice zone mainly 
during austral summer, the main Antarctic ‘feeding seasons’, in particular to areas in which 
they could access multiyear floes where refreezing of nearby waters also occurred. Therefore, 
it is likely that estimating circumpolar species distribution and habitat use may need to be 
independently evaluated at multiple scales and different habitats (inside vs. outside of the sea 
ice). This is important particularly in the case of minke whales, because this species does not 
follow the same migratory patterns as most baleen whales. They actively use areas within 
sea-ice zone as habitat and their distribution may not be influenced by currents in the same 
way as other baleen whales that migrate to Antarctic waters to feed (Tynan 1998, Beekmans 
et al. 2010). It is likely that the ability to use ice as a proxy to understand the distribution of 
minke whales and other species depends on whether or not the habitat sampling scheme 
chosen matches the scale in which relationships occur. Appropriate sampling and analyses 
methods are critical elements of habitat studies in highly variable habitats such as the 
Antarctic. Even though this chapter examined data collected at the smallest feasible intervals, 
it is clear that further work is needed to establish the ecological role of sea-ice changes at 
larger scales and in different times and places. Perhaps a more ecologically focused 
classification of sea-ice characteristics would be necessary to target such questions.
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Chapter 5. Sea-ice dynamics and minke whale 
distribution in Antarctic sea ice 
 
5.1. INTRODUCTION  
Very little is known about the associations of predators with physical and biological variables 
(Ribic et al. 2008) during maximum ice coverage, when sea ice is likely to restrict and/or 
facilitate species distribution the most, and remotely sensed data collection (e.g. chlorophyll 
and sea surface temperature) is challenged by the presence of ice (Bennat and Sievers 1992). 
Several studies have explored the relationship between the physical environment and the 
distribution of minke whales in the Antarctic, by averaging the environmental variables 
chosen to characterize habitat (Kasamatsu et al. 2000a, Beekmans et al. 2010, Friedlaender et 
al. 2011). Yet, few have accounted for the high variability and complexity of this ecosystem 
in their models. Usually studies that incorporate sea-ice measurements in their analyses apply 
generalised measures such as ice extent and cover to measure and model temporal variability. 
These measures: 1) do no reflect the heterogeneity of the ice seascape; 2) oversimplify sea-
ice habitats; 3) overlook the importance of the high natural variability and complexity of the 
Antarctic ecosystem (Ferguson et al. 2000); 4) do not measure fine-scale sea-ice structural 
changes that might better capture the dynamics of the ecosystem and flow-on effects to 
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species distributions; and 5) may obscure key ecosystem responses to current and future 
climate change.  
It is clear that the Antarctic marine ecosystem is constantly changing as a consequence of 
natural oscillations and differences in regional physical forcing. In the past few years the 
importance of the variability of the Antarctic ecosystem has been highlighted (Stammerjohn 
et al. 2008a, Stammerjohn et al. 2008b, Massom and Stammerjohn 2010, Massom et al. 
unpublished data). However, due to its challenging nature, studies have not yet attempted to 
measure sea-ice variability as well as the strength of the processes influencing both the 
formation and the deformation of the ice floes. Weaker interactions between the ocean, the 
atmosphere and the sea ice result in more stable homogenous sea-ice conditions, while 
stronger interactions will promote a wider range of ice types and thus sea-ice habitats (Eicken 
1992).   
Unsurprisingly, no single physical variable explains the distribution of minke whales within 
Antarctic waters throughout all seasons (Beekmans et al. 2010 and Chapter 4). Sea-ice cover 
has been related to the distribution of minke whales in both ice-free open-water areas and 
inside the sea-ice zone (Beekmans et al. 2010, Friedlaender et al. 2011, Chapter 4). The 
relationships between minke whales and the Southern Ocean environment change temporally 
and spatially (Chapter 4), which is likely to be due to seasonal shifts in the physical forcing 
(e.g. physical boundaries: currents vs. winds) structuring the local habitat (Beekmans et al. 
2010), and the differences in behaviour between individuals (e.g. travelling vs. feeding) 
(Chapter 4). After winter and throughout spring, for example, minke whales are often found 
in areas of multiple freezing events, in the vicinity of a mixture of multiyear ice floes and 
newer ice types (Chapter 4).  
Inside the sea-ice zone, the structure of the ice cover according to ASPeCt classifications is 
useful in detecting minke-whale/habitat relationships in some circumstances (Chapter 4), 
perhaps because certain ice conditions facilitate prey detection and foraging. However, the 
high detail of the ASPeCt classifications describing the structure of the sea ice challenged the 
development of circumpolar models for minke whale distribution and habitat use because of 
regional and seasonal variability. Additionally, there was limited ability to differentiate 
minke whale presence based on the ASPeCt fuzzy-coded scores because the analyses were 
greatly influenced by the patterns found in the data collected and included in the analyses 
(Chapter 4). Much of the information captured in the ASPeCt fuzzy-coded scores may not be 
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ecologically relevant, and this “noise” may have obscured minke-whale/sea-ice habitat 
relationships. If data complexity and “noise” challenged the ability to draw strong minke-
whale/sea-ice habitat relationships, incorporating measurements of sea-ice variability and 
heterogeneity into species distribution models might be ecologically sound and less 
influenced by the complexity of the ASPeCt classifications. Sea-ice characterisation requires 
further interpretation and a better approach to account for the dynamic processes under which 
ice is formed and deformed, and the high variability of the system at multiple scales. The 
number of habitats and a measure of how different these habitats are could be useful in 
detecting stronger relationships between the structure of sea ice and the distribution of 
predator species. It is likely that sea-ice habitat heterogeneity is indicative of the local 
dynamics that structure the sea ice and create the cues used by predator species to forage and 
feed, dictating their distribution.  
In this chapter, the structural features measured and added to the models were controlled. An 
ecologically-based, sea-ice scoring system was developed to explore the relationships 
between the distribution of minke whales and the structure of the sea-ice zone. This system 
measured four main features of the sea ice from ASPeCt sea-ice classifications: time of ice 
formation and strength of ice deformation, variability in thickness between local ice floes, 
and quality and areal extent of areas that provide access to the atmosphere.  
5.2. METHODS 
5.2.1. Cetacean and sea ice data collection  
Cetacean sightings data and sea-ice classifications were collected simultaneously in three 
Antarctic regions (East Antarctica, the Ross and the Lazarev Seas) during six 
multidisciplinary surveys, and various seasons from 2004 to 2006. Visual survey search area 
covered 180q ahead along the track by one or two cetacean-dedicated observers. Sea ice 
images were collected every 10 minutes along transect and classified as per ASPeCt 
protocols (Worby 1999). Minke whales sighted within the sea-ice zone at less than 1nautical 
mile (~1.8 Km) were allocated to the closest sea-ice record (within a maximum of 15 minutes 
of the sighting). This sea-ice/sighting association provided two groups in the data ice records 
were there were no whales sighted and those were minke whales were present.  
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5.2.2. Sea-ice indices 
ASPeCt ice characteristics and modalities (Chapter 1) were used to build indices that scored 
the deformation of the sea-ice zone as well as its variability and incorporated short term fine-
scale dynamics (melt and freeze). ASPeCt methods measure more than 50 characteristics. 
These were reduced to four indices (Table 5.1). These indices were designed to measure the 
following local ice features: timing of ice formation and deformation (T), strength of ice 
deformation (S), sea-ice variability measured as differences in thickness between primary, 
secondary and tertiary local ice cover (V), and degree to which sea ice restricts the access to 
the atmosphere (AA). The first three indices aimed to capture and measure sea-ice 
heterogeneity and the dynamic processes under which ice was formed locally, while the 
fourth index, access to the atmosphere (AA), measured and classified the ecological 
importance of open-water areas. The scores of each of these sea-ice indices ranged from 0-
100. Larger scores represented older ice floes, greater sea-ice deformation and variability in 
thickness of ice floes, and larger and/or more ecologically important areas found within each 
of the 1 km2 ASPeCt records (Table 5.1).   
5.2.3. Exploratory patterns in sea-ice indices in the presence of minke 
whales 
Boxplots in software package R version 2.13.1 (R Development Core Team 2012 URL: 
http://www.R-project.org ) and summary statistics in SPSS 17.0 (e.g. mean and standard 
deviations) were used to explore the patterns of the sea-ice indices in the different surveys 
and months independently (refer to Table 4.1b for datasets used for analysis). The data was 
analysed independently for each month and regions available, taking into account that local 
sea-ice habitat conditions change rapidly (as previously suggested in Chapter 4) and that with 
such changes minke whale habitat selection would vary as well due to intrinsic temporal 
changes in the distribution of its prey (Daly and Macaulay 1991, Taki et al. 2005, Flores et 
al. 2009a, Quetin and Ross 2009).Histogram functions in the software package Marine 
Goespatial Ecological Tools (MGET tools, Roberts et al. 2010) were used to explore the 
density distribution of each sea-ice index according to the presence of minke whales for each 
dataset (each month within each survey, 8 datasets, Table 5.2). 
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Table 5.1 Sea-ice indices used to measure the heterogeneity and variability of sea-ice conditions in surveyed 
areas. All values ranged between 0 and 100. TY= ice type, TH=ice thickness, F = floe size, TO=topography, 
SN=snow type; 1= Primary ice type, 2= secondary ice type, 3= tertiary ice type; c= concentration in tenths; sc= 
score based on developed criteria; μ=mean ice thickness, n=number of ice types available. 
Sea-ice index Formula Scale concept 
1. Timing of ice 
formation (T) 
[c1* ((TYsc1 + Fsc1 + TOsc1 + SNsc1) ÷ 4) +    
 c2* ((TYsc2 + Fsc2 + TOsc2 + SNsc2) ÷ 4) +  
 c3* ((TYsc3 + Fsc3 + TOsc3 + SNsc3) ÷ 4)] 
The greater the time since 
the ice was deformed or 
formed, the larger the score 
value 
2. Strength of ice 
deformation (S) 
 
[c1 *((TYsc1 * 0.15) + (TOsc1*0.6) + (SNsc1* 0.25)) +       
c2 * ((TYsc2 * 0.15) + (TOsc2*0.6) + (SNsc2* 0.25)) +  
c3* ((TYsc3 * 0.15) + (TOsc3*0.6) + (SNsc3* 0.25)) ] 
The stronger the deformation 
(e.g. the greater the ridging 
and snow accumulation), the 
greater the score 
 
3. Sea-ice 
thickness 
variability (V) 
[c1 * (THsc1 – THμ)   +    
  c2 * (THsc2 – THμ)   + 
  c3 * (THsc3 – THμ)  ÷ TYn] 
The greater the differences 
in thickness between ice 
types recorded within the 1 
km2 zone, the greater the 
score 
 
4.  Access to the 
atmosphere (AA) 
No opening = 10  
Small cracks = 80 
Breaks <50m = 70 
Breaks 50-200m = 60 
Breaks 200-500m = 50 
Breaks >500m = 40 
Lead/Coastal lead = 100 
Water + small floes = 30 
Polynya =90 
The larger the area of open 
water and the greater the 
ecological importance o the 
sea ice; thus the higher its 
score. 
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Table 5.2 Datasets used for data exploration and model development of sea-ice indices/ minke whale 
distribution. Regions: EA: East Antarctica, RS: Ross Sea, LZS: Lazarev Sea. 
Test  # Region Survey Period 
1 EA V30506 January 2006 
2 EA V30506 February 2006 
3 RS NBP0402 March 2004 
4 LZS ANTXXIII/6 July 2006 
5 EA V10405 October 2004 
6 RS NBP0408 November 2004 
7 EA V10405 November 2004 
8 LZS ANTXXIII/2 November 2004 
 
Discriminant canonical analyses (D-CAP)  
Firstly, discriminant canonical analyses of principal components (D-CAP, previously used in 
Chapter 3 and 4) were used to differentiate minke whale presence according to the sea-ice 
indices and inform further modelling techniques about the likelihood of non-minke whale 
associated records to provide reliable absences (via Euclidean metrics, Anderson and Willis 
2003, Anderson 2004) for each of the eight datasets (Table 5.2). D-CAP was chosen because 
it: 1) would analyse multiple habitat variables simultaneously (Redfern et al. 2006) while 
maximizing the differences in ice conditions according to species presence; 2) could cope 
with collinear variables by creating uncorrelated new axes via principal component analysis; 
3) dealt with unbalanced data in which there is a large set of zeros; and 4) provided the 
means to cross-validate minke whale relationships to the local sea-ice conditions via 
permutation tests (Anderson 2004). 
Taking into account that the probability of including false absences, when absences are 
selected at random, increases at smaller spatial extents (Lobo 2008), and that most models 
rely on presence-absence data; models were informed by generating reliable absences (as 
similarly done by Engler et al. 2004). A set of pseudo-absences were created for each dataset 
by weighting all records according to their similarities in ordination space (D-CAP scores). 
The mean-centroids for the ice conditions used by whales was located and used to measure 
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the distance to every record. Probabilities of minke whale habitat use were calculated based 
on these distances. The closer each sea-ice record was to the mean centroids of minke whale 
habitat use, the more likely a whale would use this sea ice and the record would be a false-
absence. Only records with a minke whale association probability of less than 0.3 were used 
to subsample non-minke-associated records (i.e. absences) to improve model performance 
and decrease the rate of type II errors. 
Even though such a weighting process decreases the original variability of the data by 
excluding records in which there is overlap in ice conditions associated with presence and 
absences of minke whales, including reliable absence data is considered to significantly 
improve model fit (Lobo 2008). The identification of areas that are likely not used (e.g. 
avoided) by animals is also highly important; these areas may be indicative of ice conditions 
that restrict minke whale distribution inside the sea ice. More so, if the species under 
investigation has a flexible habitat selection process and can utilise a wide range of 
conditions from the pool of available resources, but may need to avoid certain areas in which 
travelling may not be possible, energy-intensive or highly risky (Lobo 2008).  
Classification trees (CTM)  
Secondly, classification trees (CTMs, rpart funcion in R; Breiman et al. 1984) were used to 
characterise both the range of sea-ice conditions in which minke whales were most likely 
found, as well as those conditions that restricted their distribution, based on D-CAP pseudo-
absence filtered data. All four sea-ice indices were included into the CTMs to create data-
driven classifications in which minke whale associations or lack of association with 
particular sea-ice indices were explored. The minimum error tool was used to prune the 
classification trees when possible and optimal trees developed to avoid data over-fitting and 
minimize cross-validation error, based on the complexity parameter (cp= 0.01) as indicated 
by Zuur et al. (2007). 
Broad-scale (based on all data combined) classification trees were first developed with all 
four sea-ice indices (referred in the results as CTM-1), and then with two extra explanatory 
variables: month (CTM-2) and region (CTM-3) which aimed to account for spatial and 
temporal differences in habitat selection and use. Local-scale (based on independently 
analysed monthly data – 8 independent datasets) classification trees were also developed 
(CTM- 4).  
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CTMs were chosen because they deal with non-linear-additive relationships and the 
interaction between explanatory variables better than regression methods (Michaelsen et al. 
1994, Zuur et al. 2007). They also tolerate missing values and conflicting and imprecise data 
without dysfunction (Yuan and Shaw 1995). 
Generalised Additive Models (GAMs) and Generalised Additive Mixed Models 
(GAMMs) 
Generalised additive models (GAMs) and generalised additive mixed models (GAMMs) 
(Wood 2006) were used to investigate which sea-ice indices best explained the distribution of 
minke whales inside the sea-ice zone at broad and local-scales. Relationships between minke 
whale presence and all combinations of the four sea-ice indices were estimated using both 
GAMs and GAMMs (mgcv in R,  Wood 2006) at both broad- and local-scales.  
Habitat models serve three main purposes: 1) they can predict species occurrences on the 
basis of abiotic and biotic variables, 2) they provide a better understanding of species-habitat 
relationships, and 3) they quantify habitat requirements (Ahmadi-Nedushan et al. 2006).  
This particular study focuses mainly on the two last aspects, and does not attempt to predict 
minke whale distribution due to the patchy survey effort, the large spatial extent of study 
sites and the limitations of the point sampling design in which the sea-ice data was collected 
(creating a lack of information on full coverage maps of the sea-ice conditions). However, it 
is expected that the species/habitat relationships found in this study could be used in the 
future to inform predictive models of minke whale distribution inside the sea-ice zone. 
GAMs assume: 1) normality, 2) homogeneous variability in the explanatory variables, 3) 
fixed explanatory variables, 4) independence among the observations of the response variable 
(in this case minke whale presence), and 5) a correct model specification (Zuur et al. 2009). 
To check these assumptions, collinearity tests (Pairs package, Oehlschlaegel-Akiyoshi and R-
core-members 2010) were conducted for all datasets to assess the overlap of information 
contained in the sea-ice indices and to avoid over fitting of regression models. The data were 
filtered so that only pseudo-absence points that lay under a 0.3 probability of being minke 
whale habitat were used in the models (as previously done in section 4.2.5.1). 0.3 was chosen 
as the cut off point because even though it is a conservative approach, it detects the strongest 
patterns influencing minke whale distribution and has been used in previous species 
distribution studies (Engler et al. 2004).  
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Violations of independence due to spatial and temporal autocorrelation in the response and 
the explanatory variables occurred. Spatial autocorrelation can mistakenly highlight variables 
and support false patterns due to patchy occupancies (Legendre et al. 2002, Knapp et al. 
2003).  In this study, spatial filtering was not possible due to low numbers of minke whale 
sightings. Spatial autocorrelation was instead directly incorporated in the analyses. At the 
broad-scale, an additional fixed effect (interaction between latitude and longitude) was 
introduced into the generalised additive models (GAMs) as a covariate (analysis results 
referred to as GAM-1), then an exponential correlation structure (1, form = ~Latitude + 
Longitude) and a random effect per survey was incorporated into generalised mixed models 
(GAMMs) (analysis results referred to as GAMM-2 and GAMM-3 respectively). At a local-
scale, GAMs were developed separately for each dataset (i.e. month in each survey) and all 
possible combinations of the sea-ice indices were assessed (GAM-4). Utilising the broad-
scale and thus combining all datasets provided a larger dataset that could provide more 
reliable results. As recommended by Peduzzi et al. (1996), a minimum of 10 presences in the 
response variable were used for each explanatory variable included in the model. Table 5.3 
shows the maximum number per explanatory variables that could be used in the models 
according to the number of minke whale sightings contained in each dataset. 
 
 Table 5.3 Maximum number of explanatory variables to be used at each model run level (dataset) based on the 
number of minke whale sightings as suggested by (Peduzzi et al. 1996). EA: East Antarctica, RS: Ross Sea, 
LZS: Lazarev Sea.  
Dataset Region Month # of minke whale  Max # of explanatory variables in GAM 
0 All All 136 13 
1 EA Jan-06 12 1 
2 EA Feb-06 8 0 
3 RS Mar-04 52 5 
4 LZS Jul-06 17 1 
5 EA Oct-04 15 1 
6 RS Nov-04 33 3 
7 EA Nov-04 9 1 
8 LZS Nov-04 8 1 
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The best combination of predictors at broad and local-scales were those which  possessed the 
lowest AIC value; explaining the greatest amount of deviance and providing the maximum 
possible number of significant terms in the model (as suggested by Engler et al. 2004). The 
Un-Biased Risk Estimator (UBRE) was chosen instead of the automatic smoothing parameter 
(i.e. GVC) since the UBRE is a better smoothing parameter to develop models with low 
numbers in the response variable (Wood 2006). 
Hierarchical partitioning (HP) 
Hierarchical partitioning (HP, hier.part function in R, Walsh 2007, based on Mac Nally 
1996) was used to identify the independent contribution of the sea-ice indices used in the 
GAMs, in explaining the distribution of minke whales at broad and local-scales. Log-
likelihood was used to measure the independent correlations of the indices with the presence 
of minke whales. 
5.3. RESULTS 
5.3.1. Exploring patterns in sea-ice dynamics 
Although the indices indicated that the sea-ice zone is highly dynamic in space and time, 
separation between density peaks according to minke whale presence indicated that sea-ice 
indices could distinguish particular ice dynamics that may influence this species distribution 
inside the sea-ice zone. For example, early in the year, minke whales seemed to be utilizing 
particular areas of open water where there was low strength of ice deformation (Figure 5.1a). 
Later in the year, these animals tended to target particular areas based on access to the 
atmosphere (Figure 5.1b) or the variability in sea-ice thickness (Figure 5.1c).   
5.3.2. Discriminant canonical analyses (D-CAP 
Minke whale distribution was distinguishable using sea-ice indices in three of eight datasets 
(D-CAP, Table 5.4). Minke whale presence was affected by: the availability and access to the 
atmosphere during February in East Antarctica (dataset #2); time of ice formation, strength of 
deformation, variability in sea-ice thickness during March in the Ross Sea (dataset # 3); and 
variability in sea-ice thickness, time of ice formation and strength of ice deformation in 
October in East Antarctica (dataset # 5).  
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Figure 5.1 Example of histograms for a) strength of ice deformation (S) during July in the Lazarev Sea, b) 
variability in ice thickness (V) in October the Ross Sea during spring, and c) access to the atmosphere (AA) 
during summer in East Antarctica, according to minke whale presence (MKW association) or absence (non-
MKW association). 
 
Whilst not statistically significant, there were also strong relationships between minke whale 
presence and the time and strength of ice deformation during July in the Lazarev Sea (dataset 
# 4), and the time of ice formation during November in East Antarctica (dataset #7). Minke 
whale distribution was not distinguished during January in East Antarctica and November in 
all three regions (LZS, RS and EA). Overall, the indices explained little of this species 
distribution (δ2 values, D-CAP, Table 5.4). Sea-ice indices associated with minke whale 
observations were correctly classified ~60% of the time for two of eight monthly datasets, 
while ice characteristics associated with an absence of minke whales were correctly classified 
~60% of the time for five out of the eight datasets (Figure 5.2).  
The ability of ordination techniques to separate records based on a set of given variables (e.g. 
sea-ice indices) depended on its ability to cluster the groups away from each other in 
ordination space. In some cases, there were multiple clusters grouping the sea-ice indices 
according to minke whale presence. During July in the Lazarev Sea for example, there were 
two areas in ordination space in which minke whale were aggregated (dataset # 4, Figure 
5.3). 
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Table 5.4 D-CAP permutation tests results discriminating records according to minke whale presence and sea-
ice indices in East Antarctica, the Ross Sea and the Lazarev Sea and the associated correlation to sea-ice indices 
for each dataset. Variables: T= timing of ice formation, S= strength of ice deformation, V= sea-ice thickness 
variability, AA= access to the atmosphere. ** indicate significant results P<0.05, * indicate P<0.1. 
 Datasets 
Region EA EA RS LZS EA RS EA LZS 
Month Jan Feb March July Oct Nov Nov Nov 
# of ice records 176 103 548 270 219 585 201 128 
# of days sampled 4 6 24 20 6 19 7 3 
# of minke whales  12 8 52 17 15 33 9 8 
# of axes used for 
discrimination 
1 4 3 4 3 3 4 1 
δ2 correlation 0.002 0.206 0.046 0.031 0.042 0.003 0.041 0.000 
P- value 0.600 0.0005** 0.0001** 0.077* 0.029** 0.525 0.081* 0.923 
T -0.98 -0.13 0.66* 0.71* 0.46 -0.94* 0.65* 0.97* 
S -0.96 -0.09 0.62* 0.93* 0.47 -0.95* 0.45 0.96* 
V -0.85 0.00 0.59* 0.19 0.74* 0.05 0.35 0.83* 
AA -0.80 0.66* -0.36 -0.14 -0.38 0.42 0.35 0.09 
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Figure 5.2 Percentage of records correctly classified in the cross-validation of discriminant canonical analyses 
(D-CAP) (in which minke whales (MKW) were seen: dark bars, and where there were no whale observations: 
white checker bars) for each month with enough minke whales associated sightings.  Regions: EA: East 
Antarctica, RS: Ross Sea, LZS: Lazarev Sea. Dotted line represents the boundary at which datasets that were 
correctly classified into MK or non-MK ice conditions over 60% of the time in D-CAP cross-validation via 
permutation.  
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5.3.3. Classification trees (CTMs) 
Broad-scale model  
When only the sea-ice indices were used to create CTMs (CTM-1), strength of the ice 
deformation was the most important index classifying minke presence. There was an upper 
limit in ice deformation that restricted minke whales (S≤ 43). Minke whales used areas in 
which: 1) ice was formed some time ago (24 > T > 19) and there were a variety of open-
water areas through which these animals could access the atmosphere (AA <75); or 2) sea-
ice had been formed long ago (T > 23), there were numerous ice types of considerable sea-
ice thickness variability (19> V > 1.3), and most of the access to the atmosphere was 
confined to leads and open water categories of high ecological importance (AA > 75) (since 
the larger the area of open water and the greater its ecological importance, the higher its 
score) (Figure 5.4).  
When month (CTM-2) and region (CTM-3) were incorporated as explanatory variables there 
was a small decrease in the number of records correctly associated with minke whale 
sightings (Figure 5.5). Excluding January and February, minke whales were often found in 
areas where there was a wide range of deformation and a considerable upper limit (S < 43), 
ice had been formed long ago (T > 22), there were multiple ice types with low to 
intermediate sea-ice thickness variability (19 > V > 2.6), and the access to the atmosphere 
was large or/and ecologically important (AA > 55) (Figure 5.5a).  
Taking regionality into consideration, the patterns in minke whale distribution were related to 
sea-ice dynamics at least in the Ross and the Lazarev Seas, but not as strongly in East 
Antarctica (CTM-3). In the Ross and the Lazarev Seas, minke whales were associated with 
areas with low to intermediate ice deformation (S < 43), which had been formed some time 
ago (34 >T > 19), and where there were multiple ice types of variable thicknesses (V > 1). In 
East Antarctica some habitat use was distinguished by the presence of older forms of ice (T > 
43) (Figure 5.5b). 
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Local-scale models  
Results from local-scale models (CTM 4) were similar to those for broad-scale models in 
which month (CTM-2) was included. A better classification of minke whale habitat was 
obtained in local-scale models (there was a greater percentage of mink whale-associated 
records correctly classified, Table 5.5). Yet, a large number of models over -fitted the 
classification of records according to minke whale presence (record reclassification > 75%, 
Table 5.5).  
 
Table 5.5 Minke-whale-associated record membership and classification in CTMs.  n= sample sizes; minke 
whale= Minke whale; Regions: LZS= Lazarev Sea, RS= Ross Sea, and EA=East Antarctica. % indicates correct 
classification of records; *correspond to classification trees which were pruned to minimize cross-validation 
error and over-fitting. NA= model dimensionality problems, no run results provided. 
CTM code n minke whale 
sightings 
% of minke-whale-
associated records 
% of non-minke-whale-
associated records 
CTM-1* 763 136 38 96 
CTM-2*  763 136 35 99 
CTM-3*  763 136 30 99 
CTM-4 EA-Feb 35 8 100 75 
CTM-4 RS-March* 195 52 33 99 
CTM-4 EA-Oct* 81 15 80 98 
CTM-4 EA-Nov 70 9 67 98 
CTM-4 RS-Nov* 199 32 66 98 
CTM-4 LZS-Nov* 45 8 100 84 
 
During November in the Ross Sea, for example, minke whales were associated mainly with 
the deformation of the sea ice and the time of formation. The conditions used by minke 
whales in this month and region, were limited to areas of strong deformation (46 ≥ S ≥41) 
and where the ice zone had not been recently deformed (T < 17) (Figure 5.6a).  
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However, in East Antarctica the variability in sea-ice thickness  and the presence of multiple 
ice types, were not important in the habitat classification process, while the time of 
deformation was important (T > 43) (Figure 5.6b).  During March in the Ross Sea, the 
importance of the sea-ice indices differed. There was a higher upper limit of deformation (40 
> T), no minimum deformation required, and a slightly greater minimum threshold for sea-ice 
thickness variability (V > 1.3) (Figure 5.6c). Overall, a variety of sea-ice characteristics 
explained minke whale distribution for different datasets. 
5.3.4. Generalised Additive Models (GAMs) and Generalised Additive 
Mixed Models  
Timing of ice formation was excluded from the GAM selection tests because it was strongly 
collinear with the strength of ice deformation in all datasets, strength of ice deformation was 
retained because it is driven by the topography of ice floes, which had been previously often 
related to minke whale distribution (Chapter 4).  
Broad-scale models 
General additive models (GAM-1):  
The best combination of predictors at a broad-scale according to AIC value, deviance 
explained and significant terms in the model (GAM-1bh and GAM-1ag, Table 5.6) included 
strength of ice deformation, sea-ice thickness variability, access to the atmosphere and the 
interaction of latitude and longitude, and suggested that minke whales would be most likely 
found in areas where there was low to intermediate ice deformation, some variability in sea-
ice thickness and greater access to ecologically important open-water areas (Figure 5.7). 
However, most of the data were solely explained by the strength of ice deformation (GAMM-
1aa, Table 5.6).  
Most sea-ice indices were found to be significant in GAMs, yet even though significant 
explanatory variables were found, the models did not fit the data well (i.e. percentage of 
deviance explained < 15%). Spatial differences in minke whale habitat use were observed.  
The interactions of latitude and longitude were sometimes found to be significant when 
incorporated into the models (Table 5.6). This suggested that the underlying dynamics of the 
sea-ice zone were likely to influence the distribution of minke whales differently according to 
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region. However, the percentage of data explained by the model was not greatly increased 
when the interaction of latitude and longitude were incorporated. 
 
Table 5.6 Broad-scale GAM-1 results for all possible combinations of the three ice variables, with and without 
the interaction of latitude and longitude as a fixed variable, due to spatial structure embedded in the data. n= 
781. S = strength of ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere; df= 
degrees of freedom, AIC = Akaike’s information criterion; model codes: a= models based on multiple 
combinations of the 3 ice indices, b= models based combinations of the sea-ice indices and the interaction of 
longitude and latitude; *: significant terms, **: chosen model based on AIC, *** best model according to % 
deviance explained. 
Model 
code 
df AIC UBRE R-sq 
(adj) 
% 
deviance 
Sea-ice 
index# 2 - 
S 
Sea-ice 
index# 3 
– V 
Sea-ice 
index# 
4 - AA 
Lat x 
Long 
GAM_1aa 2.9 702.6 -0.101 0.099 9.84 7.49E-11*    
GAM_1ab 2.8 766.8 -0.018 0.011 1.49  0.0115*   
GAM_1ac 2 769.0 -0.015 0.007 0.993   0.0071*  
GAM_1ad 3.9 699.3 -0.105 0.11 10.5 1.9E-10*  0.0238*  
GAM_1ae 4.8 699.2 -0.105 0.105 10.8 1.02E-09* 0.0898   
GAM_1af 4.7 757.2 -0.031 0.026 3.22  0.0275* 0.0038*  
GAM_1ag 5.8 694.4 -0.111 0.12 11.6 1.02E-09* 0.049* 0.0112*  
GAM_1ba 6.8 698.7 -0.105 0.124 11.3 1.88E-11*   0.0455* 
GAM_1bb 4.8 766.8 -0.018 0.015 2.02  0.00715*  0.13053 
GAM_1bc 4 770.0 -0.014 0.009 1.38   0.0075* 0.226 
GAM_1bd 8.1 696.3 -0.108 0.126 12 3.46E-11*    
GAM_1be 8.6 698.5 -0.106 0.126 11.6 5.93E-11*  0.109 0.157 
GAM_1bf 6.7 694.9 -0.110 0.131 12.3 2.08E-10* 0.0856  0.0234* 
GAM_1bg 9.5 757.5 -0.030 0.031 3.7  0.01869* 0.0043* 0.15783 
GAM_1bh 9 693.7** -0.112 0.136 12.7*** 3.85E-10* 0.0572 0.0604* 0.0994* 
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General mixed models (GAMM-2 and 3):  
Sea-ice thickness variability was found to be the index with minimum correlation structure 
and thus lower potential to affect the model outcome via autocorrelation in the explanatory 
variable (GAMM-2). The model based on sea-ice thickness variability alone was chosen as 
the best model explaining the distribution of minkes via mixed models (according to the AIC, 
GAMM-2b, Table 5.7). However, variability in sea-ice thickness was rarely identified as a 
significant term in the models (p-value>0.05, Table 5.7), while the strength of ice 
deformation and access to the atmosphere were often significant and explained minke whale 
distribution.  
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Figure 5.7 Best model (GAM-1bh) explaining minke whale distribution in the Antarctic sea ice. Model: minke 
whale presence ~ S + V + AA + Latitude*Longitude. S = strength of ice deformation, V= sea-ice thickness 
variability, AA= access to the atmosphere, s= smooth function, numbers in the Y-axis= degrees of freedom for 
the smooth function.  
 
There were few differences in the models produced by GAMs and the GAMMs. In the 
GAMMS, the best model was chosen in which all sea-ice indices were used to explain minke 
whale distribution (GAMM-3g, Table 5.8). This provided very little improvement on the 
amount of data explained when compared to that in which the strength of ice deformation 
was solely used to explain these animals’ distributions (GAMM-3a, Table 5.8). The function 
chosen to describe the model was similar to that of regular mixed models (GAM-1ag, Figure 
5.6), but its shape and distribution were accentuated.  The random factor did not improve the 
fit of the models or increase the amount of data explained (Table 5.6). Overall, the strength 
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of ice deformation remained the most influential variable followed by the accessibility of 
open-water areas in most model runs. 
 
Table 5.7 Broad-scale results for all possible combinations of the three ice variables including correlation 
structure (corExp= 1, form = ~Latitude + Longitude) to account for autocorrelation (GAMM-2).  n= 781; S = 
strength of ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere; AIC = Akaike’s 
information criterion, df= degrees of freedom, Cor(Int)= correlation to the model’s intersect;  *: significant 
terms, **: chosen model based on AIC, *** best model according to AIC scores. 
    Variable statistics 
Model 
Code 
df AIC R-sq 
(adj) 
S V AA 
p-value Cor(Int) p-value Cor(Int) p-value Cor(Int) 
  
2a 5 4354.1 0.099 2.2E-08* -0.675     
2b 5 3693.6*** 0.011   0.055 -0.153   
2c 5 3714.3 0.002     0.001* 0.23 
2d 7 4437.9 0.109 1.2E-06* -0.678   0.084 0.162 
2e 7 4330.1 0.091 4.4E-08* -0.675 0.558 0.009   
2f 7 3734.7 0.015   0.047* 0.074 0.002* 0.217 
2g 8 4421.8 0.112 3.4E-07* -0.36 0.242 0.02 0.061 -0.909 
 
 
Table 5.8 Broad-scale results for all possible combinations of the three ice variables in combination with the 
random effects caused by sampling different regions and months (i.e. surveys) to account for autocorrelation 
(GAMM-3).  n= 781; S = strength of ice deformation, V= sea-ice thickness variability, AA= access to the 
atmosphere; df= degrees of freedom, AIC = Akaike’s information criterion; *: significant terms, **: chosen 
model based on AIC.  
Model 
code 
df AIC R-sq 
(adj) 
Sea-ice index# 2 - 
S 
Sea-ice index# 3 - 
V 
Sea-ice index# 4 - 
AA 
GAMM_3a 5 4354.53 0.099 2.26E-07*   
GAMM_3b 5 3694.64 0.010  0.0192*  
GAMM_3c 4 3687.50 0.006   0.0034* 
GAMM_3d 6 4384.6 0.018 0.357  0.0654 
GAMM_3e 7 4222.30 0.097 5.36E-08* 0.508  
GAMM_3f 6 3723.11 0.016  0.0273* 0.0047* 
GAMM_3g 8 3516.25** 0.091 6.9E-14* 0.007* 0.0103 
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Local-scale models (GAM-4): 
Local-models were not robust at this scale because of the low number of sightings (between 
8 to 52 whale sightings). There were no consistent patterns explaining minke whale presence 
during all months (Appendix 2).  
5.3.5. Hierarchical partitioning (HP)  
At a broad-scale, the strength of ice deformation was the sea-ice index that best explained 
minke whale distribution inside the sea-ice zone (Figure 5.8). However, when each month in 
each region was analysed independently (local-scale analyses), strength of ice deformation 
was predominantly important during November throughout all regions and early during the 
year, with the exception of March in the Ross Sea when the access to the atmosphere best 
explained minke whale distribution (Figure 5.9).   
5.4. DISCUSSION 
5.4.1. Advantages of measuring minke-whale/sea-ice relationships via 
sea-ice indices and habitat-use models 
Classifying minke habitat by measuring the degree of deformation of the sea-ice zone was 
useful. Even though there was little improvement in the discrimination of minke whale 
presence based on the sea-ice indices when compared to that achieved by the FCA axes 
(Chapter 4), these indices were good candidates for quantifying habitat structural complexity 
over FCA scores (Chapter 4) because their interpretation was much simpler than examining 
relationships between minke whale presence and the characteristics of the sea ice. Moreover, 
they are dimensionless and measure both surface and space features that contribute to the 
structure of the local habitat (Warfe et al. 2008). Therefore, these indices could be used at 
other scales and resolutions, for example measuring sea-ice structure in multiple resolutions 
(6.5, 12 or 25 km) to capture relevant species-habitat relationships in other regions (e.g. the 
Arctic), and for other species.   
Additionally, the sea-ice indices processed the ASPeCt classification more efficiently and in 
a more standardised method as the patterns measured by the scores were ecologically 
informed and not only driven by physical data measurements. 
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In most datasets, except the November datasets, there were greater proportions of minke-
whale/sea-ice associated records correctly classified according to the sea-ice indices than 
those classified under the FCA scores (FCA D-CAP results, Chapter 4, section 4.3.2).   
The indices also provided the means to model minke whale distribution and characterize 
areas of preferences and avoidance (via CTMs, GAMs and HP). This would have been harder 
via FCA scores (Chapter 4) because of the complicated correlations held between these axes 
and the fuzzy-coded original ice characteristics and modalities. The FCA axes were 
correlated to a complex mixture of ASPeCt characteristics and modalities which made the 
interpretation of minke-whale / sea-ice relationships difficult; sea-ice indices measured 
particular ecological processes predetermined by the scoring criteria, thus were simpler to 
interpret (Table 5.1).  
Overall, data classification appeared more successful at local rather than at broader-scales 
(CTM-4 vs. CTM 1, 2 and 3, respectively) according to the percentage of minke-whale-
associated records correctly classified in each of the trees (Table 5.5). The cut off point of 0.3 
provided simpler classification trees that reduced the probability of type II error, and 
facilitated the development of classification trees at all scales (i.e. all models possessed 
sufficient dimensions to distinguish sea-ice conditions most often used by minke whales). 
However, it was clear that in certain datasets the models over fitted the presence of these 
animals. Most CTMs performed better in classifying non-minke-whale-associations than 
minke-whale-associations due to the weighting processes upon which pseudo-absences were 
created. Interestingly, even though there was quite a degree of variability in the ice 
conditions used by minke whales in different months and regions, there were common 
thresholds that limited minke whale distribution. The strength in sea-ice deformation (~34 to 
46) and the time of ice formation were the most important variables classifying minke whale 
sea-ice conditions in most trees. A detail description of these classifications is outlined in the 
following sections. 
The development of sea-ice indices provided a platform to capture and incorporate the 
intensity of storm and synoptic events that structure the sea-ice zone. Storms promote 
convergence in sea-ice motion patterns, and rapidly change the existing ice via rafting and 
pressure ridge formation. This in turn breaks the ice up into assemblages of different floe 
sizes, ice-types/ages and snow cover thicknesses (Massom and Stammerjohn 2010). Storms 
and synoptic events, during which there is great interaction between the ocean and the 
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atmosphere, are very important because they control sea-ice heterogeneity and the degree of 
variability in the ice seascape (Lewis et al. 2010, Massom and Stammerjohn 2010). 
Capturing these processes is important because they dictate how the sea ice will be structured 
and how it will affect minke whale distribution, as the sea-ice cycle progresses and as habitat 
selection changes (as also suggested in Chapter 4  and by Arthur et al. 1996).  
5.4.2. Identifying different patterns at different scales 
Capturing typical patterns in minke whale sea-ice use was challenging due to the natural 
seasonal variability of this environment and the relatively small spatial and temporal 
coverage of the surveys. Intermediate deformation of the sea-ice seascape explained some of 
the distribution of these animals, while stronger deformation limited it (e.g. Figure 5.4). 
Areas where there were mixtures of ice types, evidence of recent dynamics and appropriate 
access to the atmosphere or types of ice which minke whales could break through, were 
likely used by minke whales (Figure 5.4). 
 Importantly, the chosen scales at which processes were evaluated were useful and 
informative at different levels. Broad-scale models (e.g. Figure 5.4 and 4.8, Table 5.6) 
appeared to highlight restrictive ice conditions, while local-scale models (e.g. Figure 5.6) 
tended to summarize ice conditions most likely used by minke whales. Results suggested that 
for the patterns in minke whale distribution at broad-scales there was a maximum strength of 
ice deformation above which minke whales were not frequently seen. Overall the best models 
were often those that incorporated most ice variables, or at least both the strength of the 
deformation as well as the sea-ice thickness variability.  Different features of the sea-ice zone 
relate to minke whales at particular times and regions. Independent effects assessed through 
hierarchical partitioning, also supported differences in importance of each sea-ice index 
across different scales. Locally, the strength of ice deformation seemed also mostly relevant 
in the month of maximum ice cover (July in the Lazarev Sea, Figure 5.9), access to the 
atmosphere was found to be important during earlier months of the year (January and 
February in East Antarctica and March in the Ross Sea) while sea-ice thickness variability 
contributed to the pattern in minke whale distribution mainly later during the year (Figure 
5.9).  
The variability in predictor significance at local-scales was important despite the fact that 
models were affected by the spatial structure of the sea-ice indices, the low predictability of 
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the sea-ice environment at fine-scales and the low occurrence of minke whale sightings 
(consistent with Legendre et al. 2002). Shifts in variable importance were likely the results of 
different combinations of general sea-ice features that influence minke whales’ overall 
distribution by making an area worth visiting or avoiding, and those that change rapidly over 
time and might have been related to their foraging behaviour instead of their overall 
distribution (also observed by Anderwald et al. 2012). Therefore, it is also possible that lack 
of detection of significant relationships between minke whales and sea-ice habitats (P>0.05) 
in all monthly datasets (Table 5.4) occurred because: 1) the spatial distribution of individuals 
was not related to the habitat variables measured, hence there was no predictability or 
transferability across time and space; 2) the temporal predictability of the environment was 
challenged by the patchy nature of the sampling (as also suggested by Schooley 1994, Manel 
et al. 2001); 3) the sea-ice structure was measured at a scale that does not influence the 
overall distribution of these whales since these animals can utilise a broad range of ice 
conditions (there is variability in the scale at which environmental factors limit species 
distribution, Scott et al. 2002 and references therein); and/or 4) the sea-ice features measured 
by the indices trigger variable  behavioural responses (as observed byAnderwald et al. 2012).   
5.4.3. Sea ice as a limiting or aggregating feature? 
In this study, the dual influence of sea ice on the distribution of minke whales supported 
previous findings on the role that sea ice plays on the distribution of other polar cetaceans 
and air-breathing predators (Ferguson et al. 2000, Haas 2008b, Tynan et al. 2009). Firstly, it 
was found that the sea ice apparently restricted the access to the atmosphere in which minke 
whales could breathe while foraging; access would have been metabolically costly, or not 
possible, in areas of thicker ice floes and strong ice deformation and compaction. 
Appropriate access to air played an important role in providing foraging habitat; narrow leads 
running for hundreds of kilometres provided “arterial routes” facilitating survival deep within 
the sea-ice zone even through extensive winter ice cover (as disucssed by Beekmans et al. 
2010, Massom and Stammerjohn 2010). Secondly, sea ice could facilitate minke whale prey 
location in areas of low to intermediate ice deformation (Figure 5.7) because krill aggregate 
in dense patches in association with these sea-ice conditions (Bergström et al. 1990, 
Melnikov and Spiridonov 1996, Frazer et al. 1997, Flores et al. 2011); by aggregating and 
influencing prey distribution, sea-ice structure is also likely to enhance the tracking 
efficiency of minke whales by increasing prey encounter probability (Fauchald 1999). 
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Depending of the sea-ice structure and the season, ice formation and melt provide and 
releases micronutrients to surface waters respectively, thus increasing local productivity 
(Eicken 1992, Ackley and Sullivan 1994, Thomas and Dieckmann 2003). Therefore, the 
heterogeneity and complexity of the sea-ice seascape measured in this study via the sea-ice 
indices might have detected areas of greater productivity, where prey such as krill are likely 
to be released into the water column and top predators can have access to it. If minke whales 
respond at appropriate scales to changes in both spatial and temporal factors that determine 
prey distribution and abundance (as suggested by Anderwald et al. 2012), minke-whale/sea-
ice associations found in this study could have resulted from indirect and complex linkages 
between productivity and the distribution of prey and predators locally.  
An increase in sea-ice dynamics due to storms and local weather systems during sea-ice melt 
for example, lead to an increased ocean stratification and productivity (Garrison and Mathot 
1996, Arrigo and Thomas 2004). The earlier the formation of sea ice, the greater the amount 
of sea-ice algae which will be incorporated within it (Quetin et al. 2007) and the greater the 
light available for the ice algae to grow before mid-winter (Fritsen et al. 1998, Raymond et 
al. 2009). The longer the sea ice is exposed to  highly variable oceanic forces and  weather 
conditions, then the greater the number of areas will be that are ridged and broken, which 
may result in better foraging habitat for minke whales, with more krill available (Thiele et al. 
2004, Massom and Stammerjohn 2010). The duration of the winter ice cover for example, 
has been found to affect habitat “quality” for krill (Quetin et al., 2007), while shorter ice 
seasons lead to a reduction in abundance of krill in the Antarctic (Quetin and Ross 2009). 
During autumn, when sea ice advances, larval krill ascend to surface waters and seek food 
and refuge inside the sea ice, so the later the timing of annual sea-ice formation, the lower the 
food availability for krill, and the lower the growth rates and survival of juvenile krill (Quetin 
and Ross 2009). During spring, the timing of ice retreat and associated phytoplankton blooms 
are critical for adult female krill to reach optimal breeding condition (Quetin and Ross 2009). 
The ice structure influences development of krill. Heavier denser areas of ice which have 
undergone certain levels of ridging favour krill’s growth over thinner undeformed ice floes 
formed under lower ice dynamics and physical interactions (Frazer et al. 1997, Daly 2004, 
Quetin and Ross 2009). Particularly, thicker rafted ice floes provide better refugia for 
juvenile krill and greater ice-algal biomass to support and promote higher recruitment and 
abundance of krill, by reducing the risk of starvation and larval mortality inside the sea ice 
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(Quetin et al. 1994, Frazer et al. 1997, Bartholomew et al. 2000, Daly 2004, Ross et al. 2004, 
Siegel 2005, Massom et al. 2006, Quetin and Ross 2009, Meyer et al. 2010). 
Even though there were no observations of minke whales foraging and feeding in this study 
during winter, it was assumed that whales remaining in the Antarctic waters fed when 
possible considering that they have low fat storage (Nordøy et al. 1995b). Sea ice limited and 
aggregated minke whales in this study, mainly during winter, when whales needed to 
navigate and search for open water to breathe, and likely foraged underneath ice floes where 
krill could find plenty of ice algae to develop. During summer, when there was sufficient 
open water and ice cover was at its minimum, sea ice did not restrict whale movements 
inside the sea-ice zone and probably served only as a cue to find nearby prey aggregations 
which were likely located in the ice edge and open sea (adult krill migrate to spawn in the 
open ocean outside the sea-ice zone, Siegel 2005). Therefore, sea-ice characteristics suitable 
for foraging and feeding differed and thus minke whales were associated with multiple sea-
ice conditions. These differences in minke-whale /sea-ice relationships according to habitat 
use, animal behaviour (feeding vs. foraging), and season sampled, are illustrated in the 
following conceptual model (Figure 5.10).  
Additionally, the intrinsic empirical nature of the presence-absence techniques, often model 
the ecological realized niche rather than the fundamental niche of the species (Guisan and 
Zimmermann 2000). Presence-absence models are likely to capture many other factors, 
including areas of local adaptations and multiple habitat types (e.g. foraging vs. feeding 
habitat), in addition to the species’ range of environmental tolerance, resulting in habitat 
ranges for the species (Olivier and Wotherspoon 2008). Certainly not all suitable areas 
throughout the sea-ice zone are used by minke whales. Thus the analysis can seem to 
misclassify these, as no whales were observed, but in fact the characteristics of the habitat are 
potentially suitable for the species. This range of features should incorporate areas in which 
animals are likely to display particular behaviours (e.g. feeding) and areas that serve as 
regular corridors for animals to travel (e.g. forage). The differentiation of feeding and 
foraging conditions, and the characterisation of habitat in which the full range of physical, 
chemical and biological requirements occurs is crucial for the conservation of cetacean 
species (Ross et al. 2011); more so when spatial and temporal variation of the sea-ice 
seascape in this dynamics ecosystem may lead to constant shifts in the role that ice plays on 
the distribution of species. 
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Figure 5.10 Conceptual model of the relationships between the distribution of minke whales and the strength of 
the deformation taking into account the potential use of sea ice to locate krill habitat, a) when the restrictive 
nature of the deformation of the sea ice during periods of extensive ice cover; b) when there is abundant open 
water in between ice floes during months of low ice cover. This example is based on the broad-scale results of 
the GAMs (GAM-1ag, Figure 5.7). 
 
5.4.4. Detectability of species habitat association 
There are many issues that need to be considered when assessing and searching for species-
habitat relationships. Some of these include the fact that animals’ response to changes in their 
physical environment may not be instantaneous, thus associations may be undetectable due to 
time lags for the response variable (Leaper et al. 2006). During summer for example, in the 
Ross Sea, the thickness of freshened surface water increases rapidly over the continental rise 
and slope as a consequence of ice melt and precipitation surplus. Micronutrients from ice 
melt are released into the ocean’s surface and local productivity is increased (Hohmann et al. 
2002, Jacobs et al. 2002, Ackley et al. 2003). However, it is hard to determine how quickly 
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such increase in productivity would become available to krill and subsequently influence top 
predators feeding on krill.   
Additionally, animals may be choosing habitat according to behaviour (e.g. feeding, 
travelling, resting and socializing) (Anderwald et al. 2012); individual differences in habitat 
use obscure the ability to distinguish sea-ice characteristics most likely used by these species. 
Perhaps, no single set of habitat features is useful in summarizing and distinguishing habitat 
selection at all times. Without behavioural data it is difficult to distinguish between minke 
whale foraging and feeding habitat selection. Minke whales relationships with the 
environment are likely to change according to individual’s behaviour, perception of habitat 
quality, feeding intensity, energy requirements and scale at which processes are measured (as 
seen in other Antarctic top predators, e.g. Ferguson et al. 2000, Moore et al. 2000, Jones 
2001, J. L. Dungan 2002, Ribic et al. 2008, Anderwald et al. 2012).  Sea-ice conditions 
preferred by particular species and individuals may be different according to the animal’s 
behavioural state, for example, whether the animal is foraging or whether it is feeding (Ribic 
et al. 2008). It is likely that even though, sea ice during winter is more diverse and can be 
differentiated into a wider number of habitats, minke whales spend less time feeding and thus 
their distribution is not as strongly related to that of their prey; during this time, species-
habitat relationships cannot be easily detected by exploring sea-ice structure and dynamics 
(Worby et al. 2008, Chapter 3 and 4).  
It is unknown how much minke whales forage outside of the austral summer season. Yet, 
previous studies suggest that minke whale fat stores can only sustain them for a period of two 
months (Nordøy et al. 1995b). Thus, it is likely that minke whales remaining in austral 
waters require continuous food sources, and that relationships with the distribution of their 
prey can be expected at least at certain times.  
In addition to differences in habitat use (e.g. travelling vs. feeding), it is likely that by 
sampling different months of the year, we captured behavioural differences among different 
age classes at different life stages. Wide-ranging marine species may have life-history stages 
that occur in very different habitats (Appendix 3) (Hooker and Gerber 2004). Not all 
individuals leave their feeding grounds (Thiele and Gill 1999, Thiele et al. 2004) and migrate 
to breed and nurse. The number of minke whales that migrate to and from high latitudes 
changes in time and space (e.g. Skaug et al. 2004).  Males may be seeking habitats with 
greater food availability thus remain in high latitudes, particularly as they typically do not 
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store as much blubber as females (Konishi et al. 2008), while females, which are large and 
have greater energy reserves (Konishi et al. 2008), may be choosing to migrate to safer 
habitats to breed and nurse their calves at lower latitudes. It is likely that juvenile minke 
whales and some males remain to feed in Antarctic water year round, as is common in minke 
populations in other parts of the world, while females, and particularly pregnant individuals, 
swim north into sheltered areas (Howrwood 1990, Laidre et al. 2009). This supports the 
sexual segregation hypothesis based on different activity budgets and energetic requirements 
(Ruckstuhl and Neuhaus 2000, Kishiro et al. 2009) depending upon life-history (Laidre et al. 
2009).  Other Antarctic top predator species including southern elephant seals display 
variability in sea-ice habitat use according to life stage (Bornemann et al. 2000). Juvenile 
elephant seals avoid sea ice; adults utilize this habitat but display behavioural differences 
according to sea-ice habitat being used during winter; and females may or may not use the 
fringe of the heavy sea-ice cover (Bornemann et al. 2000).  
5.5. CONCLUSION 
Sea-ice data needs to be collected at a fine-scale to capture local and seasonal processes that 
structure habitat. Results suggested that the patchy distribution of minke whales may be 
related to the strength of the ice deformation. Minke whale distribution was restricted by 
strong ice deformation, related to intermediate ice deformation. Minke whales appeared to 
avoid areas of high ice compaction, but related areas that possibly facilitated prey, krill, 
detection and thus foraging. It is possible that the dynamics of the sea-ice zone might explain 
the distribution of krill predators that forage underneath sea-ice floes. Fuzzy-coded ASPeCt 
data provided a baseline to identify the linkages between the patchiness in productivity and 
the physical forces of the environment, through understanding of the formation and 
deformation of the sea-ice seascape. It is highly likely that this information will be useful in 
understanding large-scale patterns in minke whale habitat use, and that further effort should 
be focussed in assessing sea-ice dynamics based on widely available broader-scale data 
sources. Further surveys should also be considered throughout multiple seasons within the 
sea ice, to confirm how the sea ice influences prey detection and foraging efficiency of minke 
whales and other krill predators.
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Chapter 6. Are sea-ice indices useful for 
detecting habitat characteristics of Antarctic 
predators? 
 
6.1. INTRODUCTION 
The Antarctic is a highly productive ecosystem driven by the seasonal and long term changes 
(from both natural and anthropogenic origin) of the sea-ice zone. The structure of the sea-ice 
zone influences primary productivity (Arrigo 2008, Quetin and Ross 2009), and the 
distribution of Antarctic minke whales (Chapters 4 and 5). However, the effects of the sea-ice 
zone on top predators remains poorly understood, particularly in relation to how the structure 
and complexity of the sea ice affects Antarctic species (Chapter 4 and 5). A better 
understanding of the sea-ice habitat selection processes on which predators rely is crucial to 
assess how changes in the Antarctic ice seascape will influence all these species.   
Minke whales (Balaenoptera bonaerensis), crabeater seals (Lobodon carcinophagus), Adelie 
penguins (Pygoscelis adeliae) and emperor penguins (Aptenodytes forsteri) are the four most 
abundant predators inside the Antarctic sea-ice zone. These species have evolved different 
life-histories to adapt to the extreme physical and biological fluctuations of the Antarctic 
(Costa and Crocker 1996), and a diverse range of foraging strategies that take advantage of 
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localised areas of increased productivity (Costa 1993, Costa and Crocker 1996, Ducklow et 
al. 2007). Crabeater seals, Adelie penguins and emperor penguins, haul out on large ice floes 
during foraging trips (Friedlaender et al. 2011). The distribution of crabeater seals has been 
associated with the thickness of the sea-ice floes at various scales, highlighting their need for 
stable platforms to haul out (McMahon et al. 2002, Flores et al. 2008). Emperor penguins 
also use sea ice as breeding and moulting habitat (Jenouvrier et al. 2009). Crabeater seals use 
the sea-ice zone year round as a platform to breed, moult and pup (Laws 1985, Siniff 1991, 
Ackley et al. 2003, Southwell 2005). However, even during pupping, their need to feed limits 
them to areas located within a reasonable swimming distance of foraging grounds (Oftedal et 
al. 1987).      
Even though crabeater seals, Adelie penguins and emperor penguins use the sea-ice zone 
differently, they are often found in areas where krill abundance is high (Nordøy et al. 1995a, 
McMahon et al. 2002, Burns et al. 2004, Thiele et al. 2004, Friedlaender et al. 2006, 
Friedlaender et al. 2009). Thus, when the structure of the sea-ice zone is related to the patchy 
distribution of krill (Frazer et al. 1997, Daly 2004, Quetin and Ross 2009), sea-ice features 
could be used to explain some of the distribution of these krill predators. The scale at which 
their distribution is related to the structure of the sea-ice needs to be further explored.  
Habitat complexity has been previously used in a diverse range of studies to explain the 
distribution of species in aquatic environments (e.g. Chapter 4 and 5, Tews et al. 2004, Warfe 
et al. 2008), yet the ability to foresee how changes in structural differences between habitats 
will influence species remains a challenge. Overall, the lack of consistency in measuring and 
quantifying habitat structure and assessing attributes of complexity other than the presence, 
absence or density of the dominant structures, has limited the ability to broaden the scope of 
independent studies (Tews et al. 2004). Various studies which have explored general 
relationships between the distribution of a single species and their habitat do not necessarily 
provide a base-line to compare multi-species response to changes in the ecosystem 
(Kovalenko et al. 2012). Testing habitat measurements that can represent and capture the 
relationship between multiple species and their environment may be useful to assess species 
responses to change in particular ecosystems.  
Indices measuring the complexity of sea-ice habitat and the dynamic processes under which 
the sea-ice seascape is formed and deformed were useful in explaining some of the 
distributions of minke whales inside the sea-ice zone (Chapter 5). Minke whales use areas 
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where there is new thin-ice and open water breaks among older ridged ice, and where there is 
significant floe break up, refreeze and melt (Chapter 4). Assuming that one of the main 
drivers of minke whale distribution is locating areas where they can feed, these sea-ice 
indices may be useful to identify sea-ice conditions that facilitate prey detectability and 
improve foraging efficiency. For any measure of habitat structure to be most useful it should 
not only be applicable to a range of habitats but also be appropriately associated with 
multiple local species (Warfe et al. 2008). Hence, this chapter explores the extent to which 
sea-ice indices used to measure minke whale associations with sea-ice structure can also 
explain the distribution of other krill predators (i.e. crabeater seals, Adelie penguins and 
emperor penguins) inside the Antarctic sea-ice zone.  
6.2. METHODS 
The efficiency of the sea-ice indices (Chapter 5) in detecting species-habitat relationships 
inside the Antarctic sea-ice zone were tested using 1-km2- resolution ASPeCt data (Worby 
1999) and sighting data of crabeater seals, Adelie penguins and emperor penguins collected 
simultaneously over three Antarctic regions (East Antarctica, the Ross and the Lazarev Seas), 
six multidisciplinary surveys, and various seasons from 2004 to 2006. In all these surveys 
data collection methods were designed for cetacean species, thus crabeater seal, Adelie 
penguin and emperor penguin sightings were opportunistic data that was recorded whilst on 
effort.  
Sea-ice data collection and processing was conducted as outlined in Chapter 4 (section 4.2.1) 
and 5 (section 5.2.1 to 5.2.3), however, since data classification for each of the three species 
was not the main purpose of this study, classification trees were not included. ASPeCt 
classifications were used to score each record according to the sea-ice indices (Table 5.1, 
Chapter 5) and all sightings of crabeater seals, Adelie penguins and emperor penguins 
sightings observed on or near ice were matched to the closest sea-ice record (within a 10 
minute interval) (Table 6.1). Only datasets in which there were more than five sightings were 
used in analysis. Most analyses were conducted on monthly datasets (refer to as local-scales), 
since this better summarises species-habitat relationships at fine-scales (Chapter 4 and 5).  
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Table 6.1 Summary of sea-ice data and predator sightings per monthly dataset. Species: crabeater seals (CS), 
Adelie penguins (AP) and emperor penguins (EP). Regions: East Antarctica (EA), the Ross Sea (RS) and the 
Lazarev Sea (LZS).  
Region Month Sea-ice sample size # of CS sightings # of AP sightings # of EP sightings 
EA Jan 2006 176 23 43 8 
EA Feb 2006 103 19 27 16 
RS Feb 2004 177 6 53 0 
RS Mar 2004 548 53 180 52 
LZS Jul 2006 270 23 14 15 
EA Oct 2004 219 19 19 0 
RS Nov 2004  585 103 108 21 
EA Nov 2004 201 29 31 0 
LZS Nov 2004 128 19 0 0 
LZS Dec 2004 402 28 8 24 
 
Data analyses were conducted in the following three steps. Firstly, all four sea-ice indices 
(timing of ice formation (T), strength of ice deformation (S), sea-ice thickness variability (V), 
and access to the atmosphere (AA)) were used in canonical discrimination analyses (D-CAP, 
Anderson and Willis 2003, Anderson 2004) to distinguish sea-ice indices related to presence 
of each species in each month and survey independently, and inform modelling techniques 
about the likelihood of  records in which no minke whales were sighted in providing reliable 
absences.  
Secondly, generalised additive models and the Akaike’s information criterion (AIC) (GAM, 
mgcv in R,  Wood 2006) were used to investigate which combination of sea-ice indices best 
explained the distribution of crabeater seals, Adelie penguins and emperor penguins inside 
the sea-ice zone. An absence dataset was created using only records with species-association 
probability under 0.3 (as previously done in Chapter 4 and by Engler et al. 2004). Due to 
collinearity between timing of ice formation and strength of ice deformation, timing of ice 
formation was excluded from the models. Each species distribution was explored at a broad-
scale (all months surveyed pooled together) and a local-scale (months analysed 
independently). In the broad-scale analyses potential differences in sea-ice preferences 
according to region were accounted for by including the interaction between latitude and 
longitude as a fourth explanatory variable in the models.  
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Thirdly, hierarchical partitioning (HP, hier.part function in R, Walsh 2007, based on Mac 
Nally 1996) was used to identify the independent contribution –rather than partial – of each 
sea-ice  index in explaining the distribution of each species at broad and local-scales. Log-
likelihood was used to measure the independent correlations of the indices with the presence 
of each top predator species. As for GAMs only three indices were used for these analyses 
(strength of ice deformation, sea-ice thickness variability and access to the atmosphere). 
6.3. RESULTS  
6.3.1. Canonical discriminant analyses (D-CAP) 
D-CAP did not show any consistent relationship between species presence and the sea-ice 
indices across space and time, yet there were particular sea-ice indices that explained the 
distribution of each of these species. Crabeater seal and emperor penguin habitat for 
example, was most successfully discriminated by sea-ice indices (Figure 6.1). This 
discrimination was driven by the high percentage of records correctly classified that were not 
associated with crabeater-seal sightings (Figure 6.2). Discrimination of crabeater seal habitats 
according to the sea-ice indices were only driven by differences in access to the atmosphere 
between the areas where these animals were seen and those with no sightings during January 
in East Antarctica and March in the Ross Sea. Discrimination was also driven by differences 
in timing of ice formation, strength of ice deformation and sea-ice thickness variability 
during November in East Antarctica (Figure 6.3).   
Adelie penguin habitat discrimination was the least successful statistically (Figure 6.1), yet it 
was the most successful in correctly classifying sea-ice conditions associated to Adelie 
penguins (Figure 6.2). The distribution of these animals was influenced by the sea-ice 
thickness variability and the availability of multiple ice types, in the Ross Sea during March 
and November (Figure 6.3). 
Based on the sea-ice indices emperor penguins presence was discriminated almost 50% of 
the time (Figure 6.1), and the discrimination was driven by the high percentage of sea-ice 
records correctly classified as no association with sightings (Figure 6.2). The timing of ice 
formation and the strength of ice deformation limited emperor penguin presence during 
March in the Ross Sea and during November in the Lazarev Sea (Figure 6.3). 
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Figure 6.1 Percentage of datasets in which discrimination (D-CAP) was significant (P-value<0.05) for each 
species. Species: crabeater seals (CS), Adelie penguins (AP) and emperor penguins (EP). 
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Figure 6.2 Percentage of datasets in which records were correctly classified at least 60% of the time in each 
species according to D-CAP analysis. Species: crabeater seals (CS), Adelie penguins (AP) and emperor 
penguins (EP). 
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Figure 6.3 D-CAP correlations to the sea-ice indices per monthly dataset. Regions: EA: East Antarctica, RS: 
Ross Sea, LZS: Lazarev Sea; T= timing of ice formation, S = strength of ice deformation, V= sea-ice thickness 
variability, AA= access to the atmosphere. Species: crabeater seals (CS), Adelie penguins (AP) and emperor 
penguins (EP). 
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6.3.2. Generalised additive models (GAM) 
Broad-scale models 
At broad-scales, models containing the strength of ice deformation, the sea-ice thickness 
variability and the interaction between latitude and longitude best described the distribution 
of crabeater seals and Adelie penguins (Table 6.2); in the case of emperor penguins, the best 
models also included access to the atmosphere in addition to strength of ice deformation, sea-
ice thickness variability, latitude and longitude (Table 6.2). The sea-ice indices had a limited 
ability to explain top predator species distribution inside the sea-ice zone (e.g. the maximum 
percentage of data explained was 18% for the distribution of emperor penguins, Table 6.2).  
 
Table 6.2 Best combinations of the sea-ice indices (Broad-scale GAMs) explaining crabeater seals (CS), Adelie 
penguins (AP) and emperor penguins (EP) distribution based on all data combined. S = strength of ice 
deformation, V= sea-ice thickness variability, AA= access to the atmosphere, Lat=latitude, Long=longitude. 
ΔAIC= difference between the largest and the lowest Akaike’s information criteria value for all the models 
developed for each species. 
Species Best Model % deviance ΔAIC 
CS CS~S + V + Lat*Long 7 83.44 
AP AP~S + V + Lat*Long 17 212.22 
EP EP~S + V + AA + Lat*Long 18 95.37 
 
 
Interestingly, the relationships held between the sea-ice indices and the distribution of the 
three species differed between both penguin species and crabeater seals. While crabeater 
seals displayed linear trends between the distribution of these animals and an increase in ice 
deformation and variability in ice thickness, Adelie penguins and emperor penguins 
displayed polynomial effects in the distribution according to increases in ice deformation and 
ice thickness variability (Figure 6.4, 5.5 and 5.6).  
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Figure 6.4 Best broad-scale model for the distribution of crabeater seals in the Antarctic sea ice. S = strength of 
ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere; s= smooth function, numbers 
in the Y-axis= degrees of freedom for the smooth function. Model: crabeater seal-presence ~ S + V + 
Latitude*Longitude. 
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Figure 6.5 Best broad-scale model for the distribution of Adelie penguins in the Antarctic sea ice. S = strength 
of ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere, s= smooth function, 
numbers in the Y-axis= degrees of freedom for the smooth function. Model: Adelie penguin-presence ~ S + V + 
Latitude*Longitude. 
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Figure 6.6 Best broad-scale model for the distribution of emperor penguins in the Antarctic sea ice. S = strength 
of ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere, s= smooth function, 
numbers in the Y-axis= degrees of freedom for the smooth function. Model: emperor penguin-presence ~ S + V 
+ AA + Latitude*Longitude. 
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Local-scale models 
There were temporal differences in the influence of the sea-ice indices over the distribution 
of all three species. There was no consistent model that explained top predator distribution in 
every monthly dataset, but model performance increased at the local-scale (deviance 
explained > 25% in fourteen out of twenty-four models, Table 6.3). This shift in model 
performance was a combination of decreased variability in sea-ice conditions used for 
analysis and an increase in the proportion of sea-ice records associated with predator-
sightings in each dataset (Figure 6.7). No particular model explained the distribution of 
crabeater seals in February, March and July, but the strength of ice deformation was often 
included in the models (Table 6.3). During October, November and December on the other 
hand, the distribution of these seals was explained by the sea-ice thickness variability, 
particularly during October in East Antarctica (deviance explained for this monthly dataset 
>60%, Table 6.3); crabeater seals would use particular areas inside the sea-ice zone as ice 
thickness increased in variability (e.g. Figure 6.8). This pattern was identified also at the 
broad-scale (Figure 6.4Error! Reference source not found.).  
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Figure 6.7 Percentage deviance explained by the 
best model chosen by the local-scale GAMs for 
each predator species vs. the percentage of records 
that were associated with sea-ice records in the 
datasets analysed. Species: crabeater seals (CS), 
Adelie penguins (AP), emperor penguins (EP) 
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Figure 6.8 Best model explaining crabeater 
distribution in East Antarctica during October 
2004. Model: crabeater seal-presence ~ ice 
thickness variability.  
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Monthly patterns were not consistent for any period for both Adelie penguins and emperor 
penguins; there was no particular combination of sea-ice indices that could characterise sea 
ice use of these two species. Sea-ice thickness variability appeared in the best model for 
seven out of eight Adelie penguin datasets, and strength of ice deformation and sea-ice 
thickness variability often appeared in emperor penguin models (Table 6.3).      
6.3.3. Hierarchical partitioning (HP) 
Broad-scale analyses 
Sea-ice thickness variability was the dominant index explaining the presence of crabeater 
seals inside the sea-ice zone; strength of ice deformation was the most influential index 
explaining the distribution of Adelie penguins; all three indices affected the distribution of 
emperor penguins similarly (Figure 6.9).  
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Figure 6.9 Percentage contributions of independent effects calculated from hierarchical partitioning  including 
only three sea-ice indices (i.e. those used in GAMs) for each species: crabeater seals (CS), Adelie penguins 
(AP), emperor penguins (EP) and Minke whales (MKW), at a broad scale (all surveys and months combined). S 
= strength of ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere. Minke whale 
results were added from Chapter 5 to allow multi-species comparisons of independent contribution of the sea-
ice indices in explaining species distribution.  
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Local-scale analyses 
Sea-ice thickness variability contributed the most to explaining crabeater seal presence in 
most monthly datasets (for February in the Ross Sea and from July to December for all 
regions). However, access to the atmosphere was a dominant feature in January and February 
in East Antarctica and March in the Ross Sea (Figure 6.10a). The contribution of the strength 
of ice deformation in explaining the distribution of Adelie penguins was greater from January 
to July in all regions (with the exception of March in the Ross Sea) than from October to 
December. Sea-ice thickness variability was most important in the Ross Sea surveys and in 
February in East Antarctica. The contribution of access to the atmosphere increased later 
during the year; this index seemed to be most influential in October, November and 
December (Figure 6.10b).  
Strength of ice deformation was the most influential index for emperor penguin distribution 
in the Ross Sea and in East Antarctica. Access to the atmosphere and sea-ice thickness 
variability made the highest contribution to explaining the presence of emperor penguin 
during July and December respectively in the Lazarev Sea (Figure 6.10c). 
6.4. DISCUSSION 
6.4.1. Usefulness of sea-ice indices to explain Antarctic top predator 
distribution 
The relationships between crabeater seal, Adelie penguins and emperor penguins and the sea-
ice structure vary in time and space. To a certain extent, sea-ice indices were useful in 
explaining some of the distribution of these species inside the sea-ice zone, yet no consistent 
patterns were detected and only small percentages of the variability in the data were 
explained (e.g. Table 6.2 and 5.3). Most results were heavily influenced by 1) the nature of 
the data collected and the challenges of the sampling design, 2) the resolution of the data and 
the high variability of the Antarctic environment; 3) the scale at which features influenced 
each species, 4) low numbers of krill-predator sightings, 5) variability in the ecological role 
that ice plays for different species and at different times of the year, 6) variability in ice 
conditions used by each species according to behaviour, and 7) underlying relationships 
between the structure of the sea ice and their prey. Each is discussed in detail herein. 
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Figure 6.10 Percentage contributions of independent effects of the three main sea-ice indices (S = strength of 
ice deformation, V= sea-ice thickness variability, AA= access to the atmosphere), calculated from hierarchical 
partitioning for a) crabeater seals (CS), b) Adelie penguins (AP), c) emperor penguins (EP) and d) minke 
whales (MKW) at a local scale (independent monthly datasets). Minke whale results were added from Chapter 5 
to allow multi-species comparisons of independent contribution of the sea-ice indices in explaining species 
distribution. Shaded datasets represent the months in which multiple species cycle incorporates multiple 
behaviours (e.g. foraging, breeding, calving and moulting) and their habitat association might be more complex.    
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Survey design and data collection 
Visual survey methods in all surveys were designed for cetacean species found along track, 
yet observers also recorded all wildlife sighted while scanning the ocean for cetacean species. 
This likely affected the detection probabilities of each of these species, and influenced 
species distribution models. Cetacean blows are generally seen at greater distances, thus 
these animals were likely easier to detect at distance, while penguins might have been hidden 
by tall ridges even if the floes in which they hauled-out were near the observing platforms. In 
addition, search effort was focussed on detecting cetaceans, not animals hauled out on ice 
floes, so the datasets used represent a minimum count of seals and penguins for the transects 
and missed animals are expected. The models explored presence/absence of predators; 
missed detections would affect model outputs by increasing misclassification of each species 
habitat ranges in areas of tall ridges where animals might have not been easily detected by 
the observers.  
Inferences about habitat-species associations in this study only apply to the area over which 
the structure of the sea-ice zone was measured; the population mean and variance, the 
strength and character of spatial autocorrelation, spatial anisotropy, patch and gap sizes, as 
well as multivariate relationships all depend on the size and shape of sampling units and the 
lag, extent and limitations of the opportunistic sampling platforms (Dungan et al. 2002). 
Resolution of sea-ice data 
Multiple features of the sea-ice zone are only detected at high sampling resolutions such as 
that used in this study. The presence of, for example, multiple ice types for example can only 
be measured at scales of meters and hundreds of meters (Massom and Stammerjohn 2010). 
Larger floes are usually made of smaller floes that have been fused together and which may 
not have the same uniform thickness and could contain different degrees of ridging. Thus,  
the detection of habitat features important to Krill predators would only be plausible if the 
features that influence fine-scale distribution and trigger behavioural response, are capture at 
a resolution like that of ASPeCt 1km2 sea-ice data. Sea-ice thickness variability here 
measured within a sampling area of 1km for example, provided information on which ice 
floes were adequate platforms for top predators (such as crabeater seals, e.g. Table 6.3, 
Figure 6.8 and 5.10) to haul out. It is likely that thick stable floes, even of small sizes, can 
only be detected at this sampling resolution.  
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Variability according to scales 
In this study the importance of scale and those processes shaping the environment at several 
temporal and spatial scales was highlighted. The analysis of sea-ice indices and species 
distribution at broad-scales identified those ice conditions often limiting the distribution of 
the top predators inside the sea ice, whereas local-scale analysis were probably indicative of 
the patchy distribution of the local resources, driven by micro-topographic variation or 
habitat fragmentation. By exploring species distribution at broad and local-scales it was 
possible to identify which sea-ice indices influence the distribution  of each of these species 
(via broad-scale patterns- Figure 6.6 and 5.9). It was also possible to assess whether there 
were potential temporal differences in the strength of influence for each sea-ice index (via 
local-scale patterns: Table 6.3 and Figure 6.10) in relation to seasonal differences in ice cover 
as ice melts and freezes. 
At a broad-scale, sea-ice indices did not explain much of the distribution of minke whales 
(Table 5.6, Chapter 5), crabeater seals, Adelie penguins and emperor penguins inside the sea-
ice zone (Table 6.2). At local scales (i.e. monthly datasets) these indices seemed to better 
detect relationships between the distribution of these predators and the structure of the sea-
ice zone (Appendix 2 and Table 6.3).  This suggests that the ice structure, as measured by the 
indices used in this study, may only influence fine-scale behaviour of these predators at 
local-scales. Sea-ice indices were better at exploring differences in habitat use, and foraging 
opportunity and efficiency (according to local-scale model performance), than at explaining 
overall species’ distribution (according to broad-scale model performance).  
Many attempts to predict species distributions, including  this study, have been hindered by 
the temporal and spatial mismatch at which the species’ environment is measured and the 
scale at which all physical processes influence animals (Scott et al. 2002, Chapter 4 and 5). 
Fine-scale processes and ice structure features, like those measured in this study, may trigger 
shifts in behaviour where the environmental conditions were appropriate (e.g. feeding when 
there is krill and hauling out when there is stable ice floes nearby foraging areas), more than 
influencing overall species distribution (e.g. greater percentage of deviance explained by the 
local-scale models vs. broad-scale models, Table 6.3 vs. 6.2). An individual animal’s 
behavioural response may be determined by environmental features that are highly variable, 
while overall species distribution may be related to broad scale processes where they are 
likely to find areas of greater variability and prey abundance. Fine-scale associations to 
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highly variable environmental features have been found for minke whales in Scottish waters, 
where extreme variations in current direction and strength influenced minke whale foraging 
behaviour at a fine-scales, rather than their overall distribution  (Anderwald et al. 2012). It is 
very likely that the scale at which animals perceive the variability in their environment will 
play a critical role in the extent to which changes in environmental structure will influence 
them (Kovalenko et al. 2012). This highlights the importance of identifying both broad-scale 
and fine-scale features that determine where species are likely to be distributed, as well as 
those features to which they respond and that trigger a shift in their behaviour (e.g. from 
foraging to feeding) (as outlined in Chapter 5). 
Low numbers of krill-predator sightings 
In addition to variability in the detection of the processes that structure habitat and that 
influence predator distribution, exploring patterns at different temporal and spatial scales also 
changed the amount of data and the number of ice records associated with sightings that were 
included for analyses. This change influenced the power of the models to explain predator 
distribution inside the sea-ice zone; the greater the percentage of records associated with 
predator sightings in a sample, the larger the percentage deviance explained by the model 
(Figure 6.7). However, large percentages of records associated with predator sightings in 
some cases led to local GAMs overfitting the data. Thus, it is important to take into account 
both the balance between the amount of sighting data provided and the flexibility of the 
models or techniques chosen. It is likely that the local-scale models required larger numbers 
of sightings per dataset, to hold robust relationships between the sea-ice structure and the 
presence of crabeater seals, Adelie penguins and emperor penguins.  
Variability according to the multiple ecological roles that the structure of the sea 
ice plays 
Even though minke whales, crabeater seals, Adelie penguins and emperor penguins utilised 
sea ice differently, the structure of the ice seemed to restrict their movements (e.g. Figure 
5.7-Chapter 5, Figure 6.2, 6.3 and 6.4), either by obstructing the access to the ocean once 
seals and penguins had hauled out, or to the atmosphere when whales, seals and penguins 
surfaced to breathe. However, the effect of sea ice on species distribution and habitat 
preference will vary among species. Minke whales, unlike penguins and seals, swim 
constantly and do not haul out on ice. The whales have limited access to the atmosphere to 
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breathe when swimming underneath ice floes and their distribution is restricted to particular 
ice types, ice deformation and sea-ice thickness variability (Chapter 4 and 5). To breathe, 
minke whales need to be able to either break through available ice floes or navigate through 
areas where there is appropriate access to the atmospheres among thick ice floes. This may 
explain why species distribution models based on the sea-ice indices highlight the importance 
of open water access (AA) for minke whales but not for crabeater seals and Adelie penguins 
at broad-scales (Table 6.2 and Figure 6.4 and 5.5). Seals and penguins can travel both 
underwater and over ice floes, and can surface in smaller gaps that would not be 
characterised as open water access in ice classification, thus the sea-ice zone restricts their 
access to the atmosphere differently.  
Sea-ice indices proved to be best used as a tool to identify areas of top predator avoidance, 
where the structure of the sea ice limits predators’ distribution as a consequence of strong 
ridging (i.e. ice deformation), or lack of stable platforms for species to haul out; or promotes 
habitat use as a potential cue to locate prey. The time of ice formation and strength of ice 
deformation for example, provided an insight into how ridged and old, local ice floes were. 
This provided information on how much potential krill habitat was available underneath the 
ice floes, as the ice floes were ridged (Frazer et al. 1997, Daly 2004, Quetin and Ross 2009), 
and identified areas which restrict predator distribution: the stronger the ridging, the harder it 
was for these animals to break through the ice floes acting as a barrier separating the ocean 
and the atmosphere. Consequently, it is not surprising that the strength of ice deformation is 
the index that most regularly influences minke whales (Chapter 5), Adelie penguins and 
emperor penguins (Figure 6.9), and even crabeater seals to some degree (Figure 6.9 and 
6.10a); and that sea-ice thickness variability provided a way to measure how different ice 
floes were from one another, giving an insight into how stable an area was for animals to 
haul out (e.g. thicker floes are more stable than thinner ones). These results support other 
findings in which ice thickness has been identified as one of the most important variables 
explaining the distribution of crabeater seals (McMahon et al. 2002, Flores et al. 2008). 
Crabeater seals are larger animals in comparison to penguins, and may require high floe 
stability to haul out. Similarly, associations with the stability of the ice floes have been found 
for Arctic species including ringed seals (Pusahispida), spotted seals (Phoca largha), ribbon 
seals (Histriophoca fasciata) and bearded seals (Erignathus barbatus) (Freitas et al. 2008, 
Burns 2009, Lavigne 2009, Lowry and Boveng 2009, Kovacs et al. 2011). Floe stability is 
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likely the reason why crabeater seals were mostly associated with the sea-ice thickness 
variability, while associations between sea-ice thickness variability and species were weaker 
for minke whales, Adelie penguins and emperor penguins.  These differences then, directly 
reflect the differences in habitat use by each of these species.  
Specialised behaviours  
Antarctic top predators may target similar ice conditions when these are related to their 
foraging habitat where krill are likely to be found, however, outside their foraging behaviour 
they might prefer particular ice combinations that favour exclusive behaviour (e.g. pupping 
on ice in the case of crabeater seals). Unlike emperor penguins  that breed on Antarctic fast 
ice, and Adelie penguins whose colonies are located on the mainland and subantarctic islands 
(Ainley et al. 2010), crabeater seals use sea ice not only as temporary platforms to haul out in 
between foraging trips, but also as a stable platform for them to haul out during pupping over 
longer periods (this chapter, McMahon et al. 2002, Ackley et al. 2003, Southwell 2005, 
Jenouvrier et al. 2009, Friedlaender et al. 2011). In this study, three out of five monthly 
datasets in which the sea-ice indices explained over 40% of the distribution of crabeater seals 
coincide with the time in which these animals pup (Table 6.3). Therefore, the strong 
relationship between these seals and the sea-ice thickness may reflect the availability of 
mixtures of ice types of different thickness (thinner vs. thicker floes); these sea-ice indices 
may be detecting the crabeater seal’s need for thicker ice floes to haul out.   
Outside months of pupping when there is low ice cover, the strength of its deformation and 
the accessibility to open water, were more important than ice thickness in explaining seal 
distribution (e.g. January, February and March, Figure 6.10). Thus, these two sea-ice indices 
are likely to be related to areas of prey distribution (Murphy et al. 2004) outside pupping 
season, when foraging might be the main behaviour driving this species’ habitat use. 
However, there are common elements affecting some of these krill predators. On a local-
scale strength of ice deformation and variability in ice thickness, were most important in 
explaining larger predators’ distribution during months of increased ice cover (July to 
December) for crabeater seals and minke whales (Figure 6.10), while access to the 
atmosphere appeared to drive local distributions of these predators during months of low ice 
cover (January to March). This is highly related to the association of prey with open-water 
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areas during summer and the restrictive nature of the ice cover for these two species during 
late autumn, winter and spring. 
Further exploration of the variability in sea ice use, according to each species’ ecology (e.g. 
travelling, foraging, feeding, breeding, moulting and pupping) and the restrictiveness of the 
ice seascape, may better inform the models and describe top predator habitat use inside the 
sea-ice zone. 
Top predator associations with prey according to the vertical aggregation of prey 
in the water column 
A basic understanding of the foraging behaviour and habitat utilisation of pelagic predators 
requires knowledge on how the habitat changes in space and time, and how the organisms 
respond to these changes (Costa et al. 2010). Research has shown that crabeater seals, Adelie 
penguins and emperor penguins, as well as minke whales, are generally distributed relative to 
krill that are vertically segregated in the water column (Friedlaender et al. 2009, 2011), but 
that each of these species is challenged and benefited by sea ice under different 
circumstances. According to both their feeding and life history constraints, each of these 
species is more likely to use areas where their ability to satisfy their physical and energetic 
requirements for survival is enhanced (Friedlaender et al. 2011). It is also likely that these 
krill-predator’s behavioural strategies change seasonally in response to the same factors that 
influence krill populations (Burns et al. 2004) and that affect their foraging success.  
 Adelie penguins for example are found in areas where the concentration of ice ranges from 
20 to 80% and are known to adapt their diving behaviour in response to changing local sea-
ice conditions; different ice conditions affect Adelie penguin distribution by influencing the 
availability of light needed for these animals to locate prey (Rodary et al. 2000, Ballard et al. 
2010). Adelie penguins forage regularly above 40 m (Ropert-Coudert et al. 2001) at shallow 
depths above which krill concentrate (Pauly et al. 2000). Adelie penguin foraging dives are 
shallower in the presence of sea ice than when foraging in open-water areas (Rodary et al. 
2000). Thus it is likely that within areas of heavier and thicker rafted ice where krill’s growth 
is favoured (Quetin et al. 1994, Frazer et al. 1997, Bartholomew et al. 2000, Daly 2004, Ross 
et al. 2004, Siegel 2005, Massom et al. 2006, Quetin and Ross 2009, Meyer et al. 2010), the 
structure of the sea-ice zone will further influence Adelie penguin foraging depth not only by 
affecting light availability in the water column, but by providing cues about where patches of 
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krill might be located and perhaps facilitating foraging. This is supported by this study’s 
results since it is particularly during winter that the strength of deformation influences Adelie 
penguin distribution (Figure 6.10).  
Krill are found in a combination of many small aggregations closely spaced relative to one 
another, and a few very large aggregations (Lawson et al. 2008). Even though a large number 
of these aggregations are found close to the surface (in less than 100 m deep) (Lawson et al. 
2008), the largest aggregations and thus the greatest krill biomass is usually located at greater 
depths (Taki et al. 2005, Lawson et al. 2008), and year-round part of the krill biomass is 
located in the surface layer even underneath ice floes (Flores 2009). There are also seasonal 
patterns in which there is also segregation of particular age classes at different depths (Siegel 
2005, Quetin and Ross 2009).   
While both penguin species feed on individual krill efficiently at shallow depths (Costa 1991, 
Friedlaender et al. 2011), crabeater seals have been mostly related to prey throughout the 
water column when there is extensive ice cover, and deeper krill aggregations during years of 
low ice extent (Friedlaender et al. 2011). Minke whales, on the other hand, engulf large 
quantities of krill-rich water in areas where prey aggregate, often at depth (Friedlaender et al. 
2009, Friedlaender et al. 2011); they have been associated with a broad range of krill 
aggregations (Friedlaender et al. 2009). Crabeater seals, Adelie penguins and emperor 
penguins on the other hand, might be targeting smaller aggregations or individual krill found 
close to the surface or at intermediate depths, which are likely grazing under or near the ice 
floes (Ribic et al. 2008, Friedlaender et al. 2011). If krill segregation throughout the water 
column is driven by the sea-ice structure at particular times of the year (Flores et al. 2009b), 
each of these species will be also be related to the sea-ice zone at those times. Variability in 
the relationships between the four top predator species studied and the sea ice may result 
from their different foraging strategies and krill-preference; differences in krill preference 
could explain the variability in deviance explained across species in the models.   
6.4.2. Future use of sea-ice indices  
The criteria used to construct these indices could be applied to archived high-detail ASPeCt 
data or high-resolution remote-sensed data, to compare patterns in ice change over time, and 
investigate the relationships between the structure of the sea-ice zone and the distribution of 
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species at multiple scales. These indices could be used to classify top predator habitat in 
regions where there is little in situ data but access to high-resolution remote-sensed data.  
There are multiple satellite ice products that measure the similar physical features which can 
be used to score the sea-ice structure according to sea-ice indices. The time of sea-ice 
formation for example, has been measured by examining percentage ice cover data and 
identifying the start of the ice season (Massom et al. 2008, Stammerjohn et al. 2008b, 
Massom and Stammerjohn 2010). The strength of ice deformation has been measured from 
sea-ice surface roughness and backscattered from Multi-angle Imaging Spectro-Radiometer 
(MISR) (e.g. Nolin et al. 2002). Ice thickness has been derived from Advanced Very High-
resolution Radiometer (AVHRR) or Special Sensor Microwave Imager (SSM/I) data from 
the US National Oceanic and Atmospheric Administration (NOAA) (Tamura et al. 2006, 
Tamura et al. 2007). Open-water areas have been classified and polynyas based on the 
percentage ice cover from satellite data and high-resolution MODIS NASA sea-ice images 
(Arrigo and van Dijken 2003, Kern 2009, Massom and Stammerjohn 2010). Further 
investigation of sea-ice habitat characterization and variability could incorporate the 
approach used in this study to measure sea-ice structure (e.g. sea-ice indices) and the 
availability of other ecologically important environmental features (e.g. bathymetry, fronts 
and eddies), measured by high-resolution remote-sensed data, to better understand krill 
predators’ distributions and habitat use at local scales.  
6.5. CONCLUSION 
Critical habitats for wildlife in Antarctica are changing with increasing seasonal variability in 
sea-ice extent, collapsing of ice shelves, increases in glacial melt-water runoff from glaciers 
and the proliferation of calving icebergs (Forcada et al. 2008). Studying the finer-scale 
structure of the sea-ice zone as attempted in this study could be very useful to better 
understand how the structure of the sea ice influences species distribution, particularly their 
limit of dispersion and their habitat use when incorporating behavioural data. Sea-ice indices 
may have the potential to reveal trends and shifts in predator distributions resulting from 
changes in local ice divergence or convergence (Liu et al. 2004a, Massom et al. 2008) that 
have until now been so difficult to detect. 
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Chapter 7. General discussion: The importance 
of sea-ice structure for krill predators 
 
7.1. THE IMPORTANCE OF FINE-SCALE ANALYSIS TO EXPLORE 
SPECIES / HABITAT RELATIONSHIPS INSIDE THE SEA-ICE ZONE   
Describing and understanding the processes that determine species distribution has always 
been a challenging task (Redfern et al. 2006). The combination of the high complexity of the 
Antarctic ecosystem and the challenges of sampling, for example, cetacean populations (e.g. 
low sighting probability) are particularly difficult to account for and interpret in analysis. 
In the case of the Antarctic sea-ice zone, it is clear that even within each season the extent, 
concentration and structure of the sea-ice zone changes considerably even between months 
(e.g. Figure 7.1 and Chapter 1- Figure 1.1 and 1.2) (Comiso et al. 1997, Comiso 2008, 
Spreen et al. 2008). Sampling sea-ice habitat at a monthly scale provides minimum 
deviations between mean ice estimates and allows for a better identification of the patterns of 
minimal and maximum seasonal ice extent. Particularly, during summer the sea-ice zone can 
be an area of extremes. During this season, the mean ice thickness is highest, the mean ice 
concentration is lowest, there are only a small percentage of thin ice floes that are rapidly 
melting and the greatest variability in sea-ice thickness is usually recorded (Worby et al. 
2008). 
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Figure 7.1 a) Ordination of fuzzy correspondence scores comparing the structure of the ice records from three 
different months (June, July and August 2006) in winter for the Lazarev Sea. b) FCA axis 3 (horizontal) and 
axis 2 (vertical) displaying the influence of each of the original modalities on the distribution of the sea-ice 
records in winter for the Lazarev Sea 2006. The length and direction of vectors for each modality is indicative 
of its influence on the separation of individual ice records in each ordination space. 
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Thus, relating processes at a monthly temporal scale is most appropriate for this particular 
ecosystem, as done when physicists explore sea-ice climatologies and trends (e.g. Cavalieri 
et al. 1997, Cavalieri and Parkinson 2008).  Choosing small temporal scales in highly 
variable habitats, such as the Antarctic, 1) captures patterns of change that may hold 
ecological importance; 2) detects species-habitat relationships;  3) accounts for changes in 
sighting ability across monthly scales (Tetley et al. 2008) since some of these ridges can hide 
animals and decrease sightability in heavy ice conditions; and 4) detects changes in 
encounter rates according to species ecology (foraging, feeding and breeding) and migratory 
stage, where, for example, there are higher number of whales in the Austral summer and 
lower numbers in winter as some animals leave to warmer waters (Robinson et al. 2009, 
Anderwald et al. 2012). Previous studies support monthly temporal scales to explore species-
habitat relationships (Robinson et al. 2009, Anderwald et al. 2012). It is likely that a mixture 
of these four aspects highlighted the importance of choosing monthly temporal scales over 
combining months per survey in analyses, since monthly temporal scales better discriminated 
sea-ice characteristics according to minke whale presence (Chapter 4, Table 4.2).  
It is important that future studies utilise datasets with greater numbers of predator sightings, 
measure and incorporate other physical features (currents, fronts and eddies, bathymetric 
features) at the same sampling resolution, and include if possible behavioural data (e.g. 
satellite tracking data for individuals) to increase the power of local-scale models in detecting 
appropriate species-habitat relationships according to habitat use like foraging, feeding, haul 
out and pupping. Most importantly, collection of data on prey distribution is required at the 
same scales as that of predator distribution data to model prey / sea-ice habitat associations 
and facilitate interpretation of predator-habitat models, especially when behavioural data is 
included. 
7.2. IMPROVEMENTS OF METHODS FOR MEASURING SEA-ICE 
STRUCTURE  
Further investigation of the correlations between the axes produced by the two sea-ice 
structure approaches (FCA axes and the sea-ice indices used in the discriminant analysis- 
Chapter 4 and 5 respectively) showed that discrimination according to minke whale presence 
was successful (significant at P<0.05) based on both FCA and sea-ice indices scores, when at 
least one of the FCA axes separating minke-whale-associated records were highly correlated 
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(>0.6) to at least to one of the four sea-ice indices (T, S, V, AA) (Table 7.1).  The strong 
correlation between particular FCA axes and sea-ice indices suggested that the features found 
to be important in identifying trends in minke whale distribution (either preference or 
avoidance of particular areas) were captured by both approaches in some of the datasets. The 
correlations between FCA scores and sea-ice indices provided some feedback to support the 
criteria used to develop the sea-ice indices, and proof to highlight the value of measuring 
both the time of ice formation and the strength its deformation (Table 7.1), as an important 
ice feature affecting most species (Chapter 6- Figure 6.9). 
 
Table 7.1 Correlations between the most influential FCA axes chosen to best discriminate minke whale 
presence according to particular combinations of ice characteristics (Chapter 4), and the sea-ice indices used to 
score the important ecological features of the sea-ice zone (Chapter 5). Sea-ice indices: T= timing of ice 
formation; S= strength of ice deformation, V= ice variability, AA= access to the atmosphere. Bold numbers 
highlight the datasets in which D-CAP was significant (P<0.05) according to both scoring systems (FCA and 
sea-ice indices). * indicate highly correlations (>0.6) between that FCA axes and to at least to one of the 
four sea-ice indices. 
   Sea-ice indices 
Region Month FCA axis T S V AA 
EA January  2 -0.15 -0.17 -0.05 -0.28 
  4 -0.23 -0.22 -0.36 0.00 
EA February 1 -0.26 -0.28 -0.26 0.35 
  2* -0.47 -0.46 -0.49 -0.66 
RS March 1* -0.78 -0.64 -0.15 0.29 
LZS July 4 -0.17 -0.30 0.00 0.00 
  5 -0.12 -0.26 -0.02 -0.03 
EA October 1* -0.89 -0.84 -0.33 -0.11 
  5 0.10 0.06 0.10 0.23 
RS November 1 0.38 0.41 -0.04 -0.04 
  2 0.34 0.33 0.02 0.12 
LZS Nov 2 0.22 0.15 0.35 -0.22 
  3 0.43 0.40 0.25 0.26 
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Measuring sea-ice structure based on an ecological approach such as the one developed for 
the sea-ice indices, has proven to be more useful than exploring data driven patterns, because 
the interpretation of indices is much simpler and applicable at multiple scales. The sea-ice 
indices were developed so that, for example, the greater the ice deformation, the larger the 
score. Thus the relationships between species distributions and sea-ice indices can not only 
be described by ordinations methods (e.g. discriminant analyses, Chapters 4 and 5), but may 
also be better explained by predictive modelling techniques (e.g. GAMs and CTMs, Chapters 
5 and 6). 
Even though there is little improvement in the discriminant power between FCA scores and 
the sea-ice indices developed here, the advantage of using sea-ice indices as a basis to 
explore species distribution inside the Antarctic sea-ice zone is that habitat features can also 
be measured via high-resolution remotely sensed data. All ice characteristics (as per ASPeCt 
protocols) cannot be distinguished from low-resolution remotely sensed data (e.g. 25 km 
resolutions as Special Sensor Microwave Images - SSMI). However, with improved 
resolution from sensors and algorithms, new higher-resolution remote-sensed products can 
now derive most of the processes measured by sea-ice indices (i.e. access to the atmosphere, 
ice thickness, time of ice formation and strength of ice deformation). The degree of ice 
deformation has been measured from synthetic aperture radar (SAR, e.g. Figure 7.2) or 
Multi-angle Imaging Spectro Radiometer (MISR) available through NASA by measuring 
surface roughness and backscatter of the ice cover (e.g. Nolin et al. 2002, Dierking et al. 
2006, Dierking and Dall 2008, Breivik et al. 2009). Nevertheless, access to some of these 
datasets (e.g. SAR products) is often difficult due to high data volumes, costs, lack of open-
data policies and standardisation of file formats, metadata and distribution tools (Dierking et 
al. 2006, Dierking and Dall 2008, Breivik et al. 2009).  
While ASPeCt data has restricted areal coverage around the Antarctic and has significant 
regional and seasonal gaps, it is the most comprehensive dataset available on Antarctic sea-
ice structure (Worby et al. 2008). It has enhanced the understanding of the spatial and 
temporal variability of the sea-ice structure and the dynamics of sea-ice development and 
evolution (Worby et al. 2008). Thus, the sea-ice indices could provide a platform to combine 
ASPeCt standardized in situ data available since 1981with new data products including SAR, 
in an attempt to integrate and explore trends in sea ice that could reveal changes not only in 
ice concentration over time but also in sea-ice structure. These could be very valuable in 
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predicting how environmental variability and climate change are, or could, affect species 
utilizing the sea-ice habitat. 
 
 
Figure 7.2  Optical (left side) and ESAR (right side) 1.5 km2 image over sea ice in the Barents Sea. SAR image: 
L-band, R-HV, G-HH, B-VV-polarization. Deformed and rough sea ice and ridges recognized by brighter 
patches, thin ice as dark green areas, and cracks in the ice as dark surfaces (Image courtesy of Dierking et al. 
2006).   
7.3. THE INFLUENCE OF SEA-ICE STRUCTURE ON PREDATOR 
DISTRIBUTION 
It is evident that the structure, complexity and variability of the sea-ice zone influence the 
distribution of species inside the sea-ice zone (Chapter 4, 5 and 6). Particular ice habitats 
provide better habitat for their krill prey (Daly 1990, Frazer et al. 1997, Brierley et al. 2002, 
Atkinson et al. 2004, Murphy et al. 2004, Quetin and Ross 2009), restrict krill-predator 
distribution due to their need to access the surface to breathe (Chapter 4 and 5, Haas 2008b, 
Tynan et al. 2009), and serves as a platform to haul out (Chapter 6, McMahon et al. 2002, 
Ackley et al. 2003, Southwell 2005, Jenouvrier et al. 2009, Friedlaender et al. 2011). If the 
structure of the sea ice changes due to increasing convergence or divergence (Massom and 
Stammerjohn 2010), there will be a change in the distribution, species composition and 
biomass of prey regionally (Moline et al. 2004, Nicol et al. 2008) and consequently a shift in 
predator distribution (Trathan et al. 1996, Forcada and Trathan 2009). Thus, it is important to 
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combine species distribution studies with their habitat requirements, emphasizing the 
potential stages at which each species might be mostly affected by habitat changes.  
This study has taken the first step to enhance the ability to realistically predict krill predators’ 
response to changing sea-ice conditions, by providing information about the ice 
characteristics that best represent sea-ice habitat and seasonal variability in habitat use. 
According to the results of this study and the correlations found between the distributions of 
minke whales, crabeater seals, Adelie penguins and emperor penguins with the structure of 
the sea-ice zone (Chapter 4, 5 and 6), it is likely that these four species will be vulnerable to a 
future loss of ice and consequently krill as a result of climate change (Siniff et al. 2008). In 
addition, minke whales, and likely other krill predators, will be affected by a reduction in 
polynyas, leads, cracks and small breaks in between ice floes, as well as a loss of thinner ice 
floes (Chapter 4 and 5, Massom and Stammerjohn 2010).  
7.4. CHANGES IN SEA-ICE STRUCTURE DUE TO CLIMATE CHANGE 
AND ITS POTENTIAL IMPACTS ON KRILL-PREDATOR 
DISTRIBUTIONS 
This study highlights the importance of the structure of sea ice for multiple Krill predators 
(Chapter 4, 5 and 6), and supports other studies that have emphasized the vulnerability of 
Antarctic predators to sea-ice-related habitat changes in response to climate change and sea-
ice variability  (e.g. shifts in atmospheric forcing regimes related to the Semi-Annual 
Oscillation (SAO) and variability in the Southern Annular Mode (SAM) (Barbraud and 
Weimerskirch 2001a, Hall and Visbeck 2002, Ainley et al. 2005, Lefebvre and Goosse 2005, 
Barbraud and Weimerskirch 2006, Jenouvrier et al. 2006, Massom et al. 2008, Stammerjohn 
et al. 2008b)).  These studies have largely examined correlations between predator 
population dynamics and fluctuations in broad-scale sea-ice concentration and extent, but 
have been unsuccessful in revealing specific linkages to assess the impact of shifts in sea-ice 
seasonality (Barbraud and Weimerskirch 2001b, Reid and Croxall 2001, Croxall et al. 2002, 
Weimerskirch et al. 2003, Atkinson et al. 2004, Moline et al. 2004, Ainley et al. 2005, 
Forcada et al. 2006); population fluctuations and impacts of climate change may be better 
detected by studying and incorporating the variability in sea-ice structure.   
Climate-related changes to baleen whale populations have yet to be widely documented for 
the polar regions; there are only a few studies on climate change and baleen whale species 
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primarily in the northern hemisphere (Moore et al. 2003, Greene and Pershing 2004, Leaper 
et al. 2006, Moore and Laidre 2006, Moore and Huntington 2008). Even though it is unlikely 
that baleen whales will be directly affected by changes in temperature since they are highly 
mobile and have a great thermoregulatory ability, it is likely that climate change will impact 
upon Antarctic baleen whales and other krill predators indirectly due to shifts in sea-ice 
dynamics, sea-ice structure, and prey distribution and abundance (Barbraud et al. 2000, 
Croxall et al. 2002, Fraser and Hofmann 2003, Barbraud and Weimerskirch 2006, this study, 
Forcada et al. 2006, Leaper et al. 2006, Moore and Laidre 2006, Moore and Huntington 
2008, Nicol et al. 2008, Simmonds and Eliott 2009).  Lagged relationships between sea-
surface temperature and the breeding success of southern right whales (Eubalaena australis) 
(Greene and Pershing 2004, Leaper et al. 2006), Antarctic fur seals (Arctocephalus gazella) 
and gentoo penguins (Pygoscelis papua) (Forcada et al. 2005, Trathan et al. 2006) for 
example, have suggested complex relationships between these three krill-predator species 
breeding success and the availability of krill. It is likely that investigating how the structure 
and extent of the sea ice, have changed in relation to climate change, will provide a better 
platform to assess how Antarctic species are also affected by these changes.  
The investigation of changes in structural components of the sea ice, have already been 
useful in explaining changes in distributional patterns of both primary producers and 
keystone species such as krill (Massom et al. 2008). Changes in the timing of ice retreat 
caused by increasing winds, for example, have been found to cause shifts in latitudinal 
productivity, particularly in the Western Antarctic Peninsula (Vaughan et al. 2003, Parkinson 
2004, Stammerjohn et al. 2008a). Reduction of winter sea-ice cover due to rising water 
temperatures has already been found detrimental for krill populations and beneficial for salp 
stocks (Atkinson et al. 2004, Moline et al. 2004). Since the 1970s, krill populations have 
declined by about 80% in the Scotia Sea and northern Antarctic Peninsula as a consequence 
of loss of winter sea-ice (Atkinson et al. 2004). Krill provide high trophic energy that can 
sustain various levels of consumers; salps on the other hand, contain less lipids and energy 
sources for higher trophic levels (Clarke 1984). This change at lower trophic levels will 
affect food webs, by promoting alternative energy pathways that are potentially less efficient 
at transferring high energy resources throughout Antarctic food web (Ainley et al. 1991, 
Knox 2006).  
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Additionally, during years of stronger south-westerly winds, sea ice is pressed closer to the 
Antarctic continent, floe thickness is increased via ridging, intermediate sea-ice compaction 
is promoted (Liu et al. 2004b, Massom et al. 2008, Massom and Stammerjohn 2010), and 
light availability throughout the water column and mixed-layer depth changes (via increased 
melting) (Massom et al. 2006, Moline et al. 2008, Montes-Hugo et al. 2009), providing a 
positive ecological effect on the growth rate of phytoplankton and larval Krill (Massom et al. 
2006). However, in some cases, persistent strong northerly winds (Massom et al. 2008, 
Moline et al. 2008, Massom and Stammerjohn 2010) caused by variability in the Southern 
Annular Mode (SAM) (Hall and Visbeck 2002, Lefebvre and Goosse 2005, Massom et al. 
2008, Stammerjohn et al. 2008b) may result in the loss of open-water areas, increased 
multiyear ice-floe ridging (Massom and Stammerjohn 2010) and high sea-ice compaction 
(i.e. increased ice thickness by deformation and over-rafting) (Massom et al. 2006, Massom 
et al. 2008). High ice deformation will not hold the same positive ecological effects as 
intermediate ice deformation; it will limit krill-predator distributions, particularly, that of 
minke whales (as shown in this study) by restricting the access to the atmosphere needed to 
breathe. This restrictive character of the sea ice may be more important to minke whales and 
other krill predators when assessing the potential effects of sea-ice change; strong sea-ice 
compaction is likely to increase the extent of areas that limit minke whale foraging.  
An increase in ice deformation is unlikely to affect the distribution of minke whales similarly 
in all regions, because current shifts in ice production and deformation caused by the SAM 
are not consistent in all Antarctic regions. While increased sea-ice deformation and a shorter 
ice season occur in the Western Antarctic Peninsula during positive SAM trends and the 
corresponding increase in westerly winds  with La Nina events (Hall and Visbeck 2002, Liu 
et al. 2004a, Massom et al. 2008, Stammerjohn et al. 2008b), increases  ice production, net 
export (i.e. dynamics), ice divergence, and longer ice seasons in the Ross Sea result from 
increasing surface wind stress (katabatic winds) directed towards the East-North-East (Liu et 
al. 2004a, Ainley et al. 2005, Lefebvre and Goosse 2005, Stammerjohn et al. 2008b, Massom 
and Stammerjohn 2010, Comiso et al. 2011) (Figure 7.3). Access to prey may be facilitated 
in regions where changes in ice regimes provide greater divergence and longer ice seasons.  
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Figure 7.3 Satellite-based Antarctic sea-ice drift anomalies (cm/s) derived from the SMMR/SSMI (1979–2000) 
highlighting two main wind regimes affecting the sea-ice seascape. Red arrow= increased westerly winds 
leading to stronger ice deformation via compaction in the Western Antarctic Peninsula (WAP); Blue arrow= 
increased katabatic winds in the Ross Sea promoting ice divergence and lower compaction (modified from Liu 
et al. 2004a). 
 
Changes in ice divergence and convergence will likely trigger a redistribution of minke 
whales and other krill predators; if ice regimes lead to areas of highly localised prey, it may 
be possible that competition and niche overlap would increase among Krill predators. These 
distributional changes in krill predators resulting from shifts in food availability will affect 
each species differently according to their ability to shift prey preference, diversify their 
foraging behaviour, or adapt via functional morphology and  diving and enzymatic 
physiology (Bluhm and Gradinger 2008). It is likely that redistribution of krill predators and 
other potential impacts occurs slowly, as animals adapt to the new local conditions (as also 
suggested by Leaper et al. 2006), and that this time lag between sea-ice anomalies and 
impacts on krill-predator is the main challenge for studies to identify clear linkages between 
these species and climate change. 
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Measuring the structure of the sea ice provides a platform to interpret how localised changes 
in the Antarctic affect predator distribution and behaviour, and thus could aid future studies 
exploring the effects of climate change caused by sea-ice anomalies. It is likely that the 
effects of environmental variability and consequently top predator habitat shifts will be better 
understood when long term biological and environmental datasets are combined and patterns 
are explored at fine temporal and spatial scales, at which the structure of the sea ice can be 
comprehensively incorporated into analyses.  The main challenge will be accounting for 
distributional changes of these species over large spatio-temporal scales, as most of these 
animals are wide-ranging and long-lived and may have high tolerance to the effects of 
environmental variability (Forcada and Trathan 2009). 
The inconsistencies in the relationships between krill predators and the structure of the sea-
ice zone in this study may have been caused by variability in sea-ice anomalies between 
regions, and differences in the importance of particular regions for these krill-predator 
populations studied. Sea-ice anomalies in areas nearby krill-predator population’s colonies 
for example, will have a greater impact on their distribution than anomalies in areas where 
there are no colonies. Increased ice deformation and compaction have been found to 
negatively impact other polar top predators including Adelie penguins and polar bears (Ursus 
maritimus). For example, persistence of highly compacted ice in the Antarctic during 
summer, decreases Adelie penguin population numbers and lowers their reproductive 
success, particularly in coastal areas (Massom et al. 2006, Ducklow et al. 2007). In the 
Arctic, sea-ice dynamics have lead to unfavourable hunting conditions for polar bears and 
diminished hunting success by restricting their access to their prey (Stirling et al. 2008, 
Cherry et al. 2009). 
Understanding shifts in sea-ice patterns driven by climate change remains challenging, 
mostly because sea-ice patterns are neither spatially or temporally homogeneous. At the start 
of the austral freezing season (March) for example, decreases in ice concentration have been 
identified mainly throughout the western sector of the Antarctic Peninsula, while ice 
concentration has increased in the Ross and the Weddell Seas (Figure 7.4a). By the end of 
winter (October), when the sea-ice cover starts to melt, decreases in ice concentration have 
been mainly recorded east of the Antarctic Peninsula and throughout East Antarctica, 
whereas sea-ice patterns continue to increase in areas such as the Ross Sea (Figure 7.4b). 
Nevertheless, it is important to incorporate in future studies the effects of increased sea-ice 
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variability on  krill-predator demographic modelling as suggested by Greene and Pershing 
(2004). Exploring a range of scenarios of sea-ice structural anomalies driven by climate 
change should help establish how sensitive minke whales and other polar predators are to 
such variable climate forcing. 
 
a) March b) October
 
Figure 7.4 Circumpolar trends of ice concentration during a) March and b) October from 1979 to 2011. Trends 
of ice increase (red) or decrease (blue) are measured at 25 km data cells and are calculated via least squares 
regression. If no trend is detectable at a 95 percent confidence level, the data cell is white. These images were 
obtained from NASA (http://nsidc.org/data/seaice_index). 
 
7.5. SUMMARY OF THESIS OUTCOMES   
It is clear that sea ice plays a fundamental ecological role for Antarctic food webs. The 
ecosystem function and dynamics that structure habitat and determine the resources available 
to all Antarctic species, depend on the advance and retreat of the seasonal sea-ice cover and 
the structure of the sea ice. The interactions between both ocean and atmospheric processes 
determine the complexity in which the sea ice is formed and deformed, and consequently will 
be responsible for how productive the ecosystem will be on a yearly basis.  
Under current and future climate conditions it is highly possible that there is an offset in 
patterns of natural variation. Therefore climate-induced variability in interactions between 
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the ocean and the atmosphere will lead to changes in wind patterns and storminess, and likely 
promote significant changes in sea-ice structure. However, current climate models potentially 
influencing decision making, still fail to either parameterize important elements of the sea-ice 
habitat that are highly vulnerable to change; and incorporate important biological processes 
into modelling. From this study it is evident that the sea-ice dynamics are key in 
understanding krill-predator habitat use inside the sea-ice zone and producing better models 
to predict and explain species distribution.  
The methods suggested here provide a standardised attempt to characterise the sea-ice zone 
in an ecologically meaningful way, measure the strength of the local dynamics that structure 
the local environment, and assessed the importance of habitat heterogeneity inside the sea 
ice. These methods highlighted the importance of quantifying the dynamics inside the sea-ice 
zone. It is evident from this study that measuring the strength and timing of formation and 
deformation of the pack ice, is very useful when characterizing sea-ice habitat, and 
quantifying and predicting patterns of change under potential climatic scenarios. This 
approach and the methods proposed here are not only useful in providing the means to 
incorporate various sources of sea-ice data (point sample in situ data and remote-sensed 
data), but also in providing a platform to measure variability throughout the sea ice and 
incorporating this in ecological studies.  
The ecological interpretation of the structure of the sea ice, which featured in this study, 
increased our understanding of the dual role that sea ice plays on the distribution of krill 
predators. It is clear that more than their overall distribution, the structure of the sea-ice zone 
limits krill predators’ dispersion and influences krill-predator habitat use. Most krill predators 
will avoid areas of greater ice compaction and deformation because these restrict their access 
to the atmosphere to breathe and to the water column to forage. Foraging may preferentially 
occur in areas of low to intermediate ice deformation where the sea-ice host a high 
abundance of krill underneath ice floes and the thermodynamic process of the ice (i.e. melt 
and freeze) influence the mixed layer depth and enhance primary productivity in nearby 
waters.  
Results suggest that the structure of the sea-ice zone is more useful to promote a better 
understanding of behaviour-specific habitat use, than to predict and map species distribution.  
Measuring the structure of the sea ice at high resolutions, as done in this study, is most useful 
when the aim of the research questions is to understand behaviour-specific habitat use. The 
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processes of deformation and stability of the ice floes as habitat to haul out and locate prey, 
measured by sea-ice indices, have the potential to unravel habitat-selection preferences that 
are crucial to assess the impact of habitat loss and sea-ice change on Krill predators. In 
combination with tracking data, sea-ice indices could provide better predictive models to 
map areas of greater ecological importance to these species (especially “hot spots”), as well 
as maps to assess the areal extent and trends of those structural features that krill predators 
avoid. In future studies it will also be worthwhile incorporating information on dispersal-
restriction according to specific thresholds in ice deformation (as found in this study) with 
broader-scale bathymetric and oceanographic features of the environment, such as front 
locations, to explain krill-predator’s movements inside the sea-ice zone.    
Overall, by increasing our understanding of the role that the sea ice plays in species 
distributions, it is likely that we can: 1) evaluate and propose comprehensive sampling plans 
and strategies for future ecosystem-based studies; 2) locate areas of ice dynamics that can 
lead to high productivity and thus be useful in locating hot spots throughout the Antarctic; 3) 
assess the potential effect of changing sea-ice conditions on Antarctic krill predators; and 4) 
extend the same approach and knowledge gains to understanding Arctic predators 
relationship with, and use of, the sea ice. 
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Appendix List 
Appendix 1 Alternative sea-ice classification based on a broader ecological approach than the one used by the 
ASPeCt classifications, whose main focus lies with  measuring the physics of the sea ice. 
Sea-ice Variable ASPeCt - Physicists classification Alternative sea-ice 
classification 
Ice Type 
  
  
  
  
  
  
No data No data 
Frazil, shuga, grease and nilas Forming ice 
Pancakes Pancakes 
Young grey and grey white ice Grey ice 
1st Year 0.3 – 0.7m Thin first year ice 
1st Year > 0.7m and multiyear ice floes Thick first year ice 
Brash Brash 
Floe Size 
  
  
  
  
  
  
No data No data 
Pancakes Pancakes 
New sheet ice New Sheet Ice 
Brash/broken Ice Brash 
Cake ice, small and medium floes (20-500m) Small floes 
Large floes 500-2000m Medium floes 
Vast floes >2000m Larger floes 
Topography 
  
  
  
  
  
  
  
No data No data 
Level ice Level ice 
Rafted pancakes Rafted pancakes 
Cemented pancakes Cemented pancakes 
Finger rafting Finger rafting 
Ridges new unconsolidated, snow covered New unconsolidated ridges 
Ridges consolidated Consolidated ridges 
Ridges weathered Weathered ridges 
Snow Type 
  
  
  
  
  
  
No observation No observation 
No snow no ice/brash No snow 
Cold new and old snow  Packed snow 
Cold wind packed, new and old melting snow Melting snow 
Glaze Packed snow 
Melt slush and puddles Melting snow 
Sat snow (waves) and sastrugi Packed and weathered snow 
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Continuation of Appendix 1 
Open Water 
  
  
  
  
  
  
  
  
  
No openings No openings 
Small cracks Small cracks 
Breaks <50m Small breaks 
Breaks 50-200m Medium breaks 
Breaks 200-500m Large breaks 
Breaks >500m Large breaks 
Lead/Coastal lead Leads 
Polynya/Coastal Polynya/Coastal 
Water + small floes Open Sea 
Open Sea Open Sea 
 
 
 
 177 
Appendix 2 GAM results and model selection for all the different combination of the sea-ice indices based on 
monthly data. AIC values for monthly dataset. Models with the lowest AIC value and considerable percentage 
deviance explained (high % possible but under 70% to avoid over--fitting) were chosen as the best fit for the 
data used (***). Variables: S= strength of ice deformation; V= ice variability; AA= access to the atmosphere; 
Regions: LZS= Lazarev Sea, RS= Ross Sea, and EA=East Antarctica; df= degrees of freedom; *: significant 
terms; none= no terms were found significant; na= model not run. 
Region  Month-
Year 
Model % Deviance UBRE Sig. variables df AIC 
EA Jan-06 S 30.6 -0.0173 S* 4.87 47.17 
    V 64.6 -0.1927 none 9.81 38.75 *** 
    AA 4.9 0.1528 none 2 55.33 
    S+ V 73.1 -0.2451 none 10.86 36.24 
    S+ A 38.9 -0.0549 S* 6.18 45.36 
    V + AA 25.3 0.0505 AA* 5.04 50.43 
    S+ V + 
AA 
61.9 -0.1837 AA* 9.31 39.18 
EA Feb-06 S 95.4 -0.4894 none 7.35 16.34 
    V 16.2 0.0678 V* 2 34.17 
    AA 18.9 0.1501 none 3.82 36.8 
    S+ V 99.8 -0.4474 none 8.81 17.68 
    S+ A 39 -0.0568 S* 4.12 30.18 
    V + AA 89.3 -0.4519 none 6.84 17.54 
    S+ V + 
AA 
60.8 -0.1958 S* V* 5.81 25.73 *** 
RS Mar-04 S 5.9 0.15 S* 3.55 215.13 
    V 5.4 0.16 none 4.13 217.43 
    AA 4 0.16 AA* 2 216.15 
    S+ V 9.7 0.13 S* 5.59 210.75 
    S+ A 8.6 0.13 AA* 4.33 210.78 
    V + AA 13.1 0.09 AA* 5.69 203.58 
    S+ V + 
AA 
17.5 0.05 S* V* AA* 6.77 195.89 
*** 
LZS Jul-06 S 85.1 -0.59 none 8.26 27.87 
    V 1.2 0.1698 none 2 79.54 
    AA 1.15 0.1705 none 2 79.6 
    S+ V 99.7 -0.7093 none 9.77 19.76 
    S+ A 85.2 -0.5682 none 9.02 29.36 
    V + AA 3.08 0.1782 none 3 80.12 
    S+ V + 
AA 
99.9 -0.6565 none 11.64 23.36 
EA Oct-04 S 52.6 -0.3329 S* 4.03 40.02 
    V 54.7 -0.3814 V* 3.29 37.12 
    AA 24 -0.0024 AA* 4.3 59.85 
    S+ V 65.3 -0.4211 V* 5.64 34.73 
    S+ A 54.5 -0.3438 S* 5.25 41.17 
    V + AA 61.1 -0.3945 V* 5.05 36.33 
    S+ V + 
AA 
70.2 -0.4313 V* 6.99 34.12 *** 
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Continuation of Appendix 7 
 
RS Nov-04 S 38.2 -0.2301 S* 4.95 101.63 
    V 10.8 0.0871 V* 5.52 143.49 
    AA 10.1 0.0719 none 4.01 141.5 
    S+ V 50.2 -0.2561 S* 12.13 98.19 *** 
    S+ A 39 -0.2217 S* 6.12 102.74 
    V + AA 19.9 0.03 V* 8.55 135.97 
    S+ V + 
AA 
43.9 -0.2556 S* V* 7.46 98.26 
EA  
Nov-04 
 
S 
 
35.8 
 
-0.1663 
 
S* 
 
2 
 
30.01 
    V 21 -0.0002 V* 2 35.99 
    AA 67.7 -0.454 none 3.3 19.66 
    S+ V 35.8 -0.1107 S* 3 32.01 
    S+ A 68.1 -0.4071 none 4.22 21.34 *** 
    V + AA 68 -0.4039 none 4.25 21.46 
    S+ V + 
AA 
68.1 -0.3519 none 5.21 23.33 
LZS Nov-04 S 85.6 -0.62 none none none 
    V 38.1 -0.05 V* none none 
    AA 53 -0.15 none none none 
    S+ V na na na na na 
    S+ A 86.2 -0.55 none na na 
    V + AA na na na na na 
    S+ V + 
AA 
na na na na na 
 
Appendix 3 Life stages of some marine predators e.g. baleen whales, pinnipeds, seabirds) separated by spatially 
discrete feeding and breeding areas, with migration between them (Hooker and Gerber 2004).  
 
 
