In this article, we study the following nonlinear Choquard equation with singular nonlinearity
Introduction
Let Ω ⊂ R n , n > 2 be a bounded domain with smooth boundary ∂Ω. We consider the following problem with singular nonlinearity : where λ > 0, 0 < q < 1, 0 < µ < n and 2 * µ = 2n−µ n−2 . Problems of the type (P λ ) are inspired by the Hardy-Littlewood-Sobolev inequality: where C = C(n, µ) is a positive constant and 2 * = 2n n−2 . Recently, researchers are paying lot of attention to Choquard type equations and as a result, good amount of work has been done in this topic. Existence of solutions for the equation of the type −∆u + w(x)u = (I α * |u| p )|u| p−2 u in R n , where w(x) is an appropriate function, I α is Reisz potential and p > 1 is chosen appropriately, have been studied in [11, 17, 32, 33, 36, 41] . In [30] , Lieb proved the existence and uniqueness, up to translations, of the ground state for the problem
where f (t) is critical growth nonlinearity such that |tf (t)| ≤ C||t| 2 + |t| 2n−µ n−2s | for t ∈ R, µ > 0, some constant C > 0 and F (t) = z 0 f (z)dz. In [4, 13, 14] , Gao and Yang showed existence and multiplicity results for Brezis-Nirenberg type problem of the nonlinear Choquard equation where Ω is smooth bounded domain in R n , n > 2, λ > 0, 0 < µ < n and g(u) is a nonlinearity with certain assumptions. We also cite [2, 3] and references therein for recent works on Choquard equations. On the other hand, authors in [28] studied the existence of multiple solutions of the equation − ∆u = λu −q + u p , u > 0 in Ω, u = 0 on ∂Ω, (1.2) where Ω is smooth bounded domain in R n , n ≥ 1, p > 1, λ > 0 and 0 < q < 1. The paper by Crandal, Rabinowitz and Tartar [12] is the starting point on semilinear problem with singular nonlinearity. A lot of work has been done related to existence and multiplicity results on singular nonlinearity, see [24, 27, 28] . In [24] , Haitao studied the equation (1.2) for n ≥ 3, 1 < p ≤ 2 * − 1 and showed the existence of two positive solutions for maximal interval of the parameter λ using monotone iterations and mountain pass lemma. Semilinear equations with singular nonlinearities has been also discussed in [1, 5, 23, 35, 39, 40] . Existence of multiple positive solutions for an elliptic equation with singular nonlinearity and sign changing weight functions has been shown in [29] . There are many works on singular problem for equations involving p-Laplacian operator with critical growth terms. Among them we cite [15, 16, 18, 19, 20, 21, 25, 26] for readers and references therein.
Observing these results, there arise a natural question that if problem (P λ ) has multiple positive solutions, since (P λ ) contains both singular as well as critical nonlinearity in the sense of Hardy-Littlewood-Sobolev inequality (1.1). In this paper, we study the multiplicity results with convex-concave type critical growth and singular nonlinearity. Here, we follow the approach as in the work of Hirano, Saccon and Shioji [28] and we would like to remark that the results proved here are new. The main difficulty in treating (P λ ) is the presence of singular nonlinearity along with critical exponent in the sense of Hardy-Littlewood-Sobolev inequality which is nonlocal in nature. The energy functional no longer remains differentiable due to presence of singular nonlinearity, so usual minimax theorems are not applicable. Also the critical exponent term being nonlocal adds on the difficulty to study the Palais-Smale level around a nontrivial critical point. We obtain our results by studying the existence of minimizers that arise out of structure of Nehari manifold. The existence and multiplicity of solutions by the method of Nehari manifold and fibering maps has been investigated in [?, ?, 8, 9, 37] . For more details related to Nehari manifold, we refer to [7, 10, 38] and references therein.
Moreover, under suitable assumptions, we obtained some regularity results. These results are obtained overcoming the standard bootstrap arguments.
The paper is organized as follows: In section 2, we present some preliminaries required to prove our results and state the main results of our work. In section 3, we study the corresponding Nehari manifold using the fibering maps and properties of minimizers. Section 4 and 5 are devoted to show the existence of minimizers and solutions. Last but not least, in section 6, we show the regularity results for the solutions.
Preliminaries and Main Results
In this section, we recall some preliminary results that are required in the later sections and also give the statement of our main results. We denote | · | p as the standard L p (Ω) norm, 1 ≤ p ≤ ∞ and · for H 1 0 (Ω) norm. Now for each α ≥ 0, we set
Then C 0 = |Ω| = Lebesgue measure of Ω and Ω |u| α dx ≤ C α u α , for all u ∈ H 1 0 (Ω). The key point to apply variational approach for the problem (P λ ) is the following well-known Hardy-Littlewood inequality [31] . Proposition 2.1 Let t, r > 1 and 0 < µ < n with 1/t + µ/n + 1/r = 2, f ∈ L t (R n ) and h ∈ L r (R n ). There exists a sharp constant C(t, n, µ, r), independent of f, h such that
In general, let f = h = |u| q then
is well defined if |u| q ∈ L t (R n ) for some t > 1 satisfying 2 t + µ n = 2. Thus, for u ∈ H 1 (R n ), by Sobolev Embedding theorems, we must have
We say (2n − µ)/n is the lower critical exponent and 2 * µ = (2n − µ)/(n − 2) is the upper critical exponent in the sense of Hardy-Littlewood-Sobolev inequality. From this inequality, for each u ∈ D 1,2 (R n ) we have
where C(n, µ) is a suitable constant defined in Proposition 2.1 and 2 * = 2n/(n − 2). We define
as the best constant which is achieved if and only if u is of the form
for some x 0 ∈ R n , C > 0 and t > 0 (refer Lemma 1.2 of [13] ). Also, it satisfies
and it is well-known that this characterization of u provides the minimizer for S, where
R n |∇u| 2 dx R n |u| 2 * 2/2 * . We remark that S H,L does not depend on the domain Ω, see [[13] , Lemma 1.3] . Moreover, from Lemma 1.2 of [13] we have
Consider the family of functions {U ǫ } defined as
for x ∈ R n and ǫ > 0.
Then for each ǫ > 0, U ǫ satisfies
We recall the following results from [28] . Let Ω ′ be an open subset of Ω. Let u, v be distributions on Ω, then we write
if the inequality holds in the sense of distributions. If u ∈ H 1 loc (Ω) and u ∈ L 1 loc (Ω), it means that − Ω ∇u∇ψ dx ≤ Ω vψ dx for all ψ ∈ C ∞ c (Ω) with ψ ≥ 0 and supp ψ ⊂ Ω ′ . For regularity result, we require the following lemma (for proof, refer Theorem 8.15, [22] ).
Theorem 2.2
Let Ω be a bounded domain in R n with n ≥ 2. Let u ∈ H 1 0 (Ω) and let g ∈ L α/2 (Ω) with α > n satisfying −∆u ≤ g. Then u is essentially bounded from above.
Also, we define δ : Ω → [0, ∞) by δ(x) = inf{|x − y| : y ∈ ∂Ω}, for each x ∈ Ω. For each a > 0, we set Ω a = {x ∈ Ω : δ(x) < a}. We fix Ω to be a bounded domain in R n with n > 2, 0 < q < 1 and λ > 0, for rest of this paper.
Definition 2.3
We say u is a positive weak solution of
and
We define the functional I λ :
We recall the following Lemma A.1 of [28] .
Lemma 2.4 For each w ∈ H + , there exists a sequence {w k } in H 1 0 (Ω) such that, w k → w strongly in H 1 0 (Ω), where 0 ≤ w 1 ≤ w 2 ≤ . . . and w k has compact support in Ω, for each k .
For each u ∈ H +,q we define the fiber map φ u : R + → R by φ u (t) = I λ (tu). Then we prove the following:
Theorem 2.5 Assume 0 < q < 1 and let Λ be a constant defined by Λ = sup {λ > 0 : for each u ∈ H +,q \{0}, φ u (t) has two critical points in (0, ∞) and sup
Using the variational methods on the Nehari manifold, we will prove the following multiplicity result. Theorem 2.6 For all λ ∈ (0, Λ), (P λ ) has two positive weak solutions u λ and
We also have that if u is a positive weak solution of (P λ ), then u is a classical solution in the sense that u ∈ C ∞ (Ω) ∩ C(Ω).
Theorem 2.7 Let u be a positive weak solution of (P λ ), then there exist K, L > 0 such that Lδ ≤ u ≤ Kδ in Ω.
Nehari Manifold and Fibering Map analysis
We denote I λ = I for simplicity. In this section, we describe the structure of Nehari Manifold associated to the functional I. One can easily verify that the energy functional I is not bounded below on the space H 1 0 (Ω). But we will show that I is bounded below on this Nehari manifold and we will extract solutions by minimizing the functional on suitable subsets. The Nehari manifold is defined as
Theorem 3.1 I is coercive and bounded below on N λ .
Proof. Since u ∈ N λ , using the embedding of
, we obtain
for some positive constants c 1 and c 2 . Thus, I is coercive and bounded below on N λ .
From the definition of fiber map φ u , we have
(Ω) and t > 0, which gives
It is easy to see that the points in N λ are corresponding to critical points of φ u at t = 1. So, it is natural to divide N λ in three sets corresponding to local minima, local maxima and points of inflexion. Therefore, we define
, we know that
defines a norm on L 2 * (Ω). But in the next lemma, we will show that · defines an equivalent norm on L 2 * (Ω).
Lemma 3.2 For n > 2 and 0 < µ < n,
Proof. We can easily show that L 2 * (Ω) is a Banach space under the norm · 0 (proof can be sketched using the techniques to prove L p (Ω) is a Banach space with the usual L p -norm). By Hardy-Littlewood-Sobolev inequality, we have
is linear and bounded. Thus, by open mapping theorem, we obtain · 0 is an equivalent norm with respect to the standard
Lemma 3.3 There exist λ * > 0 such that for each u ∈ H +,q \{0}, there is unique t 1 and t 2 with the property that
where we define m u (t) := t 1+q u 2 −t
Clearly for t > 0, tu ∈ N λ if and only if t is a solution of
So if λ > 0 is sufficiently large, (3.1) has no solution and thus φ u has no critical points. Hence, no multiple of u lies in N λ . We already have φ u (t) → −∞ as t → +∞. On the other hand, if λ > 0 sufficiently small, say λ < λ * , then there exist exactly two solutions t 1 < t max < t 2 of (3.1) with m ′ u (t 1 ) > 0 and m ′ u (t 2 ) < 0. Thus, there are exactly two multiples of u ∈ N λ namely t 1 u ∈ N + λ and t 2 u ∈ N − λ . It follows that φ u has exactly two critical points-a local minimum at t = t 1 and a local maximum at t = t 2 . Moreover, φ u is decreasing in (0, t 1 ), increasing in (t 1 , t 2 ) and decreasing in (t 2 , ∞). It remains to find the threshold λ * and for this, using Lemma 3.2 we see that
if and only if λ <
where C 1−q and C(n, µ) are defined in section 2 and K is an appropriate positive constant.
Proof of Theorem 2.5: From lemma 3.3, we see that Λ ≥ λ * > 0. Therefore, Λ is positive.
Proof. Let u ≡ 0 ∈ N 0 λ . Then u ∈ N 0 λ implies u ∈ N λ that is, 1 is a critical point of φ u . Using previous result, we say that φ u has critical points corresponding to local minima or local maxima. So, 1 is the critical point corresponding to local minima or local maxima of φ u . Thus, either u ∈ N + λ or u ∈ N − λ which is a contradiction. We can show that N 
Proof.
Thus we obtain
λ , using Lemma 2.3 of [13] we have
for some positive constant K. So, using (i) we conclude that inf I(N Proof.
Let w
for each ǫ ≥ 0. Then using continuity of ρ and the fact that
Therefore, by implicit function theorem, there exists an open neighborhood A ⊂ (0, ∞)
and B ⊂ R 3 containing 1 and
tively such that for all y ∈ B, h(t, y) = 0 has a unique solution t = g(y) ∈ A, where g : B → A is a continuous function. So,
by continuity of g, we obtain t ǫ → 1 as ǫ → 0 + .
Lemma 3.7 Suppose u and v are minimizers of I on N + λ and N − λ respectively. Then for each w ∈ H + , we have u −q w, v −q w ∈ L 1 (Ω) and
Particularly, u, v > 0 almost everywhere in Ω.
Proof. Let w ∈ H + . For sufficiently small ǫ > 0, by Lemma 3.6 we get
We can easily verify that
Also we can see that for each x ∈ Ω,
increases monotonically as ǫ → 0 + and
So using monotone convergence theorem, we obtain u −q w ∈ L 1 (Ω). Letting ǫ ↓ 0 in both sides of (3.4), we obtain (3.2). Next, we will show these properties for v. For each ǫ > 0, there exists t ǫ > 0 such that t ǫ (v + ǫw) ∈ N − λ . By lemma 3.6(2), for sufficiently small ǫ > 0, there holds
which implies I(t ǫ (v + ǫw)) − I(v) ≥ 0 and thus, we have
As ǫ ↓ 0, t ǫ → 1. Thus, using similar arguments as above, we obtain v −q w ∈ L 1 (Ω) and (3.3) follows.
Existence of minimizer on N + λ
In this section, we will show that the minimum of I is achieved in N + λ . Moreover, we show that this minimizer is also the first solution of (P λ ). 
Therefore, using 2 * µ − 1 > 1 we obtain
This shows that inf
which implies
We claim that u λ ∈ H +,q . Suppose u λ ≡ 0. If c = 0, then 0 > inf I(N + λ ) = I(0) = 0, which is a contradiction and if c = 0, then
But from the definition of S H,L , we have
, which is again a contradiction. Thus, u λ ∈ H +,q . So, there exists 0 < t 1 < t 2 such that 
which implies that h increases on [t 2 , 1]. Then we get
which is a contradiction. Case (ii) In this case, since λ ∈ (0, Λ), (c 2 /2 − d
which gives a contradiction. Consequently, only case (iii) holds and we have
Clearly, this holds only when t 1 = 1 and (c 2 /2−d Proposition 4.2 u λ is a positive weak solution of (P λ ).
Proof. Let ψ ∈ C ∞ c (Ω). By Lemma 6.3 and Lemma 3.4, since u λ > 0, we can find α > 0 such that u λ ≥ α on support of ψ. Then u + ǫψ ≥ 0 for small ǫ. With similar reasoning as in the proof of Lemma 3.6, we can show that I(u λ + ǫψ) ≥ I(u λ ) for sufficiently small ǫ > 0. Then we have
Since ψ ∈ C ∞ c (Ω) is arbitrary, we conclude that u λ is a positive weak solution of (P λ ).
Existence of minimizer on N − λ
In this section, we will show the existence of second solution by proving the existence of minimizer of I on N − λ . We need some lemmas to prove this and for instance, we assume 0 ∈ Ω and B δ ⊂ Ω ⊂ B 2δ . We recall the definition of U ǫ from section 2. Let η ∈ C ∞ c (Ω) such that for all x ∈ R n , 0 ≤ η(x) ≤ 1 and
We define, for ǫ > 0
Moreover, since u λ is positive and bounded (see Lemma 6.3), we can find m, M > 0 such that for each x ∈ Ω, m ≤ u λ (x) ≤ M .
Lemma 5.1 For each sufficiently small ǫ > 0,
Proof. We assume ǫ > 0 to be sufficiently small. Since η ≡ 1 near x = 0, using (2.2) and (2.1) we can find r 1 > 0 such that
Also using inequality 3.9 of [13] , we can find r 2 > 0 such that
We now fix 1 < ρ < n/(n − 2) and set δ = n(n − 2), γ η = sup{|x| : x ∈ supp η}, r 3 = δ Then we have
Next, we consider the integrals |x|≤ǫ |y|≤ǫ
separately. Firstly, we see that
Secondly, in a similar manner we get |x|≤ǫ |y|>ǫ
Therefore, we can easily find r 4 > 0 which is independent of ǫ such that
We can find appropriate constants ρ 1 , ρ 2 > 0 such that the following inequalities holds :
Since u λ is a positive weak solution of (P λ ), using above inequalities, we obtain
for 0 ≤ t ≤ 1/2. Since we can assume tΦ ǫ ≥ 1, for each t ≥ 1/2 and |x| ≤ ǫ, we have
on the interval [0, 1/2) and
on the interval [1/2, ∞). With some computations, it can be checked that h ǫ attains its maximum at
Therefore we get
This completes the proof.
Lemma 5.2 There holds inf I(N
− λ ) < I(u λ ) + n−µ+2 2(2n−µ) S 2n−µ n−µ+2 H,L .
Proof.
We start by fixing sufficiently small ǫ > 0 as in the previous lemma and define
(1) > 0 and σ 2 (t) → −∞ as t → ∞ which implies 0 < t 0 < ∞. As λ ∈ (0, Λ), we obtain σ 1 (t 0 ) > 0 and since σ 1 (t) → −∞ as t → ∞, there exists t ′ ∈ (t 0 , ∞) such that σ 1 (t ′ ) = 0. This gives φ ′′ u λ +t ′ Φǫ (1) < 0, because t ′ > t 0 which implies σ 2 (t ′ ) < 0. Hence, (u λ + t ′ Φ ǫ ) ∈ N − λ and using previous lemma, we get
Using lemma 3.5, we may assume that there exist 
We claim that v λ ∈ H +,q . Suppose v λ = 0, this implies c = 0 (using lemma 3.5(ii)) and thus
as done in Lemma 4.1. But by previous lemma, inf
H,L implying inf I(N + λ ) = I(u λ ) > 0, which is a contradiction. So v λ ∈ H +,q and thus, our assumption λ ∈ (0, Λ) says that there exists 0
Then, following three cases arise : (i) t 2 < 1, (ii) t 2 ≥ 1 and d > 0, and (iii) t 2 ≥ 1 and
This implies that g is increasing on [t 2 , 1] and we have
which is a contradiction.
µ −2 and we can check that f attains its maximum at t and
µ −2 )t > 0 if 0 < t < t and f ′ (t) < 0 if t > t. Moreover, we know g(1) = max t>0 {g(t)} ≥ g(t) using the assumption λ ∈ (0, Λ). If t ≤ 1, then we have
H,L which contradicts the previous lemma. Thus, we must have t > 1. Since g ′ (t) ≤ 0 for t ≥ 1, there holds φ ′′
which is a contradiction. If t 2 = 1 then using c 2 = d
which is a contradiction and thus, only case ( Proposition 5.4 For λ ∈ (0, Λ), v λ is a positive weak solution of (P λ ).
Proof. Let ψ ∈ C ∞ c (Ω). By Lemma 6.3 and 3.4, since v λ > 0, we can find α > 0 such that v λ ≥ α on support of ψ. Also, t ǫ → 1 as ǫ → 0+, where t ǫ is the unique positive real number corresponding to (v λ + ǫψ) such that t ǫ (v λ + ǫψ) ∈ N − λ . Then, by lemma 3.6 we have
Since ψ ∈ C ∞ c (Ω) is arbitrary, we conclude that v λ is positive weak solution of (P λ ).
Proof of Theorem 2.6: Now the proof of Theorem 2.6 follows from Proposition 4.2 and Proposition 5.4.
Regularity of weak solutions
In this section, we shall prove some regularity properties of positive weak solutions of (P λ ). We begin with the following lemma.
Lemma 6.1 Suppose u is a weak solution of (P λ ), then for each w ∈ H 1 0 (Ω), it satisfies u −q w ∈ L 1 (Ω) and
Proof. Let u be a weak solution of (P λ ) and w ∈ H + . By lemma 2.4, we obtain a sequence {w k } ∈ H 1 0 such that {w k } → w strongly as k → ∞ in H 1 0 (Ω), each w k has compact support in Ω and 0 ≤ w 1 ≤ w 2 ≤ . . . Since each w k has compact support in Ω and u is a positive weak solution of (P λ ), for each k we obtain
Using monotone convergence theorem, we obtain u −q w ∈ L 1 (Ω) and
If w ∈ H 1 0 (Ω), then w = w + − w − and w + , w − ∈ H + . Since we proved the lemma for each w ∈ H + , we obtain the conclusion.
Lemma 6.2 Let u be a positive weak solution of
Proof. From proof of Lemma 6.1 of [13] , we have
(Ω) with β ∈ [1, ∞). Let K > 0 and set ψ = min{u, K}. Then, uψ, uψ 2 ∈ H 1 0 (Ω). Using Lemma 6.1, for each R > 0, there exist a constant M > 0 such that we get
where k 1 , k 2 and k 3 are positive constants independent of both K and R. We can appropriately chose R such that
Then we get
This implies u β ∈ H 1 0 (Ω) and therefore by Sobolev embedding theorem, we get u ∈ L 2 * β (Ω). Finally, using an inductive argument, we can say u ∈ L p (Ω), for each 1 ≤ p < ∞. Lemma 6.3 Each positive weak solution of (P λ ) belongs to L ∞ (Ω).
Proof. Let u be a positive weak solution of (P λ ). Then, for each 0 ≤ ψ ∈ C ∞ c (Ω) we have
where M > 0 is positive constant. Since 2 * µ − 1 > n/2, we use Theorem 2.2 to conclude that (u − 1) is bounded from above. Therefore, u ∈ L ∞ (Ω).
Before proving our next result, let us recall Proposition 3 and Lemma A.2 of [28] . They show that the sufficient condition for the assumptions in Theorem 6.6 are satisfied. We denote B(x, r) the open ball of radius r > 0 centered at x ∈ R n . Proposition 6.4 Assume that there exists R > 0 such that for each x ∈ ∂Ω, there is y ∈ R n with |x − y| = R and B(y, R) ∩ Ω = ∅. Then ∆δ ≤ (n − 1)/R. In particular, if Ω is convex, then ∆δ ≤ 0.
Lemma 6.5 The function δ is Fréchet differentiable almost everywhere in Ω and |∇δ| = 1 at which δ is Fréchet differentiable. Moreover, the first order derivatives of δ in the sense of distributions and those in classical sense coincide.
Next we need the following to show the regularity upto the boundary. We follow [28] . Theorem 6.6 Let us assume that there exist a ≥ 0, R ≥ 0 and q ≤ s < 1 such that
where δ is defined in section 2. Then there exist K > 0 such that u ≤ Kδ in Ω, where u is a positive weak solution of (P λ ).
Proof. Let u be a positive weak solution of (P λ ). Using u > 0 and Lemma 6.3, for each x ∈ Ω, we get We choose α > 1/a and set ̺(t) = ̺ 0 (αt), for t > 0. Clearly ̺ ′ (t) = α̺ ′ 0 (αt) and ̺ ′′ (t) = α 2 ̺ ′′ 0 (αt) for each 0 < t < 1/α. We claim that 
This implies (u k − ̺(δ)) + ≤ u k − u → ∞ as k → ∞. Therefore, u ≤ ̺(δ), since {(u k − ̺(δ)) + } converges to (u − ̺(δ)) + almost everywhere, as k → ∞. Using ̺(δ) ≤ 2αhδ, we obtain the conclusion.
We need the following result (Theorem 3 in [6] ) to prove our next result.
Lemma 6.7
Let Ω be a bounded domain in R n with smooth boundary ∂Ω. Let u ∈ L 1 loc (Ω) and assume that for some k ≥ 0, u satisfies, in the sense of distributions −∆u + ku ≥ 0 in Ω, u ≥ 0 in Ω.
Then either u ≡ 0, or there exists ǫ > 0 such that u(x) ≥ ǫδ(x), x ∈ Ω. Theorem 6.8 Let u be a positive weak solution of (P λ ), then there exist L > 0 such that u ≥ Lδ in Ω.
Proof. Let 0 ≤ ψ ∈ C ∞ c (Ω). Since u is positive weak solution of (P λ ), u > 0 in Ω and Therefore using Lemma 6.7, we conclude that there must exist a constant L > 0 such that u ≥ Lδ in Ω.
Proof of Theorem 2.7: The proof of Theorem 2.6 follows from Theorem 6.6 and Theorem 6.8. Using these results, we can say that each positive weak solution of (P λ ) is a classical solution that is u ∈ C ∞ (Ω) ∩ C(Ω). But actually we can show a little more, see next result.
Lemma 6.9 Let q ∈ (0, 1 n ) and let u ∈ H 1 0 (Ω) be a positive weak solution of (P λ ), then u ∈ C 1+α (Ω) for some 0 < α < 1.
