In this paper we prove the existence of multiple solutions for a nonlinear nonlocal elliptic PDE involving a singularity which is given as
Introduction
The study of elliptic PDEs involving fractional p-Laplacian operator plays an important role in many field of sciences, like in the field of finance, optimization, electromagnetism, astronomy, water waves, fluid dynamics, probability theory, phase transitions etc. The application to Lévy processes in probability theory can be seen in [7, 11] and that in finance can be seen in [45] . For further details on applications, one can refer to [46] and the references therein. In the recent past, a vast investigation has been done for the following local problem.
−∆ p u = λa(x) u γ + Mu q in Ω, u = 0 in ∂Ω, (1.1) u > 0 in Ω, where 1 < p < N, M ≥ 0, a : Ω → R is a nonnegative bounded function. For M = 0, the existence of weak solutions and regularity of solutions for singular problem as in (1.1) has been widely studied in [10, 18, 20, 33, 39] and the references therein. Recently, for M = 0 the problem (1.1) has been studied to show the existence of multiple solutions in [1, 2, 5, 17, 18, 19, 25, 26, 27, 29, 30] and the references therein. In most of these references, the multiplicity results were proved by the variational methods, Nehari manifold method, perron method, concentration compactness and the moving hyperplane method. For p = 2, a(x) ≡ 1 and M = 1, Haitao [29] used the variational method to show that for 0 < λ < Λ < ∞, the problem (1.1) has two solutions. For a(x) ≡ 1 and M = 1 Giacomoni & Sreenadh [27] had studied the problem (1.1) for 1 < p < ∞, to show the existence of atleast two solutions by using shooting method. Later Giacomoni et al. [26] had proved the multiplicity result using the variational method. In [5] the authors showed the multiplicity of solutions using the moving hyperplane method. In [19] the authors applied the concentration compactness method to establish the multiplicity results. The Nehari manifold method is used in [48] to show the existence of multiple solutions. Recently, the study of nonlocal elliptic PDEs involving singularity with Dirichlet boundary condition has drawn interest by many researchers. The investigation for the existence of weak solutions for a nonlocal elliptic pdes with concave-convex type nonlinearity, i.e. u p + λu q , for p, q > 0 has been extensively studied in [6, 8, 9, 12, 16, 47] and the references therein. The existence results for the Brezis-Nirenberg type problem has been studied in [8, 35, 41] . The eigenvalue problem for fractional p-Laplacian and the properties of first and second eigen values can be found in [13, 22, 34] . The following nonlocal problem has been studied by many authors,
where N > ps, M ≥ 0, a : Ω → R is a nonnegative bounded function. For p = 2, M = 0, λ = 1 and a(x) ≡ 1 the problem (1.2) was studied by [21] . In [21] the author had shown that for 0 < γ < 1, the problem (1.2) has a unique solution u ∈ C 2,α (Ω) for 0 < α < 1. For 1 < p < ∞, M = 0 and λ = 1 the problem (1.2) was studied by Canino et al. [15] . For 0 < γ < 1 and λ = 1, Ghanmi & Saoudi [24] established the existence of two solutions by Nehari manifold method for fractional Laplacian operator. For p = 2, f (x, u) = u 2 * s −1 , Mukherjee & Sreenadh [37] studied the problem (1.2) by variational method. Ghanmi & Saoudi [23] guaranteed the existence of multiple weak solutions to the problem (1.2), for 0 < γ < 1 and 1 < p − 1 < q ≤ p * s . The authors in [23] have used the Nehari manifold method. In the present article we will prove the existence of multiple solutions for the following nonlocal problem
where Ω is a open bounded domain of R N with smooth boundary, N > ps, s ∈ (0, 1),
s is the fractional p-Laplacian operator which is defined as
with C n,s , being the normalizing constant. Similar problems to that in (1.3) has been studied by a few authors like Mukherjee & Sreenadh [38] , Saoudi [40] . In [38] , the authors established the existence of multiple solutions by using the Nehari manifold method. In [40] , for p = 2 the multiplicity result for the problem (1.3) is proved with the help of the variational method, where the author proved the existence result by converting the nonlocal problem to a local problem.
In this article we show the existence of multiple solutions to the nonlocal problem (1.3) by combining some variational techniques developed in [3] . We first show the existence of a weak solution using sub-super solution method. To show the existence of a second solution, we use a modified version of the Mountain Pass lemma due to Ambrosetti & Rabinowitz [3] , which can be found in Ghoussoub & Preiss [28] . The article is organised in the following sequence. In Section 2 we give the mathematical formulation with the appropriate functional analytic setup. Section 3 is devoted to establish the existence of a weak solution. In Section 4 we prove the multiplicity of solutions using the Ekeland's variational principle.
The main results proved in this manuscript are the followings Theorem 1.1. There exists Λ ∈ (0, ∞) such that, (i) ∀ λ ∈ (0, Λ), the problem (1.3) has a minimal solution.
(ii) For λ = Λ the problem (1.3) has atleast one solution.
(iii) ∀ λ ∈ (Λ, ∞) the problem (1.3) has no solution.
Theorem 1.2. For every λ ∈ (0, Λ), the problem (1.3) has multiple solutions.
Mathematical formulation and Space setup
This section is entirely devoted to a brief discussion about a few definitions, notations and function spaces which will be used henceforth in this manuscript. We begin by defining the following function space. Let Ω ⊂ R N and
equipped with the Gagliardo norm
Here u p refers to the L p -norm of u. We further define the space
The best Sobolev constant is defined as
We now define a weak solution to the problem defined in (1.3).
Definition 2.1. A function u ∈ X 0 is a weak solution to the problem (1.3), if
Following are the definitions of a sub and a super solution to the problem (1.3).
Definition 2.2.
A function u ∈ X 0 is a weak subsolution to the problem (1.3), if
for every nonnegative φ ∈ X 0 . Definition 2.3. A functionū ∈ X 0 is a weak supersolution to the problem (1.3), if
We now list out the embedding results in the form of a Lemma pertaining to the function space X 0 [42, 43] .
Lemma 2.4. The following embedding results holds for the space X 0 .
1.
If Ω has a Lipshitz boundary, then the embedding
The main goal achieved in this article is the existence of two distinct, positive weak solutions to the problem (1.3) in X 0 . To establish that we will engage ourselves to find the existence of two distinct critical points to the following energy functional,
Here, u + = max{u, 0} and u − = max{−u, 0}. It is easy to observe that I λ is not C 1 due the presence of the singular term in it. Therefore the usual approach by Mountain Pass lemma [3] fails. So, we will proceed with a cut off functional argument as in Ghoussoub & Preiss [28] . Let us define Λ = inf{λ > 0 : The problem (1.3) has no weak solution}
Existence of weak solutions
We begin the section by considering the problem
We now state an existence result due to [15] .
Lemma 3.1. Assume 0 < γ < 1 and λ > 0. Then the problem (3.1) has a unique solution,
With this Lemma in consideration, we now prove our first major theorem.
Proof. Define,
where, f (u) = λ u γ + u q and u λ is the solution to (3.1). Let F (x, s) = s 0 f (x, t)ds, λ > 0. Define a function I λ : X 0 → R as follows.
The functional is C 1 (refer to Lemma 5.7 in the Appendix) and weakly lower semicontinuous. From the Hölder's inequality and Lemma (2.4), we obtain
where, c 1 , c 2 are constants. We choose r > 0 small enough and λ > 0 sufficiently small so that the term
Thus we have a pair of (λ, r) such that min u∈∂Br {I λ (u)} > 0. Now, for φ > 0 ∈ X 0 , we have
The above equation (3.3) holds since 1 − γ < 1 < q + 1. Thus I λ (tφ) → −∞ as t → ∞. Therefore we have inf
By the definition of infimum, we consider a minimizing sequence {u n } for c . By the reflexivity of X 0 there exists a subsequence, still denoted by {u n }, which weakly converges to, say, u. such that
Therefore, by the Brezis-Lieb lemma [14] , we get
On using the Hölder's inequality and passing the limit n → ∞, we obtain
Therefore, on similar lines, we have
Combining (3.6) and (3.7), we obtain the following
Thus, clubbing equations (3.5), (3.6) and (3.7), we deduce that
We also observe from (3.5) that for n sufficiently large u, u n − u ∈ B r and
. Since r > 0 was chosen to be sufficiently small, we have 1
As a consequence, we can conclude that
Therefore on passing the limit n → ∞ to (3.9), we obtain
Since inf
I λ (u) = c we have u = 0 which is a minimizer of I λ over X 0 . Thus we have
By the comparison principle (refer to lemma 5.1 in the Appendix) of fractional pLaplacian we conclude that u λ ≤ u in Ω. Thus Λ > 0 since the choice λ > 0 has been made. We now claim that Λ < ∞. We let λ 1 to denote the principal eigenvalue of (−∆ p ) s in Ω and let φ 1 > 0 be the associated eigenfunction. In other words, we have
We choose, φ 1 as a test function in the weak formulation of (1.3), to get
LetΛ be any constant such thatΛt −γ + t q > 2λ 1 t ∀t > 0. This leads to a contradiction to the equation (3.14). Hence we conclude that Λ < ∞.
Lemma 3.3. Let 0 < γ < 1. Suppose that u is a weak subsolution while u is a weak supersolution to the problem (1.3) such that u ≤ u, then for every λ ∈ 0, Λ) there exists a weak solution u λ such that u ≤ u λ ≤ u a.e. in Ω. This u λ is a local minimizer of I λ defined over X 0 .
Proof. We begin by showing that u ≤ u. For this let us consider the problem (1.3). Let µ ∈ (0, Λ). By the definition of Λ, there exists λ 0 ∈ (µ, Λ) such that (1.3) with λ = λ 0 has a solution by the Lemma 3.2, say u λ 0 . Then u = u λ 0 happens to be a supersolution of the problem (1.3). Consider the function φ 1 an eigenfunction of (−∆ p ) s corresponding to the smallest eigenvalue λ 1 . Thus φ 1 ∈ L ∞ (Ω) [34] and
Choose, t > 0 such that tφ 1 ≤ u and t p+q−1 φ
. On defining u = tφ 1 we have
i.e., u is a subsolution of the problem (1.3). This implies that u ≤ u.
We now show the existence of a u λ . For this, we definẽ
We further defineĨ(u) =
(x, s)ds. Let u λ be a global minimizer of the functionalĨ due to the definition off . We first observe that the C 1 functionalĨ is sequentially weakly lower semicontinuous and coercive. This can be seen from the dominated convergence theorem and the Sobolev embedding. Due to the monotonicity off we have,
We now refer to a result proved in the Lemma 5.2 in the Appendix that u − u λ ≥ 0 and is a weak supersolution to the problem (1.3). On using the Lemma 2.7 in [32] , we haveū (u λ ), we obtain
inΩ. Hence, by the maximum principle we get u − u λ > 0 in Ω. using similar argument, it follows that u − u λ > 0 in Ω. Therefore,Ĩ andĪ λ becomes identical over B 
Further we have u λ is local minimizer ofĪ λ in C 0 s (Ω) ∩ X 0 . Hence, Theorem 1.1 in [32] , implies that u λ is a local minimizer ofĪ λ .
We now prove the following theorem. Proof. Consider an increasing sequence {λ n }, which converges to Λ, as n → ∞. Let u n = u λn be a weak solution to the problem (1.3) for λ = λ n . Thus
Hence putting φ = u n , we have
From the Lemma 3.3, the energy functional
for every 0 < γ < 1. Using (3.19) in (3.20) we get
From (3.21) we get
From the inequality in (3.23), it is easy to see that sup n∈N u n X 0 < ∞. Thus by the reflexivity of X 0 , we have a subsequence, which will still be denoted by {u n }, such that u n ⇀ u weakly in X 0 , as n → ∞. This establishes that u is a weak solution corresponding to Λ.
We now prove a corollary based on the Theorem 3.4. Proof. From Lemma 3.3, we guarantee the existence of a weak solution u λ to the problem (1.3) for λ ∈ (0, Λ). We now define a sequence {v n } by the following iterative sequence of problems. Define v 1 = u, a subsolution of (1.3) . The remaining terms of the sequence can be defined by the following iterative scheme. , we have u is in L ∞ (Ω), which further implies that the sequence {u n } is bounded in X 0 . Thus we have a subsequence such that u n ⇀û. To conclude thatû is the minimal solution, we letv to be a solution to (1.3). We have u n ≤v which on passing the limit n → ∞ we getû ≤v.
Multiplicity of weak solutions
This section is devoted to show the existence of a critical point v λ of the functional I λ since, the functional I λ fails to be C 1 . The critical point v λ ofĪ λ is also a point where the Gâteaux derivative of the functional I λ vanishes. Therefore, v λ will solve the problem (1.3). We will prove v λ = u λ , where, u λ is the solution to the problem (1.3) as proved in the Lemma 3.3. We have the following theorem proved in Ghoussoub-Preiss [28] .
Theorem 4.1 (Ghoussoub-Preiss). Let ϕ : X → R be a continuous and Gâteaux differentiable function on a Banch space X such that ϕ : X → X * is continuous from the norm topology on X to the weak * topology of X * . Take two point u λ and v λ in X and consider the number c = inf
where
Suppose F is a closed subset of X such that F ∪ {x ∈ X : ϕ(x) ≥ c} seperates u λ and v λ , then, there exists a sequence {x n } in X verifying the following:
Definition 4.2. Let F ⊂ Ω, be closed and c ∈ R. Then a sequence {v n } ⊂ X 0 is said be a Palais Smale sequence [in short (P S) F,c ] for the functionalĪ λ around F at the level c, if
Every (P S) F,c sequence forĪ λ have the following compactness property.
Lemma 4.3. Let F ⊂ Ω be closed and c ∈ R. Let {v n } ⊂ X 0 be a (P S) F,c sequence for the functionalĪ λ , then {v n } is bounded in X 0 and there exists a subsequence {v n } such that v n ⇀ v λ in X 0 , where v λ is a weak solution of the problem (1.3).
Proof. We use the Definition 4.2, which says, there exists K > 0 such that the following holds
Again, by using the Definition 4.2, we get
Therefore, from (4.1) and (4.2), we have
By using (4.3) we can conclude that the sequence {v n } is bounded in X 0 . Since the space X 0 is reflexive, there exists v λ ∈ X 0 such that v n ⇀ v λ in X 0 upto a subsequence. Thus
Passing the limit as n → ∞ and applying the embedding result in Lemma 2.4 we have,
Therefore, using the strong maximum principle and (4.4) we conclude that v λ is a weak solution of the problem (1.3). This completes the proof.
We observe from Lemma 3.3 and the fact thatĪ λ (tu) → −∞ as t → ∞ for all u ∈ X 0 , u > 0, we can conclude thatĪ λ has a Mountain pass geometry near u λ . Therefore, we may fix e ∈ X 0 , e > 0 such thatĪ λ (e) <Ī λ (u λ ). Let R = e − u λ and r 0 > 0 be small enough such that u λ is a minimizer ofĪ λ on B(u λ , r 0 ). Consider the following complete metric space consisting of paths which is defined as
and the min-max value for mountain pass level
Let us distinguish between the following two cases.
Case 1: (Zero altitude case). There exists
Case 2: There exists r 1 < r 0 such that
Remark 4.4. Observe that, (4.5) implies δ 0 =Ī λ (u λ ), whereas (4.6) implies δ 0 >Ī λ (u λ ).
For the "Zero altitude case" let us consider F = ∂B(u λ , r) with r ≤ R 0 . We can then construct a (P S) F,δ 0 sequence and get a second weak solution. We have the following result.
Lemma 4.5. Suppose Case 1 holds, then for 1 < p < ∞, p−1 < q ≤ p * s −1, 0 < γ < 1 and λ ∈ (0, Λ), there exists a weak solution v λ of the problem (1.3) such that v λ = u λ .
Proof. From Theorem 4.1 we can guarantee the existence of a (P S) F,δ 0 sequence {v n } for every r ≤ R 0 . From Lemma 4.3, we can conclude that the sequence {v n } is bounded in X 0 and it converges, upto a subsequence, to a weak solution v λ of the problem (1.3). To show v λ = u λ , it is enough to show the strong convergence of {v n } to v λ , i.e. v n → v λ strongly in X 0 as n → ∞. Since v n ⇀ v λ weakly as n → ∞ and from the embedding
in Ω. We have the following result due to Brezis & Lieb [14] . As n → ∞, we have
Further, by the Sobolev embedding theorem, we get
Since v λ is a weak solution to the problem (1.3), we get
Therefore, by passing the limit n → ∞ we obtain
Hence, by using (4.7), (4.10) and (4.9) the following holds as n → ∞
We now consider the following two cases
In case (a) holds, then we are through. Otherwise, from (4.7) we get,
Consequently, from (4.9) we have
Therefore, from (4.11) and (4.13), we get v n −v λ → 0 as n → ∞. Hence u λ −v λ = r and v λ = u λ . This completes the proof.
Before we state the multiplicity result for Case 2, let us accumulate the necessary tools for this. Let U(x) = (1 + |x|
For a fixed r > 0 such that,
Henceforth, r will denote any such number satisfying (4.15) . Consider the following nonnegative family of truncated functions
We now prove the following proposition.
Proposition 4.6. Let ρ > 0. Then for every ǫ > 0 and for any x ∈ R N \ B ρ , the following holds
). Thus, for x ∈ B c ρ we have
This proves (a).
(b) For any x ∈ B c ρ we have,
Hence the proof. 
(b) For every ǫ > 0 and any x, y ∈ R N \ B r ,
, let z be any point on the line segment joining x and y, i.e. z = tx + (1 − t)y for some t ∈ [0, 1]. Observe that
Therefore, with the help of (4.18), (4.19), we have |∇η ǫ (x)| ≤ Cǫ
. Hence,
This proves the (a).
(b) We may assume |x − y| ≥ r 2
, for otherwise the proof follows from part (a). Therefore, from (4.17), we have
Thus,
This completes the proof of (b).
Proposition 4.8. For every sufficiently small ǫ > 0 we have,
where, S is the best Sobolev constant.
Proof. We will use the previous propositions to establish this estimate. Let r > 0 be chosen as in (4.15). Then, on using (4.16), we have }. We will try to estimate the last three terms of (4.22) . From (4.21), we have
On the other hand, from (4.20) we have,
Now, the only estimate remains to be proved is the integral over A in (4.22) , which is the following
On using (4.26) in (4.25), the integral becomes
We will estimate the last term of (4.27). From (4.17) for ρ = r, when ǫ → 0 we have
Therefore, by using (4.23), (4.24), (4.27) and (4.28), we have
For every ǫ > 0, the functions U ǫ (x) are the minimizer of the problem
and hence satisfies the following equality
Hence, we get
This completes the proof.
Proposition 4.9. For a sufficiently small ǫ > 0 we have,
where, L = −(N − (N − ps)(q + 1)) > 0. Hence the proof is complete.
We now prove the following Lemma, when Case 2 holds. 
We have, by Mosconi et al. [35] , that the Palais Smale(PS) condition is satisfied, if
Claim. sup 
By the Definitions of I λ andĪ λ , we haveĪ λ (u λ +tη ǫ ) = I λ (u λ +tη ǫ ) andĪ λ (u λ ) = I λ (u λ ).
Using the estimates given in the page 946, of Azorero and Alonso [4] , one can conclude that
. Therefore, we havē
The following two inequalities holds true [40] . For every a, b ≥ 0 with a ≥ m, we have
and (a + b)
By using the above two inequalities (4.33) and (4.34), the inequality (4.32) becomes
Hence, from (4.29), (4.30) and (4.31), we get
Therefore, we can conclude that,
Hence, by the result in [35] , {v n } is a (PS) sequence.Thus the sequence {v n } has a strongly convergent subsequence, from which we conclude that δ 0 = I λ (v λ ) > I λ (u λ ). Therefore v λ = u λ . This completes the proof.
Appendix
We begin this section with the following two comparison results.
In particular choose φ = (u −v) + . To this choice, the inequlity in (5.1) looks as follows.
We choose the test function φ = (u − v) + . We express,
The equation in (5.6) implies
This leads to the conclusion that the Lebesgue measure of Ω + , i.e., |Ω + | = 0. In other words v ≥ u a.e. in Ω.
Lemma 5.2. Consider the problem
is a weak super-solution of (5.8) with f = 0 and g ≥ 0, then u ≥ 0 a.e. and admits a lower semicontinuous representation in Ω.
Proof. We first show that
From (5.9) we have u ≥ 0 a.e. in Ω. We now define the following
Cleary u * ≥ 0 a.e. in Ω since u ≥ 0 a.e. in Ω. Let x 0 ∈ Ω be a Lebesgue point. By the definition of a Lebesgue point we have
We now prove the reverse inequality, i.e. u ≤ u * a.e. in Ω. Consider the function −u, which serves as a weak subsolution to (5.8), with k = u(x 0 ) to obtain ess sup
Passing the limit r → 0 + , we have This implies u * (x 0 ) ≥ u(x 0 ) for every Lebesgue point in Ω and hence for almost all x ∈ Ω. From (5.11) and (5.15), we obtain the lower semicontinuous representation of u. Then u has a lower semicontinuous representation in Ω, such that either u ≡ 0 or u > 0.
Proof. See Lemma 2.3 of [36] .
We now prove the following two Lemmas with the help of Lemma 5.4, to establish the Gâteaux differentiability of the functional I λ : X 0 → R, for 0 < γ < 1.
Lemma 5.4. For every 0 < γ < 1, there exists C γ > 0, depending on γ, such that the following inequality holds true Proof. The proof of this can be found in Lemma A.1. of [44] .
Lemma 5.5. Let 0 < γ < 1, 1 < p < ∞, p − 1 < q ≤ p * s − 1 and φ 1 be the first eigenvector of the fractional p-Laplacian operator. Suppose u, v ∈ X 0 with u ≥ ǫφ 1 , for some ǫ > 0. Then we have where,
We see that as t → 0 + , we get (a) where, the constant C ǫ,γ > 0 is independent of x ∈ Ω. Therefore, by the Hardy's inequality and for all v ∈ X 0 , we have vφ −γ 1 ∈ L 1 (Ω). Hence the Lemma follows by applying Lesbegue dominated convergence theorem in (5.20) and taking the limit as t → 0 + . In fact we have the following Corollary to the Lemma 5.5. Now as in Lemma 5.5, using the Hardy's inequality we conclude that φ −γ 1 v ∈ L 1 (Ω). Hence by Lesbegue dominated convergence theorem we conclude that the Gâteaux derivative of J is continuous which guaranties that J ∈ C 1 (X 0 , R).
