The generalized distance matrix of a graph is the matrix whose entries depend only on the pairwise distances between vertices, and the generalized distance spectrum is the set of eigenvalues of this matrix. This framework generalizes many of the commonly studied spectra of graphs. We show that for a large class of graphs these eigenvalues can be computed explicitly. We also present the applications of our results to competition models in ecology and rapidly mixing Markov Chains.
One of the main results of this paper is that if G is distance-regular, or G is a Cartesian product of distance-regular graphs, then the eigenvalues of M(f ; G) are linear in the components f i ; moreover, we produce below an algorithm for computing the coefficients of the linear expression.
There are many infinite families of distance-regular graphs known (see [16, 76] for many examples) and their adjacency spectrum, Laplacian spectrum, distance spectrum, etc. have been studied in great detail. Our proof is a generalization of well-known techniques for distance-regular graphs, but is new in this general framework.
Since the spectrum is linear in the f m , if we make the choice f m = z m , then we further obtain d + 1 spectral polynomials associated to a distance-regular graph G which serve as generating functions of the formulas for general f , and this gives a compact representation of the spectrum.
Applications

Mathematical biology
There are a variety of models of ecosystem dynamics in the literature, which include Eigen's quasispecies model [23, 25, 49, 60] , also known as the replication-mutation equation [68] , as well as various competitionutilization models [56, 64, 74] . The model we address here is the generalized Lotka-Volterra competition (GLVC) model, described below; note that GLVC can be shown to be equivalent to many of the other common models used in ecosystem dynamics [54] .
The main motivation for the GLVC model is the assumption that there are n species that interact through their population sizes, and the rate of growth of any one species is an affine function of the population sizes of each of the other species. More concretely, let C be a symmetric n × n matrix with nonnegative entries, and r ∈ R n . Then the competition model without mutation is given by
Here the term c ij ≥ 0 gives the strength of the interaction between species i and species j. We see here that the rate of growth of each component is as affine function of the vector x. Note that if Cx * = r, then x * is a fixed point of (1.1). It is known [73] for this model that if C is symmetric, and x * is a locally attracting interior fixed point (i.e. that x * i > 0 and the Jacobian at x * is negative semidefinite), then x * is the unique fixed point for (1.1) in the positive octant and, moreover, is globally attracting.
As we will show below in Section 2.4, the Jacobian at x * = 1 is −C. Therefore, if we choose r = C1, then (1.1) has a globally attracting fixed point at 1 iff C > 0. Moreover, with a bit more work we can determine that the Jacobian at x * is the matrix J = −diag(x * ) · C. Note that if x * i > 0 for all i, then J is positive-definite iff C is. Thus, a more general construction is: choose any x * in the positive octant and let r = Cx * , then this point is globally attracting iff C > 0. In short, if we can show that C is positive-definite, then we understand the global dynamics of (1.1) completely. One can also consider the competition model with mutation:
where we assume that the matrix D has row sums all equal to 1 (i.e. D1 = 1). We see that x * is a fixed point for this system if r i d ii = j c ij x * j , and the Jacobian at x * is diag(r)(D − I) − diag(x * )C. If we assume that d ii is independent of i and C has constant row sum, then r is a constant vector and the Jacobian at x * = 1 is just r(D − I) − C. Under some quite mild assumptions (e.g. d ij ≥ 0) we see that D − I is negative semidefinite, so if C, D commute then we see that C > 0 is again a sufficient condition for stability, i.e. "mutation cannot hurt, it can only help". Now let us assume that the species in our model interact according to some graph topology, by which we mean that the strength of the interaction between species x i and x j is a function of the distance between vertex i and vertex j in the graph and, if mutation is present, the probability of species i mutating to species j is also a function of the distance between vertex i and vertex j in the graph. This implies that C in (1.2) and C, D in (1.1) are generalized distance matrices for the underlying graph, i.e. C = M(f ; G) and D = M(g; G) for some f, g. Therefore the question of stability for such systems is one of the spectrum of generalized distance matrices.
The motivating biological principle in a competitive system is that species that are more alike will compete more strongly (e.g. for common resources). Thus a reasonable set of parameters are those we denote as the competition domain 1 = f 0 ≥ f 1 ≥ f 2 ≥ · · · ≥ f d ≥ 0 (q.v. Definition 2.23 below). We can then ask for which of these parameters the matrix A is positive definite. The choice f m = z m with z ∈ [0, 1] is in this domain, and has the interpretation that the competition strength is multiplicative in distance, i.e. so each link in a chain between two species attenuates the competition strength by a common factor. Also note that the scaling assumption that f 0 = 1 is not important, since scaling all of the f i just scales the eigenvalues and thus cannot chance the sign of the matrix -and if we scale the r vector this represents just a time rescaling of (1.2).
There has been a significant study of the GLVC equations going back to [48] with models sharing the property that the strength of interaction between any two species in the system is a function of their distance in some sort of "feature space" [24, [29] [30] [31] [32] 44, 55, 57, 58, 63] . When the feature space is taken to be discrete, it is common to use a graph consistent the Hamming distance on a set of sequences [3, 10, 59, 62] . In particular, one obvious choice is to assume that a pair of species interacts in a way that is a function of their genomes. If we can further assume that the interaction strength is a function only of the number of loci at which the genome differ, then the underlying graph topology is the Hamming graph H(n, 4) with alphabet {C, G, T, A} and thus the matrix A is a generalized distance matrix for H(n, 4). Moreover, if we assume that all mutations are "point mutations", i.e. occur at loci independently with a fixed probability, then B is also a generalized distance matrix for H(n, 4). More generally, one can consider phenotypic "niche" models on more general graphs constructed as the Cartesian product of a sequence of complete graphs. See [66] for a recent algebraic approach to this problem.
Markov chains
Given a graph G, there are a variety of ways [47, 53] to define a Markov chain corresponding to a random walk on G. In some sense, the notion that the random walk be consistent with the graph G is a restriction of possible transitions -the state space of the Markov chain is the vertices of the graph, and the allowable transitions are those that take place along edges of the graph, or perhaps only along paths shorter than a given fixed distance.
The problem we consider is this. Let G be a graph of diameter d, and choose d ≤ d. We consider random walks that can take steps of size d or less on the graph G (see [6, 9, 36, 67] for applications and also [26, 37] ), and ask how to choose the transition probabilities in such a manner that the random walk decays to equilibrium most quickly. There is a significant literature on this problem in the case where d = 1 which corresponds to restricting that jumps take place only on edges (see [14, 19, 27, 69] for this and closely related problems, the closest to our approach here being the considerations of graphs with symmetries in [13] ). The computations we need to do are related but slightly different whether we are speaking of discrete-time or continuous-time random walks; we focus on the former in the introduction and discuss the latter below. Given an n×n symmetric matrix P with nonegative entries and row sums all one, the (discrete-time) Markov chain generated by P is the stochastic process (X t ) ∞ t=0 defined by
(For the stochastic process to be well-defined we have to specify the initial distribution of X 0 .) Since P is symmetric, 1 is both a right and a left eigenvector and therefore the invariant distribution is n −1 1. The next question then is: how quickly does a typical initial condition decay to the invariant distribution? As is well-known [45] , this can be answered if we know the spectrum of P . Let us 1 write the eigenvalues of P 1 It is common in this context to use λ to denote the eigenvalues of P , but we have another use for λ below.
as ν i (P ). Note that ν i (P ) are real since P is symmetric, and moreover they must lie within [−1, 1] by the Perron-Frobenius Theorem [38, Section 8.4] . We number the eigenvalues as
and then the eigenvalue with maximal modulus is the one which determines the decay rate to equilibrium. That is to say, if we define
if the distribution of X 0 is α 0 , and the distribution of X t is α t , then for almost all α 0 , the distribution decays to equilibrium at rate (ν max ) t , or, more precisely,
In particular, when ν max is close to zero, this means initial distributions decay very quickly to equilibrium, but when ν max is close to 1 this means they decay slowly. Thus to get "fast mixing" we want to find the smallest possible ν max where we are allowed to vary the transition rates in some manner. Typically, we refer to the "spectral gap" of 1 − ν max , and thus fast decay is equivalent to a large spectral gap. By definition, the spectral gap lies between zero and one. (See also [18, 20, 34, 51, 52] .)
The main result of this paper can be stated in a special case as follows: let G be a distance-regular graph and consider all Markov chains on G so that the transition matrix is a generalized distance matrix in the sense of Definition 1.1 and that all transitions are required to be along a path of length ≤ d with d ≤ d; then find the choice of transition probabilities that minimizes ν max in this class. We show below how to formulate this as a low-dimensional linear programming problem, find the analytic solution in several cases, and extend this formalism to continuous-time Markov chains.
There is one large surprise in the results below, which we can state this way: choose any distance regular graph G. Now, if we allow d = d, then the optimal solution is clear. In this case, we are allowed to jump to any other vertex, and it is not too hard to see that we can achieve a spectral gap of one by just making P = n −1 J, where J is the matrix of all ones. In particular, this means that we are equally likely to jump anywhere at any time. One might think, then, that for d less than, but close to, d, the optimal solution is also nearly uniform -e.g. if we pick d = d − 1, then we might expect that the optimal solution would be to be equally likely to jump to all vertices of distance less than or equal to d , so that the optimal solution looks as close to uniform as possible. In fact, we find that for many families of distance regular graphs, this is not true, and in fact the optimal choice of parameters is quite far from uniform! This is true, for example, for the Hamming graphs.
Organization of the Paper
We see that the applications listed above motivate the following questions about the spectrum of generalized distance matrices. The general framework is that we are given a graph G and a vector f , and form the generalized distance matrix M(f ; G). The main result of the paper is that if G is a distance-regular graph, or a Cartesian product of distance-regular graphs, then the eigenvalues λ i (f ; G) are each linear functions of the f m . This allows us a large degree of control on the eigenvalues. the types of questions that arise in applications are of the following form:
If it is positive definite for all such z, we will say that G is uniformly positive definite.
3. Consider the Markov chain problem as stated above -can we find the Markov chain that is also a generalized distance matrix that optimizes the mixing time?
We will see below that we can essentially answer these questions due to the nice fact that the eigenvalues are linear in the f i ; for example the question about Markov chains becomes an optimization problem on the maximum of a (small) family of linear functions, which is quite tractable in general.
In Section 2 we lay out most of the theory of the paper, in Section 3 we compute quantities for several families of graphs, and finally in Section 4 we list some open questions and observations.
Theory
First we describe a bit about why this works. Much of the theoretical background below is known classically and traditionally focuses on the adjacency spectrum [16, 17, 33] . Recently, this approach was generalized to compute many properties of the distance spectrum in [5] . Our method here is a generalization of that paper's approach but we give all of the details here for completeness.
Linearity
We first state the main result: 
Finally, the matrix Q m can be written as Q m = p m (Q), where p m (·) is an explicitly-determined polynomial of degree d, and Q can be explicitly determined.
Before we write the details of the proof, we review what is known. We first make some observations from linear algebra. Since G is a regular graph, we have A1 = k1 where k is the valency of G. We will use the convention throughout that λ 0 = k and v 0 = 1. Since A is symmetric, this implies that the other eigenvalues are real and the other eigenvectors are orthogonal to 1.
It can be shown that if we know n 
It follows directly from this recurrence that A k can be written as A k = p k (A) where p k is some polynomial of degree k, and that there is a d + 1-degree polynomial p d+1 such that p d+1 (A) = 0. From this it follows that A has exactly d + 1 distinct eigenvalues: since the A k are linearly independent, there are at least d + 1 distinct eigenvalues, but since v d+1 (A) = 0, there are at most d + 1 -and in fact, they are the roots of p d+1 (z) = 0. This approach is laid out in [16, 17, 33] and has been used to analyze the adjacency spectrum of many distance-regular graphs. In fact, much more is known here: the algebraic structure described above shows that these matrices form an association scheme; this and other deep theory allow for strong results on the classification of distance-regular graphs, but we do not use this here.
More recently, an extension of these ideas to compute the (classical) distance spectrum was laid out in [5] ; recall here that this is our framework with the choice of f i = i for all i = 0, . . . , d. We modify the approach of [5] for general f and gives us the proof of Theorem 2.1.
Proof of Theorem 2.1: Let us form the (d + 1) × (d + 1) tridiagonal matrix Q by defining the superdiagonal to be the vector b, the subdiagonal to be the vector c, and we choose the diagonal elements so that each row has the row sum equal to the degree of a vertex. More specifically, we have
Choose any vertex x ∈ V (G), and consider the sets
Consider the matrix M(f ; G), which we break up into blocks by defining N jk as the |G j (x)| × |G k (x)| matrix with rows from G j (x) and columns from G k (x). It follows from the definition of graph-regular that each of the N j,k has constant row sum, and in fact this row sum is d m=0 n j km f m . To see this, fix y ∈ G j (x) and vary z ∈ G k (x) (this corresponds to one row of N jk ). If we ask how many of these z are distance m from y, we are asking for the size of G k (x) ∩ G m (y), and since d(x, y) = j this is n j km . Each of the terms corresponding to such an edge is f m and so the sum is as above. Also, we have that A and Q are isospectral. Note that since each of the blocks have constant row sum,
is an eigenvalue of A, also with eigenvalue λ. Now, let us replace each of these blocks by their row sum, i.e. consider the (d + 1)
Of course, we can write Q(f ; G) = 
It follows directly from this recurrence that Q k can be written as Q k = p k (Q) where p k is the same polynomial of degree k as above. Moreover, since each Q m is a polynomial function of Q, any pair Q m , Q m commute. This means that the eigenvalues of Q(f ; G) are linear in the f i : if we have 
Remark 2.2. As noted in the theorem, the multiplicities of λ i (f ; G) are, for generic f , the same as they are for the adjacency matrix. In most cases below we will not belabor the point as we are interested in obtaining the formulas for the eigenvalues; for example, since the multiplicities of the eigenvalues are the same as for the adjacency matrix, the standard theory [17, Chapter 12] for determining their multiplicities applies. In particular in the examples in Section 3 we will usually discuss only the eigenvalues themselves, with a few exceptions.
We can now a compact description of the spectrum of M(f ; G). We first form the matrix Q and compute its spectrum, writing Qv i = λ i v i . We then have
and therefore
which gives the compact formulas
Thus, in theory all we need to know are the eigenvalues of Q and the recurrence relation (2.2) and we have everything.
Definition 2.3. Let us denote λ i , i = 0, . . . , d as the eigenvalues of G, and let p m (z) be the polynomials defined as in the recurrence relation (2.2), i.e.
Let us also define 
Proof. This follows from the observation that if we choose f i = 1 for all i, then Q(1; G) is the all-ones matrix; the spectrum of which is a single eigenvalue of n and n − 1 eigenvalues of zero. In particular, this implies from (2.3) that for i = 1, . . . , d, 
Again note that ϕ i (1) = 0, so that it has a factor of 1 − z. But also noting that q m (z) − q m−1 (z) = p m (z), we have the factorization
| is the number of vertices at distance m from any given vertex. In particular, the coefficients of ϕ 0 (z) are positive.
Proof. Note that λ 0 = k since Q1 = k1. Similarly, it is not hard to see that the row sum of any Q m is n m , and therefore λ m,0 = n m , and the result follows. Definition 2.6. We call the individual ϕ i (z; G) the spectral polynomials of G. For compactness, we will write them as a set, or sometimes a multiset as the vector Φ(z; G). Remark 2.7. Note that computing Φ(z; G) basically determines all of the common graph invariants. For example, the eigenvalues of the adjacency matrix can be computed as d/dz(Φ(z; G)) evaluated at z = 0, and the eigenvalues of the classical distance matrix are d/dz(Φ(z; G)) evaluated at z = 1.
One common observation in the literature on distance matrices [1, 4, 7, 8, 40, 46, 61] is that they can have eigenvalues that occur in different multiplicities than for the adjacency matrix, and typically one sees fewer distinct distance eigenvalues than adjacency eigenvalues. The reason for this is clear once we consider the properties of the spectral polynomials ϕ i (z; G); while the functions ϕ i (z; G) are all distinct, in many cases they have common derivatives at z = 1. In fact, we see below that for some Hamming and Johnson graphs, the functions ϕ i (z; G) are typically have multiple factors of (1 − z). This implies that the derivative at z = 1 has multiple zeros, and thus the multiplicity of the zero eigenvalue is much higher for the classical distance matrix. In fact, it follows from above that when the eigenvalues of any graph matrix are different from those of the adjacency matrix, it is nongeneric and due to a coincidental arrangement of these ϕ i (z; G) at a particular value of z.
In fact, it follows from the above that if we consider a generic perturbation of the classical distance matrix (e.g. instead of f i = i we choose f i = i + X i for some independent random X i , then with probability one the spectrum will have the exact same multiplicities as for the adjacency spectrum and we will have "unfolded" the coincidence that occurs in the derivatives at z = 1. In this sense, the eigenvalue multiplicities are more stable for the adjacency matrix than they are for the distance matrix.
Products of graphs
Here we present some results for the generalized distance matrices of direct sums of graphs. The main result of this section is that the eigenvalues of the generalized distance matrix of a Cartesian sum of graphs can be written as a tensor product of matrices on the individual graphs, and this implies a multiplicativity property of eigenvalues.
Definition 2.8. Let G, H be graphs with diameters d G , d H . We define the Cartesian product of G and H, denoted G H as the graph with vertex set V (G) × V (H) and we say (x 1 , x 2 ) is adjacent to (y 1 , y 2 ) if x 1 = y 1 and x 2 is adjacent to y 2 in H, or if x 2 = y 2 and x 1 is adjacent to y 1 in G.
Proof. This is straightforward, but see [71, Lemma 1] for this and related formulas.
Remark 2.10. Note that it follows from Proposition 2.9 that if G has diameter d G and H has diameter d H , then G H has diameter d G + d H . We remark here that the direct sum of distance-regular graphs is not necessarily distance-regular [2, [70] [71] [72] , but we will still be able to analyze the generalized distance spectrum of these sums. Definition 2.11. Let M be an m×m matrix and N be an n×n matrix. We define the Kronecker product (or tensor product) of M and N , denoted M ⊗ N , as the (mn) × (mn) matrix whose elements are defined as follows. Let a, c ∈ [m] and b, d ∈ [n], and then
Equivalently, if v ∈ R m and w ∈ R n , let us define v ⊗ w as the vector in R mn whose entries are given by v i w j , where we sum over the indices lexicographically, and then M ⊗ N is the linear map on R mn such that
From this it follows more generally for matrices that Note also that this last formula works if we think of the eigenvalues as a set or as a multiset where we carry along multiplicities in the obvious fashion. We will abuse notation by moving back and forth between the two conventions with abandon.
Proposition 2.13. If we let A (G) k be the kth adjacency matrix of G as defined above, then
Proof. This is, in fact, just a fancy restatement of Proposition 2.9. To see this, consider x, y ∈ V (G H).
is equal to 1 for exactly one value of m, and thus the sum is 1.
Theorem 2.14. Let G, H be graphs with diameter
be two vectors with the property that g k h l depends only on k + l. Define f k+l to be this common value, and note that
More generally, assume that g
with the property that
depends only on k + l. Again define f k+l to be this common value. Then
Proof. We first prove the result with p = 1. Note by definition that
We then have
Writing n = k + l, or k = n − l, this is the same as
and we are done. The proof for general p is quite similar: start with a sum over q on the outside, then pull it inside to form f , and this is otherwise the same.
Remark 2.15. This theorem includes several special cases already known in the literature. For example, it is well known [17, Section 1.4.6] that
and this corresponds to taking the vectors g (1) = h 
We can recover any f we like by taking p large enough. For example, the formula of Proposition 2.13 can be recovered by choosing the k + 1 pairs g (q) = e q , h (q) = e k−q , and then we can form any f we would like through linearity (at the cost, perhaps, of having to choose k + 1 vectors).
Corollary 2.16. We have M(z; G H) = M(z; G) ⊗ M(z; H) and thus Φ(z; G H) = Φ(z; G) ⊗ Φ(z; H).
Proof. Let us choose g = (1, z, z 2 , . . . , z d G ) and h = (1, z, z 2 , . . . , z d H ) in Theorem 2.1, then we have f = (1, z, z 2 , . . . , z d G +d H ) and the result follows.
Nothing in this section to this point has used the fact that the graphs are distance-regular, but now we can exploit these results to a general Cartesian product of (two or more) distance-regular graphs.
Example 2.18. Consider the product G = K n1 K n2 , where K n denotes the complete graph on n vertices. We have Φ(z; K n1 ) = {1 − z, 1 + (n 1 − 1)z}, Φ(z; K n2 ) = {1 − z, 1 + (n 2 − 1)z}, and thus
Notice that these are distinct iff n 1 = n 2 . Also note that G is distance-regular iff n 1 = n 2 , and diam(G) = 2. So, for example, seeing four distinct eigenvalues for a diameter two graph is a clear indication that it is not distance-regular. More generally, note that G = q i=1 K ni will have at most 2 q distinct eigenvalues, and will have exactly this many if the n i are distinct. Remark 2.19. As we have shown, when we take Cartesian products, the eigenvalues multiply, in the sense shown in Corollary 2.17. This might seem strange at first, since the standard property is that eigenvalues are additive when we take these products (this is true, for example, for the adjacency eigenvalues or the classical distance eigenvalues, as is well known). However, if we tie Corollary 2.17 with Remark 2.7, note that the standard eigenvalues are given by the derivatives of our spectral polynomials, and thus multiplication of the polynomials corresponds to addition when they evaluated at a particular point. See also [12, 22, 41] .
The formulas above work out very well with Cartesian products, but what drives this is that the distance in a Cartesian product is linear in the sense of Proposition 2.9. For other graph products, the distance function is not linear (e.g. for the tensor product it is a maximum and not a sum) and thus it is unlikely such a nice formula as that in Theorem 2.14 would exist.
Rapidly-mixing Markov Chains
We now consider the Markov chain problem as described in the introduction. Definition 2.20. We define a shell-regular graph to be a graph where |G k (x)| is independent of x. We write n k = |G k (x)| for such a graph.
Clearly distance-regular graphs are shell-regular, but the converse is false, e.g. K 2 K 3 . We define the (transition matrix of the) multi-step (discrete-time) Markov chain on the graph G with transition probabilities µ as the |V (G)| × |V (G)| matrix P , where
.
We define the (generator of the) multi-step (continuous time) Markov chain on the graph G with transition rates ρ as the |V (G)| × |V (G)| matrix Q, where
The interpretation of the DTMC is that the parameter µ k defines the probability of taking a step of length k, and then we assume that all possible steps of length k are chosen equally likely. Similarly, for the CTMC the parameter ρ k defines the rate at which a transition of length k is taken, and all such steps are chosen to have equal transition rates.
As we mentioned in the introduction, since these matrices are symmetric it is easy to see that the invariant distribution is the uniform distribution on V (G). Specifically, we see that by definition P 1 = 1 (resp. Q1 = 0), but by symmetry this means 1 P = 1 (resp. 1 Q = 0 ) and the invariant distribution π satisfies π P = π (resp. π Q = 0 ). Thus the next interesting question is the time to decay to this invariant distribution. For P , we want to minimize ν max (P ) = max{ν 2 (P ), −ν n (P )}, as described in the introduction, or, equivalently, we want to maximize the "spectral gap" 1 − ν max (P ). For the continuous-time Markov chain, the optimization is a bit different. If we define R(t) as the n × n matrix whose values are defined as R ij (t) = P(X s+t = j|X s = i), then R(t) = exp(tQ) and thus knowing R(t) determines everything. Since Q is a matrix with zero row sum whose off-diagonal terms are positive, all of the eigenvalues of Q are nonnegative and real, i.e.
and therefore the speed at which the typical initial distribution decays is given by |ν 2 (Q)|, and we would like to maximize this spectral gap. Of course, notice that nothing stops us from scaling all of the rates by a scalar and speeding the convergence that way, so a reasonable restriction would be that the "total rate" (which in this case is just the common diagonal value of Q) is fixed. Here we fix this to one, but then notice that this gives effectively a similar condition as we have on the µ's in the discrete-time case: d m=1 ρ m = 1. Thus the problems can be solved the same way with roughly the same complexity, but can of course give different answers. We concentrate on the DTMC in what follows. Now, let us consider the case where G is a distance-regular graph and we consider the DTMC on this graph. Choosing µ determines f k = µ k /n k . Recall (2.3) and writing C i,m = p m (λ i ), we have
Noting that C i,0 = n 0 = 1, and using the constraint µ k = 1, we have
Note that C i,k ≤ n k for all i, k, and therefore D i,k ≤ 0, and we have the following two linear programming problems: Discrete Optimization Problem. For a given graph G and
We denote the solution of this problem by D(G, d ).
Note that the complexity of this problem is relatively small to a naive approach, especially for graphs with small diameter but large order: we have to find the minimizer of at most 2d linear functions of d − 1 independent variables but the order of the graph does not appear. This can of course be attacked by the standard methods [15] and for small d, as we see below, we can even write down the solutions in more or less closed form.
The first thing to see is that if we are allowed to choose all of the µ k positive, then there is a universally optimal solution to the discrete problem. Proof. If we choose µ proportional to n, then this means that f k is independent of k, and therefore M(f ; G) is a constant multiple of the all-ones matrix J. As such it has one positive eigenvalue and the remainder zero.
Lotka-Volterra
We will now consider (1.1) or (1.2) under the assumptions given in the introduction. To be specific, some definitions to specify the conditions that we require on C, D: Definition 2.23. We define the competition domain as the set of parameters
(This corresponds to the assumption that competition in (1.1) is stronger for species that are closer in the graph topology, plus a rescaling.) For any graph G, we define the maximal degree of unstability as the largest number of negative eigenvalues possible given parameters f i in the competition domain. Finally, we say that G is uniformly positive definite if Φ(z; G) ≥ 0 for all z ∈ [0, 1] -this is a one-dimensional subset of the competition domain but an important one as seen above. We say that B is a mutation matrix on the graph G if D = M(g; G) for some g and j D ij = 1 for all i.
Here we assume that C = M(f ; G) where f is in the competition domain, and D = M(g; G) is a mutation matrix. As computed in the introduction, we have the following: the point x = 1 is (asymptotically) stable under (1.1) if C is positive definite, and it is (asymptotically) stable under (1.2) if r(D − I) − C is negative definite.
Proposition 2.24. For fixed γ m , both the minimum and the maximum of the function
in the competition domain is attained at some f of the form (1, 1, 1, . . . , 1, 0, 0, . . . , 0) 
Proof. One can prove this using the standard optimization machinery but there is a more direct argument that gives insight. Let us assume that f is not of the form given above, which implies that there exists a such that f k = 1 for all k = 0, 1, . . . , a and that 0 < f a+1 < 1. Let us further define b as the maximal index such that f b = f a+1 . Now, the number γ i,a+1 + · · · + γ i,b is either positive or negative. In this case, we can increase our function by sliding all of the f a+1 , . . . , f b up (resp. down) and therefore this vector is not extremal. 
Then λ i (f ; G) is nonnegative over the competition domain iff these numbers are all nonnegative.
Proof. The forward direction is clear. For the backward direction, use (2.3) and Proposition 2.24.
It is clear from this Corollary that one can efficiently determine whether or not λ i (f ; G) is nonnegative over the competition domain, and from this whether or not C = M(f ; G) is positive definite over the competition domain. Proposition 2.26. Assume that f is in the competition domain, and let r = d m=0 f m n m be the row sum of M(f ; G). Then λ i (f ; G) ≥ 2 − r, and in particular, is strictly greater than −r.
Proof. Without loss of generality, we can consider i > 0 after Proposition 2.5. We know that Q m is a matrix with row sum equal to n m and positive entries. This and the Perron-Frobenius theorem [38, Section 8.4 ] imply that λ m,i ≥ −n m for all m, i. Thus we have
Corollary 2.27. Let f be in the competition domain, C = M(f ; G). Then there is a choice of parameters g such that D = M(g; G) is a mutation matrix and x = 1 is asymptotically stable under (1.2).
Proof. This follows if we can show that r(D − I) − C is negative definite. Since C, D commute, we can just add eigenvalues. Proposition 2.26 implies that the eigenvalues of −C are all less than r − 2. We can choose g in such a way that D is a constant matrix with row sum one, so in fact is n −1 J. Thus the eigenvalues of D − I are zero with multiplicity one and −1 with multiplicity (n − 1). Also, note 1 is in the nullspace of D − I. Thus we have (r(D − I) − C)1 = −r1, and for any other eigenvector v i , we have (r(D − I) − C)v ≤ −r + (r − 2) = −2.
In short, this shows that no matter how we choose parameters in the competition domain, there is some choice of mutation that stabilizes the system -in short, diffusion can smooth out any nonlinearity here. The natural question would be how to determine the minimal amount of mutation necessary to smooth out a given nonlinear instability. For example, let us imagine that we have an f in the competition domain such that λ i (C) = λ i (f ; G) < 0. We then have, for i > 0,
and we want to choose g so that this is negative. Clearly for any λ i,m > 0 we can choose g m = 0, and thus to make this eigenvalue negative we could minimally choose g m > 0 only for those λ i,m < 0. From the Corollary above we can always do this simultaneously for each i > 0.
Remark 2.28. Following Remark 2.7, a necessary condition for a graph to be uniformly positive definite in the sense of Definition 2.23 is that the derivative of the spectral polynomial be nonpositive at one, which is simply a restatement that the classical distance matrix of the graph has exactly one positive eigenvalue. These graphs have been described in [43] , and see also [1] .
Examples
Here we compute many of the quantities discussed above for various families of graphs.
Strongly regular graphs
When a distance-regular graph has diameter two, it is called strongly regular. These graphs are well-studied to the point that they have their own notation which we introduce now. Definition 3.1. We call a graph G strongly regular with parameters (n, k, α, β) if G has n vertices, valency k and has the property that whenever two vertices are adjacent, they have α neighbors in common, and whenever they are not adjacent they have β neighbors in common. Clearly the graph is connected iff β > 0, and we assume this throughout. If β > 0, then clearly diam(G) = 2.
We can compute [11] that a strongly regular graph with parameters (n, k, α, β) has intersection array {k, k − α − 1; 1, β} and thus Q matrix
Moreover, the eigenvalues of Q are k and
Typically the larger of these is called θ and the smaller τ . The first question we might ask is which strongly regular graphs are uniformly stable or not. We first have the following proposition:
Proof. By definition we have
and using Proposition 2.4 this means that
If λ i ≥ −2, then λ i + 1 ≥ −1 and neither of those factors is zero inside (0, 1). Finally, if λ i = −2 then (3.1) is (z − 1) 2 and has a double root at z = 1.
From this it follows that Φ(z; G) ≥ 0 for all z ∈ [0, 1] iff τ ≥ −2. If τ < −2, then we have that Φ(z; G) ≥ 0 for z ∈ [0, −1/(τ + 2)]. Also, note that this implies that the classical distance matrix has zero eigenvalues iff τ = −2. See, for example, [65] . With some algebra, we see that the condition τ ≥ −2 is equivalent to the condition
Taylor graphs
Taylor graphs are those graphs of diameter three with intersection array {k, µ, 1; 1, µ, k}. In this case we have
but it is also not hard to compute that
It is clear that the eigenvectors of Q 3 are either palindromes or anti-palindromes (specifically, palindromes satisfy Qv = v and anitpalindromes satisfy Qw = −w). Let us define R 4 = V ⊕ W where V is the palindromic subspace and W the antipalindromic. By inspection Q 2 = Q 1 Q 3 , and thus if λ 2,i = λ 1,i if v ∈ V and λ 2,i = −λ 1,i if v ∈ W . Let us assume that v 0 , v 1 ∈ V and v 2 , v 3 ∈ W . Then for k = 0, 1 we have
and for k = 2, 3 we have
Moreover, we see that Q| V = Q s ⊗ Q s and Q| W = Q u ⊗ Q u where
From this we obtain λ 0 = k, λ 1 = −1 a the eigenvalues of Q s . The other two eigenvalues are the eigenvalues of Q u , which are
and thus we have
Thus G is uniformly positive definite iff the quadratic 1+(θ ± +1)z+z 2 ≥ 0 for all z ∈ [0, 1]. This quadratic is nonnegative on the interval if and only if the coefficient of the linear term is ≥ −2, and so therefore we have the condition θ ± ≥ −3. Since θ + ≥ θ − , this means that θ − ≥ −3. Using (3.3) plus the condition 0 < µ < k this reduces to the condition k ≥ 3(µ − 1). In particular, the critical value k = 3(µ − 3) corresponds to the case where ϕ 3 (z) has a triple root at z = 1 (these graphs are discussed in [16, Corollary 1.15.3] ). Some concrete examples include the halved 6-cube (k = 15, µ = 6) and the Gosset graph (k = 27, µ = 10).
One large class of Taylor graphs are the crown graphs (an n-crown graph can be defined as the graph complement of K n K 2 ), and in this case k = n − 1, µ = n − 2. The sequence is usually taken to start at n = 3 (which graph is actually C 6 ). From this, we see the condition to be uniformly positive definite is n − 1 ≥ 3(n − 2) or n ≤ 7/2. This means that for n ≥ 4 the n-crown graph is not uniformly positive definite.
There are many interesting results about Taylor graphs, and examples thereof, in [16] . For example, it is known that if G is Taylor with parameters k, µ, then the 2-path graph G 2 is Taylor with parameters k,μ = k−µ−1. We see from the formulae above that if we letθ ± be the associated antisymmetric eigenvalues of G 2 , thenθ ± = −θ ∓ .
Hamming graphs
The Hamming graph H(d, q) with d ≥ 1, q ≥ 2 is the graph with vertex set {0, 1, . . . , q − 1} d where we say two vertices are adjacent if they differ in exactly one component. These graphs are distance regular with diameter d. Let us first note that K q has two eigenvalues: ϕ 0 (z; K q ) = 1 + (q − 1)z with multiplicity one, and ϕ 1 (z; K q ) = 1 − z with multiplicity q − 1. More compactly,
follows from Corollary 2.16 that the components of Φ(z; G) are
More compactly, we can write:
From this we can deduce that H(d, q) is uniformly stable for all d, q, i.e. that Φ(z; G) ≥ 0 for all z ∈ [0, 1]. We can then ask the question of the optimal choice of µ to maximize mixing on this graph. We make a surprising observation here: 
Example 3.4. Below we give some examples of the optimal µ for H(8, 2) with d = 2, . . . , 8. In each row, we first give the optimal eigenvalue, the next is the µ that gives this optimal eigenvalue, and finally the choice of p ij that this corresponds to (so that the third column is the vector µ k /n k ). 
We can also think about the GCLV problem posed above in (1.2). Recall that we are interested in showing that the matrix r(D − I) − C is negative semidefinite when C = M(f ; H(d, q)) and D = M(g; H(d, q)) and r is the row sum of C, where f is (for example) chosen in the competition domain and g has the property that it comes from mutation, so that B has row sum one.
One particular example for q = 2 is the case where
, which corresponds to independent point mutations on a binary sequence. We saw above that for any choice of f , there is a choice of µ that makes r(D − I) − C negative semidefinite. In particular, choosing µ = 1/2 gives 2) ) has eigenvalues 1 with multiplicity one and 0 with multiplicity 2 d − 1. By (for example) Perron-Frobenius, we know that all of the eigenvalues of C aside from r have modulus strictly less than r, and thus all of the eigenvalues of r(D − I) − C are strictly negative when µ = 1/2.
However, we know that for µ = 0 this system is not negative semi-definite in general when f is allowed to range over the competition domain. The techniques presented in this paper allow us, for example, to compute exactly the set of µ that stabilizes the matrix C (see for example [59] where such a computation is done numerically).
In a similar fashion, we can consider the generalized sequence graph G = q i=1 K ni . Note that this graph is not distance-regular, but is the Cartesian product of a family of distance-regular graphs, and thus Φ(z; G) has at most 2 q distinct values:
From this we see that these graphs are also uniformly positive definite, i.e. positive definite for all z ∈ [0, 1]. The model for GCLV with these graphs was studied in [10] . In particular, this would imply that Johnson graphs are always uniformly positive definite. We will prove it explicitly for the case of d = 2. In this case, the conjecture implies that the eigenvalues are ϕ 0 (z) = 1 + 2(n − 2)z + (n − 2)(n − 3) 2 z 2 , ϕ 1 (z) = (1 − z)(1 + (n − 3)z), ϕ 2 (z) = (1 − z) 2 . If we plug these vectors into Q 2 we obtain λ 2,0 = (n − 3)(n − 2)/2, λ 2,1 = 3 − n, λ 2,2 = 1. From this we obtain the formulas in (3.4) above.
Johnson graphs
We have also studied the optimal mixing problem on Johnson graphs as well, and we have found some interesting patterns. For example, we have found that if we fix d , d and consider the family J(n, d), then as n → ∞, the optimal choice of parameters to minimize ν max is to choose µ d = 1 and the rest zero. Note that this is about as far from uniform as one might imagine, but seems to beat the uniform choice by a small amount.
Cubic graphs
There are thirteen cubic graphs that are distance regular, and we find Φ(z; ·) for eight of them in closed form. The graphs we consider are listed in Table 1 Here we deal with all of the cases with degree ≤ 2 (the K 4 , Utility, or Petersen graphs) or with those already covered (Cube). In these cases, the Markov chain problem is the classical solution of [13] .
When G is the Utility Graph, then Φ(z; G) = {(z + 1)(2z + 1), (1 − z)(1 − 2z), (1 − z)(z + 1)} From this we see that G is uniformly positive definite. When G is the Petersen graph, then Φ(z; G) = 1 + 3z + 6z 2 , (1 − z) 2 , (1 − z)(2z + 1) 
Conclusions
We have studied the spectra of generalized distance matrices and obtained a few results. One of the most important components of our analysis was exploiting the fact that for distance-regular graphs, or Cartesian products thereof, the eigenvalues are linear in the f i . This useful property is not true for graphs in general: for a simple example, consider P 4 , the path graph on four vertices. This has generalized distance matrix
If we set f 0 = 0 and f 1 = 2f 3 we can obtain a nice formula for the four eigenvalues: 1 2 ±3f 3 ± 4f 2 2 + 16f 3 f 2 + 17f 2
3
A natural question is to identify the exact set of graphs that have the property that these eigenvalues are linear in the f i . By the results above this class is closed under Cartesian products, but is it in fact exactly the class described in this paper?
We have also laid out a few conjectures about how parameters of the most rapidly mixing Markov Chain for the specific cases of certain families behave, especially in Section 3 above. These seem complicated but tractable, since the quantities can all be expressed by some combinatorial identities. Again, the fact that the spectrum is linear in the matrix elements is crucial. Related problems have been considered in [42, 50] , and the results of this paper might give insight there as well.
Finally, we have shown how the simplicity of the expressions for the eigenvalues as functions of the coefficients of the matrix allows us to understand even nonlinear problems such as the GCLV model. This gives significant insight into a fully nonlinear problem to an unexpected degree; in particular one can determine the parameter ranges for the stability of such systems to a degree (e.g. the µ-domain that would stabilize a given nonlinearity as in Section ??) that is uncommon for most nonlinear problems.
