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Abstract. Bounded cohomology of groups was first defined by John-
son and Trauber during the seventies in the context of Banach algebras.
As an independent and very active research field, however, bounded co-
homology started to develop in 1982, thanks to the pioneering paper
“Volume and Bounded Cohomology” by M. Gromov, where the defini-
tion of bounded cohomology was extended to deal also with topological
spaces.
The aim of this monograph is to provide an introduction to bounded
cohomology of discrete groups and of topological spaces. We also de-
scribe some applications of the theory to related active research fields
(that have been chosen according to the taste and the knowledge of the
author). The book is essentially self-contained. Even if a few statements
do not appear elsewhere and some proofs are slighlty different from the
ones already available in the literature, the monograph does not contain
original results.
In the first part of the book we settle the fundamental definitions
of the theory, and we prove some (by now classical) results on low-
dimensional bounded cohomology and on bounded cohomology of topo-
logical spaces. Then we describe how bounded cohomology has proved
useful in the study of the simplicial volume of manifolds, for the classifi-
cation of circle actions, for the definition and the description of maximal
representations of surface groups, and in the study of higher rank flat
vector bundles (also in relation with the Chern conjecture).
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Introduction
Bounded cohomology of groups was first defined by Johnson [Joh72]
and Trauber during the seventies in the context of Banach algebras. As an
independent and very active research field, however, bounded cohomology
started to develop in 1982, thanks to the pioneering paper “Volume and
Bounded Cohomology” by M. Gromov [Gro82], where the definition of
bounded cohomology was extended to deal also with topological spaces.
Let C•(M,R) denote the complex of real singular cochains with val-
ues in the topological space M . A cochain ϕ ∈ Cn(M,R) is bounded
if it takes uniformly bounded values on the set of singular n-simplices.
Bounded cochains provide a subcomplex C•b (M,R) of singular cochains, and
the bounded cohomology H•b (M,R) of M (with trivial real coefficients) is
just the (co)homology of the complex C•b (M,R). An analogous definition of
boundedness applies to group cochains with (trivial) real coefficients, and the
bounded cohomology H•b (Γ,R) of a group Γ (with trivial real coefficients)
is the (co)homology of the complex C•b (Γ,R) of the bounded cochains on
Γ. A classical result which dates back to the forties ensures that the sin-
gular cohomology of an aspherical CW-complex is canonically isomorphic
to the cohomology of its fundamental group. In the context of bounded
cohomology a stronger result holds: the bounded cohomology of a count-
able CW-complex is canonically isomorphic to the bounded cohomology of
its fundamental group, even without any assumption on the asphericity of
the space [Gro82, Bro81, Iva87]. For example, the bounded cohomology
of spheres is trivial in positive degree. On the other hand, the bounded
cohomology of the wedge of two circles is infinite-dimensional in degrees
2 and 3, and still unknown in any degree bigger than 3. As we will see
in this monograph, this phenomenon eventually depends on the fact that
higher homotopy groups are abelian, and abelian groups are invisible to
bounded cohomology, while “negatively curved” groups, such as non-abelian
free groups, tend to have very big bounded cohomology modules.
The bounded cohomology of a group Γ can be defined with coefficients
in any normed (e.g. Banach) Γ-module, where the norm is needed to make
sense of the notion of boundedness of cochains. Moreover, if Γ is a topolog-
ical group, then one may restrict to considering only continuous bounded
cochains, thus obtaining the continuous bounded cohomology of Γ. In this
monograph, we will often consider arbitrary normed Γ-modules, but we will
restrict our attention to bounded cohomology of discrete groups. The reason
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for this choice is twofold. First, the (very powerful) theory of continuous
bounded cohomology is based on a quite sophisticated machinery, which is
not needed in the case of discrete groups. Secondly, Monod’s book [Mon01]
and Burger-Monod’s paper [BM02] already provide an excellent introduc-
tion to continuous bounded cohomology, while to the author’s knowledge no
reference is available where the fundamental properties of bounded cohomol-
ogy of discrete groups are collected and proved in detail. However, we should
emphasize that the theory of continuous bounded cohomology is essential
in proving important results also in the context of discrete groups: many
vanishing theorems for the bounded cohomology of lattices in Lie groups
can be obtained by comparing the bounded cohomology of the lattice with
the continuous bounded cohomology of the ambient group.
This monograph is devoted to provide a self-contained introduction to
bounded cohomology of discrete groups and topological spaces. Several (by
now classical) applications of the theory will be described in detail, while
many others will be completely omitted. Of course, the choice of the top-
ics discussed here is largely arbitrary, and based on the taste (and on the
knowledge) of the author.
Before describing the content of each chapter, let us provide a brief
overview on the relationship between bounded cohomology and other re-
search fields.
Geometric group theory and quasification. The bounded cohomol-
ogy of a closed manifold is strictly related to the curvature of the metrics
that the manifold can support. For example, if the closed manifold M is
flat or positively curved, then the fundamental group of M is amenable,
and Hnb (M,R) = H
n
b (π1(M),R) = 0 for every n ≥ 1. On the other hand,
if M is negatively curved, then it is well-known that the comparison map
H•b (M,R) → H
•(M,R) induced by the inclusion C•b (M,R) → C
•(M,R) is
surjective in every degree bigger than one.
In fact, it turns out that the surjectivity of the comparison map is related
in a very clean way to the notion of Gromov hyperbolicity, which represents
the coarse geometric version of negative curvature. Namely, a group Γ is
Gromov hyperbolic if and only if the comparison mapHnb (Γ, V )→ H
n(Γ, V )
is surjective for every n ≥ 2 and for every Banach Γ-module V [Min01,
Min02].
Coarse geometry comes into play also when studying the (non-)injectivity
of the comparison map. In fact, let EHnb (Γ, V ) denote the kernel of the com-
parison map in degree n. It follows by the very definitions that an element
of Hnb (Γ, V ) lies in EH
n
b (Γ, V ) if and only if any of its representatives is the
coboundary of a (possibly unbounded) cocycle. More precisely, a cochain
is usually called a quasi-cocycle if its differential is bounded, and a quasi-
cocycle is trivial if it is the sum of a cocycle and a bounded cochain. Then
EHnb (Γ, V ) is canonically isomorphic to the space of (n − 1)-quasi-cocycles
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modulo trivial (n − 1)-quasi-cocycles. When V = R, quasi-cocycles of de-
gree one are usually called quasimorphisms. There exists a large literature
which concerns the construction of non-trivial quasimorphisms in presence
of (weaker and weaker versions of) negative curvature. Brooks [Bro81]
first constructed infinitely many quasimorphisms on the free group with two
generators F2, that were shown to define linearly indepenedent elements
in EH2(F2,R) by Mitsumatsu [Mit84]. In particular, this proved that
EH2b (F2,R) (which coincides with H
2
b (F2,R)) is infinite-dimensional.
Quasi-cocycles are cochains which satisfy the cocycle equation only up to
a finite error, and geometric group theory provides tools that are particularly
well-suited to study notions which involve finite errors in their definition.
Therefore, it is not surprising that Brooks’ and Mitsumatsu’s result has
been generalized to larger and larger classes of groups, which include now the
class of non-elementary relatively hyperbolic groups, and most mapping class
groups. We refer the reader to Section 2.9 for a more detailed account on
this issue. It is maybe worth mentioning that, even if in the cases cited above
EH2b (Γ,R) is always infinite-dimensional, there exist lattices Γ in non-linear
Lie groups for which EH2b (Γ,R) is of finite non-zero dimension [MR06].
We have mentioned the fact that H2b (G,R) is infinite-dimensional for
negatively curved groups according to a suitable notion of negative curvature
for groups. On the other hand, bounded cohomology vanishes for “positively
curved” (i.e. finite) or “flat” (i.e. abelian) groups. In fact, Hnb (Γ,R) = 0 for
any n ≥ 1 and any G belonging to the distinguished class of amenable
groups. The class of amenable groups contains all virtually solvable groups,
it is closed under quasi-isometries, and it admits a nice characterization in
terms of bounded cohomology (see Section 3.4). These facts provide further
evidence that bounded cohomology detects coarse non-positive curvature as
well as coarse non-negative curvature.
Simplicial volume. The ℓ∞-norm of an n-cochain is the supremum of
the values it takes on single singular n-simplices (or on single (n+1)-tuples
of elements of the group, when dealing with group cochains rather than
with singular cochains). So a cochain ϕ is bounded if and only if it has a
finite ℓ∞-norm, and the ℓ∞-norm induces a natural quotient ℓ∞-seminorm
on bounded cohomology. The ℓ∞-norm on singular cochains arises as the
dual of a natural ℓ1-norm on singular chains. This ℓ1-norm induces an
ℓ1-seminorm on homology. If M is a closed oriented manifold, then the
simplicial volume ‖M‖ of M is the ℓ1-seminorm of the real fundamental
class of M [Gro82]. Even if it depends only on the homotopy type of the
manifold, the simplicial volume is deeply related to the geometric structures
that a manifold can carry. As one of the main motivations for its definition,
Gromov himself showed that the simplicial volume provides a lower bound
for the minimal volume of a manifold, which is the infimum of the volumes
of the Riemannian metrics that are supported by the manifold and that
satisfy suitable curvature bounds.
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An elementary duality result relates the simplicial volume of an n-
dimensional manifold M to the bounded cohomology module Hnb (M,R).
For example, if Hnb (M,R) = 0 then also ‖M‖ = 0. In particular, the simpli-
cial volume of simply connected manifolds (or, more in general, of manifolds
with amenable fundamental group) is vanishing. It is worth stressing the
fact that no homological proof of this statement is available: in many cases,
the fact that ‖M‖ = 0 cannot be proved by exhibiting fundamental cycles
with arbitrarily small norm. Moreover, the exact value of non-vanishing
simplicial volumes is known only in the following very few cases: hyper-
bolic manifolds [Gro82, Thu79], some classes of 3-manifolds with bound-
ary [BFP15], and the product of two surfaces [BK08b]. In the last case,
it is not known to the author any description of a sequence of fundamental
cycles whose ℓ1-norms approximate the simplicial volume. In fact, Bucher’s
computation of the simplicial volume of the product of surfaces heavily relies
on deep properties of bounded cohomology that have no counterpart in the
context of singular homology.
Characteristic classes. A fundamental theorem by Gromov [Gro82]
states that, if G is an algebraic subgroup of GLn(R), then every character-
istic class of flat G-bundles lies in the image of the comparison map (i.e. it
can be represented by a bounded cocycle). (See [Buc04] for an alternative
proof of a stronger result). Several natural questions arise from this result.
First of all, one may ask whether such characteristic classes admit a canon-
ical representative in bounded cohomology: since the comparison map is
often non-injective, this would produce more refined invariants. Even when
one is not able to find natural bounded representatives for a characteristic
class, the seminorm on bounded cohomology (which induces a seminorm on
the image of the comparison map by taking the infimum over the bounded
representatives) can be used to produce numerical invariants, or to provide
useful estimates.
In this context, the most famous example is certainly represented by the
Euler class. To every oriented circle bundle there is associated its Euler class,
which arises as an obstruction to the existence of a section, and completely
classifies the topological type of the bundle. When restricting to flat circle
bundles, a bounded Euler class can be defined, which now depends on the
flat structure of the bundle (and, in fact, classifies the isomorphism type
of flat bundles with minimal holonomy [Ghy87, Ghy01]). Moreover, the
seminorm of the bounded Euler class is equal to 1/2. Now the Euler number
of a circle bundle over a surface is obtained by evaluating the Euler class on
the fundamental class of the surface. As a consequence, the Euler number
of any flat circle bundle over a surface is bounded above by the product of
1/2 times the simplicial volume of the surface. This yields the celebrated
Milnor-Wood inequalities [Mil58a, Woo71], which provided the firstnot so
economic explicit and easily computable obstructions for a circle bundle to
admit a flat structure. Of course, Milnor’s and Wood’s original proofs did
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not explicitly use bounded cohomology, which was not defined yet. However,
their arguments introduced ideas and techniques which are now fundamental
in the theory of quasimorphisms, and they were implicitly based on the
construction of a bounded representative for the Euler class.
These results also extend to higher dimensions. It was proved by Sul-
livan [Sul76] that the ℓ∞-seminorm of the (simplicial) Euler class of an
oriented flat vector bundle is bounded above by 1. A clever trick due to
Smillie allowed to sharpen this bound from 1 to 2−n, where n is the rank
of the bundle. Then, Ivanov and Turaev [IT82] gave a different proof of
Smillie’s result, also constructing a natural bounded Euler class in every
dimension. A very clean characterization of this bounded cohomology class,
as well as the proof that its seminorm is equal to 2−n, have recently been
provided by Bucher and Monod in [BM12].
Actions on the circle. If X is a topological space with fundamental
group Γ, then any orientation-preserving topological action of Γ on the cir-
cle gives rise to a flat circle bundle over X. Therefore, we can associate
to every such action a bounded Euler class. It is a fundamental result of
Ghys [Ghy87, Ghy01] that the bounded Euler class encodes the most es-
sential features of the dynamics of an action. For example, an action admits
a global fixed point if and only if its bounded Euler class vanishes. Fur-
thermore, in the almost opposite case of minimal actions (i.e. of actions
every orbit of which is dense), the bounded Euler class provides a complete
conjugacy invariant: two minimal circle actions share the same bounded
Euler class if and only if they are topologically conjugate [Ghy87, Ghy01].
These results establish a deep connection between bounded cohomology and
a fundamental problem in one-dimensional dynamics.
Representations and Rigidity. Bounded cohomology has been very
useful in proving rigidity results for representations. It is known that an epi-
morphism between discrete groups induces an injective map on 2-dimensional
bounded cohomology with real coefficients (see Theorem 2.17). As a conse-
quence, ifH2b (Γ,R) is finite-dimensional and ρ : Γ→ G is any representation,
then the second bounded cohomology of the image of ρ must also be finite-
dimensional. In some cases, this information suffices to ensure that ρ is
almost trivial. For example, if Γ is a uniform irreducible lattice in a higher
rank semisimple Lie group, then by work of Burger and Monod we have
that H2b (Γ,R) is finite-dimensional [BM99]. On the contrary, non-virtually-
abelian subgroups of mapping class groups of hyperbolic surfaces admit
many non-trivial quasimorphisms [BF02], whence an infinite-dimensional
second bounded cohomology group. As a consequence, the image of any
representation of a higher rank lattice into a mapping class group is virtu-
ally abelian, whence finite. This provides an independent proof of a result
by Farb, Kaimanovich and Masur [FM98, KM96].
Rigidity results of a different nature arise when exploiting bounded co-
homology to get more refined invariants with respect to the ones provided
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by classical cohomology. For example, we have seen that the norm of the
Euler class can be used to bound the Euler number of flat circle bundles.
When considering representations into PSL(2,R) of the fundamental group
of closed surfaces of negative Euler characteristic, a celebrated result by
Goldman [Gol80] implies that a representation has maximal Euler number
if and only if it is faithful and discrete, i.e. if and only if it is the holonomy of
a hyperbolic structure (in this case, one usually says that the representation
is geometric). A new proof of this fact (in the more general case of surfaces
with punctures) has been recently provided in [BIW10] via a clever use of
the bounded Euler class of a representation (see also [Ioz02] for another
proof of Goldman’s Theorem based on bounded cohomology). In fact, one
may define maximal representations of surface groups into a much more gen-
eral class of Lie groups (see e.g. [BIW10]). This strategy has been followed
e.g. in [BI09, BI07] to establish deformation rigidity for representations into
SU(m, 1) of lattices in SU(n, 1) also in the non-uniform case (the uniform
case having being settled by Goldman and Millson in [GM87]). Finally,
bounded cohomology has proved very useful in studying rigidity phenom-
ena also in the context of orbit equivalence and measure equivalence for
countable groups (see e.g. [MS06] and [BFS13]).
Content of the book. Let us now briefly outline the content of each
chapter. In the first chapter we introduce the basic definitions about the
cohomology and the bounded cohomology of groups. We introduce the com-
parison map between the bounded cohomology and the classical cohomology
of a group, and we briefly discuss the relationship between the classical co-
homology of a group and the singular cohomology of its classifying space,
postponing to Chapter 5 the investigation of the same topic in the context
of bounded cohomology.
In Chapter 2 we study the bounded cohomology of groups in low de-
grees. When working with trivial coefficients, bounded cohomology in degree
0 and 1 is completely understood, so our attention is mainly devoted to de-
gree 2. We recall that degree-2 classical cohomology is related to group
extensions, while degree-2 bounded cohomology is related to the existence
of quasimorphisms. We exhibit many non-trivial quasimorphism on the free
group, thus showing that H2b (F,R) is infinite-dimensional for every non-
abelian free group F . We also describe a somewhat neglected result by
Bouarich, which states that every class in H2b (Γ,R) admits a canonical “ho-
mogeneous” representative, and, following [Bou04], we use this fact to show
that any group epimorphism induces an injective map on bounded cohomol-
ogy (with trivial real coefficients) in degree 2. A stronger result (with more
general coefficients allowed, and where the induced map is shown to be an
isometric embedding) may be found in [Hub12].
Chapter 3 is devoted to amenability, which represents a fundamental
notion in the theory of bounded cohomology. We briefly review some results
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on amenable groups, also providing a complete proof of von Neumann’s
Theorem, which ensures that abelian groups are amenable. Then we show
that bounded cohomology of amenable groups vanishes (at least for a very
wide class of coefficients), and we describe Johnson’s characterization of
amenability in terms of bounded cohomology.
InChapter 4 we introduce the tools from homological algebra which are
best suited to deal with bounded cohomology. Following [Iva87] and [BM99,
BM02], we define the notion of relatively injective Γ-module, and we es-
tablish the basic results that allow to compute bounded cohomology via
relatively injective strong resolutions. We also briefly discuss how this part
of the theory iteracts with amenability, also defining the notion of amenable
action (in the very restricted context of discrete groups acting on discrete
spaces).
We come back to the topological interpretation of bounded cohomology
of groups in Chapter 5. By exploiting the machinery developed in the
previous chapter, we describe Ivanov’s proof of a celebrated result due to
Gromov, which asserts that the bounded cohomology of a space is isomet-
rically isomorphic to the bounded cohomology of its fundamental group.
Then, following [Iva87], we show that the existence of amenable covers of
a topological space implies the vanishing of the comparison map in degrees
higher than the multiplicity of the cover. We also introduce the relative
bounded cohomology of topological pairs, and prove that Hnb (X,Y ) is iso-
metrically isomorphic to Hnb (X) whenever every component of Y has an
amenable fundamental group.
In Chapter 6 we introduce ℓ1-homology of groups and spaces. Bounded
cohomology naturally provides a dual theory to ℓ1-homology. Following
some works by Lo¨h, we prove several statements on duality. As an appli-
cation, we describe Lo¨h’s proof of the fact that the ℓ1-homology of a space
is canonically isomorphic to the ℓ1-homology of its fundamental group. We
also review some results by Matsumoto and Morita, showing for example
that in degree 2 the seminorm on bounded cohomology is always a norm,
and providing a characterization of the injectivity of the comparison map in
terms of the so-called uniform boundary condition. Following [BBF+14], we
also make use of duality (and of the results on relative bounded cohomology
proved in the previous chapter) to obtain a proof of Gromov equivalence
theorem.
Chapter 7 is devoted to an important application of bounded cohomol-
ogy: the computation of simplicial volume. The simplicial volume of a closed
oriented manifold is equal to the ℓ1-seminorm of its real fundamental class.
Thanks to the duality between ℓ1-homology and bounded cohomology, the
study of the simplicial volume of a manifold often benefits from the study
of its bounded cohomology. Here we introduce the basic definitions and the
most elementary properties of the simplicial volume, and we state several
results concerning it, postponing the proofs to the subsequent chapters.
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Gromov’s proportionality principle states that, for closed Riemannian
manifolds admitting the same Riemannian universal covering, the ratio be-
tween the simplicial volume and the Riemannian volume is a constant only
depending on the universal covering. In Chapter 8 we prove a simplified
version of the proportionality principle, which applies only to non-positively
curved manifolds. The choice of restricting to the non-positively curved
context allows us to avoid a lot of technicalities, while introducing the most
important ideas on which also the proof of the general statement is based.
In particular, we introduce a bit of continuous cohomology (of topological
spaces) and the trasfer map, which relates the (bounded) cohomology of
a lattice in a Lie group to the continuous (bounded) cohomology of the
ambient group. Even if our use of the transfer map is very limited, we
feel worth introducing it, since this map plays a very important role in the
theory of continuous bounded cohomology of topological groups, as devel-
oped by Burger and Monod [BM99, BM02]. As an application, we carry
out the computation of the simplicial volume of closed hyperbolic manifolds
following the strategy described in [BK08a].
In Chapter 9 we prove that the simplicial volume is additive with re-
spect to gluings along π1-injective boundary components with an amenable
fundamental group. Our proof of this fundamental theorem (which is orig-
inally due to Gromov) is based on a slight variation of the arguments de-
scribed in [BBF+14]. In fact, we deduce additivity of the simplicial volume
from a result on bounded cohomology, together with a suitable application
of duality.
As mentioned above, bounded cohomology has found interesting appli-
cations in the study of the dynamics of homemorphisms of the circle. In
Chapter 10 we introduce the Euler class and the bounded Euler class of
a circle action, and we review a fundamental result due to Ghys [Ghy87,
Ghy99, Ghy01], who proved that semi-conjugacy classes of circle actions
are completely classified by their bounded Euler class. The bounded Euler
class is thus a much finer invariant than the classical Euler class, and this
provides a noticeable instance of a phenomenon mentioned above: passing
from classical to bounded cohomology often allows to refine classical in-
variants. We also relate the bounded Euler class of a cyclic subgroup of
homeomorphisms of the circle to the classical rotation number of the gener-
ator of the subgroup, and prove some properties of the rotation number that
will be used in the next chapters. Finally, following Matsumoto [Mat86] we
describe the canonical representative of the real bounded Euler class, also
proving a characterization of semi-conjugacy in terms of the real bounded
Euler class.
Chapter 11 is devoted to a brief digression from the theory of bounded
cohomology. The main aim of the chapter is a detailed description of the
Euler class of a sphere bundle. However, our treatment of the subject is
a bit different from the usual one, in that we define the Euler cocycle as
a singular (rather than cellular) cocycle. Of course, cellular and singular
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cohomology are canonically isomorphic for every CW-complex. However,
cellular cochains are not useful to compute the bounded cohomology of a
cellular complex: for example, it is not easy to detect whether the singular
coclass corresponding to a cellular one admits a bounded representative or
not, and this motivates us to work directly in the singular context, even if
this choice could seem a bit costly at first glance.
In Chapter 12 we specialize our study of sphere bundles to the case of
flat bundles. The theory of flat bundles builds a bridge between the theory
of fiber bundles and the theory of representations. For example, the Eu-
ler class of a flat circle bundle corresponds (under a canonical morphism)
to the Euler class of a representation canonically associated to the bundle.
This leads to the definition of the bounded Euler class of a flat circle bun-
dle. By putting together an estimate on the norm of the bounded Euler
class and the computation of the simplicial volume of surfaces carried out
in the previous chapters, we are then able to prove Milnor-Wood inequal-
ities, which provide sharp estimates on the possible Euler numbers of flat
circle bundles over surfaces. We then concentrate our attention on maximal
representations, i.e. on representations of surface groups which attain the
extremal value allowed by Milnor-Wood inequalities. A celebrated result
by Goldman [Gol80] states that maximal representations of surface groups
into the group of orientation-preserving isometries of the hyperbolic plane
are exactly the holonomies of hyperbolic structures. Following [BIW10],
we will give a proof of Goldman’s theorem based on the use of bounded co-
homology. In doing this, we will describe the Euler number of flat bundles
over surfaces with boundary, as defined in [BIW10].
Chapter 13 is devoted to higher-dimensional generalizations of Milnor-
Wood inequalities. We introduce Ivanov-Turaev’s bounded Euler cocycle in
dimension n ≥ 2, and from an estimate (proved to be optimal in [BM12])
on its norm we deduce several inequalities on the possible Euler numbers of
flat vector bundles over closed manifolds. We also discuss the relationship
between this topic and the Chern conjecture, which predicts that the Euler
characteristic of a closed affine manifold should vanish.
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CHAPTER 1
(Bounded) cohomology of groups
1.1. Cohomology of groups
Let Γ be a group (which has to be thought as endowed with the discrete
topology). We begin by recalling the usual definition of the cohomology of
Γ with coefficients in a Γ-module V . The following definitions are classical,
and date back to the works of Eilenberg and Mac Lane, Hopf, Eckmann, and
Freudenthal in the 1940s, and to the contributions of Cartan and Eilenberg
to the birth of the theory of homological algebra in the early 1950s.
Throughout the whole monograph, unless otherwise stated, groups ac-
tions will always be on the left, and modules over (possibly non-commutative)
rings will always be left modules. If R is any commutative ring (in fact, we
will be interested only in the cases R = Z, R = R), we denote by R[Γ] the
group ring associated to R and Γ, i.e. the set of finite linear combinations
of elements of Γ with coefficients in R, endowed with the operations∑
g∈Γ
agg
+
∑
g∈Γ
bgg
 =∑
g∈Γ
(ag + bg)g ,∑
g∈Γ
agg
 ·
∑
g∈Γ
bgg
 =∑
g∈Γ
∑
h∈Γ
aghbh−1g
(when the sums on the left-hand sides of these equalities are finite, then the
same is true for the corresponding right-hand sides). Observe that an R[Γ]-
module V is just an R-module V endowed with an action of Γ by R-linear
maps, and that an R[Γ]-map between R[Γ]-modules is just an R-linear map
which commutes with the actions of Γ. When R is understood, we will often
refer to R[Γ]-maps as to Γ-maps. If V is an R[Γ]-module, then we denote
by V Γ the subspace of Γ-invariants of V , i.e. the set
V Γ = {v ∈ V | g · v = v for every g ∈ Γ} .
We are now ready to describe the complex of cochains which defines the
cohomology of Γ with coefficients in V . For every n ∈ N we set
Cn(Γ, V ) = {f : Γn+1 → V } ,
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and we define δn : Cn(Γ, V )→ Cn+1(Γ, V ) as follows:
δnf(g0, . . . , gn+1) =
n+1∑
i=0
(−1)if(g0, . . . , ĝi, . . . , gn+1) .
It is immediate to check that δn+1 ◦ δn = 0 for every n ∈ N, so the pair
(C•(Γ, V ), δ•) is indeed a complex, which is usually known as the homoge-
neous complex associated to the pair (Γ, V ). The formula
(g · f)(g0, . . . , gn) = g(f(g
−1g0, . . . , g
−1gn))
endows Cn(Γ, V ) with an action of Γ, whence with the structure of an R[Γ]-
module. It is immediate to check that δn is a Γ-map, so the Γ-invariants
C•(Γ, V )Γ provide a subcomplex of C•(Γ, V ), whose homology is by defini-
tion the cohomology of Γ with coefficients in V . More precisely, if
Zn(Γ, V ) = Cn(Γ, V )Γ ∩ ker δn , Bn(Γ, V ) = δn−1(Cn−1(Γ, V )Γ)
(where we understand that B0(Γ, V ) = 0), then Bn(Γ, V ) ⊆ Zn(Γ, V ), and
Hn(Γ, V ) = Zn(Γ, V )/Bn(Γ, V ) .
Definition 1.1. The R-module Hn(Γ, V ) is the n-th cohomology mod-
ule of Γ with coefficients in V .
For example, it readily follows from the definition than H0(Γ, V ) = V Γ
for every R[Γ]-module V .
1.2. Functoriality
Group cohomology provides a binary functor. If Γ is a group and
α : V1 → V2 is an R[Γ]-map, then f induces an obvious change of coeffi-
cients map α• : C•(Γ, V1) → C
•(Γ, V2) obtained by composing any cochain
with values in V1 with α. It is not difficult to show that, if
0 −→ V1
α
−→ V2
β
−→ V3 −→ 0
is an exact sequence of R[Γ]-modules, then the induced sequence of com-
plexes
0 −→ C•(Γ, V1)
Γ α
•
−→ C•(Γ, V2)
Γ β
•
−→ C•(Γ, V3)
Γ −→ 0
is also exact, so there is a long exact sequence
0 −→ H0(V1,Γ) −→ H
0(V2,Γ) −→ H
0(V3,Γ) −→ H
1(Γ, V1) −→ H
1(Γ, V2) −→ . . .
in cohomology.
Let us now consider the functioriality of cohomology with respect to the
first variable. Let ψ : Γ1 → Γ2 be a group homomorphism, and let V be an
R[Γ2]-module. Then Γ1 acts on V via ψ, so V is endowed with a natural
structure of R[Γ2]-module. If we denote this structure by ψ
−1V , then the
maps
ψn : Cn(Γ2, V )→ C
n(Γ1, ψ
−1V ) , ψn(f)(g0, . . . , gn) = f(ψ(g0), . . . , ψ(gn))
1.3. THE TOPOLOGICAL INTERPRETATION OF GROUP COHOMOLOGY 13
provide a chain map such that ψn(Cn(Γ2, V )
Γ2) ⊆ Cn(Γ1, ψ
−1V )Γ1 . As a
consequence, we get a well-defined map
Hn(ψn) : Hn(Γ2, V )→ H
n(Γ1, ψ
−1V )
in cohomology. We will consider this map mainly in the case when V is the
trivial module R. In that context, the discussion above shows that every
homomorphism ψ : Γ1 → Γ2 induces a map
Hn(ψn) : Hn(Γ2, R)→ H
n(Γ1, R)
in cohomology.
1.3. The topological interpretation of group cohomology
Let us recall the well-known topological interpretation of group cohomol-
ogy. We restrict our attention to the case when V = R is a trivial Γ-module.
If X is any topological space, then we denote by C•(X,R) (resp. C
•(X,R))
the complex of singular chains (resp. cochains) with coefficients in R, and by
H•(X,R) (resp. H
•(X,R)) the corresponding singular homology module.
Suppose now that X is any path-connected topological space satisfying
the following properties:
(1) the fundamental group of X is isomorphic to Γ,
(2) the space X admits a universal covering X˜, and
(3) X˜ is R-acyclic, i.e. Hn(X˜,R) = 0 for every n ≥ 1.
ThenH•(Γ, R) is canonically isomorphic toH•(X,R) (see Section 4.4). If X
is a CW-complex, then condition (2) is automatically satisfied, and White-
head Theorem implies that condition (3) may be replaced by one of the
following equivalent conditions:
(3’) X˜ is contractible, or
(3”) πn(X) = 0 for every n ≥ 2.
If a CW-complex satisfies conditions (1), (2) and (3) (or (3’), or (3”)), then
one usually says thatX is aK(Γ, 1), or an Eilenberg-MacLane space. White-
head Theorem implies that the homotopy type of a K(Γ, 1) only depends on
Γ, so if X is any K(Γ, 1), then it makes sense to define H i(Γ, R) by setting
H i(Γ, R) = H i(X,R). It is not difficult to show that this definition agrees
with the definition of group cohomology given above. In fact, associated
to Γ there is the ∆-complex BΓ, having one n-simplex for every ordered
(n+ 1)-tuple of elements of Γ, and obvious face operators (see e.g. [Hat02,
Example 1.B.7]).
When endowed with the weak topology, BΓ is clearly contractible. More-
over, the group Γ acts freely and simplicially on BΓ, so the quotient XΓ of
BΓ by the action of Γ inherits the structure of a ∆-complex, and the pro-
jection BΓ → XΓ is a universal covering. Therefore, π1(XΓ) = Γ and XΓ
is a K(Γ, 1). By definition, the space of the simplicial n-cochains on BΓ
coincides with the module Cn(Γ, R) introduced above, and the simplicial
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cohomology of XΓ is isomorphic to the cohomology of the Γ-invariant sim-
plicial cochains on BΓ. Since the simplicial cohomology of XΓ is canonically
isomorphic to the singular cohomology of XΓ, this allows us to conclude that
H•(XΓ, R) is canonically isomorphic to H
•(Γ, R).
1.4. Bounded cohomology of groups
Let us now shift our attention to bounded cohomology of groups. To this
aim we first need to define the notion of normed Γ-module. Let R and Γ be
as above. For the sake of simplicity, we assume that R = Z or R = R, and
we denote by | · | the usual absolute value on R. A normed R[Γ]-module V
is an R[Γ]-module endowed with an invariant norm, i.e. a map ‖ · ‖ : V → R
such that:
• ‖v‖ = 0 if and only if v = 0,
• ‖r · v‖ ≤ |r| · ‖v‖ for every r ∈ R, v ∈ V ,
• ‖v + w‖ ≤ ‖v‖ + ‖w‖ for every v,w ∈ V ,
• ‖g · v‖ = ‖v‖ for every g ∈ Γ, v ∈ V .
A Γ-map between normed R[Γ]-modules is a Γ-map between the underlying
R[Γ]-modules, which is bounded with respect to the norms.
Let V be a normed R[Γ]-module, and recall that Cn(Γ, V ) is endowed
with the structure of an R[Γ]-module. For every f ∈ Cn(Γ, V ) one may
consider the ℓ∞-norm
‖f‖∞ = sup{‖f(g0, . . . , gn)‖ | (g0, . . . , gn) ∈ Γ
n+1} ∈ [0,+∞] .
We set
Cnb (Γ, V ) = {f ∈ C
n(Γ, V ) | ‖f‖∞ <∞}
and we observe that Cnb (Γ, V ) is an R[Γ]-submodule of C
n(Γ, V ). There-
fore, Cnb (Γ, V ) is a normed R[Γ]-module. The differential δ
n : Cn(Γ, V ) →
Cn+1(Γ, V ) restricts to a Γ-map of normed R[Γ]-modules δn : Cnb (Γ, V ) →
Cn+1b (Γ, V ), so one may define as usual
Znb (Γ, V ) = ker δ
n ∩ Cnb (Γ, V )
Γ , Bnb (Γ, V ) = δ
n−1(Cn−1b (Γ, V )
Γ)
(where we understand that B0b (Γ, V ) = {0}), and set
Hnb (Γ, V ) = Z
n
b (Γ, V )/B
n
b (Γ, V ) .
The ℓ∞-norm on Cnb (Γ, V ) restricts to a norm on Z
n
b (Γ, V ), which descends
to a seminorm on Hnb (Γ, V ) by taking the infimum over all the representa-
tives of a coclass: namely, for every α ∈ Hnb (Γ, V ) one sets
‖α‖∞ = inf{‖f‖∞ | f ∈ Z
n
b (Γ, V ), [f ] = α} .
Definition 1.2. The R-module Hnb (Γ, V ) is the n-th bounded cohomol-
ogy module of Γ with coefficients in V . The seminorm ‖·‖∞ : H
n
b (Γ, V )→ R
is called the canonical seminorm of Hnb (Γ, V ).
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The canonical seminorm on Hnb (Γ, V ) is a norm if and only if the sub-
space Bnb (Γ, V ) is closed in Z
n
b (Γ, V ) (whence in C
n
b (Γ, V )). However, this
is not always the case: for example, H3b (Γ,R) contains non-trivial elements
with null seminorm if Γ is free non-abelian [Som98], and contains even an
infinite-dimensional subspace of elements with null norm if Γ is the funda-
mental group of a closed hyperbolic surface.
On the other hand, it was proved independently by Ivanov [Iva90] and
Matsumoto and Morita [MM85] that H2b (Γ,R) is a Banach space for every
group Γ (see Corollary 6.7).
1.5. Functoriality
Just as in the case of ordinary cohomology, also bounded cohomology
provides a binary functor. The discussion carried out in Section 1.2 applies
word by word to the bounded case. Namely, every exact sequence of normed
R[Γ]-modules
0 −→ V1
α
−→ V2
β
−→ V3 −→ 0
induces a long exact sequence
0 −→ H0b (V1,Γ) −→ H
0
b (V2,Γ) −→ H
0
b (V3,Γ) −→ H
1
b (Γ, V1) −→ H
1
b (Γ, V2) −→ . . .
in bounded cohomology. Moreover, if ψ : Γ1 → Γ2 is a group homomor-
phism, and V is a normed R[Γ2]-module, then V admits a natural structure
of normed R[Γ1]-module, which is denoted by ψ
−1V . Then, the homomor-
phism ψ induces a well-defined map
Hnb (ψ
n) : Hnb (Γ2, V )→ H
n
b (Γ1, ψ
−1V )
in bounded cohomology. In particular, in the case of trivial coefficients we
get a map
Hnb (ψ
n) : Hnb (Γ2, R)→ H
n
b (Γ1, R) .
1.6. The comparison map and exact bounded cohomology
The inclusion C•b (Γ, V ) →֒ C
•(Γ, V ) induces a map
c• : H•b (Γ, V )→ H
•(Γ, V )
called the comparison map. We will see soon that the comparison map is
neither injective nor surjective in general. In particular, then kernel of cn is
denoted by EHnb (Γ, V ), and called the exact bounded cohomology of Γ with
coefficients in V . One could approach the study of Hnb (Γ, V ) by looking
separately at the kernel and at the image of the comparison map. This
strategy is described in Chapter 2 for the case of low degrees.
Of course, if V is a normed R[Γ]-module, then a (possibly infinite) semi-
norm can be put also on H•(Γ, V ) by setting
‖α‖∞ = inf{‖f‖∞ | f ∈ Z
n(Γ, V ), [f ] = α} ∈ [0,+∞]
16 1. (BOUNDED) COHOMOLOGY OF GROUPS
for every α ∈ H•(Γ, V ). It readily follows from the definitions that
‖α‖∞ = inf{‖αb‖∞ |αb ∈ H
n
b (Γ, V ) , c(αb) = α}
for every α ∈ Hn(Γ, V ), where we understand that sup ∅ = +∞.
1.7. The bar resolution
We have defined the cohomology (resp. the bounded cohomology) of Γ
as the cohomology of the complex C•(Γ, V )Γ (resp. C•b (Γ, V )
Γ). Of course,
an element f ∈ C•(Γ, V )Γ is completely determined by the values it takes
on (n+ 1)-tuples having 1 as first entry. More precisely, if we set
C
0
(Γ, V ) = V , C
n
(Γ, V ) = Cn−1(Γ, V ) = {f : Γn → V } ,
and we consider C
n
(Γ, V ) simply as an R-module for every n ∈ N, then we
have R-isomorphisms
Cn(Γ, V )Γ → C
n
(Γ, V )
ϕ 7→ ((g1, . . . , gn) 7→ ϕ(1, g1, g1g2, . . . , g1 · · · gn)) .
Under these isomorphisms, the diffential δ• : C•(Γ, V )Γ → C•+1(Γ, V )Γ trans-
lates into the differential δ
•
: C
•
(Γ, V )→ C
•+1
(Γ, V ) defined by
δ
0
(v)(g) = g · v − v v ∈ V = C
0
(Γ, V ), g ∈ Γ ,
and
δ
n
(f)(g1, . . . , gn+1) = g1 · f(g2, . . . , gn+1)
+
n∑
i=1
(−1)if(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1f(g1, . . . , gn) ,
for n ≥ 1. The complex
0 −→ C
0
(Γ, V )
δ
0
−→ C
1
(Γ, V )
δ
2
−→ . . .
δ
n−1
−→ C
n
(Γ, V )
δ
n
−→ . . .
is usually known as the bar resolution (or as the inhomogeneous complex)
associated to the pair (Γ, V ). By construction, the cohomology of this com-
plex is canonically isomorphic to H•(Γ, V ).
Just as we did for the homogeneous complex, if V is a normed R[Γ]-
module, then we can define the submodule C
n
b (Γ, V ) of bounded elements
of C
n
(Γ, V ). For every n ∈ N, the isomorphism Cn(Γ, V )Γ ∼= C
n
(Γ, V )
restricts to an isometric isomorphism Cnb (Γ, V )
Γ ∼= C
n
b (Γ, V ), so C
•
b(Γ, V )
is a subcomplex of C
•
(Γ, V ), whose cohomology is canonically isometrically
isomorphic to H•b (Γ, V ).
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1.8. Topology and bounded cohomology
Let us now restrict to the case when V = R is a trivial normed Γ-module.
We would like to compare the bounded cohomology of Γ with a suitably de-
fined singular bounded cohomology of a suitable topological model for Γ.
There is a straightforward notion of boundedness for singular cochains, so
the notion of bounded singular cohomology of a topological space is easily
defined (see Chapter 5). It is still true that the bounded cohomology of a
group Γ is canonically isomorphic to the bounded singular cohomology of
a K(Γ, 1) (in fact, even more is true: in the case of real coefficients, the
bounded cohomology of Γ is isometrically isomorphic to the bounded sin-
gular cohomology of any countable CW-complex X such that π1(X) = Γ –
see Theorem 5.9). However, the proof described in Section 1.3 for classical
cohomology does not carry over to the bounded context. It is still true that
homotopically equivalent spaces have isometrically isomorphic bounded co-
homology, but, if XΓ is the K(Γ, 1) defined in Section 1.3, then there is no
clear reason why the bounded simplicial cohomology of XΓ (which coincides
with the bounded cohomology of Γ) should be isomorphic to the bounded
singular cohomology of XΓ. For example, if X is a finite ∆-complex, then
every simplicial cochain on X is obviously bounded, so the cohomology of
the complex of bounded simplicial cochains on X coincides with the clas-
sical singular cohomology of X, which in general is very different from the
bounded singular cohomology of X.
1.9. Further readings
Of course, the most natural reference for an introduction to bounded co-
homology is given by [Gro82]. However, Gromov’s paper is mainly devoted
to the study of bounded cohomology of topological spaces, and to the appli-
cations of that theory to the construction and the analysis of invariants of
manifolds. An independent approach to bounded cohomology of groups was
then developed by Ivanov [Iva87] (in the case of trivial real coefficients)
and by Noskov [Nos91] (in the case with twisted coefficients). Ivanov’s
theory was then extended to deal with topological groups by Burger and
Monod [BM99, BM02, Mon01]. In particular, Monod’s book [Mon01]
settles the foundations of bounded cohomology of locally compact groups,
and covers many results which are of great interest also in the case of discrete
groups. We refer the reader also to Lo¨h’s book [Lo¨ha] for an introduction
to the (bounded) cohomology of discrete groups.
There are plenty of sources where the definition and the basic properties
of classical cohomology of groups can be found. For example, we refer the
reader to Brown’s book [Bro82] for a definition of group cohomology as a
derived functor.

CHAPTER 2
(Bounded) cohomology of groups in low degree
In this chapter we analyze the (bounded) cohomology modules of a group
Γ in degree 0, 1, 2. We restrict our attention to the case when V = R is equal
either to Z, or to R, both endowed with the structure of trivial R[Γ]-module.
In order to simplify the computations, it will be convenient to work with
the inhomogeneous complexes of (bounded) cochains.
2.1. (Bounded) group cohomology in degree zero and one
By the very definitions (see Section 1.7), we have C
0
(Γ, R) = C
0
b(Γ, R) =
R and δ
0
= 0, so
H0(Γ, R) = H0b (Γ, R) = R .
Let us now describe what happens in degree one. By definition, for every
ϕ ∈ C
1
(Γ, R) we have
δ(f)(g1, g2) = f(g1) + f(g2)− f(g1g2)
(recall that we are assuming that the action of Γ on R is trivial). In other
words, if we denote by Z
•
(Γ, R) and B
•
(Γ, R) the spaces of cocycles and
coboundaries of the inhomogeneous complex C
•
(Γ, R), then we have
H1(Γ, R) = Z
1
(Γ, R) = Hom(Γ, R) .
Moreover, every bounded homomorphism with values in Z or in R is obvi-
ously trivial, so
H1b (Γ, R) = Z
1
b(Γ, R) = 0
(here and henceforth, we denote by Z
•
b(Γ, R) (resp. B
•
b(Γ, R)) the space
of cocycles (resp. coboundaries) of the bounded inhomogeneous complex
C
•
b(Γ, R)).
2.2. Group cohomology in degree two
A central extension of Γ by R is an exact sequence
1 −→ R
ι
−→ Γ′
π
−→ Γ→ 1
such that ι(R) is contained in the center of Γ′. In what follows, in this
situation we will identify R with ι(R) ∈ Γ′ via ι. Two such extensions are
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equivalent if they may be put into a commutative diagram as follows:
1 // R
ι1 //
Id

Γ1
π1 //
f

Γ
Id

// 1
1 // R
ι2 // Γ2
π2 // Γ // 1
(by the commutativity of the diagram, the map f is necessarily an isomor-
phism). Associated to an exact sequence
1 −→ R
ι
−→ Γ′
π
−→ Γ→ 1
there is a cocycle ϕ ∈ C
2
(Γ, R) which is defined as follows. Let s : Γ → Γ′
be any map such that π ◦ s = IdΓ. Then we set
ϕ(g1, g2) = s(g1g2)
−1s(g1)s(g2) .
By construction we have ϕ(g1, g2) ∈ ker π = R, so ϕ is indeed an element
in C
2
(Γ, R). It is easy to check that δ
2
(ϕ) = 0, so ϕ ∈ Z
2
(Γ, R). Moreover,
different choices for the section s give rise to cocycles which differ one from
the other by a coboundary, so any central extension C of Γ by R defines an
element e(C) in H2(Γ, R) (see [Bro82, Chapter 4, Section 3]).
It is not difficult to reverse this construction to show that every element
in H2(Γ, R) is represented by a central extension:
Lemma 2.1. For every class α ∈ H2(Γ, R), there exists a central exten-
sion C of Γ by R such that α = e(C).
Proof. It is easy to show that the class α admits a representative ϕ
such that
(1) ϕ(g, 1) = ϕ(1, g) = 0
for every g ∈ Γ (see Lemma 2.2 below). We now define a group Γ′ as follows.
As a set, Γ′ is just the cartesian product A× Γ. We define a multiplication
on Γ′ = A× Γ by setting
(a, g)(b, h) = (a+ b+ f(g, h), gh) .
Using that ϕ is a cocycle and equation (1) one can check that this operation
indeed defines a group law (see [Bro82, Chapter 4, Section 3] for the details).
Moreover, the obvious inclusion A →֒ A×Γ = Γ′ and the natural projection
Γ′ = A×Γ→ G are clearly group homomorphisms, and every element in the
image of A is indeed in the center of Γ′. Finally, the cocycle corresponding
to the section g → (0, g) ∈ Γ′ is equal to ϕ (see again [Bro82, Chapter 4,
Section 3]), and this concludes the proof. 
Lemma 2.2. Take ϕ ∈ Z
2
(Γ,R). Then, there exists a bounded cochain
b ∈ C
1
b(Γ,R) such that ϕ
′ = ϕ+ δ
1
(b) satisfies
ϕ′(g, 1) = ϕ′(1, g) = 0 for every g ∈ Γ .
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Proof. Since ϕ is a cocycle, for every g1, g2, g3 ∈ Γ we have
(2) c(g2, g3)− c(g1g2, g3) + c(g1, g2g3)− c(g1, g2) = 0 .
By substituting g2 = 1 we obtain c(1, g3) = c(g1, 1), whence c(g, 1) =
c(1, g) = k0 for some constant k0 ∈ R and every g ∈ Γ. Therefore, the
conclusion follows by setting b(g) = −k0 for every g ∈ Γ. 
The following results imply that an extension is substantially determined
by its class, and will prove useful in the study of the Euler class of groups
actions on the circle (see Chapter 10).
Lemma 2.3. Let us consider the central extension C
1 −→ R
ι
−→ Γ′
p
−→ Γ→ 1 .
Then H2(p)(e(C)) = 0 ∈ H2(Γ′, R).
Proof. Let us fix a section s : Γ → Γ′, and let ϕ : C
2
(Γ, R) be the
corresponding 2-cocycle. An easy computation shows that the pull-back of
ϕ via p is equal to δ
1
ψ, where ψ(g) = g−1s(p(g)), so H2(p)(e(C)) = 0 ∈
H2(Γ′, R). 
Lemma 2.4. Let us consider the central extension C
1 −→ R
ι
−→ Γ′
p
−→ Γ→ 1 .
If ρ : G→ Γ is a homomorphism, then there exists a lift
0 // R
i // Γ′
p
// Γ // {e}
G
ρ
OO
ρ˜
__
if and only if H2(ρ)(e(C)) = 0 ∈ H2(G,R).
Proof. If the lift ρ˜ exists, then by Lemma 2.3 we have H2(ρ)(e(C)) =
H2(ρ˜)(H2(p)(e(C))) = 0.
On the other hand, let us fix a section s : Γ → Γ′ with corresponding
2-cocycle ϕ and assume that the pull-back of ϕ via ρ is equal to δ
1
u for some
u : G → R. Then it is easy to check that a homomorphic lift ρ˜ : G → Γ′ is
given by the formula
ρ˜(g) = s(ρ(g)) · ι(−u(g)).
Indeed, we have
s(ρ(g1g2)) = s(ρ(g1))
(
s(ρ(g1))
−1s(ρ(g1)ρ(g2))s(ρ(g2))
−1
)
s(ρ(g2))
= s(ρ(g1)) · ϕ(ρ(g1), ρ(g2))
−1 · s(ρ(g2))
= s(ρ(g1)) · i(−δ
1
u(g1, g2)) · s(ρ(g2))
= s(ρ(g1))i(−u(g1)) · s(ρ(g2))i(−u(g2)) · i(−u(g1g2))
−1
for all g1, g2 ∈ Γ. Multiplying both sides by i(−u(g1g2)) now yields ρ˜(g1g2) =
ρ˜(g1)ρ˜(g2) and finishes the proof. 
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Putting together the results stated above we get the following:
Proposition 2.5. The group H2(Γ, R) is in natural bijection with the
set of equivalence classes of central extensions of Γ by R.
Proof. Lemma 2.1 implies that every class in H2(Γ, R) is realized by
a central extension. On the other hand, using Lemmas 2.3 and 2.4 it is
immediate to check that extensions sharing the same cohomology class are
equivalent. 
Remark 2.6. Proposition 2.5 can be easily generalized to the case of
arbitrary (i.e. non-necessarily central) extensions of Γ by R. For any such
extension
1 −→ R
ι
−→ Γ′
p
−→ Γ→ 1 ,
the action of Γ′ on R = i(R) by conjugacy descends to a well-defined action
of Γ on R, thus endowing R with the structure of a (possibly non-trivial) Γ-
module (this structure is trivial precisely when R is central in Γ′). Then, one
can associate to the extension an element of the cohomology group H2(Γ, R)
with coefficients in the (possibly non-trivial) R[Γ]-module R.
2.3. Bounded group cohomology in degree two: quasimorphisms
As mentioned above, the study of H2b (Γ, R) can be reduced to the study
of the kernel and of the image of the comparison map
c2 : H2b (Γ, R)→ H
2(Γ, R) .
We will describe in Chapter 6 a characterization of groups with injective
comparison map due to Matsumoto and Morita [MM85]. In this section
we describe the relationship between the kernel EH2b (Γ, R) of the comparison
map and the space of quasimorphisms on Γ.
Definition 2.7. A map f : Γ→ R is a quasimorphism if there exists a
constant D ≥ 0 such that
|f(g1) + f(g2)− f(g1g2)| ≤ D
for every g1, g2 ∈ Γ. The least D ≥ 0 for which the above inequality is
satisfied is the defect of f , and it is denoted by D(f). The space of quasi-
morphisms is an R-module, and it is denoted by Q(Γ, R).
By the very definition, a quasimorphism is an element of C
1
(Γ, R) having
bounded differential. Of course, both bounded functions (i.e. elements in
C
1
b(Γ, R)) and homomorphisms (i.e. elements in Z
1
(Γ, R) = Hom(Γ, R)) are
quasimorphisms. If every quasimorphism could be obtained just by adding a
bounded function to a homomorphism, the notion of quasimorphism would
not lead to anything new. Observe that every bounded homomorphism with
values in R is necessarily trivial, so C
1
b(Γ, R)∩Hom(Γ, R) = {0}, and we may
think of C
1
b(Γ, R)⊕ Hom(Γ, R) as of the space of “trivial” quasimorphisms
on Γ.
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The following result is an immediate consequence of the definitions, and
shows that the existence of “non-trivial” quasimorphisms is equivalent to
the vanishing of EH2b (Γ, R).
Proposition 2.8. There exists an exact sequence
0 // C
1
b(Γ, R)⊕HomZ(Γ, R)


// Q(Γ, R) // EH2b (Γ, R)
// 0 ,
where the map Q(Γ, R)→ EH2b (Γ, R) is induced by the differential δ
1
: Q(Γ, R)→
Z
2
b(Γ, R). In particular,
Q(Γ, R)
/ (
C
1
b(Γ, R)⊕HomZ(Γ, R)
)
∼= EH2b (Γ, R) .
Therefore, in order to show that H2b (Γ, R) is non-trivial it is sufficient
to construct quasimorphisms which do not stay at finite distance from a
homomorphism.
2.4. Homogeneous quasimorphisms
Let us introduce the following:
Definition 2.9. A quasimorphism f : Γ→ R is homogeneous if f(gn) =
n · f(g) for every g ∈ Γ, n ∈ Z. The space of homogeneous quasimorphisms
is a submodule of Q(Γ, R), and it is denoted by Qh(Γ, R).
Of course, there are no non-zero bounded homogeneous quasimorphisms.
In particular, for every quasimorphism f there exists at most one homoge-
neous quasimorphism f such that ‖f−f‖∞ < +∞, so a homogeneous quasi-
morphism which is not a homomorphism cannot stay at finite distance from
a homomorphism. When R = Z, it may happen that homogeneous quasi-
morphisms are quite sparse in Q(Γ,Z): for example, for every α ∈ R \ Z, if
we denote by ⌊x⌋ the largest integer which is not bigger than x, then the
quasimorphism fα : Z→ Z defined by
(3) fα(n) = ⌊αn⌋
is not at finite distance from any element in Qh(Z,Z) = Hom(Z,Z). When
R = R homogeneous quasimorphisms play a much more important role, due
to the following:
Proposition 2.10. Let f ∈ Q(Γ,R) be a quasimorphism. Then, there
exists a unique element f ∈ Qh(Γ,R) that stays at finite distance from f .
Moreover, we have
‖f − f‖∞ ≤ D(f) , D(f) ≤ 4D(f) .
Proof. For every g ∈ Γ, m,n ∈ N we have
|f(gmn)− nf(gm)| ≤ (n− 1)D(f) ,
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so∣∣∣∣f(gn)n − f(gm)m
∣∣∣∣ ≤ ∣∣∣∣f(gn)n − f(gmn)mn
∣∣∣∣+∣∣∣∣f(gmn)mn − f(gm)m
∣∣∣∣ ≤ ( 1n + 1m
)
D(f) .
Therefore, the sequence f(gn)/n is a Cauchy sequence, and the same is true
for the sequence f(g−n)/(−n). Since f(gn)+f(g−n) ≤ f(1)+D(f) for every
n, we may conclude that the limits
lim
n→∞
f(gn)
n
= lim
n→−∞
f(gn)
n
= f(g)
exist for every g ∈ Γ. Moreover, the inequality |f(gn)−nf(g)| ≤ (n−1)D(f)
implies that ∣∣∣∣f(g)− f(gn)n
∣∣∣∣ ≤ D(f)
so by passing to the limit we obtain that ‖f−f‖∞ ≤ D(f). This immediately
implies that f is a quasimorphism such that D(f) ≤ 4D(f). Finally, the
fact that f is homogeneous is obvious. 
In fact, the stronger inequality D(f) ≤ 2D(f) holds (see e.g. [Cal09b,
Lemma 2.58] for a proof). Propositions 2.8 and 2.10 imply the following:
Corollary 2.11. The space Q(Γ,R) decomposes as a direct sum
Q(Γ,R) = Qh(Γ,R)⊕ C
1
b(Γ,R) .
Moreover, the restriction of δ to Qh(Γ,R) induces an isomorphism
Qh(Γ,R)/Hom(Γ,R) ∼= EH2b (Γ,R) .
2.5. Quasimorphisms on abelian groups
Suppose now that Γ is abelian. Then, for every g1, g2 ∈ Γ, every element
f ∈ Qh(Γ, R), and every n ∈ N we have
|nf(g1g2)− nf(g1)− nf(g2)| = |f((g1g2)
n)− f(gn1 )− f(g
n
2 )|
= |f(gn1 g
n
2 )− f(g
n
1 )− f(g
n
2 )| ≤ D(f) .
Dividing by n this inequality and passing to the limit for n → ∞ we get
that f(g1g2) = f(g1) + f(g2), i.e. f is a homomorphism. Therefore, every
homogeneous quasimorphism on Γ is a homomorphism. Putting together
Proposition 2.8 and Corollary 2.11 we obtain the following:
Corollary 2.12. If Γ is abelian, then EH2b (Γ,R) = 0.
In fact, a much stronger result holds: if Γ is abelian, then it is amenable
(see Definition 3.1 and Theorem 3.3), so Hnb (Γ,R) = 0 for every n ≥ 1 (see
Corollary 3.7). We stress that Corollary 2.12 does not hold in the case with
integer coefficients. For example, we have the following:
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Proposition 2.13. We have H2b (Z,Z) = R/Z. More precisely, an iso-
morphism between R/Z and H2b (Z,Z) is given by the map
R/Z ∋ [α] 7→ [c] ∈ H2b (Z,Z) ,
where
c(n,m) = ⌊α(n +m)⌋ − ⌊αn⌋ − ⌊αm⌋ ,
where α ∈ R is any representative of [α] and ⌊x⌋ denotes the largest integer
which does not exceed x.
Proof. The short exact sequence
0 −→ Z −→ R −→ R/Z −→ 0
induces a short exact sequence of complexes
0 −→ C
•
b(Z,Z) −→ C
•
b(Z,R) −→ C
•
(Z,R/Z) −→ 0 .
Let us consider the following portion of the long exact sequence induced in
cohomology:
. . . −→ H1b (Z,R) −→ H
1(Z,R/Z) −→ H2b (Z,Z) −→ H
2
b (Z,R) −→ . . .
Recall from Section 2.1 that H1b (Z,R) = 0. Moreover, we have H
2(Z,R) =
H2(S1,R) = 0, so H2b (Z,R) is equal to EH
2
b (Z,R), which vanishes by Corol-
lary 2.12. Therefore, we have
H2b (Z,Z) ∼= H
1(Z,R/Z) = Hom(Z,R/Z) ∼= R/Z .
Let us now look more closely at the map realizing this isomorphism.
The connecting homomorphism of the long exact sequence above, which is
usually denoted by δ, may be described as follows: for every [α] ∈ R/Z, if
we denote by f[α] ∈ H
1(Z,R/Z) = Hom(Z,R/Z) the homomorphism such
that f[α](n) = n[α] and by g[α] ∈ C
1
b (Z,R) a cochain such that [g[α](n)] =
f[α](n), then δf[α] = [δ
1
g[α]] ∈ H
2
b (Z,Z) (by construction, the cochain δ
1
g[α]
is automatically bounded and with integral values).
If α ∈ R is a representative of [α], then a possible choice for g[α] is given
by
g[α](n) = αn − ⌊αn⌋ ,
so
δ
1
g[α](n,m) = αn− ⌊αn⌋+ αm− ⌊αm⌋ − (α(n +m)− ⌊α(n +m)⌋)
= −⌊αn⌋ − ⌊αm⌋ + ⌊α(n +m)⌋ = c(n,m) ,
whence the conclusion. 
It is interesting to notice that the module H2b (Z,Z) is not finitely gen-
erated over Z. This fact already shows that bounded cohomology can be
very different from classical cohomology. The same phenomenon may occur
in the case of real coefficients: in the following section we will show that, if
F2 is the free group on 2 elements, then H
2
b (F2,R) is an infinite dimensional
vector space.
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2.6. The bounded cohomology of free groups in degree 2
Let F2 be the free group on two generators. Since H
2(F2,R) = H2(S1 ∨
S1,R) = 0 we haveH2b (F2,R) = EH
2
b (F2,R), so the computation ofH
2
b (F2,R)
is reduced to the analysis of the space Q(Γ,R) of real quasimorphisms on
F2. There are several constructions of elements in Q(Γ,R) available in the
literature. The first such example is probably due to Johnson [Joh72], who
proved that H2b (F2,R) 6= 0. Afterwords, Brooks [Bro81] produced an in-
finite family of quasimorphisms, which were shown to define independent
elements EH2b (F2,R) by Mitsumatsu [Mit84]. Since then, other construc-
tions have been provided by many authors for more general classes of groups
(see Section 2.9 below). We describe here a family of quasimorphisms which
is due to Rolli [Rola].
Let s1, s2 be the generators of F2, and let
ℓ∞odd(Z) = {α : Z→ R |α(n) = −α(−n) for every n ∈ Z} .
For every α ∈ ℓ∞odd(Z) we consider the map
fα : F2 → R
defined by
fα(s
n1
i1
· · · snkik ) =
k∑
j=1
α(nk) ,
where we are identifying every element of F2 with the unique reduced word
representing it. It is elementary to check that fα is a quasimorphism (see [Rola,
Proposition 2.1]). Moreover, we have the following:
Proposition 2.14 ([Rola]). The map
ℓ∞odd(Z)→ H
2
b (F2,R) α 7→ [δ(fα)]
is injective.
Proof. Suppose that [δ(fα)] = 0. By Proposition 2.8, this implies that
fα = h+b, where h is a homomorphism and b is bounded. Then, for i = 1, 2,
k ∈ N, we have k ·h(si) = h(ski ) = fα(s
k
i )−b(s
k
i ) = α(k)−b(s
k
i ). By dividing
by k and letting k going to ∞ we get h(si) = 0, so h = 0, and fα = b is
bounded.
Observe now that for every k, l ∈ Z we have fα((sl1s
l
2)
k) = 2k · α(l).
Since fα is bounded, this implies that α = 0, whence the conclusion. 
Corollary 2.15. Let Γ be a group admitting an epimorphism
ϕ : Γ→ F2 .
Then the vector space H2b (Γ,R) is infinite-dimensional.
Proof. Since F2 is free, the epimorphism admits a right inverse ψ. The
composition
H2b (F2,R)
H2
b
(ϕ)
// H2b (Γ,R)
H2
b
(ψ)
// H2b (F2,R)
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of the induced maps in bounded cohomology is the identity, and Propo-
sition 2.14 ensures that H2b (F2,R) is infinite-dimensional. The conclusion
follows. 
For example, the second bounded cohomology module (with trivial real
coefficients) of the fundamental group of any closed hyperbolic surface is
infinite-dimensional. We refer the reader to [BS84, Mit84, BG88] for dif-
ferent and more geometric constructions of non-trivial bounded cohomology
classes for surface groups.
2.7. Homogeneous 2-cocycles
It was a question of Gromov whether any group epimorphism induces an
isometric embedding on bounded cohomology (with Banach coefficients) in
degree 2. A complete proof of this statement (which exploits the powerful
machinery of Poisson boundaries) may be found in [Hub12, Theorem 2.14].
In this section we describe an argument, due to Bouarich [Bou95, Bou12],
which proves that group epimorphisms induce biLipschitz embeddings on
bounded cohomology in degree 2 (with trivial real coefficients).
We have seen in Section 2.4 that EH2b (Γ,R) is isomorphic to the quo-
tient of the space of real homogeneous quasimorphisms by the space of real
homomorphisms. Therefore, every element in EH2b (Γ,R) admits a canoni-
cal representative, which is obtained by taking the differential of a suitably
chosen homogeneous quasimorphism. It turns out that that also generic
(i.e. not necessarily exact) bounded classes of degree 2 admit special rep-
resentatives. Namely, let us say that a bounded 2-cocycle ϕ ∈ C
2
b(Γ,R) is
homogeneous if and only if
ϕ(gn, gm) = 0 for every g ∈ Γ , n,m ∈ Z .
If f ∈ Q(Γ,R) is a quasimorphism, then
δ
1
(f)(gn, gm) = f(gn) + f(gm)− f(gn+m) ,
so a quasimorphism is homogeneous if and only if its differential is. The
next result shows that every bounded class of degree 2 admits a unique ho-
mogeneous representative. We provide here the details of the proof sketched
in [Bou95].
Proposition 2.16. For every α ∈ H2b (Γ,R) there exists a unique homo-
geneous cocycle ϕα ∈ Z
2
b(Γ,R) such that [ϕα] = α in H
2
b (Γ,R).
Proof. Let ϕ ∈ Z
2
b(Γ,R) be a representative of α. By Lemma 2.2 we
may assume that
ϕ(g, 1) = ϕ(1, g) = 0 for every g ∈ Γ .
The class of ϕ in H2(Γ,R) corresponds to a central extension
1 −→ R
ι
−→ Γ′
p
−→ Γ→ 1 ,
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and Lemma 2.3 implies that the pull-back p∗ϕ of ϕ in Z
2
b(Γ
′,R) is ex-
act, so that H2b (p) : H
2
b (Γ,R) → H
2
b (Γ
′,R) sends α to an exact class α′ ∈
EH2b (Γ
′,R). As a consequence we have p∗ϕ = δ
1
(f) for some f ∈ Q(Γ′,R).
We denote by fh ∈ Q
h(Γ′,R) the homogeneous quasimorphism such that
[δ
1
(f)] = [δ
1
(fh)] in EH
2
b (Γ
′,R) (see Corollary 2.11). We will now show
that fh can be exploited to define the desired cocycle ϕα on Γ.
If t is any element in the kernel of p, then for every g′ ∈ Γ′ we have
0 = ϕ(1, p(g′)) = ϕ(p(t), p(g′)) = δ
1
(f)(t, g′) = f(t) + f(g′)− f(tg′) ,
i.e. f(tg′) = f(t) + f(g′). In particular, an easy inductive argument shows
that f(tn) = nf(t) for every n ∈ Z, so that fh(t) = f(t) for every t ∈ ker p.
Also observe that, since ker p is contained in the center of Γ′, for every
t ∈ ker p and every g′ ∈ Γ′ the subgroup H of Γ′ generated by g′ and t
is abelian. But abelian groups do not admit non-trivial quasimorphisms
(see Section 2.5), so the restriction of fh to H, being homogeneous, is a
homomorphism, and fh(tg
′) = fh(t) + fh(g
′).
Since the coboundaries of f and of fh define the same bounded coho-
mology class, we have f = fh + b
′ for some b′ ∈ C
1
b(Γ
′,R). Moreover, for
every t ∈ ker p, g′ ∈ Γ′ we have
b′(tg′) = f(tg′)−fh(tg
′) = f(t)+f(g′)−(fh(t)+fh(g
′)) = f(g′)−fh(g
′) = b′(g′) .
In other words, b′ = p∗b for some bounded cochain b ∈ C
1
b(Γ,R).
Let us now define a cochain ϕα ∈ C
2
(Γ,R) as follows: if (g1, g2) ∈ Γ2,
choose g′i ∈ Γ
′ such that p(g′i) = gi and set ϕα(g1, g2) = δ
1
(fh)(g
′
1, g
′
2). For
every t1, t2 ∈ ker p we have
δ
1
(fh)(t1g
′
1, t2g
′
2) = fh(t1g
′
1)+fh(t2g
′
2)−fh(t1g
′
1t2g
′
2) = fh(g
′
1)+fh(g
′
2)−fh(g
′
1g
′
2) ,
so ϕα is well defined, and it is immediate to check that ϕα is indeed homoge-
neous. Moreover, by construction we have ϕ = ϕα+ δ
1
(b), so α = [ϕ] = [ϕα]
in H2b (Γ,R).
We are now left to show that ϕα is the unique homogeneous bounded
cocycle representing α. In fact, if ϕ̂α is another such cocycle, then ϕα −
ϕ̂α is a homogeneous 2-cocycle representing the trivial bounded coclass in
H2b (Γ,R). As a consequence, ϕα − ϕ̂α = δ
1
(q) for some q ∈ Qh(Γ,R) such
that [δ
1
(q)] = 0 in EH2b (Γ,R). By Corollary 2.11 we thus get that q is a
homomorphism, so δ
1
(q) = 0 and ϕα = ϕ̂α. 
We are now ready to prove the aforementioned result, which first ap-
peared in [Bou95]:
Theorem 2.17. Let ϕ : Γ → H be a surjective homomorphism. Then
the induced map
H2b (ϕ) : H
2
b (H,R)→ H
2
b (Γ,R)
is injective.
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Proof. Let α ∈ kerH2b (ϕ). By Theorem 2.16 there exists a homoge-
neous bounded 2-cocycle c such that α = [c] in H2b (H,R). The pull-back
ϕ∗c ∈ Z
2
b(Γ,R) is a homogeneous bounded cocycle representing the trivial
class in H2b (Γ,R), so ϕ
∗c = 0 in Z
2
b(Γ,R) by uniqueness of homogeneous
representatives (see again Theorem 2.16. Since ϕ is surjective, this readily
implies that c = 0, so α = 0. 
Recall that replacing a quasimorphism with the associated homogeneous
one at most doubles its defect. Using this, it is not difficult to show that the
map H2b (ϕ) : H
2
b (H,R)→ H
2
b (Γ,R) induced by an epimorphism ϕ not only
is injective, but it also satisfies ‖H2b (ϕ)(α)‖/2 ≤ ‖α‖ ≤ H
2
b (ϕ)(α) for every
α ∈ H2b (H,R). As mentioned above, an independent proof of Theorem 2.17
due to Huber shows that H2b (ϕ) is in fact an isometric embedding [Hub12,
Theorem 2.14].
2.8. The image of the comparison map
In Section 2.2 we have interpreted elements in H2(Γ, R) as equivalence
classes of central extensions of Γ by R. Of course, one may wonder whether
elements of H2(Γ, R) admitting bounded representatives represent peculiar
central extensions. It turns out that this is indeed the case: bounded classes
represent central extensions which are quasi-isometrically trivial (i.e. quasi-
isometrically equivalent to product extensions). Of course, in order to give
a sense to this statement we need to restrict our attention to the case when
Γ is finitely generated, and R = Z (in fact, one could require a bit less,
and suppose just that R is a finitely generated abelian group). Under these
assumptions, let us consider the central extension
1 // Z // Γ′
π // Γ // 1 ,
and the following condition:
(*) there exists a quasi-isometry q : Γ′ → Γ × Z which makes the fol-
lowing diagram commute:
Γ′
π //
q

Γ
Id

Γ× Z // Γ
where the horizontal arrow on the bottom represents the obvious
projection.
Condition (*) is equivalent to the existence of a Lipschitz section s : Γ→ Γ′
such that π◦s = IdΓ (see e.g. [KL01, Proposition 8.2]). Gersten proved that
a sufficient condition for a central extension to satisfy condition (*) is that its
coclass in H2(Γ,Z) admits a bounded representative (see [Ger92, Theorem
3.1]). Therefore, the image of the comparison map H2b (Γ,Z) → H
2(Γ,Z)
determines extensions which satisfy condition (*). As far as the author
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knows, it is not known whether the converse implication holds, i.e. if every
central extension satisfying (*) is represented by a cohomology class lying
in the image of the comparison map.
Let us now consider the case with real coefficients, and list some results
about the surjectivity of the comparison map:
(1) If Γ is the fundamental group of a closed n-dimensional locally
symmetric space of non-compact type, then the comparison map
cn : Hnb (Γ,R)→ H
n(Γ,R) ∼= R is surjective [LS06, BK07].
(2) If Γ is word hyperbolic, then the comparison map cn : Hnb (Γ, V )→
Hn(Γ, V ) is surjective for every n ≥ 2 when V is any normed R[Γ]
module or any finitely generated abelian group (considered as a
trivial Z[Γ]-module) [Min01].
(3) If Γ is finitely presented and the comparison map c2 : H2b (Γ, V )→
H2(Γ, V ) is surjective for every normed R[Γ]-module, then Γ is
word hyperbolic [Min02].
(4) The set of closed 3-manifolds M for which the comparison map
H•b (π1(M),R)→ H
•(π1(M),R) is surjective in every degree is com-
pletely characterized in [FS02].
Observe that points (2) and (3) provide a characterization of word hyperbol-
icity in terms of bounded cohomology. Moreover, putting together item (2)
with the discussion above, we see that every extension of a word hyperbolic
group by Z is quasi-isometrically trivial.
In this section we have mainly dealt with the case of real coefficients.
However, for later purposes we point out the following result [Min01, The-
orem 15]:
Proposition 2.18. Let Γ be any group, and take an element α ∈ Hn(Γ,Z)
such that ‖αR‖∞ < +∞, where αR denotes the image of α via the change of
coefficients homomorphism induced by the inclusion Z→ R. Then ‖α‖∞ <
+∞.
Proof. Let ϕ ∈ Cn(Γ,Z)Γ be a representative of α, which we also think
of as a real cocycle. By our assumptions, we have
ϕ = ϕ′ + δψ ,
where ϕ′ ∈ Cnb (Γ,Z)
Γ and ψ ∈ Cn−1(Γ,R)Γ. Let us denote by ψ the cochain
defined by ψ(g0, . . . , gn−1) = ⌊ψ(g0, . . . , gn−1)⌋, where for every x ∈ R we
denote by ⌊x⌋ the largest integer which does not exceed x. Then ψ is still
Γ-invariant, so ψ ∈ Cn−1(Γ,Z)Γ. Moreover, we obviously have ψ − ψ ∈
Cn−1b (Γ,R). Let us now consider the equality
ϕ− δψ = ϕ′ + δ(ψ − ψ) .
The left-hand side is a cocycle with integral coefficients, while the right-hand
side is bounded. Therefore, the cocycle ϕ− δψ is a bounded representative
of α, and we are done. 
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Corollary 2.19. Let Γ be any group. Then, the comparison map
cnZ : H
n
b (Γ,Z) → H
n(Γ,Z) is surjective if and only if the comparison map
cnR : H
n
b (Γ,R)→ H
n(Γ,R) is.
Proof. Suppose first that cnZ is surjective. Then, the image of cR is
a vector subspace of Hn(Γ,R) which contains the image of Hn(Γ,Z) via
the change of coefficients homomorphism. By the Universal Coefficients
Theorem, this implies that cR is surjective. The converse implication readily
follows from Proposition 2.18. 
2.9. Further readings
Bounded cohomology in degree one. We have seen at the beginning
of this chapter that H1b (Γ,R) = 0 for every group Γ. This result extends also
to the case of non-constant coefficient modules, under suitable additional
hypotheses. In fact, it is proved in [Joh72] (see also [Nos91, Section 7])
that H1b (Γ, V ) = 0 for every group Γ and every reflexive normed R[Γ]-
module V . Things get much more interesting when considering non-reflexive
coefficient modules. In fact, it turns out that a group Γ is amenable (see
Definition 3.1) if and only if H1b (Γ, V ) = 0 for every dual normed R[Γ]-
module V (see Corollary 3.11). Therefore, for every non-amenable group
Γ there exists a (dual) normed R[Γ]-module Γ such that H1b (Γ, V ) 6= 0
(this module admits a very explicit description, see Section 3.4). In fact,
even when Γ is amenable, there can exist (non-dual) Banach Γ-modules V
such that H1b (Γ, V ) 6= 0: in [Nos91, Section 7] a Banach Z-module A is
constructed such that H1b (Z,A) is infinite-dimensional.
Quasimorphisms. The study of quasimorphisms is nowadays a well-
developed research field. The interest towards this topic was probably
renovated by the pioneering work of Bavard [Bav91], where quasimor-
phisms were used to estimate the stable commutator length of a commutator
g ∈ [Γ,Γ] < Γ (i.e. the limit limn→∞ c(g
n)/n, where c(g) is the minimal num-
ber of factors in a product of commutators equaling g). We refer the reader
to Calegari’s book [Cal09b] for an introduction to quasimorphisms, with a
particular attention payed to their relationship with the stable commutator
length. Among the most recent developments of the theory of quasimor-
phisms is it maybe worth mentioning two distinct generalizations of the
notion of quasimorphism that deal also with non-commutative targets, due
respectively to Hartnick–Schweitzer [HS] and to Fujiwara–Kapovich [KF].
There exist many papers devoted to the construction of non-trivial quasi-
morphisms for several classes of groups. Corollary 2.15 implies that a large
class of groups has infinite-dimensional second bounded cohomology mod-
ule. In fact, this holds true for every group belonging to one of the following
families:
(1) non-elementary Gromov hyperbolic groups [EF97];
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(2) groups acting properly discontinuously via isometries on Gromov
hyperbolic spaces with limit set consisting of at least three points [Fuj98];
(3) groups admitting a non-elementary weakly proper discontinuous ac-
tion on a Gromov hyperbolic space [BF02] (see also [Ham08]);
(4) acylindrically hyperbolic groups [HO13] (we refer to [Osi16] for
the definition of acylindrically hyperbolic group);
(5) groups having infinitely many ends [Fuj00].
(Conditions (1), (2), (3) and (4) define bigger and bigger classes of groups:
the corresponding cited papers generalize one the results of the other.) An
important application of case (3) is that every subgroup of the mapping
class group of a compact surface either is virtually abelian, or has infinite-
dimensional second bounded cohomology.
A nice geometric interpretation of (homogeneous) quasimorphisms is
given in [Man05], where it is proved that, if Γ admits a bushy quasimor-
phism, then EH2b (Γ,R) is infinite-dimensional. However, contrary to what
has been somewhat expected, there exist lattices Γ in non-linear Lie groups
for which EH2b (Γ,R) is of finite non-zero dimension [MR06].
Quasimorphisms with non-trivial coefficients. Quasimorphisms with
twisted coefficients have also been studied by several authors. For example,
for acylindrically hyperbolic groups, non-trivial quasimorphisms with co-
efficients in non-trivial Banach Γ-modules were constructed by Hull and
Osin in [HO13] (see also [Rolb] for a construction which applies to a more
restricted class of groups, but is closer to the one described in Proposi-
tion 2.14). Moreover, Bestvina, Bromberg and Fujiwara recently extended
Hull and Osin’s results to show that the second bounded cohomology of any
acylindrically hyperbolic group is infinite dimensional when taking (possibly
non-trivial) coefficients in any uniformly convex Banach space [BBF16].
Monod and Shalom showed the importance of bounded cohomology with
coefficients in ℓ2(Γ) in the study of rigidity of Γ [MS04, MS06], and pro-
posed the condition H2b (Γ, ℓ
2(Γ)) 6= 0 as a cohomological definition of neg-
ative curvature for groups. More in general, bounded cohomology with
coefficients in ℓp(Γ), 1 ≤ p < ∞ has been widely studied as a powerful tool
to prove (super)rigidity results (see e.g. [Ham08, CFI16]).
An exact sequence for low-dimensional bounded cohomology.
Theorem 2.17 is part of the following more general result:
Theorem 2.20 ([Bou95, Bou12]). An exact sequence of groups
1 −→ K −→ Γ −→ H −→ 1
induces an exact sequence of vector spaces
0 −→ H2b (H,R) −→ H
2
b (Γ,R) −→ H
2
b (K,R)
H −→ H3b (H,R) −→ 0,
where H2b (K,R)
H denotes the subspace of invariants with respect to the nat-
ural action of H induced by conjugation.
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Let us just mention an interesting application of this theorem, pointed
out to us by M. Boileau. Let M by a closed hyperbolic 3-manifold fibering
over the circle with fiber Σg, where Σg is a closed oriented surface of genus
g ≥ 2. Then M is obtained by gluing the boundary components of Σg ×
[0, 1] via the homeomorphism (x, 0) 7→ (f(x), 0), where f is an orientation-
preserving pseudo-Anosov homeomorphism of Σg. If Γ = π1(M) and Γg =
π1(Σg), then we have an exact sequence
1 −→ Γg −→ Γ −→ Z −→ 1 .
Since Z is amenable we have H2b (Z,R) = H
3
b (Z,R) = 0 (see the next chap-
ter), so Theorem 2.20 implies that
H2b (Γ,R) ∼= H
2
b (Γg,R)
Z .
NowM and Σg are aspherical, so we have canonical isomorphismsH
2
b (Γ,R)
∼=
H2b (M,R), H
2
b (Γg,R)
∼= H2b (Σg,R) (see Chapter 5), and Bouarich’s result
says that
H2b (M,R) ∼= H
2
b (Σg,R)
f∗ ,
where f∗ denotes the map induced by f on bounded cohomology. This
implies the somewhat counterintuitive fact that the action induced by a
pseudo-Anosov homeomorphism of Σg onto H
2
b (Σg,R) admits a huge invari-
ant subspace.
Surjectivity of the comparison map in the relative context. We
have mentioned the fact proved by Mineyev that a finitely presented group
Γ is Gromov hyperbolic if and only if the comparison map H2b (Γ, V ) →
H2(Γ, V ) is surjective for every normed R[Γ]-module V . A relative version
of this result has been recently established by Franceschini [Fra], who proved
an analogous result for Gromov hyperbolic pairs (see also [MY07]).

CHAPTER 3
Amenability
The original definition of amenable group is due to von Neumann [vN29],
who introduced the class of amenable groups while studying the Banach-
Tarski paradox. As usual, we will restrict our attention to the defini-
tion of amenability in the context of discrete groups, referring the reader
e.g. to [Pie84, Pat88] for a thorough account on amenability in the wider
context of locally compact groups.
Let Γ be a group. We denote by ℓ∞(Γ) = C0b (Γ,R) the space of bounded
real functions on Γ, endowed with the usual structure of normed R[Γ]-module
(in fact, of Banach Γ-module). A mean on Γ is a map m : ℓ∞(Γ) → R
satisfying the following properties:
(1) m is linear;
(2) if 1Γ denotes the map taking every element of Γ to 1 ∈ R, then
m(1Γ) = 1;
(3) m(f) ≥ 0 for every non-negative f ∈ ℓ∞(Γ).
If condition (1) is satisfied, then conditions (2) and (3) are equivalent to
(2+3) infg∈Γ f(g) ≤ m(f) ≤ supg∈Γ f(g) for every f ∈ ℓ
∞(Γ).
In particular, the operator norm of a mean on Γ, when considered as a
functional on ℓ∞(Γ), is equal to 1. A mean m is left-invariant (or simply
invariant) if it satisfies the following additional condition:
(4) m(g · f) = m(f) for every g ∈ Γ, f ∈ ℓ∞(Γ).
Definition 3.1. A group Γ is amenable if it admits an invariant mean.
The following lemma describes some equivalent definitions of amenability
that will prove useful in the sequel.
Lemma 3.2. Let Γ be a group. Then, the following conditions are equiv-
alent:
(1) Γ is amenable;
(2) there exists a non-trivial left-invariant continuous functional ϕ ∈
ℓ∞(Γ)′;
(3) Γ admits a left-invariant finitely additive probability measure.
Proof. If A is a subset of Γ, we denote by χA the characteristic function
of A.
(1) ⇒ (2): If m is an invariant mean on ℓ∞(Γ), then the map f 7→ m(f)
defines the desired functional on ℓ∞(Γ).
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(2) ⇒ (3): Let ϕ : ℓ∞(Γ) → R be a non-trivial continuous functional.
For every A ⊆ Γ we define a non-negative real number µ(A) as follows. For
every partition P of A into a finite number of subsets A1, . . . , An, we set
µP(A) = |ϕ(χA1)|+ . . .+ |ϕ(χAn)| .
Observe that, if εi is the sign of ϕ(χAi), then µP(A) = ϕ(
∑
i εiχAi) ≤ ‖ϕ‖,
so
µ(A) = sup
P
µP(A)
is a finite non-negative number for every A ⊆ Γ. By the linearity of ϕ, if P ′
is a refinement of P, then µP(A) ≤ µP ′(A), and this easily implies that µ
is a finitely additive measure on Γ. Recall now that the set of characteristic
functions generates a dense subspace of ℓ∞(Γ). As a consequence, since ϕ
is non-trivial, there exists a subset A ⊆ Γ such that µ(A) ≥ |ϕ(χA)| > 0.
In particular, we have µ(Γ) > 0, so after rescaling we may assume that
µ is a probability measure on Γ. The fact that µ is Γ-invariant is now a
consequence of the Γ-invariance of ϕ.
(3) ⇒ (1): Let µ be a left-invariant finitely additive measure on Γ, and
let Z ⊆ ℓ∞(Γ) be the subspace generated by the functions χA, A ⊆ Γ.
Using the finite additivity of µ, it is not difficult to show that there exists
a linear functional mZ : Z → R such that mZ(χA) = µ(A) for every A ⊆ Γ.
Moreover, it is readily seen that
(4) inf
g∈Γ
f(g) ≤ mZ(f) ≤ sup
g∈Γ
f(g) for every f ∈ Z
(in particular, mZ is continuous). Since Z is dense in ℓ
∞(Γ), the functional
mZ uniquely extends to a continuous functional m ∈ ℓ
∞(Γ)′ that satisfies
condition (4) for every f ∈ ℓ∞(Γ). Therefore, m is a mean, and the Γ-
invariance of µ implies that mZ , whence m, is also invariant. 
The action of Γ on itself by right translations endows ℓ∞(Γ) also with the
structure of a right Banach Γ-module, and it is well-known that the existence
of a left-invariant mean on Γ implies the existence of a bi-invariant mean
on Γ. Indeed, let m : ℓ∞(Γ) → R be a left-invariant mean, and take an
element f ∈ ℓ∞(Γ). For every a ∈ Γ we denote by Ra (resp. La) the right
(resp. left) multiplication by a. For every g0 ∈ Γ the map fg0 : Γ → R,
fg0(g) = f(g0g
−1) is bounded, so we may take its mean f(g0) = m(fg0).
Then, by taking the mean of f we set m(f) = m(f). It is immediate to
verify that m : ℓ∞(Γ) → R is itself a mean. Let us now prove that m is
left-invariant. So let f ′ = f ◦ La and observe that
f ′g0(g) = f(ag0g
−1) = fag0(g) ,
so
f ′(g0) = m(fag0) = f(ag0) = (f ◦ La)(g0)
and
m(f ′) = m(f ′) = m(f ◦ La) = m(f) = m(f) ,
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as desired. Moreover, if now f ′ = f ◦Ra, then
f ′g0(g) = f(g0g
−1a) = f(g0(a
−1g)−1) = fg0 ◦ La−1 ,
so f ′(g0) = m(f
′
g0) = m(fg0 ◦ La−1) = m(fg0) = f(g0) and a fortiori
m(f ′) = m(f ′) = m(f) = m(f) .
We can thus conclude that a group is amenable if and only if it admits a
bi-invariant mean. However, we won’t use this fact in the sequel.
3.1. Abelian groups are amenable
Finite groups are obviously amenable: an invariant mean m is obtained
by setting m(f) = (1/|Γ|)
∑
g∈Γ f(g) for every f ∈ ℓ
∞(Γ). Of course, we
are interested in finding less obvious examples of amenable groups. A key
result in the theory of amenable groups is the following theorem, which is
originally due to von Neumann:
Theorem 3.3 ([vN29]). Every abelian group is amenable.
Proof. We follow here the proof given in [Pat88], which is based on
the Markov-Kakutani Fixed Point Theorem.
Let Γ be an abelian group, and let ℓ∞(Γ)′ be the topological dual of
ℓ∞(Γ), endowed with the weak-∗ topology. We consider the subset K ⊆
ℓ∞(Γ)′ of (not necessarily invariant) means on Γ, i.e. we set
K = {ϕ ∈ ℓ∞(Γ)′ |ϕ(1Γ) = 1 , ϕ(f) ≥ 0 for every f ≥ 0} .
The set K is non-empty (it contains, for example, the evaluation on the
identity of Γ). Moreover, it is closed, convex, and contained in the closed ball
of radius one in ℓ∞(Γ)′. Therefore, K is compact by the Banach-Alaouglu
Theorem.
For every g ∈ Γ let us now consider the map Lg : ℓ
∞(Γ)′ → ℓ∞(Γ)′
defined by
Lg(ϕ)(f) = ϕ(g · f) .
We want to show that the Lg admit a common fixed point in K. To this
aim, one may apply the Markov-Kakutani Theorem cited above, which we
prove here (in the case we are interested in) for completeness.
We fix g ∈ Γ and show that Lg admits a fixed point in K. Take ϕ ∈ H.
For every n ∈ N we set
ϕn =
1
n+ 1
n∑
i=0
Lig(ϕ) .
By convexity, ϕn ∈ K for every n, so the set
Ωn =
⋃
i≥n
{ϕi} ⊆ K
is compact. Since the family {Ωn, n ∈ N} obviously satisfies the finite
intersection property, there exists a point ϕ ∈
⋂
i∈N Ωn. Let us now fix
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f ∈ ℓ∞(Γ) and let ε > 0 be given. We choose n0 ∈ N such that n0 ≥ 6‖f‖/ε.
Since ϕ ∈ Ωn0 , there exists n1 ≥ n0 such that |ϕn1(f) − ϕ(f)| ≤ ε/3 and
|ϕn1(g · f)− ϕ(g · f)| ≤ ε/3. Moreover, we have
|ϕn1(g · f)− ϕn1(f)| = |(Lg(ϕn1)− ϕn1)(f)| =
|(Ln1+1g (ϕ) − ϕ)(f)|
n1 + 1
≤
2‖f‖
n1 + 1
≤
2‖f‖
n0
≤
ε
3
,
so that
|ϕ(g·f)−ϕ(f)| ≤ |ϕ(g·f)−ϕn1(g·f)|+|ϕn1(g·f)−ϕn1(f)|+|ϕ(f)−ϕn1(f)| ≤ ε
and ϕ(g ·f) = ϕ(f) since ε was arbitrarily chosen. We have thus shown that
Lg has a fixed point in K.
Let us now observe that K is Lg-invariant for every g ∈ Γ. Therefore,
for any fixed g ∈ Γ the set Kg of points of K which are fixed by Lg is non-
empty. Moreover, it is easily seen that Kg is closed (whence compact) and
convex. Since Γ is abelian, if g1, g2 are elements of Γ, then the maps Lg1
and Lg2 commute with each other, so Kg1 is Lg2-invariant. The previous
argument (with K replaced by Kg1) shows that Lg2 has a fixed point in
Kg1 , so Kg1 ∩Kg2 6= ∅. One may iterate this argument to show that every
finite intersection Kg1 ∩ . . . ∩Kgn is non-empty. In other words, the family
Kg, g ∈ Γ satisfies the finite intersection property, so KΓ =
⋂
g∈ΓKg is
non-empty. But KΓ is precisely the set of invariant means on Γ. 
3.2. Other amenable groups
Starting from abelian groups, it is possible to construct larger classes of
amenable groups:
Proposition 3.4. Let Γ,H be amenable groups. Then:
(1) Every subgroup of Γ is amenable.
(2) If the sequence
1 −→ H −→ Γ′ −→ Γ −→ 1
is exact, then Γ′ is amenable (in particular, the direct product of a
finite number of amenable groups is amenable).
(3) Every direct union of amenable groups is amenable.
Proof. (1): Let K be a subgroup of Γ. Let S ⊆ Γ be a set of represen-
tatives for the set K\Γ of right cosets of K in Γ. For every f ∈ ℓ∞(K) we
define fˆ ∈ ℓ∞(Γ) by setting fˆ(g) = f(k), where g = ks, s ∈ S, k ∈ K. If m
is an invariant mean on Γ, then we set mK(f) = m(fˆ). It is easy to check
that mK is an invariant mean on K, so K is amenable.
(2): Let mH ,mΓ be invariant means on H,Γ respectively. For every
f ∈ ℓ∞(Γ′) we construct a map fΓ ∈ ℓ
∞(Γ) as follows. For g ∈ Γ, we
take g′ in the preimage of g in Γ′, and we define fg′ ∈ ℓ
∞(H) by setting
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fg′(h) = f(g
′h). Then, we set fΓ(g) = mH(fg′). Using that mH is H-
invariant one can show that fΓ(g) does not depend on the choice of g
′, so fΓ
is well defined. We obtain the desired mean on Γ′ by settingm(f) = mΓ(fΓ).
(3): Let Γ be the direct union of the amenable groups Γi, i ∈ I. For
every i we consider the set
Ki = {ϕ ∈ ℓ
∞(Γ)′ |ϕ(1Γ) = 1 , ϕ(f) ≥ 0 for every f ≥ 0, ϕ is Γi−invariant} .
If mi is an invariant mean on Γi, then the map f 7→ mi(f |Γi) defines an
element of Ki. Therefore, each Ki is non-empty. Moreover, the fact that the
union of the Γi is direct implies that the family Ki, i ∈ I satisfies the finite
intersection property. Finally, each Ki is closed and compact in the weak-∗
topology on ℓ∞(Γ)′, so the intersection K =
⋂
i∈I Ki is non-empty. But K
is precisely the set of Γ-invariants means on Γ, whence the conclusion. 
The class of elementary amenable groups is the smallest class of groups
which contains all finite and all abelian groups, and is closed under the
operations of taking subgroups, forming quotients, forming extensions, and
taking direct unions [Day57]. For example, virtually solvable groups are
elementary amenable. Proposition 3.4 (together with Theorem 3.3) shows
that every elementary amenable group is indeed amenable. However, any
group of intermediate growth is amenable [Pat88] but is not elementary
amenable [Cho80]. In particular, there exist amenable groups which are
not virtually solvable.
Remark 3.5. We have already noticed that, if Γ1,Γ2 are amenable
groups, then so is Γ1×Γ2. More precisely, in the proof of Proposition 3.4-(2)
we have shown how to construct an invariant mean m on Γ1 × Γ2 starting
from invariant means mi on Γi, i = 1, 2. Under the identification of means
with finitely additive probability measures, the mean m corresponds to the
product measure m1 × m2, so it makes sense to say that m is the prod-
uct of m1 and m2. If Γ1, . . . ,Γn are amenable groups with invariant means
m1, . . . ,mn, then we denote by m1 × . . . × mn the invariant mean on Γ
inductively defined by the formula m1 × . . .×mn = m1 × (m2 × . . .×mn).
3.3. Amenability and bounded cohomology
In this section we show that amenable groups are somewhat invisible
to bounded cohomology with coefficients in many normed R[Γ]-modules (as
already pointed out in Proposition 2.13, things are quite different in the case
of Z[Γ]-modules). We say that an R[Γ]-module V is a dual normed R[Γ]-
module if V is isomorphic (as a normed R[Γ]-module) to the topological dual
of some normed R[Γ]-module W . In other words, V is the space of bounded
linear functionals on the normed R[Γ]-module W , endowed with the action
defined by g · f(w) = f(g−1w), g ∈ Γ, w ∈W .
Theorem 3.6. Let Γ be an amenable group, and let V be a dual normed
R[Γ]-module. Then Hnb (Γ, V ) = 0 for every n ≥ 1.
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Proof. Recall that the bounded cohomology H•b (Γ, V ) is defined as the
cohomology of the Γ-invariants of the homogeneous complex
0 −→ C0b (Γ, V )
δ0
−→ C1b (Γ, V )→ . . .→ C
n
b (Γ, V )→ . . .
Of course, the cohomology of the complex C•b (Γ, V ) of possibly non-invariant
cochains vanishes in positive degree, since for n ≥ 0 the maps
kn+1 : Cn+1b (Γ, V )→ C
n
b (Γ, V ) , k
n+1(f)(g0, . . . , gn) = f(1, g0, . . . , gn)
provide a homotopy between the identity and the zero map of C•b (Γ, V )
in positive degree. In order to prove the theorem, we are going to show
that, under the assumption that Γ is amenable, a similar homotopy can be
defined on the complex of invariant cochains. Roughly speaking, while k•
is obtained by coning over the identity of Γ, we will define a Γ-invariant
homotopy j• by averaging the cone operator over all the elements of Γ.
Let us fix an invariant mean m on Γ, and let f be an element of
Cn+1b (Γ, V ). Recall that V =W
′ for some R[Γ]-moduleW , so f(g, g0, . . . , gn)
is a bounded functional on W for every (g, g0, . . . , gn) ∈ Γ
n+2. For every
(g0, . . . , gn) ∈ Γ
n+1, w ∈W , we consider the function
fw : Γ→ R , fw(g) = f(g, g0, . . . , gn)(w) .
It follows from the definitions that fw is an element of ℓ
∞(Γ), so we may
set (jn+1(f))(g0, . . . , gn)(w) = m(fw). It is immediate to check that this
formula defines a continuous functional on W , whose norm is bounded in
terms of the norm of f . In other words, jn+1(f)(g0, . . . , gn) is indeed an
element of V , and the map jn+1 : Cn+1b (Γ, V )→ C
n
b (Γ, V ) is bounded. The
Γ-invariance of the meanm implies that jn+1 is Γ-equivariant. The collection
of maps jn+1, n ∈ N provides the required partial Γ-equivariant homotopy
between the identity and the zero map of Cnb (Γ, V ), n ≥ 1. 
One may wonder whether the assumption that V is a dual normed R[Γ]-
module is really necessary in Theorem 3.6. It turns out that this is indeed
the case: the vanishing of the bounded cohomology of Γ with coefficients
in any normed R[Γ]-module is equivalent to the fact that Γ is finite (see
Theorem 3.12).
Corollary 3.7. Let Γ be an amenable group. Then Hnb (Γ,R) = 0 for
every n ≥ 1.
Recall from Chapter 2.3 that the second bounded cohomology group with
trivial real coefficients is strictly related to the space of real quasimorphisms.
Putting together Corollary 3.7 with Proposition 2.8 and Corollary 2.11 we
get the following result, which extends to amenable groups the characteri-
zation of real quasimorphisms on abelian groups given in Section 2.5:
Corollary 3.8. Let Γ be an amenable group. Then every real quasi-
morphism on Γ is at bounded distance from a homomorphism. Equivalently,
every homogeneous quasimorphism on Γ is a homomorphism.
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From Corollary 2.15 and Corollary 3.7 we deduce that there exist many
groups which are not amenable:
Corollary 3.9. Suppose that the group Γ contains a non-abelian free
subgroup. Then Γ is not amenable.
Proof. We know from Corollary 2.15 that non-abelian free groups have
non-trivial second bounded cohomology group with real coefficients, so they
cannot be amenable. The conclusion follows from the fact that any subgroup
of an amenable group is amenable. 
It was a long-standing problem to understand whether the previous
corollary could be sharpened into a characterization of amenable groups as
those groups which do not contain any non-abelian free subgroup. This ques-
tion is usually attributed to von Neumann, and appeared first in [Day57].
Ol’shanskii answered von Neumann’s question in the negative in [Ol’80].
The first examples of finitely presented groups which are not amenable
but do not contain any non-abelian free group are due to Ol’shanskii and
Sapir [OS02].
3.4. Johnson’s characterization of amenability
We have just seen that the bounded cohomology of any amenable group
with values in any dual coefficient module vanishes. In fact, also the con-
verse implication holds. More precisely, amenability of Γ is implied by the
vanishing of a specific coclass in a specific bounded cohomology module (of
degree one). We denote by ℓ∞(Γ)/R the quotient of ℓ∞(Γ) by the (trivial)
R[Γ]-submodule of constant functions. Such a quotient is itself endowed
with the structure of a normed R[Γ]-module. Note that the topological dual
(ℓ∞(Γ)/R)′ may be identified with the subspace of elements of ℓ∞(Γ)′ that
vanish on constant functions. For example, if δg is the element of ℓ
∞(Γ)′
such that δg(f) = f(g), then for every pair (g0, g1) ∈ Γ
2 the map δg0 − δg1
defines an element in (ℓ∞(Γ)/R)′. For later purposes, we observe that the
action of Γ on ℓ∞(Γ)′ is such that
g · δg0(f) = δg0(g
−1 · f) = f(gg0) = δgg0(f) .
Let us consider the element
J ∈ C1b (Γ, (ℓ
∞(Γ)/R)′) , J(g0, g1) = δg1 − δg0 .
Of course we have δJ = 0. Moreover, for every g, g0, g1 ∈ Γ we have
(g·J)(g0, g1) = g(J(g
−1g0, g
−1g1)) = g(δg−1g0−δg−1g1) = δg0−δg1 = J(g0, g1)
so J is Γ-invariant, and defines an element [J ] ∈ H1b (Γ, (ℓ
∞(Γ)/R)′), called
the Johnson class of Γ.
Theorem 3.10. Suppose that the Johnson class of Γ vanishes. Then Γ
is amenable.
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Proof. By Lemma 3.2, it is sufficient to show that the topological dual
ℓ∞(Γ)′ contains a non-trivial Γ-invariant element.
We keep notation from the preceding paragraph. If [J ] = 0, then J = δψ
for some ψ ∈ C0b (Γ, (ℓ
∞(Γ)/R)′)Γ. For every g ∈ Γ we denote by ψˆ(g) ∈
ℓ∞(Γ)′ the pullback of ψ(g) via the projection map ℓ∞(Γ)→ ℓ∞(Γ)/R. We
consider the element ϕ ∈ ℓ∞(Γ)′ defined by ϕ = δ1 − ψˆ(1). Since ψˆ(1)
vanishes on constant functions, we have ϕ(1Γ) = 1, so ϕ is non-trivial, and
we are left to show that ϕ is Γ-invariant.
The Γ-invariance of ψ implies the Γ-invariance of ψˆ, so
(5) ψˆ(g) = (g · ψˆ)(g) = g · (ψˆ(1)) for every g ∈ Γ .
From J = δψ we deduce that
δg1 − δg0 = ψˆ(g1)− ψˆ(g0) for every g0, g1 ∈ Γ .
In particular, we have
(6) δg − ψˆ(g) = δ1 − ψˆ(1) for every g ∈ Γ .
Therefore, using equations (5) and (6), for every g ∈ Γ we get
g · ϕ = g · (δ1 − ψˆ(1)) = (g · δ1)− g · (ψˆ(1)) = δg − ψˆ(g) = δ1 − ψˆ(1) = ϕ ,
and this concludes the proof. 
Putting together Theorems 3.6 and 3.10 we get the following result,
which characterizes amenability in terms of bounded cohomology:
Corollary 3.11. Let Γ be a group. Then the following conditions are
equivalent:
• Γ is amenable,
• H1b (Γ, V ) = 0 for every dual normed R[Γ]-module V ,
• Hnb (Γ, V ) = 0 for every dual normed R[Γ]-module V and every
n ≥ 1.

3.5. A characterization of finite groups via bounded cohomology
As already mentioned above, amenability is not sufficient to guarantee
the vanishing of bounded cohomology with coefficients in any normed R[Γ]-
module. Let ℓ1(Γ) = C0b (Γ,R) be the space of summable real functions on
Γ, endowed with the usual structure of normed R[G]-module. Let us denote
by e : ℓ1(Γ)→ R the evaluation map such that e(f) =
∑
g∈Γ f(g). Since e is
clearly Γ-invariant, the space ℓ10(Γ) = ker e is a normed R[G]-space. What
is more, since ℓ1(Γ) is Banach and e is continuous, ℓ1(Γ) is itself a Banach
Γ-module.
With an abuse, for g ∈ Γ we denote by δg ∈ ℓ
1(Γ) the characteristic
function of the singleton {g}. Let us now consider the element
K ∈ C1b (Γ, ℓ
1
0(Γ)) , K(g0, g1) = δg0 − δg1 .
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Of course we have δK = 0, and it is immediate to check that g · δg′ = δgg′
for every g, g′ ∈ Γ, so
(g·K)(g0, g1) = g(K(g
−1g0, g
−1g1)) = g(δg−1g0−δg−1g1) = δg0−δg1 = K(g0, g1)
and K defines a bounded coclass [K] ∈ H1b (Γ, ℓ
1
0(Γ)), which we call the
characteristic coclass of Γ.
We are now ready to prove that finite groups may be characterized by
the vanishing of bounded cohomology with coefficients in any normed vector
space.
Theorem 3.12. Let Γ be a group. Then the following conditions are
equivalent:
(1) Γ is finite;
(2) H1b (Γ, V ) = 0 for every Banach Γ-module V ;
(3) Hnb (Γ, V ) = 0 for every normed R[Γ]-module V and every n ≥ 1;
(4) the characteristic coclass of Γ vanishes.
Proof. (1) ⇒ (3): Let n ≥ 1. For every cochain f ∈ Cnb (Γ, V ) we
define a cochain kn(f) ∈ Cn−1b (Γ, V ) by setting
kn(f)(g1, . . . , gn) =
1
|G|
∑
g∈Γ
f(g, g1, . . . , gn) ,
where |Γ| denotes the cardinality of Γ. The maps kn, n ≥ 1, provide a
(partial) equivariant R[Γ]-homotopy between the identity and the null map
of Cnb (Γ, V ), n ≥ 1, whence the conclusion.
The implications (3) ⇒ (2) and (2) ⇒ (4) are obvious, so we are left to
show that the vanishing of the characteristic coclass implies that Γ is finite.
So, suppose that [K] = 0, i.e. there exists a Γ-equivariant map ψ : Γ→
ℓ10(Γ) such that
(7) δg1 − δg0 = ψ(g1)− ψ(g0) for every g0, g1 ∈ Γ .
We then set f = δ1 − ψ(1) ∈ ℓ
1(Γ), and we observe that f 6= 0 since
e(f) = e(δ1)−e(ψ(1)) = 0. Moreover, by equation (7) we have f = δg−ψ(g)
for every g ∈ Γ, so the Γ-equivariance of ψ implies that
g · f = g · (δ1 − ψ(1)) = (g · δ1)− g · (ψ(1)) = δg − ψ(g) = δ1 − ψ(1) = f ,
which implies that f is constant. Since f is not null and summable, this
implies in turn that Γ is finite. 
3.6. Further readings
There are plenty of equivalent characterizations of amenable groups.
Probably one of the most important (both beacuse it establishes a clear
brigde towards geometric group theory, and because it is often useful in
applications) is the one which involves Fo¨lner sequences. If Γ is any group,
44 3. AMENABILITY
a Fo¨lner sequence for Γ is a sequence Fn, n ∈ N, of finite subsets of Γ such
that, for every g ∈ Γ, the following holds:
lim
n→∞
|Fn△(g · Fn)|
|Fn|
= 0 .
(Here we denote by A△B the symmetric difference between A and B, and
by |A| the cardinality of the set A.) When Γ is finitely generated, the
condition above admits a nice interpretation in terms of the geometry of
Cayley graphs of Γ: namely, if we define the boundary of a subset A of
vertices of a graph G (with unitary edges) as the set of vertices of G at
distance from A equal to 1, then a Fo¨lner sequence is a sequence of subsets of
Γ whose boundaries (in any Cayley graph of Γ) grow sublinearly with respect
to the growth of the size of the subsets. In other words, amenable groups
are those groups that do not admit any linear isoperimetric inequality.
Other well-known and very useful of characterizations of amenability
involve fixed-point properties of group actions. For example, it can be proved
that a group Γ is amenable if the following holds: if Γ acts by isometries on
a (separable) Banach space E, leaving a weakly closed convex subset C of
the closed unit ball of the topological dual E′ invariant, then Γ has a fixed
point in C.
It is maybe worth mentioning that a slightly different notion of amenabil-
ity is usually considered in the context of topological groups: usually, a lo-
cally compact topological group Γ (endowed with its Haar measure µ) is said
to be amenable if there exists a left-invariant mean on the space L∞(Γ, µ)
of essentially bounded Borel functions on Γ.
We refer the reader to the books [Pie84, Pat88] for a thorough treat-
ment of (topological) amenable groups.
CHAPTER 4
(Bounded) group cohomology via resolutions
Computing group cohomology by means of its definition is usually very
hard. The topological interpretation of group cohomology already provides
a powerful tool for computations: for example, one may estimate the co-
homological dimension of a group Γ (i.e. the maximal n ∈ N such that
Hn(Γ, R) 6= 0) in terms of the dimension of a K(Γ, 1) as a CW-complex.
We have already mentioned that a topological interpretation for the bounded
cohomology of a group is still available, but in order to prove this fact more
machinery has to be introduced. Before going into the bounded case, we
describe some well-known results which hold in the classical case: namely,
we will show that the cohomology of Γ may be computed by looking at sev-
eral complexes of cochains. This crucial fact was already observed in the
pioneering works on group cohomology of the 1940s and the 1950s.
There are several ways to define group cohomology in terms of resolu-
tions. We privilege here an approach that better extends to the case of
bounded cohomology. We briefly compare our approach to more traditional
ones in Section 4.3.
4.1. Relative injectivity
We begin by introducing the notions of relatively injective R[Γ]-module
and of strong Γ-resolution of an R[Γ]-module. The counterpart of these
notions in the context of normed R[Γ]-modules will play an important role
in the theory of bounded cohomology of groups. The importance of these
notions is due to the fact that the cohomology of Γ may be computed by
looking at any strong Γ-resolution of the coefficient module by relatively
injective modules (see Corollary 4.5 below).
A Γ-map ι : A → B between R[Γ]-modules is strongly injective if there
is an R-linear map σ : B → A such that σ ◦ ι = IdA (in particular, ι is
injective). We emphasize that, even if A and B are Γ-modules, the map σ
is not required to be Γ-equivariant.
Definition 4.1. An R[Γ]-module U is relatively injective (over R[Γ]) if
the following holds: whenever A,B are Γ-modules, ι : A → B is a strongly
injective Γ-map and α : A→ U is a Γ-map, there exists a Γ-map β : B → U
such that β ◦ ι = α.
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0 // A ι
//
α

B
β~~⑦
⑦
⑦
⑦
σ
uu
U
In the case when R = R, a map is strongly injective if and only if it is
injective, so in the context of R[Γ]-modules the notions of relative injectivity
and the traditional notion of injectivity coincide. However, relative injectiv-
ity is weaker than injectivity in general. For example, if R = Z and Γ = {1},
then Ci(Γ, R) is isomorphic to the trivial Γ-module Z, which of course is not
injective over Z[Γ] = Z. On the other hand, we have the following:
Lemma 4.2. For every R[Γ]-module V and every n ∈ N, the R[Γ]-module
Cn(Γ, V ) is relatively injective.
Proof. Let us consider the extension problem described in Definition 4.1,
with U = Cn(Γ, V ). Then we define β as follows:
β(b)(g0, . . . , gn) = α(g0σ(g
−1
0 b))(g0, . . . , gn)
= g0
(
α(σ(g−10 b))(1, g
−1
0 g1, . . . , g
−1
0 gn)
)
.
The fact that β is R-linear and that β ◦ ι = α is straightforward, so we
just need to show that β is Γ-equivariant. But for every g ∈ Γ, b ∈ B and
(g0, . . . , gn) ∈ Γ
n+1 we have
g(β(b))(g0 , . . . , gn) = g(β(b)(g
−1g0, . . . , g
−1gn))
= g(α(g−1g0σ(g
−1
0 gb))(g
−1g0, . . . , g
−1gn))
= g(g−1(α(g0σ(g
−1
0 gb)))(g
−1g0, . . . , g
−1gn))
= α(g0σ(g
−1
0 gb))(g0, . . . , gn)
= β(gb)(g0, . . . , gn) .

4.2. Resolutions of Γ-modules
An R[Γ]-complex (or simply a Γ-complex or a complex ) is a sequence of
R[Γ]-modules Ei and Γ-maps δi : Ei → Ei+1, i ∈ N, such that δi+1 ◦ δi = 0
for every i:
0 −→ E0
δ0
−→ E1
δ1
−→ . . .
δn
−→ En+1
δn+1
−→ . . .
Such a sequence will be denoted by (E•, δ•). Moreover, we set Zn(E•) =
ker δn ∩ (En)Γ, Bn(E•) = δn−1((En−1)Γ) (where again we understand that
B0(E•) = 0), and we define the cohomology of the complex E• by setting
Hn(E•) = Zn(E•)/Bn(E•) .
A chain map between Γ-complexes (E•, δ•E) and (F
•, δ•F ) is a sequence
of Γ-maps {αi : Ei → F i | i ∈ N} such that δiF ◦ α
i = αi+1 ◦ δiE for every
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i ∈ N. If α•, β• are chain maps between (E•, δ•E) and (F
•, δ•F ), a Γ-homotopy
between α• and β• is a sequence of Γ-maps {T i : Ei → F i−1 | i ≥ 0} such
that T 1 ◦ δ0E = α
0 − β0 and δi−1F ◦ T
i + T i+1 ◦ δiE = α
i − βi for every
i ≥ 1. Every chain map induces a well-defined map in cohomology, and
Γ-homotopic chain maps induce the same map in cohomology.
If E is an R[Γ]-module, an augmented Γ-complex (E,E•, δ•) with aug-
mentation map ε : E → E0 is a complex
0 −→ E
ε
−→ E0
δ0
−→ E1
δ1
−→ . . .
δn
−→ En+1
δn+1
−→ . . .
A resolution of E (over Γ) is an exact augmented complex (E,E•, δ•) (over
Γ). A resolution (E,E•, δ•) is relatively injective if En is relatively injective
for every n ≥ 0. It is well-known that any map between modules extends
to a chain map between injective resolutions of the modules. Unfortunately,
the same result for relatively injective resolutions does not hold. The point
is that relative injectivity guarantees the needed extension property only
for strongly injective maps. Therefore, we need to introduce the notion of
strong resolution.
A contracting homotopy for a resolution (E,E•, δ•) is a sequence of R-
linear maps ki : Ei → Ei−1 such that δi−1 ◦ ki + ki+1 ◦ δi = IdEi if i ≥ 0,
and k0 ◦ ε = IdE:
0 // E ε
// E0
δ0
//
k0
uu
E1
δ1
//
k1
tt
. . .
k2
tt
δn−1
// En
δn
//
kn
vv . . .
kn+1
tt
Note however that it is not required that ki be Γ-equivariant. A resolution
is strong if it admits a contracting homotopy.
The following proposition shows that the chain complex C•(Γ, V ) pro-
vides a relatively injective strong resolution of V :
Proposition 4.3. Let ε : V → C0(Γ, V ) be defined by ε(v)(g) = v for
every v ∈ V , g ∈ Γ. Then the augmented complex
0 −→ V
ε
−→ C0(Γ, V )
δ0
−→ C1(Γ, V )→ . . .→ Cn(Γ, V )→ . . .
provides a relatively injective strong resolution of V .
Proof. We already know that each Ci(Γ, V ) is relatively injective. In
order to show that the augmented complex (V,C•(Γ, V ), δ•) is a strong res-
olution it is sufficient to observe that the maps
kn+1 : Cn+1(Γ, V )→ Cn(Γ, V ) kn+1(f)(g0, . . . , gn) = f(1, g0, . . . , gn)
provide the required contracting homotopy. 
The resolution of V described in the previous proposition is obtained
just by augmenting the homogeneous complex associated to (Γ, V ), and it
is usually called the standard resolution of V (over Γ).
The following result may be proved by means of standard homologi-
cal algebra arguments (see e.g. [Iva87], [Mon01, Lemmas 7.2.4 and 7.2.6]
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for a detailed proof in the bounded case – the argument there extends to
this context just by forgetting any reference to the norms). It implies that
any relatively injective strong resolution of a Γ-module V may be used to
compute the cohomology modules H•(Γ, V ) (see Corollary 4.5).
Theorem 4.4. Let α : E → F be a Γ-map between R[Γ]-modules, let
(E,E•, δ•E) be a strong resolution of E, and suppose that (F,F
•, δ•F ) is an
augmented complex such that F i is relatively injective for every i ≥ 0. Then
α extends to a chain map α•, and any two extensions of α to chain maps
are Γ-homotopic.
Corollary 4.5. Let (V, V •, δ•V ) be a relatively injective strong resolu-
tion of V . Then for every n ∈ N there is a canonical isomorphism
Hn(Γ, V ) ∼= Hn(V •) .
Proof. By Proposition 4.3, both (V, V •, δ•V ) and the standard resolu-
tion of V are relatively injective strong resolutions of V over Γ. Therefore,
Theorem 4.4 provides chain maps between C•(Γ, V ) and V •, which are one
the Γ-homotopy inverse of the other. Therefore, these chain maps induce
isomorphisms in cohomology. 
4.3. The classical approach to group cohomology via resolutions
In this section we describe the relationship between the description of
group cohomology via resolutions given above and more traditional ap-
proaches to the subject (see e.g. [Bro82]). The reader who is not interested
can safely skip the section, since the results cited below will not be used
elsewhere in this monograph.
If V,W are Z[Γ]-modules, then the space HomZ(V,W ) is endowed with
the structure of a Z[Γ]-module by setting (g · f)(v) = g(f(g−1v)) for every
g ∈ Γ, f ∈ HomZ(V,W ), v ∈ V . Then, the cohomology H
•(Γ, V ) is often
defined in the following equivalent ways (we refer e.g. to [Bro82] for the
definition of projective module (over a ring R); for our discussion, it is
sufficient to know that any free R-module is projective over R, so any free
resolution is projective):
(1) (Via injective resolutions of V ): Let (V, V •, δ•) be an in-
jective resolution of V over Z[Γ], and take the complex W • =
HomZ(V
•,Z), endowed with the action g · f(v) = f(g−1v). Then
(W •)Γ = HomZ[Γ](V
•,Z) (where Z is endowed with the structure
of trivial Γ-module), and one may define H•(Γ, V ) as the homology
of the Γ-invariants of W •.
(2) (Via projective resolutions of Z): Let (Z, P•, d•) be a projective
resolution of Z over Z[Γ], and take the complex Z• = HomZ(P•, V ).
We have again that (Z•)Γ = HomZ[Γ](P•, V ), and again we may
define H•(Γ, V ) as the homology of the Γ-invariants of the complex
Z•.
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The fact that these two definitions are indeed equivalent is proved e.g. in [Bro82].
We have already observed that, if V is a Z[Γ]-module, the module
Cn(Γ, V ) is not injective in general. However, this is not really a problem,
since the complex C•(Γ, V ) may be recovered from a projective resolution
of Z over Z[Γ]. Namely, let Cn(Γ,Z) be the free Z-module admitting the set
Γn+1 as a basis. The diagonal action of Γ onto Γn+1 endows Cn(Γ,Z) with
the structure of a Z[Γ]-module. The modules Cn(Γ,Z) may be arranged into
a resolution
0←− Z
ε
←− C0(Γ,Z)
d1←− C1(Γ,Z)
d2←− . . .
dn←− Cn(Γ,Z)
dn+1
←− . . .
of the trivial Z[Γ]-module Z over Z[Γ] (the homology of the Γ-coinvariants of
this resolution is by definition the homology of Γ, see Section 6.2). Now, it
is easy to check that Cn(Γ,Z) is free, whence projective, as a Z[Γ]-module.
Moreover, the module HomZ(Cn(Γ,Z), V ) is Z[Γ]-isomorphic to Cn(Γ, V ).
This shows that, in the context of the traditional definition of group co-
homology via resolutions, the complex C•(Γ, V ) arises from a projective
resolution of Z, rather than from an injective resolution of V .
4.4. The topological interpretation of group cohomology revisited
Corollary 4.5 may be exploited to prove that the cohomology of Γ is
isomorphic to the singular cohomology of any path-connected topological
space X satisfying conditions (1), (2) and (3) described in Section 1.3, which
we recall here for the reader’s convenience:
(1) the fundamental group of X is isomorphic to Γ,
(2) the space X admits a universal covering X˜, and
(3) X˜ is R-acyclic, i.e. Hn(X˜,R) = 0 for every n ≥ 1.
We fix an identification between Γ and the group of the covering auto-
morphisms of the universal covering X˜ of X. The action of Γ on X˜ induces
an action of Γ on C•(X˜,R), whence an action of Γ on C
•(X˜,R), which is
defined by (g ·ϕ)(c) = ϕ(g−1c) for every c ∈ C•(X˜,R), ϕ ∈ C
•(X˜,R), g ∈ Γ.
Therefore, for n ∈ N both Cn(X˜,R) and Cn(X˜,R) are endowed with the
structure of R[Γ]-modules. We have a natural identification C•(X˜,R)Γ ∼=
C•(X,R).
Lemma 4.6. For every n ∈ N, the singular cochain module Cn(X˜,R) is
relatively injective.
Proof. For every topological space Y , let us denote by Sn(Y ) the set
of singular simplices with values in Y .
We denote by Ln(X˜) a set of representatives for the action of Γ on Sn(X˜)
(for example, if F is a set of representatives for the action of Γ on X˜ , we
may define Ln(X˜) as the set of singular n-simplices whose first vertex lies in
F ). Then, for every n-simplex s ∈ Sn(X˜), there exist a unique gs ∈ Γ and
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a unique s ∈ Ln(X˜) such that gs · s = s. Let us now consider the extension
problem:
0 // A ι
//
α

B
βzz✈
✈
✈
✈
✈
σ
tt
Cn(X˜,R)
We define the desired extension β by setting
β(b)(s) = α(gsσ(g
−1
s · b))(s) = α(σ(g
−1
s · b))(s)
for every s ∈ Sn(X˜). It is easy to verify that the map β is an R[Γ]-map,
and that α = β ◦ ι.
An alternative proof (producing the same solution to the extension prob-
lem) is the following. Using that the action of Γ on X˜ is free, it is easy to
show that Ln(X˜), when considered as a subset of Cn(X˜,R), is a free basis of
Cn(X˜,R) over R[Γ]. In other words, every c ∈ Cn(X˜,R) may be expressed
uniquely as a sum of the form c =
∑k
i=1 aigisi, ai ∈ R, gi ∈ Γ, si ∈ Ln(X˜).
Therefore, the map
ψ : C0(Γ, C0(Ln(X˜), R))→ C
n(X˜,R) , ψ(f)
(
k∑
i=1
aigisi
)
=
k∑
i=1
aif(gi)(si)
is well defined. If we endow C0(Ln(X˜), R) with the structure of trivial
Γ-module, then a straightforward computation shows that ψ is in fact a
Γ-isomorphism, so the conclusion follows from Lemma 4.2. 
Proposition 4.7. Let ε : R → C0(X˜,R) be defined by ε(t)(s) = t for
every singular 0-simplex s in X˜. Suppose that Hi(X˜,R) = 0 for every i ≥ 1.
Then the augmented complex
0 −→ R
ε
−→ C0(X˜,R)
δ1
−→ C1(X˜,R)→ . . .
δn−1
−→ Cn(X˜,R)
δn
−→ Cn+1(X˜,R)
is a relatively injective strong resolution of the trivial R[Γ]-module R.
Proof. Since X˜ is path-connected, we have that Im ε = ker δ0. Observe
now that Cn(X˜,R) is R-free for every n ∈ N. As a consequence, the obvious
augmented complex associated to C•(X˜,R), being acyclic, is homotopically
trivial over R. Since Cn(X˜,R) ∼= HomR(Cn(X˜,R), R), we may conclude
that the augmented complex described in the statement is a strong resolution
of R over R[Γ]. Then the conclusion follows from Lemma 4.6. 
Putting together Propositions 4.3, 4.7 and Corollary 4.5 we can provide
the following topological description of Hn(Γ, R):
Corollary 4.8. Let X be a path-connected space admitting a universal
covering X˜, and suppose that Hi(X˜,R) = 0 for every i ≥ 1. Then H
i(X,R)
is canonically isomorphic to H i(π1(X), R) for every i ∈ N.
4.6. RELATIVELY INJECTIVE NORMED Γ-MODULES 51
4.5. Bounded cohomology via resolutions
Just as in the case of classical cohomology, it is often useful to have al-
ternative ways to compute the bounded cohomology of a group. This section
is devoted to an approach to bounded cohomology which closely follows the
traditional approach to classical cohomology via homological algebra. The
circle of ideas we are going to describe first appeared (in the case with trivial
real coefficients) in a paper by Brooks [Bro81], where it was exploited to
give an independent proof of Gromov’s result that the isomorphism type
of the bounded cohomology of a space (with real coefficients) only depends
on its fundamental group [Gro82]. Brooks’ theory was then developed by
Ivanov in his foundational paper [Iva87] (see also [Nos91] for the case of
coefficients in general normed Γ-modules). Ivanov gave a new proof of the
vanishing of the bounded cohomology (with real coefficients) of a simply
connected space (this result played an important role in Brooks’ argument,
and was originally due to Gromov [Gro82]), and managed to incorporate
the seminorm into the homological algebra approach to bounded cohomol-
ogy, thus proving that the bounded cohomology of a space is isometrically
isomorphic to the bounded cohomology of its fundamental group (in the
case with real coefficients). Ivanov-Noskov’s theory was further developed
by Burger and Monod [BM99, BM02, Mon01], who paid a particular
attention to the continuous bounded cohomology of topological groups.
Both Ivanov-Noskov’s and Monod’s theory are concerned with Banach
Γ-modules, which are in particular R[Γ]-modules. For the moment, we prefer
to consider also the (quite different) case with integral coefficients. There-
fore, we let R be either Z or R, and we concentrate our attention on the
category of normed R[Γ]-modules introduced in Section 1.4. In the next
sections we will see that relative injective modules and strong resolutions
may be defined in this context just by adapting to normed R[Γ]-modules
the analogous definitions for generic R[Γ]-modules.
4.6. Relatively injective normed Γ-modules
Throughout the whole section, unless otherwise stated, we will deal only
with normed R[Γ]-modules. Therefore, Γ-morphisms will be always assumed
to be bounded.
The following definitions are taken from [Iva87] (where only the case
when R = R and V is Banach is dealt with). A bounded linear map ι : A→
B of normed R-modules is strongly injective if there is an R-linear map
σ : B → A with ‖σ‖ ≤ 1 and σ ◦ ι = IdA (in particular, ι is injective). We
emphasize that, even when A and B are R[Γ]-modules, the map σ is not
required to be Γ-equivariant.
Definition 4.9. A normed R[Γ]-module E is relatively injective if for
every strongly injective Γ-morphism ι : A→ B of normed R[Γ]-modules and
every Γ-morphism α : A → E there is a Γ-morphism β : B → E satisfying
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β ◦ ι = α and ‖β‖ ≤ ‖α‖.
0 // A ι
//
α

B
β~~⑦
⑦
⑦
⑦
σ
uu
E
Remark 4.10. Let E be a normed R[Γ]-module, and let Eˆ be the under-
lying R[Γ]-module. Then no obvious implication exists between the fact that
E is relatively injective (in the category of normed R[Γ]-modules, i.e. accord-
ing to Definition 4.9), and the fact that Eˆ is (in the category of R[Γ]-modules,
i.e. according to Definition 4.1). This could suggest that the use of the same
name for these different notions could indeed be an abuse. However, unless
otherwise stated, henceforth we will deal with relatively injective modules
only in the context of normed R[Γ]-modules, so the reader may safely take
Definition 4.9 as the only definition of relative injectivity.
The following result is due to Ivanov [Iva87] in the case of real coeffi-
cients, and to Monod [Mon01] in the general case (see also Remark 4.13),
and shows that the modules involved in the definition of bounded cohomol-
ogy are relatively injective.
Lemma 4.11. Let V be a normed R[Γ]-module. Then the normed R[Γ]-
module Cnb (Γ, V ) is relatively injective.
Proof. Let us consider the extension problem described in Definition 4.9,
with E = Cnb (Γ, V ). Then we define β as follows:
β(b)(g0, . . . , gn) = α(g0σ(g
−1
0 b))(g0, . . . , gn) .
It is immediate to check that β ◦ ι = α. Moreover, since ‖σ‖ ≤ 1, we
have ‖β‖ ≤ ‖α‖. Finally, the fact that β commutes with the actions of
Γ may be proved by the very same computation described in the proof of
Lemma 4.2. 
4.7. Resolutions of normed Γ-modules
A normed R[Γ]-complex is an R[Γ]-complex whose modules are normed
R[Γ]-spaces, and whose differential is a bounded R[Γ]-map in every degree.
A chain map between (E•, δ•E) (F
•, δ•F ) is a chain map between the under-
lying R[Γ]-complexes which is bounded in every degree, and a Γ-homotopy
between two such chain maps is just a Γ-homotopy between the underlying
maps of R[Γ]-modules, which is bounded in every degree. The cohomology
H•b (E
•) of the normed Γ-complex (E•, δ•E) is defined as usual by taking the
cohomology of the subcomplex of Γ-invariants. The norm on En restricts
to a norm on Γ-invariant cocycles, which induces in turn a seminorm on
Hnb (E
•) for every n ∈ N.
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An augmented normed Γ-complex (E,E•, δ•) with augmentation map
ε : E → E0 is a Γ-complex
0 −→ E
ε
−→ E0
δ0
−→ E1
δ1
−→ . . .
δn
−→ En+1
δn+1
−→ . . .
We also ask that ε is an isometric embedding. A resolution of E (as a
normed R[Γ]-complex) is an exact augmented normed complex (E,E•, δ•).
It is relatively injective if En is relatively injective for every n ≥ 0. From
now on, we will call simply complex any normed Γ-complex.
Let (E,E•, δ•E) be a resolution of E, and suppose that (F,F
•, δ•F ) is a
relatively injective resolution of F . We would like to be able to extend any
Γ-map E → F to a chain map between E• and F •. As observed in the
preceding section, to this aim we need to require the resolution (E,E•, δ•E)
to be strong, according to the following definition.
A contracting homotopy for a resolution (E,E•, δ•) is a sequence of linear
maps ki : Ei → Ei−1 such that ‖ki‖ ≤ 1 for every i ∈ N, δi−1◦ki+ki+1◦δi =
IdEi if i ≥ 0, and k
0 ◦ ε = IdE :
0 // E ε
// E0
δ0
//
k0
uu
E1
δ1
//
k1
tt
. . .
k2
tt
δn−1
// En
δn
//
kn
vv . . .
kn+1
tt
Note however that it is not required that ki be Γ-equivariant. A resolution
is strong if it admits a contracting homotopy.
Proposition 4.12. Let V be a normed R[Γ]-space, and let ε : V →
C0b (Γ, V ) be defined by ε(v)(g) = v for every v ∈ V , g ∈ Γ. Then the
augmented complex
0 −→ V
ε
−→ C0b (Γ, V )
δ0
−→ C1b (Γ, V )→ . . .→ C
n
b (Γ, V )→ . . .
provides a relatively injective strong resolution of V .
Proof. We already know that each Cib(Γ, V ) is relatively injective, so
in order to conclude it is sufficient to observe that the map
kn+1 : Cn+1b (Γ, V )→ C
n
b (Γ, V ) k
n+1(f)(g0, . . . , gn) = f(1, g0, . . . , gn)
provides a contracting homotopy for the resolution (V,C•b (Γ, V ), δ
•). 
The resolution described in Proposition 4.12 is the standard resolution
of V as a normed R[Γ]-module.
Remark 4.13. Let us briefly compare our notion of standard resolution
with Ivanov’s andMonod’s ones. In [Iva87], for every n ∈ N the set Cnb (Γ,R)
is denoted by B(Γn+1), and it is endowed with the structure of a right
Banach Γ-module by the action g ·f(g0, . . . , gn) = f(g0, . . . , gn ·g). Moreover,
the sequence of modules B(Γn), n ∈ N, is equipped with a structure of Γ-
complex
0 −→ R
d−1
−→ B(Γ)
d0−→ B(Γ2)
d1−→ . . .
dn−→ B(Γn+2)
dn+1
−→ . . . ,
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where d−1(t)(g) = t and
dn(f)(g0, . . . , gn+1) = (−1)
n+1f(g1, . . . , gn+1)
+
n∑
i=0
(−1)n−if(g0, . . . , gigi+1, . . . , gn+1)
for every n ≥ 0 (here we are using Ivanov’s notation also for the differential).
Now, it is readily seen that (in the case with trivial real coefficients) Ivanov’s
resolution is isomorphic to our standard resolution via the isometric Γ-chain
isomorphism ϕ• : B•(Γ)→ C•b (Γ,R) defined by
ϕn(f)(g0, . . . , gn) = f(g
−1
n , g
−1
n g
−1
n−1, . . . , g
−1
n g
−1
n−1 · · · g
−1
1 g
−1
0 )
(with inverse (ϕn)−1(f)(g0, . . . , gn) = f(g
−1
n gn−1, g
−1
n−1gn−2, . . . , g
−1
1 g0, g
−1
0 )).
We also observe that the contracting homotopy described in Proposition 4.12
is conjugated by ϕ• into Ivanov’s contracting homotopy for the complex
(B(Γ•), d•) (which is defined in [Iva87]).
Our notation is much closer to Monod’s one. In fact, in [Mon01] the
more general case of a topological group Γ is addressed, and the n-th module
of the standard Γ-resolution of an R[Γ]-module V is inductively defined by
setting
C0b (Γ, V ) = Cb(Γ, V ), C
n
b (Γ, V ) = Cb(Γ, C
n−1
b (Γ, V )) ,
where Cb(Γ, E) denotes the space of continuous bounded maps from Γ to
the Banach space E. However, as observed in [Mon01, Remarks 6.1.2
and 6.1.3], the case when Γ is an abstract group may be recovered from the
general case just by equipping Γ with the discrete topology. In that case, our
notion of standard resolution coincides with Monod’s one (see also [Mon01,
Remark 7.4.9]).
The following result can be proved by means of standard homological
algebra arguments (see [Iva87], [Mon01, Lemmas 7.2.4 and 7.2.6] for full
details):
Theorem 4.14. Let α : E → F be a Γ-map between normed R[Γ]-
modules, let (E,E•, δ•E) be a strong resolution of E, and suppose (F,F
•, δ•F )
is an augmented complex such that F i is relatively injective for every i ≥ 0.
Then α extends to a chain map α•, and any two extensions of α to chain
maps are Γ-homotopic.
Corollary 4.15. Let V be a normed R[Γ]-modules, and let (V, V •, δ•V )
be a relatively injective strong resolution of V . Then for every n ∈ N there
is a canonical isomorphism
Hnb (Γ, V )
∼= Hnb (V
•) .
Moreover, this isomorphism is bi-Lipschitz with respect to the seminorms of
Hnb (Γ, V ) and H
n(V •).
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Proof. By Proposition 4.12, the standard resolution of V is a relatively
injective strong resolution of V over Γ. Therefore, Theorem 4.4 provides
chain maps between C•b (Γ, V ) and V
•, which are one the Γ-homotopy in-
verse of the other. Therefore, these chain maps induce isomorphisms in
cohomology. The conclusion follows from the fact that bounded chain maps
induce bounded maps in cohomology. 
By Corollary 4.15, every relatively injective strong resolution of V in-
duces a seminorm on H•b (Γ, V ). Moreover, the seminorms defined in this
way are pairwise equivalent. However, in many applications, it is impor-
tant to be able to compute the exact canonical seminorm of elements in
Hnb (Γ, V ), i.e. the seminorm induced on H
n
b (Γ, V ) by the standard resolu-
tion C•b (Γ, V ). Unfortunately, it is not possible to capture the isometry type
of Hnb (Γ, V ) via arbitrary relatively injective strong resolutions. Therefore,
a special role is played by those resolutions which compute the canonical
seminorm. The following fundamental result is due to Ivanov, and implies
that these distinguished resolutions are in some sense extremal:
Theorem 4.16. Let V be a normed R[Γ]-module, and let (V, V •, δ•) be
any strong resolution of V . Then the identity of V can be extended to a
chain map α• between V • and the standard resolution of V , in such a way
that ‖αn‖ ≤ 1 for every n ≥ 0. In particular, the canonical seminorm
of H•b (Γ, V ) is not bigger than the seminorm induced on H
•
b (Γ, V ) by any
relatively injective strong resolution.
Proof. One can inductively define αn by setting, for every v ∈ En and
gj ∈ Γ:
αn(v)(g0, . . . , gn) = α
n−1
(
g0
(
kn
(
g−10 (v)
)))
(g1, . . . , gn),
where k• is a contracting homotopy for the given resolution (V, V •, δ•). It is
not difficult to prove by induction that α• is indeed a norm non-increasing
chain Γ-map (see [Iva87], [Mon01, Theorem 7.3.1] for the details). 
Corollary 4.17. Let V be a normed R[Γ]-module, let (V, V •, δ•) be a
relatively injective strong resolution of V , and suppose that the identity of
V can be extended to a chain map α• : C•b (Γ, V ) → V
• such that ‖αn‖ ≤
1 for every n ∈ N. Then α• induces an isometric isomorphism between
H•b (Γ, V ) and H
•(V •). In particular, the seminorm induced by the resolution
(V, V •, δ•) coincides with the canonical seminorm on H•b (Γ, V ).
4.8. More on amenability
The following result establishes an interesting relationship between the
amenability of Γ and the relative injectivity of normed R[Γ]-modules.
Proposition 4.18. The following facts are equivalent:
(1) The group Γ is amenable.
(2) Every dual normed R[Γ]-module is relatively injective.
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(3) The trivial R[Γ]-module R is relatively injective.
Proof. (1) ⇒ (2): Let W be a normed R[Γ]-module, and let V = W ′
be the dual normed R[Γ]-module of W . We first construct a left inverse
(over R[Γ]) of the augmentation map ε : V → C0b (Γ, V ). We fix an invariant
mean m on Γ. For f ∈ C0b (Γ, V ) and w ∈W we consider the function
fw : Γ→ R , fw(g) = f(g)(w) .
It follows from the definitions that fw is an element of ℓ
∞(Γ), so we may
define a map r : C0b (Γ, V )→ V by setting r(f)(w) = m(fw). It is immediate
to check that r(f) is indeed a bounded functional on W , whose norm is
bounded by ‖f‖∞. In other words, the map r is well defined and norm non-
increasing. The Γ-invariance of the mean m implies that r is Γ-equivariant,
and an easy computation shows that r ◦ ε = IdV .
Let us now consider the diagram
0 // A ι
//
α

B
β′

✏
✍
☛
✟
✆
✂
β
zz✉
✉
✉
✉
✉
σ
tt
V
ε

C0b (Γ, V )
r
VV
By Lemma 4.11, C0b (Γ, V ) is relatively injective, so there exists a bounded
R[Γ]-map β′ such that ‖β′‖ ≤ ‖ε◦α‖ ≤ ‖α‖ and β′◦ι = ε◦α. The R[Γ]-map
β := r ◦β′ satisfies ‖β‖ ≤ ‖α‖ and β ◦ ι = α. This shows that V is relatively
injective.
(2) ⇒ (3) is obvious, so we are left to show that (3) implies (1). If R is
relatively injective and σ : ℓ∞(Γ) → R is the map defined by σ(f) = f(1),
then there exists an R[Γ]-map β : ℓ∞(Γ) → R such that ‖β‖ ≤ 1 and the
following diagram commutes:
R ε
//
Id

ℓ∞(Γ)
β
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
σ
ss
R
By construction, since β(1Γ) = 1, the map β is an invariant continuous
non-trivial functional on ℓ∞(Γ), so Γ is amenable by Lemma 3.2. 
The previous proposition allows us to provide an alternative proof of
Theorem 3.6, which we recall here for the convenience of the reader:
Theorem 4.19. Let Γ be an amenable group, and let V be a dual normed
R[Γ]-module. Then Hnb (Γ, V ) = 0 for every n ≥ 1.
4.9. AMENABLE SPACES 57
Proof. The complex
0 −→ V
Id
−→ V −→ 0
provides a relatively injective strong resolution of V , so the conclusion fol-
lows from Corollary 4.15. 
4.9. Amenable spaces
The notion of amenable space was introduced by Zimmer [Zim78] in
the context of actions of topological groups on standard measure spaces (see
e.g. [Mon01, Section 5.3] for several equivalent definitions). In our case of
interest, i.e. when Γ is a discrete group acting on a set S (which may be
thought as endowed with the discrete topology), the amenability of S as a
Γ-space is equivalent to the amenability of the stabilizers in Γ of elements
of S [AEG94, Theorem 5.1]. Therefore, we may take this characterization
as a definition:
Definition 4.20. A left action Γ × S → S of a group Γ on a set S is
amenable if the stabilizer of every s ∈ S is an amenable subgroup of Γ. In
this case, we equivalently say that S is an amenable Γ-set.
The importance of amenable Γ-sets is due to the fact that they may be
exploited to isometrically compute the bounded cohomology of Γ. If S is any
Γ-set and V is any normed R[Γ]-module, then we denote by ℓ∞(Sn+1, V ) the
space of bounded functions from Sn+1 to V . This space may be endowed
with the structure of a normed R[Γ]-module via the action
(g · f)(s0, . . . , sn) = g · (f(g
−1s0, . . . , g
−1sn)) .
The differential δn : ℓ∞(Sn+1, V )→ ℓ∞(Sn+2, V ) defined by
δn(f)(s0, . . . , sn+1) =
n∑
i=0
(−1)if(s0, . . . , sˆi, . . . , sn)
endows the pair (ℓ∞(S•+1, V ), δ•) with the structure of a normed R[Γ]-
complex. Together with the augmentation ε : V → ℓ∞(S, V ) given by
ε(v)(s) = v for every s ∈ S, such a complex provides a strong resolution of
V :
Lemma 4.21. The augmented complex
0 −→ V −→ ℓ∞(S, V )
δ0
−→ ℓ∞(S2, V )
δ1
−→ ℓ∞(S3, V )
δ2
−→ . . .
provides a strong resolution of V .
Proof. Let s0 be a fixed element of S. Then the maps
kn : ℓ∞(Sn+1, V )→ ℓ∞(Sn, V ) , kn(f)(s1, . . . , sn) = f(s0, s1, . . . , sn)
provide the required contracting homotopy. 
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Lemma 4.22. Suppose that S is an amenable Γ-set, and that V is a
dual normed R[Γ]-module. Then ℓ∞(Sn+1, V ) is relatively injective for every
n ≥ 0.
Proof. Since any intersection of amenable subgroups is amenable, the
Γ-set S is amenable if and only if Sn is. Therefore, it is sufficient to deal
with the case n = 0.
Let W be a normed R[Γ]-module such that V = W ′, and consider the
extension problem described in Definition 4.9, with E = ℓ∞(S, V ):
0 // A ι
//
α

B
βzz✈
✈
✈
✈
✈
σ
tt
ℓ∞(S, V )
We denote by R ⊆ S a set of representatives for the action of Γ on S, and for
every r ∈ R we denote by Γr the stabilizer of r, endowed with the invariant
mean µr. Moreover, for every s ∈ S we choose an element gs ∈ Γ such that
g−1s (s) = rs ∈ R. Then gs is uniquely determined up to right multiplication
by elements in Γrs .
Let us fix an element b ∈ B. In order to define β(b), for every s ∈ S we
need to know the value taken by β(b)(s) on every w ∈W . Therefore, we fix
s ∈ S, w ∈W , and we set
(β(b)(s))(w) = µrs(fb) ,
where fb ∈ ℓ
∞(Γrs ,R) is defined by
fb(g) =
(
(gsg) · α(σ(g
−1g−1s b))
)
(s) (w) .
Since ‖σ‖ ≤ 1 we have that ‖β‖ ≤ ‖α‖, and the behaviour of means on
constant functions implies that β ◦ ι = α.
Observe that the element β(b)(s) does not depend on the choice of gs ∈ Γ.
In fact, if we replace gs by gsg
′ for some g′ ∈ Γrs , then the function fb defined
above is replaced by the function
f ′b(g) =
(
(gsg
′g) · α(σ(g−1(g′)−1g−1s b))
)
(s) (w) = fb(g
′g) ,
and µrs(f
′
b) = µrs(fb) by the invariance of the mean µrs . This fact allows
us to prove that β is a Γ-map. In fact, let us fix g ∈ Γ and let s = g−1(s).
Then we may assume that gs = g
−1gs, so
g(β(b))(s)(w) = g(β(b)(g−1s))(w) = β(b)(s)(g−1w) = µrs(f b) ,
where f b ∈ ℓ
∞(Γrs ,R) is given by
f b(g) =
(
(g−1gsg) · α(σ(g
−1g−1s gb))
)
(s) (g−1w)
=
(
(gsg) · α(σ(g
−1g−1s gb))
)
(s) (w)
= fgb(g) .
4.9. AMENABLE SPACES 59
Therefore,
g(β(b))(s)(w) = µrs(fgb) = β(gb)(s)(w)
for every s ∈ S, w ∈W , i.e. gβ(b) = β(gb), and we are done. 
As anticipated above, we are now able to show that amenable spaces
may be exploited to compute bounded cohomology:
Theorem 4.23. Let S be an amenable Γ-set and let V be a dual normed
R[Γ]-module. Let also (V, V •, δ•V ) be a strong resolution of V . Then, there
exists a Γ-chain map α• : V • → ℓ∞(S•+1, V ) which extends IdV and is norm
non-increasing in every degree. In particular, the homology of the complex
0 −→ ℓ∞(S, V )Γ
δ0
−→ ℓ∞(S2, V )Γ
δ1
−→ ℓ∞(S3, V )Γ
δ2
−→ . . .
is canonically isometrically isomorphic to H•b (Γ, V ).
Proof. By Theorem 4.16, in order to prove the first statement of the
theorem it is sufficient to assume that V • = C•b (Γ, V ), so we are left to
construct a norm non-increasing chain map
α• : C•b (Γ, V )→ ℓ
∞(S•+1, V ) .
We keep notation from the proof of the previous lemma, i.e. we fix a set
of representatives R for the action of Γ on S, and for every s ∈ S we choose
an element gs ∈ Γ such that g
−1
s s = rs ∈ R. For every r ∈ R we also fix an
invariant mean µr on the stabilizer Γr of r.
Let us fix an element f ∈ Cnb (Γ, V ), and take (s0, . . . , sn) ∈ S
n+1. If
V = W ′, we also fix an element w ∈ W . For every i we denote by ri ∈ R
the representative of the orbit of si, and we consider the invariant mean
µr0 × . . . × µrn on Γr0 × . . . × Γrn (see Remark 3.5). Then we consider the
function fs0,...,sn ∈ ℓ
∞(Γr0 × . . . × Γrn ,R) defined by
fs0,...,sn(g0, . . . , gn) = f(gs0g0, . . . , gsngn)(w) .
By construction we have ‖fs0,...,sn‖∞ ≤ ‖f‖∞ · ‖w‖W , so we may set
(αn(f)(s0, . . . , sn))(w) = (µr0 × . . .× µrn)(fs0,...,sn) ,
thus defining an element αn(f)(s0, . . . , sn) ∈W
′ = V such that ‖αn(f)‖V ≤
‖f‖∞. We have thus shown that α
n : Cnb (Γ, V ) → ℓ
∞(Sn+1, V ) is a well-
defined norm non-increasing linear map. The fact that αn commutes with
the action of Γ follows from the invariance of the means µr, r ∈ R, and the
fact that α• is a chain map is obvious.
The fact that the complex ℓ∞(S•+1, V ) isometrically computes the bounded
cohomology of Γ with coefficients in V is now straightforward. Indeed, the
previous lemmas imply that the augmented complex (V, ℓ∞(S•+1, V ), δ•)
provides a relatively injective strong resolution of V , so Corollary 4.15 im-
plies that the homology of the Γ-invariants of (V, ℓ∞(S•+1), δ•) is isomor-
phic to the bounded cohomology of Γ with coefficients in V . Thanks to
the existence of the norm non-increasing chain map α•, the fact that this
isomorphism is isometric is then a consequence of Corollary 4.17. 
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Let us prove some direct corollaries of the previous results. Observe that,
if W is a dual normed R[K]-module and ψ : Γ → K is a homomorphism,
then the induced module ψ−1(W ) is a dual normed R[Γ]-module.
Theorem 4.24. Let ψ : Γ → K be a surjective homomorphism with
amenable kernel, and let W be a dual normed R[K]-module. Then the in-
duced map
H•b (K,W )→ H
•
b (Γ, ψ
−1W )
is an isometric isomorphism.
Proof. The action Γ × K → K defined by (g, k) 7→ ψ(g)k endows K
with the structure of an amenable Γ-set. Therefore, Theorem 4.23 implies
that the bounded cohomology of Γ with coefficients in ψ−1W is isometrically
isomorphic to the cohomology of the complex ℓ∞(K•+1, ψ−1W )Γ. However,
since ψ is surjective, we have a (tautological) isometric identification between
ℓ∞(K•+1, ψ−1W )Γ and C•b (K,W )
K , whence the conclusion. 
Corollary 4.25. Let ψ : Γ → K be a surjective homomorphism with
amenable kernel. Then the induced map
Hnb (K,R)→ H
n
b (Γ,R)
is an isometric isomorphism for every n ∈ N.
4.10. Alternating cochains
Let V be a normed R[Γ]-module. A cochain ϕ ∈ Cn(Γ, V ) is alternating
if it satisfies the following condition: for every permutation σ ∈ Sn+1 of the
set {0, . . . , n}, if we denote by sgn(σ) = ±1 the sign of σ, then the equality
ϕ(gσ(0), . . . , gσ(n)) = sgn(σ) · ϕ(g0, . . . , gn)
holds for every (g0, . . . , gn) ∈ Γ
n+1. We denote by Cnalt(Γ, V ) ⊆ C
n(Γ, V )
the subset of alternating cochains, and we set Cnb,alt(Γ, V ) = C
n
alt(Γ, V ) ∩
Cnb (Γ, V ). It is well-known that (bounded) alternating cochains provide a
Γ-subcomplex of general (bounded) cochains. In fact, it turns out that, in
the case of real coefficients, one can compute the (bounded) cohomology of
Γ via the complex of alternating cochains:
Proposition 4.26. The complex C•alt(Γ, V ) (resp. C
•
b,alt(Γ, V )) isomet-
rically computes the cohomology (resp. the bounded cohomology) of Γ with
real coefficients.
Proof. We concentrate our attention on bounded cohomology, the case
of ordinary cohomology being very similar. The inclusion j• : C•b,alt(Γ, V )→
C•b (Γ, V ) induces a norm non-increasing map on bounded cohomology, so
in order to prove the proposition it is sufficient to construct a norm non-
increasing Γ-chain map alt•b : C
•
b (Γ, V ) → C
•
b,alt(Γ, V ) which satisfies the
following properties:
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(1) altnb is a retraction onto the subcomplex of alternating cochains,
i.e. altnb ◦ j
n = Id for every n ≥ 0;
(2) j• ◦ alt•b is Γ-homotopic to the identity of C
•
b (Γ, V ) (as usual, via a
homotopy which is bounded in every degree).
For every ϕ ∈ Cnb (Γ, V ), (g0, . . . , gn) ∈ Γ
n+1 we set
altnb (ϕ)(g0, . . . , gn) =
1
(n+ 1)!
∑
σ∈Sn+1
sgn(σ) · ϕ(gσ(0), . . . , gσ(n)) .
It is easy to check that alt•b satisfies the required properties (the fact that it is
indeed homotopic to the identity of C•b (Γ, V ) may be deduced, for example,
by the computations carried out in the context of singular chains in [FM11,
Appendix B]). 
Let S be an amenable Γ-set. We have seen in Theorem 4.23 that the
bounded cohomology of Γ with coefficients in the normed R[Γ]-module V is
isometrically isomorphic to the cohomology of the complex ℓ∞(S•+1, V )Γ.
The very same argument described in the proof of Proposition 4.26 shows
that the bounded cohomology of Γ is computed also by the subcomplex
of alternating elements of ℓ∞(S•+1, V )Γ. More precisely, let us denote by
ℓ∞alt(S
n, V ) the submodule of alternating elements of ℓ∞(Sn, V ) (the defini-
tion of alternating being obvious). Then we have the following:
Theorem 4.27. Let S be an amenable Γ-set and let V be a dual normed
R[Γ]-module. Then the homology of the complex
0 −→ ℓ∞alt(S, V )
Γ δ
0
−→ ℓ∞alt(S
2, V )Γ
δ1
−→ ℓ∞alt(S
3, V )Γ
δ2
−→ . . .
is canonically isometrically isomorphic to H•b (Γ, V ).
4.11. Further readings
The study of bounded cohomology of groups by means of homological
algebra was initiated by Brooks [Bro81] and developed by Ivanov [Iva87],
who first managed to construct a theory that allowed the use of resolutions
for the isometric computation of bounded cohomology (see also [Nos91]
for the case with twisted coefficients). Ivanov’s ideas were then generalized
and further developed by Burger and Monod [BM99, BM02, Mon01] in
order to deal with topological groups (their theory lead also to a deeper
understanding of the bounded cohomology of discrete groups, for example
in the case of lattices in Lie groups). In the case of discrete groups, an
introduction to bounded cohomology following Ivanov’s approach may also
be found in [Lo¨ha].
From the point of view of homological algebra, bounded cohomology is
a pretty exotic theory, since it fails excision and thus it cannot be easily
studied via any (generalized) Mayer-Vietoris principle. As observed in the
introduction of [Bu¨h11], this seemed to suggest that (continuous) bounded
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cohomology could not be interpreted as a derived functor and that triangu-
lated methods could not apply to its study. On the contrary, it is proved
in [Bu¨h11] that the formalism of exact categories and their derived cat-
egories can be exploited to construct a classical derived functor on the
category of Banach Γ-modules with values in Waelbroeck’s abelian cate-
gory. Building on this fact, Bu¨hler provided an axiomatic characterization
of bounded cohomology, and illustrated how the theory of bounded coho-
mology can be interpreted in the standard framework of homological and
homotopical algebra.
Amenable actions. There exist at least two quite different notions of
amenable actions in the literature. Namely, suppose that the group Γ acts
via Borel isomorphisms on a topological space X. Then one can say that
the action is amenable if X supports a Γ-invariant Borel probability mea-
sure. This is the case, for example, whenever the action has a finite orbit
O, because in that case a Γ-invariant probability measure is obtained just
by taking the (normalized) counting measure supported on O. This defini-
tion of amenable action dates back to [Gre69], and it is not the best suited
to bounded cohomology. Indeed, our definition of amenable action (for a
discrete group on a discrete space) is a very particular instance of a more
general notion due to Zimmer [Zim78, Zim84]. Zimmer’s original defini-
tion of amenable action is quite involved, but it turns out to be equivalent to
the existence of a Γ-invariant conditional expectation L∞(Γ×X)→ L∞(X),
or to the fact that the equivalence relation on X defined by the action is
amenable, together with the amenability of the stabilizer of x ∈ X for
almost every x ∈ X (this last characterization readily implies that our Def-
inition 4.20 indeed coincides with Zimmer’s one in the case of actions on
discrete spaces). For a discussion of the equivalence of these definitions of
Zimmer’s amenability we refer the reader to [Mon01, II.5.3], which sum-
marizes and discusses results from [AEG94]. Amenable actions also admit
a characterization in the language of homological algebra: an action of Γ
on a space X is amenable if and only if the Γ-module L∞(X) is relatively
injective. This implies that amenable spaces may be exploited to compute
(and, in fact, to isometrically compute) the bounded cohomology of groups
(in the case of discrete spaces, this is just Theorem 4.23).
Both definitions of amenable actions we have just discussed may be
generalized to the case when Γ is a locally compact topological group. As
noted in [GM07], these two notions are indeed quite different, and in fact
somewhat “dual” one to the other: for example, a trivial action is always
amenable in the sense of Greenleaf, while it is amenable in the sense of
Zimmer precisely when the group Γ is itself amenable.
An important example of amenable action is given by the action of
any countable group Γ on its Poisson boundary [Zim78]. Such an ac-
tion is also doubly ergodic [Kai03], and this readily implies that the sec-
ond bounded cohomology of a group Γ may be isometrically identified with
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the space of Γ-invariant 2-cocycles on its Poisson boundary. This fact has
proved to be extremely powerful for the computation of low-dimensional
bounded cohomology modules for discrete and locally compact groups (see
e.g. [BM99, BM02]). As an example, let us recall that Bouarich proved
that, if ϕ : Γ → H is a surjective homomorphism, then the induced map
H2b (ϕ) : H
2
b (H,R) → H
2
b (Γ,R) is injective (see Theorem 2.17). Indeed,
the morphism ϕ induces a measurable map from a suitably chosen Poisson
boundary of Γ to a suitably chosen Poisson boundary of H, and this implies
in turn that the map H2b (ϕ) is in fact an isometric isomorphism [Hub12,
Theorem 2.14].

CHAPTER 5
Bounded cohomology of topological spaces
Let X be a topological space, and let R = Z,R. Recall that C•(X,R)
(resp. C•(X,R)) denotes the usual complex of singular chains (resp. cochains)
on X with coefficients in R, and Si(X) is the set of singular i–simplices in
X. We also regard Si(X) as a subset of Ci(X,R), so that for any cochain
ϕ ∈ Ci(X,R) it makes sense to consider its restriction ϕ|Si(X). For every
ϕ ∈ Ci(X,R), we set
‖ϕ‖ = ‖ϕ‖∞ = sup {|ϕ(s)| | s ∈ Si(X)} ∈ [0,∞].
We denote by C•b (X,R) the submodule of bounded cochains, i.e. we set
C•b (X,R) = {ϕ ∈ C
•(X,R) | ‖ϕ‖ <∞} .
Since the differential takes bounded cochains into bounded cochains, C•b (X,R)
is a subcomplex of C•(X,R). We denote by H•(X,R) (resp. H•b (X,R)) the
homology of the complex C•(X,R) (resp. C•b (X,R)). Of course, H
•(X,R)
is the usual singular cohomology module of X with coefficients in R, while
H•b (X,R) is the bounded cohomology module of X with coefficients in R.
Just as in the case of groups, the norm on Ci(X,R) descends (after taking
the suitable restrictions) to a seminorm on each of the modules H•(X,R),
H•b (X,R). More precisely, if ϕ ∈ H is a class in one of these modules, which
is obtained as a quotient of the corresponding module of cocycles Z, then
we set
‖ϕ‖ = inf {‖ψ‖ | ψ ∈ Z, [ψ] = ϕ in H} .
This seminorm may take the value ∞ on elements in H•(X,R) and may
be null on non-zero elements in H•b (X,R) (but not on non-zero elements
in H•(X,R): this is clear in the case with integer coefficients, and it is
a consequence of the Universal Coefficient Theorem in the case with real
coefficients, since a real cohomology class with vanishing seminorm has to
be null on any cycle, whence null in H•(X,R)).
The inclusion of bounded cochains into possibly unbounded cochains
induces the comparison map
c• : H•b (X,R)→ H
•(X,R) .
5.1. Basic properties of bounded cohomology of spaces
Bounded cohomology enjoys some of the fundamental properties of clas-
sical singular cohomology: for example, H ib({pt.}, R) = 0 if i > 0, and
H0b ({pt.}, R) = R (more in general, H
0
b (X,R) is canonically isomorphic to
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ℓ∞(S), where S is the set of path connected components of X). The usual
proof of the homotopy invariance of singular homology is based on the con-
struction of an algebraic homotopy which maps every n-simplex to the sum
of at most n + 1 (n + 1)-dimensional simplices. As a consequence, the ho-
motopy operator induced in cohomology preserves bounded cochains. This
implies that bounded cohomology is a homotopy invariant of topological
spaces. Moreover, if (X,Y ) is a topological pair, then there is an obvious
definition of H•b (X,Y ), and it is immediate to check that the analogous of
the long exact sequence of the pair in classical singular cohomology also
holds in the bounded case.
Perhaps the most important phenomenon that distinguishes bounded
cohomology from classical singular cohomology is the lacking of any Mayer-
Vietoris sequence (or, equivalently, of any excision theorem). In particular,
spaces with finite-dimensional bounded cohomology may be tamely glued to
each other to get spaces with infinite-dimensional bounded cohomology (see
Remark 5.6 below).
Recall from Section 1.3 thatHn(X,R) ∼= Hn(π1(X), R) for every aspher-
ical CW-complex X. As anticipated in Section 1.8, a fundamental result by
Gromov provides an isometric isomorphism Hnb (X,R)
∼= Hnb (π1(X),R) even
without any assumption on the asphericity of X. This section is devoted to a
proof of Gromov’s result. We will closely follow Ivanov’s argument [Iva87],
which deals with the case when X is (homotopically equivalent to) a count-
able CW-complex. Before going into Ivanov’s argument, we will concentrate
our attention on the easier case of aspherical spaces.
5.2. Bounded singular cochains as relatively injective modules
Henceforth, we assume that X is a path connected topological space
admitting the universal covering X˜, we denote by Γ the fundamental group
of X, and we fix an identification of Γ with the group of covering automor-
phisms of X˜. Just as we did in Section 4.4 for C•(X˜,R), we endow C•b (X˜,R)
with the structure of a normed R[Γ]-module. Our arguments are based on
the obvious but fundamental isometric identification
C•b (X,R)
∼= C•b (X˜,R)
Γ ,
which induces a canonical isometric identification
H•b (X,R)
∼= H•(C•b (X˜,R)
Γ) .
As a consequence, in order to prove the isomorphism H•b (X,R)
∼= H•b (Γ, R)
it is sufficient to show that the complex C•b (X˜,R) provides a relatively
injective strong resolution of R (an additional argument shows that this
isomorphism is also isometric). The relative injectivity of the modules
Cnb (X˜,R) can be easily deduced from the argument described in the proof
of Lemma 4.6, which applies verbatim in the context of bounded singular
cochains:
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Lemma 5.1. For every n ∈ N, the bounded cochain module Cnb (X˜,R) is
relatively injective.
Therefore, in order to show that the bounded cohomology ofX is isomor-
phic to the bounded cohomology of Γ we need to show that the (augmented)
complex C•b (X˜,R) provides a strong resolution of R. We will show that this
is the case if X is aspherical. In the general case, it is not even true that
C•b (X˜,R) is acyclic (see Remark 5.12). However, in the case when R = R a
deep result by Ivanov shows that the complex C•b (X˜,R) indeed provides a
strong resolution of R. A sketch of Ivanov’s proof will be given in Section 5.4.
Before going on, we point out that we always have a norm non-increasing
map from the bounded cohomology of Γ to the bounded cohomology of X:
Lemma 5.2. Let us endow the complexes C•b (Γ, R) and C
•
b (X˜,R) with
the obvious augmentations. Then, there exists a norm non-increasing Γ-
equivariant chain map
r• : C•b (Γ, R)→ C
•
b (X˜,R)
extending the identity of R.
Proof. Let us choose a set of representatives R for the action of Γ on X˜.
We consider the map r0 : S0(X˜) = X˜ → Γ taking a point x to the unique
g ∈ Γ such that x ∈ g(R). For n ≥ 1, we define rn : Sn(X˜) → Γ
n+1 by
setting rn(s) = (r0(s(e0)), . . . , rn(s(en))), where s(ei) is the i-th vertex of s.
Finally, we extend rn to Cn(X˜,R) by R-linearity and define r
n as the dual
map of rn. Since rn takes every single simplex to a single (n+1)-tuple, it is
readily seen that rn is norm non-increasing (in particular, it takes bounded
cochains into bounded cochains). The fact that rn is a Γ-equivariant chain
map is obvious. 
Corollary 5.3. Let X be a path connected topological space. Then, for
every n ∈ N there exists a natural norm non-increasing map
Hnb (Γ, R)→ H
n
b (X,R) .
Proof. By Lemma 5.2, there exists a norm non-increasing chain map
r• : C•b (Γ, R)→ C
•
b (X˜,R)
extending the identity of R, so we may define the desired map Hnb (Γ, R)→
Hnb (X,R) to be equal to H
n
b (r
•). We know that every Cnb (X˜,R) is relatively
injective as an R[Γ]-module, while C•b (Γ, R) provides a strong resolution of
R over R[Γ], so Theorem 4.14 ensures that Hnb (r
•) does not depend on the
choice of the particular chain map r• which extends the identity of R. 
A very natural question is whether the map provided by Corollary 5.3
is an (isometric) isomorphism. In the following sections we will see that
this holds true when X is aspherical or when R is equal to the field of real
numbers. The fact that Hnb (Γ, R) is isometrically isomorphic to H
n
b (X,R)
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when X is aspherical is not surprising, and just generalizes the analogous
result for classical cohomology: the (bounded) cohomology of a group Γ
may be defined as the (bounded) cohomology of any aspherical space hav-
ing Γ as fundamental group; this is a well posed definition since any two
such spaces are homotopically equivalent, and (bounded) cohomology is a
homotopy invariant. On the other hand, the fact that the isometric isomor-
phism Hnb (Γ,R)
∼= Hnb (X,R) holds even without the assumption that X is
aspherical is a very deep result due to Gromov [Gro82].
We begin by proving the following:
Lemma 5.4. Let Y be a path connected topological space. If Y is aspher-
ical, then the augmented complex C•b (Y,R) admits a contracting homotopy
(so it is a strong resolution of R). If πi(Y ) = 0 for every i ≤ n, then there
exists a partial contracting homotopy
R C0b (Y,R)
k0oo C1b (Y,R)
k1oo . . .
k2oo Cnb (Y,R)
knoo Cn+1b (Y,R)
kn+1oo
(where we require that the equality δm−1km+ km+1δm = IdCm
b
(Y,R) holds for
every m ≤ n, and δ−1 = ε is the usual augmentation).
Proof. For every −1 ≤ m ≤ n we construct a map Tm : Cm(Y,R) →
Cm+1(Y,R) sending every single simplex into a single simplex in such a way
that dm+1Tm+Tm−1dm = IdCm(Y,R), where we understand that C−1(Y,R) =
R and d0 : C0(Y,R)→ R is the augmentation map d0(
∑
riyi) =
∑
ri. Let us
fix a point y0 ∈ Y , and define T−1 : R → C0(Y,R) by setting T−1(r) = ry0.
For m ≥ 0 we define Tm as the R-linear extension of a map Tm : Sm(Y ) →
Sm+1(Y ) having the following property: for every s ∈ Sm(Y ), the 0-th
vertex of Tm(s) is equal to y0, and has s as opposite face. We proceed by
induction, and suppose that Ti has been defined for every −1 ≤ i ≤ m. Take
s ∈ Sm(Y ). Then, using the fact that πm(Y ) = 0 and the properties of Tm−1,
it is not difficult to show that a simplex s′ ∈ Sm+1(Y ) exists which satisfies
both the equality dm+1s
′ = s − Tm−1(dms) and the additional requirement
described above. We set Tm+1(s) = s
′, and we are done.
Since Tm−1 sends every single simplex to a single simplex, its dual map
km sends bounded cochains into bounded cochains, and has operator norm
equal to one. Therefore, the maps km : Cmb (Y,R)→ C
m−1
b (Y,R), m ≤ n+1,
provide the desired (partial) contracting homotopy. 
5.3. The aspherical case
We are now ready to show that, under the assumption that X is as-
pherical, the bounded cohomology of X is isometrically isomorphic to the
bounded cohomology of Γ (both with integral and with real coefficients):
Theorem 5.5. Let X be an aspherical space, i.e. a path connected topo-
logical space such that πn(X) = 0 for every n ≥ 2. Then H
n
b (X,R) is
isometrically isomorphic to Hnb (Γ, R) for every n ∈ N.
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Proof. Lemmas 5.1 and 5.4 imply that the complex
0 −→ R
ε
−→ C0b (X˜,R)
δ0
−→ C1b (X˜,R)
δ1
−→ . . .
provides a relatively injective strong resolution of R as a trivial R[Γ]-module,
so Hnb (X,R) is canonically isomorphic to H
n
b (Γ, R) for every n ∈ N. The
fact the the isomorphismHnb (X,R)
∼= Hnb (Γ, R) is isometric is a consequence
of Corollary 4.17 and Lemma 5.2. 
Remark 5.6. Let S1∨S1 be the wedge of two copies of the circle. Then
Theorem 5.5 implies thatH2b (S
1∨S1,R) ∼= H2b (F2,R) is infinite-dimensional,
while H2b (S
1,R) ∼= H2b (Z,R) = 0. This shows that bounded cohomology of
spaces cannot satisfy any Mayer-Vietoris principle.
5.4. Ivanov’s contracting homotopy
We now come back to the general case, i.e. we do not assume that X is
aspherical. In order to show that Hnb (X,R) is isometrically isomorphic to
Hnb (Γ, R) we need to prove that the complex of singular bounded cochains
on X˜ provides a strong resolution of R. In the case when R = Z, this is
false in general, since the complex C•b (X˜,Z) may even be non-exact (see
Remark 5.12). On the other hand, a deep result by Ivanov ensures that
C•b (X˜,R) indeed provides a strong resolution of R.
Ivanov’s argument makes use of sophisticated techniques from algebraic
topology, which work under the assumption that X, whence X˜ , is a count-
able CW-complex (but see Remark 5.10). We begin with the following:
Lemma 5.7 ([Iva87], Theorem 2.2). Let p : Z → Y be a principal H-
bundle, where H is an abelian topological group. Then there exists a chain
map A• : C•b (Z,R) → C
•
b (Y,R) such that ‖A
n‖ ≤ 1 for every n ∈ N and
A• ◦ p• is the identity of C•b (Y,R).
Proof. For ϕ ∈ Cnb (Z,R), s ∈ Sn(Y ), the value A(ϕ)(s) is obtained by
suitably averaging the value of ϕ(s′), where s′ ranges over the set
Ps = {s
′ ∈ Sn(Z) | p ◦ s
′ = s} .
More precisely, let Kn = Sn(H) be the space of continuous functions
from the standard n-simplex to H, and define on Kn the operation given by
pointwise multiplication of functions. With this structure, Kn is an abelian
group, so it admits an invariant mean µn. Observe that the permutation
group Sn+1 acts on ∆
n via affine transformations. This action induces an
action on Kn, whence on ℓ
∞(Kn), and on the space of means on Kn, so
there is an obvious notion of Sn+1-invariant mean on Kn. By averaging
over the action of Sn+1, the space of Kn-invariant means may be retracted
onto the space Mn of Sn+1-invariant Kn-invariant means on Kn, which, in
particular, is non-empty. Finally, observe that any affine identification of
∆n−1 with a face of ∆n induces a mapMn →Mn−1. Since elements ofMn
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are Sn+1-invariant, this map does not depend on the chosen identification.
Therefore, we get a sequence of maps
M0 M1oo M2oo M3oo . . .oo
Recall now that the Banach-Alaouglu Theorem implies that every Mn is
compact (with respect to the weak-∗ topology on ℓ∞(Kn)
′). This easily
implies that there exists a sequence {µn} of means such that µn ∈ Mn and
µn 7→ µn−1 under the map Mn → Mn−1. We say that such a sequence is
compatible.
Let us now fix s ∈ Sn(Y ), and observe that there is a bijection between Ps
andKn. This bijection is uniquely determined up to the choice of an element
in Ps, i.e. up to left multiplication by an element of Kn. In particular, if
f ∈ ℓ∞(Ps), and µ is a left-invariant mean onKn, then there is a well-defined
value µ(f).
Let us now choose a compatible sequence of means {µn}n∈N. We define
the operator An by setting
An(ϕ)(s) = µn(ϕ|Ps) for every ϕ ∈ C
n
b (Z), s ∈ Sn(Y ) .
Since the sequence {µn} is compatible, the sequence of maps A
• is a chain
map. The inequality ‖An‖ ≤ 1 is obvious, and the fact that A• ◦ p• is
the identity of C•b (Y,R) may be deduced from the behaviour of means on
constant functions. 
Theorem 5.8 ([Iva87]). Let X be a path connected countable CW-
complex with universal covering X˜. Then the (augmented) complex C•b (X˜,R)
provides a relatively injective strong resolution of R.
Proof. We only sketch Ivanov’s argument, referring the reader to [Iva87]
for full details. Building on results by Dold and Thom [DT58], Ivanov con-
structs an infinite tower of bundles
X1 X2
p1
oo X3
p2
oo . . .oo Xnoo . . .oo
where X1 = X˜, πi(Xm) = 0 for every i ≤ m, πi(Xm) = πi(X) for every
i > m and each map pm : Xm+1 → Xm is a principal Hm-bundle for some
topological connected abelian group Hm, which has the homotopy type of a
K(πm+1(X),m).
By Lemma 5.4, for every n we may construct a partial contracting ho-
motopy
R C0b (Xn,R)
k0noo C1b (Xn,R)
k1noo . . .
k2noo Cn+1b (Xn,R) .
kn+1noo
Moreover, Lemma 5.7 implies that for every m ∈ N the chain map
p•m : C
•
b (Xm,R)→ C
•
b (Xm+1,R) admits a left inverse chain map A
•
m : C
•
b (Xm+1,R)→
C•b (Xm,R) which is norm non-increasing. This allows us to define a partial
contracting homotopy
R C0b (X,R)
k0oo C1b (X,R)
k1oo . . .
k2oo Cn+1b (X,R)
kn+1oo . . .oo
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via the formula
ki = Ai−11 ◦ . . . ◦ A
i−1
n−1 ◦ k
i
n ◦ p
i
n−1 ◦ . . . ◦ p
i
2 ◦ p
i
1 for every i ≤ n+ 1 .
The existence of such a partial homotopy is sufficient for all our applications.
In order to construct a complete contracting homotopy one should check that
the definition of ki does not depend on n. This is not automatically true, and
it is equivalent to the fact that, for i ≤ n+1, the equality Ain◦k
i
n+1◦p
i
n = k
i
n
holds. In order to get this, one has to coherently choose both the basepoints
and the cones involved in the contruction providing the (partial) contracting
homotopy k•n (see Lemma 5.4). The fact that this can be achieved ultimately
depends on the fact that the fibers of the bundle Xn+1 → Xn have the
homotopy type of a K(πn+1(X), n). We refer the reader to [Iva87] for the
details. 
5.5. Gromov’s Theorem
The discussion in the previous section implies the following:
Theorem 5.9 ([Gro82, Iva87]). Let X be a countable CW-complex.
Then Hnb (X,R) is canonically isometrically isomorphic to H
n
b (Γ,R). An ex-
plicit isometric isomorphism is induced by the map r• : C•b (Γ,R)
Γ → C•b (X˜,R)
Γ =
C•b (X,R) described in Lemma 5.2.
Proof. Observe that, if X is a countable CW-complex, then Γ = π1(X)
is countable, so X˜ is also a countable CW-complex. Therefore, Lemma 5.1
and Theorem 5.8 imply that the complex
0 −→ R
ε
−→ C0b (X˜,R)
δ0
−→ C1b (X˜,R)
δ1
−→ . . .
provides a relatively injective strong resolution of R as a trivial R[Γ]-module,
so Hnb (X,R) is canonically isomorphic to H
n
b (Γ,R) for every n ∈ N. The
fact the the isomorphism Hnb (X,R)
∼= Hnb (Γ,R) induced by r
• is isometric
is a consequence of Corollary 4.17 and Lemma 5.2. 
Remark 5.10. Theo Bu¨lher recently proved that Ivanov’s argument may
be generalized to show that C•b (Y,R) is a strong resolution of R whenever
Y is a simply connected topological space [Bu¨h]. As a consequence, Theo-
rem 5.9 holds even when the assumption that X is a countable CW-complex
is replaced by the weaker condition that X is path connected and admits a
universal covering.
Corollary 5.11 (Gromov Mapping Theorem). Let X,Y be path con-
nected countable CW-complexes and let f : X → Y be a continuous map
inducing an epimorphism f∗ : π1(X)→ π1(Y ) with amenable kernel. Then
Hnb (f) : H
n
b (Y,R)→ H
n
b (X,R)
is an isometric isomorphism for every n ∈ N.
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Proof. The explicit description of the isomorphism between the bounded
cohomology of a space and the one of its fundamental group implies that
the diagram
Hnb (Y )OO

Hn
b
(f)
// Hnb (X)OO

Hnb (π1(Y ))
Hn
b
(f∗)
// Hnb (π1(X))
is commutative, where the vertical arrows represent the isometric isomor-
phisms of Theorem 5.9. Therefore, the conclusion follows from Corollary 4.25.

Remark 5.12. Theorem 5.9 does not hold for bounded cohomology with
integer coefficients. In fact, if X is any topological space, then the short
exact sequence 0→ Z→ R→ R/Z→ 0 induces an exact sequence
Hnb (X,R) −→ H
n(X,R/Z) −→ Hn+1b (X,Z) −→ H
n+1
b (X,R)
(see the proof of Proposition 2.13). If X is a simply connected CW-complex,
then Hnb (X,R) = 0 for every n ≥ 1, so we have
Hnb (X,Z) ∼= H
n−1
b (X,R/Z) for every n ≥ 2.
For example, in the case of the 2-dimensional sphere we have H3b (S
2,Z) ∼=
H2(S2,R/Z) ∼= R/Z.
5.6. Alternating cochains
We have seen in Section 4.10 that (bounded) cohomology of groups may
be computed via the complex of alternating cochains. The same holds true
also in the context of (bounded) singular cohomology of topological spaces.
If σ ∈ Sn+1 is any permutation of {0, . . . , n}, then we denote by σ : ∆
n →
∆n the affine automorphism of the standard simplex which induces the per-
mutation σ on the vertices of ∆n. Then we say that a cochain ϕ ∈ Cn(X,R)
is alternating if
ϕ(s) = sgn(σ) · ϕ(s ◦ σ)
for every s ∈ Sn(X), σ ∈ Sn+1. We also denote by C
•
alt(X,R) ⊆ C
•(X,R)
the subcomplex of alternating cochains, and we set C•b,alt(X,R) = C
•
alt(X,R)∩
C•b (X,R). Once a generic cochain ϕ ∈ C
n(X,R) is given, we may alternate
it by setting
altn(ϕ)(s) =
1
(n + 1)!
∑
σ∈Sn+1
sgn(σ) · ϕ(s ◦ σ)
for every s ∈ Sn(X). Then the very same argument exploited in the proof
of Proposition 4.26 applies in this context to give the following:
Proposition 5.13. The complex C•alt(X,R) (resp. C
•
b,alt(X,R)) isomet-
rically computes the cohomology (resp. the bounded cohomology) of X with
real coefficients.
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5.7. Relative bounded cohomology
When dealing with manifolds with boundary, it is often useful to study
relative homology and cohomology. For example, in Section 7.5 we will
show how the simplicial volume of a manifold with boundary M can be
computed via the analysis of the relative bounded cohomology module of the
pair (M,∂M). This will prove useful to show that the simplicial volume is
additive with respect to gluings along boundary components with amenable
fundamental groups.
Until the end of the chapter, all the cochain and cohomology modules
will be assumed to be with real coefficients. Let Y be a subspace of the
topological space X. We denote by Cn(X,Y ) the submodule of cochains
which vanish on simplices supported in Y . In other words, Cn(X,Y ) is
the kernel of the map Cn(X) → Cn(Y ) induced by the inclusion Y →֒ X.
We also set Cnb (X,Y ) = C
n(X,Y ) ∩ Cnb (X), and we denote by H
•(X,Y )
(resp.H•b (X,Y )) the cohomology of the complex C
•(X,Y ) (resp. C•b (X,Y )).
The well-known short exact sequence of the pair for ordinary cohomology
also holds for bounded cohomology: the short exact sequence of complexes
0 −→ C•b (X,Y ) −→ C
•
b (X) −→ C
•
b (Y ) −→ 0
induces the long exact sequence
(8) . . . −→ Hnb (Y ) −→ H
n+1
b (X,Y ) −→ H
n+1
b (X) −→ H
n+1
b (Y ) −→ . . .
Recall now that, if the fundamental group of every component of Y is
amenable, thenHnb (Y ) = 0 for every n ≥ 1, so the inclusion j
n : Cnb (X,Y )→
Cnb (X) induces a norm non-increasing isomorphism
Hnb (j
n) : Hnb (X,Y )→ H
n
b (X)
for every n ≥ 2. The following result is proved in [BBF+14], and shows
that this isomorphism is in fact isometric:
Theorem 5.14. Let (X,Y ) be a pair of countable CW-complexes, and
suppose that the fundamental group of each component of Y is amenable.
Then the map
Hnb (j
n) : Hnb (X,Y )→ H
n
b (X)
is an isometric isomorphism for every n ≥ 2.
The rest of this section is devoted to the proof of Theorem 5.14.
Henceforth we assume that (X,Y ) is a pair of countable CW-complexes
such that the fundamental group of every component of Y is amenable. Let
p : X˜ → X be a universal covering of X, and set Y˜ = p−1(Y ). As usual, we
denote by Γ the fundamental group of X, we fix an identification of Γ with
the group of the covering automorphisms of p, and we consider the induced
identification
Cnb (X) = C
n
b (X˜)
Γ .
74 5. BOUNDED COHOMOLOGY OF TOPOLOGICAL SPACES
Definition 5.15. We say that a cochain ϕ ∈ Cnb (X˜) is special (with
respect to Y˜ ) if the following conditions hold:
• ϕ is alternating;
• let s, s′ be singular n-simplices with values in X˜ and suppose that,
for every i = 0, . . . , n, either s(wi) = s
′(wi), or s(wi) and s
′(wi)
belong to the same connected component of Y˜ , where w0, . . . , wn
are the vertices of the standard n-simplex. Then ϕ(s) = ϕ(s′).
We denote by C•bs(X˜, Y˜ ) ⊆ C
•
b (X˜) the subcomplex of special cochains, and
we set
C•bs(X,Y ) = C
•
bs(X˜, Y˜ ) ∩ C
•
b (X˜)
Γ ⊆ C•b (X˜)
Γ = C•b (X) .
Remark 5.16. Any cochain ϕ ∈ C•bs(X˜, Y˜ ) vanishes on every simplex
having two vertices on the same connected component of Y˜ . In particular
Cnbs(X,Y ) ⊆ C
n
b (X,Y ) ⊆ C
n
b (X)
for every n ≥ 1.
We denote by l• : C•bs(X,Y )→ C
•
b (X) the natural inclusion.
Proposition 5.17. There exists a norm non-increasing chain map
η• : C•b (X)→ C
•
bs(X,Y )
such that the composition l•◦η• is chain-homotopic to the identity of C•b (X).
Proof. Let us briefly describe the strategy of the proof. First of all, we
will define a Γ-set S which provides a sort of discrete approximation of the
pair (X˜, Y˜ ). As usual, the group Γ already provides an approximation of X˜.
However, in order to prove that Y is completely irrelevant from the point
of view of bounded cohomology, we need to approximate every component
of Y˜ by a single point, and this implies that the set S cannot coincide with
Γ itself. Basically, we add one point for each component of Y˜ . Since the
fundamental group of every component of Y is amenable, the so obtained
Γ-set S is amenable: therefore, the bounded cohomology of Γ, whence of X,
may be isometrically computed using the complex of alternating cochains
on S. Finally, alternating cochains on S can be isometrically translated into
special cochains on X.
Let us now give some more details. Let Y = ⊔i∈ICi be the decomposition
of Y into the union of its connected components. If Cˇi is a choice of a
connected component of p−1(Ci) and Γi denotes the stabilizer of Cˇi in Γ
then
p−1(Ci) =
⊔
γ∈Γ/Γi
γCˇi .
We endow the set
S = Γ ⊔
⊔
i∈I
Γ/Γi
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with the obvious structure of Γ-set and we choose a fundamental domain
F ⊂ X˜ r Y˜ for the Γ-action on X˜ r Y˜ . We define a Γ-equivariant map
r : X˜ → S as follows:
r(γx) =
{
γ ∈ Γ if x ∈ F ,
γΓi ∈ Γ/Γi if x ∈ Cˇi .
For every n ≥ 0 we set ℓ∞alt(S
n+1) = ℓ∞alt(S
n+1,R) and we define
rn : ℓ∞alt(S
n+1)→ Cnbs(X˜, Y˜ ) , r
n(f)(s) = f(r(s(e0)), . . . , r(s(en))) .
The fact that rn takes values in the module of special cochains is immediate,
and clearly r• is a norm non-increasing Γ-equivariant chain map extending
the identity on R.
Recall now that, by Theorem 5.8, the complex C•b (X˜) provides a rela-
tively injective strong resolution of R, so there exists a norm non-increasing
Γ-equivariant chain map C•b (X˜) → C
•
b (Γ,R). Moreover, by composing the
map provided by Theorem 4.23 and the obvious alterating operator we get
a norm non-increasing Γ-equivariant chain map C•b (Γ,R) → ℓ
∞
alt(S
•+1). By
composing these morphisms of normed Γ-complexes we finally get a norm
non-increasing Γ-chain map
ζ• : C•b (X˜)→ ℓ
∞
alt(S
•+1)
which extends the identity of R.
Let us now consider the composition θ• = r• ◦ ζ• : C•b (X˜)→ C
•
bs(X˜, Y˜ ):
it is a norm non-increasing Γ-chain map which extends the identity of R. It
is now easy to check that the chain map η• : C•b (X) → C
•
bs(X,Y ) induced
by θ• satisfies the required properties. In fact, η• is obvously norm non-
increasing. Moreover, the composition of θ• with the inclusion C•bs(X˜, Y˜ )→
C•b (X˜) extends the identity of R. Since C
•
b (X˜) is a relatively injective strong
resolution of R, this implies in turn that this composition is Γ-homotopic to
the identity of R, thus concluding the proof. 
Corollary 5.18. Let n ≥ 1, take α ∈ Hnb (X) and let ε > 0 be given.
Then there exists a special cocycle f ∈ Cnbs(X,Y ) such that
[f ] = α , ‖f‖∞ ≤ ‖α‖∞ + ε .
Recall now that Cnbs(X,Y ) ⊆ C
n
b (X,Y ) for every n ≥ 1. Therefore,
Corollary 5.18 implies that, for n ≥ 1, the norm of every coclass in Hnb (X)
may be computed by taking the infimum over relative cocycles. Since we
already know that the inclusion C•b (X,Y ) →֒ C
•
b (X) induces an isomorphism
in bounded cohomology in degree greater than one, this concludes the proof
of Theorem 5.14.
5.8. Further readings
It would be interesting to extend to the relative case Gromov’s and
Ivanov’s results on the coincidence of bounded cohomology of (pairs of)
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spaces with the bounded cohomology of their (pairs of) fundamental groups.
The case when the subspace is path connected corresponds to the case when
the pair of groups indeed consists of a group and one of its subgroups, and
it is somewhat easier than the general case. It was first treated by Park
in [Par03], and then by Pagliantini and the author in [FP12]. Rather
disappointingly, Ivanov’s cone construction runs into some difficulties in
the relative case, so some extra assumptions on higher homotopy groups
is needed in order to get the desired isometric isomorphism (if one only
requires a bi-Lipschitz isomorphism, then the request that the subspace is
π1-injective in the whole space is sufficient).
In the case of a disconnected subspace it is first necessary to define
bounded cohomology for pairs (Γ,Γ′), where Γ′ is a family of subgroups of
Γ. This was first done for classical cohomology of groups by Bieri and Eck-
mann [BE78], and extended to the case of bounded cohomology by Mineyev
and Yaman [MY07] (see also [Fra]). Probably the best suited approach to
bounded cohomology of generic pairs is via the theory of bounded cohomol-
ogy for groupoids, as introduced and developed by Blank in [Bla16]. Many
results from [FP12] are extended in [Bla16] to the case of disconnected
subspaces (under basically the same hypotheses on higher homotopy groups
that were required in [FP12]).
The theory of multicomplexes initiated by Gromov in [Gro82] may also
be exploited to study (relative) bounded cohomology of (pairs of) spaces.
We refer the reader to [Kue15] for some results in this direction.
CHAPTER 6
ℓ
1-homology and duality
Complexes of cochains naturally arise by taking duals of complexes of
chains. Moreover, the Universal Coefficient Theorem ensures that, at least
when working with real coefficients, taking (co)homology commutes with
taking duals. Therefore, cohomology with real coefficients is canonically
isomorphic to the dual of homology with real coefficients. In this chapter we
describe analogous results in the context of bounded cohomology, showing
that also in the bounded case duality plays an important role in the study of
the relations between homology and cohomology. We restrict our attention
to the case with real coefficients.
6.1. Normed chain complexes and their topological duals
Before going into the study of the cases we are interested in, we introduce
some general terminology and recall some general results proved in [MM85,
Lo¨h08]. A normed chain complex is a complex
0 C0oo C1
d1
oo C2
d2
oo . . .oo
where every Ci is a normed real vector space, and di is bounded for every
i ∈ N. For notational convenience, in this section we will denote such a
complex by the symbol (C, d), rather than by (C•, d•). If Cn is complete
for every n, then we say that (C, d) is a Banach chain complex (or simply a
Banach complex). Let (C ′)i = (Ci)
′ be the topological dual of Ci, endowed
with the operator norm, and denote by δi : (C ′)i → (C ′)i+1 the dual map of
di+1. Then the normed cochain complex
0 // (C ′)0
δ0 // (C ′)1
δ1 // (C ′)2
δ2 // . . .
is called the normed dual complex of (C, d), and it is denoted by (C ′, δ).
Observe that the normed dual complex of any normed chain complex is
Banach.
In several interesting cases, the normed spaces Ci are not complete (for
example, this is the case of singular chains on topological spaces, endowed
with the ℓ1-norm – see below). Let us denote by Ĉi the completion of Ci.
Being bounded, the differential di : Ci → Ci−1 extends to a bounded map
dˆi : Ĉi → Ĉi−1, and it is obvious that dˆi ◦ dˆi−1 = 0 for every i ∈ N, so we
may consider the normed chain complex (Ĉ, dˆ). The topological dual of Ĉi
is again (C ′)i, and δi is the dual map of dˆi+1, so (C
′, δ) is the normed dual
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complex also of (Ĉ, dˆ). The homology of the complex (Ĉ, dˆ) is very different
in general from the homology of (C, d); however the inclusion C → C ′
induces a seminorm-preserving map in homology (see Corollary 6.3).
The homology (resp. cohomology) of the complex (C, d) (resp. (C ′, δ))
is denoted by H•(C) (resp. H
•
b (C
′)). As usual, the norms on Cn and (C
′)n
induce seminorms on Hn(C) and H
n
b (C
′) respectively. We will denote these
(semi)norms respectively by ‖ · ‖1 and ‖ · ‖∞. The duality pairing between
(C ′)n and Cn induces the Kronecker product
〈·, ·〉 : Hnb (C
′)×Hn(C)→ R .
6.2. ℓ1-homology of groups and spaces
Let us introduce some natural examples of normed dual cochain com-
plexes. Since we are restricting our attention to the case of real coefficients,
for every group Γ (resp. space X) we simply denote by H•b (Γ) (resp. by
H•b (X)) the bounded cohomology of Γ (resp. of X) with real coefficients.
For every n ≥ 0, the space Cn(X) = Cn(X,R) may be endowed with the
ℓ1-norm ∥∥∥∑ aisi∥∥∥
1
=
∑
|ai|
(where the above sums are finite), which descends to a seminorm ‖ · ‖1 on
Hn(X). The complex C
•
b (X), endowed with the usual ℓ
∞-norm, coincides
with the normed dual complex of C•(X).
Since the differential is bounded in every degree, to the normed chain
complex C•(X) there is associated the normed chain complex obtained by
taking the completion of Cn(X) for every n ∈ N. Such a complex is denoted
by Cℓ1• (X). An element c ∈ C
ℓ1
n (X) is a sum∑
s∈Sn(X)
ass
such that ∑
s∈Sn(X)
|as| < +∞
and it is called an ℓ1-chain. The ℓ1-homology of X is just the homology of
the complex Cℓ1• (X), and it is denoted by H
ℓ1
• (X). The inclusion of singular
chains into ℓ1-chains induces a norm non-increasing map
H•(X)→ H
ℓ1
• (X) ,
which is in general neither injective nor surjective.
The same definitions may be given in the context of groups. If Γ is a
group, for every n ∈ N we denote by Cn(Γ) = Cn(Γ,R) the R-vector space
having Γn as a basis, where we understand that C0(Γ) = R. For every n ≥ 2
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we define dn : Cn(Γ)→ Cn−1(Γ) as the linear extension of the map
(g1, . . . , gn) 7→ (g2, . . . , gn) +
n−1∑
i=1
(−1)i(g1, . . . , gigi+1, . . . , gn)
+ (−1)n(g1, . . . , gn−1)
and we set d1 = d0 = 0. It is easily seen that dn−1dn = 0 for every n ≥ 1, and
the homology H•(Γ) of Γ (with real coefficients) is defined as the homology
of the complex (C•(Γ), d•).
Observe that Ci(Γ) admits the ℓ
1-norm defined by∥∥∥∑ ag1,...,gi(g1, . . . , gi)∥∥∥
1
=
∑
|ag1,...,gi |
(where all the sums in the expressions above are finite), which descends in
turn to a seminorm ‖·‖1 on Hi(Γ). Moreover, we denote by C
ℓ1
i (Γ) the com-
pletion of Ci(Γ) with respect to the ℓ
1-norm, and by Hℓ1i (Γ) = Hi(C
ℓ1
• (Γ))
the corresponding ℓ1-homology module, which is endowed with the induced
seminorm (it is immediate to check that the differential dn : Cn(Γ)→ Cn−1(Γ)
has norm bounded above by n).
It follows from the very definitions that the topological duals of (Ci(Γ), ‖·
‖1) and (C
ℓ1
i (Γ), ‖·‖1) both coincide with the Banach space (C
n
b (Γ,R), ‖·‖∞)
of inhomogeneous cochains introduced in Section 1.7. Moreover, the dual
map of di coincides with the differential δ
i+1
, so C•b (Γ) is the dual normed
cochain complex both of C•(Γ) and of C
ℓ1
• (Γ).
6.3. Duality: first results
As mentioned above, by the Universal Coefficient Theorem, taking (co)homology
commutes with taking algebraic duals. However, this is no more true when
replacing algebraic duals with topological duals, soHnb (C
′) is not isomorphic
to the topological dual of Hn(C) in general (but see Theorems 6.5 and 6.10
for the case when C is Banach). Nevertheless, the following results establish
several useful relationships between Hnb (C
′) and Hn(C).
If H is any seminormed vector space, then we denote by H ′ the space
of bounded linear functionals on H. So H ′ is canonically identified with
the topological dual of the quotient of H by the subspace of elements with
vanishing seminorm.
Lemma 6.1. Let (C, d) be a normed chain complex with dual normed
chain complex (C ′, δ). Then, the map
Hqb (C
′)→ (Hq(C))
′
induced by the Kronecker product is surjective. Moreover, for every α ∈
Hn(C) we have
‖α‖1 = max{〈β, α〉 |β ∈ H
n
b (C
′), ‖β‖∞ ≤ 1} .
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Proof. Let Bq, Zq be the spaces of cycles and boundaries in Cq. The
space (Hq(C))
′ is isomorphic to the space of bounded functionals Zq → R
that vanish on Bq. Any such element admits a bounded extension to Cq by
Hahn-Banach, and this implies the first statement of the lemma.
Let us come to the second statement. The inequality ≥ is obvious. Let
a ∈ Cn be a representative of α. In order to conclude it is enough to find an
element b ∈ (C ′)n such that δnb = 0, b(a) = ‖α‖1 and ‖b‖∞ ≤ 1. If ‖α‖1 = 0
we may take b = 0. Otherwise, let V ⊆ Cn be the closure of Bn in Cn, and
put on the quotient W := Cn/V the induced seminorm ‖ · ‖W . Since V is
closed, such seminorm is in fact a norm. By construction, ‖α‖1 = ‖[a]‖W .
Therefore, Hahn-Banach Theorem provides a functional b : W → R with
operator norm one such that b([a]) = ‖α‖1. We obtain the desired element
b ∈ (C ′)n by pre-composing b with the projection Cn →W . 
Corollary 6.2. Let (C, dC) , (D, dD) be normed chain complexes and
let ψ : C → D be a chain map of normed chain complexes (so ψ is bounded
in every degree). If the induced map in bounded cohomology
Hnb (ψ) : H
n
b (D
′)→ Hnb (C
′)
is an isometric isomorphism, then the induced map in homology
Hn(ψ) : Hn(C)→ Hn(D)
preserves the seminorm.
Proof. From the naturality of the Kronecker product, for every α ∈
Hn(C), ϕ ∈ H
n
b (D
′) we get
〈Hnb (ψ)(ϕ), α〉 = 〈ϕ,Hn(ψ)(α)〉 ,
so the conclusion follows from Lemma 6.1. 
Corollary 6.3. Let (C, d) be a normed chain complex and denote by
i : C → Ĉ the inclusion of C in its metric completion. Then the induced
map in homology
Hn(i) : Hn(C)→ Hn(Ĉ)
preserves the seminorm for every n ∈ N.
Proof. Since i(C) is dense in Ĉ, the map i induces the identity on C ′,
whence on H•b (C
′). The conclusion follows from Corollary 6.2. 
Corollary 6.3 implies that, in order to compute seminorms, one may
usually reduce to the study of Banach chain complexes.
6.4. Some results by Matsumoto and Morita
In this section we describe some results taken from [MM85].
6.4. SOME RESULTS BY MATSUMOTO AND MORITA 81
Definition 6.4. Let (C, d) be a normed chain complex. Then (C, d)
satisfies the q-uniform boundary condition (or, for short, the q-UBC condi-
tion) if the following condition holds: there exists K ≥ 0 such that, if c is a
boundary in Cq, then there exists a chain z ∈ Cq+1 with the property that
dq+1z = c and ‖z‖1 ≤ K · ‖c‖1.
Theorem 6.5 ([MM85], Theorem 2.3). Let (C, d) be a Banach chain
complex with Banach dual cochain complex (C ′, δ). Then the following con-
ditions are equivalent:
(1) (C, d) satisfies q-UBC;
(2) the seminorm on Hq(C) is a norm;
(3) the seminorm on Hq+1b (C
′) is a norm;
(4) the Kronecker product induces an isomorphism
Hq+1b (C
′) ∼= (Hq+1(C))
′ .
Proof. Let us denote by Zi and Bi the spaces of cycles and boundaries
of degree i in Ci, and by Z
i
b and B
i
b the spaces of cocycles and coboundaries
of degree i in (C ′)i. Being the kernels of bounded maps, the spaces Zi and
Zib are always closed in Ci, C
′
i = (C
′)i, respectively.
(1) ⇔ (2): We endow the space Cq+1/Zq+1 with the quotient seminorm.
Being the kernel of a bounded map, the space Zq+1 is closed in Cq+1, so the
seminorm is a norm, and the completeness of Cq+1 implies the completeness
of Cq+1/Zq+1. Condition (1) is equivalent to the fact that the isomorphism
Cq+1/Zq+1 ∼= Bq induced by dq+1 is bi-Lipschitz. By the open mapping
Theorem, this is in turn equivalent to the fact that Bq is complete. On the
other hand, Bq is complete if and only if it is closed in Zq, i.e. if and only if
condition (2) holds.
(2) ⇔ (3): Condition (2) is equivalent to the fact that the range of dq+1
is closed, while (3) holds if and only if the range of δq is closed. Now the
closed range Theorem [Rud91, Theorem 4.14] implies that, if f : V →W is
a bounded map between Banach spaces, then the range of f is closed if and
only if the range of the dual map f ′ : W ′ → V ′ is closed, and this concludes
the proof.
(2)⇒ (4): The surjectivity of the mapHq+1b (C
′)→ (Hq+1(C))
′ is proved
in Lemma 6.1. Let f ∈ Zq+1b (C
′) be such that [f ] = 0 in (Hq+1(C))
′. Then
f |Zq+1 = 0. If (2) holds, then Bq is Banach, so by the open mapping Theorem
the differential dq+1 induces a bi-Lipschitz isomorphism Cq+1/Zq+1 ∼= Bq.
Therefore, we have f = g′ ◦ dq+1, where g
′ ∈ (Bq)
′. By Hahn-Banach, g′
admits a continuous extension to a map g ∈ (C ′)q, so f = δqg, and [f ] = 0
in Hq+1b (C
′).
The implication (4) ⇒ (3) follows from the fact that any element of
Hq+1b (C
′) with vanishing seminorm lies in the kernel of the map Hq+1b (C
′)→
(Hq+1(C))
′. 
Corollary 6.6 ([MM85], Corollary 2.4). Let (C, d) be a Banach chain
complex with Banach dual cochain complex (C ′, δ), and let q ∈ N. Then:
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(1) If Hq(C) = Hq+1(C) = 0, then H
q+1
b (C
′) = 0.
(2) If Hqb (C
′) = Hq+1b (C
′) = 0, then Hq(C) = 0.
(3) H•(C) = 0 if and only if H
•
b (C
′) = 0.
Proof. (1): By Theorem 6.5, if Hq(C) = 0 thenH
q+1
b (C
′) is isomorphic
to (Hq+1(C))
′ = 0.
(2): By Theorem 6.5, if Hq+1b (C
′) = 0, then Hq(C) is Banach, so by
Hahn-Banach Hq(C) vanishes if and only if (Hq(C))
′ = 0. But Hqb (C
′) = 0
implies (Hq(C))
′ = 0 by Lemma 6.1.
(3): By claims (1) and (2), we only have to show that H•(C) = 0
implies H0b (C
′) = 0. But H0(C) = 0 implies that d1 : C1 → C0 is surjective,
so δ0 : (C ′)0 → (C ′)1 is injective and H0b (C
′) = 0. 
As observed in [MM85], a direct application of Corollary 6.6 implies
the vanishing of the ℓ1-homology of a countable CW-complex with amenable
fundamental group. In fact, a stronger result holds: the ℓ1-homology of a
countable CW-complex only depends on its fundamental group. The first
proof of this fact is due to Bouarich [Bou04]. In Section 6.6 we will describe
an approach to this result which is due to Lo¨h [Lo¨h08], and which is very
close in spirit to Matsumoto and Morita’s arguments.
We now show how Theorem 6.5 can be exploited to prove that, for every
group Γ, the seminorm of H2b (Γ) is in fact a norm. An alternative proof of
this fact is given in [Iva90].
Corollary 6.7 ([MM85, Iva90]). Let Γ be any group. Then H2b (Γ)
is a Banach space, i.e. the canonical seminorm of H2b (Γ) is a norm. If X is
any countable CW-complex, then H2b (X) is a Banach space.
Proof. By Theorem 5.9, the second statement is a consequence of the
first one. Following [Mit84], let us consider the map
S : Γ→ Cℓ12 (Γ) , S(g) =
∞∑
k=0
2−k−1(g2
k
, g2
k
) .
We have ‖S(g)‖1 = 1 and d2S(g) = g for every g ∈ Γ, so S extends to a
bounded map S : Cℓ11 (Γ) → C
ℓ1
2 (Γ) such that d2S = IdCℓ11 (Γ)
. This shows
that Cℓ1• (Γ) satisfies 1-UBC (and that H
ℓ1
1 (Γ) = 0). Then the conclusion
follows from Theorem 6.5. 
6.5. Injectivity of the comparison map
Let us now come back to the case when (C, d) is a (possibly non-Banach)
normed chain complex, and let (Ĉ, dˆ) be the completion of (C, d). For every
i ∈ N we denote by (Ci)∗ = (Ci)∗ the algebraic dual of Ci, and we consider
the algebraic dual complex (C∗, δ) of (C, d) (since this will not raise any
ambiguity, we denote by δ both the differential of the algebraic dual complex
and the differential of the normed dual complex). We also denote by H•(C∗)
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the cohomology of (C∗, δ). In the case when C = C•(X) or C = C•(Γ) we
have H•(C∗) = H•(X) or H•(C∗) = H•(Γ) respectively.
The inclusion of complexes (C ′, δ) → (C∗, δ) induces the comparison
map
c : H•b (C
′)→ H•(C∗) .
Theorem 6.8 ([MM85], Theorem 2.8). Let us keep notation from the
preceding paragraph. Then the following conditions are equivalent:
(1) (C, d) satisfies q-UBC.
(2) (Ĉ, dˆ) satisfies q-UBC and the space of (q + 1)-cycles of Cq+1 is
dense in the space of (q + 1)-cycles of Ĉq+1.
(3) The comparison map cq+1 : H
q+1
b (C
′)→ Hq+1(C∗) is injective.
Proof. Let us denote by Zi and Bi (resp. Ẑi and B̂i) the spaces of
cycles and boundaries in Ci (resp. in Ĉi), and by Z
i
b and B
i
b the spaces of
cocycles and coboundaries in (C ′)i.
(1) ⇒ (2): Suppose that (C, d) satisfies q-UBC with respect to the con-
stant K ≥ 0, and fix an element b ∈ B̂q. Using that Bq is dense in B̂q, it
is easy to construct a sequence {bn}n∈N ⊆ Bq such that
∑∞
i=1 bi = b and∑∞
i=1 ‖bi‖1 ≤ 2‖b‖1. By (1), for every i we may choose ci ∈ Cq+1 such
that dci = bi and ‖ci‖1 ≤ K‖bi‖1 for a uniform K ≥ 0. In particular,
the sum
∑∞
i=1 ci converges to an element c ∈ Ĉq+1 such that dˆc = b and
‖c‖1 ≤ 2K‖b‖1, so (Ĉ, dˆ) satisfies q-UBC.
Let us now fix an element z = limi→∞ ci ∈ Ẑq+1, where ci ∈ Cq+1 for
every i. Choose an element c′i ∈ Cq+1 such that dc
′
i = −dci (so ci+c
′
i ∈ Zq+1)
and ‖c′i‖1 ≤ K‖dci‖. Observe that
‖c′i‖1 ≤ K‖dci‖1 = K‖dˆ(ci − z)‖1 ≤ (q + 2)K‖ci − z‖1 ,
so limi→∞ c
′
i = 0. Therefore, we have z = limi→∞(ci+ c
′
i) and Zq+1 is dense
in Ẑq+1.
(2) ⇒ (1): Suppose that (Ĉ, dˆ) satisfies q-UBC with respect to the con-
stant K ≥ 0, and fix an element b ∈ Bq. Then there exist c ∈ Cq+1 such
that dc = b and c′ ∈ Ĉq+1 such that dˆc
′ = b and ‖c′‖1 ≤ K‖b‖1. Since Zq+1
is dense in Ẑq+1 we may find z ∈ Zq+1 such that ‖c− c
′− z‖1 ≤ ‖b‖1. Then
we have d(c− z) = dc = b and
‖c− z‖1 ≤ ‖c− c
′ − z‖1 + ‖c
′‖1 ≤ (K + 1)‖b‖1 .
(2) ⇒ (3): Take f ∈ Zq+1b such that [f ] = 0 in H
q+1(C∗). By the Uni-
versal Coefficient Theorem, f vanishes on Zq+1. By density, f vanishes on
Ẑq+1, so it defines the null element of (Hq+1(Ĉ))
′. But Theorem 6.5 implies
that, under our assumptions, the natural map Hq+1b (C
′) → (Hq+1(Ĉ))
′ is
injective, so [f ] = 0 in Hq+1b (C
′).
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(3) ⇒ (2): By the Universal Coefficient Theorem, the kernel of the map
Hq+1b (C
′) → (Hq+1(C))
′ is contained in the kernel of the comparison map
Hq+1b (C
′)→ Hq+1(C∗), so Theorem 6.5 implies that (Ĉ, dˆ) satisfies q-UBC.
Suppose now that Zq+1 is not dense in Ẑq+1. Then there exists an
element f ∈ (C ′)q+1 which vanishes on Zq+1 and is not null on Ẑq+1. The
element f vanishes on Bq+1, so it belongs to Z
q+1
b . Moreover, since f |Zq+1 =
0 we have [f ] = 0 in Hq+1(C∗). On the other hand, since f |
Ẑq+1
6= 0 we
have [f ] 6= 0 in Hq+1b (C
′). 
Corollary 6.9. If Γ is a group and q ≥ 1, then the comparison map
Hqb (Γ)→ H
q(Γ) is injective if and only if C•(Γ) satisfies (q − 1)-UBC.
If X is a topological space and q ≥ 1, then the comparison map Hqb (X)→
Hq(X) is injective if and only if C•(X) satisfies (q − 1)-UBC.
6.6. The translation principle
We are now ready to prove that the homology of a Banach chain com-
plex is completely determined by the bounded cohomology of its dual chain
complex.
Theorem 6.10 ([Lo¨h08]). Let α : C → D be a chain map between Ba-
nach chain complexes, and let H•(α) : H•(C)→ H•(D), H
•
b (α) : H
•
b (D
′)→
H•b (C
′) be the induced maps in homology and in bounded cohomology. Then:
(1) The map Hn(α) : Hn(C) → Hn(D) is an isomorphism for every
n ∈ N if and only if Hnb (α) : H
n
b (D
′)→ Hnb (C
′) is an isomorphism
for every n ∈ N.
(2) If Hnb (α) : H
n
b (D
′) → Hnb (C
′) is an isometric isomorphism for ev-
ery n ∈ N, then also Hn(α) : Hn(C)→ Hn(D) is.
Proof. The proof is based on the fact that the question whether a given
chain map induces an isomorphism in (co)homology may be translated into
a question about the vanishing of the corresponding mapping cone, that we
are now going to define.
For every n ∈ N we set
Cone(α)n = Dn + Cn−1
and we define a boundary operator dn : Cone(α)n → Cone(α)n−1 by setting
dn(v,w) = (d
Dv + αn−1(w),−d
Cw) ,
where dC , dD are the differentials of C,D respectively. We also put on
Cone(α)n the norm obtained by summing the norms of its summands, thus
endowing Cone(α)• with the structure of a Banach complex.
Dually, we set
Cone(α)n = (D′)n + (C ′)n−1
and
δn(ϕ,ψ) = (−δDϕ,−δCψ − α
n(ϕ)) ,
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where αn : (D′)n → (C ′)n is the dual map of αn : Cn → Dn, and δC , δD are
the differentials of C ′,D′ respectively. Observe that Cone(α)n, when en-
dowed with the norm given by the maximum of the norms of its summands,
is canonically isomorphic to the topological dual of Cone(α)n via the pairing
(ϕ,ψ)(v,w) = ϕ(v)− ψ(w) ,
and (Cone(α)•, δ
•
) coincides with the normed dual cochain complex of (Cone(α)•, d•).
As a consequence, by Corollary 6.6 we have
(9) H•(Cone(α)•) = 0 ⇐⇒ H
•
b (Cone(α)
•)) = 0 .
Let us denote by ΣC the suspension of C, i.e. the complex obtained by
setting (ΣC)n = Cn−1, and consider the short exact sequence of complexes
0 −→ D
ι
−→ Cone(α)•
η
−→ ΣC −→ 0
where ι(w) = (0, w) and η(v,w) = v. Of course we have Hn(ΣC) =
Hn−1(C), so the corresponding long exact sequence is given by
. . . −→ Hn(Cone(α)•) −→ Hn−1(C)
∂
−→ Hn−1(D) −→ Hn−1(Cone(α)•) −→ . . .
Moreover, an easy computation shows that the connecting homomorphism
∂ coincides with the map Hn−1(α). As a consequence, the map H•(α) is an
isomorphism in every degree if and only if H•(Cone(α)•) = 0.
A similar argument shows that H•b (α) is an isomorphism in every degree
if and only ifH•b (Cone(α)
•) = 0, so claim (1) of the theorem follows from (9).
Point (2) is now an immediate consequence of Corollary 6.2. 
The converse of claim (2) of the previous theorem does not hold in
general (see [Lo¨h08, Remark 4.6] for a counterexample).
Corollary 6.11. Let X be a path connected countable CW-complex with
fundamental group Γ. Then Hℓ1• (X) is isometrically isomorphic to H
ℓ1
• (Γ).
Therefore, the ℓ1-homology of X only depends on its fundamental group.
Proof. We retrace the proof of Lemma 5.2 to construct a chain map
of normed chain complexes r• : C
ℓ1
• (X) → C
ℓ1
• (Γ). Let s ∈ Sn(X) be a
singular simplex, let X˜ be the universal covering of X, and let s˜ be a lift of
s in Sn(X˜). We choose a set of representatives R for the action of Γ on X˜,
and we set
rn(s) = (g
−1
0 g1, . . . , g
−1
n−1gn) ∈ Γ
n ,
where gi ∈ Γ is such that the i-th vertex of s˜ lies in gi(R). It is easily
seen that rn(s) does not depend on the chosen lift s˜. Moreover, rn ex-
tends to a well-defined chain map r• : C
ℓ1
• (X) → C
ℓ1
• (Γ), whose dual map
r• : C•b (Γ) → C
•
b (X) coincides with (the restriction to Γ-invariants) of the
map described in Lemma 5.2. Theorem 5.9 implies that r• induces an iso-
metric isomorphism on bounded cohomology, so the conclusion follows from
Theorem 6.10. 
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Corollary 6.12. Let X,Y be countable CW-complexes and let f : X →
Y be a continuous map inducing an epimorphism with amenable kernel on
fundamental groups. Then
Hℓ1n (f) : H
ℓ1
n (X)→ H
ℓ1
n (Y )
is an isometric isomorphism for every n ∈ N.
Proof. The conclusion follows from Corollary 5.11 and Theorem 6.10.

6.7. Gromov equivalence theorem
Let now (X,Y ) be a topological pair. The ℓ1-norm on Cn(X) descends
to a norm on the relative singular chain module Cn(X,Y ), which induces in
turn a seminorm ‖ · ‖1 on Hn(X,Y ). Such a seminorm plays an important
role in some contexts of our interest, e.g. in the definition of the simplicial
volume of manifolds with boundary (see Chapter 7).
It makes sense to consider also other seminorms on Hn(X,Y ). Indeed,
it can often be useful to perturb the usual ℓ1-seminorm by adding a term
which takes into account the weight of the boundaries of relative cycles. To
this aim, Gromov introduced in [Gro82] the following one-parameter family
of seminorms on Hn(X,Y ).
Let θ ∈ [0,∞) and consider the norm ‖ · ‖1(θ) on Cn(X) defined by
‖c‖1(θ) = ‖c‖1 + θ‖∂nc‖1. Every such norm is equivalent to the usual norm
‖ · ‖1 = ‖ · ‖1(0) for every θ ∈ [0,∞) and induces a quotient seminorm on
relative homology, still denoted by ‖ ·‖1(θ). By passing to the limit, one can
also define a seminorm ‖ · ‖1(∞) that, however, may be non-equivalent to
‖ · ‖1. The following result is stated by Gromov in [Gro82].
Theorem 6.13 (Equivalence theorem, [Gro82, p. 57]). Let (X,Y ) be a
pair of countable CW-complexes, and let n ≥ 2. If the fundamental groups
of all connected components of Y are amenable, then the seminorms ‖·‖1(θ)
on Hn(X,Y ) coincide for every θ ∈ [0,∞].
In this section we describe the proof of Theorem 6.13 given in [BBF+14],
which is based on the following strategy: we first introduce a one-parameter
family of seminorms in bounded cohomology (that were first defined by
Park [Par03]); building on the fact that Hnb (X,Y ) is isometrically isomor-
phic to Hnb (X) (see Theorem 5.14) we then show that all these seminorms
coincide; finally, we conclude the proof via an argument making use of du-
ality.
So let us fix a pair (X,Y ) of countable CW-complexes, and assume from
now on that the fundamental groups of all connected components of Y are
amenable. Following [Par04], we first exploit a cone construction to give a
useful alternative description of the seminorms ‖ · ‖1(θ) on Hn(X,Y ) (see
also [Lo¨h08]).
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Let us denote by in : Cn(Y )→ Cn(X) the map induced by the inclusion
i : Y → X. The homology mapping cone complex of (X,Y ) is the complex(
C•(Y → X), d•
)
), where
Cn(Y → X) = Cn(X)⊕ Cn−1(Y ) dn(u, v) = (∂nu+ in−1(v),−∂n−1(v)) ,
where ∂• denotes the usual differential both of C•(X) and of C•(Y ). The
homology of the mapping cone (C•(Y → X), d•) is denoted by H•(Y → X).
For every n ∈ N, θ ∈ [0,∞) one can endow Cn(Y → X) with the norm
‖(u, v)‖1(θ) = ‖u‖1 + θ‖v‖1 ,
which induces in turn a seminorm, still denoted by ‖ · ‖1(θ), on Hn(Y → X)
(in [Par04], Park restricts her attention only to the case θ ≥ 1). The chain
map
(10) βn : Cn(Y → X) −→ Cn(X,Y ) , βn(u, v) = [u]
induces a map Hn(βn) in homology.
Lemma 6.14. The map
Hn(βn) : (Hn(Y → X), ‖ · ‖1(θ)) −→ (Hn(X,Y ), ‖ · ‖1(θ))
is an isometric isomorphism for every θ ∈ [0,+∞).
Proof. It is immediate to check that Hn(βn) admits the inverse map
Hn(X,Y )→ Hn(Y → X) , [u] 7→ [(u,−∂nu)] .
Therefore, Hn(βn) is an isomorphism, and we are left to show that it is
norm-preserving.
Let us set
β′n : Cn(Y → X)→ Cn(X) , β
′
n(u, v) = u .
By construction, βn is the composition of β
′
n with the natural projection
Cn(X) → Cn(X,Y ). Observe that an element (u, v) ∈ Cn(Y → X) is
a cycle if and only if ∂nu = −in−1(v). As a consequence, although the
map β′n is not norm non-increasing in general, it does preserve norms when
restricted to the space of cycles Zn(Y → X). Moreover, every chain in
Cn(X) representing a relative cycle is contained in β
′
n(Zn(Y → X)), and
this concludes the proof. 
For θ ∈ (0,∞), the dual normed chain complex of (Cn(Y → X), ‖·‖1(θ))
is Park’s mapping cone for relative bounded cohomology [Par03], that is
the complex (Cnb (Y → X), δ
n
), where
Cnb (Y → X) = C
n
b (X)⊕ C
n−1
b (Y ) , δ
n
(f, g) = (δnf,−in(f)− δn−1g)
endowed with the norm
‖(f, g)‖∞(θ) = max{‖f‖∞, θ
−1‖g‖∞}.
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We endow the cohomology H•b (Y → X) of the complex (C
•
b (Y → X), δ
n
)
with the quotient seminorm, which will still be denoted by ‖ · ‖∞(θ). The
chain map
βn : Cnb (X,Y ) −→ C
n
b (Y → X), β
n(f) = (f, 0)
induces a map Hn(βn) : Hnb (X,Y ) → H
n
b (Y → X). Building on the fact
that Hnb (X,Y ) is isometrically isomorphic to H
n
b (X) we can now prove the
following:
Proposition 6.15. For every n ≥ 2, θ ∈ (0,∞), the map
Hn(βn) : (Hnb (X,Y ), ‖ · ‖∞)→ (H
n
b (Y → X), ‖ · ‖∞(θ))
is an isometric isomorphism.
Proof. Let us first prove that Hn(βn) is an isomorphism (here we do
not use any hypothesis on Y ). To this aim, it is enough to show that, if we
denote by Znb (Y → X) the space of bounded cocycles in C
n
b (X → Y ), then
the composition
(11) Znb (X,Y )
βn
// Znb (Y → X)
// Hnb (Y → X)
is surjective with kernel δCn−1b (X,Y ). For any g ∈ C
•
b (Y ) we denote by
g′ ∈ C•b (X) the extension of g that vanishes on simplices with image not con-
tained in Y . Let us take (f, g) ∈ Znb (Y → X). From δ
n
(f, g) = 0 we deduce
that f + δg′ ∈ Znb (X,Y ). Moreover, (f + δg
′, 0) − (f, g) = −δ
n−1
(g′, 0), so
the map (11) above is surjective. Finally, if f ∈ Znb (X,Y ) and δ
n−1
(α, β) =
(f, 0), then α + δβ′ belongs to Cn−1b (X,Y ) and δ(α + dβ
′) = f . This con-
cludes the proof that Hn(βn) is an isomorphism.
Let us now exploit the fact that the fundamental group of each compo-
nent of Y is amenable. We consider the chain map
γ• : C•b (Y → X)→ C
•
b (X), (f, g) 7→ f .
For every n ∈ N the composition γn ◦ βn coincides with the inclusion
jn : Cnb (X,Y ) → C
n
b (X). By Theorem 5.14, for every n ≥ 2 the map
H(jn) is an isometric isomorphism. Moreover, both Hn(γn) and Hn(βn)
are norm non-increasing, so we may conclude that the isomorphism Hn(βn)
is isometric for every n ≥ 2. 
We have now collected all the results we need to prove Gromov equiva-
lence theorem. Indeed, it follows from the very definitions that (Cn• (X,Y ), ‖·
‖∞) is the topological dual complex to (C•(X,Y ), ‖ · ‖1) = (C•(X,Y ), ‖ ·
‖1(0)). Moreover, by construction (C
•
b (Y → X), ‖ · ‖∞(θ)) is the topological
dual complex of (C•(Y → X), ‖ · ‖1(θ)), for every θ ∈ (0,+∞). Therefore,
Proposition 6.15 and Corollary 6.3 ensure that the map
Hn(βn) : (Hn(Y → X), ‖ · ‖1(θ))→ (Hn(X,Y ), ‖ · ‖1)
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is norm-preserving. On the other hand, we know from Lemma 6.14 that the
map
Hn(βn) : (Hn(Y → X), ‖ · ‖1(θ)) −→ (Hn(X,Y ), ‖ · ‖1(θ))
is an isometric isomorphism for every θ ∈ [0,+∞). Putting toghether these
facts we deduce that the identity between (Hn(X,Y ), ‖ · ‖1) and (Hn(X,Y ), ‖ · ‖1(θ))
is an isometry for every θ > 0. The conclusion follows from the fact that,
by definition, ‖ · ‖1(0) = ‖ · ‖1 and ‖ · ‖1(∞) = limθ→∞ ‖ · ‖1(θ).
As noticed by Gromov, Theorem 6.13 admits the following equivalent
formulation, which is inspired by Thurston [Thu79, §6.5] and plays an im-
portant role in several results about the (relative) simplicial volumes of glu-
ings and fillings (see Chapters 7 and 9):
Corollary 6.16. Let (X,Y ) be a pair of countable CW-complexes,
and suppose that the fundamental groups of all the components of Y are
amenable. Let α ∈ Hn(X,Y ), n ≥ 2. Then, for every ǫ > 0, there exists
an element c ∈ Cn(X) with ∂nc ∈ Cn−1(Y ) such that [c] = α ∈ Hn(X,Y ),
‖c‖1 < ‖α‖1 + ǫ and ‖∂nc‖1 < ǫ.
Proof. Let θ = (‖α‖1 + ǫ)/ǫ. By Theorem 6.13 we know that ‖ · ‖1(θ)
induces the norm ‖ · ‖1 in homology, so we can find a representative c ∈
Cn(X) of α with ‖c‖1(θ) = ‖c‖1 + θ‖∂nc‖1 ≤ ‖α‖1 + ǫ. This implies that
‖c‖1 ≤ ‖α‖1 + ǫ and ‖∂nc‖1 ≤ (‖α‖1 + ǫ)/θ = ǫ. 
6.8. Further readings
Locally finite chains on non-compact topological spaces. In the
case when X is a non-compact topological space, it is often interesting to
consider the complex of locally finite singular chains on X. For example,
if X is a connected non-compact oriented manifold of dimension n, then
in degree n the singular homology of M vanishes, while the locally finite
singular homology of M (say, with real coefficients) is isomorphic to R and
generated by a preferred element, called the fundamental class of M . The
ℓ1-seminorm of this fundamental class (which can now be infinite) is by
definition the simplicial volume of M (see the next chapter, where the case
of compact manifolds is treated in detail). A very natural question is whether
duality may be exploited to establish a useful relationship between the ℓ1-
seminorm in this slightly different context and (a suitable version of) the ℓ∞-
seminorm in bounded cohomology. We refer the reader to [Lo¨h08, Lo¨h07]
for a detailed discussion of this topic.
Gromov equivalence theorem. The first proof of Gromov equiva-
lence theorem appeared in [Gro82], and was based on the theory of multi-
complexes. In the particular case when X is the (natural compactification
of) a complete finite volume hyperbolic manifold without boundary and
Y = ∂X, an explicit construction of the representatives ci approaching the
90 6. ℓ1-HOMOLOGY AND DUALITY
infimum of both ‖ci‖1 and ‖∂ci‖1 within their homology classes is given
in [FM11].
Bounded-cohomological dimension of discrete groups. As a re-
cent application of duality, we would finally like to mention Lo¨h’s con-
struction of groups with infinite bounded-cohomological dimension, and of
(new examples of) groups with bounded-cohomological dimension equal to
0 [Lo¨hb]
CHAPTER 7
Simplicial volume
The simplicial volume is an invariant of manifolds introduced by Gromov
in his seminal paper [Gro82]. If M is a closed (i.e. connected, compact
and without boundary) oriented manifold, then Hn(M,Z) is infinite cyclic
generated by the fundamental class [M ]Z of M . If [M ] = [M ]R ∈ Hn(M,R)
denotes the image of [M ]Z via the change of coefficients map Hn(M,Z) →
Hn(M,R), then the simplicial volume of M is defined as
‖M‖ = ‖[M ]‖1 ,
where ‖ · ‖1 denotes the ℓ
1-norm on singular homology introduced in Chap-
ter 6. The simplicial volume of M does not depend on the choice of the
orientation, so it is defined for every closed orientable manifold. Moreover,
if M is non-orientable and M˜ is the orientable double covering of M , then
the simplicial volume of M is defined by ‖M‖ = ‖M˜‖/2. Finally, if M is
compact and possibly disconnected, then the simplicial volume of M is just
the sum of the simplicial volumes of its components.
7.1. The case with non-empty boundary
Let M be a manifold with boundary. We identify C•(∂M,R) with its
image in C•(M,R) via the morphism induced by the inclusion, and observe
that C•(∂M,R) is closed in C•(M,R) with respect to the ℓ1-norm. There-
fore, the quotient seminorm ‖·‖1 on Cn(M,∂M,R) = Cn(M,R)/Cn(∂M,R)
is a norm, which endows Cn(M,∂M,R) with the structure of a normed chain
complex.
If M is connected and oriented, then Hn(M,∂M,Z) is infinite cyclic
generated by the preferred element [M,∂M ]Z. If [M,∂M ] = [M,∂M ]R is
the image of [M,∂M ]Z via the change of coefficients morphism, then the
simplicial volume of M is defined by
‖M,∂M‖ = ‖[M,∂M ]‖1 .
Just as in the closed case we may extend the definition of ‖M,∂M‖ to the
case when M is not orientable and/or disconnected.
The simplicial volume may be defined also for non-compact manifolds.
However, we restrict here to the compact case. Unless otherwise stated,
henceforth every manifold will be assumed to be compact and orientable.
Moreover, since we will be mainly dealing with (co)homology with real coef-
ficients, unless otherwise stated henceforth we simply denote by Hi(M,∂M),
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H i(M,∂M) andH ib(M,∂M) the modulesHi(M,∂M,R), H
i(M,∂M,R) and
H ib(M,∂M,R). We adopt the corresponding notation for group (co)homology.
Even if it depends only on the homotopy type of a manifold, the sim-
plicial volume is deeply related to the geometric structures that a manifold
can carry. For example, closed manifolds which support negatively curved
Riemannian metrics have non-vanishing simplicial volume, while the sim-
plicial volume of closed manifolds with non-negative Ricci tensor is null
(see [Gro82]). In particular, flat or spherical closed manifolds have van-
ishing simplicial volume, while closed hyperbolic manifolds have positive
simplicial volume (see Section 8.13).
Several vanishing and non-vanishing results for the simplicial volume are
available by now, but the exact value of non-vanishing simplicial volumes
is known only in very few cases. If M is (the natural compactification of)
a complete finite-volume hyperbolic n-manifold without boundary, then a
celebrated result by Gromov and Thurston implies that the simplicial volume
ofM is equal to the Riemannian volume ofM divided by the volume vn of the
regular ideal geodesic n-simplex in hyperbolic space. The only other exact
computation of non-vanishing simplicial volume of closed manifolds is for the
product of two closed hyperbolic surfaces or more generally manifolds locally
isometric to the product of two hyperbolic planes [BK08b]. The first exact
computations of ‖M,∂M‖ for classes of 3-manifolds for which ‖∂M‖ > 0
are given in [BFP15]. Incredibly enough, in dimension bigger than two no
exact value is known for the simplicial volume of any compact hyperbolic
manifold with geodesic boundary (see [FP10, BFP16] for some results on
the subject). Building on these examples, more values for the simplicial
volume can be obtained by taking connected sums or amalgamated sums
over submanifolds with amenable fundamental group (or, more in general,
by performing surgeries, see e.g. [Sam99]).
In this monograph we will restrict ourselves to those results about the
simplicial volume that more heavily depend on the dual theory of bounded
cohomology. In doing so, we will compute the simplicial volume of closed hy-
perbolic manifolds (Theorem 7.4), prove Gromov proportionality principle
for closed Riemannian manifolds (Theorem 7.3), and prove Gromov additiv-
ity theorem for manifolds obtained by gluings along boundary components
with amenable fundamental group (Theorem 7.6).
7.2. Elementary properties of the simplicial volume
Let M,N be n-manifolds and let f : (M,∂M) → (N, ∂N) be a continu-
ous map of pairs of degree d 6= 0. The induced map on singular chains sends
every single simplex to a single simplex, so it induces a norm non-increasing
map
H•(f) : H•(M,∂M)→ H•(N, ∂N) .
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As a consequence we have
‖N, ∂N‖ = ‖[N, ∂N ]‖1 =
‖Hn(f)([M,∂M ])‖1
|d|
≤
‖[M,∂M ]‖1
|d|
=
‖M,∂M‖
|d|
.
(12)
This shows that, if ‖N, ∂N‖ > 0, then the set of possible degrees of
maps from M to N is bounded. If M = N , then iterating a map of degree
d, d /∈ {−1, 0, 1}, we obtain maps of arbitrarily large degree, so we get the
following:
Proposition 7.1. If the manifold M admits a self-map of degree dif-
ferent from −1, 0, 1, then ‖M,∂M‖ = 0. In particular, if n ≥ 1 then
‖Sn‖ = ‖(S1)n‖ = 0, and if n ≥ 2 then ‖Dn, ∂Dn‖ = 0.
The following result shows that the simplicial volume is multiplicative
with respect to finite coverings:
Proposition 7.2. Let M −→ N be a covering of degree d between man-
ifolds (possibly with boundary). Then
‖M,∂M‖ = d · ‖N, ∂N‖ .
Proof. If
∑
i∈I aisi ∈ Cn(N, ∂N,R) is a fundamental cycle for N and
s˜ji , j = 1, . . . , d are the lifts of si to M (these lifts exist since si is defined
on a simply connected space), then
∑
i∈I
∑d
j=1 ais˜
j
i is a fundamental cycle
for M , so taking the infimum over the representatives of [N, ∂N ] we get
‖M,∂M‖ ≤ d · ‖N, ∂N‖ .
Since a degree-d covering is a map of degree d, the conclusion follows from (12).

7.3. The simplicial volume of Riemannian manifolds
A Riemannian covering between Riemannian manifolds is a locally iso-
metric topological covering. Recall that two Riemannian manifolds M1, M2
are commensurable if there exists a Riemannian manifold which is the total
space of a finite Riemannian covering of Mi for i = 1, 2. Since the Rie-
mannian volume is multiplicative with respect to coverings, Proposition 7.2
implies that
‖M1, ∂M1‖
Vol(M1)
=
‖M2, ∂M2‖
Vol(M2)
for every pair M1,M2 of commensurable Riemannian manifolds. Gromov’s
proportionality principle extends this property to pairs of manifolds which
share the same Riemannian universal covering:
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Theorem 7.3 (proportionality principle [Gro82]). Let M be a Rie-
mannian manifold. Then the ratio
‖M,∂M‖
Vol(M)
only depends on the isometry type of the Riemannian universal covering of
M .
In the case of hyperbolic manifolds, Gromov and Thurston computed
the exact value of the proportionality constant appearing in Theorem 7.3:
Theorem 7.4 ([Thu79, Gro82]). Let M be a closed hyperbolic n-
manifold. Then
‖M‖ =
Vol(M)
vn
,
where vn is the maximal value of the volumes of geodesic simplices in the
hyperbolic space Hn.
As mentioned above, Theorem 7.4 also holds in the case when M is the
natural compactification of a complete finite-volume hyperbolic n-manifold [Gro82,
Thu79, Fra04, FP10, FM11, BBI13] (such a compactification is home-
omorphic to a compact topological manifold with boundary, so it also has a
well-defined simplicial volume). In particular, we have the following:
Corollary 7.5. Let Σg,n denote the closed orientable surface of genus
g with n disks removed (so Σg,n is closed if n = 0, and it is compact with
boundary if n 6= 0). Then
‖Σg,n, ∂Σg,n‖ = max{0,−2χ(Σg,n)} .
Proof. First observe that χ(Σg,n) ≥ 0 exactly in the following cases: if
g = 0, n = 0, 1, 2, so that Σg,n is either a sphere, or a disk, or an annulus,
and ‖Σg,n‖ = 0 (for example because each of these spaces admits a self-map
of degree bigger than one); if g = 1, n = 0, so that Σg,n is the torus and
again ‖Σg,n‖ = 0.
We can therefore suppose that χ(Σg,n) < 0. In this case, it is well-known
that (the interior of) Σg,n supports a complete hyperbolic metric with finite
area, so we may apply Theorem 7.4 to deduce that
‖Σg,n, ∂Σg,n‖ =
Area(Σg,n)
v2
=
−2πχ(Σg,n)
π
= −2χ(Σg,n) ,
where we used Gauss-Bonnet Theorem in order to describe the area of Σg,n
in terms of its Euler characteristic, together with the well-known fact that
the maximal area of hyperbolic triangles is equal to π. 
We will provide proofs of Theorem 7.3 (under some additional hypothe-
sis) and of Theorem 7.4 in Chapter 8. Moreover, in Section 8.12 we provide
a computation of the simplicial volume of surfaces that does not make use
of the full power of Theorem 7.4.
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7.4. Simplicial volume of gluings
Let us now describe the behaviour of simplicial volume with respect
to some standard operations, like taking connected sums or products, or
performing surgery. The simplicial volume is additive with respect to con-
nected sums [Gro82]. In fact, this is a consequence of a more general result
concerning the simplicial volume of manifolds obtained by gluing manifolds
along boundary components with amenable fundamental group.
LetM1, . . . ,Mk be oriented n-manifolds, and let us fix a pairing (S
+
1 , S
−
1 ),
. . ., (S+h , S
−
h ) of some boundary components of ⊔
k
j=1Mj , in such a way that
every boundary component of ⊔kj=1Mj appears at most once among the
S±i . For every i = 1, . . . , h, let also fi : S
+
i → S
−
i be a fixed orientation-
reversing homeomorphism (since every Mj is oriented, every S
±
i inherits a
well-defined orientation). We denote by M the oriented manifold obtained
by gluingM1, . . . ,Mk along f1, . . . , fh, and we suppose thatM is connected.
For every i = 1, . . . , h we denote by j±(i) the index such that S±i ⊆
Mj±(i), and by K
±
i the kernel of the map π1(S
±
i ) → π1(Mj±(i)) induced
by the inclusion. We say that the gluings f1, . . . , fh are compatible if the
equality
(fi)∗
(
K+i
)
= K−i
holds for every i = 1, . . . , h. Then we have the following:
Theorem 7.6 (Gromov additivity theorem[Gro82, BBF+14, Kue15]).
Let M1, . . . ,Mk be n-dimensional manifolds, n ≥ 2, suppose that the fun-
damental group of every boundary component of every Mj is amenable, and
let M be obtained by gluing M1, . . . ,Mk along (some of) their boundary
components. Then
‖M,∂M‖ ≤ ‖M1, ∂M1‖+ . . . + ‖Mk, ∂Mk‖ .
In addition, if the gluings defining M are compatible, then
‖M,∂M‖ = ‖M1, ∂M1‖+ . . . + ‖Mk, ∂Mk‖ .
Theorem 7.6 will be proved in Chapter 9.
Of course, the gluings defining M are automatically compatible if each
S±i is π1-injective in Mj±(i) (in fact, this is the case in the most relevant ap-
plications of Theorem 7.6). Even in this special case, no inequality between
‖M,∂M‖ and
∑k
j=1 ‖Mj , ∂Mj‖ holds in general if we drop the requirement
that the fundamental group of every S±i be amenable (see Remark 7.9). On
the other hand, even if the fundamental group of every S±i is amenable, the
equality in Theorem 7.6 does not hold in general for non-compatible gluings
(see again Remark 7.9).
Let us mention two important corollaries of Theorem 7.6.
Corollary 7.7 (Additivity for connected sums). Let M1,M2 be closed
n-dimensional manifolds, n ≥ 3. Then
‖M1#M2‖ = ‖M1‖+ ‖M2‖ ,
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where M1#M2 denotes the connected sum of M1 and M2.
Proof. LetM ′i beMi with one open ball removed. Since the n-dimensional
disk has vanishing simplicial volume and Sn−1 is simply connected, Theo-
rem 7.6 implies that ‖M ′i , ∂M
′
i‖ = ‖Mi‖. Moreover, Theorem 7.6 also im-
plies that ‖M1#M2‖ = ‖M
′
1, ∂M
′
1‖ + ‖M
′
2, ∂M
′
2‖, and this concludes the
proof. 
Let now M be a closed 3-dimensional manifold. The prime decompo-
sition Theorem, the JSJ decomposition Theorem and Perelman’s proof of
Thurston’s geometrization conjecture imply that M can be canonically cut
along spheres and π1-injective tori into the union of hyperbolic and Seifert
fibered pieces. Since the simplicial volume of Seifert fibered spaces vanishes,
Theorem 7.6 and Corollary 7.7 imply the following:
Corollary 7.8 ([Gro82]). Let M be a 3-dimensional manifold, and
suppose that either M is closed, or it is bounded by π1-injective tori. Then
the simplicial volume of M is equal to the sum of the simplicial volumes of
its hyperbolic pieces.
A proof of Corollary 7.8 (based on results from [Thu79]) may be found
also in [Som81].
Remark 7.9. The following examples show that the hypotheses of The-
orem 7.6 should not be too far from being the weakest possible.
Let M be a hyperbolic 3-manifold with connected geodesic boundary.
It is well-known that ∂M is π1-injective in M . We fix a pseudo-Anosov
homeomorphism f : ∂M → ∂M , and for every m ∈ N we denote by DmM
the twisted double obtained by gluing two copies of M along the homeo-
morphism fm : ∂M → ∂M (so D0M is the usual double of M). It is shown
in [Jun97] that
‖D0M‖ < 2 · ‖M,∂M‖ .
On the other hand, by [Som98] we have limm→∞VolDmM =∞, so limm→∞ ‖DmM‖ =
∞, and the inequality
‖DmM‖ > 2 · ‖M,∂M‖
holds for infinitely many m ∈ N. This shows that, even in the case when
each S±i is π1-injective in Mj±(i), no inequality between ‖M,∂M‖ and∑k
j=1 ‖Mj , ∂Mj‖ holds in general if one drops the requirement that the
fundamental group of every S±i be amenable.
On the other hand, if M1 is (the natural compactification of) the once-
punctured torus and M2 is the 2-dimensional disk, then the manifold M
obtained by gluing M1 with M2 along ∂M1 ∼= ∂M2 ∼= S
1 is a torus, so
‖M‖ = 0 < 2 + 0 = ‖M1, ∂M1‖+ ‖M2, ∂M2‖ .
This shows that, even in the case when the fundamental group of every S±i
is amenable, the equality ‖M,∂M‖ =
∑k
j=1 ‖Mj , ∂Mj‖ does not hold in
general if one drops the requirement that the gluings be compatible.
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7.5. Simplicial volume and duality
Let M be an n-manifold with (possibly empty) boundary (recall that
every manifold is assumed to be orientable and compact). Then, the topo-
logical dual of the relative chain module Ci(M,∂M) is the relative cochain
module C•b (M,∂M), whose cohomology gives the relative bounded cohomol-
ogy module H•b (M,∂M) (see Section 5.7).
As usual, if ϕ ∈ H i(M,∂M) is a singular (unbounded) coclass, then we
denote by ‖ϕ‖∞ ∈ [0,+∞] the infimum of the norms of the representatives
of ϕ in Zn(M,∂M), i.e. we set
‖ϕ‖∞ = inf{‖ϕb‖∞ |ϕb ∈ H
i
b(M,∂M) , c
i(ϕb) = ϕ} ,
where inf ∅ = +∞ and ci : H ib(M,∂M) → H
i(M,∂M) is the comparison
map induced by the inclusion of bounded relative cochains into relative
cochains.
We denote by [M,∂M ]∗ ∈ Hn(M,∂M) the fundamental coclass of M ,
i.e. the element [M,∂M ]∗ ∈ Hn(M,∂M) such that
〈[M,∂M ]∗, [M,∂M ]〉 = 1 ,
where 〈·, ·〉 denotes the Kronecker product (in Chapter 6 we defined the Kro-
necker product only in the context of bounded cohomology, but of course the
same definition makes sense also for usual singular cohomology). Lemma 6.1
implies the following:
Proposition 7.10. We have
‖M,∂M‖ = max{〈ϕb, [M,∂M ]〉 |ϕb ∈ H
n
b (M,∂M), ‖ϕb‖∞ ≤ 1} ,
so
‖M,∂M‖ =
{
0 if ‖[M,∂M ]∗‖∞ = +∞
‖[M,∂M ]∗‖−1 otherwise.
Corollary 7.11. Let M be a closed orientable n-manifold, and let
cn : Hnb (M,R)→ H
n(M,R) ∼= R be the comparison map. Then ‖M‖ = 0 if
and only if cn = 0, and ‖M‖ > 0 if and only if cn is surjective.
Corollary 7.11 implies the following non-trivial vanishing result:
Corollary 7.12. Let M be a closed n-manifold with amenable funda-
mental group. Then
‖M‖ = 0 .
In particular, any closed simply connected manifold has vanishing simplicial
volume.
7.6. The simplicial volume of products
It is readily seen that the product ∆n ×∆m of two standard simplices
of dimension n and m can be triangulated by
(n+m
n
)
simplices of dimension
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n+m. Using this fact it is easy to prove that, if M , N are closed manifolds
of dimension m,n respectively, then
(13) ‖M ×N‖ ≤
(
n+m
m
)
‖M‖ · ‖N‖ .
In fact, an easy application of duality implies the following stronger
result:
Proposition 7.13 ([Gro82]). Let M , N be closed manifolds of dimen-
sion m,n respectively. Then
‖M‖ · ‖N‖ ≤ ‖M ×N‖ ≤
(
n+m
m
)
‖M‖ · ‖N‖ .
Proof. Thanks to (13), we are left to prove the inequality ‖M‖·‖N‖ ≤
‖M×N‖. Let [M ]∗ ∈ Hm(M), [N ]∗ ∈ Hn(N) be the fundamental coclasses
of M,N respectively. Then it is readily seen that
[M ]∗ ∪ [N ]∗ = [M ×N ]∗ ∈ Hn(M ×N) ,
‖[M ×N ]∗‖∞ = ‖[M ]
∗ ∪ [N ]∗‖∞ ≤ ‖[M ]
∗‖∞ · ‖[N ]
∗‖∞ ,
where ∪ denotes the cup product. So the inequality
‖M ×N‖ ≥ ‖M‖ · ‖N‖
follows from Proposition 7.10, and we are done. 
7.7. Fiber bundles with amenable fibers
A natural question is whether the estimates on the simplicial volume
of a product in terms of the simplicial volumes of the factors carry over to
the context of fiber bundles. We refer the reader to Section 7.8 for a brief
discussion of this topic. Here we just prove the following:
Theorem 7.14. Let p : E →M be a locally trivial fiber bundle with fiber
F , where E,M,F are compact connected orientable manifolds. Assume that
dimF ≥ 1, and that the image i∗(π1(F )) < π1(E) of the fundamental group
of F via the map induced by the inclusion F →֒ E is amenable. Then
‖E‖ = 0 .
Proof. Let n = dimE > dimM . Since a locally trivial fiber bundle is
a fibration, we have an exact sequence
π1(F )
i∗ // π1(E)
p∗
// π1(M) // π0(F ) .
Since F is connected π0(F ) is trivial, so our assumptions imply that p∗ : π1(E)→
π1(M) is an epimorphism with an amenable kernel. Then by Gromov Map-
ping Theorem (see Corollary 5.11), the map Hnb (p) : H
n
b (M,R)→ H
n
b (E,R)
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is an isometric isomorphism. Let us now consider the commutative diagram
Hnb (M,R)
cnM

Hn
b
(p)
// Hnb (E,R)
cnE

Hn(M,R)
Hn(p)
// Hn(E,R) ,
where c•M (resp. c
•
M ) denotes the comparison map. Since H
n
b (p) is an iso-
morphism, we have cnE = H
n(p)◦cnM ◦H
n
b (p)
−1. But n > dimM , so cnM = 0,
hence cnE = 0. By Corollary 7.11, this implies ‖E‖ = 0. 
7.8. Further readings
Simplicial volume and geometric invariants. As already observed
by Gromov in his seminal paper [Gro82], the simplicial volume of manifolds
is strictly related to many invariants of geometric nature. For example if
one defines the minimal volume MinVol(M) of a closed manifold M as the
infimum of the volumes of the Riemannian metrics supported by M with
sectional curvature bounded between −1 and 1, then the inequality
‖M‖
(n − 1)nn!
≤ MinVol(M)
holds. In particular, non-vanishing of the simplicial volume implies non-
vanishing of the minimal volume. Analogous estimates hold when the mini-
mal volume is replaced by the minimal entropy, an invariant which, roughly
speaking, measures the rate of growth of balls in the universal covering. We
refer the reader to [Gro82] for an extensive treatment of these topics.
Variations of the simplicial volume. The notion of simplicial vol-
ume admits variations which turned out to be interesting for many applica-
tions. For example, the integral simplicial volume ‖M‖Z of a manifold M
is the infimum (in fact, the minimum) of the ℓ1-seminorm of integral funda-
mental cycles ofM . The integral simplicial volume is only submultiplicative
with respect to finite coverings, but one can promote it to a multiplicative
invariant by setting
‖M‖∞Z := inf
{1
d
· ‖M‖Z
∣∣∣ d ∈ N and M →M is a d-sheeted covering}.
It is readily seen that
‖M‖ ≤ ‖M‖∞Z ≤ ‖M‖Z ,
but integral simplicial volume is often strictly bigger than the simplicial
volume (e.g., ‖M‖Z > 0 for every closed manifold M , while ‖M‖ = 0 for
many manifolds). It is natural to try to understand when stable integral
simplicial volume is equal to the simplicial volume. Since integral cycles
may be interpreted as combinatorial objects, when this is the case one can
usually approach the study of the simplicial volume in a quite concrete way.
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For example, the following purely topological problem on simplicial volume
was formulated by Gromov [Gro93, p. 232][Gro09, 3.1. (e) on p. 769]:
Question 7.15. LetM be an oriented closed connected aspherical man-
ifold. Does ‖M‖ = 0 imply χ(M) = 0?
A possible strategy to answer Question 7.15 in the affirmative is to re-
place simplicial volume by stable integral simplicial volume: in fact, an easy
application of Poincare´ duality shows that
‖M‖∞Z = 0 =⇒ |χ(M)| = 0 ,
and this reduces Gromov’s question to the question whether the vanishing
of the simplicial volume implies the vanishing of the stable integral simpli-
cial volume (say, for aspherical manifolds with residually finite fundamental
group).
More in general, one could ask which manifolds satisfy the equality
‖M‖ = ‖M‖∞Z . This is the case for oriented closed surfaces of genus
g ≥ 2 (see Section 8.12) and for closed hyperbolic manifolds of dimension
3 [FLPS16]. On the contrary, ‖M‖∞Z is strictly bigger than ‖M‖ for every
closed hyperbolic n-manifold, n ≥ 4 [FFM12].
Yet another variation of the simplicial volume is the integral foliated
simplicial volume defined by Gromov in [Gro99]. In some sense, integral
foliated simplicial volume interpolates the classical simplicial volume and the
stable integral simplicial volume. As suggested by Gromov himself [Gro99,
p. 305f] and confirmed by Schmidt [Sch05], the vanishing of integral foliated
simplicial volume implies the vanishing of ℓ2-Betti numbers, whence of the
Euler characteristic. Therefore, the integral foliated simplicial volume could
probably be useful to approach Question 7.15. For some recent results on
this topic we refer the reader to [LP16, FLPS16].
Simplicial volume of products and fiber bundles. Let M,F be
closed orientable manifolds. We have seen above that the simplicial volume
of M × F satisfies the bounds
‖M‖ · ‖F‖ ≤ ‖M × F‖ ≤
(
n+m
m
)
‖M‖ · ‖F‖ .
A natural question is whether ‖M × F‖ should be equal to cn,m‖M‖ · ‖F‖
for a constant cn,m depending only on n = dimM , m = dimF . The answer
to this question is still unknown in general.
Of course, products are just a special case of fiber bundles, so one may
wonder whether the simplicial volume of the total space E of a fiber bundle
with base M and fiber F could be estimated in terms of the simplicial
volumes of M and F . Since there exist closed hyperbolic 3-manifolds that
fiber over the circle, no estimate of the form ‖E‖ ≤ ‖M‖ · ‖F‖ can hold
for any k > 0 (while the simplicial volume of total spaces of fiber bundles
with amenable fibers always vanishes, see Theorem 7.14). On the contrary,
in the case when F is a surface it was proved in [HK01] that the inequality
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‖M‖ · ‖F‖ ≤ ‖E‖ still holds. This estimate was then improved in [Buc09],
where it was shown that
3
2
· ‖M‖ · ‖F‖ ≤ ‖E‖
for every fiber bundle E with surface fiber F and base M . This implies in
particular that, if S is a closed orientable surface, then
‖M × S‖ ≥
3
2
· ‖M‖ · ‖S‖ .
In fact, this inequality turns out to be an equality when M is also a sur-
face [BK08b]. It it still an open question whether the inequality
‖E‖ ≥ ‖M‖ · ‖F‖
holds for every fiber bundle E with fiber F and base M , without any re-
striction on the dimensions of F and M .
Simplicial volume of non-compact manifolds. IfM is a non-compact
orientable n-manifold, then the n-th homology group of M (with integral or
real coefficients) vanishes. Therefore, in order to define the notion of sim-
plicial volume, in this case it is necessary to deal with locally finite chains.
With this choice it is still possible to define a fundamental class, and the
simplicial volume is again the infimum of the ℓ1-norms of all the fundamen-
tal cycles of M . Of course, in this case such an infimum may be equal to
+∞: this is the case, for example, when M = R, or when M is the in-
ternal part of a compact manifold with boundary N such that ‖∂N‖ > 0.
As mentioned in Section 6.8, suitable variations of the theory of bounded
cohomology may be exploited to establish interesting duality results, thus
reducing the computation of the simplicial volume to a cohomological con-
text [Lo¨h08, Lo¨h07]. Nevertheless, bounded cohomology seems to be more
powerful when dealing with compact manifolds, while in the non-compact
case the simplicial volume seems to be more mysterious than in the compact
case.
For example, it is still not known whether the simplicial volume of
the product of two punctured tori vanishes or not. Moreover, the pro-
portionality principle fails in the non-compact case. As already suggested
by Gromov [Gro82], probably more understandable objects may be ob-
tained by defining suitable variations of the simplicial volume, such as
the Lipschitz simplicial volume, which was defined in [Gro82] and stud-
ied e.g. in [LS09a, LS09b, Fra16].
A slightly easier case arise when considering the internal part M of a
compact manifold N with amenable boundary: in this case it is known
that the simplicial volume of N , the Lipschitz simplicial volume of M (with
respect to any complete Riemannian metric), and the simplicial volume ofM
all coincide (see e.g. [KK15]). For other results dealing with non-amenable
cusps we refer the reader to [KK12, BK14].

CHAPTER 8
The proportionality principle
This chapter is devoted to the proofs of Theorems 7.3 and 7.4. The
proportionality principle for the simplicial volume of Riemannian manifolds
is due to Gromov [Gro82]. A detailed proof first appeared in [Lo¨h06],
where Lo¨h exploited the approach via “measure homology” introduced by
Thurston [Thu79]. Another proof is given in [BK08a], where Bucher fol-
lows an approach which is based on the use of bounded cohomology, and
is closer in spirit to the original argument by Gromov (however, it may
be worth mentioning that, in [Lo¨h06], the proof of the fact that measure
homology is isometric to the standard singular homology, which is the key
step towards the proportionality principle, still relies on Gromov’s isometric
isomorphism between the bounded cohomology of a space and the one of its
fundamental group, as well as on Monod’s results about continuous bounded
cohomology of groups). An independent proof of the proportionality prin-
ciple, which does not make use of any sophisticated result from the theory
of bounded cohomology, has recently been given by Franceschini [Fra16].
Here we closely follow the account on Gromov’s and Bucher’s approach
to the proportionality principle described in [Fri11]. However, in order to
avoid some technical subtleties, we restrict our attention to the study of
non-positively curved compact Riemannian manifolds (see Section 8.15 for
a brief discussion of the general case). Gromov’s approach to the proportion-
ality principle exploits an averaging process which can be defined only on
sufficiently regular cochains. As a consequence, we will be lead to study the
complex of cochains which are continuous with respect to the compact-open
topology on the space of singular simplices.
8.1. Continuous cohomology of topological spaces
Let M be an n-dimensional manifold. For every i ∈ N, we endow the
space of singular i-simplices Si(M) with the compact-open topology (since
the standard simplex is compact, this topology coincides with the topology
of the uniform convergence with respect to any metric which induces the
topology of M). For later reference we point out the following elementary
property of the compact-open topology (see e.g. [Dug66, page 259]):
Lemma 8.1. Let X,Y,Z be topological spaces, and f : Y → Z, g : X → Y
be continuous. The maps f∗ : F (X,Y ) → F (X,Z), g
∗ : F (Y,Z) → F (X,Z)
defined by f∗(h) = f ◦ h, g
∗(h) = h ◦ g are continuous.
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Throughout this chapter, all the (co)chain and (co)homology modules
will be understood with real coefficients. We say that a cochain ϕ ∈ Ci(M)
is continuous if it restricts to a continuous map on Si(M), and we denote
by C•c (M) the subcomplex of continuous cochains in C
•(M) (the fact that
C•c (M) is indeed a subcomplex of C
•(M) is a consequence of Lemma 8.1).
We also denote by C•b,c(M) = C
•
c (M)∩C
•
b (M) the complex of bounded con-
tinuous cochains. The corresponding cohomology modules will be denoted
by H•c (M) and H
•
b,c(M). The natural inclusions of cochains
i• : C•c (M)→ C
•(M), i•b : C
•
b,c(M)→ C
•
b (M)
induce maps
H•(i•) : H•c (M)→ H
•(M), H•b (i
•
b) : H
•
b,c(M)→ H
•
b (M).
Bott stated in [Bot75] that, at least for “reasonable spaces”, the map
Hn(in) is an isomorphism for every n ∈ N. However, Mostow asserted
in [Mos76, Remark 2 at p. 27] that the natural proof of this fact seems
to raise some difficulties. More precisely, it is quite natural to ask whether
continuous cohomology satisfies Eilenberg-Steenrod axioms for cohomology.
First of all, continuous cohomology is functorial thanks to Lemma 8.1. More-
over, it is not difficult to show that continuous cohomology satisfies the
so-called “dimension axiom” and “homotopy axiom”. However, if Y is a
subspace of X it is in general not possible to extend cochains in C•c (Y ) to
cochains in C•c (X), so that it is not clear if a natural long exact sequence for
pairs actually exists in the realm of continuous cohomology. This difficulty
can be overcome either by considering only pairs (X,Y ) where X is metriz-
able and Y is closed in X, or by exploiting a cone construction, as described
in [Mdz09]. A still harder issue arises about excision: even if the barycen-
tric subdivision operator consists of a finite sum (with signs) of continuous
self-maps of S•(X), the number of times a simplex should be subdivided
in order to become “small” with respect to a given open cover depends in
a decisive way on the simplex itself. These difficulties have been overcome
independently by Mdzinarishvili and the author (see respectively [Mdz09]
and [Fri11]). In fact, it turns out that the inclusion induces an isomor-
phism between continuous cohomology and singular cohomology for every
space having the homotopy type of a metrizable and locally contractible
topological space.
The question whether the map H•b (i
•
b) is an isometric isomorphism is
even more difficult. An affirmative answer is provided in [Fri11] in the case
of spaces having the homotopy type of an aspherical CW-complex.
As anticipated above, we will restrict our attention to the case when
M is a manifold supporting a non-positively curved Riemannian structure.
In this case the existence of a straightening procedure for simplices makes
things much easier, and allows us to prove that H•(i•) and H•b (i
•
b) are both
isometric isomorphisms via a rather elementary argument.
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8.2. Continuous cochains as relatively injective modules
Until the end of the chapter we denote by p : M˜ → M the universal
covering of the closed smooth manifold M , and we fix an identification of
Γ = π1(M) with the group of the covering automorphisms of p.
Recall that the complex C•(M˜ ) (resp. C•b (M˜)) is naturally endowed
with the structure of an R[Γ]-module (resp. normed R[Γ]-module). For ev-
ery g ∈ Γ, i ∈ N, the map Si(M˜) → Si(M˜ ) sending the singular simplex
s to g · s is continuous with respect to the compact-open topology (see
Lemma 8.1). Therefore, the action of Γ on (bounded) singular cochains
on M˜ preserves continuous cochains, and C•c (M˜ ) (resp. C
•
b,c(M˜)) inherits
the structure of an R[Γ]-module (resp. normed R[Γ]-module). In this sec-
tion we show that, for every i ∈ N, the module Cic(M˜ ) (resp. C
i
b,c(M˜ )) is
relatively injective according to Definition 4.1 (resp. Definition 4.9). The
same result was proved for ordinary (i.e. possibly non-continuous) cochains
in Chapter 4. The following lemma ensures that continuous cochains on M
canonically correspond to Γ-invariant continuous cochains on M˜ .
Lemma 8.2. The chain map p• : C•(M) → C•(M˜ ) restricts to the fol-
lowing isometric isomorphisms of complexes:
p• : C•(M)→ C•(M˜ )Γ , p•|C•
b,c
(M) : C
•
b,c(X)→ C
•
b,c(M˜)
Γ,
which, therefore, induce isometric isomorphisms
H•c (M)
∼= H•(C•c (M˜ )
Γ) , H•b,c(M)
∼= H•(C•b,c(M˜ )
Γ).
Proof. We have already used the obvious fact that p• is an isometric
embedding on the space of Γ–invariant cochains, thus the only non-trivial
issue is the fact that p•(ϕ) is continuous if and only if ϕ is continuous.
However, it is not difficult to show that the map pn : Sn(M˜ ) → Sn(M)
induced by p is a covering (see [Fri11, Lemma A.4] for the details). In
particular, it is continuous, open and surjective, and this readily implies
that a map ϕ : Sn(M)→ R is continuous if and only if ϕ ◦ pn : Sn(M˜)→ R
is continuous, whence the conclusion. 
It is a standard fact of algebraic topology that the action of Γ on M˜ is
wandering, i.e. every x ∈ M˜ admits a neighbourhood Ux such that g(Ux) ∩
Ux = ∅ for every g ∈ Γ\{1}. In the following lemma we describe a particular
instance of generalized Bruhat function (see [Mon01, Lemma 4.5.4] for a
more general result based on [Bou63, Proposition 8 in VII §2 N◦ 4]).
Lemma 8.3. There exists a continuous map h
M˜
: M˜ → [0, 1] with the
following properties:
(1) For every x ∈ M˜ there exists a neighbourhood Wx of x in M˜ such
that the set
{
g ∈ Γ | g(Wx) ∩ supphM˜ 6= ∅
}
is finite.
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(2) For every x ∈ M˜ , we have
∑
g∈Γ hM˜ (g · x) = 1 (note that the sum
on the left-hand side is finite by (1)).
Proof. Let us take a locally finite open cover {Ui}i∈I of X such that
for every i ∈ I there exists Vi ⊆ M˜ with p
−1(Ui) =
⋃
g∈Γ g(Vi) and g(Vi) ∩
g′(Vi) = ∅ whenever g 6= g
′. Let {ϕi}i∈I be a partition of unity adapted to
{Ui}i∈I . It is easily seen that the map ψi : M˜ → R which concides with ϕi◦p
on Vi and is null elsewhere is continuous. We can now set hM˜ =
∑
i∈I ψi.
Since {Ui}i∈I is locally finite, also {Vi}i∈I , whence {suppψi}i∈I , is locally
finite, so h
M˜
is indeed well defined and continuous.
It is now easy to check that h
M˜
indeed satisfies the required properties
(see [Fri11, Lemma 5.1] for the details). 
Proposition 8.4. For every n ≥ 0 the modules Cnc (M˜ ) and C
n
b,c(M˜ ) are
relatively injective (resp. as an R[Γ]-module and as a normed R[Γ]-module).
Proof. Let ι : A→ B be an injective map between R[Γ]-modules, with
left inverse σ : B → A, and suppose we are given a Γ-map α : A→ Cnc (M˜ ).
We denote by e0, . . . , en the vertices of the standard n–simplex, and define
β : B → Cnc (M˜) as follows: given b ∈ B, the cochain β(b) is the unique linear
extension of the map that on the singular simplex s takes the following value:
β(b)(s) =
∑
g∈Γ
h
M˜
(
g−1(s(e0))
)
·
(
α(g(σ(g−1(b))))(s)
)
,
where h
M˜
is the map provided by Lemma 8.3. By Lemma 8.3–(1), the sum
involved is in fact finite, so β is well defined. Moreover, for every b ∈ B,
g0 ∈ Γ and s ∈ Sn(M˜) we have
β(g0 · b)(s) =
∑
g∈Γ hM˜
(
g−1
(
s(e0)
))
· α
(
g
(
σ(g−1g0(b))
))
(s)
=
∑
g∈Γ hM˜
(
g−1g0 · (g
−1
0 · s)(e0)
)
· α
(
g0g
−1
0 g
(
σ(g−1g0(b))
))
(s)
=
∑
k∈Γ hM˜
(
k−1(g−10 · s)(e0)
)
· α
(
g0k
(
σ(k−1(b))
))
(s)
=
∑
k∈Γ hM˜
(
k−1(g−10 · s)(e0)
)
· α
(
k
(
σ(k−1(b))
))
(g−10 · s)
= β(b)(g−10 · s) =
(
g0 · β(b)
)
(s),
so β is a Γ–map. Finally,
β(ι(b))(s) =
∑
g∈Γ hM˜
(
g−1
(
s(e0)
))
· α
(
g
(
σ(g−1(ι(b)))
))
(s)
=
∑
g∈Γ hM˜
(
g−1
(
s(e0)
))
· α
(
g
(
σ(ι(g−1 · b))
))
(s)
=
∑
g∈Γ hM˜
(
g−1
(
s(e0)
))
· α(b)(s)
=
(∑
g∈Γ hM˜
(
g−1
(
s(e0)
)))
· α(b)(s) = α(b)(s),
so β ◦ ι = α. In order to conclude that Cnc (M˜ ) is relatively injective we need
to show that β(b) is indeed continuous. However, if s ∈ Sn(M˜ ) is a singular
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n-simplex, then by Lemma 8.3–(1) there exists a neighbourhood U of s in
Sn(M˜ ) such that the set {g ∈ Γ |hM˜ (g
−1(s′(e0))) 6= 0 for some s
′ ∈ U} is
finite. This readily implies that if α(A) ⊆ Cnc (M˜ ), then also β(B) ⊆ C
n
c (M˜ ).
The same argument applies verbatim if Cn(M˜) is replaced by Cnb (M˜ ),
and A,B are normed modules: in fact, if α is bounded and ‖σ‖ ≤ 1, then
also β is bounded, and ‖β‖ ≤ ‖α‖. Thus Cnb,c(M˜) is a relatively injective
normed Γ–module. 
8.3. Continuous cochains as strong resolutions of R
Recall from Section 4.4 that, if M˜ is contractible, then the complex
C•(M˜), endowed with the obvious augmentation, provides a strong resolu-
tion of the trivial Γ-module R. Moreover, thanks to Ivanov’s Theorem 5.8,
the augmented normed complex C•b (M˜ ) is a strong resolution of the normed
Γ-module R even without the assumption that M˜ is contractible. The situa-
tion is a bit different when dealing with continuous cochains. Unfortunately,
we are not able to prove that Ivanov’s contracting homotopy (see Section 5.4)
preserves continuous cochains, so it is not clear whether C•b,c(M˜ ) always pro-
vides a strong resolution of R.
In order to prove that the augmented complexes C•c (M˜ ) and C
•
b,c(M˜ ) are
strong we need to make some further assumption onM . Namely, asking that
M˜ is contractible (i.e. that M is a K(Γ, 1)) would be sufficient. However,
to our purposes it is sufficient to concentrate our attention on the easier
case when M supports a non-positively curved Riemannian metric. In that
case, Cartan-Hadamard Theorem implies that, for every point x ∈ M˜ , the
exponential map at x establishes a diffeomorphism between the tangent
space at x and the manifold M˜ . As a consequence, every pair of points in
M˜ are joined by a unique geodesic, and (constant-speed parameterizations
of) geodesics continuously depend on their endpoints: we say that M˜ is
continuously uniquely geodesic.
Therefore, until the end of the chapter, we assume that the closed man-
ifold M is endowed with a non-positively curved Riemannian metric.
For i ∈ N we denote by ei ∈ RN the point (0, . . . , 1, . . .), where the
unique non-zero coefficient is at the i-th entry (entries are indexed by N, so
(1,0, . . .)= e0). We denote by ∆
p the standard p-simplex, i.e. the convex hull
of e0, . . . , ep, and we observe that with these notations we have ∆
p ⊆ ∆p+1.
Proposition 8.5. The complexes C•c (M˜ ) and C
•
b,c(M˜) are strong reso-
lutions of R (resp. as an unbounded Γ-module and as a normed R-module).
Proof. Let us choose a basepoint x0 ∈ M˜ . For n ≥ 0, we define an
operator Tn : Cn(M˜) → Cn+1(M˜) which sends any singular n-simplex s to
the (n+1)-simplex obtained by coning s over x0. In order to properly define
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the needed coning procedure we will exploit the fact that M˜ is uniquely
continuously geodesic.
For x ∈ M˜ we denote by γx : [0, 1] → M˜ the constant-speed param-
eterization of the geodesic joining x0 with x. Let n ≥ 0. We denote
by Q0 the face of ∆
n+1 opposite to e0, and we consider the identifica-
tion r : Q0 → ∆
n given by r(t1e1 + . . . tn+1en+1) = t1e0 + . . . tn+1en. We
now define Tn : Cn(M˜) → Cn+1(M˜) as the unique linear map such that, if
s ∈ Sn(M˜), then the following holds: if p = te0 + (1 − t)q ∈ ∆
n+1, where
q ∈ Q0, then (Tn(s))(p) = γs(q)(t). In other words, Tn(s) is just the geodesic
cone over s with vertex x0. Using that M˜ is uniquely continuously geodesic,
one may easily check that Tn(s) is well defined and continuous. Moreover,
the restriction of Tn to Sn(M˜ ) defines a map
Tn : Sn(M˜ )→ Sn+1(M˜ )
which is continuous with respect to the compact-open topology. We finally
define T−1 : R→ C0(M˜) by T−1(t) = tx0. It is readily seen that, if d• is the
usual (augmented) differential on singular chains, then d0T−1 = IdR, and
for every n ≥ 0 we have Tn−1 ◦ dn + dn+1 ◦ Tn = IdCn(M˜).
For every n ≥ 0, let now kn : Cn(M˜)→ Cn−1(M˜ ) be defined by kn(ϕ)(c) =
ϕ(Tn−1(c)). Since Tn : Sn(M˜ ) → Sn+1(M˜ ) is continuous, the map k
n pre-
serves continuous cochains, so {kn}n∈N provides a contracting homotopy
for the complex C•c (M˜), which is therefore a strong resolution of R as an
unbounded R[Γ]-module.
Finally, since Tn sends every single simplex to a single simplex, if α ∈
Cnb (M˜ ) then ‖k
n(α)‖ ≤ ‖α‖. Thus k• restricts to a contracting homotopy
for the complex of normed Γ–modules C•b,c(M˜). Therefore, this complex
gives a strong resolution of R as a normed Γ-module. 
We have thus proved that, ifM supports a non-positively curved metric,
then C•c (M˜) and C
•
b,c(M˜ ) provide relatively injective strong resolutions of
R (as an unbounded Γ-module and as a normed Γ-module, respectively).
As proved in Lemma 4.6, Proposition 4.7, Lemma 5.1 and Lemma 5.4, the
same is true for the complexes C•(M˜ ) and C•b (M˜), respectively. Since the
inclusions C•c (M˜) → C
•(M˜ ), C•b,c(M˜ ) → C
•
b (M˜) are norm non-increasing
chain maps which extend the identity of R, Theorems 4.4 and 4.14 and
Lemma 8.2 imply the following:
Proposition 8.6. LetM be a closed manifold supporting a non-positively
curved metric. Then the maps
H•(i•) : H•c (M)→ H
•(M) , H•b (i
•
b) : H
•
b,c(M)→ H
•
b (M)
are norm non-increasing isomorphisms.
In order to promote these isomorphisms to isometries it is sufficient to ex-
hibit norm non-increasing chain Γ-maps θ• : C•(M˜)→ C•c (M˜), θ
•
b : C
•
b (M˜ )→
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C•b,c(M˜ ) which extend the identity of R. To this aim we exploit a straight-
ening procedure, which will prove useful several times in this book.
8.4. Straightening in non-positive curvature
The straightening procedure for simplices was introduced by Thurston
in [Thu79]. It was originally defined on hyperbolic manifolds, but it can be
performed in the more general context of non-positively curved Riemannian
manifolds.
Let k ∈ N, and let x0, . . . , xk be points in M˜ . The straight simplex
[x0, . . . , xk] ∈ Sk(M˜) with vertices x0, . . . , xk is defined as follows: if k = 0,
then [x0] is the 0-simplex with image x0; if straight simplices have been
defined for every h ≤ k, then [x0, . . . , xk+1] : ∆
k+1 → M˜ is determined
by the following condition: for every z ∈ ∆k ⊆ ∆k+1, the restriction of
[x0, . . . , xk+1] to the segment with endpoints z, ek+1 is the constant speed
parameterization of the unique geodesic joining [x0, . . . , xk](z) to xk+1. The
fact that [x0, . . . , xk+1] is well defined and continuous is an immediate con-
sequence of the fact that M˜ is continuously uniquely geodesic.
8.5. Continuous cohomology versus singular cohomology
We are now ready to prove that (bounded) continuous cohomology is
isometrically isomorphic to (bounded) cohomology at least for non-positively
curved manifolds:
Proposition 8.7. LetM be a closed manifold supporting a non-positively
curved metric. Then the maps
H•(i•) : C•c (M)→ C
•(M) , H•b (i
•
b) : C
•
b,c(M)→ C
•
b (M)
are isometric isomorphisms.
Proof. As observed at the end of Section 8.3, it is sufficient to exhibit
norm non-increasing chain Γ-maps θ• : C•(M˜ ) → C•c (M˜), θ
•
b : C
•
b (M˜ ) →
C•b,c(M˜ ) which extend the identity of R. To this aim, we choose a basepoint
x0 ∈ M˜ . If ϕ ∈ C
n(M˜) and s ∈ Sn(M˜ ), then we set
θn(ϕ)(s) =
∑
(g0,...,gn)∈Γn+1
h
M˜
(g−10 ·s(e0)) · · · hM˜ (g
−1
n ·s(en))·ϕ([g0x0, . . . , gnx0]) .
In other words, the value of θn(ϕ) is the weighted sum of the values taken
by ϕ on straight simplices with vertices in the orbit of x0, where weights
continuously depend on the position of the vertices of s. Using the properties
of h
M˜
described in Lemma 8.3 it is easy to check that θ• is a well-defined
chain Γ-map which extends the identity of R. Moreover, θ• is obviously
norm non-increasing in every degree, so it restricts a norm non increasing
chain Γ-map θ•b , and this concludes the proof. 
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8.6. The transfer map
Let us now denote by G the group of orientation–preserving isometries
of M˜ . It is well-known that G admits a Lie group structure inducing the
compact–open topology. Moreover, there exists on G a left-invariant regular
Borel measure µG, which is called Haar measure of G and is unique up to
scalars. Since G contains a cocompact subgroup, its Haar measure is in
fact also right-invariant [Sau02, Lemma 2.32]. Since Γ is discrete in G and
M ∼= M˜/Γ is compact, there exists a Borel subset F ⊆ G with the following
properties: the family {γ · F}γ∈Γ provides a locally finite partition of G (in
particular, F contains exactly one representative for each left coset of Γ in
G), and F is relatively compact in G. From now on, we normalize the Haar
measure µG in such a way that µG(F ) = 1.
For H = Γ, G, we will consider the homology H•(C•c (M˜ )
H) of the com-
plex given by H-invariant cochains in C•c (M˜). We also endow H
•(C•c (M˜)
H)
with the seminorm induced by C•c (M˜ )
H (this seminorm is not finite in
general). Recall that by Lemma 8.2 we have an isometric isomorphism
H•(C•c (M˜ )
Γ) ∼= H•c (M). The chain inclusion C
•
c (M˜ )
G →֒ C•c (M˜)
Γ induces
a norm non-increasing map
res• : H•(C•c (M˜ )
G) −→ H•(C•c (M˜ )
Γ) ∼= H•c (M).
Following [BK08a], we will now construct a norm non-increasing left
inverse of res•. Take ϕ ∈ Cic(M˜ ) and s ∈ Ci(M˜), and consider the function
f sϕ : G → R defined by f
s
ϕ(g) = ϕ(g · s). By Lemma 8.1 f
s
ϕ is continuous,
whence bounded on the relatively compact subset F ⊆ G. Therefore, a well-
defined cochain transi(ϕ) ∈ Ci(M˜ ) exists such that for every s ∈ Si(M˜) we
have
transi(ϕ)(s) =
∫
F
f sϕ(g) dµG(g) =
∫
F
ϕ(g · s) dµG(g).
Proposition 8.8. The cochain transi(ϕ) is continuous. Moreover, if
ϕ is Γ–invariant, then transi(ϕ) is G–invariant, while if ϕ is G–invariant,
then transi(ϕ) = ϕ.
Proof: For s, s′ ∈ Si(M˜ ) we set d(s, s
′) = supx∈∆i dM˜ (s(q), s
′(q)). Since
∆i is compact, dS is a well-defined distance on Si(M˜), and it induces the
compact-open topology on Si(M˜).
Let now s0 ∈ Si(M˜) and ε > 0 be fixed. By Lemma 8.1, the set F · s0 ⊆
Si(M˜) is compact. Since ϕ is continuous, this easily implies that there exists
η > 0 such that |ϕ(s1) − ϕ(s2)| ≤ ε for every s1 ∈ F · s0, s2 ∈ BdS (s1, η),
where BdS (s1, η) is the open ball of radius η centered at s1. Take now
s ∈ BdS (s0, η). Since G acts isometrically on Si(X), for every g ∈ F we
have dS(g · s0, g · s) = dS(s0, s) < η, so |ϕ(g · s) − ϕ(g · s0)| ≤ ε. Together
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with the fact that µG(F ) = 1, this readily implies
|transi(ϕ)(s)− transi(ϕ)(s0)| ≤
∫
F
|ϕ(g · s)− ϕ(g · s0)| dµG(g) ≤ ε.
We have thus proved that transi(ϕ) is continuous.
Now, if ϕ is G–invariant then by the very definition we have transi(ϕ) =
ϕ, so in order to conclude it is sufficient to show that transi(ϕ) is G–invariant
if ϕ is Γ–invariant. So, let us fix g0 ∈ G. Since the family {γ ·F}γ∈Γ is locally
finite in G and the right multiplication by g0 induces a homeomorphism of
G, also the family {γ · F · g0}γ∈Γ is locally finite in G. Together with
the compactness of F , this readily implies that a finite number of distinct
elements γ1, . . . , γr ∈ Γ exist such that F admits the finite partition
F =
r⊔
i=1
Fi,
where Fi = F ∩
(
γ−1i · F · g0
)
for every i = 1, . . . , r. As a consequence we
also have
F · g0 =
r⊔
i=1
γi · Fi.
Let us now fix an element ϕ ∈ Cqc (M˜ )Γ and a simplex s ∈ Sq(M˜). Using the
Γ–invariance of ϕ and the (left) G–invariance of dµG, for every i = 1, . . . , r
we obtain
(14)
∫
Fi
ϕ(g · s) dµG(g) =
∫
Fi
ϕ(γig · s) dµG(g) =
∫
γiFi
ϕ(g · s) dµG(g).
Therefore we get
transq(ϕ)(g0 · s) =
∫
F
ϕ(gg0 · s) dµG(g) =
∫
F ·g0
ϕ(g · s) dµG(g)
=
r∑
i=1
∫
γi·Fi
ϕ(g · s) dµG(g)=
r∑
i=1
∫
Fi
ϕ(g · s) dµG(g)
=
∫
F
ϕ(g · s) dµG(g) = trans
q(ϕ)(s),
where the second equality is due to the (right) G–invariance of dµG, and
the fourth equality is due to equation (14). We have thus shown that, if ϕ
is Γ–invariant, then transq(ϕ) is G–invariant, whence the conclusion. 
Proposition 8.8 provides a well-defined map trans• : C•c (M˜)
Γ → C•c (M˜)
G.
It is readily seen that trans• is a chain map. With an abuse, we still denote
by trans• the map H•(trans•) : H•(C•c (M˜)
Γ) → H•(C•c (M˜)
G) induced in
cohomology. Since trans• restricts to the identity on G–invariant cochains,
we have the following commutative diagram:
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H•(C•c (M˜)
G)
res•
//
Id
++
H•(C•c (M˜ )
Γ)
trans•
//
OO

H•(C•c (M˜ )
G)
H•c (M)
where the vertical arrow describes the isomorphism provided by Lemma 8.2.
Since trans• is obviously norm non-increasing, we get the following:
Proposition 8.9. The map res• : H•(C•c (M˜)
G) → H•(C•c (M˜ )
Γ) is an
isometric embedding. 
8.7. Straightening and the volume form
We are now going to describe an explicit representative of the volume
coclass on M . Since differential forms may be integrated only on smooth
simplices, we first need to replace generic singular simplices with smooth
ones. In general, this can be done by means of well-known smoothing op-
erators (see e.g. [Lee03, Theorem 16.6]). However, under the assumption
that M is non-positively curved we may as well exploit the straightening
procedure described above.
Recall that a singular k-simplex s with values in a smooth manifold is
smooth if, for every q ∈ ∆k, the map smay be smoothly extended to an open
neighbourhood of q in the k-dimensional affine subspace of RN containing
∆k. The space sSk(M˜) (resp. sSk(M)) of smooth simplices with values in
M˜ (resp. in M) may be naturally endowed with the C1-topology.
Lemma 8.10. For every (k + 1)-tuple (x0, . . . , xk), the singular simplex
[x0, . . . , xk] is smooth. Moreover, if we endow M˜
k+1 with the product topol-
ogy and sSk(M˜) with the C
1-topology, then the map
M˜k+1 → sSk(M˜ ) , (x0, . . . , xk) 7→ [x0, . . . , xk]
is continuous.
Proof. We have already mentioned the fact that, since M˜ is non-
positively curved, for every x ∈ M˜ the exponential map expx : TxM˜ → M˜ is
a diffeomorphism. Moreover, if z ∈ ∆k−1 and q = tz + (1− t)ek ∈ ∆
k, then
by definition we have
[x0, . . . , xk](q) = expxk
(
t exp−1xk ([x0, . . . , xk−1](z))
)
.
Now the conclusion follows by an easy inductive argument. 
Let us now concentrate on some important homological properties of the
straightening. We define s˜trk : Ck(M˜ ) → Ck(M˜ ) as the unique linear map
such that for every s ∈ Sk(M˜ )
s˜trk(s) = [s(e0), . . . , s(ek)] ∈ Sk(M˜) .
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Proposition 8.11. The map s˜tr• : C•(M˜ ) → C•(M˜ ) satisfies the fol-
lowing properties:
(1) dk+1 ◦ s˜trk+1 = s˜trk ◦ dk+1 for every n ∈ N;
(2) s˜trk(γ ◦ s) = γ ◦ s˜trk(s) for every k ∈ N, γ ∈ Γ, s ∈ Sk(M˜ );
(3) the chain map str• : C•(M˜ )→ C•(M˜) is Γ-equivariantly homotopic
to the identity, via a homotopy which takes any smooth simplex into
the sum of a finite number of smooth simplices.
Proof. If x0, . . . , xk ∈ M˜ , then it is easily seen that for every i ≤ k
the i-th face of [x0, . . . , xk] is given by [x0, . . . , x̂i, . . . , xk]; moreover since
isometries preserve geodesics we have γ ◦ [x0, . . . , xk] = [γ(x0), . . . , γ(xk)]
for every γ ∈ Isom(M˜). These facts readily imply points (1) and (2) of the
proposition.
Finally, for s ∈ Sk(M˜ ), let Fs : ∆
k × [0, 1]→ M˜ be defined by Fs(x, t) =
βx(t), where βx : [0, 1] → M˜ is the constant-speed parameterization of the
geodesic segment joining s(x) with s˜tr(s)(x). We set Tk(s) = (Fs)•(c), where
c is the standard chain triangulating the prism ∆k×[0, 1] by (k+1)-simplices.
The fact that dk+1Tk + Tk−1dk = Id− s˜trk is now easily checked, while the
Γ-equivariance of T• is a consequence of the fact that geodesics are preserved
by isometries. The final statement of the proposition easily follows from the
definition of T•. 
As a consequence of the previous proposition, the chain map s˜tr• induces
a chain map
str• : C•(M)→ C•(M)
which is homotopic to the identity. We say that a simplex s ∈ Sk(M)
is straight if it is equal to strk(s
′) for some s′ ∈ Sk(M), i.e. if it may be
obtained by composing a straight simplex in M˜ with the covering projection
p. By Lemma 8.10, any straight simplex in M is smooth, and the map
strk : Sk(M) → sSk(M) is continuous, if we endow Sk(M) (resp. sSk(M))
with the compact-open topology (resp. with the C1-topology).
We are now ready to define the volume cocycle. Let n be the dimension
of M , and suppose that M is oriented. We define a map VolM : Sn(M)→ R
by setting
VolM (s) =
∫
strn(s)
ωM ,
where ωM ∈ Ω
n(M) is the volume form of M . Since straight simplices are
smooth, this map is well defined. Moreover, since integration is continuous
with respect to the C1-topology, the linear extension of VolM , which will still
be denoted by VolM , defines an element in C
n
c (M) ⊆ C
n(M). Using Stokes’
Theorem and the fact that str• is a chain map, one may easily check that the
cochain VolM is a cocycle, and defines therefore elements [VolM ] ∈ H
n(M),
[VolM ]c ∈ H
n
c (M). Recall that [M ]
∗ ∈ Hn(M) denotes the fundamental
coclass of M .
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Lemma 8.12. We have [VolM ] = Vol(M) · [M ]
∗.
Proof. Since Hn(M) ∼= R, we have [VolM ] = 〈[VolM ], [M ]R〉 · [M ]R.
Moreover, it is well-known that the fundamental class of M can be repre-
sented by the sum c =
∑
si of the simplices in a positively oriented smooth
triangulation of M . By Proposition 8.11, the difference c − strn(c) is the
boundary of a smooth (n + 1)-chain, so Stokes’ Theorem implies that
Vol(M) =
∫
c
ωM =
∫
strn(c)
ωM = VolM (c) = 〈[VolM ], [M ]R〉 .

Observe now that, under the identification Cnc (M)
∼= Cnc (M˜ )
Γ, the vol-
ume cocycle VolM corresponds to the cocycle
Vol
M˜
: Cn(M˜)→ R VolM˜ (s) =
∫
s˜trn(s)
ω
M˜
,
where ω
M˜
is the volume form of the universal covering M˜ . Of course, Vol
M˜
is G-invariant, so it defines an element [Vol
M˜
]Gc in H
n(C•c (M˜ )
G) such that
resn([Vol
M˜
]G) = [VolM ]c ∈ H
n
c (M) (recall that we have an isometric identi-
fication Hnc (M)
∼= Hn(C•c (M˜)
Γ)).
8.8. Proof of the proportionality principle
We are now ready to prove the main result of this chapter:
Theorem 8.13 (Gromov Proportionality Theorem). Let M be a closed
non-positively curved Riemannian manifold. Then
‖M‖ =
Vol(M)
‖[Vol
M˜
]Gc ‖∞
(where we understand that k/∞ = 0 for every real number k). In particular,
the proportionality constant between the simplicial volume and the Riemann-
ian volume of M only depends on the isometry type of the universal covering
of M .
Proof. The maps resn : Hn(C•c (M˜ )
G)→ Hnc (M) andH
n(in) : Hnc (M)→
Hn(M) are isometric embeddings, so putting together the duality principle
(see Proposition 7.10) and Lemma 8.12 we get
‖M‖ =
1
‖[M ]∗‖∞
=
Vol(M)
‖[VolM ]‖∞
=
Vol(M)
‖Hn(in)(resn([Vol
M˜
]Gc ))‖∞
=
Vol(M)
‖[Vol
M˜
]Gc ‖∞
.

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8.9. The simplicial volume of hyperbolic manifolds
We now concentrate our attention on the simplicial volume of closed
hyperbolic manifolds. Thurston’s original proof of Theorem 7.4 is based
on the fact that singular homology is isometrically isomorphic to measure
homology (as already mentioned, the first detailed proof of this fact appeared
in [Lo¨h06]). Another proof of Gromov-Thurston’s Theorem, which closely
follows Thurston’s approach but avoids the use of measure homology, may
be found in [BP92] (see also [Rat94]). Here we present (a small variation
of) a proof due to Bucher [BK08a], which exploits the description of the
proportionality constant between the simplicial volume and the Riemannian
volume described in Theorem 8.13.
Let M be a closed oriented hyperbolic n-manifold. The universal cover-
ing of M is isometric to the n-dimensional hyperbolic space Hn. As usual,
we identify the fundamental group of M with the group Γ of the auto-
morphisms of the covering p : Hn → M , and we denote by G the group of
orientation-preserving isometries of Hn. By Theorem 8.13, we are left to
compute the ℓ∞-seminorm of the element [VolHn ]
G
c of H
n(C•c (M˜ )
G). We
denote by VolHn the representative of [VolHn ]
G
c described in the previous
section, i.e. the cocycle such that
VolHn(s) =
∫
strn(s)
ωHn ,
where ωHn is the hyperbolic volume form. Of course, in order to estimate the
seminorm of the volume coclass we first need to understand the geometry
of hyperbolic straight simplices.
8.10. Hyperbolic straight simplices
We denote by Hn = Hn∪∂Hn the natural compactification of hyperbolic
space, obtained by adding to Hn one point for each class of asymptotic
geodesic rays in Hn. We recall that every pair of points Hn is connected by
a unique geodesic segment (which has infinite length if any of its endpoints
lies in ∂Hn). A subset in Hn is convex if whenever it contains a pair of points
it also contains the geodesic segment connecting them. The convex hull of
a set A is defined as usual as the intersection of all convex sets containing
A.
A (geodesic) k-simplex ∆ in Hn is the convex hull of k+1 points in Hn,
called vertices. A geodesic k-simplex is finite if all its vertices lie in Hn, ideal
if all its vertices lie in ∂Hn, and regular if every permutation of its vertices
is induced by an isometry of Hn. Since Hn has constant curvature, finite
geodesic simplices are exactly the images of straight simplices. Moreover, for
every ℓ > 0 there exists, up to isometry, exactly one finite regular geodesic
n-simplex of edgelength ℓ, which will be denoted by τℓ. In the same way,
there exists, up to isometry, exactly one regular ideal geodesic n-simplex,
which will be denoted by τ∞.
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It is well-known that the supremum vn of the volumes of geodesic n-
simplices is finite for every n ≥ 2. However, computing vn and describing
those simplices whose volume is exactly equal to vn is definitely non-trivial.
It is well-known that the area of every finite triangle is strictly smaller
than π, while every ideal triangle is regular and has area equal to π, so
v2 = π. In dimension 3, Milnor proved that v3 is equal to the volume of
the regular ideal simplex, and that any simplex having volume equal to v3
is regular and ideal [Thu79, Chapter 7]. This result was then extended to
any dimension by Haagerup and Munkholm [HM81] (see also [Pey02] for
a beautiful alternative proof based on Steiner symmetrization):
Theorem 8.14 ([HM81, Pey02]). Let ∆ be a geodesic n-simplex in
Hn. Then Vol(∆) 6 vn, and Vol(∆) = vn if and only if ∆ is ideal and
regular.
Moreover, the volume of geodesic simplices is reasonably continuous with
respect to the position of the vertices (see e.g. [Luo06, Proposition 4.1]
or [Rat94, Theorem 11.4.2]), so we have
(15) lim
ℓ→∞
Vol(τℓ) = Vol(τ∞) = vn
(see e.g. [FP10, Lemma 3.6] for full details).
8.11. The seminorm of the volume form
Let us now come back to the study of the seminorm of [VolHn ]
G
c ∈
Hn(C•c (M˜)
G). As a corollary of Theorem 8.14, we immediately obtain the
inequality
(16) ‖[VolHn ]
G
c ‖∞ ≤ ‖VolHn ‖∞ = vn .
We will show that this inequality is in fact an equality. To do so, we need
to compute
inf
{
‖VolHn +δϕ‖∞ , ϕ ∈ C
n−1
c (H
n)G
}
.
Let us fix ϕ ∈ Cn−1c (H
n)G. Since an affine automorphism of the standard
n-simplex preserves the orientation if and only if the induced permutation
of the vertices is even, the cochain VolHn is alternating. We thus have
‖VolHn +δalt
n−1(ϕ)‖∞ = ‖alt
n(VolHn +δϕ)‖∞ ≤ ‖VolHn +δϕ‖∞
(recall from Section 5.6 that alternation provides a norm non-increasing
chain map), so we may safely assume that ϕ is alternating.
Let us denote by sℓ an orientation-preserving barycentric parameteriza-
tion of the geodesic simplex τℓ, ℓ > 0 (see e.g. [FFM12] for the definition of
barycentric parameterization of a geodesic simplex). Also let ∂isℓ be the i-th
face of sℓ, let H be the hyperplane of Hn containing ∂isℓ, and let v,w ∈ Hn
be two vertices of ∂isℓ. Let h be the isometry of H given by the reflection
with respect to the (n − 2)-plane containing all the vertices of ∂isℓ which
are distinct from v,w, and the midpoint of the edge joining v to w. Then
h may be extended in a unique way to an orientation-preserving isometry g
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of Hn (such an isometry interchanges the half-spaces of Hn bounded by H).
Since ∂isℓ is the barycentric parameterization of a regular (n − 1)-simplex,
this readily implies that
g ◦ ∂isℓ = ∂isℓ ◦ σ ,
where σ is an affine automorphism of the standard (n − 1)-simplex which
induces an odd permutation of the vertices. But ϕ is both alternating and
G-invariant, so we have ϕ(∂isℓ) = 0, whence
δϕ(sℓ) = 0 .
As a consequence, for every ℓ > 0 we have
‖VolHn +δϕ‖∞ ≥ |(VolHn +δϕ)(sℓ)| = |VolHn(sℓ)| = Vol(τℓ) .
Taking the limit of the right-hand side as ℓ→∞ and using (15) we get
‖VolHn +δϕ‖∞ ≥ vn ,
whence
‖[VolHn ]
G
c ‖∞ ≥ vn
by the arbitrariety of ϕ. Putting this estimate together with inequality (16)
we finally obtain the following:
Theorem 8.15 (Gromov and Thurston). We have ‖[VolHn ]
G
c ‖∞ = vn,
so
‖M‖ =
Vol(M)
vn
for every closed hyperbolic manifold M .
8.12. The case of surfaces
Let us denote by Σg the closed oriented surface of genus g. Recall that,
if g ≥ 2, then Σg supports a hyperbolic metric, hence by Gauss-Bonnet
Theorem we have
‖Σg‖ =
Area(Σg)
v2
=
2π|χ(Σg)|
π
= 2|χ(σg)| = 4g − 4 .
According to the proof of this equality given in the previous section, we may
observe that the lower bound ‖Σg‖ ≥ 4g − 4 follows from the easy upper
bound ‖VolH2 ‖ ≤ v2 = π, while the upper bound ‖Σg‖ ≤ 4g − 4 follows
from the much less immediate lower bound ‖[VolH2 ]
G
c ‖ ≥ v2 = π. However,
in the case of surfaces the inequality ‖Σg‖ ≤ 4g − 4 may be deduced via a
much more direct argument involving triangulations.
In fact, being obtained by gluing the sides of a 4g-agon, the surface
Σg admits a triangulation by 4g − 2 triangles (we employ here the word
“triangulation” in a loose sense, as is customary in geometric topology:
a triangulation of a manifold M is the realization of M as the gluing of
finitely many simplices via some simplicial pairing of their facets). Such
a triangulation defines an (integral) fundamental cycle whose ℓ1-norm is
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bounded above by 4g − 2, so ‖Σg‖ ≤ 2|χ(Σg)|+ 2. Indeed, if we denote by
‖ · ‖Z the integral simplicial volume (see Section 7.8), then
‖Σg‖Z ≤ 2|χ(Σg)|+ 2 .
In order to get the desired estimate, we now need to slightly improve this
inequality. To do so we exploit a standard trick, which is based on the fact
that the simplicial volume is multiplicative with respect to finite coverings.
Since π1(Σg) surjects onto H1(Σg,Z) ∼= Z2g, for every d ∈ N we may
construct a subgroup π1(Σg) of index d (just take the kernel of an epimor-
phism of π1(Σg) onto Zd). Therefore, Σg admits a d-sheeted covering, whose
total space is a surface Σg′ such that |χ(Σg′)| = d|χ(Σg)| (recall that the
Euler characteristic is multiplicative with respect to finite coverings). By
the multiplicativity of the simplicial volume we now get
‖Σg‖ =
‖Σg′‖
d
≤
‖Σg′‖Z
d
≤
2|χ(Σg′)|+ 2
d
= 2|χ(Σg)|+
2
d
.
Since d is arbitrary, we may conclude that ‖Σg‖ ≤ 2|χ(Σg)|, which gives the
desired upper bound.
In fact, this argument shows that the stable integral simplicial volume
‖Σg‖
∞
Z of Σg is equal to the classical simplicial volume ‖Σg‖ (see Section 7.8
for the definition of ‖ · ‖∞Z ). One may wonder whether this equality holds
more in general (e.g. for manifolds admitting many finite coverings, such as
aspherical manifolds with residually finite fundamental groups). However,
stable integral simplicial volume is strictly bigger than classical simplicial
volume already for closed hyperbolic manifolds of dimension greater than 3.
We refer the reader to Section 7.8 for more details about this topic.
8.13. The simplicial volume of negatively curved manifolds
Let us now discuss the more general case whenM is a closed n-manifold
endowed with a Riemannian metric with sectional curvature ≤ −ε, where ε
is a positive constant. Then it is not difficult to show that there exists a finite
constant κ(n, ε) (which depends only on the dimension and on the upper
bound on the sectional curvature) which bounds from above the volume
of any straight simplex in M˜ (see e.g. [IY82]). If G is the group of the
orientation-preserving isometries of M˜ , then
‖[Vol
M˜
]Gc ‖∞ ≤ ‖VolM˜ ‖∞ ≤ κ(n, ε) ,
so
‖M‖ =
Vol(M)
‖[Vol
M˜
]Gc ‖∞
=
Vol(M)
κ(n, ε)
> 0 .
In particular, any closed manifold supporting a negatively curved Riemann-
ian metric has non-vanishing simplicial volume.
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8.14. The simplicial volume of flat manifolds
We have already mentioned the fact that the simplicial volume of closed
manifolds with non-negative Ricci tensor is null [Gro82]. In particular, if
M is a closed flat (i.e. locally isometric to Rn) manifold, then ‖M‖ = 0.
Let us give a proof of this fact which is based on the techniques developed
above.
SinceM is flat, the universal covering ofM is isometric to the Euclidean
space Rn. If we denote by G the group of the orientation-preserving isome-
tries of Rn, then we are left to show that
(17) ‖[VolRn ]
G
c ‖∞ =∞ .
Let τℓ be the Euclidean geodesic simplex of edgelength ℓ, and observe that
limℓ→∞Vol(τℓ) = ∞. The computations carried out in Section 8.11 in the
hyperbolic case apply verbatim to the Euclidean case, thus showing that
‖[VolRn ]
G
c ‖∞ ≥ Vol(τℓ) for every ℓ > 0. By taking the limit as ℓ tends to
infinity we obtain (17), which in turn implies ‖M‖ = 0.
More directly, after fixing a flat structure on the n-dimensional torus
(S1)n, by Gromov proportionality principle we have
‖M‖
Vol(M)
=
‖(S1)n‖
Vol((S1)n)
= 0 ,
whence ‖M‖ = 0.
Another proof of the vanishing of the simplicial volume of flat manifolds
follows from Bieberbach Theorem: if M is closed and flat, then it is finitely
covered by an n-torus, so ‖M‖ = 0 by the multiplicativity of the simplicial
volume with respect to finite coverings.
Alternatively, one could also observe that Bieberbach Theorem implies
that π1(M) is amenable, so again ‖M‖ = 0 by Corollary 7.12.
8.15. Further readings
Measure homology and other approaches to the proportionality
principle. The first complete proof of the proportionality principle is due
to Clara Lo¨h [Lo¨h06]. Her proof is based on the use of measure homology, a
homology theory introduced by Thurston in [Thu79] whose flexibility may
be exploited to compare fundamental cycles on manifolds that only share
the (metric) universal covering. A key step in the proof (and the main result
of [Lo¨h06]) is the fact that, for reasonable spaces, measure homology is iso-
metrically isomorphic to singular homology (the isomorphism was previously
shown to hold by Zastrow [Zas98] and Hansen [Han98]). The proof of this
fact heavily relies on bounded cohomology, making use of results by Monod
on resolutions by continuous cochains [Mon01]. The purely cohomological
proof described in [Fri11], being based on the fact that continuous cohomol-
ogy is isometrically isomorphic to singular cohomology, may be interpreted
as the dual argument to Lo¨h’s. It is maybe worth mentioning that, as a
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byproduct of his results on the Lispchitz simplicial volume, Franceschini
produced in [Fra16] a new proof of Gromov’s proportionality principle for
compact Riemannian manifolds; as far as the author knows, Franceschini’s
argument provides the only proof which avoids using the deep fact that
the singular bounded cohomology of a space is isometrically isomorphic to
the bounded cohomology of its fundamental group, even for non-aspherical
spaces (see Theorem 5.9).
The proportionality principle for symmetric spaces. Of course,
Gromov’s proportionality principle is informative only for Riemannian man-
ifolds with a non-discrete isometry group: indeed, if the isometry group of
a closed manifold M is discrete, then any closed manifold sharing the same
universal covering with M is in fact commensurable to M . Therefore, in
this context the most interesting class of manifolds is probably given by
locally symmetric spaces. In fact, the study of the volume form on the uni-
versal covering has proved to be a very powerful tool to show non-vanishing
of the simplicial volume for many locally symmetric spaces. By exploit-
ing the barycentric construction introduced by Besson, Courtois and Gallot
in [BCG96], Lafont and Schmidt proved in [LS06] that the simplicial vol-
ume of a closed, locally symmetric space of non-compact type is positive,
thus answering a question by Gromov [Gro82] (see also [BK07] for a case
not covered by Lafont and Schmidt’s argument).
Let us stress again that the proportionality constant between the Rie-
mannian and the simplicial volume (in the case when the latter does not
vanish) is known only for manifolds covered by the hyperbolic space, or by
the product of two hyperbolic planes. Of course, it would be of great interest
to compute such constant in other locally symmetric cases, e.g. for complex
hyperbolic manifolds.
Dupont’s conjecture. We have seen in this chapter that continu-
ous cohomology can play an important role when we one considers non-
discrete groups acting on geometric objects (e.g. isometry groups of symmet-
ric spaces). This provides a noticeable instance of the fact that continuous
(bounded) cohomology of a Lie group G is very useful when investigating
the (bounded) cohomology of discrete subgroups of G (see [Mon01, BM99,
BM02] for several results in this spirit).
For example, in order to prove the positivity of the simplicial volume
of a closed n-dimensional locally symmetric space M of non-compact type,
Lafont and Schmidt proved that the comparison map cn : Hnb,c(G)→ H
n
c (G)
between the continuous bounded cohomology of G and the continuous co-
homology of G is surjective, where G is the Lie group associated to M˜ .
More in general, it is a question of Dupont [Dup79] whether the compari-
son map cn : Hnb,c(G)→ H
n
c (G) just mentioned is surjective, whenever G is a
semisimple Lie group without compact factors, and n ≥ 2 (see also [Mon06,
Problem A’] and [BIMW08, Conjecture 18.1]). Dupont’s conjecture has
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been attacked by a variety of methods, which may enlighten how bounded
cohomology is very geometric in nature. In degree 2, Dupont’s conjecture is
known to hold thanks to the work by Domic and Toledo [DT87] and Clerc
and Ørsted [CØ03]. The above mentioned result by Lafont and Schmidt
implies surjectivity in top degree. More recently, Hartnick and Ott [HO12]
settled Dupont’s conjecture for several specific classes of Lie groups, in-
cluding Lie groups of Hermitian type, while Lafont and Wang [LW] proved
that the comparison map ck : Hkb,c(G) → H
k
c (G) is surjective provided that
G 6= SL(3,R), SL(4,R), and that k ≥ n−r+2. where n, r are the dimension
and the rank of the symmetric space associated to G.
One may even investigate in which cases the comparison map cn : Hnb,c(G)→
Hnc (G) is an isomorphism. For a recent result related to this sort of ques-
tions we refer the reader to [HO15], where it is shown that H4c,b(G,R) = 0
for every Lie group G locally isomorphic to SL(2,R).

CHAPTER 9
Additivity of the simplicial volume
This chapter is devoted to the proof of Theorem 7.6. Our approach
makes an essential use of the duality between singular homology and bounded
cohomology. In fact, the additivity of the simplicial volume for gluings along
boundary components with amenable fundamental group will be deduced
from a suitable “dual” statement about bounded cohomology (see Theo-
rem 9.3). It is maybe worth mentioning that, as far as the author knows,
there exists no proof of Gromov additivity theorem which avoids the use
of bounded cohomology: namely, no procedure is known which allows to
split a fundamental cycle for a manifold into (relative) efficient fundamental
cycles for the pieces obtained by cutting along hypersurfaces with amenable
fundamental groups.
Let us fix some notation. Let M1, . . . ,Mk be oriented n-manifolds,
n ≥ 2, such that the fundamental group of every component of ∂Mj is
amenable. We fix a pairing (S+1 , S
−
1 ), . . . , (S
+
h , S
−
h ) of some boundary com-
ponents of ⊔kj=1Mj , and for every i = 1, . . . , h we fix an orientation-reversing
homeomorphism fi : S
+
i → S
−
i . We denote by M the oriented manifold ob-
tained by gluing M1, . . . ,Mk along f1, . . . , fh, and we suppose that M is
connected. We also denote by ij : Mj → M the obvious quotient map (so
ij is an embedding provided that no boundary component of Mj is paired
with another boundary component of Mj).
For every i = 1, . . . , h we denote by j±(i) the index such that S±i ⊆
Mj±(i), and by K
±
i the kernel of the map π1(S
±
i ) → π1(Mj±(i)) induced
by the inclusion. We recall that the gluings f1, . . . , fh are compatible if the
equality
(fi)∗
(
K+i
)
= K−i
holds for every i = 1, . . . , h. Gromov additivity theorem states that
(18) ‖M,∂M‖ ≤ ‖M1, ∂M1‖+ . . . + ‖Mk, ∂Mk‖ ,
and that, if the gluings defining M are compatible, then
(19) ‖M,∂M‖ = ‖M1, ∂M1‖+ . . . + ‖Mk, ∂Mk‖ .
9.1. A cohomological proof of subadditivity
If Si is a component of ∂Mj , we denote by Si ⊆ M the image of Si via
ij, and we set S =
⋃h
i=1 Si ⊆ M . Then the map ij is also a map of pairs
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124 9. ADDITIVITY OF THE SIMPLICIAL VOLUME
ij : (Mj , ∂Mj)→ (M,S ∪ ∂M), and we denote by
Hnb (ij) : H
n
b (M,S ∪ ∂M)→ H
n
b (Mj , ∂Mj)
the induced map in bounded cohomology. For every compact manifold N ,
the pair (N, ∂N) has the homotopy type of a finite CW-complex [KS69],
so the inclusions of relative cochains into absolute cochains induce isomet-
ric isomorphisms Hnb (M,S ∪ ∂M)
∼= Hnb (M), H
n
b (M,∂M)
∼= Hnb (M) (see
Theorem 5.14). As a consequence, also the inclusion Cnb (M,S ∪ ∂M) →
Cnb (M,∂M) induces an isometric isomorphism
ζn : Hnb (M,S ∪ ∂M)→ H
n
b (M,∂M) .
For every j = 1, . . . , k, we finally define the map
ζnj = H
n
b (ij) ◦ (ζ
n)−1 : Hnb (M,∂M)→ H
n
b (Mj , ∂Mj) .
Lemma 9.1. For every ϕ ∈ Hnb (M,∂M) we have
〈ϕ, [M,∂M ]〉 =
k∑
j=1
〈ζnj (ϕ), [Mj , ∂Mj ]〉 .
Proof. Let cj ∈ Cn(Mj) be a real chain representing the fundamental
class of Mj. With an abuse, we identify any chain in Mj (resp. in S
±
i )
with the corresponding chain in M (resp. in Si), and we set c =
∑k
j=1 cj ∈
Cn(M). We now suitably modify c in order to obtain a relative fundamental
cycle for M . It is readily seen that ∂cj is the sum of real fundamental
cycles of the boundary components of Mj . Therefore, since the gluing maps
definingM are orientation-reversing, we may choose a chain c′ ∈ ⊕Ni=1Cn(Si)
such that ∂c − ∂c′ ∈ Cn−1(∂M). We set c
′′ = c − c′. By construction c′′
is a relative cycle in Cn(M,∂M), and it is immediate to check that it is in
fact a relative fundamental cycle for M . Let now ψ ∈ Cnb (M,S ∪ ∂M) be a
representative of (ζn)−1(ϕ). By definition we have
ψ(c) =
k∑
j=1
ψ(cj) =
k∑
j=1
〈ζnj (ϕ), [Mj , ∂Mj ]〉 .
On the other hand, since ψ vanishes on chains supported on S, we also have
ψ(c) = ψ(c′′ + c′) = ψ(c′′) = 〈ϕ, [M,∂M ]〉 ,
and this concludes the proof. 
We are now ready to exploit duality to prove subadditivity of the sim-
plicial volume with respect to gluings along boundary components having
an amenable fundamental group. By Proposition 7.10 we may choose an
element ϕ ∈ Hnb (M,∂M) such that
‖M,∂M‖ = 〈ϕ, [M,∂M ]〉 , ‖ϕ‖∞ ≤ 1 .
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Observe that ‖ζnj (ϕ)‖∞ ≤ ‖ϕ‖∞ ≤ 1, so by Lemma 9.1
‖M,∂M‖ = 〈ϕ, [M,∂M ]〉 =
k∑
j=1
〈ζnj (ϕ), [Mj , ∂Mj ]〉 ≤
k∑
j=1
‖Mj , ∂Mj‖ .
This concludes the proof of inequality (18).
Remark 9.2. The inequality
‖M,∂M‖ ≤ ‖M1, ∂M1‖+ . . . + ‖Mk, ∂Mk‖
may also be proved by showing that “small” fundamental cycles forM1, . . . ,Mk
may be glued together to construct a “small” fundamental cycle for M .
In fact, let ε > 0 be given. By Thurston’s version of Gromov equivalence
theorem (see Corollary 6.16), for every j = 1, . . . , k we may choose a real
relative fundamental cycle cj ∈ Cn(Mj , ∂Mj) such that
‖cj‖1 ≤ ‖Mj , ∂Mj‖+ ε , ‖∂cj‖1 ≤ ε .
Let us set c = c1+ . . .+ ck ∈ Cn(M) (as above, we identify any chain in Mj
with its image inM). As observed in Lemma 9.1, the chain ∂cj is the sum of
real fundamental cycles of the boundary components ofMj . Since the gluing
maps defining M are orientation-reversing, this implies that ∂c = ∂b+ z for
some b ∈ Cn(S), z ∈ Cn−1(∂M).
We now use again that the fundamental group of each Si is amenable
in order to bound the ℓ1-norm of b. In fact, the vanishing of Hnb (S) implies
that the singular chain complex of S satisfies the (n− 1)-uniform boundary
condition (see Definition 6.4 and Theorem 6.8). Therefore, we may choose
the chain b in such a way that the inequalities
‖b‖1 ≤ α‖∂c‖1 ≤ αkε
hold for some universal constant α. The chain c′ = c − b is now a relative
fundamental cycle for (M,∂M), and we have
‖M,∂M‖ ≤ ‖c′‖1 ≤ ‖c‖1 + ‖b‖1 ≤
k∑
j=1
‖Mj , ∂Mj‖+ kε+ αkε .
Since ε was arbitrary, this concludes the proof.
9.2. A cohomological proof of Gromov additivity theorem
The proof that equality (19) is based on the following extension property
for bounded coclasses:
Theorem 9.3. Suppose that the gluings defining M are compatible, let
ε > 0 and take an element ϕj ∈ H
n
b (Mj , ∂Mj) for every j = 1, . . . , k.
Then there exists a coclass ϕ ∈ Hnb (M,∂M) such that ζ
n
j (ϕ) = ϕj for every
j = 1, . . . , k, and
‖ϕ‖∞ ≤ max{‖ϕj‖, j = 1, . . . , k} + ε .
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Henceforth we assume that the gluings defining M are compatible. We
first show how Theorem 9.3 may be used to conclude the proof of Gromov
additivity theorem. By Proposition 7.10, for every j = 1, . . . , k, we may
choose an element ϕj ∈ H
n
b (Mj , ∂Mj) such that
‖Mj , ∂Mj‖ = 〈ϕj , [Mj , ∂Mj ]〉 , ‖ϕj‖∞ ≤ 1 .
By Theorem 9.3, for every ε > 0 there exists ϕ ∈ Hnb (M,∂M) such that
‖ϕ‖∞ ≤ 1 + ε , ζ
n
j (ϕ) = ϕj , j = 1, . . . , k .
Using Lemma 9.1 we get
k∑
j=1
‖Mj , ∂Mj‖ =
k∑
j=1
〈ϕj , [Mj , ∂Mj ]〉 = 〈ϕ, [M,∂M ]〉 ≤ (1 + ε) · ‖M,∂M‖ .
Since ε is arbitrary, this implies that ‖M,∂M‖ cannot be strictly smaller
than the sum of the ‖Mj , ∂Mj‖. Together with inequality (18), this implies
that
‖M,∂M‖ = ‖M1, ∂M1‖+ . . . + ‖Mk, ∂Mk‖ .
Therefore, in order to conclude the proof of Gromov additivity theorem we
are left to prove Theorem 9.3.
We denote by p : M˜ →M the universal covering of M . We first describe
the structure of M˜ as a tree of spaces. We construct a tree T as follows. Let
us set Nj = Mj \ ∂Mj for every j = 1, . . . , k. We pick a vertex for every
connected component of p−1(Nj), j = 1, . . . , k, and we join two vertices if
the closures of the corresponding components intersect (along a common
boundary component). Therefore, edges of T bijectively correspond to the
connected components of p−1(S). It is easy to realize T as a retract of M˜ ,
so T is simply connected, i.e. it is a tree. We denote by V (T ) the set of
vertices of T , and for every v ∈ V (T ) we denote by M˜v the closure of the
component of M˜ corresponding to v.
The following lemma exploits the assumption that the gluings defining
M are compatible.
Lemma 9.4. For every v ∈ V (T ) there exist j(v) ∈ {1, . . . , k} and a
universal covering map pv : M˜v → Mj(v) such that the following diagram
commutes:
M˜v
pv
//
p|
M˜v ""❊
❊❊
❊❊
❊❊
❊❊
Mj(v)
ij

ij(Mj)
Proof. An application of Seifert-Van Kampen Theorem shows that,
under the assumption that the gluings definingM are compatible, for every
j the map π1(Mj)→ π1(M) induced by ij is injective. This implies in turn
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that p restricts to a universal covering M˜v \ ∂M˜v → Nj(v). It is now easy to
check that this restriction extends to the required map pv : M˜v →Mv(j). 
Let us now proceed with the proof of Theorem 9.3. For every j =
1, . . . , k, we are given a coclass ϕj ∈ H
n
b (Mj , ∂Mj). Recall that, since the
fundamental group of every component of ∂Mj is amenable, the inclusion
of relative cochains into absolute ones induces an isometric isomorphism
in bounded cohomology. In particular, Corollary 5.18 implies that ϕj may
be represented by a special cocycle fj ∈ Z
n
bs(Mj , ∂Mj) such that ‖fj‖∞ <
‖ϕ‖∞ + ε (we refer the reader to Definition 5.15 for the definition of the
module Cnbs(X,Y ) of special cochains).
We identify the group of the covering automorphisms of p : M˜ → M
with the fundamental group Γ = π1(M) of M . Moreover, for every vertex
v ∈ V (T ) we denote by Γv the stabilizer of M˜v in Γ. Observe that Γv is
canonically isomorphic (up to conjugacy) to π1(Mj(v)). For every v ∈ V (T ),
we denote by fv ∈ Z
n
bs(M˜v , ∂M˜v)
Γv the pull-back of fj via the covering
M˜v →Mj(v). In order to prove Theorem 9.3 it is sufficient to show that there
exists a bounded cocycle f ∈ Znb (M˜, ∂M˜ )
Γ which restricts to fv on each
Cn(M˜v), v ∈ V (T ), and is such that ‖f‖∞ ≤ max{‖fj‖∞, j = 1, . . . , k}.
Let s : ∆n → M˜ be a singular simplex, n ≥ 2, and let q0, . . . , qn be the
vertices of s (i.e. the images via s of the vertices of the standard simplex).
We say that the vertex v ∈ V (T ) is a barycenter of s the following condition
holds:
• if i, j ∈ {0, . . . , n}, i 6= j, then every path in M˜ joining qi and qj
intersects M˜v \ ∂M˜v.
Lemma 9.5. Let s : ∆n → M˜ be a singular simplex, n ≥ 2. Then s has
at most one barycenter. If s is supported in M˜v for some v ∈ V (T ), then v is
the barycenter of s if and only if every component of ∂M˜v contains at most
one vertex of s. If this is not the case, then s does not have any barycenter.
Proof. Suppose by contradiction that v1 and v2 are distinct barycenters
of s. Let A be the connected component of M˜\M˜v1 that contains M˜v2\∂M˜v2 .
Since v1 is a barycenter of s, at most one vertex of s can be contained in A.
Moreover, the set M˜ \ A is path-connected and disjoint from Mv2 \ ∂M˜v2 .
Since v2 is a barycenter of s, this implies that at most one vertex of s can
belong to M˜ \ A. As a consequence, s cannot have more than two vertices,
and this contradicts the assumption n ≥ 2.
The second and the third statements of the lemma are obvious. 
Let now v ∈ V (T ) be fixed. We associate (quite arbitrarily) to s a
singular simplex sv with vertices q
′
0, . . . , q
′
n in such a way that the following
conditions hold:
• sv is supported in M˜v;
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• if qi ∈ M˜v, then q
′
i = qi;
• if qi /∈ M˜v, then there exists a unique component B of ∂M˜v such
that every path joining qi with M˜v intersects B; in this case, we
choose q′i to be any point of B.
The simplex sv may be thought as a “projection” of s onto M˜v. We may
now set, for every v ∈ V (T ),
fˆv(s) = fv(sv) .
Observe that, even if sv may be chosen somewhat arbitrarily, the vertices of
sv only depend on s, up to identifying points which lie on the same connected
component of ∂M˜v . As a consequence, the fact that fv is special implies that
fˆv(s) is indeed well defined (i.e. it does not depend on the choice of sv).
Lemma 9.6. Suppose that v is not a barycenter of s. Then fˆv(s) = 0.
Proof. If v is not a barycenter of s then there exists a component of
∂M˜v containing at least two vertices of sv, so fˆv(s) = fv(sv) = 0 since fv is
special (see Remark 5.16). 
We are now ready to define the cochain f as follows: for every singular
n-simplex s with values in M˜ we set
f(s) =
∑
v∈V (T )
fˆv(s) .
By Lemmas 9.5 and 9.6, the sum on the right-hand side either is empty or
consists of a single term. This already implies that
‖f‖∞ ≤ max
v∈V (T )
‖fv‖∞ = max{‖fj‖∞, j = 1, . . . , k} .
Moreover, it is clear from the construction that f is Γ-invariant, so f ∈
Cnb (M˜ , ∂M˜)
Γ. Let us now suppose that the singular n-simplex s is sup-
ported in M˜v for some v ∈ V (T ). Then we can set sv = s, and from
Lemmas 9.5 and 9.6 we deduce that f(s) = fv(s). We have thus shown that
f indeed coincides with fv on simplices supported in M˜v, so we are now left
to prove that f is a cocycle. So, let s′ be a singular (n + 1)-simplex with
values in M˜ , and denote by s′v a projection of s
′ on M˜v, according to the
procedure described above in the case of n-simplices. it readily follows from
the definitions that ∂i(s
′
v) is a projection of ∂is
′ on M˜v, so
fˆv(∂s
′) =
n+1∑
i=0
(−1)ifv((∂is
′)v) =
n+1∑
i=0
(−1)ifv(∂is
′
v)) = fv(∂s
′
v) = 0 ,
where the last equality is due to the fact that fv is a cocycle. As a conse-
quence we get
f(∂s′) =
∑
v∈V (T )
fˆv(∂s
′) = 0 ,
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so f is also a cocycle. This concludes the proof of Gromov additivity theo-
rem.
9.3. Further readings
Isometric embeddings in bounded cohomology. The proof of Gro-
mov additivity theorem presented in this chapter consists of a purely topo-
logical description of (a special case of) the arguments developed in [BBF+14].
Indeed, the extension result for bounded cochains stated in Theorem 9.3 eas-
ily descends from the following more general result:
Theorem 9.7 ([BBF+14]). Let Γ be the fundamental group of a graph
of groups G based on the finite graph G. Suppose that every vertex group of
G is countable, and that every edge group of G is amenable. Then for every
n ∈ N \ {0} there exists an isometric embedding
Θ:
⊕
v∈V (G)
Hnb (Γv) −→ H
n
b (Γ)
which provides a right inverse to the map⊕
v∈V (G)
H(iv) : H
n
b (Γ) −→
⊕
v∈V (G)
Hnb (Γv) .
The isometric embedding Θ is in general far from being an isomor-
phism: for example, we know that the real vector space H2b (Z∗Z) is infinite-
dimensional (see Corollary 2.15), while Hnb (Z)⊕H
n
b (Z) = 0 for every n ≥ 1,
since Z is amenable. Surprisingly enough, the proof of Theorem 9.7 runs into
additional difficulties in the case of degree 2. In that case, even to define the
map Θ, it is necessary to use the fact that bounded cohomology can be com-
puted via the complex of pluriharmonic functions [BM99], and that such a
realization has no coboundaries in degree 2 due to the double ergodicity of
the action of a group on an appropriate Poisson boundary [Kai03, BM02].
(Generalized) Dehn fillings. LetM be a compact orientable 3-manifold
whose boundary consists of tori. One can perform a Dehn filling on M by
gluing a solid torus to each of the tori in ∂M , thus getting a closed ori-
entable 3-manifold N (whose homeomorphism type depends on the isotopy
classes of the gluing maps). Gromov’s (sub)additivity theorem implies that
‖N‖ ≤ ‖M,∂M‖. Indeed, it is a classical result by Thurston that, if M
is (the natural compactification of) a complete finite-volume hyperbolic 3-
manifold, the strict inequality ‖N‖ < ‖M,∂M‖ holds. It is worth noting
that Thurston’s proof of this strict inequality is based on the proportion-
ality principle (see Theorems 7.3, 7.4), together with an estimate on Rie-
mannian volumes. A nice and explicit approach to the weaker inequality
‖N‖ ≤ ‖M,∂M‖ is described in [FM11], where the fact that (a suitable
generalization of) Dehn filling does not increase the simplicial volume is ex-
tended also to higher dimensions. It would be very interesting to understand
whether the strict inequality in the 3-dimensional case could be understood
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by means of bounded cohomology. If this were the case, then one could look
for an extension of Thurston’s strict inequality also to higher dimensions.
Alternative approaches to Gromov additivity theorem. Gro-
mov’s original argument for the proof of the additivity theorem made an
extensive use of the theory of multicomplexes [Gro82]. We refer the reader
to [Kue15] for a treatment of the matter which closely follows Gromov’s
original one.
CHAPTER 10
Group actions on the circle
Bounded cohomology has been successfully exploited in the study of
the dynamics of homemorphisms of the circle. In this chapter we review
some fundamental results mainly due to Ghys [Ghy87, Ghy99, Ghy01],
who proved that semi-conjugacy classes of representations into the group
of homeomorphisms of the circle are completely classified by their bounded
Euler class. We also relate the bounded Euler class of a cyclic subgroup of
homeomorphisms of the circle to the classical rotation number of the gener-
ator of the subgroup, and prove some properties of the rotation number that
will be used in the next chapters. Finally, following Matsumoto [Mat86] we
describe the canonical representative of the real bounded Euler class, also
proving a characterization of semi-conjugacy in terms of the real bounded
Euler class.
10.1. Homeomorphisms of the circle and the Euler class
Henceforth we identify S1 with the quotient R/Z of the real line by
the subgroup of the integers, and we fix the corresponding quotient (uni-
versal covering) map p : R → S1. We denote by Homeo+(S1) the group
of the orientation-preserving homeomorphisms of S1. We also denote by
˜Homeo+(S1) the group of the homeomorphisms of the real line obtained by
lifting elements of Homeo+(S1). In other words, ˜Homeo+(S1) is the set of
increasing homeomorphisms of R that commute with every integral trans-
lation. Since p is a universal covering, every f ∈ Homeo+(S1) lifts to a
map f˜ ∈ ˜Homeo+(S1). On the other hand, every map f˜ ∈ ˜Homeo+(S1)
descends to a map p∗(f˜) ∈ Homeo
+(S1) such that p˜∗(f˜) = f˜ , so we have
a well-defined surjective homomorphism p∗ : ˜Homeo+(S1) → Homeo+(S1),
whose kernel consists of the group of integral translations. Therefore, we
get an extension
(20) 1 −→ Z
ι
−→ ˜Homeo+(S1)
p∗
−→ Homeo+(S1) −→ 1 ,
where ι(n) = τn is the translation x 7→ x + n (henceforth we will often
identify Z with its image in ˜Homeo+(S1) via ι). By construction, the above
extension is central. Recall from Section 2.2 that to every central extension
of a group Γ by Z there is associated a class in H2(Γ,Z).
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Definition 10.1. The coclass
e ∈ H2( ˜Homeo+(S1),Z)
associated to the central extension (20) is the Euler class of Homeo+(S1).
The Euler class plays an important role in the study of the group of the
homeomorphisms of the circle. Before going on, we point out the following
easy result, which will be often exploited later.
Lemma 10.2. Let ψ˜1, ψ˜2 : R → R be (not necessarily continuous) maps
such that ψ˜i(x+ 1) = ψ˜i(x) + 1 for every x ∈ R, i = 1, 2. Also suppose that
ψ˜i is strictly increasing on the set {y0} ∪ (x0 + Z). Then
|ψ˜1(y0)−ψ˜1(x0)−(ψ˜2(y0)−ψ˜2(x0))| = |ψ˜1(y0)−ψ˜2(y0)−(ψ˜1(x0)−ψ˜2(x0))| < 1 .
In particular, if f˜ ∈ ˜Homeo+(S1), then for every x, y ∈ R we have
|f˜(y)− y − (f˜(x)− x)| < 1 .
Proof. Since ψ˜i commutes with integral translations, we may assume
that x0 ≤ y0 < x0 + 1. Our hypothesis implies that ψ˜i(x0) ≤ ψ˜i(y0) <
ψ˜i(x0) + 1, so 0 ≤ ψ˜i(y0)− ψ˜i(x0) < 1. This concludes the proof. 
10.2. The bounded Euler class
Let us fix a point x0 ∈ R. Then we may define a set-theoretic section
sx0 : Homeo
+(S1) → ˜Homeo+(S1) such that p∗ ◦ sx0 = IdHomeo+(S1) by set-
ting sx0(f) = f˜x0 , where f˜x0 is the unique lift of f such that f˜x0(x0)− x0 ∈
[0, 1). As described in Section 2.2, the Euler class e ∈ H2(Homeo+(S1),Z)
is represented by the cocycle
cx0 : Homeo
+(S1)×Homeo+(S1)→ Z , (f, g) 7→ (˜f ◦ g)
−1
x0
f˜x0 g˜x0 ∈ Z
(where as mentioned above we identify Z with ι(Z) ∈ ˜Homeo+(S1)). Equiv-
alently, cx0 is defined by the condition
(˜f ◦ g)x0 ◦ τcx0(f,g) = f˜x0 g˜x0 .
By Lemma 10.2, for every f ∈ Homeo+(S1), x ∈ R we have
|f˜x0(x)− x| < |f˜x0(x)− x− (f˜x0(x0)− x0)|+ |f˜x0(x0)− x0| < 2 ,
whence also
(21) |f˜−1x0 (x)− x| < 2 .
Lemma 10.3. The cocycle cx0 takes values into the set {0, 1} (in particu-
lar, it is bounded). Moreover, if x0, x1 ∈ R, then cx0 − cx1 is the coboundary
of a bounded integral 1-cochain.
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Proof. By definition, we have
cx0(f, g) = f˜x0(g˜x0(x0))− (˜f ◦ g)x0(x0) .
But x0 ≤ g˜x0(x0) < x0 + 1 implies
x0 ≤ f˜x0(x0) ≤ f˜x0(g˜x0(x0)) < f˜x0(x0 + 1) = f˜x0(x0) + 1 < x0 + 2 .
Since x0 ≤ (˜f ◦ g)x0(x0) < x0 + 1, this implies that cx0(f, g) ∈ {0, 1}.
Let now x0, x1 ∈ R be fixed and define q : Homeo
+(S1) → Z by setting
q(f) = f˜−1x0 f˜x1 (we identify again Z with ι(Z) ∈
˜Homeo+(S1)). In order to
conclude, it is sufficient to show that q is bounded and that cx1 − cx0 = δq.
Using (21) we get
|q(f)| = |f˜−1x0 (f˜x1(x1))−x1| ≤ |f˜
−1
x0 (f˜x1(x1))− f˜x1(x1)|+ |f˜x1(x1)−x1| < 3 ,
so q is bounded. Moreover, since τcxi (f, g) and q(f), q(g) commute with
every element of ˜Homeo+(S1), we get
q(fg)−1 =
(
(˜f ◦ g)
−1
x0
(˜f ◦ g)x1
)−1
= (˜f ◦ g)
−1
x1
(˜f ◦ g)x0
=
(
g˜−1x1 f˜
−1
x1 τcx1(f,g)
)(
f˜x0 g˜x0τ−cx0(f,g)
)
= τcx1(f,g)−cx0 (f,g)g˜
−1
x1 f˜
−1
x1 f˜x0 g˜x0
= τcx1(f,g)−cx0 (f,g)g˜
−1
x1 q(f)
−1g˜x0
= τcx1(f,g)−cx0 (f,g)q(g)
−1q(f)−1 ,
so
δq(f, g) = q(fg)−1q(f)q(g) = τcx1(f,g)−cx0 (f,g) .
We have thus shown that cx1 − cx0 = δq, and this concludes the proof. 
Definition 10.4. Let x0 ∈ R, and let cx0 be the bounded cocycle in-
troduced above. Then, the bounded Euler class eb ∈ H
2
b (Homeo
+(S1),Z) is
defined by setting eb = [cx0 ] for some x0 ∈ R. The previous lemma shows
that eb is indeed well defined, and by construction the comparison map
H2b (Homeo
+(S1),Z)→ H2(Homeo+(S1),Z) sends eb to e.
Henceforth, for every f ∈ Homeo+(S1) we simply denote by f˜ the lift
f˜0 of f such that f˜(0) ∈ [0, 1), and by c the cocycle c0.
10.3. The (bounded) Euler class of a representation
Let Γ be a group, and consider a representation ρ : Γ → Homeo+(S1).
Then the Euler class e(ρ) and the bounded Euler class of eb(ρ) of ρ are the
elements of H2(Γ,Z) and H2b (Γ,Z) defined by
e(ρ) = ρ∗(e) , eb(ρ) = ρ
∗(eb) ,
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where, with a slight abuse, we denote by ρ∗ both the morphisms H2(ρ),
H2b (ρ) induced by ρ in cohomology and in bounded cohomology.
The (bounded) Euler class of a representation captures several inter-
esting features of the dynamics of the corresponding action. It is worth
mentioning that the bounded Euler class often carries much more informa-
tion than the usual Euler class. For example, if Γ = Z, then H2(Γ,Z) = 0,
so e(ρ) = 0 for every ρ : Γ → Homeo+(S1). On the other hand, we have
seen in Proposition 2.13 that H2b (Z,Z) is canonically isomorphic to R/Z, so
one may hope that eb(ρ) does not vanish at least for some representation
ρ : Z → Homeo+(S1). And this is indeed the case, as we will show in the
following section.
10.4. The rotation number of a homeomorphism
Let f be a fixed element of Homeo+(S1), and let us consider the repre-
sentation
ρf : Z→ Homeo
+(S1) , ρf (n) = f
n .
Then we define the rotation number of f by setting
(22) rot(f) = eb(ρf ) ∈ R/Z ∼= H
2
b (Z,Z) ,
where the isomorphism R/Z ∼= H2b (Z,Z) is described in Proposition 2.13.
The definition of rotation number for a homeomorphism of the circle dates
back to Poincare´ [Poi81]. Of course, the traditional definition of rot did
not involve bounded cohomology, so equation (22) is usually introduced
as a theorem establishing a relationship between bounded cohomology and
more traditional dynamical invariants. However, in this monograph we go
the other way round, i.e. we recover the classical definition of the rotation
number from the approach via bounded coohmology.
Let p : ˜Homeo+(S1) → Homeo+(S1) be the usual covering projection,
and denote by c : C
2
(Homeo+(S1),Z) the standard representative of the
Euler cocycle, so that, if we denote by f˜ = f˜0 the preferred lift of any
f ∈ Homeo+(S1), then
c(f, g) = f˜(g˜(0)) − f˜ ◦ g(0) .
We first define a cochain ψ : C
1
( ˜Homeo+(S1),Z) by setting
ψ(h) = h−1 ◦ p˜(h) ∈ ker p = Z .
for every h ∈ ˜Homeo+(S1). Then for every h1, h2 ∈ ˜Homeo+(S1) we have
p∗(c)(h1, h2) = p˜(h1)(p˜(h2)(0))− ˜p(h1h2)(0)
= h1(τψ(h1)(h2(τψ(h2)(0)))) − h1(h2(τψ(h1h2)(0))
= ψ(h1) + ψ(h2)− ψ(h1h2) = δψ(h1, h2) ,
i.e.
(23) p∗(c) = δψ .
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As a consequence, the coboundary of ψ is bounded, i.e. ψ is a quasimor-
phism. Therefore, by Proposition 2.10, there exists a unique homogeneous
quasimorphism ψh ∈ Q
h( ˜Homeo+(S1),R) at finite distance from ψ. More-
over, for every h ∈ ˜Homeo+(S1) we have
ψh(h) = lim
n→+∞
ψ(hn)
n
= lim
n→−∞
ψ(hn)
n
∈ R .
Observe now that by construction ψ(hn) = h−n(p˜(hn)(0)). Since p˜(hn)(0) ∈
[0, 1), this implies that ψ(hn) ∈ h−n([0, 1)), so that
|ψ(hn)− h−n(0)| ≤ 1
and
ψh(h) = lim
n→−∞
ψ(hn)
n
= lim
n→−∞
h−n(0)
n
= − lim
n→+∞
hn(0)
n
.
Therefore, if we set
r˜ot : ˜Homeo+(S1)→ R , r˜ot(h) = lim
n→+∞
hn(0)
n
,
then we have proved the following:
Proposition 10.5. The map r˜ot is a well-defined homogeneous quasi-
morphism. Moreover, r˜ot stays at bounded distance from the quasimorphism
−ψ, where ψ = p∗(c) is the pull-back of the canonical Euler cocycle.
Let now f be a fixed element of Homeo+(S1), and consider the repre-
sentation
ρf : Z→ Homeo
+(S1) , ρf (n) = f
n .
Let us also fix the standard lift f˜ ∈ Homeo+(S1) of f , so that f˜(0) ∈ [0, 1).
We define the integral chain u ∈ C
1
(Z,Z) by setting
u(n) = ψ(f˜n) .
We have
ρ∗(c)(n,m) = c(fn, fm) = p∗(c)(f˜n, f˜m) = δψ(f˜n, f˜m) = δu(n,m) .
i.e. δu = ρ∗(c). Moreover,
|u(n) + n r˜ot(f˜)| = |ψ(f˜n)− ψh(f˜
n)|
is uniformly bounded, so the map b : Z→ Z
b(n) = u(n) + ⌊rott(f˜)n⌋
is bounded (henceforth for every x ∈ R we denote by ⌊x⌋ the largest integer
which does not exceed x). As a consequence the bounded Euler class e(ρf ) =
[ρ∗f (c)] may be represented by the cocycle δ
1
(u− b), i.e. by the map
(n,m) 7→ ⌊r˜ot(f˜)(n+m)⌋ − ⌊r˜ot(f˜)n⌋ − ⌊r˜ot(f˜)m⌋ .
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By Proposition 2.13, this implies that the element of R/Z corresponding
to the bounded Euler class of ρf is given by [r˜ot(f˜)], so our definition of
rotation number gives rot(f) = [r˜ot(f˜)]. We have thus recovered the classical
definition of rotation number:
Proposition 10.6. Let f ∈ Homeo+(S1), let f˜ be any lift of f and
x0 ∈ R be any point. Then
rot(f) =
[
lim
n→∞
f˜n(x0)
n
]
∈ R/Z
(in particular, the above limit exists).
Proof. We have already proved the statement in the case when f˜ = f˜0
and x0 = 0. However, an easy application of Lemma 10.2 implies that
the limit limn→∞ f˜
n(x0)/n does not depend on the choice of x0. Moreover,
if f˜ ′ = τkf˜ , then limn→∞ (f˜
′)n(x0)/n = k + limn→∞ f˜
n(x0)/n, and this
concludes the proof. 
Corollary 10.7. For every f ∈ Homeo+(S1), n ∈ Z we have
rot(fn) = n rot(f) .
Roughly speaking, Proposition 10.6 shows that rot(f) indeed measures
the average rotation angle of f . For example, if f is a genuine rotation of
angle 0 ≤ α < 1 (recall that S1 = R/Z has length one in our setting), then
f˜(x) = x + α, so f˜n(0) = nα and rot(f) = [α]. On the other hand, if f
admits a fixed point, then we may choose a lift f˜ of f admitting a fixed point,
so Proposition 10.6 implies that rot(f) = 0. We will see in Corollary 10.24
that also the converse implication holds: if rot(f) = 0, then f fixes a point
in S1.
Recall that Homeo+(S1) is endowed with the compact-open topology. In
the sequel it will be useful to know that the rotation number is continuous.
To this aim, we first establish the following:
Lemma 10.8. Let f˜ ∈ ˜Homeo+(S1), and let a ∈ Z.
(1) If r˜ot(f˜) > a, then f˜(x) > x+ a for every x ∈ R.
(2) If there exists x ∈ R such that f˜(x) ≥ x+ a, then r˜ot(f˜) ≥ a.
(3) If r˜ot(f˜) < a, then f˜(x) < x+ a for every x ∈ R.
(4) If there exists x ∈ R such that f˜(x) ≤ x+ a, then r˜ot(f˜) ≤ a.
Proof. (1): Suppose by contradiction that f˜(x) ≤ x+a for some x ∈ R.
Since a is an integer and f˜ commutes with integral translations, an obvious
inductive argument shows that f˜n(x) ≤ x + na for every n ∈ N, and this
implies in turn that r˜ot(f˜) ≤ a.
(2): Since a is an integer, an easy inductive argument shows that f˜n(x) ≥
x+ na for every n ∈ N, hence r˜ot(f˜) ≥ a.
Claims (3) and (4) can be proved by analogous arguments. 
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Proposition 10.9. The maps r˜ot : ˜Homeo+(S1)→ R and rot : Homeo
+(S1)→
R/Z are continuous.
Proof. Of course, it is sufficient to show that r˜ot is continuous. So,
suppose that f˜i, i ∈ N is a sequence of elements of ˜Homeo+(S1) tending to
f˜ ∈ ˜Homeo+(S1). Since R is locally compact, ˜Homeo+(S1) is a topological
group, i.e. the composition is continuous with respect to the compact-open
topology. In particular, f˜ni uniformly converges to f˜
n for every n ∈ N.
Let now ε > 0 be given. Then, there exist rational numbers p/q, r/s
such that
r˜ot(f˜)− ε < p/q < r˜ot(f˜) < r/s < r˜ot(f˜) + ε .
Since r˜ot is a homogeneous quasimorphism, we have r˜ot(f˜ q) > p, and
Lemma 10.8 (1) implies that f˜ q(x) > x + p for every x ∈ R. Being pe-
riodic, the function x 7→ f˜ q(x)− x− p has thus a positive minimum. Since
f˜ qi converges to f˜
q, this implies in turn that there exist i0 ∈ N, x ∈ R such
that f˜ qi (x) > x + p for every i ≥ i0. By Lemma 10.8 (2), we then have
r˜ot(f˜ qi ) ≥ p for every i ≥ i0, hence r˜ot(f˜i) ≥ p/q for every i ≥ i0. This
shows that
lim inf
i→∞
r˜ot(f˜i) ≥ p/q ≥ r˜ot(f˜)− ε .
Using items (3) and (4) of Lemma 10.8, one can analogously prove that
lim sup
i→∞
r˜ot(f˜i) ≤ r/s ≤ r˜ot(f˜) + ε .
Due to the arbitrariness of ε, this implies that limi→∞ r˜ot(f˜i) = r˜ot(f˜).

10.5. Increasing degree one map of the circle
Let Γ be a group. Two representations ρ1, ρ2 of Γ into Homeo
+(S1) are
conjugate if there exists ϕ ∈ Homeo+(S1) such that ρ1(g) = ϕρ2(g)ϕ
−1 for
every g ∈ Γ. It is easy to show that the bounded Euler classes (whence
the usual Euler classes) of conjugate representations coincide (this fact also
follows from Theorem 10.15 below). Unfortunately it is not true that rep-
resentations sharing the same bounded Euler class are conjugate. However,
it turns out that the bounded Euler class completely determines the semi-
conjugacy class of a representation.
The subject we are going to describe was first investigated by Ghys [Ghy87],
who first noticed the relationship between semi-conjugacy and the bounded
Euler class (see also [Ghy99, Ghy01]). For a detailed account on the his-
tory of the notion of semi-conjugacy, together with a discussion of the equiv-
alence of several definitions (and of the non-equivalence of some variations)
of semi-conjugacy, we refer the reader to [BFH].
Definition 10.10. Let us consider an ordered k-tuple (x1, . . . , xk) ∈
(S1)k. We say that such a k-tuple is
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• positively oriented if there exists an orientation-preserving embed-
ding γ : [0, 1] → S1 such that xi = γ(ti), where ti < ti+1 for very
i = 1, . . . , k − 1.
• weakly positively oriented if there exists an orientation-preserving
immersion γ : [0, 1]→ S1 which restricts to an embedding on [0, 1),
and is such that xi = γ(ti), where ti ≤ ti+1 for very i = 1, . . . , k−1.
Observe that cyclic permutations leave the property of being (weakly) pos-
itively oriented invariant.
Definition 10.11. A (not necessarily continuous) map ϕ : S1 → S1 is in-
creasing of degree one if the following condition holds: if (x1, . . . , xk) ∈ (S
1)k
is weakly positively oriented, then (ϕ(x1), . . . , ϕ(xk)) is weakly positively
oriented.
For example, any constant map ϕ : S1 → S1 is increasing of degree one.
The following lemma provides an alternative description of increasing maps
of degree one. Observe that the composition of increasing maps of degree
one is increasing of degree one. We stress that, in our terminology, a (not
necessarily continuous) map ϕ˜ : R → R will be said to be increasing if it is
weakly increasing, i.e. if ϕ˜(x) ≤ ϕ˜(y) whenever x ≤ y.
Lemma 10.12. Let ϕ : S1 → S1 be any map. Then the following condi-
tions are equivalent:
(1) ϕ is increasing of degree one;
(2) if (x1, . . . , x4) ∈ (S
1)4 is positively oriented, then (ϕ(x1), . . . , ϕ(x4))
is weakly positively oriented;
(3) there exists a (set-theoretical) increasing lift ϕ˜ : R → R of ϕ such
that ϕ˜(x+ 1) = ϕ˜(x) + 1 for every x ∈ R.
Proof. (1) ⇒ (2) is obvious, so we begin by showing that (2) ⇒ (3).
It is immediate to check that ϕ satisfies (2) (resp. (3)) if and only if r ◦ ϕ
does, where r : S1 → S1 is any rotation. Therefore, we may assume that
ϕ([0]) = [0]. For t ∈ [0, 1), we define ϕ˜(t) ∈ [0, 1] as follows. If ϕ([t]) = [0],
then we distinguish two cases: if ϕ([s]) = [0] for every 0 ≤ s ≤ t, then we set
ϕ˜(t) = 0; otherwise we set ϕ˜(t) = 1. If ϕ([t]) 6= [0], then ϕ˜(t) is the unique
point in (0, 1) such that [ϕ˜(t)] = ϕ([t]).
We have thus defined a map ϕ˜ : [0, 1) → [0, 1] such that ϕ˜(0) = 0. This
map uniquely extends to a map (still denoted by ϕ˜) such that ϕ˜(x + 1) =
ϕ˜(x) + 1. In order to conclude we need to show that ϕ˜ is increasing. By
construction, this boils down to showing that ϕ˜|[0,1) is increasing, i.e. that
ϕ˜(t0) ≤ ϕ˜(t1) whenever 0 ≤ t0 < t1 < 1. Since ϕ˜(0) = 0 we may suppose
0 < t0.
Assume first that ϕ([t0]) = [0]. If ϕ([s]) = [0] for every 0 ≤ s ≤ t0,
then ϕ˜(t0) = 0 ≤ ϕ˜(t1), and we are done. Otherwise ϕ˜(t0) = 1, and there
exists 0 < s < t0 such that ϕ([s]) 6= [0]. Observe that the quadruple
([0], [s], [t0], [t1]) is positively oriented. As a consequence, the quadruple
(ϕ([0]), ϕ([s]), ϕ([t0 ]), ϕ([t1])) = ([0], ϕ([s]), [0], ϕ([t1 ])) is weakly positively
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oriented. Since ϕ([s]) 6= [0], this implies in turn that ϕ([t1]) = 0, so by
definition ϕ˜(t1) = 1, and again ϕ˜(t0) ≤ ϕ˜(t1).
Assume now that ϕ([t0]) 6= [0]. If ϕ([t1]) = [0], then ϕ˜(t1) = 1, and
we are done. Otherwise, observe that, since ϕ takes positively oriented
quadruples into weakly positively oriented quadruples, ϕ also takes posi-
tively oriented triples into weakly positively oriented triples. Therefore, the
triple ([0], ϕ([t0]), ϕ([t1])) is weakly positively oriented. Since ϕ([ti]) 6= [0]
for i = 0, 1, this is equivalent to the fact that ϕ˜(t0) ≤ ϕ˜(t1).
Let us now prove that (3) implies (1). Let (x1, . . . , xk) ∈ (S
1)k be weakly
positively oriented. We choose ti ∈ R such that [ti] = xi and t1 ≤ ti < t1+1
for i = 1, . . . , k. Since (x1, . . . , xk) ∈ (S
1)k is positively oriented we have
ti ≤ ti+1 for every i = 1, . . . , k − 1, so
ϕ˜(t1) ≤ ϕ˜(t2) ≤ . . . ≤ ϕ˜(tk) ≤ ϕ˜(t1) + 1 ,
which readily implies that (ϕ(x1), . . . , ϕ(xk)) is weakly positively oriented.

If ϕ is increasing of degree one, then a lift ϕ˜ as in claim (3) of the
previous lemma is called a good lift of ϕ. For example, the constant map
ϕ : S1 → S1 mapping every point to [0] admits ϕ˜(x) = ⌊x⌋ as a good lift (in
fact, for every α ∈ R the maps x 7→ ⌊x+ α⌋ and x 7→ ⌈x+ α⌉ are good lifts
of ϕ).
Remark 10.13. Condition (3) of the previous lemma (i.e. the existence
of an increasing lift commuting with integral translations) is usually de-
scribed as the condition defining the notion of increasing map of degree one.
This condition is not equivalent to the request that positively oriented triples
are taken into weakly positively oriented triples. For example, if ϕ([t]) = [0]
for every t ∈ Q and ϕ([t]) = [1/2] for every t ∈ R\Q, then ϕ takes any triple
into a weakly positively oriented one, but it does not admit any increasing
lift, so it is not increasing of degree one.
10.6. Semi-conjugacy
We are now ready to give the definition of semi-conjugacy for group
actions on the circle. Here we adopt the definition given in [BFH].
Definition 10.14. Let ρi : Γ→ Homeo
+(S1) be group representations,
i = 1, 2. We say that ρ1 is semi-conjugate to ρ2 if the following conditions
hold:
(1) There exists an increasing map ϕ of degree one such that
ρ1(g)ϕ = ϕρ2(g)
for every g ∈ Γ.
(2) There exists an increasing map ϕ∗ of degree one such that
ρ2(g)ϕ
∗ = ϕ∗ρ1(g)
for every g ∈ Γ.
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The main result of this chapter is the following theorem, which is due
to Ghys [Ghy87]:
Theorem 10.15. Let ρ1, ρ2 be representations of Γ into Homeo
+(S1).
Then ρ1 is semi-conjugate to ρ2 if and only if eb(ρ1) = eb(ρ2).
We begin by observing that semi-conjugacy is an equivalence relation:
Lemma 10.16. Semi-conjugacy is an equivalence relation.
Proof. Reflexivity and symmetry are obvious, while transitivity readily
follows from the fact that the composition of increasing maps of degree one
is an increasing map of degree one. 
It readily follows from the definitions that conjugate representations are
semi-conjugate. However, semi-conjugacy is a much weaker condition than
conjugacy: for example, any representation admitting a fixed point is semi-
conjugate to the trivial representation (see Proposition 10.20). On the other
hand, semi-conjugacy implies conjugacy for the important class of minimal
representations, that we are now going to define.
Definition 10.17. A representation ρ : Γ→ Homeo+(S1) is minimal if
every ρ(Γ)-orbit is dense in S1.
Proposition 10.18. Let ρ1, ρ2 : Γ → Homeo
+(S1) be semi-conjugate
representations, and suppose that every orbit of ρi(Γ) is dense for i = 1, 2.
Then ρ1 is conjugate to ρ2.
Proof. Let ϕ be an increasing map of degree one such that
ρ1(g)ϕ = ϕρ2(g) for every g ∈ Γ ,
and denote by ϕ˜ a good lift of ϕ. The image of ϕ is obviously ρ1(Γ)-invariant,
so our assumptions imply that Imϕ is dense in S1. This implies in turn that
the image of ϕ˜ is dense in R. So the map ϕ˜, being increasing, is continuous
and surjective. Therefore, the same is true for ϕ, and we are left to show
that ϕ is also injective.
Suppose by contradiction that there exist points x0, y0 ∈ S
1 such that
ϕ(x0) = ϕ(y0), and choose lifts x˜0, y˜0 of x0, y0 in R such that x˜0 < y˜0 <
x˜0 + 1. Since ϕ˜ is increasing and commutes with integral translations, we
have either ϕ˜(y˜0) = ϕ˜(x˜0) or ϕ˜(y˜0) = ϕ˜(x˜0 + 1). In any case, ϕ˜ is constant
on a non-trivial interval, so there exists an open subset U ⊆ S1 such that
ϕ|U is constant. Let now x be any point of S
1. Our assumptions imply that
there exists g ∈ Γ such that ρ2(g)
−1(x) ∈ U , so x ∈ V = ρ2(g)(U), where
V ⊆ S1 is open. Observe that
ϕ|V = (ϕρ2(g))|U ◦ ρ2(g)
−1|V = (ρ1(g)ϕ)|U ◦ ρ2(g)
−1|V
is constant. We have thus proved that ϕ is locally constant, whence constant,
and this contradicts the fact that ϕ is surjective. 
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10.7. Ghys’ Theorem
We start by showing that representations sharing the same bounded
Euler class are semi-conjugate.
Proposition 10.19. Let ρ1, ρ2 be representations of Γ into Homeo
+(S1)
such that eb(ρ1) = eb(ρ2). Then ρ1 is semi-conjugate to ρ2.
Proof. By symmetry, it is sufficient to exhibit an increasing map of
degree one ϕ such that
ρ1(g)ϕ = ϕρ2(g)
for every g ∈ Γ.
Since eb(ρ1) = eb(ρ2) we have a fortiori e(ρ1) = e(ρ2). By Proposi-
tion 2.5, there exists a central extension
1 −→ Z
ι
−→ Γ
π
−→ Γ −→ 1
associated to e(ρ1) = e(ρ2) (see Section 2.2). Let ci = ρ
∗
i (c), i = 1, 2, be the
pull-back of the usual representative of the Euler class of Homeo+(S1). If
s : Γ→ Γ is any fixed section of π, then the cocycle c : C
2
(Γ,Z) associated to
s defines the same cohomology class as c1. Therefore, there exists v : Γ→ Z
such that
i(c1(g1, g2)) = s(g1g2)
−1s(g1)s(g2)i(v(g1, g2))
−1i(v(g1))i(v(g2)) ,
so by setting s1(g) = i(v(g))s(g) for every g ∈ Γ we obtain a section s1 : Γ→
Γ such that
i(c1(g1, g2)) = s1(g1g2)
−1s1(g1)s1(g2) .
Since eb(ρ1) = eb(ρ2), there exists a bounded cochain u : Γ → Z such
that δu = c2 − c1. If we set s2(g) = s1(g)ι(u(g)), then we get
i(c2(g1, g2)) = s2(g1g2)
−1s2(g1)s2(g2) .
Of course, once i ∈ {1, 2} is fixed, every element of g ∈ Γ admits a unique
expression g = ι(n)si(g). For i = 1, 2 we define the map
ρi : Γ→
˜Homeo+(S1) , ρi(ι(n)si(g)) = τnρ˜i(g) .
Lemmas 2.3 and 2.4 imply that ρi is a homomorphism. For the sake of
clarity, we give here a direct and short proof of this fact. Indeed, if we take
elements gj = i(nj)si(gj) ∈ Γ, j = 1, 2, then
g1 g2 = ι(n1)si(g1)ι(n2)si(g2) = ι(n1 + n2)ι(ci(g1, g2))si(g1g2)
so
ρi(g1 g2) = τn1+n2τci(g1,g2)
˜ρi(g1g2) = τn1 ρ˜i(g1)τn2 ρ˜i(g2) = ρi(g1)ρi(g2) ,
and this proves that ρi is a homomorphism.
Let now g = ι(n1)s1(g) = ι(n1 − u(g))s2(g). Then
ρ1(g)
−1ρ2(g) =
(
τn1 ρ˜1(g)
)−1
τn1−u(g)ρ˜2(g) = τ−u(g)
(
ρ˜1(g)
)−1
ρ˜2(g) .
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Recall now that there exists M ≥ 0 such that |u(g)| ≤ M for every g ∈
Γ. Moreover, using that ρ˜i(g)(0) ∈ [0, 1) for every g ∈ Γ, i = 1, 2, it is
immediate to realize that x − 2 ≤
(
ρ˜1(g)
)−1
(ρ˜2(g)(x)) ≤ x + 2 for every
x ∈ R. As a consequence, for every x ∈ R we have
x−M − 2 ≤ ρ1(g)
−1(ρ2(g)(x)) ≤ x+M + 2 ,
so we may define the value
ϕ˜(x) = sup
g∈Γ
ρ1(g)
−1(ρ2(g)(x)) ∈ [x−M − 2, x+M + 2] .
We will now check that ϕ˜ realizes the desired semi-conjugacy between ρ1
and ρ2.
Being the supremum of (strictly) increasing maps that commute with
integral translations, the map ϕ˜ : R→ R is (possibly non-strictly) increasing
and commutes with integral translations, so it is a good lift of an increasing
map of degree one ϕ : S1 → S1.
For every g0 ∈ Γ, x ∈ R, we have
ϕ˜(ρ2(g0)(x)) = sup
g∈Γ
ρ1(g)
−1(ρ2(g)(ρ2(g0)(x)))
= sup
g∈Γ
ρ1(g)
−1(ρ2(g g0)(x))
= sup
g∈Γ
ρ1(g g
−1
0 )
−1(ρ2(g)(x))
= sup
g∈Γ
ρ1(g0)(ρ1(g)
−1(ρ2(g)(x)))
= ρ1(g0)
(
sup
g∈Γ
ρ1(g)
−1(ρ2(g)(x))
)
= ρ1(g0)(ϕ˜(x)) ,
and this easily implies that
ϕρ2(g0) = ρ1(g0)ϕ
for every g0 ∈ Γ. 
We are now ready to characterize the set of representations having van-
ishing bounded Euler class as the semi-conjugacy class of the trivial repre-
sentation:
Proposition 10.20. Let ρ : Γ→ Homeo+(S1) be a representation. Then
the following conditions are equivalent:
(1) ρ fixes a point, i.e. there exists a point x0 ∈ S
1 such that ρ(g)(x0) =
x0 for every g ∈ Γ;
(2) ρ is semi-conjugate to the trivial representation;
(3) eb(ρ) = 0.
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Proof. (1) =⇒ (3): Suppose that ρ fixes the point x0, and consider the
cocycle cx0 representing the bounded Euler class eb ∈ H
2(Homeo+(S1),Z).
By definition, the pull-back ρ∗(cx0) vanishes identically, and this implies
that eb(ρ) = ρ
∗(eb) = 0.
The implication (3) =⇒ (2) is an immediate consequence of Proposi-
tion 10.19.
(2) =⇒ (1): If ρ is semi-conjugate to the trivial representation ρ0, then
there exists an increasing map ϕ : S1 → S1 of degree one such that ρ(g)ϕ =
ϕρ0(g) = ϕ for every g ∈ Γ. Let now x0 = ϕ(y0) be a point in the image of
ϕ. By evaluating the above equality at y0, we get
ρ(g)(x0) = ρ(g)ϕ(y0) = ϕ(y0) = x0
for every g ∈ Γ. Therefore, ρ fixes x0, and we are done. 
We go on in our analysis of semi-conjugacy with the following:
Lemma 10.21. Let ρ1, ρ2 : Γ→ Homeo
+(S1) be representations, and let
ϕ : S1 → S1 be an increasing map of degree one such that
ρ1(g)ϕ = ϕρ2(g) for every g ∈ Γ .
Let also ϕ˜ be a good lift of ϕ, and denote by ρ˜i(g) the preferred lift of ρi(g),
g ∈ Γ, i = 1, 2 (recall that such a lift is determined by the request that
ρ˜i(0) ∈ [0, 1)). If ρ1(Γ) does not fix a point, then there exists a bounded map
u : Γ→ Z such that
ρ˜1(g)ϕ˜ = ϕ˜ρ˜2(g)τu(g)
for every g ∈ Γ.
Proof. Let us fix g ∈ Γ, and set fi = ρi(g) and f˜i = ρ˜i(g). Since f˜1ϕ˜
and ϕ˜f˜2 are both lifts of the same map f1ϕ = ϕf2, for every x ∈ R the
value τg(x) = f˜1ϕ˜(x) − ϕ˜f˜2(x) is an integer. Moreover, of course we have
τg(x+ k) = τg(x) for every x ∈ R, k ∈ Z. We need to show that τg : R→ Z
is constant, and bounded independently of g.
Since ϕ cannot be constant (because otherwise ρ1(Γ) would fix the point
in the image of ϕ), we may choose two points x, y ∈ S1 such that ϕ(x) 6=
ϕ(y), and we set K˜ = p−1({x, y}). By construction, the restriction of ϕ˜ to
K˜ is injective. Since f˜1 is injective, this implies at once that the composition
f˜1ϕ˜ is also injective on K˜. Moreover, since ϕ is injective on {x, y}, we have
f1(ϕ(x)) 6= f1(ϕ(y)), so ϕ(f2(x)) 6= ϕ(f2(y)), and ϕ˜f˜2|K˜ is injective too.
We first show that τg|K˜ is constant. Let k˜, k˜
′ lie in K˜. Since both ψ˜1 =
f˜1ϕ˜ and ψ˜2 = ϕ˜f˜2 are strictly increasing on K˜, we may apply Lemma 10.2,
thus getting
|τg(k˜
′)− τg(k˜)| = |ψ˜2(k˜
′)− ψ˜1(k˜)− (ψ˜2(k˜
′)− ψ˜1(k˜))| < 1 .
Since τg has integral values, this implies that τg(k˜
′) = τg(k˜).
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Let now z˜ ∈ R \ K˜ be fixed. In order to show that τg is constant it
is sufficient to show that there exists k˜ ∈ K˜ such that τg(z˜) = τg(k˜). Our
assumptions imply that K˜ ∩ (z˜, z˜ +1) contains at least two elements. Since
ϕ˜ is strictly monotone on K˜, this implies that there exists k˜ ∈ K˜ such that
ϕ˜ is strictly monotone on {z˜} ∪ (k˜ + Z). Therefore, we may apply again
Lemma 10.2 and conclude that |τg(z˜) − τg(k˜)| < 1, so τg(z˜) = τg(k˜). We
have thus shown that τg is constant.
We are left to show that the value taken by τg is bounded independently
of g. Let a ∈ R be such that ϕ˜([0, 1]) ⊆ [a, a+ 1]. For every g ∈ Γ, i = 1, 2
we have that ρ˜i(g)(0) ∈ [0, 1), so
|ϕ˜(ρ˜2(g)(0))| ≤ |a|+ 1
and
|ρ˜1(g)(ϕ˜(0))| ≤ |ϕ˜(0)| + |ρ˜1(g)(ϕ˜(0))− ϕ˜(0)− (ρ˜1(g)(0)− 0)| + |ρ˜1(g)(0) − 0|
< |ϕ˜(0)| + 1 + 1 ≤ |a|+ 3
(see Lemma 10.2). Therefore, we may conclude that
|u(g)| = |ρ˜1(g)(ϕ˜(0))−ϕ˜(ρ˜2(g)(0))| < |ρ˜1(g)(ϕ˜(0))|+|ϕ˜(ρ˜2(g)(0))| < 2|a|+4 ,
and we are done. 
Remark 10.22. The following example, which was suggested to the
author by Elia Fioravanti, shows that, even in the case when ρ1 is semi-
conjugate to ρ2, the previous lemma does not hold if drop the hypothesis
that ρ1(Γ) does not have any fixed point. With notation as in the proof
of Lemma 10.21, let f2 ∈ Homeo
+(S1) admit the lift f˜2(x + n) = x
2 + n
for every x ∈ [0, 1), n ∈ Z, and let ϕ˜(x) = ⌊x + 1/2⌋ be a good lift of the
increasing map of degree one ϕ which sends every point of S1 to [0]. Then
we have
ϕ(f2(x)) = [0] = ϕ(x)
for every x ∈ S1. Therefore, if ρ1 : Z → Homeo
+(S1) is the trivial repre-
sentation and ρ2 = ρf2 : Z → Homeo
+(S1) sends 1 to f2, then ϕ satisfies
the hypotheses of Lemma 10.21 (and ρ1 is semi-conjugate to ρ2 by Proposi-
tion 10.20). But if as a lift of ρ1(1) = IdS1 we choose the identity f˜1 of R,
then
f˜1(ϕ˜(0)) − ϕ˜(f˜2(0)) = f˜1(0)− ϕ˜(0) = 0 ,
while
f˜1(ϕ˜(1/2)) − ϕ˜(f˜2(1/2)) = f˜1(1) − ϕ˜(1/4) = 1 .
We are now ready to prove the main result of this chapter, that we recall
here for the convenience of the reader:
Theorem 10.23. Let ρ1, ρ2 be representations of Γ into Homeo
+(S1).
Then ρ1 is semi-conjugate to ρ2 if and only if eb(ρ1) = eb(ρ2).
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Proof. We already know from Proposition 10.19 that representations
sharing the same bounded Euler class are semi-conjugate.
Let us suppose that ρ1 is semi-conjugate to ρ2. If ρ1(Γ) fixes a point
of S1, then Proposition 10.20 implies that eb(ρ1) = eb(ρ2) = 0, and we are
done. Therefore, we may assume that ρ1(Γ) does not fix a point in S
1.
We denote by ϕ˜ a good lift of ϕ, and by u : Γ→ Z the bounded function
provided by Lemma 10.21. In order to conclude that eb(ρ1) = eb(ρ2) it is
sufficient to show that, if c is the canonical representative of the bounded
Euler class of Homeo+(S1), then
(24) ρ∗1(c)− ρ
∗
2(c) = δu .
Let us fix g1, g2 ∈ Γ. By the definition of u we have
ϕ˜ = ρ˜1(g1) ◦ ϕ˜ ◦
(
ρ˜2(g1)
)−1
◦ τ−u(g1) ,
ϕ˜ = ρ˜1(g2) ◦ ϕ˜ ◦
(
ρ˜2(g2)
)−1
◦ τ−u(g2) ,
ϕ˜ =
(
˜ρ1(g1g2)
)−1
◦ ϕ˜ ◦ ˜ρ2(g1g2) ◦ τu(g1g2) .
Now we substitute the first equation in the right-hand side of the second, and
the third equation in the right-hand side of the obtained equation. Using
that
τc(ρi(g1),ρi(g2)) = ρ˜i(g1)ρ˜i(g2)
(
˜ρi(g1g2)
)−1
we finally get
ϕ˜ = ϕ˜ ◦ τρ∗1(c)(g1,g2)−ρ∗2(c)(g1,g2)−u(g1)−u(g2)+u(g1g2) ,
which is equivalent to equation (24). 
In the case of a single homeomorphism we obtain the following:
Corollary 10.24. Let f ∈ Homeo+(S1). Then:
(1) rot(f) = 0 if and only if f has a fixed point.
(2) rot(f) ∈ Q/Z if and only if f has a finite orbit.
(3) If rot(f) = [α] /∈ Q/Z and every orbit of f is dense, then f is
conjugate to the rotation of angle α (the converse being obvious).
Proof. Claim (1) follows from Proposition 10.20, and claim (2) follows
from claim (1) and the fact that rot(fn) = n rot(f) for every n ∈ Z (see
Corollary 10.7).
If f is as in (3), then Theorem 10.15 implies that f is semi-conjugate to
the rotation of angle rot(f), so the conclusion follows from Proposition 10.18.

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10.8. The canonical real bounded Euler cocycle
As it should be clear from the previous chapters, bounded cohomology
with real coefficients enjoys many more properties that bounded cohomology
with integral coefficients. Therefore, it makes sense to study the image of
the integral bounded Euler class via the change of coefficients map Z →
R. It turns out that, when working with real cochains rather than with
integral ones, a preferred representative of the bounded Euler class exists,
which was defined by Matsumoto in [Mat86]. In fact, this representative
coincides with the unique homogeneous representative of the real bounded
Euler class, according to the definition of homogeneous cocyles given by
Bouarich [Bou95] and described in Section 2.7.
Definition 10.25. The real Euler class eR ∈ H2(Homeo+(S1),R) (resp. bounded
real Euler class eRb ∈ H
2
b (Homeo
+(S1),R)) is the image of e ∈ H2(Homeo+(S1),Z)
(resp. of eb ∈ H
2
b (Homeo
+(S1),Z)) under the change of coefficients homo-
morphism. If ρ : Γ → Homeo+(S1) is any representation, then we also set
eR(ρ) = ρ∗(eR) and eRb (ρ) = ρ
∗(eRb ).
Let us recall from Section 10.4 that, for every f ∈ Homeo+(S1), one has
rot(f) = [r˜ot(f˜)] ∈ R/Z ,
where f˜ is any lift of f to ˜Homeo+(S1), and
r˜ot(f˜) = lim
n→+∞
f˜n(0)
n
∈ R .
Of course, we can interpret r˜ot as an element of C
1
( ˜Homeo+(S1),R),
and we now set
τ˜ = −δ r˜ot ∈ C
2
( ˜Homeo+(S1),R) .
By construction, τ˜ is a cocycle, and
τ˜(f˜ , g˜) = r˜ot(f˜ g˜)− r˜ot(f˜)− r˜ot(g˜) .
It readily follows from the definition that, if τn is the translation x 7→ x+n,
then r˜ot(f˜ ◦ τn) = r˜ot(f˜) + n. Using this, it is immediate to check that τ˜
descends to a cochain τ ∈ C
2
(Homeo+(S1),R) such that
τ(f, g) = τ˜(f˜ , g˜) = r˜ot(f˜ g˜)− r˜ot(f˜)− r˜ot(g˜)
for any pair of arbitrary lifts f˜ , g˜ of f, g, respectively. Since τ˜ is a cycle, also
τ is so.
Proposition 10.26. The cocycle τ is bounded. Moreover, τ is a repre-
sentative of the real bounded Euler class eRb ∈ H
2
b (Homeo
+(S1),R).
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Proof. For every element f ∈ Homeo+(S1) we denote by f˜ ∈ ˜Homeo+(S1)
the unique lift of f such that f˜(0) ∈ [0, 1). Let c ∈ Z
2
b(Homeo
+(S1),Z) be
the usual representative of eb, so that
c(f, g) = f˜(g˜(x0))− f˜ g(x0)
for every x0 ∈ R.
Let p : ˜Homeo+(S1) → Homeo
+(S1) be the covering map. We have
proved in Section 10.4 that p∗(c) = δψ, where ψ ∈ C
1
( ˜Homeo+(S1),R) is
defined by
ψ(h) = h˜−1 ◦ p˜(h) ∈ ker p = Z
for every h ∈ ˜Homeo+(S1). Moreover, the homogeneous quasimorphism ψh
associated to ψ satisfies ψh = − r˜ot (see again Section 10.4). Let now b˜ ∈
C
1
b(
˜Homeo+(S1),R) be the bounded cochain such that ψ−ψh = b˜. We have
already observed that, if τn is the translation x 7→ x+ n, then ψh(f˜ ◦ τn) =
ψh(f˜) + n. The same equality also holds when ψh is replaced by ψ, so b˜(f˜ ◦
τn) = b˜(f˜), and b˜ = p
∗(b) for a bounded cochain b ∈ C
1
b(Homeo
+(S1),R).
Recall now that δψ is the pull-back via p of the Euler cocycle c. From
τ˜ = δψh = δ(ψ − b˜) we thus deduce
τ = c− δb .
This shows at once that τ is bounded, and that [τ ] = eRb inH
2
b (Homeo
+(S1),R).

The previous results allow us to provide the following characterization
of semi-conjugacy in terms of the real bounded Euler class. We say that
a subset S of Γ generates the first homology of Γ if the set {π(s), s ∈ S}
generates Γ/[Γ,Γ], where π : Γ→ Γ/[Γ,Γ] is the natural projection.
Theorem 10.27 ([Mat86]). Let ρ1, ρ2 : Γ → Homeo
+(S1) be represen-
tations, and suppose that S ⊆ Γ generates the first homology of Γ. Then ρ1
and ρ2 are semi-conjugate if and only if the following conditions hold:
(1) τ(ρ1(g), ρ1(g
′)) = τ(ρ2(g), ρ2(g
′)) for every g, g′ ∈ Γ;
(2) rot(ρ1(g)) = rot(ρ2(g)) for every g ∈ S, where S generates the first
homology of Γ.
Proof. Let us first suppose that ρ1 and ρ2 are semi-conjugate. Then
Theorem 10.15 ensures that eb(ρ1) = eb(ρ2), hence e
R
b (ρ1) = e
R
b (ρ2). Now
the cocycle τ is homogeneous according to the definition given in Sec-
tion 2.7. Therefore, by Proposition 2.16, ρ∗i (τ) is the unique homogeneous
representative of eRb (ρi) in H
2
b (Γ,R), i = 1, 2. Since e
R
b (ρi) = e
R
b (ρ2), we
thus have ρ∗1(τ) = ρ
∗
2(τ). Moreover, for every g ∈ Γ the representations
α1, α2 : Z→ Homeo
+(S1), αi(n) = ρi(g
n) are semi-conjugate, and again by
Theorem 10.15 (together with our definition of rotation number) this implies
that rot(ρ1(g)) = rot(ρ2(g)).
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Let us now assume that conditions (1) and (2) hold. The short exact
sequence of complexes
0→ C•b (Γ,Z)→ C
•
b (Γ,R)→ C
•(Γ,R/Z)→ 0
gives rise to the following exact sequence:
H1b (Γ,R) = 0
// H1(Γ,R/Z)
δ // H2b (Γ,Z)
// H2b (Γ,R) .
Condition (1) implies that eRb (ρ1) = e
R
b (ρ2), so there exists a unique ψ ∈
H1(Γ,R/Z) = Hom(Γ,R/Z) such that eb(ρ1)− eb(ρ2) = δψ. Let us now fix
s ∈ S, and consider the map α : Z → Γ given by n 7→ sn. Let also ρ′i : Z →
Homeo+(S1) be defined by ρ′i = ρi ◦ α. Let us consider the commutative
diagram:
H1(Γ,R/Z)
δ //
H1(α)

H2b (Γ,Z)
H2
b
(α)

H1(Z,R/Z) δ // H2b (Z,Z) .
Our definition of rotation number implies that
rot(ρi(s)) = δ
−1(eb(ρ
′
i)) ,
so condition (2) implies that
H1(α)(ψ) = rot(ρ1(s))− rot(ρ2(s)) = 0 .
Recall now that there is a canonical isomorphismH1(Γ,R/Z) ∼= Hom(Γ,R/Z),
so we may consider ψ as a homomorphism defined on Γ, and the fact that
H1(α)(ψ) = 0 implies that 0 = ψ(α(1)) = ψ(s). We have thus shown that
ψ vanishes on S. Since R/Z is abelian and S generates the first homology
of Γ, this suffices to conclude that ψ = 0, hence 0 = δψ = eb(ρ1) − eb(ρ2),
and ρ1 is semi-conjugate to ρ2 by Theorem 10.15. 
Corollary 10.28. Let ρ : Γ→ Homeo+(S1) be a representation. Then
the following conditions are equivalent:
(1) eRb (ρ) = 0;
(2) ρ is semi-conjugate to a representation into the subgroup SO(2) <
Homeo+(S1) of rotations;
(3) τ(ρ(g), ρ(g′)) = 0 for every g, g′ ∈ Γ.
Proof. (1) ⇐⇒ (3): The cocycle τ is homogeneous according to the
definition given in Section 2.7. Therefore, by Proposition 2.16, ρ∗(τ) is the
unique homogeneous representative of eRb (ρ), and this concludes the proof.
(3) =⇒ (2): Condition (3) readily implies that the map g 7→ rot(ρ(g))
defines a homomorphism Γ → R/Z. Let now ρ′ : Γ → SO(2) be defined
by letting ρ′(g) be equal to the rotation of angle rot(ρ(g)). Then ρ′ is in-
deed a representation, and ρ, ρ′ satisfy conditions (1), (2) of Theorem 10.27.
Therefore, ρ and ρ′ are semi-conjugate.
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(2) =⇒ (1): Suppose that ρ is semi-conjugate to a representation ρ′ : Γ→
SO(2). Since SO(2) is abelian, we have H2b (SO(2),R) = 0. Since the map
(ρ′)∗ : H2b (Homeo
+(S1),R) → H2b (Γ,R) factors through H
2
b (SO(2),R), this
implies that eRb (ρ
′) = 0. But Theorem 10.15 implies that eb(ρ) = eb(ρ
′),
hence eRb (ρ) = e
R
b (ρ
′) = 0. 
10.9. Further readings
As we mentioned in the introduction of this book, bounded cohomology
may be exploited to refine numerical or cohomological invariants first defined
in the context of classical cohomology. Ghys’ Theorem 10.15 provides a
noticeable example of this phenomenon. Indeed, Ghys’ theory settles other
natural questions about the (bounded) Euler class of representations into
Homeo+(S1), e.g. it provides a complete characterization of bounded classes
that can be realized by circle actions:
Theorem 10.29 ([Ghy87, Theorem B]). Let Γ be a discrete count-
able group and take α ∈ H2b (Γ,Z). There exists a representation ρ : Γ →
Homeo+(S1) such that α = eb(ρ) if and only if α can be represented by a
cocycle taking only the values 0 and 1.
Ghys’ theory of the bounded Euler class has found applications in many
different directions. For example, it has recently been exploited in the
bounded cohomology approach to higher Teichmu¨ller theory [BIW10, BIW14,
SBH+].
The definition of semi-conjugacy given in this book first appeared in
an old manuscript by Takamura [Tak], which was never published. Its
equivalence with other definitions occurring in the literature is discussed in
detail in [BFH].
An interesting issue concerning the definition of semi-conjugacy concerns
the regularity of the increasing degree one maps involved. In fact, it can
be shown that both the increasing degree one maps appearing in the def-
inition of semi-conjugacy may be chosen to be upper semicontinuous (see
e.g. [BFH]). On the contrary, there is no hope in general for semi-conjugate
circle actions to be semi-conjugate via continuous maps (see e.g. [BFH, Ex-
ample 6.1]). Nonetheless, semi-conjugacy admits a characterization in terms
of continuous maps of Hopf-Brouwer degree one: namely, semi-conjugacy
is the equivalence relation generated by continuous left-semi-conjugacies of
Brouwer-Hopf degree one (the circle action ρ1 is left-semi-conjugate to the
circle action ρ2 if there exists an increasing map ϕ of degree one such that
ρ1(g)ϕ = ϕρ2(g) for every g ∈ Γ). We refer the reader to [Cal07, Theorem
1.7], [BFH] for a proof of this fact; note that what we call here a left-
semi-conjugacy via a continuous map of Brouwer-Hopf degree one is simply
called a semi-conjugacy in [Cal07], while the equivalence relation generated
by continuous left-semi-conjugacies of Brouwer-Hopf degree one (which is
eventually equivalent to semi-conjugacy) is called monotone equivalence in
[Cal07].

CHAPTER 11
The Euler class of sphere bundles
This chapter is devoted to a brief digression from the theory of bounded
cohomology. Namely, we review here some classical definitions and con-
structions coming from the theory of fiber bundles, restricting our attention
to the case when the fiber is a sphere. The main aim of the chapter is a
detailed description of the Euler class of a sphere bundle. The Euler class
is usually defined in the context of cellular homology. Of course, cellular
and singular cohomology are canonically isomorphic for every CW-complex.
However, we already stressed the fact that cellular cochains are not useful
to compute the bounded cohomology of a cellular complex: for example, it
is not easy to detect whether the singular coclass corresponding to a cellu-
lar one admits a bounded representative or not. Therefore, differently from
what is usually done, in this chapter we carry out the construction of the
Euler cocycle directly in the context of singular cohomology.
11.1. Topological, smooth and linear sphere bundles
If X,Y are topological spaces, we denote by πX : X × Y → X, πY : X ×
Y → Y the natural projections. Let M be a topological space, and fix
n ≥ 1. An oriented n-sphere bundle over M is a map π : E →M such that
the following conditions hold:
• For every x ∈M , the subspace Ex = π
−1(x) ⊆ E is homeomorphic
to the n-dimensional sphere Sn;
• Each Ex is endowed with an orientation;
• For every x ∈ M there exist a neighbourhood U and a homeo-
morphism ψ : π−1(U) → U × Sn such that the following diagram
commutes
π−1(U)
ψ
//
p
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
U × Sn
πU

U
and the homeomorphism πSn◦ψ|Ex : Ex → S
n is orientation-preserving
for every x ∈ U . Such a diagram provides a local trivialization of
E (over U).
Henceforth we refer to oriented n-sphere bundles simply as to n-sphere
bundles, or to sphere bundles when the dimension is understood. A 1-sphere
bundle will be called circle bundle. An isomorphism between two sphere
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bundles π : E →M , π′ : E′ →M is a homeomorphism h : E → E′ such that
π = π′ ◦ h.
The definition above fits into the more general context of (sphere) bun-
dles with structure group. In fact, when G is a subgroup of Homeo+(Sn),
we say that the map π : E → M is a sphere bundle with structure group G
(or, simply, a sphere G-bundle) if M admits an open cover U = {Ui, i ∈ I}
such that the following conditions hold: every Ui ∈ U is the base of a local
trivialization
π−1(Ui)
ψi
//
p
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
Ui × S
n
πUi

Ui
and for every i, j ∈ I there exists a map λij : Ui ∩ Uj → G such that
ψi(ψ
−1
j (x, v)) = (x, λij(x)(v))
for every x ∈ Ui ∩ Uj and v ∈ S
n. Such a collection of local trivializations
is called a G-atlas for E, and the λij ’s are called the transition functions of
the atlas. In the general theory of bundles with structure group G, usually
G is a topological group, and transition maps are required to be continu-
ous. In this monograph, unless otherwise stated, we endow every subgroup
G < Homeo+(Sn) with the compact-open topology, i.e. the topology of the
uniform convergence with respect to any metric inducing the usual topology
of Sn (but see also Remark 12.1). If this is the case, then the transition
maps are automatically continuous. As usual, we understand that two at-
lases define the same structure of G-bundle if their union is still a G-atlas.
Equivalently, G-bundle structures on M correspond to maximal G-atlases
for M .
An isomorphism of sphere G-bundles π : E → M , π′ : E′ → M is an
isomorphism of sphere bundles h : E → E′ such that, for every x ∈M , there
exist a neighbourhood U of x and trivializations ψ : π−1(U) → U × Sn,
ψ′ : (π′)−1(U)→ U × Sn in the maximal G-atlases of E and E′ such that
ψ′(h(ψ−1(x, v))) = (x, f(x)(v))
for some function f : U → G.
In this monograph we will be interested just in the following cases:
(1) G = Homeo+(Sn): in this case, standard properties of the compact-
open topology on Homeo+(Sn) (in fact, on any space of homeomor-
phisms of a compact metric space) imply that E is just what we
called a sphere bundle. Moreover, two sphere bundles are isomor-
phic as Homeo+(Sn)-bundles if and only if they are isomorphic
according to the definition given at the beginning of the section.
Henceforth, we will sometimes stress these facts by saying that E
is a topological sphere bundle.
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(2) G = Diffeo+(Sn) (endowed with the C∞-topology): in this case we
say that E is a smooth sphere bundle; we also say that two smooth
sphere bundles are smoothly isomorphic if they are isomorphic as
sphere Diffeo+(Sn)-bundles.
(3) G = Gl+(n + 1,R) (endowed with the compact-open topology,
which coincides both with the C∞-topology and with the topol-
ogy of G as a Lie group), where the action of G is defined via the
identification of Sn with the space of rays in Rn+1: in this case we
say that E is a linear sphere bundle; we also say that two linear
sphere bundles are linearly isomorphic if they are isomorphic as
sphere Gl+(n + 1,R)-bundles.
Remark 11.1. Since Gl+(n + 1,R) ⊆ Diffeo+(Sn), every linear sphere
bundle admits a unique compatible structure of smooth sphere bundle. On
the other hand, there could exist sphere bundles which are not isomor-
phic to smooth sphere bundles, and smooth sphere bundles that are not
smoothly isomorphic (or even topologically isomorphic) to linear bundles.
Also observe that two smooth fiber bundles could be topologically isomor-
phic without being smoothly isomorphic, and two linear fiber bundles could
be topologically isomorphic or even smoothly isomorphic without being lin-
early isomorphic.
If π : E → M is a vector bundle, i.e. a locally trivial bundle with fiber
Rn+1 and structure group GL+(n + 1,R), then we may associate to E the
n-sphere bundle S(E) in the following way. Let us denote by E0 ⊆ E the
image of the zero section σ0 : M → E. As a topological space, S(E) is the
quotient of E \E0 by the equivalence relation given by v ≡ w if v,w belong
to the same fiber Ex of E and v = λ ·w for some λ ∈ R+, where the product
is defined according to the natural structure of real vector space on Ex. It
is immediate to check that the bundle map π : E →M induces a continuous
map S(E) → M which is an n-sphere bundle, called the sphere bundle
associated to E. In fact, by construction S(E) admits a Gl+(n+1,R)-atlas,
so it admits a natural structure of linear sphere bundle. Conversely, every
linear sphere bundle π : S → M admits an atlas with transition functions
with values in GL+(n + 1,R). Such an atlas also defines a vector bundle
π : E →M with fiber Rn+1, and by construction we have S(E) = S. In other
words, there is a natural correspondence between linear n-sphere bundles
and vector bundles of rank n+ 1 over the same base M .
11.2. The Euler class of a sphere bundle
Let us briefly recall the definition of the Euler class eu(E) ∈ Hn+1(M,Z)
associated to an n-sphere bundle π : E → M . We follow the approach via
obstruction theory, i.e. we describe eu(E) as the obstruction to the existence
of a section of π (and we refer the reader e.g. to [Ste51] for more details).
Let s : ∆k →M be a singular k-simplex. A section σ over s is a continu-
ous map σ : ∆k → E such that σ(x) ∈ Es(x) for every x ∈ ∆
k. Equivalently,
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if we denote by Es the sphere bundle over s given by the pull-back of E via
s, then σs may be seen as a genuine section of Es. Observe that the sphere
bundle Es is always trivial, since the standard simplex is contractible.
Let us now fix the dimension n of the fibers of our sphere bundle π : E →
M . We will inductively construct compatible sections over all the singular
k-simplices with values in M , for every k ≤ n. More precisely, for every
k ≤ n, for every singular k-simplex s : ∆k → M , we will define a section
σs : ∆
k → E over s in such a way that the restriction of σs to the i-th
face of ∆k coincides with the section σ∂is : ∆
k−1 → E over the i-th face
∂is : ∆
k−1 →M of s.
We first choose, for every 0-simplex (i.e. point) x ∈ M , a section σx
over x, i.e. an element σx of the fiber Ex. Let s : [0, 1] → M be a singular
1-simplex such that ∂s = y − x. Then, since Es is trivial and S
n is path
connected, it is possible to choose a section σs : [0, 1] → E over s such that
σs(1) = σy and σs(0) = σx, and we fix such a choice for every 1-simplex
s. If n = 1 we are done. Otherwise, we assume that the desired sections
have been constructed for every singular (k− 1)-simplex, and, for any given
singular k-simplex s : ∆k →M , we define σs as follows.
We fix a trivialization
Es
ψs
//
π
$$❍
❍❍
❍❍
❍❍
❍❍
❍
∆k × Sn
π
∆k

∆k
The inductive hypothesis ensures that the sections defined on the (k − 1)-
faces of s coincide on the (k − 2)-faces of s, so they may be glued together
into a section σ∂s : ∂∆
k → Es of the restriction of Es to ∂∆
k. Since k ≤ n,
we have πk−1(S
n) = 0, so the composition
πSn ◦ ψs ◦ σ∂s : ∂∆
k → Sn
extends to a continuous B : ∆k → Sn. Then, an extension of σ∂s over ∆
k is
provided by the section
σs : ∆
k → Es , σs(x) = ψ
−1
s (x,B(x)) .
Let us now consider a singular (n + 1)-simplex s : ∆n+1 → M . Just as
we did above, we may fix a trivialization
Es
ψs
//
π
%%❏
❏❏
❏❏
❏❏
❏❏
❏ ∆
n+1 × Sn
π
∆n+1

∆n+1
of Es, and observe that the sections defined on the faces of s glue into
a section σ∂s : ∂∆
n+1 → Es. The obstruction to extend this section over
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∆n+1 is measured by the degree z(s) of the map
∂∆n+1
σs // Es
ψs
// ∆n+1 × Sn
πSn // Sn
(this degree is well defined since ∂∆n+1 inherits an orientation from the
one of ∆n+1). The following result shows that z represents a well-defined
cohomology class:
Proposition 11.2. The singular cochain z ∈ Cn+1(M,Z) defined above
satisfies the following properties:
(1) z(s) does not depend on the choice of the (orientation-preserving)
trivialization of Es;
(2) δz = 0, i.e. z is a cycle;
(3) different choices for the sections over k-simplices, k ≤ n, lead to an-
other cocycle z′ ∈ Cn+1(M,Z) such that [z] = [z′] in Hn+1(M,Z).
(4) if z′ ∈ Cn+1(M,Z) is a cycle such that [z] = [z′] in Hn+1(M,Z),
then z′ can be realized as the cocycle corresponding to suitable choices
for the sections over k-simplices, k ≤ n.
Proof. (1): It is readily seen that, if ψs, ψ
′
s are distinct trivializations of
Es and α,α
′ : ∂∆n+1 → Sn are given by α = πSn ◦ψs ◦σs, α
′ = πSn ◦ψ
′
s ◦σs,
then α′(x) = h(x)(α(x)) for every x ∈ ∂∆n+1, where h is the restriction
to ∂∆n+1 of a continuous map ∆n+1 → Homeo+(Sn). Being extendable
to ∆n+1, the map h is homotopic to a constant map. Therefore, α′ is
homotopic to the composition of α with a fixed element of Homeo+(Sn), so
degα = degα′, i.e. z(s) = z′(s), and this concludes the proof.
(2): Let s ∈ Sn+2(M), and fix a trivialization ψs : Es → ∆
n+2 × Sn.
The fixed collection of compatible sections induces a section σ′s of Es over
the n-skeleton T of ∆n+2. For every i = 0, . . . , n + 2, we denote by Fi
the geometric i-th face of ∆n+2, and we fix an integral fundamental cycle
ci ∈ Cn(∂Fi,Z) ⊆ Cn(T,Z) for ∂Fi (here we endow ∂Fi with the orientation
inherited from Fi, which in turn is oriented as the boundary of ∆
n+2).
Then we have
∑n+2
i=0 [ci] = 0 in Hn(T,Z). Observe that ψs restricts to a
trivialization ψi : E∂is → ∆
n+1 × Sn for any single face ∂is of s. By (1), we
may exploit these trivializations to compute z(∂is) for every i, thus getting
z(∂is) = Hn(πSn ◦ ψs ◦ σ
′
s)((−1)
i[ci]) ∈ Z = Hn(S
n,Z)
(the sign (−1)i is due to the fact that the orientations on Fi induced respec-
tively by the orientation of ∆n+1 and by the ordering of the vertices of Fi
agree if and only if n is even). Since the composition πSn ◦ψs ◦σ
′
s is defined
over T , this implies that
z(∂s) =
n+2∑
i=0
(−1)iz(∂is) = Hn(πSn ◦ ψs ◦ σ
′
s)
(
n+2∑
i=0
[ci]
)
= 0 .
Since this holds for every s ∈ Sn+2(M), we conclude that z is a cycle.
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(3): Let us fix two families of compatible sections {σs | s ∈ Sn(M)},
{σ′s | s ∈ Sn(M)}, and observe that, thanks to compatibility, these families
also define families of sections {σs | s ∈ Sj(M), j ≤ n}, {σ
′
s | s ∈ Sj(M), j ≤
n}. Using that πk(S
n) = 0 for every k < n, it is not difficult to show that
these families are homotopic up to dimension n − 1, i.e. that there exists a
collection of compatible homotopies {Hs | s ∈ Sj(M), j ≤ n−1} between the
σs’s and the σ
′
s’s, where s ranges over all the singular simplices of dimension
at most n−1. Here the compatibility condition requires that the restriction
of Hs to the face ∂is is equal to H∂is. This implies in turn that we may
modify the family of compatible sections {σ′s | s ∈ Sn(M)} without altering
the induced Euler cocycle, in such a way that the restrictions of σ′s and of
σs to ∂∆
n coincide for every s ∈ Sn(M).
Let us now fix a singular simplex s ∈ Sn(M), and a trivialization
ψs : Es → ∆
n × Sn. Let ∆n1 ,∆
n
2 be copies of the standard simplex ∆
n, and
endow ∆n1 (resp. ∆
n
2 ) with the same (resp. opposite) orientation of ∆
n. Also
denote by S the sphere obtained by gluing ∆n1 with ∆
n
2 along their bound-
aries via the identification ∂∆n1
∼= ∂∆n ∼= ∂∆n2 . Observe that S admits an
orientation which extends the orientations of ∆ni , i = 1, 2. As discussed
above, we may assume that the restrictions of σ′s and of σs to ∂∆
n coincide
for every s ∈ Sn(M), so we may define a continuous map v : S → Es which
coincides with σs on ∆
n
1 and with σ
′
s on ∆
n
2 . After composing with ψs and
projecting to Sn, this map gives rise to a map S → Sn. We denote its degree
by ϕ(s) ∈ Z. Now it is easy to show that, if z and z′ are the Euler cocycles
associated respectively with the σs’s and the σ
′
s’s, then z − z
′ = δϕ.
(4): Suppose that z ∈ Cn+1(M,Z) is the representative of eu(E) cor-
responding to the collection of compatible sections {σs, s ∈ Sn(M)}. Our
assumption implies that z′ = z − δϕ for some ϕ ∈ Cn(M,Z). For every
s ∈ Sn(M), let us modify σs as follows. Let ∆
n
1 ,∆
n
2 and S be as in the
previous point. We consider a trivialization
Es
ψs
//
π
$$■
■■
■■
■■
■■
■ ∆
n × Sn
π∆n

∆n
and denote by g : ∆n1 → S
n the map g = πSn ◦ σs, where we are identifying
∆1n with ∆
n. We extend g to a map G : S → Sn such that degG = ϕ(s). If
g : ∆n ∼= ∆n2 → S
n is the restriction of G to ∆n2 , then we set
σ′s : ∆
n → Es , σ
′
s(x) = ψ
−1
s (x, g(x)) .
With this choice, σ′s and σs coincide on ∂∆
n, so the sections of the collection
{σ′s, s ∈ Sn(M)} are still compatible. Moreover, it is easily checked that the
Euler cocycle corresponding to the new collection of sections is equal to
z′. 
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The previous proposition implies that the following definition is well
posed:
Definition 11.3. The Euler class eu(E) ∈ Hn+1(M,Z) of π : E → M
is the coclass represented by the cocycle z described above.
Remark 11.4. In the case when M is a CW-complex, the construction
above may be simplified a bit. In fact, using that πk(S
n) = 0 for k < n,
one may choose a global section of E over the n-skeleton M (n) of M . Then,
working with (n + 1)-cells rather than with singular (n + 1)-simplices, one
may associate an integer to every (n + 1)-cell of M , thus getting a cellular
(n+ 1)-cochain, which is in fact a cocycle whose cohomology class does not
depend on the choice of the section on M (n). This approach is explained
in detail e.g. in [Ste51]. Our approach via singular (co)homology has two
advantages:
(1) It allows a neater discussion of the boundedness of the Euler class.
(2) It shows directly that, even whenM admits the structure of a CW-
complex, the Euler class eu(E) does not depend on the realization
of M as a CW-complex.
11.3. Classical properties of the Euler class
The Euler class is natural, in the following sense:
Lemma 11.5. Let π : E → M be a sphere n-bundle, and let f : N → M
be any continuous map. If f∗E denotes the pull-back of E via f , then
e(f∗E) = Hn+1(f)(e(E)) .
Proof. Via the map f , a collection of compatible sections of E over
the simplices in M gives rise to a collection of compatible sections of f∗E
over the simplices in N . The conclusion follows at once. 
By construction, the Euler class provides an obstruction for E to admit
a section:
Proposition 11.6. If the sphere bundle π : E → M admits a section,
then eu(E) = 0.
Proof. Let σ : M → E be a global section. If s : ∆k → M is any
singular simplex, then we may define a section σs of Es simply as the pull-
back of σ via s. With this choice, for every singular n-simplex s, the partial
section σ∂s of Es extends from ∂∆
n to ∆n. As a consequence, the Euler
class admits an identically vanishing representative, so eu(E) = 0. 
It is well-known that the vanishing of the Euler class does not ensure the
existence of a section in general (see e.g. [BT82, Example 23.16]). However,
we have the following positive result in this direction:
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Proposition 11.7. Let π : E → M be an n-sphere bundle over a sim-
plicial complex. Then eu(E) = 0 if and only if the restriction of E to the
(n+ 1)-skeleton of M admits a section.
Proof. By Proposition 11.6, we need to construct a section overM (n+1)
under the assumption that eu(E) = 0. Let Sn(M) be the set of singular n-
simplices with values inM . By Proposition 11.2–(4), there exists a collection
{σs, s ∈ Sn(M)} of compatible sections over the elements of Sn(M) such
that the corresponding Euler cocycle is identically equal to zero. These
sections may be exploited to define a global section σ : M (n) → E over the
n-skeleton of M . Using that the corresponding Euler cocycle vanishes, it is
easy to show that this section extends over M (n+1), and we are done. 
Much more can be said in the context of circle bundles: indeed, the
Euler class completely classifies the isomorphism type of the bundle (see
Theorem 11.16 below). In particular, a circle bundle with vanishing Euler
class is topologically trivial, so it admits a section. In arbitrary dimension,
the existence of a section for an n-sphere bundle is guaranteed when the
base space is a closed oriented (n+ 1)-manifold:
Proposition 11.8. Let π : E →M be an n-sphere bundle over a smooth
closed oriented (n+1)-manifold. Then eu(E) = 0 if and only if E admits a
section.
Proof. Since M can be smoothly triangulated, the conclusion follows
from Proposition 11.7. 
In the case described in the previous proposition, the Euler class may
be completely described by an integer:
Definition 11.9. Let π : E → M be an n-sphere bundle, and suppose
that M is a closed oriented (n+1)-manifold. Then Hn(M,Z) is canonically
isomorphic to Z, so eu(E) may be identified with an integer, still denoted
by eu(E). We call such an integer the Euler number of the fiber bundle E.
The problem of which integral cohomology classes may be realized as
Euler classes of some sphere bundle is open in general: for example, a clas-
sical result by Milnor, Atiyah and Hirzebruch implies that, if m 6= 1, 2, 4,
then the Euler class of any linear n-sphere bundle over S2m is of the form
2 ·α for some α ∈ Hn+1(S2m,Z) [Mil58b, AH61], while, if k is even, there
is a number N(k, n) such that for every n-dimensional CW-complex X and
every cohomology class a ∈ Hk(X,Z), there exists a linear (k − 1)-sphere
bundle E over X such that eu(E) = 2N(k, n)a [GSW02]. Here we just
prove the following:
Proposition 11.10. Let π : E →M be a linear n-sphere bundle, where
n is even. Then 2eu(E) = 0 ∈ Hn+1(M,Z).
Proof. Since E is linear, every element of the structure group of E
commutes with the antipodal map of Sn. As a consequence, there exists a
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well-defined involutive bundle map i : E → E such that the restriction of i
to the fiber Ex has degree (−1)
n+1 = −1 for every x ∈M .
Let now Sn(M) be the set of singular n-simplices with values in M ,
take a collection of compatible sections {σs, s ∈ Sn(M)}, and let z be the
corresponding Euler cocycle. By composing each σs with i, we obtain a
new collection of compatible sections {σ′s, s ∈ Sn(M)}, which define the
Euler cocycle z′ = −z. Therefore, we have eu(E) = −eu(E), whence the
conclusion. 
It is not known to the author whether Proposition 11.10 holds for any
topological sphere bundle.
Corollary 11.11. Let π : E → M be a linear n-sphere bundle over a
closed oriented (n + 1)-manifold, where n is even. Then eu(E) = 0, so E
admits a section.
Proof. Since Hn+1(M,Z) ∼= Z is torsion-free, the conclusion follows
from Propositions 11.10 and 11.8. 
11.4. The Euler class of oriented vector bundles
The notion of Euler class may be extended also to the context of oriented
vector bundles: namely, if π : E →M is such a bundle, then we simply set
eu(E) = eu(S(E)) .
If the rank of E is equal to 2, then we may associate to E another
(smooth) sphere bundle, the projective bundle P(E) → M . Such a bundle
is defined as follows: the fiber of P(E) over x ∈ M is just the projective
space P(Ex), i.e. the space of 1-dimensional subspaces of Ex. Using the
fact that the one-dimensional real projective space P1(R) is homeomorphic
to the circle, it is not difficult to check that P(E) → M is a smooth circle
bundle, according to our definitions (in fact, a Gl+(2,R)-atlas for E induces
a PGl+(2,R)-atlas for P(E)). Then, using that the natural projection R2 ⊇
S1 → P1(R) has degree 2, it is easy to show that
eu(P(E)) = 2eu(S(E)) = 2eu(E) .
The Euler number of the tangent bundle of a closed manifold is just
equal to the Euler characteristic of M :
Proposition 11.12. Let M be a closed oriented smooth manifold, and
denote by TM the tangent bundle of M . Then
eu(TM) = χ(M) .
Proof. Let τ be a smooth triangulation of M . We first exploit τ to
construct a continuous vector fieldX : M → TM having only isolated zeroes.
Let n = dimM . For every k-simplex ∆ of τ , k ≤ n, we choose a point p∆
in the interior of ∆ (where we understand that, if dim∆ = 0, i.e. if ∆ is a
vertex of τ , then p∆ = ∆). Then we build our vector field X in such a way
that the following conditions hold:
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Figure 1. The vector field described in the proof of
Proposition 11.12. Here we describe a portion of a
2-dimensional triangulation.
(1) X is null exactly at the p∆’s;
(2) for every ∆ with dim∆ = k, there exist local coordinates (x1, . . . , xn)
on a neighbourhood U of p∆ such that U∩∆ = {xk+1 = . . . = xn =
0} and
X|U = −
(
x1
∂
∂x1
+ . . .+ xk
∂
∂xk
)
+ xk+1
∂
∂xk+1
+ . . . xn
∂
∂xn
(so p∆ is a sink for the restriction of X to ∆ and a source for the
restriction of X to a transversal section of ∆).
The fact that such a vector field indeed exists is well-known; we refer
the reader to Figure 1 for a picture in the 2-dimensional case.
Let us now choose another triangulation τ ′ = {∆′1, . . . ,∆
′
m} of M such
that no zero of X lies on the (n − 1)-skeleton of τ ′, every ∆′i contains at
most one zero of X and, if ∆′i contains a zero of X, then ∆
′
i is so small that
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the restriction of X to ∆i admits a local description as in item (2) above.
We can choose orientation-preserving parameterizations si : ∆
n →M of the
∆′i in such a way that the chain c = s1 + . . .+ sm represents a generator of
Hn(M,Z).
The vector field X defines a nowhere vanishing section on the (n − 1)-
skeleton (τ ′)(n−1) of τ ′, which induces in turn a section from (τ ′)(n−1) to
S(TM). We may use this section to define z(si) for every i = 1, . . . ,m,
where z is the representative of the Euler class constructed above. If ∆′i
does not contain any singularity of X, then X may be extended over ∆′i,
so z(si) = 0. On the other hand, if ∆
′
i contains the singularity p∆, where
dim∆ = k, then z(si) is equal to the degree of the map
Sn−1 → Sn−1 , (x1, . . . , xn) 7→ (−x1, . . . ,−xk, xk+1, . . . , xn),
so z(si) = (−1)
k. As a consequence we finally get
eu(TM) =
m∑
i=1
z(si) =
n∑
j=1
(−1)k ·#{∆ ∈ τ | dim∆ = k} = χ(M) .

11.5. The euler class of circle bundles
As mentioned above, many results about the Euler class of sphere bun-
dles admit stronger versions in the 1-dimensional case, i.e. when the fiber
is homeomorphic to S1. This is also due to some topological properties of
Homeo+(S1) (like asphericity) that do not hold for Homeo+(Sn), n ≥ 2.
Recall that, unless otherwise stated, we understand that Homeo+(S1) and
˜Homeo+(S1) are endowed with the compact-open topology (we refer the
reader to Section 10.1 for the definition of ˜Homeo+(S1)). The following re-
sult provides an explicit description of the homotopy type of Homeo+(S1):
Lemma 11.13. (1) The topological group ˜Homeo+(S1) is contractible.
(2) The map p∗ : ˜Homeo+(S1) → Homeo+(S1) induced by the projec-
tion p : R→ S1 is a universal covering.
(3) If x is any point in S1, the map
vx : Homeo
+(S1)→ S1 , vx(f) = f(x)
is a homotopy equivalence.
Proof. (1): The map ˜Homeo+(S1) × [0, 1] → ˜Homeo+(S1) defined by
(f, t) 7→ tf + (1− t)IdR defines a contraction of ˜Homeo+(S1), which, there-
fore, is contractible.
(2): The fact that p∗ is a covering is an easy exercise, so p∗ is a universal
covering by claim (1).
(3): Let rx : S
1 → Homeo+(S1) be defined as follows: for every y ∈
S1, rx(y) is the unique rotation of S
1 taking x into y. We obviously have
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vx ◦ rx = IdS1 , so we only have to check that rx ◦ vx is homotopic to the
identity of Homeo+(S1). Let us fix a point x˜ ∈ p−1(x) ⊆ R. For every
f ∈ Homeo+(S1) we fix an arbitrary lift f˜ ∈ Homeo+(S1) of f . Then, we
define
H˜ : Homeo+(S1)× [0, 1]→ ˜Homeo+(S1) , H˜(f, t) = (1− t)f˜ + t · τf˜(x˜)−x˜ ,
and we set
H : Homeo+(S1)× [0, 1]→ Homeo+(S1) , H = p∗ ◦ H˜ .
It is immediate to check that the definition of H(f, t) does not depend on
the arbitrary choice of the lift f˜ . Using this, one easily checks that H is
indeed continuous. The conclusion follows from the fact that H(f, 0) = f
and H(f, 1) = rx(vx(f)) for every f ∈ Homeo
+(S1). 
Corollary 11.14. Let σ1 : S
1 → S1 be a continuous map, let b : S1 →
Homeo+(S1) be a loop, and let σ2 : S
1 → S1 be defined by σ2(x) = b(x)(σ1(x)).
Then b is null-homotopic if and only if deg σ1 = deg σ2.
Proof. Let us consider the map
F : S1 × S1 → S1 , F (x, y) = b(x)(σ1(y)) .
If we denote by γ : S1 → S1 × S1 the loop γ(x) = (x, x), then σ2 = F ◦ γ.
Observe now that, if p0 ∈ S
1 is any basepoint and α : S1 → S1 × S1,
β : S1 → S1 × S1 are the loops defined respectively by α(x) = (p0, x),
β(x) = (x, p0), then [γ] = [α ∗ β] in H1(S
1 × S1,Z). Therefore,
(25)
deg σ2 ·[S
1] = (σ2)∗([S
1])·[S1] = F∗(γ∗([S
1]))·[S1] = F∗((α∗β)∗([S
1]))·[S1] .
But F◦(α∗β) = γ1∗γ2, where γ1(x) = b(p0)(σ1(x)) and γ2(x) = b(x)(σ1(p0)).
Since b(p0) is an orientation-preserving homeomorphism we have [γ1] =
[σ1] = degσ1 · [S
1] in H1(S
1,Z), so using (25) we get
degσ2 · [S
1] = [γ1] + [γ2] = deg σ1 · [S
1] + [γ2] ,
which implies that deg σ1 = deg σ2 if and only if γ2 is null-homotopic. By
Lemma 11.13, the latter condition holds if and only if b is null-homotopic,
whence the conclusion.

We are now almost ready to prove that the Euler class completely clas-
sifies the isomorphism type of circle bundles.
Lemma 11.15. Let σ, σ′ : [0, 1]→ S1 be continuous paths, and let h0, h1 ∈
Homeo+(S1) be such that hi(σ(i)) = σ
′(i), i = 0, 1. Then there exists a path
ψ : [0, 1] → Homeo+(S1) such that ψ(i) = hi for i = 0, 1, and ψ(t)(σ(t)) =
σ′(t) for every t ∈ [0, 1].
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Proof. Let σ˜, σ˜′ : [0, 1] → R be continuous lifts of σ, σ′, and choose
h˜i ∈ ˜Homeo+(S1) which lifts hi and is such that h˜i(σ˜(i)) = σ˜′(i), i = 0, 1.
For t ∈ [0, 1] we now define
v˜t ∈ ˜Homeo+(S1) , v˜t(x) = (1− t)h˜0(x) + th˜1(x) ,
ψ˜t ∈ ˜Homeo+(S1) , ψ˜t(x) = v˜t(x) + σ˜
′(t)− v˜t(σ˜(t)) .
Then the required path is obtained by projecting the path t 7→ ψ˜t from
˜Homeo+(S1) to Homeo
+(S1). 
Theorem 11.16. Let M be a simplicial complex, and let π : E → M ,
π′ : E′ →M be circle bundles such that eu(E) = eu(E′) in H2(M,Z). Then
E is (topologically) isomorphic to E′.
Proof. Since eu(E) = eu(E′), we may choose collections of compatible
sections {σs}s∈S1(M) and {σ
′
s}s∈S1(M) respectively for E and E
′ in such a
way that the corresponding Euler cocycles z, z′ ∈ C2(M,Z) coincide (see
Proposition 11.2–(4)). Such sections glue up into partial sections σ : M (1) →
E1, σ
′ : M (1) → E′1, where M
(1) is the 1-skeleton of M , and E1 (resp. E
′
1) is
the restriction of E (resp. E′) to M (1).
For every vertex v of M we choose an orientation-preserving homeomor-
phism hv : Ev → E
′
v such that hv(σ(v)) = σ
′(v). The collections of these
maps is just a bundle map between the restrictions of E and of E′ to the
0-skeleton of M . Using Lemma 11.15, we may extend this map to a bundle
map h : E1 → E
′
1 such that h(σ(x)) = σ
′(x) for every x ∈M .
We will show that h can be extended to a bundle map on the whole
2-skeleton of M . Let ∆ be a 2-dimensional simplex of M , and choose trivi-
alizations ψ∆ : E∆ → ∆×S
1, ψ′∆ : E
′
∆ → ∆×S
1 of the restrictions of E and
E′ over ∆. For every x ∈ ∂∆, the restriction of the composition ψ′∆ ◦h◦ψ
−1
∆
to {x} × S1 defines an orientation-preserving homeomorphism of {x} × S1,
which gives in turn an element b(x) ∈ Homeo+(S1). Moreover, the map
b : ∂∆2 → Homeo+(S1) is continuous. Recall now that we have sections
σ|∂∆ of E and σ
′|∂∆ of E
′, which may be interpreted in the given trivializa-
tions as maps σˆ, σˆ′ : ∂∆ → S1. Our choices imply that deg σˆ = deg σˆ′, and
that b(x)(σˆ(x)) = σˆ′(x) for every x ∈ ∂∆. By Corollary 11.14, this implies
that b may be extended to a continuous map B : ∆2 → Homeo+(S1). We
define k : ∆2 × S1 → ∆2 × S1 by setting k(x, v) = (x,B(x)(v)). Then, the
composition
(ψ′)−1∆ ◦ k ◦ ψ∆ : E∆ → E
′
∆
is a bundle map extending h over ∆. We have thus shown that the bundle
map h extends to a bundle map H between the restrictions of E and E′ to
the 2-skeleton of M .
Suppose now that H has been extended to the k-skeleton of M , where
k ≥ 2. If ∆ is any (k + 1)-simplex of M , the obstruction to extending
H to ∆ lies in the homotopy group πk(Homeo
+(S1)), which vanishes by
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Lemma 11.13. Therefore, we can extend H to a global bundle map between
E and E′, and this concludes the proof. 
11.6. Circle bundles over surfaces
We have seen above that recognizing which integral cohomology classes
may be realized as Euler classes of some sphere bundle is highly non-trivial
in general. Nevertheless, in the case of closed surfaces it is easily seen that
every integer is the Euler number of some circle bundle:
Proposition 11.17. For every n ∈ Z there exists a circle bundle En
over Σg such that eu(En) = n.
Proof. Let D ⊆ Σg be an embedded closed disk, let D be the internal
part of D, and consider the surface with boundary Σ′g = Σg \D. Take the
products E1 = Σ
′
g × S
1 and E2 = D× S
1, and fix an identification between
∂Σ′g = ∂D and S
1, which is orientation-preserving on ∂Σ′g and orientation-
reversing on ∂D. Let now n ∈ Z be fixed, and glue ∂E1 = (∂Σ′g) × S
1 ∼=
S1 × S1 to ∂E2 = (∂D)× S
1 ∼= S1 × S1 via the attaching map
∂E1 → ∂E2 , (θ, ϕ) 7→ (θ, ϕ− nθ) .
If we denote by E the space obtained via this gluing, the projections Σ′g ×
S1 → Σ′g, D × S
1 → D glue into a well-defined circle bundle π : E → Σg.
Let us now fix a triangulation T of Σg such that D coincides with one
triangle T0 of T , and consider the fundamental cycle c for Σg given by
the sum of (orientation-preserving parameterizations of) the triangles of T .
Our construction provides preferred trivializations of E1 and E2. If σ is
the “constant” section of E1 over Σ
′
g, then σ induces sections over all the
1-simplices of T . We may exploit such sections to compute z(T ) for every
triangle T of T . By construction, we get z(T0) = n and z(T ) = 0 for every
T 6= T0. This implies that eu(E) = n. 
Recall now that Theorem 11.16 ensures that the Euler number com-
pletely classifies the isomorphism type of topological circle bundles. There-
fore, putting together Proposition 11.17 and Theorem 11.16 we get the fol-
lowing:
Corollary 11.18. Let Σg be a closed oriented surface. Then, the Euler
number establishes a bijection between the set of isomorphism classes of
topological circle bundles on Σg and the set of integers.
11.7. Further readings
There are many books where the interested reader may find more infor-
mation on fiber bundles and on obstruction theory for fiber bundles. Among
them, without the aim of being in any way exhausting, here we just cite the
books of Steenrod [Ste51], Husemoller [Hus94], and Milnor and Stash-
eff [MS74].
CHAPTER 12
Milnor-Wood inequalities and maximal
representations
This chapter is devoted to the study of a special class of fiber bundles,
called flat bundles. As we will see, (isomorphism classes of) flat bundles
with fiber F over a base space M are in bijection with conjugacy classes
of representations of π1(M) into the group of self-homeomorphisms of F .
Therefore, the theory of flat bundles builds a bridge between the theory
of fiber bundles and the theory of representations. Here we will mainly
concentrate our attention on circle bundles: in particular, we will show
that the Euler class of a flat circle bundle corresponds (under the canonical
morphism between the cohomology of a space and the cohomology of its
fundamental group) to the Euler class of the associated representation. This
allows us to define the bounded Euler class of a flat circle bundle, which
provides a more refined invariant than the classical Euler class. We will
describe a phenomenon already anticipated in the introduction of this book:
using the fact that we have an explicit bound on the norm of the Euler class,
we will be able to bound from above the Euler number of flat circle bundles
over surfaces, thus obtaining an explicit obstruction for a circle bundle to
admit a flat structure. This result was first proved (with different tools) by
Milnor [Mil58a] and Wood [Woo71], and is usually known under the name
of Milnor-Wood inequalities.
We will then study maximal representations, i.e. representations of sur-
face groups which attain the extremal values allowed by Milnor-Wood in-
equalities. A celebrated result by Goldman [Gol80] states that maximal
representations of surface groups into the group of orientation-preserving
isometries of the hyperbolic plane are exactly the holonomies of hyperbolic
structures. Following [BIW10], we will give a proof of Goldman’s theorem
based on the use of bounded cohomology. In doing this, we will describe
the Euler number of flat bundles over surfaces with boundary, as defined
in [BIW10].
12.1. Flat sphere bundles
A flat sphere bundle with structure group G (or, simply, a flat G-bundle)
is a sphere bundle π : E →M endowed with an open cover U = {Ui, i ∈ I}
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of the base M and a collection of local trivializations
π−1(Ui)
ψi
//
p
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
Ui × S
n
πUi

Ui
such that, for every i, j ∈ I, there exists a locally constant map λij : Ui∩Uj →
G such that
ψi(ψ
−1
j (x, v)) = (x, λij(x)(v))
for every x ∈ Ui ∩ Uj , v ∈ S
n. Such a collection of local trivializations is
a flat G-atlas for E, and the λij ’s are called the transition functions of the
atlas. Two flat G-atlases define the same structure of flat G-bundle if their
union is still a flat G-atlas.
An isomorphism of flat sphere G-bundles π : E →M , π′ : E′ →M is an
isomorphism of sphere bundles h : E → E′ such that, for every x ∈M , there
exist trivializations ψi : π
−1(Ui)→ Ui × S
n, ψi′ : π
−1(Ui′)→ Ui′ × S
n in the
flat G-atlases of E and E′ such that
ψi′(h(ψ
−1
i (x, v))) = (x, f(x)(v))
for some locally constant function f : Ui ∩ U
′
i → G.
Remark 12.1. If G < Homeo+(Sn) is any group, we denote by Gδ the
topological group given by the abstract group G endowed with the discrete
topology. Then, a flat G-structure on a sphere bundle is just a Gδ-structure,
and an isomorphism between flat G-structures corresponds to an isomor-
phism between Gδ-structures. Therefore, flat G-bundles may be inscribed
in the general theory of G-bundles, provided that the group G be not nec-
essarily endowed with the compact-open topology.
We will call a flat sphereG-bundle flat topological sphere bundle (resp. flat
smooth sphere bundle, flat linear sphere bundle) ifG = Homeo+(Sn) (resp.G =
Diffeo+(S
n), G = Gl+(n + 1,R)). Of course, a structure of flat G-bundle
determines a unique structure of G-bundle. However, there exist sphere
G-bundles which do not admit any flat G-structure (in fact, this chapter
is mainly devoted to describe an important and effective obstruction on
topological sphere bundles to be topologically flat). Moreover, the same
G-structure may be induced by non-isomorphic flat G-structures. Finally,
whenever G′ ⊆ G, a flat G′-structure obviously defines a unique flat G-
structure, but there could exist flat G-structures that cannot be induced
by any G′-flat structure: for example, in Remark 12.10 we exhibit a flat
circle bundle (i.e. a flat Homeo+(S1)-bundle) which does not admit any flat
Gl+(2,R)-structure.
Remark 12.2. The notion of flat bundle makes sense also in the case
when the fiber is a vector space rather than a sphere: namely, a flat vector
bundle of rank n + 1 is just a vector G-bundle, where G = Gl+(n + 1,R)
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is endowed with the discrete topology, or, equivalently, it is a vector bun-
dle equipped with an atlas with locally constant transition functions. Of
course, for any base space M there exists a one-to-one correspondence be-
tween (isomorphism classes of) flat vector bundles of rank n + 1 over M
and (isomorphism classes of) flat linear sphere bundles over M , given by
associating to any flat vector bundle E the corresponding sphere bundle
S(E).
In order to avoid pathologies, henceforth we assume that the base M of
every sphere bundle satisfies the following properties:
• M is path connected and locally path connected;
• M is semilocally simply connected (i.e. it admits a universal cov-
ering);
• π1(M) is countable.
Let π : E → M be a sphere bundle endowed with the flat G-atlas
{(Ui, ψi)}i∈I . A path α : [0, 1]→ E with values in π
−1(Ui) for some i ∈ I is
elementary horizontal if the map πSn◦ψi◦α : [0, 1]→ Sn is constant (observe
that this definition is independent of the choice of i ∈ I, i.e. if α is supported
in π−1(Uj) for some j 6= i, then also the map πSn ◦ ψj ◦ α : [0, 1] → S
n is
constant). A path α : [0, 1] → E is horizontal if it is the concatenation of
elementary horizontal paths. If α : [0, 1] → M is a path and x is a point in
the fiber of α(0), then there exists a unique horizontal path α : [0, 1] → E
such that α(0) = x and π ◦ α = α.
Let us now fix a basepoint x0 ∈ M , and denote by h : S
n → Ex0 the
homeomorphism induced by a local trivialization of E over a neighbourhood
of x0 belonging to the atlas which defines the flat G-structure of E. If
α : [0, 1] → M is a loop based at x0, then for every q ∈ Ex0 we consider
the horizontal lift αq of α starting at q, and we set tα(q) = α(1) ∈ Ex0 .
Then tα is a homeomorphism which only depends on the homotopy class of
α in π1(M,x0) = Γ. Now, for every g ∈ Γ we take a representative α of
g−1, and we set ρ(g) = h−1 ◦ tα ◦ h : Sn → Sn. It is not difficult to check
that ρ(g) belongs to G, and that the map ρ : Γ → G is a homomorphism
(see [Ste51, §13] for the details). This homomorphism is usually called the
holonomy of the flat bundle E. By choosing a possibly different basepoint
x0 ∈M and/or a possibly different identification of the corresponding fiber
with Sn, one is lead to a possibly different homomorphism, which, however,
is conjugate to the original one by an element of G. Therefore, to any flat
G-bundle on M there is associated a holonomy representation ρ : Γ → G,
which is well defined up to conjugacy by elements of G.
Let us now come back to our fixed flat G-bundle E. If we define the
equivalence relation ≡ on E such that x ≡ y if and only if there exists a
horizontal path starting at x and ending at y, then each equivalence class of
≡ is a leaf of a foliation F of E. Observe that, if F is a leaf of this foliation
and x is a point of M , then the set Ex∩F may be identified with an orbit of
168 12. MILNOR-WOOD INEQUALITIES AND MAXIMAL REPRESENTATIONS
a holonomy representation for E, so it is countable. It readily follows that
the foliation F is transverse to the fibers, according to the following:
Definition 12.3. Let π : E → M be a (not necessarily flat) sphere G-
bundle. A foliation F of E is transverse (to the fibers) if the following
condition holds: there exists a G-atlas {(Ui, ψi)}i∈I for the G-structure of
E such that, for every leaf F of F and every i ∈ I, we have
ψi(F ∩ π
−1(Ui)) = Ui × Λ
for some countable subset Λ of Sn.
We have shown that any flat G-structure on a sphere bundle E deter-
mines a foliation transverse to the fibers. In fact, this foliation completely
determines the flat structure on E:
Theorem 12.4. Let π : E →M be a sphere G-bundle. Then there exists
a bijective correspondence between flat G-structures on E compatible with
the given G-structure on E, and transverse foliations of E. Moreover, if
π : E → M , π′ : E′ → M are flat G-bundles with corresponding foliations
F ,F ′, then an isomorphism of G-bundles h : E → E′ is an isomorphism of
flat G-bundles if and only if it carries any leaf of F onto a leaf of F ′.
Proof. Suppose that E admits a transverse foliation F , and let U be the
maximal atlas with the properties described in Definition 12.3. Since count-
able subsets of Sn are totally disconnected andM is locally path connected,
it is easily seen that the transition functions of U are locally constant, so U
is a maximal flat G-atlas, and E may be endowed with a flat G-structure
canonically associated to F . The theorem readily follows. 
Flat G-bundles may be characterized also in terms of their holonomy. Set
Γ = π1(M) and let us first construct, for any given representation ρ : Γ→ G,
a flat G-bundle Eρ with holonomy ρ. We fix a point x˜0 ∈ M˜ , we set
x0 = p(x˜0) ∈ M , and we fix the corresponding identification of Γ with the
group of the covering automorphisms of M˜ , so that the automorphism ψ gets
identified with the element of π1(M,p(x˜0)) represented by the projection of
a path joining x˜0 with ψ(x˜0). We set E˜ = M˜ × S
n, and we define Eρ as
the quotient of E˜ by the diagonal action of Γ, where Γ is understood to act
on Sn via ρ. The composition of the projections E˜ → M˜ → M induces a
quotient map π : Eρ →M . If the open subset U ⊆M is evenly covered and
U˜ ⊆ M˜ is an open subset such that p|U˜ : U˜ → U is a homeomorphism, then
the composition
U × Sn
(p−1,Id)
// U˜ × Sn 

// E˜ // Eρ
induces a homeomorphism ψ : U×Sn → π−1(U) which provides a local triv-
ialization of Eρ over U . It is easily checked that, when U runs over the set of
evenly covered open subsets of M , the transition functions corresponding to
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these local trivializations take values in G, and are locally constant. Indeed,
the subsets of E˜ of the form M˜ ×{p} project onto the leaves of a transverse
foliation of Eρ. As a consequence, Eρ is endowed with the structure of a
flat G-bundle. Moreover, by construction the action of Γ on Ex0 via the
holonomy representation is given exactly by ρ. The following proposition
implies that, up to isomorphism, every flat G-bundle may be obtained via
the construction we have just described.
Proposition 12.5. The map
{Representations of Γ in G} → {Flat G− bundles}
ρ 7→ Eρ
induces a bijective correspondence between conjugacy classes of representa-
tions of Γ into G and isomorphism classes of flat G-bundles over M . In
particular, every representation of Γ in G arises as the holonomy of a flat
G-bundle over M , and flat G-bundles with conjugate holonomies are iso-
morphic as flat G-bundles.
Proof. Let us first show that every flat sphere G-bundle is isomorphic
to a bundle Eρ for some ρ : Γ→ G. To this aim, it is sufficient to prove that
the holonomy completely determines the isomorphism type of the bundle.
So, let E be a flat sphere G-bundle, fix points x0 ∈M and x˜0 ∈ p
−1(x0) and
fix the identification between Γ = π1(M,x0) and the group of the covering
automorphisms of M˜ such that the projection on M of any path in M˜
starting at x˜0 and ending at g(x˜0) lies in the homotopy class corresponding
to g. We also denote by h : Sn → Ex0 the homeomorphism induced by a
local trivialization of E over a neighbourhood of x0 belonging to the flat
G-atlas of E, and we denote by ρ : Γ → G the holonomy representation
associated to these data.
We will now show that Eρ and E are isomorphic as flat G-bundles. To
this aim we define a map η˜ : M˜ × Sn → E as follows: for every x˜ ∈ M˜ we
fix a path β˜x˜ joining x˜0 to x˜ in M˜ , we set βx˜ = p ◦ β˜x˜ : [0, 1] → M , and we
define η˜(x˜, q) as the endpoint of the horizontal lift of βx˜ starting at q. The
map η˜ is well defined (i.e. it is independent of the choice of β˜x˜), and induces
the quotient map η : Eρ → E, which is easily seen to be an isomorphism of
G-bundles. Moreover, by construction η carries the transverse foliation of
Eρ into the transverse foliation of E, so η is indeed an isomorphism of flat
G-bundles.
In order to conclude we are left to show that two representations ρ, ρ′ : Γ→
G define isomorphic flat G-bundles if and only if they are conjugate. Sup-
pose first that there exists g0 ∈ G such that ρ
′(g) = g0ρ(g)g
−1
0 for every
g ∈ Γ. Then the map E˜ρ → E˜ρ′ given by (x, v) 7→ (g0x, g0v) induces an iso-
morphism of flat G-bundles Eρ → Eρ′ . On the other hand, if ρ, ρ
′ : Γ → G
are representations and h : Eρ → Eρ′ is an isomorphism of flat G-bundles,
then we may lift h to a map h˜ : E˜ρ → E˜ρ′ such that h˜(x˜0, v) = (x˜0, g0v)
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for some g0 ∈ G. Since h preserves both the fibers and the transverse foli-
ations, this easily implies that h˜(x˜, v) = (x˜, g0v) for every x˜ ∈ M˜ , v ∈ S
n.
Moreover, for every g ∈ Γ there must exist g′ ∈ Γ such that
(gx˜0, g0ρ(g)v) = h˜(g · (x˜0, v)) = g
′ · h˜(x˜0, v) = (g
′x˜0, ρ
′(g′)g0v) .
This equality implies g′ = g, whence g0ρ(g) = ρ
′(g)g0 for every g ∈ Γ. We
have thus shown that ρ′ is conjugate to ρ, and this concludes the proof. 
12.2. The bounded Euler class of a flat circle bundle
Let π : E → M be a flat circle bundle. We fix points x0 ∈ M and
x˜0 ∈ p
−1(x0), and we identify Γ = π1(M,x0) with the group of the covering
automorphisms of M˜ so that the projection onM of any path in M˜ starting
at x˜0 and ending at g(x˜0) lies in the homotopy class corresponding to g. We
also choose a set of representatives R for the action of Γ = π1(M) on M˜
containing x˜0.
By exploiting the flat structure on E, we are going to construct a
bounded representative zb ∈ C
2
b (M,Z) for the Euler class eu(E). In fact,
we will see that such a cocycle represents a well-defined bounded class in
H2b (M,Z). By Proposition 12.5 we may suppose E = Eρ for some represen-
tation ρ : Γ→ Homeo+(S1), and we denote by j : M˜×S1 → Eρ the quotient
map with respect to the diagonal action of Γ on M˜ × S1. Finally, we set
θ0 = [0] ∈ S
1.
For every x ∈ M , we denote by x˜ the unique preimage of x in R ⊆ M˜ ,
and we choose the section σx ∈ Ex defined by σx = j(x˜, θ0). Let now
s : [0, 1] → M be a singular 1-simplex. We denote by s˜ : [0, 1] → M˜ the
unique lift of s starting at a point in R, and by gs the unique element of Γ
such that s˜(1) ∈ gs(R). We also choose a path h˜s(t) : [0, 1] → ˜Homeo+(S1)
such that h˜s(0) = Id and h˜s(1) = ρ˜(gs), where as usual ρ˜(gs) denotes the lift
of ρ(gs) taking 0 ∈ R into [0, 1) ⊆ R, and we denote by hs(t) the projection
of h˜s(t) in Homeo
+(S1). We finally define the section σs : [0, 1] → E by
setting
σs(t) = j(s˜(t), hs(t)(θ0)) .
Our choices imply that σs is indeed a section of E over s such that σs(0) =
σs(0) and σs(1) = σs(1).
Let us now evaluate the Euler cocycle zb corresponding to the chosen
sections on a singular 2-simplex s : ∆2 → M . We denote by e0, e1, e2 the
vertices of ∆2, and for every i-dimensional simplex v : ∆i → M we denote
by v˜ : ∆i → M˜ the unique lift of v whose first vertex lies in R. Let g1, g2 be
the elements of Γ such that s˜(e1) ∈ g1(R), s˜(e2) ∈ g1g2(R). Then we have
∂2s˜ = ∂˜2s , ∂0s˜ = g1 ◦ ∂˜0s , ∂1s˜ = ∂˜1s .
The pull-back Es of E over s admits the trivialization
ψs : Es → ∆
2 × S1 , ψ−1s (x, θ) = j(s˜(x), θ) .
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Let σ∂s : ∂∆
2 → Es be the section obtained by concatenating σ∂is, i = 1, 2, 3.
In order to compute zb(s) we need to write down an expression for the map
πS1 ◦ ψs ◦ σ∂s : ∂∆
2 → S1.
Recall that, to every 1-simplex ∂is, there is associated a path hi =
h∂is : [0, 1] → Homeo
+(S1) such that σ∂is(t) = j(∂˜is(t), hi(t)(θ0)). More-
over, we have h2(1) = ρ(g1), h0(1) = ρ(g2) and h1(1) = ρ(g1g2). Therefore,
if αi : [0, 1]→ S
1 is defined by
α2(t) = h2(t)(θ0) , α0(t) = ρ(g1)h0(t)(θ0) , α1(t) = h1(t)(θ0)
and βi(t) = (∂is˜(t), αi(t)) ∈ M˜×S
1, then the desired section of Es over ∂∆
2
is obtained by projecting onto E the concatenation β2∗β0∗β
−1
1 (as usual, for
any path β defined over [0, 1] we denote by β−1 the inverse path, i.e. the path
such that β−1(t) = α(1 − t)). As a consequence, the value of zb(s) is equal
to the element of π1(S
1) ∼= Z defined the map γ = α2 ∗α0 ∗α
−1
1 : [0, 3] → S
1.
In order to compute this element, we observe that the lift γ˜ : [0, 3]→ R of γ
such that γ˜(0) = 0 is given by γ˜ = α˜2 ∗ α˜0 ∗ α˜
−1
1 , where α˜i is a suitable lift
of αi for i = 0, 1, 2. Namely, since γ˜(0) = 0, we have
α˜2(t) = h˜2(t)(0) ,
and in order to make the endpoint of each lift coincide with the starting
point of the following one we need to set
α˜0(t) = ρ˜(g1)h˜0(t)(0) , α˜1(t) = ρ˜(g1)ρ˜(g2)ρ˜(g1g2)
−1
h˜1(t)(0) .
As a consequence, we have
γ˜(1) = α˜−11 (1) = α˜1(0) = ρ˜(g1)ρ˜(g2)ρ˜(g1g2)
−1
(0) = ρ∗(c)(g1, g2) ,
where c ∈ C2b (Homeo
+(S1),Z) is the canonical representative of the bounded
Euler class eb ∈ H
2
b (Homeo
+(S1),Z).
We have thus shown that the representative zb ∈ C
2(M,Z) of the Euler
class of E is bounded. Moreover, if s : ∆2 →M is any singular simplex whose
vertices lie respectively in R, g1(R) and g1g2(R), then zb(s) = ρ
∗(c)(g1, g2).
This fact may be restated by saying that zb = r
2(ρ∗(c)), where
r2 : C2b (Γ,Z)→ C
2
b (M,Z)
is the map described in Lemma 5.2. In other words, the natural map
H2b (r
•) : H2b (Γ,Z)→ H
2
b (M,Z)
described in Corollary 5.3 takes the bounded Euler class eb(ρ) into the class
[zb] ∈ H
2
b (M,R). Therefore, it makes sense to define the bounded Euler class
eub(E) of the flat circle bundle E by setting
eub(E) = [zb] ∈ H
2
b (M,R) .
Recall that, if E,E′ are isomorphic flat circle bundles, then E = Eρ and E
′ =
Eρ′ for conjugate representations ρ, ρ
′ : Γ → Homeo+(S1). Since conjugate
representations share the same bounded Euler class, we have that eub(E) is
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a well-defined invariant of the isomorphism type of E as a flat circle bundle.
We may summarize this discussion in the following:
Theorem 12.6. To every flat topological circle bundle π : E →M there
is associated a bounded class eub(E) ∈ H
2
b (M,Z) such that:
• ‖eub(E)‖∞ ≤ 1;
• If E = Eρ, then eub(E) = H
2
b (r
•)(eb(ρ));
• If π′ : E′ → M is isomorphic to π : E → M as a topological flat
circle bundle, then eub(E
′) = eub(E).
• The comparison map H2b (M,Z) → H
2(M,Z) takes eub(E) into
eu(E).
Theorem 12.6 already provides an obstruction for a circle bundle to
admit a flat structure:
Corollary 12.7. Let E → M be a circle bundle. If E admits a flat
structure, then eu(E) lies in the image of the unit ball via the comparison
map H2b (M,Z)→ H
2(M,Z).
By exploiting real rather than integral coefficients, the above estimate
on the seminorm of eub(E) may be improved. A celebrated result by Milnor
and Wood implies that, in the case of closed surfaces, this strategy leads to
sharp estimates on the Euler number of flat circle bundles. In the following
section we describe a proof of Milnor-Wood inequalities which makes use of
the machinery introduced so far.
12.3. Milnor-Wood inequalities
Let us now concentrate our attention on circle bundles on surfaces. We
recall that, for every g ∈ N, the symbol Σg denotes the closed oriented
surface of genus g. In this section we describe classical results by Mil-
nor [Mil58a] and Wood [Woo71], which provide sharp estimates on the
Euler number of flat circle bundles on Σg. To this aim, when consid-
ering both bundles and representations, it may be useful to consider real
(bounded) Euler classes rather than integral ones. So, let us first define the
real Euler class of a sphere bundle (we refer the reader to Definition 10.25
for the definition of real (bounded) Euler class of a representation).
Definition 12.8. Let π : E → M be a topological n-sphere bundle.
Then the real Euler class eR(E) ∈ Hn+1(M,R) of E is the image of e(E) ∈
Hn+1(M,Z) under the change of coefficients homomorphism. If n = 1 and
E is topologically flat, then we denote by eRb (E) ∈ H
2
b (M,R) the image of
eb(E) ∈ H
2
b (M,Z) under the change of coefficients homomorphism.
Let us summarize what we can already deduce from the previous sec-
tions:
(1) If g = 0, i.e. Σg = S
2, then π1(Σg) is trivial, so for every G <
Homeo+(S1) the space of representations of π1(Σg) into G is trivial.
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As a consequence of Proposition 12.5, the unique flat G-bundle over
S2 is the trivial one. More precisely, the only circle bundle over S2
supporting a flat G-structure is the topologically trivial one, and
the unique flat G-structure supported by this bundle is the trivial
one.
(2) If g = 1, i.e. Σg = S
1×S1, then π1(Σg) is amenable, soH
2
b (Σg,R) =
0. Therefore, if π : E → Σg is a flat circle bundle, then e
R
b (E) = 0,
whence eR(E) = 0. But the change of coefficients mapH2(Σg,Z)→
H2(Σg,R) is injective, so the Euler number of E vanishes. By The-
orem 11.16, this implies that E is topologically trivial. Therefore,
the unique circle bundle over S1×S1 supporting a flat structure is
the trivial one. However, there are infinitely many non-conjugate
representations of π1(S
1×S1) into Homeo+(S1). Therefore, Propo-
sition 12.5 implies that the trivial circle bundle over S1×S1 admits
infinitely many pairwise non-isomorphic flat structures.
The following proposition provides interesting examples of flat circle
bundles over Σg, when g ≥ 2.
Proposition 12.9. For every g ≥ 2, there exists a flat circle bundle
π : E → Σg such that
eu(E) = 2− 2g .
Proof. Let Γg be the fundamental group of Σg. It is well-known that
the surface Σg supports a hyperbolic metric. As a consequence, we may
identify the Riemannian universal covering of Σg with the hyperbolic plane
H2, and Σg is realized as the quotient of H2 by the action of ρ(Γg), where
ρ : Γg → Isom
+(H2) is a faithful representation with discrete image. The
hyperbolic plane admits a natural compactification H
2
= H2 ∪ ∂H2 which
can be roughly described as follows (see e.g. [BP92] for the details): points
of ∂H2 are equivalence classes of geodesic rays of H2, where two such rays
are equivalent if their images lie at finite Hausdorff distance one from the
other (recall that a geodesic ray in H2 is just a unitary speed geodesic
γ : [0,+∞) → H2). A metrizable topology on ∂H2 may be defined by re-
quiring that a sequence (pi)i∈N in ∂H2 converges to p ∈ ∂H2 if and only if
there exists a choice of representatives γi ∈ pi, γ ∈ p such that γi → γ with
respect to the compact-open topology. Let us denote by π : T1H2 → H2 the
unit tangent bundle of H2, and by γv, v ∈ T1H2, the geodesic ray in H2 with
initial speed v. Then the map
Ψ: T1H
2 → H2 × ∂H2 , Ψ(v) = (π(v), [γv ])
is a homeomorphism. In particular, ∂H2 is homeomorphic to S1. Moreover,
any isometry of H2 extends to a homeomorphism of ∂H2, so ρ(Γg) acts on
∂H2. Of course, ρ(Γg) also acts on T1H2, and it follows from the definitions
that the map Ψ introduced above is ρ(Γg)-equivariant with respect to these
actions. Observe now that the quotient of T1H2 by the action of ρ(Γg) may
be canonically identified with the unit tangent bundle T1Σg, so eu(T1Σg) =
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2−2g by Proposition 11.12. On the other hand, since ∂H2 is homeomorphic
to S1, the quotient of H2 × ∂H2 by the diagonal action of ρ(Γg) is a flat
circle bundle on Σg. 
Remark 12.10. The previous result holds also if we require E to be
flat as a smooth circle bundle. In fact, ∂H2 admits a natural smooth struc-
ture. With respect to this structure, the map Ψ introduced in the proof
of Proposition 12.9 is a diffeomorphism, and Isom+(H2) acts on ∂H2 via
diffeomorphisms. As a consequence, T1Σg admits a structure of flat smooth
circle bundle.
On the other hand, as a consequence of a classical result by Milnor
(see Theorem 12.14 below), the bundle T1Σg does not admit any flat linear
structure for g ≥ 2.
Proposition 12.9 shows that, when g ≥ 2, in order to get bounds on the
Euler number of flat bundles over Σg a more refined analysis is needed. We
first provide an estimate on the norm of eRb ∈ H
2
b (Homeo
+(S1),R).
Lemma 12.11. We have
‖eRb ‖∞ ≤
1
2
.
Proof. Recall from Lemma 10.3 that eb admits a representative cx0 tak-
ing values in the set {0, 1}. If ϕ : C1(Homeo+(S1),R)Homeo
+(S1) is the con-
stant cochain taking the values −1/2 on every pair (g0, g1) ∈ Homeo
+(S1)2,
then the cocycle c+ δϕ still represents eb, and takes values in {−1/2, 1/2}.
The conclusion follows. 
Corollary 12.12. Let π : E →M be a flat circle bundle. Then
‖euRb (E)‖∞ ≤
1
2
.
Proof. The conclusion follows from Lemma 12.11 and Theorem 12.6.

We are now ready to prove Wood’s estimate of the Euler number of flat
circle bundles. For convenience, for every g we set χ−(Σg) = min{χ(Σg), 0},
and we recall from Section 8.12 that the simplicial volume of Σg is given by
‖Σg‖ = 2|χ−(Σg)|.
Theorem 12.13 ([Woo71]). Let π : E → Σg be a flat circle bundle.
Then
|eu(E)| ≤ |χ−(Σg)| .
Moreover, this inequality is sharp, i.e. for every g ∈ N there exists a flat
circle bundle over Σg with Euler number equal to |χ−(Σg)|.
Proof. Let us denote by 〈·, ·〉 : H2b (Σg,R) × H2(Σg,R) → R the Kro-
necker product (see Chapter 6). The Euler number of E may be computed
by evaluating e(E) ∈ H2(Σg,Z) on the integral fundamental class [Σg] of Σg,
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or, equivalently, by evaluating the class euR(E) ∈ H2(Σg,R) on the image
[Σg]R ∈ H2(Σg,R) of the integral fundamental class of Σg under the change
of coefficients homomorphism. As a consequence, we have
|eu(E)| = |〈eRb (E), [Σg ]R〉| ≤ ‖e
R
b (E)‖∞‖[Σg]‖ ≤
1
2
|2χ−(Σg)| .
The fact that Wood’s inequality is sharp is a direct consequence of Propo-
sition 12.9. 
As a consequence, we obtain the following corollary, which was originally
proved by Milnor:
Theorem 12.14 ([Mil58a]). Let π : E → Σg be a flat linear circle bun-
dle. Then
|eu(E)| ≤
|χ−(Σg)|
2
.
Proof. If π : E → Σg is a flat linear circle bundle, then the associated
projective bundle P(E) is a flat topological circle bundle, and 2|eu(E)| =
|eu(P(E))| ≤ |χ−(Σg)|, whence the conclusion. 
In fact, the bounds in the last two theorems are sharp in the following
strict sense: every Euler number which is not forbidden is realized by some
flat topological (resp. linear) circle bundle.
Theorem 12.13 allows us to compute the exact norm of the real Euler
class:
Theorem 12.15. The norm of the Euler class eRb ∈ H
2
b (Homeo
+(S1),R)
is given by
‖eRb ‖∞ =
1
2
.
Proof. The inequality ≤ was proved in Lemma 12.11. Now let g = 2,
and consider the flat circle bundle on π : E → Σ2 described in Proposi-
tion 12.9. We have
2 = 2g − 2 = |eu(E)| ≤ ‖eRb ‖∞‖Σ2‖ = 4‖e
R
b ‖∞ ,
so ‖eRb ‖∞ ≥ 1/2, and we are done. 
Remark 12.16. One could exploit the estimate described in the proof
of Theorem 12.15 also to compute a (sharp) lower bound on the simplicial
volume of Σg, g ≥ 2. In fact, once one knows that ‖e
R
b ‖∞ ≤ 1/2 and that
there exists a flat circle bundle E over Σg with Euler number 2g − 2, the
estimate
2g − 2 = |eu(E)| ≤ ‖eRb ‖∞‖Σg‖ ≤ ‖Σg‖/2
implies that ‖Σg‖ ≥ 2|χ(Σg)|.
176 12. MILNOR-WOOD INEQUALITIES AND MAXIMAL REPRESENTATIONS
12.4. Flat circle bundles on surfaces with boundary
We have seen in the previous chapter that to every (not necessarily
flat) circle bundle on an oriented closed surface there is associated an Euler
number. When Σ is an oriented compact surface with non-empty boundary,
the cohomology group H2(Σ,Z) vanishes, so there is no hope to recover a
non-trivial invariant from the classical Euler class. Indeed, by Theorem 11.16
the fact that H2(Σ,Z) = 0 implies that every circle bundle on any compact
orientable surface with non-empty boundary is topologically trivial. One
could work with the relative cohomology group H2(Σ, ∂Σ,Z) ∼= Z, but in
order to make this strategy work it is necessary to fix trivializations (or,
at least, sections) of the bundle over ∂Σ; the resulting invariant is thus an
invariant of the bundle relative to specific boundary sections.
On the other hand, when working with flat circle bundles, in the closed
case we were able to define a bounded Euler class. The point now is that,
even when a surface S has non-empty boundary, the bounded cohomol-
ogy of Σ in degree 2 may be highly non-trivial. In our case of interest,
i.e. when χ(Σ) < 0, the surface Σ is aspherical with free fundamental
group, so putting together Theorem 5.5 and Corollary 2.15 we get that
H2b (Σ,R)
∼= H2b (π1(Σ),R) is infinite-dimensional (and, from this, it is not
difficult to deduce that H2b (Σ,Z) is also infinitely generated as an abelian
group). What is more, since every component of ∂Σ has an amenable fun-
damental group, when working with real coefficients the absolute bounded
cohomology of Σ is isometrically isomorphic to the bounded cohomology
of Σ relative to the boundary (see Theorem 5.14). Putting together these
ingredients one can now define a meaningful Euler number for flat circle
bundles over compact surfaces with boundary (or, equivalently, for circle
actions of fundamental groups of compact surfaces with boundary). The
construction we are going to describe is taken from [BIW10, BIW14].
Let us fix an oriented compact surface Σg,n of genus g with n boundary
components. Henceforth we assume χ(Σg,n) = 2−2g−n < 0, and we denote
by Γg,n the fundamental group of Σg,n. Let also ρ : Γg,n → Homeo
+(S1) be a
representation, and let eRb (ρ) ∈ H
2
b (Γg,n,R) be the real bounded Euler class
of ρ. Under the canonical isometric isomorphismH2b (Σg,n,R)
∼= H2b (Γg,n,R),
the class eRb (ρ) corresponds to an element in H
2
b (Σg,n,R), which we still de-
note by eRb (ρ). Let us now recall from Theorem 5.14 that the inclusion
j• : Cnb (Σg,n, ∂Σg,n,R) → C
n
b (Σg,n,R) of relative into absolute cochains in-
duces an isometric isomorphism
H2b (j
2) : H2b (Σg,n, ∂Σg,n,R)→ H
2
b (Σg,n,R)
on bounded cohomology, and let us set
eRb (ρ,Σg,n, ∂Σg,n) = H
2
b (j
2)−1(eRb (ρ)) ∈ H
2
b (Σg,n, ∂Σg,n,R) .
Finally, as usual we denote by [Σg,n, ∂Σg,n] ∈ H2(Σg,n, ∂Σg,n,R) the real
fundamental class of the surface Σg,n.
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Definition 12.17. Let ρ : Γg,n → Homeo
+(S1) be a representation.
Then the Euler number e(ρ,Σg,n) of ρ is defined by setting
e(ρ,Σg,n, ∂Σg,n) = 〈e
R
b (ρ,Σg,n, ∂Σg,n), [Sg,n, ∂Sg,n]〉 ∈ R ,
where 〈·, ·〉 is the usual Kronecker product between H2b (Σg,n, ∂Σg,n,R) and
H2(Σg,n, ∂Σg,n,R).
The Euler number of a representation ρ : Γg,n → Homeo
+(S1) heavily
depends on the identification of Γg,n with the fundamental group of Σg,n.
Indeed, if 2− 2g − n = 2− 2g′ − n′, where n and n′ are positive, then there
exists a group isomorphism ψ : Γg,n → Γg′,n′ , since Γg,n and Γg′,n′ are both
isomorphic to the free group F2g+n−1 on 2g + n− 1 generators. However, if
ρ′ : Γg′,n′ → Homeo
+(S1) is a representation, then it may happen that
e(ρ′,Σg′,n′ , ∂Σg′,n′) 6= e(ρ
′ ◦ ψ,Σg,n, ∂Σg,n) .
Indeed, even once the surface Σg,n is fixed, the Euler number of a repre-
sentation ρ : Γg,n → Homeo
+(S1) may depend on the choice of the iden-
tification Γg,n ∼= π1(Σg,n). Indeed, when n > 1 there exist group auto-
morphisms ψ : Γg,n → Γg,n that are not induced by homeomorphisms of
Σg,n into itself. If ψ is such an automorphism, then it may happen that
e(ρ,Σg,n, ∂Σg,n) 6= e(ρ ◦ ψ,Σg,n, ∂Σg,n) (see Remark 12.19 for an explicit
example).
Let now C1, . . . , Cn be the connected components of ∂Σg,n. After en-
dowing each Ci with the orientation induced by Σg,n, we can consider an
element gi ∈ Γg,n lying in the conjugacy class corresponding to the free
homotopy class of Ci in Σg,n. Since the rotation number of an element of
Homeo+(S1) only depends on its conjugacy class, the value
rot(ρ(Ci)) = rot(ρ(gi))
is well defined (i.e., it does not depend on the choice of gi). The fol-
lowing proposition implies in particular that the relative Euler number
e(ρ,Σg,n, ∂Σg,n) need not be an integer.
Proposition 12.18. Let ρ : Γg,n → Homeo
+(S1) be a representation.
Then
[e(ρ,Σg,n, ∂Σg,n)] = −
n∑
i=1
rot(ρ(Ci)) ∈ R/Z .
Proof. Let c ∈ C2b (Γg,n,Z) be a representative of the bounded Euler
class eb(ρ) ∈ H
2
b (Γg,n,Z)
∼= H2b (Σg,n,Z) associated to the representation ρ.
We denote by ci ∈ C
2
b (Ci,Z) the restriction of c to the boundary component
Ci. Since π1(Ci) ∼= Z is amenable, we have H2b (Ci,R) = 0, so there exists a
real bounded cochain bi ∈ C
1
b (Ci,R) such that δbi = ci.
Let now b ∈ C1b (Σg,n,R) be a bounded cochain extending the bi (such
a cochain may be defined, for example, by setting b(s) = 0 for every sin-
gular 1-simplex s : ∆1 → Σg,n whose image is not contained in any Ci,
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and b(s) = bi(s) if the image of s is contained in Ci). Of course we have
eRb (ρ) = [c] = [c − δb] in H
2
b (Σg,n,R). Moreover, by construction the cocy-
cle c − δb vanishes on ∂Σg,n. In other words, c − δb is a relative cocycle,
and by construction its class in the relative bounded cohomology module
H2b (Σg,n, ∂Σg,n,R) coincides with e
R
b (ρ,Σg,n, ∂Σg,n). Therefore, if z is an
integral fundamental cycle for Σg,n, then we have
e(ρ,Σg,n, ∂Σg,n) = 〈[c− δb], [Σg,n, ∂Σg,n]〉 = 〈c, z〉 − 〈δb, z〉 .
But c is an integral cocycle, so 〈c, z〉 ∈ Z, and
[e(ρ,Σg,n, ∂Σg,n)] = −[〈δb, z〉] ∈ R/Z .
Since z is a relative fundamental cycle for Σg,n, we now have ∂z = z1+ . . .+
zn, where zi is a fundamental cycle for Ci for every i = 1, . . . , n. Therefore,
we have
[e(ρ,Σg,n, ∂Σg,n)] = −[〈δb, z〉] = −[〈b, ∂z〉] = −
[〈
b,
n∑
i=1
zi
〉]
= −
n∑
i=1
[〈bi, zi〉] ,
and in order to conclude we are left to show that
(26) [〈bi, zi〉] = rot(ρ(Ci)) in R/Z
for every i = 1, . . . , n.
Let bi ∈ C
1(Ci,R/Z) be the cochain associated to bi via the change of
coefficients map. Since δbi is an integral chain, bi is a cocycle. If we denote
by δ′ : H1(Ci,R/Z) → H2b (Ci,Z) the connecting homomorphism associated
to the short exact sequence
0→ C•b (Ci,Z)→ C
•
b (Ci,R)→ C
•(Ci,R/Z)→ 0 ,
since bi is bounded we have δ
′[bi] = [δbi] = eb(ρ|Hi), where Hi ⊆ Γg,n is the
cyclic subgroup generated by a loop freely homotopic to Ci. Therefore, our
definition of rotation number implies that
rot(ρ(Ci)) = [bi] ∈ H
1(Ci,R/Z) ∼= R/Z .
Finally, since [zi] is the positive generator of H1(Ci,Z), it is immediate to
check that under the canonical identifications
H1(Ci,R/Z) = Hom(H1(Ci,Z),R/Z) = R/Z
the class [bi] corresponds to the element [〈bi, zi〉] ∈ R/Z. This concludes the
proof of equality (26), hence of the proposition. 
Remark 12.19. Let us consider the surface Σ0,4, and let
Γ0,4 = 〈c1, c2, c3, c4|c1c2c3c4 = 1〉
be a presentation of π1(Σ0,4), where ci is represented by a loop winding
around the i-th boundary component of Σ0,4. Observe that Γ0,4 is freely
generated by c1, c2, c3. Let us fix a representation ρ : Γ0,4 → Isom
+(H2) such
that ρ(c2) = ρ(c1)
−1 and rot(ρ(c3)ρ(c2)) 6= rot(ρ(c3)) + rot(ρ(c2)) (it is not
difficult to show that such a representation indeed exists). Let also ψ : Γ0,4 →
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Γ0,4 be the automorphism defined by ψ(c1) = c1, ψ(c2) = c2c1, ψ(c3) = c3c2,
and set ρ′ = ρ◦ψ. From ρ(c2) = ρ(c1)
−1 we deduce rot(ρ(c1))+rot(ρ(c2)) = 0
and ρ(c4) = ρ(c
−1
3 c
−1
2 c
−1
1 ) = ρ(c3)
−1, hence rot(ρ(c4))+rot(ρ(c3)) = 0. Thus
by Proposition 12.18 we have that the class of e(ρ,Σ0,4, ∂Σ0,4) in R/Z is given
by
− rot(ρ(c1))− rot(ρ(c2))− rot(ρ(c3))− rot(ρ(c4)) = 0 .
On the other hand,
rot(ρ(ψ(c1))) = rot(ρ(c1)) ,
rot(ρ(ψ(c2))) = rot(ρ(c2)ρ(c1)) = 0 ,
rot(ρ(ψ(c3))) = rot(ρ(c3)ρ(c2)) ,
rot(ρ(ψ(c4))) = rot(ρ(c
−1
3 )ρ(c
−1
2 )ρ(c
−1
1 )) = rot(ρ(c
−1
3 )) = − rot(ρ(c3)) ,
so the class of e(ρ′,Σ0,4, ∂Σ0,4) in R/Z is given by
− rot(ρ(c1))−rot(ρ(c3)ρ(c2))+rot(ρ(c3)) = rot(ρ(c2))−rot(ρ(c3)ρ(c2))+rot(ρ(c3)) ,
which is not null by our assumptions. This shows that
e(ρ,Σ0,4, ∂Σ0,4) 6= e(ρ
′,Σ0,4, ∂Σ0,4) .
The following proposition shows that the Euler number of a representa-
tion is additive with respect to gluings. We recall that, if Σ is a compact
surface and C ⊆ Σ is a simple loop, then the (possibly disconnected) surface
obtained by cutting Σ open along C is the surface ΣC obtained by compact-
ifying Σ\C by adding one copy of C to each topological end of Σ\C. There
is a natural map ΣC → Σ, which describes Σ as a quotient of ΣC . If C is
separating, this map is an inclusion on each connected component of ΣC .
Proposition 12.20. Let Σ be a compact connected oriented surface with
fundamental group Γ = π1(Σ), and let ρ : Γ → Homeo
+(S1) be a represen-
tation.
(1) Let C be a separating simple loop in Σ, denote by Σ1,Σ2 the surfaces
obtained by cutting Σ open along C, and let ρi = ρ ◦ (αi)∗ : Γi →
Homeo+(S1), where Γi = π1(Σi) and αi : Σi → Σ is the natural
inclusion. Then
e(ρ,Σ, ∂Σ) = e(ρ1,Σ1, ∂Σ1) + e(ρ2,Σ2, ∂Σ2) .
(2) Let C be a non-separating simple loop in Σ, denote by Σ′ the surface
obtained by cutting Σ open along C, and let ρ′ = ρ ◦ (α)∗ : Γ
′ →
Homeo+(S1), where Γ′ = π1(Σ
′) and α : Σ′ → Σ is the natural
quotient map. Then
e(ρ′,Σ′, ∂Σ′) = e(ρ,Σ, ∂Σ) .
Proof. Let us prove (2), the proof of (1) being similar and described
in [BIW10, Proposition 3.2]. We consider only cochains with real coeffi-
cients, and omit this choice from our notation.
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Let us consider the inclusions
β• : C•b (Σ, ∂Σ ∪ C)→ C
•
b (Σ, ∂Σ) ,
j•1 : C
•
b (Σ, ∂Σ)→ C
•
b (Σ) ,
j•2 : C
•
b (Σ, ∂Σ ∪ C)→ C
•
b (Σ) ,
so that j•2 = j
•
1 ◦ β
•. We know from Theorem 5.14 that the maps induced
by j1 and j2 in bounded cohomology are isometric isomorphisms (in de-
gree bigger than 1), so the same is true for H•b (β
•). Now, if we define
α : (Σ′ ∂Σ′) → (Σ, ∂Σ ∪ C) to be the map of pairs induced by α, and we
denote by j3 : C
•
b (Σ
′, ∂Σ′)→ C•b (Σ
′) the natural inclusion, then it is easy to
check that the following diagram is commutative:
H2b (Σ, ∂Σ)
H2
b
(j21)
%%▲
▲▲
▲▲
▲▲
▲▲
▲
H2
b
(β2)−1
// H2b (Σ, ∂Σ ∪ C)
H2
b
(α)
// H2b (Σ
′, ∂Σ′)
H2
b
(j23)xxqq
qq
qq
qq
qq
H2b (Σ)
H2
b
(α)
// H2b (Σ
′)
Let ϕ ∈ C2b (Σ, ∂Σ) be a representative of e
R
b (ρ,Σ, ∂Σ) ∈ H
2
b (Σ, ∂Σ). Since
H2b (β
2) is an isomorphism, we may safely suppose that ϕ vanishes on sim-
plices supported in C, so ϕ is a representative also forH2b (β
2)−1(eRb (ρ,Σ, ∂Σ)).
Now, if z′ is a relative fundamental cycle of Σ′, then z′ is taken by α into the
sum C2(α)(z
′) of a relative fundamental cycle z of Σ and a chain c ∈ C2(C)
supported in C. Therefore, we have
〈H2b (α)(H
2
b (β
2)−1(eRb (ρ,Σ, ∂Σ))), [Σ
′, ∂Σ′]〉 = 〈H2b (α)([ϕ]), [Σ
′, ∂Σ′]〉
=ϕ(C2(α)(z
′)) = ϕ(z + c) = ϕ(z) = 〈eRb (ρ,Σ, ∂Σ), [Σ, ∂Σ]〉 .
Now the conclusion follows from the fact that
H2b (α)(H
2
b (β
2)−1(eRb (ρ,Σ, ∂Σ))) = e
R
r (ρ
′,Σ′, ∂Σ′)
thanks to the commutativity of the diagram above. 
It is useful to put a topology on the space of representations of a group Γ
into Homeo+(S1). We have already endowed Homeo+(S1) with the compact-
open topology. Now, for any group Γ the space Hom(Γ,Homeo+(S1)) may
be thought as a subset of the space (Homeo+(S1))Γ of functions from Γ
to Homeo+(S1). We endow (Homeo+(S1))Γ with the product topology,
and Hom(Γ,Homeo+(S1)) with the induced topology. Then, it is readily
seen that a sequence ρn : Γ → Homeo
+(S1) converges to a representation
ρ : Γ→ Homeo+(S1) if and only if ρn(g) converges to ρ(g) (with respect to
the compact-open topology) for every g ∈ Γ. We also recall that, both in
Homeo+(S1) and in ˜Homeo+(S1), convergence with respect to the compact-
open topology coincides with uniform convergence.
We are now going to show that the Euler number defines a continuous
map on the space of representations. We begin with the following:
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Lemma 12.21. The bounded cocycle
τ : Homeo+(S1)×Homeo+(S1)→ R
is continuous.
Proof. Take f0, g0 ∈ Homeo
+(S1). We can choose neighbourhoods
U of f0 and V of g0 in Homeo
+(S1) on which the covering projection
p : ˜Homeo+(S1) → Homeo
+(S1) admits continuous sections sU , sV . Then,
for every (f, g) ∈ U × V we have
τ(f, g) = r˜ot(s(f)s(g)) − r˜ot(s(f))− r˜ot(s(g)) ,
and the conclusion follows from Proposition 10.9. 
It is well-known that the Euler number is a continuous function on the
space of representations of closed surface groups into Homeo+(S1). The fact
that the relative Euler number defines a continuous function on the space of
representations of punctured surface groups was proved in [BIW10, Theo-
rem 1] (for a suitable definition of relative Euler number) for representations
with values in Hermitian groups. The following theorem extends this result
to the case of representations into Homeo+(S1).
Theorem 12.22. The map
Hom(Γg,n,Homeo
+(S1))→ R ,
ρ 7→ e(ρ,Σg,n, ∂Σg,n)
is continuous.
Proof. Let us recall from Lemma 5.2 the explicit construction of the
isomorphism H2b (Γg,n,R) → H
2
b (Σg,n,R). One first chooses a set of rep-
resentatives R for the action of Γg,n on Σ˜g,n via deck automorphisms of
the covering p : Σ˜g,n → Σg,n. We can choose such a set so that the fol-
lowing condition holds: for every connected component C of ∂Σg,n, the
set R ∩ p−1(∂Σg,n) is contained in a single connected component of ∂Σ˜g,n.
Then, the isometric isomorphism H2b (Γg,n,R) → H
2
b (Σg,n,R) is induced by
the Γg,n-chain map r
• : C•b (Γg,n,R)→ C
•
b (Σg,n,R) obtained by dualizing the
following chain map: for every x ∈ Σ˜g,n, r0(x) is equal to the unique g ∈ Γg,n
such that x ∈ g(R). For n ≥ 1, if s is a singular n-simplex with values in
Σ˜g,n, then rn(s) = (r0(s(e0)), . . . , rn(s(en))) ∈ Γ
n+1
g,n , where s(ei) is the i-th
vertex of s.
Let now ρ : Γg,n → Homeo
+(S1) be a representation. By definition, the
cochain ψ = r2(ρ∗(τ)) is a representative of eRb (ρ) ∈ H
2
b (Σg,n,R), where we
are identifying H2b (Σg,n,R) with H
2
b (Γg,n,R) via the map H
2
b (r
2) described
above. We claim that ψ vanishes on chains supported in ∂Σg,n (as usual,
we are identifying Γg,n-invariant cochains on Σ˜g,n with cochains on Σg,n).
Indeed, if s : ∆2 → Σg,n is supported ∂Σg,n, then it is supported in one con-
nected component C of ∂Σg,n, and our choice for the set of representatives R
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implies that r2(s) = (g0g
n0 , g0g
n1 , g0g
n2) for some g0 ∈ Γg,n, ni ∈ Z, where
g is the generator of a (suitable conjugate of) π1(C) in Γg,n = π1(Σg,n).
Therefore, if we denote by f˜ ∈ Homeo+(S1) a fixed lift of ρ(g), then
ψ(s) = τ(ρ(gn1−n0), ρ(gn2−n1)
= r˜ot
(
f˜n1−n0 f˜n2−n1
)
− r˜ot
(
f˜n1−n0
)
− r˜ot
(
f˜n2−n1
)
= 0 ,
because r˜ot is a homogeneous quasimorphism.
We have thus proved that ψ is a relative cocycle representing the bounded
Euler class of ρ, so by definition [ψ] = eRb (ρ,Σg,n, ∂Σg,n) inH
2
b (Σg,n, ∂Σg,n,R).
Let now c =
∑k
i=1 αiσi be a fundamental cycle for (Σg,n∂Σg,n), and let
r2(σi) = (ai, bi, ci) ∈ Γ
3
g,n for every i = 1, . . . , k. We have
e(ρ,Σg,n, ∂Σg,n) =
k∑
i=1
αiψ(σi) =
k∑
i=1
αiτ(ai, bi, ci) =
k∑
i=1
αiτ(ρ(a
−1
i bi), ρ(b
−1
i ci)) .
By Lemma 12.21, this formula shows that e(ρ,Σg,n, ∂Σg,n) varies continu-
ously with respect to ρ. 
The previous results allow us to exhibit an explicit formula for the Eu-
ler number of representations of punctured surfaces. Indeed, let us fix a
presentation of Γg,n = π1(Σg,n) of the following form:
Γg,n = 〈a1, b1, . . . , ag, bg, c1, . . . , cn | [a1, b1] · . . . · [ag, bg] · c1 · . . . · cn = 1〉 .
Here, ai and bi correspond to simple non-separating loops that transversely
(and positively) intersect at the basepoint of Σg,n for every i = 1, . . . , g,
while cj corresponds to a loop going around the j-th boundary component
of Σg,n for every j = 1, . . . , n. Moreover, up to free homotopy, the orientation
of ci corresponds to the orientation induced by Σg,n on its j-th boundary
component (we refer the reader to Figure 1 for an explicit description of
these generators).
Suppose n ≥ 1 and recall that, since Γg,n is free, every representation of
Γg,n into Homeo
+(S1) lifts to a representation into ˜Homeo+(S1).
Theorem 12.23. Let n ≥ 1. Let ρ : Γg,n → Homeo
+(S1) be a represen-
tation, and fix a lift ρ˜ : Γg,n → ˜Homeo+(S1) of ρ. Then
e(ρ,Σg,n, ∂Σg,n) =
n∑
j=1
− r˜ot(ρ˜(cj)) .
Proof. Let us first prove that the right hand side of the equality in
the statement does not depend on the choice of ρ˜. Indeed, if ρ˜′ : Γg,n →
˜Homeo+(S1) also lifts ρ, then ρ˜′(ai) = ρ˜(ai) ◦ τni , ρ˜
′(bi) = ρ˜(bi) ◦ τmi ,
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Figure 1. The standard generators of Γ2,2. Here the
surface Σ2,2 is described as a twice-punctured octagon
with sides identified in pairs.
ρ˜′(cj) = ρ˜(cj)◦τlj for some ni,mi, lj ∈ Z. It is readily seen that the condition
that both ρ˜ and ρ˜′ are representations implies that
∑n
j=1 lj = 0. Therefore,
n∑
j=1
− r˜ot(ρ˜′(cj)) =
n∑
j=1
− r˜ot(ρ˜(cj)◦τlj ) =
n∑
j=1
− r˜ot(ρ˜(cj))−lj =
n∑
j=1
− r˜ot(ρ˜(cj)) .
Now let us consider both e(·,Σg,n, ∂Σg,n) and
∑n
j=1− r˜ot(˜·(cj)) as real
functions on the space Hom(Γg,n,Homeo
+(S1)). By Theorems 12.22 the
map e(·,Σg,n, ∂Σg,n) is continuous. Moreover, using that ˜Homeo+(S1) →
Homeo+(S1) is a covering, it is easily checked that one can choose continu-
ously the lifts to ˜Homeo+(S1) of the representations lying in a small neigh-
boourhood of a fixed ρ : Γ → Homeo+(S1). Together with Theorem 10.9,
this shows that also the map
∑n
j=1− r˜ot(˜·(cj)) is continuous. Moreover,
when composed with the projection R→ R/Z, the functions e(·,Σg,n, ∂Σg,n)
and
∑n
j=1− r˜ot(˜·(cj)) coincide by Proposition 12.18. Finally, these func-
tions both obviously vanish at the trivial representation, so they coincide
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everywhere, since R → R/Z is a covering and Hom(Γg,n,Homeo
+(S1)) is
connected (because Γg,n is free). 
It is interesting to observe that the formula for the Euler number ob-
tained in Theorem 12.23 may be of use also to compute the Euler number
of representations of closed surface groups:
Theorem 12.24. Let ρ : Γg → Homeo
+(S1) be a representation of the
fundamental group of the closed surface Σg of genus g, let a1, b1, . . . , ag, bg
be the standard generators of Γg, and denote by a˜i (resp. b˜i) an arbitrary lift
of ρ(ai) (resp. ρ(bi)) to ˜Homeo+(S1). Then
[a˜i, b˜i] · . . . · [a˜g, b˜g] = τe ,
where τe is the translation by
e = e(ρ) .
Proof. Let D ⊆ Σg be a closed embedded disc, and let C = ∂D. Let
also Σg,1 ⊆ Σg be the surface with boundary obtained by removing the
internal part of D from Σg. Let ρ
′ : π1(Σg,1) → Homeo
+(S1) be the repre-
sentation obtained by composing ρ with the map induced by the inclusion
Σg,1 → Σg, and let ρ˜′ : π1(Σg,1) → ˜Homeo+(S1) be the lift of ρ′ defined by
ρ˜′(ai) = a˜i and ρ˜′(bi) = b˜i (here, we are identifying the standard generators
of π1(Σg,1) with their images in π1(Σg)). Since D is simply connected, by
Proposition 12.20 we have
e(ρ) = e(ρ′,Σg,1, ∂Σg,1) .
On the other hand, since ρ([a1, b1] · . . . · [ag, bg]) = 1, we have [a˜1, b˜1] · . . . ·
[a˜g, b˜g] = τk for some k ∈ Z. Now the conclusion follows from Theorem 12.23,
together with the obvious fact that r˜ot(τk) = k. 
Milnor-Wood inequalities also hold for the Euler number of representa-
tions of punctured surface groups:
Theorem 12.25. Let ρ : Γg,n → Homeo
+(S1) be a representation, and
suppose that χ(Σg,n) = 2− 2g − n < 0. Then
|e(ρ,Σg,n, ∂Σg,n)| ≤ |χ(Σg,n)| .
Proof. By Lemma 12.11 and Corollary 7.5 we have
|e(ρ,Σg,n, ∂Σg,n)| = 〈e
R
b (ρ,Σg,n, ∂Σg,n), [Σg,n, ∂Σg,n]〉
≤ ‖eRb (ρ,Σg,n, ∂Σg,n)‖∞ · ‖Σg,n, ∂Σg,n‖
≤ |χ(Σg,n)| .

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It is still true that the inequality appearing in the previous theorem is
sharp. Moreover, just as in the case of closed surfaces (which is treated in
detail in the next section) equality is attained if and only if ρ is geometric
is a suitable sense. We refer the reader to Section 12.6 for further details
about this issue.
12.5. Maximal representations
Milnor-Wood inequalities provide a sharp bound on the possible Eu-
ler numbers of flat circle bundles over closed surfaces, or, equivalently,
on the possible Euler numbers of representations of surface groups into
Homeo+(S1). The study of such space of representations is a very impor-
tant and active research field, and is related to many areas of mathematics,
from 1-dimensional dynamics to low-dimensional topology. A particularly
interesting (and very well understood) class of representations is the class
of maximal ones, according to the following definition (recall that Γg is the
fundamental group of the closed oriented surface Σg of genus g).
Definition 12.26. Let g ≥ 2. A representation ρ : Γg → Homeo
+(S1)
is maximal if |e(ρ)| = 2g − 2.
Thanks to Milnor-Wood inequalities, maximal representations have the
maximal (or minimal) Euler number among all possible group actions of Γg.
As anticipated above, the space of maximal representations into Homeo+(S1)
admits a complete and very neat characterization. Before describing some
classical results in this direction we need to recall the definition of geomet-
ric representation. Let Σg be endowed with a hyperbolic metric, and fix
an orientation-preserving identification of the metric universal covering Σ˜g
of Σg with the hyperbolic plane H2. Via this identification, every covering
automorphism of Σ˜g corresponds to an orientation-preserving isometry of
H2. Hence, any identification of Γg with the group of automorphisms of the
universal covering Σ˜g induces an isomorphism between Γg and a subgroup
of Isom+(H2) acting freely and properly discontinuously on H2. We say
that such an isomorphism ρ : Γg → Isom
+(H2) is a holonomy representation
associated to the hyperbolic metric on Σg we started with. It is easy to
check that two holonomy representations associated to the same hyperbolic
metric may differ one from the other only by the precomposition with an
automorphism of Γg and by conjugation by an element in Isom
+(H2).
Definition 12.27. Let ρ : Γg → Isom
+(H2) be a representation. Then
ρ is geometric if it is the holonomy of a hyperbolic structure on the closed
oriented surface Σg of genus g, or if it is the holonomy of a hyperbolic struc-
ture on the closed oriented surface Σg obtained by reversing the orientaton
of Σg.
We have already seen in the proof of Proposition 12.9 that Isom+(H2)
naturally acts on ∂H2 ∼= S1, so that Isom+(H2) may canonically identified
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with a subgroup of Homeo+(S1) (when realizing H2 as the half-plane H of
complex numbers with positive imaginary part, isometries of the hyperbolic
metric correspond to biholomorphisms of H, which in turn may be repre-
sented by fractional linear transformations with real coefficients; in this way
we get an identification between Isom+(H2) and PSL(2,R), and the action
of Isom+(H2) on S1 = ∂H = R ∪ {∞} = P1(R) corresponds to the natural
action of PSL(2,R) on the real projective line). Therefore, to every repre-
sentation ρ : Γg → Isom
+(H2) we can associate its Euler number e(ρ), and
Proposition 12.9 may be restated as follows:
Proposition 12.28. Let ρ : Γg → Isom
+(H2) be a geometric represen-
tation. Then ρ is maximal.
Proof. Proposition 12.9 shows that, if ρ is the holonomy of a hyperbolic
structure on Σg, then e(ρ) = 2 − 2g. On the other hand, by reversing the
orientation of the surface, the Euler number just changes its sign, and this
concludes the proof. 
A celebrated result by Goldman implies that also the converse of Propo-
sition 12.28 holds, i.e. geometric representations in PSL(2,R) are precisely
the maximal ones:
Theorem 12.29 ([Gol80]). Let ρ : Γg → Isom
+(H2) be a representation.
Then ρ is geometric if and only if it is maximal.
It is not difficult to show that a representation ρ : Γg → Isom
+(H2) is
geometric if and only if it is topologically conjugate to a geometric rep-
resentation, and this holds in turn if and only if it is semi-conjugate to
a geometric representation. Indeed, much more is true: even without re-
stricting to actions via isometries of the hyperbolic plane, the whole space
of maximal representations consists of a single semi-conjugacy class (see
e.g. [Mat87, Ioz02, Cal09a]; we refer the reader to Section 12.6 for a brief
discussion of related topics).
Our proof of Theorem 12.29 is based on a slight variation of the argument
described in [BIW10]. In particular, at a critical passage we will make use of
Euler numbers of representations of punctured surface groups. The following
lemma will prove useful:
Lemma 12.30. Let ρ : Γ1,1 → Isom
+(H2) be a representation, and let a, b
be the standard generators of Γ1,1 = π1(Σ1,1). If ρ(a) is elliptic, then
|e(ρ,Σ1,1, ∂Σ1,1)| < 1 .
Proof. The group Γ1,1 has the standard presentation 〈a, b, c | [a, b]c =
1〉. Therefore, if ρ˜ : Γ1,1 → ˜Homeo+(S1) is a lift of ρ, then by Theorem 12.23
we have
e(ρ,Σ1,1, ∂Σ1,1) = − r˜ot(ρ˜(c)) = r˜ot(ρ˜([a, b])) ,
where we used that r˜ot(f˜−1) = − r˜ot(f˜) for every f˜ ∈ ˜Homeo+(S1). For the
sake of simplicity, let us set a˜ = ρ˜(a), b˜ = ρ˜(b). Up to conjugacy we may
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suppose that ρ(a) is a rotation, so up to suitably choosing the lift ρ˜ of ρ
we may assume that there exists θ ∈ [0, 1) such that a˜(x) = x+ θ for every
x ∈ R. We then have a˜−1(x) = x− θ, so
(27) a˜(˜b(a˜−1(˜b−1(x)))) = a˜(˜b(˜b−1(x)− θ) = b˜(˜b−1(x)− θ) + θ .
Recall now that b˜ is monotone and commutes with integral translations, so
from b˜−1(x)− 1 < b˜−1(x)− θ ≤ b˜−1(x) we obtain
x− 1 = b˜(˜b−1(x)− 1) < b˜(˜b−1(x)− θ) ≤ b˜(˜b−1(x)) = x.
From equation (27) we thus get
x− 1 ≤ x− 1 + θ < [a˜, b˜](x) ≤ x+ θ < x+ 1 .
Since the function x 7→ [a˜, b˜](x)−x is periodic, this implies that there exists
ε > 0 such that
x− 1 + ε ≤ [a˜, b˜](x) ≤ x+ 1− ε
for every x ∈ R. An easy induction now implies that
x− n+ nε ≤ [a˜, b˜]n(x) ≤ x+ n− nε ,
for every x ∈ R, n ∈ N, so
−1 + ε = lim
n→∞
n+ nε
n
≤ lim
n→∞
[a˜, b˜]n(0)
n
≤ lim
n→∞
n− nε
n
= 1− ε .
By definition of r˜ot, this implies that
|e(ρ,Σ1,1, ∂Σ1,1)| = | r˜ot(ρ˜([a, b]))| ≤ 1− ε .

The previous lemma shows that elliptic elements prevent a representa-
tion of the punctured torus group from attaining the extremal Euler num-
bers. On the other hand, it is a classical result that elliptic elements are
in a sense the only obstruction for a subgroup of Isom+(H2) to be discrete.
More precisely, we have the following classical characterization of geometric
representations:
Proposition 12.31. Let ρ : Γg → Isom
+(H2) be a representation. Then
the following conditions are equivalent:
(1) ρ is geometric;
(2) ρ is injective, and ρ(Γg) acts freely and properly discontinuously on
H2;
(3) For every g ∈ Γg \ {1}, the isometry ρ(g) is not elliptic.
Proof. (1) =⇒ (3): We know that, if ρ is geometric, then ρ(g) acts
freely on H2 for every g ∈ Γg \ {1}. But an element of Isom
+(H2) has fixed
points if and only if it is elliptic, and this concludes the proof.
(3) =⇒ (2): Since the identity is an elliptic isometry, injectivity of ρ
is clear. Moreover, an isometry of the hyperbolic plane has fixed points if
and only if it is elliptic, so ρ(Γg) acts freely on H2. It is readily seen that a
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subgroup of Isom+(H2) acts properly discontinuously on H2 if and only if it
is discrete, so we are left to show that ρ(Γg) is indeed discrete. To this aim
we exploit a very classical result on Fuchsian groups, which states that non-
elementary subgroups of Isom+(H2) that do not contain elliptic elements
are discrete (see e.g. [Bea95, Theorem 8.3.1] for a nice geometric proof
of this fact, and for the definition of elementary subgroup of Isom+(H2)).
Therefore, in order to conclude we just need to check that ρ(Γg) cannot be
elementary. It is known that every elementary subgroup of Isom+(H2) is
solvable. But ρ(Γg) ∼= Γg is not solvable (for example, because it admits an
epimorphism on the free group on two generators), and this concludes the
proof.
(2) =⇒ (1): Our hypothesis implies that H2/ρ(Γg) is a hyperbolic surface
Σ, and in order to conclude we just need to prove that Σ is homeomorphic
to Σg. However, by construction π1(Σ) = π1(Σg), and it is well-known that
this suffices to conclude that Σ and Σg are homeomorphic. 
Henceforth and until the end of the chapter, every (co)homology module
will be understood to be with real coefficients.
Lemma 12.32. Let p : Σ′ → Σ be a finite covering of degree d ∈ N between
closed oriented surfaces, let ρ : Γ → Homeo+(S1) be a representation, and
let ρ′ = ρ ◦ p∗ : Γ
′ → Homeo+(S1), where Γ = π1(Σ), Γ
′ = π1(Σ
′), and
p∗ : Γ
′ → Γ is the map induced by p. then
e(ρ′) = d · e(ρ) .
Proof. It readily follows from the definitions that eRb (ρ
′) = H2b (p∗)(e
R
b (ρ)),
so (the identifications H2b (Σ) = H
2
b (Γ), H
2
b (Σ
′) = H2b (Γ
′) being understood):
e(ρ′) = 〈eRb (ρ
′), [Σ′]〉 = 〈H2b (p∗)(e
R
b (ρ)), [Σ
′]〉
= 〈eRb (ρ),H2(p)([Σ
′])〉 = d〈eRb (ρ), [Σ]〉 = d · e(ρ) .

We are now ready to prove Theorem 12.29. So, let us suppose that
ρ : Γg → Isom
+(H2) is a maximal representation. Thanks to Proposi-
tion 12.31, it is sufficient to show that ρ(g) is not elliptic for every g ∈
Γg \ {1}. Assume by contradiction that there exists g ∈ Γg \ {1} with ρ(g)
elliptic. A result by Scott [Sco78] ensures that we can find a finite covering
p : Σ′ → Σg and an element g
′ ∈ Γ′ = π1(Σ
′) such that p∗(g
′) = g, and g′ is
represented by a simple loop A in Σ′, where p∗ denotes the map induced by p
at the level of fundamental groups. Up to passing to a double covering of Σ′,
we can also assume that A is separating. Let ρ′ = ρ◦p∗ : Γ
′ → Isom+(H2) be
the representation induced by ρ. If we denote by d the degree of the covering
p, then χ(Σ′) = dχ(Σ), while e(ρ′) = d · e(ρ) by the previous lemma, so ρ′ is
still maximal.
Since A is non-separating, there exists an embedded punctured torus
Σ1,1 ⊆ Σ
′ such that A ⊆ Σ1,1 is the support of a standard generator of
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π1(Σ1,1). Let now C ⊆ Σ
′ be the boundary of Σ1,1, and denote by Σ1 =
Σ1,1 and Σ2 the surfaces obtained by cutting Σ
′ open along C. Let also
ρi : π1(Σi)→ Isom
+(H2) be the representations induced by ρ′, i = 1, 2, and
observe that, if a ∈ π1(Σ1,1) is the standard generator corresponding to the
loop A, then ρ1(a) = ρ
′(g′) = ρ(g) is elliptic, so Lemma 12.30 implies that
|e(ρ1,Σ1, ∂Σ1)| < 1 = |χ(Σ1)| .
On the other hand, Milnor-Wood inequalities for punctured surfaces (see
Theorem 12.25) imply that
|e(ρ2,Σ2, ∂Σ2)| ≤ |χ(Σ2)| .
By Proposition 12.20 we can conclude that
|e(ρ′,Σ′, ∂Σ′)| = |e(ρ1,Σ1, ∂Σ1)|+|e(ρ2,Σ2, ∂Σ2)| < |χ(Σ1)|+|χ(Σ2)| = |χ(Σ
′)| ,
i.e. ρ′ is not maximal. This gives the desired contradiction, and concludes
the proof of Theorem 12.29.
12.6. Further readings
Milnor-Wood inequalities. Milnor-Wood inequalities provided the
first effective tool to construct obstructions for a circle bundle to be flat,
or for a rank-2 vector bundle to support a flat connection. The original
proofs of Theorems 12.14 and 12.13, which are due respectively to Mil-
nor and Wood, were based on the computation of Euler numbers described
in Theorem 12.24, together with an accurate analysis of the geometry of
commutators in ˜Homeo+(S1). Indeed, Milnor’s and Wood’s arguments con-
tained in nuce the notion of quasimorphism, and exploited the fact that
effective estimates may be provided for the evaluation of quasimorphisms
on products of commutators. We refer the reader to [Gol14] for a very
nice survey about the ideas that originated from Milnor’s and Wood’s sem-
inal work. For an interpretation of Milnor-Wood inequalities in terms of
hyperbolic geometry see also [Mat12].
Milnor-Wood inequalities and rotation numbers. Theorems 12.23
and 12.24 provide explicit formulas relating the Euler number of a represen-
tation to the rotation numbers of (the images of) suitably chosen words
in the generators of the fundamental group of a surface. For example, as
a consequence of Theorems 12.23 and of Milnor-Wood inequalities for sur-
faces with boundary (see Theorem 12.25), we get that, if F = Γg,1 is a free
group of rank 2g generated by a1, b1, . . . , ag, bg and ρ : F → ˜Homeo+(S1) is
a representation, then the maximal value that the quantity
r˜ot(ρ([a1, b1] · . . . · [ag, bg])
can attain is precisely |χ(Σg,1)|. This result inscribes into a wider research
area, which deals with the study of which inequalities are satisfied by the ro-
tation numbers of (specific) elements in ρ(Γ), where ρ : Γ→ ˜Homeo+(S1) is a
190 12. MILNOR-WOOD INEQUALITIES AND MAXIMAL REPRESENTATIONS
fixed representation. Several questions of this type are addressed in [CW11],
where a particular attention is payed to the case when Γ is free.
Maximal representations. The strategy adopted by Goldman in his
proof of Theorem 12.29 is quite different from the one described here. In-
deed, Goldman’s approach to the study of the Euler number of representa-
tions in PSL(2,R) makes an intensive use of hyperbolic geometry, and is
based on the study of sections of flat bundles associated to representations:
in fact, it is not difficult to see that a representation is the holonomy of a
geometric structure if and only if the associated bundle admits a section
which is transverse to the leaves of the canonical foliation.
There exist by now several quite different proofs of Theorem 12.29. Two
different proofs of geometricity of maximal representations entirely based
on techniques coming from bounded cohomology are described in [Ioz02,
BIW10], while a proof based on a complete different method is due to
Calegari [Cal09a]. In fact, the results proved in [Ioz02, Cal09a] imply the
following stronger result, which was first obtained by Matsumoto [Mat87]:
Theorem 12.33. Let ρ : Γg → Homeo
+(S1) be a maximal representa-
tion. Then ρ is semi-conjugate to a geometric representation into Isom+(H2).
Indeed, it is shown in [Cal09a] that there is a unique element ϕ ∈
H2b (Γg,R) such that ‖ϕ‖∞ = 1 and 〈ϕ, [Σg]〉 = 2χ(Σg). Therefore, if
ρ : Γg → Homeo
+(S1) is maximal, then necessarily eb(ρ) = ϕ/2. Thanks
to Ghys’ Theorem, this implies in turn that maximal representations lie in
a unique semi-conjugacy class.
The real bounded Euler class. Let us recall that the Euler num-
ber of a representation depends only on its real bounded Euler class. It
is interesting to investigate how much information is lost in passing from
integral to real coefficients. We have already described in Theorem 10.27
a characterization of semi-conjugacy in terms of the real Euler bounded
class (and, even more interestingly, in terms of its canonical representative
τ). When Γ is a lattice in a locally compact second countable group G,
in [Bur11] Burger described a complete characterization of extendability of
representations ρ : Γ→ Homeo+(S1) to the ambient group G in terms of the
real bounded Euler class of ρ, thus providing a unified treatment of rigidity
results of Ghys, Witte-Zimmer, Navas and Bader-Furman-Shaker. Among
the results proved in [Bur11] there is also a complete characterization of
representations ρ : Γ→ Homeo+(S1) for which ‖eRb (ρ)‖∞ = ‖e
R
b ‖∞ = 1/2.
Components of spaces of representations. The Euler number pro-
vides a continuous map from Hom(Γg,Homeo
+(S1)) to Z. As a consequence,
representations with distinct Euler number necessarily lie in distinct con-
nected components of Hom(Γg,Homeo
+(S1)). If one restricts to considering
representations with values in Isom+(H2), then a celebrated result by Gold-
man says that if two elements in Hom(Γg, Isom
+(H2)) have the same Euler
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number, then they can be connected by a path in Hom(Γg, Isom
+(H2)):
therefore, the connected components of Hom(Γg, Isom
+(H2)) are precisely
the preimages under the Euler number of the integers in [χ(Σg),−χ(Σg)]
(see [Gol88]). Things get much more complicated when studying the con-
nected components of Hom(Γg,Homeo
+(S1)). Theorem 12.33 implies that
maximal representations define a connected component of Hom(Γg,Homeo
+(S1)).
Nevertheless, it is possible to construct (necessarily non-maximal) elements
of Hom(Γg,Homeo
+(S1)) which share the same Euler number, and which
lie in distinct connected components of Hom(Γg,Homeo
+(S1)). Indeed,
it is still unknown whether the number of the connected components of
Hom(Γg,Homeo
+(S1)) is finite or not. We refer the reader to [Man15,
Mat] for recent results about this topic.
Surfaces with boundary. In developing his theory, Goldman also de-
fined an Euler number for representations of fundamental groups of surfaces
with boundary, and our definition of Euler number for such representations
(which is taken from [BIW10]) coincides in fact with Goldman’s one. How-
ever, Goldman’s definition only works for representations that send periph-
eral loops into parabolic or hyperbolic elements (coherently with this fact
and with Theorem 12.25, Goldman’s Euler number is always an integer), so
it seems less suited to the study of deformations of geometric structures with
cone angles at punctures (such structures necessarily have elliptic peripheral
holonomy).
We have defined geometric representations only for fundamental groups
of closed surfaces. Indeed, one can easily extend this notion to cover also
the case of compact surfaces with boundary: a representation ρ : Γg,n →
Isom+(H2) is geometric if it is the holonomy representation of a complete
finite area hyperbolic structure with geodesic boundary on Σg,n
′, where Σg,n
′
is obtained from Σg,n by removing some of its boundary components (so that
one cusp is appearing at each topological end of Σg,n
′). It is still easy to see
that geometric representations realize the maximal Euler number. Moreover,
just as in the closed case, also the converse is true: maximal representations
are geometric also for surfaces with boundary:
Theorem 12.34 ([BIW10, Cal09a]). Let ρ : Γg,n → Isom
+(H2) be a
representation. Then |e(ρ,Σg,n, ∂Σg,n)| = |χ(Σg,n)| if and only if ρ is geo-
metric.
In the case with boundary, Calegari’s characterization of bounded classes
of unitary norm taking maximal value on the (relative) fundamental class
of the surface may be restated as follows: there is a unique homogeneous
quasimorphism on Γg,n of defect 1 which takes the maximal value on the
boundary conjugacy class (or classes if n ≥ 2). Indeed, the case of closed
surfaces easily follows from that of bounded surfaces, which is the main topic
of study in [Cal09a].
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Milnor-Wood inequalities in higher dimensions. Milnor-Wood in-
equalities have been generalized in several directions by now. Namely, Gold-
man’s Theorem implies that, at least in the case of fundamental groups of
closed surfaces, maximal representations in Isom+(H2) define a connected
component of the whole space of representations, and their conjugacy classes
are in natural bijection with Teichmu¨ller space. When replacing Isom+(H2)
with a semisimple Lie group G, one may wonder whether some components
(or specific subsets, when Σ is non-compact) of Hom(π1(Σ), G) can play the
role of (a suitable analogue of) Teichmu¨ller space. This circle of ideas has
lead to what is currently known as Higher Teichmu¨ller theory. It is not
possible to list here even a small number of papers that could introduce the
reader to the subject. For an approach which is very closely related to the
topics developed in this book, we just refer to the beautiful survey [BIW14].
CHAPTER 13
The bounded Euler class in higher dimensions
and the Chern conjecture
In the previous chapter we have discussed some applications of the
boundedness of the Euler class to the study of flat topological circle bundles.
We now analyze the case of flat n-sphere bundles for n ≥ 2. We concentrate
here on the case of linear sphere bundles, which is better understood.
The first description of a uniformly bounded representative for the (sim-
plicial) Euler class of a flat linear sphere bundle E is due to Sullivan [Sul76].
Since E is linear, we have that E = S(V ) for some flat rank-(n + 1) vector
bundle (see Remark 12.2 for the definition of flat vector bundle). Sullivan
observed that, in order to compute the Euler class of E, one may analyze
just affine sections of V over singular simplices, where the word affine makes
sense exactly because V is a flat vector bundle. Using this, he proved that the
Euler class of a flat linear bundle over a simplicial complex is represented by
a simplicial cocycle of norm at most one. Of course, any simplicial cochain
on a compact simplicial complex is bounded. However, the fact that the
norm of Sullivan’s cocycle is bounded by 1 already implies that, if M is a
triangulated oriented manifold of dimension (n+1), then the Euler number
of E is bounded by the number of top-dimensional simplices in a triangula-
tion of M . In order to get better estimates, one would like to promote the
bounded simplicial Euler cocycle to a bounded singular cocycle. This would
also allow to replace the number of top-dimensional simplices in a triangu-
lation of M with the simplicial volume of M in the above upper bound for
the Euler number of any flat linear sphere bundle on M . This can be done
essentially in two ways: one could either invoke a quite technical result by
Gromov [Gro82, §3.2], which ensures that the bounded cohomology (with
real coefficients) of M is isometrically isomorphic to the simplicial bounded
cohomology of a suitable multicomplex K(M), thus reducing computations
in singular cohomology to computations in simplicial cohomology, or explic-
itly describe a bounded singular cocycle representing the Euler class. Here
we describe the approach to the second strategy developed by Ivanov and
Turaev in [IT82] (we refer the reader also to [BM12] for stronger results
in this direction).
Finally, we show how the study of the bounded Euler class of flat linear
bundles may be exploited to get partial results towards the Chern conjecture,
which predicts that the Euler characteristic of a closed affine manifold should
vanish.
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13.1. Ivanov-Turaev cocycle
Let π : E →M be a flat linear n-sphere bundle, and recall that E = S(V )
for some flat rank-(n + 1) vector bundle. We will prove that, just as in
the case of flat topological circle bundles, the Euler class of E admits a
bounded representative, which is equal to the pull-back of a “universal”
bounded Euler class in the bounded cohomology of the structure group of
the bundle. This section is devoted to the construction of such an ele-
ment [eul]b ∈ H
n+1
b (GL
+(n + 1,R),R), as described by Ivanov and Turaev
in [IT82].
Recall that a subset Ω ⊆ Rn+1 is in general position if, for every subset
Ωk of Ω with exactly k elements, k ≤ n + 2, the dimension of the smallest
affine subspace of Rn+1 containing Ωk is equal to k − 1.
Definition 13.1. Let N be an integer (in fact, we will be interested
only in the case N ≤ n+1, and mainly in the case N = n+1). An (N +1)-
tuple (v0, . . . , vN ) ∈ (Rn+1)N+1 is generic if the following condition holds:
for every (ε0, . . . , εN ) ∈ {±1}
N+1, the set {0, ε0v0, . . . , εNvN} is in general
position (in particular, the set {0, ε0v0, . . . , εNvN} consists of N +2 distinct
points).
Point (6) of the following lemma will prove useful to get representatives
of the Euler class of small norm, as suggested in [Smi].
Lemma 13.2. Let (v0, . . . , vn+1) be a generic (n+2)-tuple in Rn+1. For
every I = (ε0, . . . , εn+1) ∈ {±1}
n+2, let σI : ∆
n+1 → Rn+1 be the affine map
defined by
σI(t0, . . . , tn+1) =
n+1∑
i=0
tiεivi ,
and let S ∼= Sn be the sphere of rays of Rn+1. Then:
(1) The restriction of σI to ∂∆
n+1 takes values in Rn+1 \ {0}, thus
defining a map σˆI : ∂∆
n+1 → S.
(2) The map σI is a smooth embedding.
(3) If the image of σI does not contain 0, then deg σˆI = 0.
(4) If the image of σI contains 0 and σI is orientation-preserving, then
deg σˆI = 1.
(5) If the image of σI contains 0 and σI is orientation-reversing, then
deg σˆI = −1.
(6) There exist exactly two elements I1, I2 ∈ {±1}
n+2 such that the
image of σIj contains 0 for j = 1, 2. For such elements we have
σI1(x) = −σI2(x) for every x ∈ ∂∆
n+1.
Proof. (1) and (2) follow from the fact that {0, ε0v0, . . . , εn+1vn+1} is in
general position. If the image of σI does not contain 0, then σˆI continuously
extends to a map from ∆n+1 to S, and this implies (3). Suppose now that the
image of σI contains 0. Since {0, ε0v0, . . . , εn+1vn+1} is in general position, 0
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cannot belong to the image of any face of ∆n+1, so the image of σI contains
a neighbourhood of 0 in Rn, and σˆI : ∂∆n+1 → S is surjective. Since σI is
an embedding and the image of σI is star-shaped with respect to 0, the map
σˆI : ∂∆
n+1 → S is also injective, so it is a homeomorphism. Moreover, σˆI
is orientation-preserving if and only if σI is, and this concludes the proof of
(4) and (5).
Let us prove (6). Since v0, . . . , vn+1 are linearly dependent in Rn+1, we
have
∑n+1
i=0 αivi = 0 for some (α0, . . . , αn+1) ∈ R
n+2 \ {0}. Since the set
{0, v0, . . . , vn+1} is in general position, we have αi 6= 0 for every i, and, if∑n+1
i=0 λivi = 0, then (λ0, . . . , λn+1) = µ(α0, . . . , αn+1) for some µ ∈ R. We
set
ti =
|αi|∑n+1
i=0 |αi|
∈ [0, 1] , ε1i = sign(αi) .
Since
∑n+1
i=0 tiε
1
i vi = 0 and
∑n+1
i=0 ti = 1, if we set I1 = (ε
1
0, . . . , ε
1
n+1), I2 =
(−ε10, . . . ,−ε
1
n+1), then 0 belongs to the image of σI1 and σI2 , and σI1(x) =
−σI2(x) for every x ∈ ∂∆
n+1.
Suppose now that
∑n+1
i=0 tiεivi = 0, where ti ∈ [0, 1],
∑n+1
i=0 ti = 1. Then
there exists µ ∈ R such that tiεi = µtiε1i for every i. This readily implies
that εi = ε
1
i for every i (if µ > 0), or εi = −ε
1
i for every i (if µ < 0;
observe that µ = 0 is not possible since ti 6= 0 for some i). In other words,
(ε0, . . . , εn+1) is equal either to I1 or to I2, and this concludes the proof. 
Until the end of the section we simply denote by G the group GL+(n+
1,R), and by D the closed unit ball in Rn+1. We will understand that D
is endowed with the standard Lebesgue measure (and any product Dk is
endowed with the product of the Lebesgue measures of the factors).
Definition 13.3. Take g = (g0, . . . , gn+1) ∈ G
n+2. We say that an
(n + 2)-tuple (v0, . . . , vn+1) ∈ D
n+2 is g-generic if (g0v0, . . . , gn+1vn+1) is
generic.
Lemma 13.4. For every g ∈ Gn+2, the set of g-generic (n + 2)-tuples
has full measure in Dn+2.
Proof. Let g = (g0, . . . , gn+1). For every fixed (ε0, . . . , εn+1) ∈ {±1}
n+2,
the subset of (Rn+1)n+2 of elements (v0, . . . , vn+1) such that
{0, ε0g0(v0), . . . , εn+1gn+1(vn+1)}
consists of n + 3 distinct points in general position is the non-empty com-
plement of a real algebraic subvariety of (Rn+1)n+2, so it has full measure
in (Rn+1)n+2. Therefore, being the intersection of a finite number of full
measure sets, the set of g-generic (n+ 2)-tuples has itself full measure. 
For convenience, in this section we work mainly with cohomology with
real coefficients (but see Corollary 13.12).
We are now ready to define the Euler cochain eul ∈ Cn+1b (G,R). First
of all, for every (n + 2)-tuple v = (v0, . . . , vn+1) ∈ (Rn+1)n+2 we define
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a value t(v) ∈ {−1, 0, 1} as follows. If the set {0, v0, . . . , vn+1} is not in
general position, then t(v) = 0. Otherwise, if σv : ∆
n+1 → Rn+1 is the affine
embedding with vertices v0, . . . , vn+1, then:
t(v) =
 1 if 0 ∈ Imσv and σv is positively oriented−1 if 0 ∈ Imσv and σv is negatively oriented
0 otherwise .
Then, for every (g0, . . . , gn+1) ∈ G
n+2 we set
eul(g0, . . . , gn) =
∫
Dn+2
t(g0v0, . . . , gn+1vn+1) dv0 . . . dvn+1 .
Lemma 13.5. The element eul ∈ Cn+1b (G,R) is a G-invariant alternating
cocycle. Moreover:
(1) ‖eul‖∞ ≤ 2
−n−1, and eul = 0 if n is even.
(2) eul(g0, . . . , gn+1) = 0 if there exist i 6= j such that gi, gj ∈ SO(n +
1).
Proof. The fact that eul is G-invariant follows from the fact that, if
g · v is the (n + 2)-tuple obtained by translating every component of v ∈
(Rn+1)n+2 by g ∈ G, then σg·v = g ◦ σv, so t(g · v) = t(v). Moreover,
eul is alternating, since t is. Let us prove that eul is a cocycle. So, let
g = (g0, . . . , gn+2) ∈ G
n+3, and set ∂ig = (g0, . . . , ĝi, . . . , gn+2). We need to
show that
δeul(g) =
n+2∑
i=0
(−1)ieul(∂ig) = 0 .
Let us denote by Ω ∈ Dn+2 the set of (n + 2)-tuples which are generic for
every ∂ig. Then, Ω has full measure in D
n+2, so
eul(∂ig) =
∫
Ω
t(g0v0, . . . , ĝivi, . . . , gn+2vn+2) dv0 . . . d̂vi . . . dvn+2 .
Therefore, in order to conclude it is sufficient to show that
T (w0, . . . , wn+2) =
n+2∑
i=0
(−1)i t(w0, . . . , wˆi, . . . , wn+2) = 0
for every (n + 3)-tuple (w0, . . . , wn+2) such that (w0, . . . , wˆi, . . . , wn+2) is
generic for every i. Let λ : ∂∆n+2 → Rn+1 be the map which sends the i-th
vertex of ∆n+2 to wi, and is affine on each face of ∆
n+2. Then, by computing
the degree of λ as the sum of the local degrees at the preimages of 0, one sees
that T (w0, . . . , wn+2) is equal to the degree of λ, which is null since Rn+1 is
non-compact. This concludes the proof that eul is a G-invariant alternating
cocycle.
Let us now prove (1). We fix g = (g0, . . . , gn+1) ∈ G
n+2, and denote by
Ω ⊂ Dn+2 the set of g-generic (n+ 2)-tuples, so that
eul(g0, . . . , gn+1) =
∫
Ω
t(g0v0, . . . , gn+1vn+1) dv0 . . . dvn+1 .
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For every I = (ε0, . . . , εn+1) ∈ {±1}
n+2 we set
tI(w0, . . . , wn+1) = t(ε0w0, . . . , εn+1wn+1) ,
eulI(g0, . . . , gn+1) =
∫
Ω
tI(g0v0, . . . , gn+1vn+1) dv0 . . . dvn+1 .
Since the map
(v0, . . . , vn+1) 7→ (ε0v0, . . . , εn+1vn+1)
is a measure-preserving automorphism of Ω and each gi is linear, we have
eul = eulI for every I, so
eul(g0, . . . , gn+1) = 2
−n−2
∑
I
eulI(g0, . . . , gn+1) =
2−n−2
∫
Ω
(∑
I
tI(g0v0, . . . , gn+1vn+1)
)
dv0 . . . dvn+1 .
But claim (6) of Lemma 13.2 implies that, for every (v0, . . . , vn+1) ∈ Ω,
there exist exactly two multiindices I1, I2 such that tI(g0v0, . . . , gn+1vn+1)
does not vanish. Moreover, since v 7→ −v is orientation-preserving (resp. re-
versing) if n is odd (resp. even), we have
tI1(g0v0, . . . , gn+1vn+1) = tI2(g0v0, . . . , gn+1vn+1) = ±1 if n is odd,
tI1(g0v0, . . . , gn+1vn+1) = −tI2(g0v0, . . . , gn+1vn+1) if n is even .
This concludes the proof of (1).
Suppose now that there exist gi, gj such that gi, gj ∈ SO(n + 1), i 6= j.
The map ψ : Dn+2 → Dn+2 which acts on Dn+2 as g−1i (resp. g
−1
j ) on the
i-th (resp. j-th) factor of Dn+2, and as the identity on the other factors, is
a measure-preserving automorphism of Dn+2. Therefore, if g′i = g
′
j = 1 and
g′k = gk for every k /∈ {i, j}, then
eul(g0, . . . , gn+1) = eul(g
′
0, . . . , g
′
n+1) = 0 ,
where the last equality is due to the fact that eul is alternating, and g′i =
g′j. 
Definition 13.6. The (n + 1)-dimensional bounded Euler class is the
element
[eul]b ∈ H
n+1
b (GL(n + 1,R),R) .
By construction, thanks to Lemma 13.5 the (n+1)-dimensional bounded
Euler class satisfies
‖[eul]b‖∞ ≤ 2
−n−1 .
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13.2. Representing cycles via simplicial cycles
As mentioned above, in order to prove that the Euler class of a linear
sphere bundle is bounded, it is convenient to make simplicial chains come
into play. To this aim we introduce a machinery which is very well-suited
to describe singular cycles as push-forwards of simplicial cycles. We refer
the reader to [Lo¨h16, Section 5.1] for an alternative description of this
construction.
LetM be a topological space, and let z =
∑k
i=1 aiσi be an n-dimensional
cycle in Cn(M,R). Also assume that σi 6= σj for i 6= j. We now construct
a ∆-complex P associated to z (∆-complexes slightly generalize simplicial
complexes; the interested reader can find the definition and the basic prop-
erties of ∆-complexes in [Hat02, Chapter 2]; however, no prerequisite on
∆-complexes is needed in order to understand what follows).
Let us consider k distinct copies ∆n1 , . . . ,∆
n
k of the standard n-simplex
∆n. For every i we fix an identification between ∆ni and ∆
n, so that we may
consider σi as defined on ∆
n
i . For every i = 1, . . . , k, j = 0, . . . , n, we denote
by F ij the j-th face of ∆
n
i , and by ∂
i
j : ∆
n−1 → F ij ⊆ ∆
n
i the usual face
inclusion. We say that the faces F ij and F
i′
j′ are equivalent if σi|F ij = σi
′ |F i′
j′
,
or, more formally, if ∂ij ◦ σi = ∂
i′
j′ ◦ σi′ . We now define a ∆-complex P as
follows. The simplices of P are ∆n1 , . . . ,∆
n
k , and, if F
j
i , F
j′
i′ are equivalent,
then we identify them via the affine diffeomorphism ∂j
′
i′ ◦ (∂
j
i )
−1 : F ji → F
j′
i′ .
The only phenomenon that could prevent P to be a simplicial complex is
the fact that different simplices may share more than one face, and that
distinct faces of the same simplex may be identified to each other. In order
to exploit the properties of genuine simplicial complexes, we turn P into a
simplicial complex just by taking the second barycentric subdivision P of
P .
By construction, the maps σ1, . . . , σk glue up to a well-defined con-
tinuous map f : |P | → M , where |P | is the topological realization of P .
Moreover, for every i = 1, . . . , k, let σˆi : ∆
n → P be the simplicial simplex
obtained by composing the identification ∆n ∼= ∆ni with the quotient map
with values in |P |, and let us consider the simplicial chain zP =
∑k
i=1 aiσˆi.
By construction, zP is a cycle, and the push-forward of zP via f is equal to
z. If we denote by zP the second barycentric subdivision of zP , then zP is
a real simplicial cycle on the simplicial complex P . Moreover, f can also
be considered as a map from |P | to M , and the push-forward of zP via f
coincides with the second barycentric subdivision of our initial cycle z, thus
lying in the same homology class as z. We have thus proved the following:
Lemma 13.7. Take an element α ∈ Hn(M,R). Then, there exist a finite
simplicial complex P , a real simplicial n-cycle zP on P and a continuous
map f : |P | →M such that Hn(f)([zP ]) = α in Hn(M,R).
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13.3. The bounded Euler class of a flat linear sphere bundle
Let now π : E →M be a flat linear n-sphere bundle, and set Γ = π1(M).
We denote by
rM• : C•(M˜ ,R)→ C•(Γ,R) ,
r•M : C
•
b (Γ,R)
Γ → C•b (M˜,R)
Γ = C•b (M,R)
the classifying maps defined in Lemma 5.2. We know from Proposition 12.5
(and Remark 12.2) that E is (linearly) isomorphic to Eρ for a representation
ρ : π1(M)→ GL
+(n+1,R). We define the real bounded Euler class eRb (E) ∈
Hn+1b (M,R) of E as the pull-back of [eul]b via ρ (and the classifying map),
i.e. we set
eRb (E) = H
n+1
b (r
•
M ) ◦H
n+1
b (ρ
•)([eul]b) ∈ H
n+1
b (M,R) .
We are now ready to show that the real bounded Euler class of E is mapped
by the comparison map onto the Euler class of E. We first deal with the
simplicial case, and then we reduce the general case to the simplicial one.
Proposition 13.8. Suppose that M is a simplicial complex, and let z
be an (n+ 1)-dimensional simplicial cycle on M . Then
rn+1M (ρ
n+1(eul))(z) = 〈eR(E), [z]〉 .
Proof. Let q1, . . . , qN be the vertices of M , and for every i = 1, . . . , N
let us take an element vi ∈ S
n. After choosing a suitable trivialization of E
over the qi’s, we will exploit the vi to define a section over the qi’s. Then,
we will affinely extend such a section over the n-skeleton of M , and use the
resulting section to compute the Euler class of E. In order to do so, we need
to be sure that the resulting section does not vanish on the n-skeleton of M ,
and to this aim we have to carefully choose the vi’s we start with.
We fix points x0 ∈ M and x˜0 ∈ p
−1(x0) ∈ M˜ , and we identify Γ =
π1(M,x0) with the group of the covering automorphisms of M˜ so that the
projection on M of any path in M˜ starting at x˜0 and ending at g(x˜0) lies in
the homotopy class corresponding to g. We also choose a set of representa-
tives R for the action of Γ = π1(M) on M˜ containing x˜0, and we denote by
j : M˜ × Sn → Eρ = E the quotient map with respect to the diagonal action
of Γ on M˜ × Sn.
Let us now fix an N -tuple (v1, . . . , vN ) ∈ D
N . If vi 6= 0 for every
i, such an N -tuple gives rise to a section s(0) of E over the 0-skeleton
M (0) which is defined as follows: if q˜i is the unique lift of qi in R, then
s(0)(qi) = j(q˜i, vi/‖vi‖). We are now going to affinely extend such a section
over the n-skeleton of M . However, as mentioned above, this can be done
only under some additional hypothesis on (v1, . . . , vN ), which we are now
going to describe.
For every k-simplex τ of M , k ≤ n+1, we denote by τ˜ ⊆ M˜ the lift of τ
having the first vertex in R (recall that a total order on the set of vertices of
M has been fixed from the very beginning). Let now qji be the i-th vertex
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of τ . Then there exists gi ∈ Γ such that the i-th vertex τ˜i of τ˜ is equal to
gi(q˜ji). Moreover, we may choose the classifying map r
M
• in such a way that
rkM (τ˜ ) = (g0, . . . , gk)
(see Lemma 5.2). We now say that (v1, . . . , vN ) is τ -generic if the (k + 1)-
tuple
(ρ(g0)(vj0) = vj0 , ρ(g1)(vj1), . . . , ρ(gn)(vjk)) ∈ D
k+1
is generic. If this is the case and k ≤ n, then the composition
τ
l // τ˜
Id×a
// M˜ × Sn
j
// E ,
where l is just the lifting map, and
a(t0τ˜0 + . . .+ tkτ˜k) =
t0ρ(g0)(vj0) + . . .+ tkρ(gk)(vjk)
‖t0ρ(g0)(vj0) + . . .+ tkρ(gk)(vjk)‖
is a well-defined section of E over τ , which extends s(0).
We say that the N -tuple (v1, . . . , vN ) is generic if it is τ -generic for every
k-simplex τ ofM , k ≤ n+1, and we denote by Ω ⊆ DN the subset of generic
N -tuples. A similar argument to the proof of Lemma 13.4 implies that there
exist Borel subsets Ωi ⊆ D, i = 1, . . . , N , such that each Ωi has full measure
in D and
Ω1 × . . .× ΩN ⊆ Ω
(in particular, Ω has full measure in DN ). In fact, one can set Ω1 = D,
and define inductively Ωi+1 by imposing that v ∈ Ωi+1 if and only if the
following condition holds: for every (v1, . . . , vi) ∈ Ω1 × . . .×Ωi, the (i+ 1)-
tuple (v1, . . . , vi, v) is τ -generic for every k-simplex τ of M , k ≤ n+ 1, with
vertices in {q1, . . . , qi+1} (observe that it makes sense to require that an
(i + 1)-tuple is τ -generic, provided that the vertices of τ are contained in
{q1, . . . , qi+1}). It is not difficult to check that indeed Ωi has full measure
in D for every i.
Let us now pick an element v = (v1, . . . , vN ) ∈ Ω. Such an element
defines a family of compatible sections over all the simplicial k-simplices of
M , k ≤ n, which can be extended in turn to a family of compatible sections
over all the singular n-simplices in M . If we denote by ϕv the Euler cocycle
associated to this family of compatible sections, then Lemma 13.2 implies
that, for every (n+ 1)-dimensional simplex τ of M , we have
ϕv(τ) = t(ρ(g0)vj0 , . . . , ρ(gn+1)vjn+1) ,
where qji is the i-th vertex of τ , and
(g0, . . . , gn+1) = r
M
n+1(τ˜) .
Therefore, if z is a fixed real simplicial (n+ 1)-cycle, then
〈eR(E), [z]〉 = ϕv(z) ,
13.3. THE BOUNDED EULER CLASS OF A FLAT LINEAR SPHERE BUNDLE 201
so
(28) 〈eR(E), [z]〉 =
∫
v∈Ω1×...×ΩN
ϕv(z) ,
(where we used that the product of the Ωi’s has full, i.e. unitary, measure
in DN ).
On the other hand, for every (n+ 1)-simplex τ we have∫
v∈Ω1×...×ΩN
ϕv(τ) =
∫
v∈Ω1×...×ΩN
t(ρ(g0)vj0 , . . . , ρ(gn+1)vjn+1) dv
=
∫
vji∈Ωji
t(ρ(g0)vj0 , . . . , ρ(gn+1)vjn+1) dvj0 . . . dvjn+1
=
∫
Dn+2
t(ρ(g0)v0, . . . , ρ(gn+1)vn+1) dv0 . . . dvn+1
= rn+1M (ρ
n+1(eul))(τ) ,
(where we used again that Ωi has full (whence unitary) measure in D), so
by linearity
(29)
∫
v∈Ω1×...×ΩN
ϕv(z) = r
n+1
M (ρ
n+1(eul))(z) .
Putting together equations (28) and (29) we finally get that 〈eR(E), [z]〉 =
ϕv(z) = r
n+1
M (ρ
n+1(eul))(z), whence the conclusion. 
We are now ready to prove that, via the classifying map, the group
cochain eul indeed provides a representative of the Euler class of E, even in
the case when M is not assumed to be a simplicial complex:
Proposition 13.9. The cochain rn+1M (ρ
n+1(eul)) ∈ Cn+1b (M,R) is a
representative of the real Euler class of E.
Proof. By the Universal Coefficient Theorem, it is sufficient to show
that
rn+1M (ρ
n+1(eul))(z) = 〈eR(E), [z]〉(30)
for every singular cycle z ∈ Cn+1(M,R). So, let us fix such a cycle, and take
a finite simplicial complex P , a real simplicial (n+ 1)-cycle zP on P and a
continuous map f : |P | → M such that Hn+1(f)([zP ]) = [z] in Hn+1(M,R)
(see Lemma 13.7). Since z is homologous to Cn+1(f)(zP ), we have
(31) rn+1M (ρ
n+1(eul))(z) = Cn+1(f)(rn+1M (ρ
n+1(eul)))(zP ) .
Moreover, one may choose a classifying map
r•P : C
•(π1(|P |),R)
π1(|P |) → C•(|˜P |,R)π1(|P |) = C•(|P |,R)
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in such a way that the diagram
C•(Γ,R)Γ
r•
M

f•∗ // C•(π1(|P |),R)π1(|P |)
r•
P

C•(|M |,R)
C•(f)
// C•(|P |,R)
commutes, where we denote by f∗ the map induced by f on fundamental
groups. Therefore, if we denote by ρ′ : π1(|P |) → G the composition ρ
′ =
ρ ◦ f∗, then
Cn+1(f)(rn+1M (ρ
n+1(eul))) = rn+1P (f
n+1
∗ (ρ
n+1(eul))) = rn+1P ((ρ
′)n+1(eul)) .
Putting this equality together with (31) we obtain that
(32) rn+1M (ρ
n+1(eul))(z) = rn+1P ((ρ
′)n+1(eul))(zP ) .
On the other hand, the bundle E pulls back to a flat linear Sn-bundle
f∗E on |P |, and it readily follows from the definitions that f∗E is isomorphic
to the sphere bundle associated to the representation ρ′ : π1(|P |) → G just
introduced. Therefore, Proposition 13.8 (applied to the case M = |P |)
implies that
(33) rn+1P ((ρ
′)n+1(eul))(zP ) = 〈e
R(f∗E), [zP ]〉 ,
while Lemma 11.5 (the statement with integral coefficients implies the one
with real coefficients) gives
(34) 〈eR(f∗E), [zP ]〉 = 〈H
n+1(f)(eR(E)), [zP ]〉 = 〈e
R(E), [z]〉 .
Puttin together (32), (33) and (34) we finally obtain the desired equal-
ity (30), whence the conclusion. 
Putting together the previous proposition and Lemma 13.5 we obtain
the following result, which generalizes Corollary 12.12 to higher dimensions:
Theorem 13.10. Let π : E →M be a flat linear n-sphere bundle, and let
ρ : Γ → GL+(n + 1,R) be the associated representation, where Γ = π1(M).
Then the real Euler class of E is given by
eR(E) = c(e
R
b (E)) ,
where c : Hn+1b (Γ,R)→ H
n+1(Γ,R) is the comparison map. Therefore,
‖eR(E)‖∞ ≤ 2
−n−1 .
Theorem 13.10 has the following immediate corollary, which provides a
higher dimensional analogue of Milnor-Wood inequalities:
Theorem 13.11. Let E be a flat vector bundle of rank n over a closed
oriented n-manifold M . Then
|e(E)| ≤
‖M‖
2n
.
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Proof. By definition, we have
|e(E)| = |〈eR(E), [M ]〉| ≤ ‖eR(E)‖∞‖[M ]‖1 ≤ 2
−n‖M‖ .

We have shown that the Euler class of a flat linear sphere bundle is
bounded. By Proposition 2.18, this implies that such a class is bounded
even as an integral class:
Corollary 13.12. Let π : E → M be a flat linear n-sphere bundle.
Then the integral Euler class e(E) admits a bounded representative.
We conclude the section with the following:
Conjecture 13.13. Let π : E → M be a topologically flat sphere bun-
dle. Then eu(E) admits a bounded representative.
13.4. The Chern conjecture
By Bieberbach Theorem, closed flat manifolds are finitely covered by
tori, so they have vanishing Euler characteristic. Also the simplicial volume
of closed flat manifolds vanishes (see Section 8.14), and the vanishing of the
Euler characteristic may be interpreted also as a consequence of this fact.
Indeed, a flat n-manifold M admits an atlas whose transition maps are
(restrictions of) Euclidean isometries. Such an atlas induces a flat structure
on the tangent bundle TM of M , so by Theorem 13.11 we have
|χ(M)| = |e(TM)| ≤
‖M‖
2n
= 0 .
It is very natural to look for an extension of this result to closed affine
manifolds, that are manifolds which admit an atlas whose transition maps
are (restrictions of) affine isomorphisms. In fact, the tangent bundle of
affine manifolds is obviously flat, and it is reasonable to expect that affine
manifolds could share a lot of properties with flat ones. Surprisingly enough,
the attempt to generalize the above result to affine manifolds resulted in the
formulation of a long-standing open conjecture:
Conjecture 13.14 (Chern conjecture). Let M be a closed affine man-
ifold. Then χ(M) = 0.
Several particular cases of the Chern conjecture have been settled by now
(see Section 13.5 for a brief discussion of this topic). For example, thanks
to Kostant and Sullivan [KS75], the Chern conjecture is known to hold for
closed complete affine manifolds (also known as affine space-forms), i.e. for
compact quotients of the Euclidean space Rn with respect to the action of
free and proper discontinuous groups of affine isomorphisms of Rn.
One may even wonder whether the hypothesis of being affine could be
relaxed to the weaker condition of being tangentially flat, i.e. of having a flat
tangent bundle. We have observed above that any affine manifold is tangen-
tially flat, but the converse is not quite true: indeed, affine manifolds can be
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characterized as those manifolds whose tangent bundle admits a linear flat
and symmetric connection. The question whether the Euler characteristic
of a closed tangentially flat manifold is necessarily zero was explicitly raised
by Milnor [Mil58a] and Kamber and Tondeur [KT68, p. 47], and accord-
ing to Hirsch and Thurston [HT75] the answer was commonly expected
to be positive. Nevertheless, examples of tangentially flat manifolds with
non-vanishing Euler characteristic were constructed by Smillie in [Smi77]
in every even dimension bigger than 2. None of Smillie’s manifolds is as-
pherical, and indeed another open conjecture is the following:
Conjecture 13.15. The Euler characteristic of a closed aspherical tan-
gentially flat manifold vanishes.
Milnor-Wood’s inequalities may be exploited to prove the Chern conjec-
ture in dimension two:
Proposition 13.16. The only closed orientable surface admitting an
affine structure is the torus. In particular, the Chern conjecture holds in
dimension 2.
Proof. Let S be a closed affine surface. Since the tangent bundle of an
affine manifold is flat, putting together Proposition 11.12 and Theorem 12.14
we get
|χ(S)| = |e(TS)| ≤
|χ−(S)|
2
,
which readily implies χ(S) = 0. 
The boundedness of the Euler class in every dimension is the key in-
gredient of a simple proof of the fact that the Chern conjecture holds for
manifolds with an amenable fundamental group. The following straightfor-
ward argument first appeared in [BP92] (see also [HT75] for a different
proof).
Theorem 13.17. Let M be an affine manifold with an amenable funda-
mental group. Then χ(M) = 0.
Proof. Recall that the simplicial volume ofM vanishes by Corollary 7.12.
Therefore, if n = dimM , then by Theorem 13.11 we have
|e(E)| ≤
‖M‖
2n
= 0
for any flat vector bundle E of rank (n+ 1). In particular, we obtain
χ(M) = e(TM) = 0 ,
where the first equality is due to Proposition 11.12, while the second one to
the fact that the tangent bundle of any affine manifold is flat. 
In a recent preprint [BCL], Bucher, Connell and Lafont formulated the
following conjecture:
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Conjecture 13.18. If M is a closed manifold supporting an affine
structure, then ‖M‖ = 0.
Recall that the tangent bundle of any affine manifold admits a flat struc-
ture. Therefore, if n = dimM , then by Theorem 13.11 we have
|χ(M)| = |e(TM)| ≤
‖M‖
2n
.
As a consequence, Conjecture 13.18 would imply the Chern conjecture.
13.5. Further readings
The norm of the Euler class. We have seen that Ivanov-Turaev’s
n-dimensional Euler cocycle satisfies the inequality
‖eul‖ ≤ 2−n .
Of course, it is of interest to compute the exact seminorm of the bounded
cohomology class defined by eul, or even of the induced ordinary cohomol-
ogy class. Both tasks were achieved by Bucher and Monod in [BM12]:
after constructing a new bounded representative of the Euler class having
the same norm as Ivanov-Turaev’s one, the authors showed that, in even
dimension n, both the bounded and the unbounded Euler class have norm
equal to 2−n. In particular, Bucher-Monod’s and Ivanov-Turaev’s cocycles
both have the smallest possible norm.
A canonical bounded Euler class. Another natural question is whether
the bounded cohomology class defined by Ivanov-Turaev’s cocycle (or by the
cocycle constructed by Bucher and Monod) is in any sense canonical. It is
worth mentioning that the space Hnb (GL
+(n,R),R) has not been computed
yet: in particular, it is not known whether the classical Euler class is repre-
sented by a unique bounded cohomology class (i.e., whether the comparison
map Hnb (GL
+(n,R),R)→ Hn(GL+(n,R),R) is injective or not). Neverthe-
less, Bucher and Monod proved in [BM12] that the subspace of antisym-
metric classes in Hnb (GL
+(n,R),R) is one-dimensional, where a class is said
to be antisymmetric if conjugacy by an orientation-reversing automorphism
of Rn changes its sign. Since both Bucher-Monod’s and Ivanov-Turaev’s
cocycles are antysimmetric, this implies that the classical Euler class admits
a unique bounded antisymmetric representative, whose norm coincides with
the norm of the Euler class. As usual, the existence of such a canonical
bounded Euler class may lead to a refinement of the invariants determined
by the classical Euler class.
The Chern conjecture. As observed above, the boundedness of the
Euler class of flat bundles seems to provide a promising ingredient for an
approach to the Chern conjecture. Nonetheless, Conjectures 13.14 and 13.15
seem still quite far from being settled. Many attemps have been made to gen-
eralize Milnor-Wood inequality to other dimensions, but very little progress
has been made until very recently. In [BG11] Bucher and Gelander proved
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that the Euler class of flat bundles over closed oriented manifolds whose
universal cover is isometric to the product of two hyperbolic planes satisfies
an inequality of Milnor-Wood type, thus confirming both conjectures for all
manifolds which are locally isometric to a product of surfaces of constant
curvature. We refer the reader to [BG13] for other results in this direction.
With somewhat different methods, Bucher, Connell and Lafont recently
proved that the Chern conjecture holds for any aspherical affine manifold
for which the holonomy is injective, and contains at least one non-trivial
translation. Indeed, they proved that the simplicial volume of any such
manifold vanishes, and this suffices to get that also the Euler characteristic
does.
Finally, we would like to mention that, following a strategy which is
closer to the original circle of ideas that lead to the formulation of the
Chern conjecture, Klingler has recently proved that the Chern conjecture
holds for every special affine manifold [Kli] (an affine manifold is special
if its holonomy representation has values in the subgroup of affinities with
linear part of determinant 1).
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