The extended set-membership filter (ESMF) for nonlinear ellipsoidal estimation suffers from numerical instability, computation complexity as well as the difficulty in filter parameter selection. In this paper, a UD factorization-based adaptive set-membership filter is developed and applied to nonlinear joint estimation of both time-varying states and parameters. As a result of using the proposed UD factorization, combined with a new sequential and selective measurement update strategy, the numerical stability and real-time applicability of conventional ESMF are substantially improved. Furthermore, an adaptive selection scheme of the filter parameters is derived to reduce the computation complexity and achieve sub-optimal estimation. Simulation results have shown the efficiency and robustness of the proposed method.
INTRODUCTION
The problems of state or parameter estimation are commonly solved via stochastic approaches based on Bayesian theory, with some statistics assumptions such as white noise and known mean and covariance. However, in many cases, it is more practical to assume that the noises are unknown but bounded (UBB), especially when the bounds of noises can be obtained. In view of this, the set-membership filter (SMF), which computes a compact feasible set in which the true state or parameter lies only under the UBB noise assumption, provides an attractive alternative [1, 2] . The bound of state or parameter can be attained by using this guaranteed estimation method, which is required in many robust and optimal control approaches.
and are considered together with the process or measurement noises. Then a linear SMF algorithm is used and an ellipsoid estimation set is achieved. The true value is guaranteed to lie in the ellipsoid.
The nonlinear system considered here is in a form as
y k+1 = h(x k+1 )+v k+1 (2) where x k ∈ R n and y k+1 ∈ R m are the state and measurement vectors, respectively, f (·) and h(·) are nonlinear C 2 functions, w k ∈ R n and v k+1 ∈ R m are the process and measurement noise vectors, respectively, and they meet the conditions
where E(a, P) stands for an ellipsoid set as E(a, P) = {x ∈ R n : (x −a) T P −1 (x −a) 1} (4) where a is the center, x is any point within the ellipsoid, and P is a positive-definite matrix.
The initial estimation ellipsoid is defined as
wherex 0,0 and P 0,0 stand for the initial estimation of ellipsoid center and envelope matrix, respectively. At time k, the estimated ellipsoid is defined as
Then, at time k +1, k = 0, 1, 2, . . . , the ESMF algorithm [12] can be summarized as follows: 1. Calculate the state interval based on the ellipsoid extrema:
where the superscript i, j stands for the (i, j) element of a matrix. 2. Find the maximum interval for the Lagrange remainder using the interval analysis: Expanding the process function, Equation (1) (using one state for example) yields
where
is the gradient of the function, * 2 f /*x 2 k is the second derivative of the function and can take any value on an intervalX k where (x k −x k,k ) is defined. Then the interval of the Lagrange remainder is defined as
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. . .
where Hes i , i = 1, 2, . . . , n are the Hessian matrix of nonlinear function f (·) and the interval vector
Calculate the ellipsoid bounding the linearization error:
Then the ellipsoid of linearization error is defined as E(0,Q k ). 4. Calculate the final process/linearization error bound:
whereŵ k is the sum of the linearization error and w k , and
where Q k is a filter parameter to be chosen to minimize the ellipsoid E(0,Q k ). The observation model should be dealt with in the same way as computingŵ k in Steps (2)-(4) to attain the incorporated measurement noise:v
5. Calculate the state prediction ellipsoid E(x k+1,k , P k+1,k ) using the linear SMF filter, which is the direct sum of the predicted ellipsoid of the linearized model
where k is a filter parameter to be chosen to minimize the ellipsoid E(x k+1,k , P k+1,k ). 6. Calculate the updated state ellipsoid E k+1 = E(x k+1,k+1 , P k+1,k+1 ) using the linear SMF, which is the intersection of the predicted ellipsoid E(x k+1,k , P k+1,k ) and the observation set S y = {x : (y k+1 −h(x)) TR−1 k+1 (y k+1 −h(x)) 1}: 
where k is a filter parameter to be chosen to minimize the ellipsoid E(x k+1,k+1 , P k+1,k+1 ), and k is defined as
The linearization of the nonlinear system is
Special attention should be given to the following two problems. First, the values of the three parameters Q k , k and k can be optimized at each time step in an effort to find the smallest bounding ellipsoid. Some criteria such as minimizing the volume of ellipsoid or minimizing the trace of the bounding matrix can be used. Second, when k 0 in Equation (22), the uncertainty ellipsoid of Equation (21) is not defined. This will occur when the bound assumption of Equation (3) is not satisfied. That is, the practical state or noise is beyond the assumed bound. Thus, it provides an indication of the health of the algorithm.
UD FACTORIZATION-BASED ESMF (UD-ESMF)
The ESMF algorithm above suffers from several problems in practical usage. One of the major problems is numerical instability caused by the computer round-off error, which may seriously degrade the performance of the filter or even make it diverge. Another problem is that the selection of three parameters of ESMF, namely, Q k , k and k , may make the instability problem of the filter even worse in following two ways: (a) the envelope matrix P k,k is no longer positive definite; and (b) the gain computation of Equation (18) gets involved in inversion of singular or nearly singular temporary matrix W k . To solve this numerical instability problem, a UD factorization form is introduced into the original ESMF algorithm to ensure that the envelope matrix P is symmetrical and positive definite. Using the UD factorization technique [14] , the envelope matrix P is factored such that P =U DU T , where U is a unit upper triangular matrix and D is a diagonal matrix. In each step the factors will be updated instead of the envelope matrix P itself. As a result, the envelope matrix P will always be guaranteed to be positive definite, and the round-off errors caused by direct computation of P is avoided, leading to improved numerical stability.
In addition, a sequential update strategy is adopted for the measurement vector to transform the inversion of the matrix W k to the inverse computation of a scalar, which avoids large errors associated with singular matrix. The proposed algorithm is derived below.
Assume that the matrix P k,k at time k is positive definite with the UD factorization form of
, where U k,k is a unit upper triangular matrix and D k,k is a diagonal matrix. The noises are assumed to be uncorrelated for now, that is, the matrices Q k and R k+1 are diagonal. The situation where Q k and R k+1 are not diagonal is considered later in this section. Thus, the envelope matricesQ k andR k+1 of the virtual noisesŵ k andv k+1 are also diagonal from Equations (13) and (14) .
For the prediction stage, define
From (15) and (16), we havê
where U k+1,k and D k+1,k can be computed by the modified weighted Gram-Schmidt orthogonalization [14] .
For the update strategy, the measurement vector is sequentially processed from component to component. First, define
Given the initial condition of the sequential update strategȳ
and assuming that the UD factors ofP k+1,k+1 obtained by the (i −1)th measurement component areŪ
k+1,k+1 , we define the following intermediate variables in order to compute the UD factors with the ith measurement component: 
From Equation (23), the UD factors ofP i k+1,k+1 can be obtained:
whereŨ andD are the UD factors of the matrix
WhenQ k is not diagonal, we can assume that its UD factors areQ k =U Q D Q U T Q . Then Equations (24) and (25) will be replaced by 
and h a (·) is a nonlinear function to replace h(·).
The iterative steps of the UD-ESMF can be summarized as follows:
Steps (1)- (4): Same as those listed in Section 2.
Step (5): Equations (15) and (16) are replaced by Equations (24)-(27).
Step ( By comparing the above iterative steps with those of normal ESMF outlined in Section 2, we can see that in each step, the envelope matrices P k+1,k and P k+1,k+1 are not computed explicitly now but replaced by their UD factors. Because the special configuration of the UD factors can be maintained in each step, that is, U factor is a unit upper triangular matrix and D factor is a diagonal matrix, from the theories of UD factorization, the envelope matrices that can be computed by their UD factors can always be guaranteed to be positive definite according to (27) and (33). Besides, the inversion of the matrix W k is transformed to the inverse computation of a scalar by a sequential update strategy, which avoids large computation errors associated with singular matrices. As a result, the numerical stability is therefore greatly improved.
It should also be noticed that the sequential update strategy in step (6) of UD-ESMF can also reduce the computation load, especially when the dimension m of observations is large. A significant portion of the overall computation load is to calculate the inverse of the matrix W k , which is O(m 3 ). With the sequential update strategy, it is now transformed to the division of a scalar and the computation load is reduced to O(m). Other matrix computations in the update stage are mostly transformed to scalar computation, which also counteracts the extra computation load produced along with the sequential strategy such as the orthogonalization computation of UD factors. In addition, with the sequential update strategy, the filter can work correctly even when some observations are unavailable due to sensor fault.
Besides, the computation load of ESMF can be further reduced by some other methods such as selective update strategy proposed below. From step (6) in Section 2, the updated state ellipsoid E k+1 = E(x k+1,k+1 , P k+1,k+1 ) is the intersection of the predicted ellipsoid E(x k+1,k , P k+1,k ) and the observation set S y , that is,
thus,
In the case of
we have
Equation (44) indicates that the update step at time k +1 can be saved if this condition is met. However, the condition of Equation (43) cannot be checked easily in practice. In order to give a convenient criterion to realize the selective update, some looser criteria have to be made. There are some studies focusing on the issue of selective update criterion, such as by minimizing the upper bound of the performance index for linear SMF [6] and minimizing the volume of the intersection ellipsoid [15] . Here we propose a simpler criterion:
where is a parameter to be selected. It has to be selected carefully according to the initial assumption. Normally, larger can increase the chance of not updating but will lead to larger estimation bounds. Namely, there is a trade-off between 'update saving' and conservative estimation. The simulation in Section 5 shows that, when the over estimation of noise is small, such as below 5%, we can choose = 1. Therefore, under the condition of Equation (45), the center of the predicted ellipsoid E(x k+1,k , P k+1,k ) lies in the set S y , and only the prediction step is required. The update step can be saved, while ESMF still guarantees the bound estimation.
ADAPTIVE SELECTION OF THE FILTER PARAMETERS
In this section, an adaptive selection strategy of the three parameters Q k , k and k will be proposed to improve the performance of the filter.
First considering the parameters Q k and k , an optimal direct sum of two ellipsoids is proposed below. Without loss of generality, assume that the two ellipsoids are defined as E(a 1 , P 1 ) and E(a 2 , P 2 ), while the covered ellipsoid of their direct sum is E(a, P). Then a and P can be selected as
The goal of optimization is to choose a proper to make the covered ellipsoid satisfy some criteria such as minimizing det(P) or minimizing the trace Tr(P) [15, 16] . Here, the latter is chosen for the simpler form and better robustness. Define = arg min
According to [16] , the optimal can be selected as
The parameters Q k and k can be updated adaptively according to Equation (48). For Q k , we compute the direct sum of two ellipsoids E(0, Q k ) and E(0,Q k ). And for k , the direct sum of two ellipsoids To determine the value of the parameter k , the matrix P k+1,k+1 is computed as
Because of the complex form of the ellipsoid S y , it is difficult to optimize the parameter k by minimizing the volume or trace of the ellipsoid (det(P k+1,k+1 ), ln det(P k+1,k+1 ) or Tr (P k+1,k+1 ) ). Some sub-optimal criterion has to be used. Here the criterion for minimizing the upper bound of the performance index k is selected to adaptively update k according to Lemma 1:
Lemma 1
By minimizing k for computing the optimal observation update factor k , there exist two positive constants c 1 and c 2 , which ensure that the following relations hold [6] :
Lemma 1 reveals that minimizing the upper bound of k results in the minimization of the upper bounds on interpretable ellipsoidal volume and trace. These results show that, although using k minimization, the determinant and trace are not minimized, they are upper bounded by minimized upper bounds in each step. Thus, it is a sub-optimal but efficient method, which can greatly decrease the computation complexity of the original algorithm.
The upper bound of k is¯
where p m and r m are maximum singular values of the matrix
The minimal upper bound can be computed as¯
Equation (55) is an adaptive update algorithm of k . For the sequentially updated UD factorizationbased algorithm, a simpler result can be derived by minimizing in Equation (30) for each component of measurements according to Equation (34). The expression of can be transformed to
are positive constants. Minimizing yields
when
The above equation will replace Equation (55) for sequential update algorithm. Thus, the criteria described in Sections 3 and 4 are incorporated into the final UD factorization-based adaptive filter (AESMF).
SIMULATION
The proposed AESMF is tested by simulation to estimate the motion states and slip parameters of a tracked mobile robot as shown in Figure 1 . A general kinematics model of the tracked vehicle with consideration of slip is developed in the following. In order to describe the motion of the tracked vehicle, define a fixed reference frame Then the discrete-time process model is
where b is the distance between the midpoints of the two tracks; r is the radius of the wheels, which drive the tracks; T is sampling interval; L ,k and R,k are the angular velocities of the 
The slip parameters are often unknown in practice; hence, they are modeled as follows:
where p k ∈ R p is the parameter vector, w k ∈ R p is the additive process noise that drives the model. The constants in the model of Equation (60) are chosen as b = 0.65 m; r = 0.35 m; T = 0.1 s. The duration of the simulation is 20 s. The process and measurement noises are both 5% of nominal value and uniformly distributed. In order to demonstrate the tracking performance, abrupt changes are simulated to occur in the three slip parameters at time t = 10 s. In the simulation, the normal ESMF and the proposed AESMF are compared in terms of stability, performance and computation load.
The stability improvement of the AESMF over ESMF is demonstrated clearly in Figures 2-4 , which are the comparisons between an unstable case of ESMF and the proposed AESMF in parameter estimation, bound estimation and performance index, respectively. In each figure, the results of ESMF are in (a), while those of AESMF are in (b), and the x-axis is the simulation time in seconds. The dashed line indicates the true value of states or parameters; the dash-dotted line is the estimation of normal ESMF; and the solid line is the result of the proposed AESMF. Figure 2(a) shows that, at t = 2 s, parameter estimations by the unstable ESMF diverge, and the parameters remain with some values and never change again. This is because the temporal matrix W k is nearly singular and the inversion computation causes large errors. Besides, the filter will also diverge if the envelope matrix P k,k is no longer positive definite or negative elements appear in the diagonal. It can be seen that the index performance at t = 2 s in Figure 4 (a) is still positive, which means that the initial noise assumption is still satisfied; hence, in Figure 3 (a) the bound estimation does not diverge at t = 2 s. Figure 2(b) shows that AESMF remains stable at t = 2 s, which indicates that the UD factorization successfully solves the numerical instability problem of the normal ESMF.
When abrupt changes occur in the three parameters at t = 10 s, the performance index k in Figure 4 (a) becomes and remains negative, which means that the initial noise assumption is no longer satisfied. As a result, the bounds in Figure 3 (a) diverge rapidly to 10 41 and ESMF cannot generate the correct estimation at all. The proposed AESMF, on the other hand, can handle this problem very well by its UD factorization mechanism. Figure 4(b) shows that the performance index returns to positive value after a short period of adaptive modification, although it does become negative due to the abrupt changes that occurred at t = 10 s. After that, the estimation of AESMF can track its true value and the estimated bound covers the true value closely.
Besides the improvement in stability with the proposed AESMF, some other aspects are also compared between the stable case of ESMF and AESMF. The state and parameter estimations, as well as the performance index of a stable ESMF and AESMF, are presented in Figure 5 , where the dashed line is the true value, the dash-dotted line is the result of a stable case of ESMF and the solid line is the result of AESMF.
Three aspects are compared between stable ESMF and AESMF: (a) accuracy of both state and parameter estimations; (b) bound estimation of parameters; and (c) CPU time cost. To do this, the prediction accuracies of state and parameter are defined by the following root mean square criteria:
where x i (t) andx i (t) are the true and estimated states, respectively, p i (t) andp i (t) are true and estimated parameters, respectively, and N x and N y are the relative dimensions. The quantified performance of ESMF and AESMF is listed in Table I . All the data in Table I Table I , we can see that in the case of a stable ESMF, the prediction accuracies of the two filters are very similar. This indicates that the UD factorization combined with the sequential and selective measurement update strategy as well as the adaptive mechanism does not degrade the estimation accuracy of ESMF.
On the other hand, the bounds estimated by AESMF in Figure 5 (c) are smaller than those by ESMF, which means that the estimated ellipsoids are smaller in AESMF. This is due to the fact that the three parameters are kept constant in ESMF, while in AESMF they are updated by the adaptive mechanism. As for the CPU time cost, the calculation of each step running by Matlab 6.5 on Pentium-IV PC needs 33.48 ms for AESMF, about 21.6% faster than that of ESMF, which is about 42.71 ms. This is benefited from the sequential and selective measurement update strategy proposed in this paper.
CONCLUSION
In this paper, a UD factorization-based adaptive set-membership filter is proposed for the joint state and parameter estimation of nonlinear systems. The normal ESMF is enhanced by UD factorization, sequential and selective measurement updating and adaptive selection of the filter parameters. This improves the numeric stability, reduces computation complexity and realizes the sub-optimal bound-guaranteed performance of normal ESMF. The proposed algorithms are presented and analyzed in detail, and extensive simulations are carried out to perform joint state and parameter estimation of a tracked mobile robot and to make comparisons between the normal ESMF and the proposed AESMF. It has been demonstrated that the proposed AESMF successfully solves the numeric instability problem, realizes the sub-optimal estimation and also improves the real-time applicability without losing estimation accuracy of the normal ESMF.
