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In this work, a comprehensive study of an existing anomaly detection framework
has been carried out. After identifying current challenges in the field of anomaly
detection in video sequences, an existing framework has been selected for its im-
plementation and evaluation. A set of video sequences containing anomalies from
common surveillance scenarios have been selected from publicly available datasets.
The system has been evaluated on these video sequences in order to identify existing
shortcomings. Improvements to the original algorithm have been proposed in order
to address the observed limitations. Finally, the performance of the proposed changes
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Nowadays, there is a growing demand for automated surveillance systems due to
heightened security concerns. Technological advances and reduced costs have led
to an accelerated deployment of surveillance cameras, both in public and private
facilities. Traditionally, the monitoring task is performed by human operators who
have to visually inspect video feeds from multiple cameras at the same time. However,
it has been shown that even dedicated personnel are a ected by a diminished visual
attention after long periods of staring at monitor screens [1]. This hinders their ability
to detect and react to potential threats in real-time [2], turning current surveillance
systems into mere recording devices that are used only for post-event video forensics
[3]. For these reasons, real-time event recognition in video surveillance has gained
interested as a research topic over the last decade. Automated video surveillance can
assist human operators in identifying potential threads, as well as issuing appropriate
response where needed.
In this context, human activity recognition has been widely studied in the lit-
erature. Most approaches in this field explicitly model certain events a priori, and
therefore their application is limited to the detection of these events, usually in con-
trolled scenarios. Examples of event detection include abandoned object detection,
or trespassing of forbidden areas. More recently, there has been increased focus on
anomaly detection without explicit modeling. Behind this surge of interest, is the
fact that events of interest in video surveillance scenarios are sparse and hard to
predict, and therefore it is impossible to train a system to cover all possible cases of
anomalous events.
Common to these techniques is the underlying assumption that anomalous events
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are characterized by their low frequency of occurence when compared to normal
events.
1.2 Objectives
The main objective of this Masters Thesis is to develop a framework for the detection
of anomalous events in video sequences and to evaluate its performance on scenarios
that pose challenges for current approaches in the literature. After a comprehen-
sive study of the literature, one anomaly detection algorithms will be selected for
its implementation and improvements will be proposed. In particular, contextual
and behavioural methods will be taken into consideration for their evaluation. The
following sub-goals are defined:
• Compilation of a video data set for anomaly detection: this set should be
comprehensive and cover a wide variety of scenarios in terms of types of events,
objects, object clutter and crowds.
• Selection of a base algorithm for its implementation: an anomaly detection
algorithm will be selected and implemented.
• Improvements of base algorithm for challenging scenarios: after a preliminary
evaluation of the algorithm on the data set, key challenging areas will be iden-
tified, and improvements will be explored.
1.3 Document Structure
This document is structured as follows:
• Chapter 1. This chapter presents the motivation of objectives of this Masters
Thesis.
• Chapter 2. In this chapter, an overview of the literature related to the field of
anomaly detection in video sequences is presented
• Chapter 3. This chapter describes the selected algorithm for its implementation
and evaluation
• Chapter 4. In this chapter, an evaluation of the performance of the base system
on common surveillance scenarios is presented.
• Chapter 5. This chapter describes the proposed enhancements to the base
system, in order to provide robustness against challenging scenarios.
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• Chapter 6. This chapter presents the evaluation of the proposed modifications
to the base system on di erent scenarios.
• Chapter 7. This chapter summarizes the main contributions of this work, dis-
cusses the results obtained and provides suggestions for future lines of research.
Chapter 2
State Of The Art
2.1 Introduction
Recognition and understand of human activity in video have gained considerable
research attention due to the potential application in various domains [4], such as
video surveillance and monitoring, human-computer interfaces, content-based video
analysis and behavioural biometrics. In video surveillance, the main objective is to
be able to detect events of interest to aid security personnel. In the literature, we
can find works that perform event detection by learning patterns for specific events
depending on the domain. Many of the works in this area take a traditional pattern
recognition approach by explicitly modelling the events of interest based on a priori
knowledge. Examples include parking in restricted areas [5], detection of abandoned
objects [6], and suspicious interactions with objects [7].
More recently, there has been a paradigm shift [8] towards detection of anomalous
events. Intuitively, an anomaly is a pattern that does not follow expected normal
behaviour in a given context [9]. The anomaly detection problem has been studied in
the literature in very diverse application domains [9]. For example, anomalous tra c
patterns in a computer network may indicate an intrusion attempt which could be
thwarted if measures are taken in time; in medical imaging, detecting anomalies could
aid in the diagnosis of certain conditions; anomalous credit card transactions can also
indicate fraudulent activity and prompt banks to block them to prevent financial loss.
In video surveillance, pattern recognition techniques are often the desired ap-
proach to perform event detection and behaviour understanding, by modelling anoma-
lous events from training data. Detection is performed by finding patterns in new
observations that conform to the previously obtained model. In contrast, in anoma-
lous event detection, a model of normal behaviour is developed statistically and
4
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anomalies are detected by finding patterns that deviate from the model.
By specifically targeting events of interest, the more traditional approaches are
able to provide high level descriptors of events occurring in the scene. These tech-
niques construct models from training data that contain instances of the targeted
anomalies, and attempt to classify as anomalies new unseen instances. Their main
limitation, however, is their inability to cope with unknown behaviour, and are gen-
erally only applicable in certain controlled scenarios. Anomaly detection techniques,
in contrast, are able detect arbitrary anomalies that di er from a previously obtained
model of normality. While this approach broadens the amount of events that can be
detected, it still poses significant challenges depending on how normality is defined.
Additionally, these techniques are unable describe "what" has occurred, and would
require further stages of analysis to provide higher level descriptors.
The rest of this chapter is structured as follows. Sections 2.2 and 2.3 cover the
definition of an anomaly and a discussion on the di erent ways in which anomalies
that can be defined. In section 2.4, a discusion on current challenges in anomaly
detection techniques. In section 2.5, a brief discussion on di erent types of features
is introduced. In section 2.6 a review of approaches that rely on object trajectories
is presented, while alternative approaches are reviewed in section 2.7. Section 2.8
discusses current evaluation frameworks for validating existing approaches. Finally,
concluding remarks are presented in section 2.9.
2.2 What is an anomaly
In spite of the diversity of solutions and applications, there is a lack of agreement
on how anomalies are defined. In the literature, anomalies have been referred to
as “unusual events” [10], “anomalous events” [11], “abnormality” [12], “suspicious
activities” or “irregularities” [13].
In broad terms, we can define an anomaly as an observation that does not follow
expected normal behaviour [9]. For video sequences, anomalous events can be seen
as motions or sequence of motions that stand out in their surrounding context in
space and time [8]. This enables a statistical treatment of anomaly detection, by
considering anomalies as events of low probability with respect to a probabilistic
model of normal behaviour. [9][14].
This definition has certain implications that limit which anomalies can detected.
Firstly, it makes anomalies dependent on a given context. An event that is anomalous
at a certain moment, may be perfectly normal at other times. Such is the case of
tra c interactions, in which certain actions are only allowed given certain conditions
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like the state of tra c lights. Secondly, the anomalous events that can be detected
are directly limited by the features and the scale at which normality is defined[14].
E.g., an event that is anomalous at a certain scale may be perfectly normal at a
di erent scale.
As a result of the di erent ways in which anomalous events can be defined, very
diverse approaches can be found in the literature.
2.3 Types of anomalies
Depending on the levels of spatio-temporal context and which anomalous events
are modelled, we can broadly distinguish between the following di erent types of
anomalies [9].
Point anomalies indicate that the values of extracted features at a specific location
deviate significantly from what is considered normal. Therefore, these anoma-
lies do not take into account past values or the information given by nearby
objects or points. If one models the normal velocities of moving objects at all
locations in the scene, any object that displays a velocity that does not fit the
model can be considered an anomaly. This includes, for example, detecting
motion of objects at unusual locations.
Contextual anomalies consider information from the temporal context (the se-
quence of events), or the spatial context (nearby objects). Anomalies that take
into account the temporal context, also called sequential anomalies, analyse ir-
regularities in the temporal sequence of a given extracted feature. For example,
in tra c sequences, a car making an illegal turn at an intersection may display
"normal" velocity as it passes through it, as it trajectory will partially overlap
di erent normal tra c paths. However, the trajectory itself is anomalous as
it does deviate from the predefined path from that direction. For anomalies
in the spatial context, information from nearby objects is taken into account.
For example, the authors in [15] analyse the avoidance strategies of nearby
people to detect anomalies in walking paths. In [11], the authors consider co-
occurrence anomalies, by detecting paris of events that do not usually occur
simultaneously.
These distinctions highlight the fact that anomalies are heavily dependent on the
given context, and can be arbitrarily complex depending on the features extracted.
As a result, it becomes di cult to directly compare diverse solutions found in the
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literature. Depending on the capabilities of the algorithms, di erent sets of anomalies
can be found on the same datasets.
2.4 Challenges
While anomalous events are easy to define intuitively, there are a number of factors
that pose challenges to anomaly detection techniques:
- The definition of anomaly is heavily dependant on how normality is mod-
elled and which features are extracted. In particular, context, features,
and the scale at which features are extracted will ultimately determine
which anomalies can be detected.
- A non stationary context may alter normality at di erent times in a given
scenario. A robust detection system should be able to adapt to changing
dynamics to account for these changes.
- Anomalous events are generally infrequent, sparse, and unpredictable
[14]. This makes the examples found in training sequences limited in
number. In particular, validation of techniques becomes a challenge if
the number of anomalous events are insu cient.
2.5 Features
According to [8], we can distinguish between pixel based abstractions (features ex-
tracted at the pixel level) and object-based abstractions (features associated with an
object or blob).
Among pixel-based abstractions, we find approaches that capture spatio-temporal
features such as pixel change frequency and pixel change retainment [16], filling ratio
of foreground pixels [17], histogram of pixel change frequency [18], gradient magni-
tude [13], accumulation of pixel di erences [19]. Motion features are also common,
extracted by optical flow techniques at the pixel level [20][21].
Among object-based abstractions, they can either be derived from appearance fea-
tures or motion features. Among appearance features, we can include blob size[22][21]
[23][17] and texture [21]. Motion features derived from object tracking are widely pop-
ular. Object tracking produces trajectories as a sequence of object location over time.
From these, di erent features such as velocity/speed [24][11], and moving direction
or orientation [22][25][20] can be extracted.
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Among existing techniques, we can make a broad distinction between approaches
that rely on extracted object trajectories, and those that do not [8][25]. The former
imply preprocessing modules for object segmentation and tracking, whereas the later
rely on other object features, or pixel-based abstractions.
2.6 Approaches based on object trajectories
Several approaches found in the literature for anomaly detection in video sequences
employ information extracted from object trajectories, i.e., the temporal sequence
of locations of a given object in the scene. Therefore, these techniques require a
pre-processing stage in which moving object detection and object tracking are per-
formed. Generally, background subtraction is employed for moving object detection
and existing tracking techniques can be applied to extract object trajectories.
The main advantage of trajectory-based techniques is the possibility of construct-
ing models in a fully unsupervised manner, i.e., labeling training data is not required.
By considering anomalies as events with low frequency, clustering methods can be
applied to discard outliers [11]. This is done by clustering trajectory paths to model
“normal” trajectories. Anomalies are then detected by computing the distance of
new unseen trajectories to existing “normal” cluster centroids. Those that are far
enough from clusters are considered anomalous trajectories.
In [26] the authors propose a method in which trajectories are modelled as Hidden
Markov Models (HMM) and grouped with hierarchical clustering. A similarity metric
between HMMs is designed to determine the distance to clusters. A similar approach
is taken in [27], which applies two-layers of hierarchical clustering to trajectories that
are represented as a set of feature vectors that include location, velocity and size. The
authors propose two similarity measures to detect point anomalies, by computing the
probability of an anomaly when an object enters point k; and contextual anomalies,
by computing the probability for an entire trajectory of being an anomaly. ).
In [28], each trajectory is summarized as the parameters of a quadratic curve.
At every spatial point, a Gaussian Mixture Model (GMM) is used to model the
motion patterns of trajectories that pass through that point. For new observations,
anomalies are detected as motions that display a low probability as predicted by
the GMM model. The authors include appearance information by distinguishing
between cars and pedestrians. However, the application of this technique is limited
to constrained scenarios where the trajectories can be simplified as quadratic curves.
The authors in [23] generate a probability density function (PDF) from a Kernel
Density Estimation (KDE) model for each pixel location in the image, taking object
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location as well as size features. New observations are detected as anomalies if they
have a low probability as predicted by the pdf. A similar approach is described by [29],
in which object locations and transition times are employed to estimate a probability
density function using a GMM model.
In [11], the authors extract motion related features (location, moving direction
and velocity) and devise di erent strategies for point-anomaly detection, sequential
anomaly detection (temporal context) and co-occurrence anomaly detection (spatial
context). The first are addressed by computing histograms of features, and con-
sider observations with low probability as anomalous. For sequential anomalies, the
authors apply the data-mining CloSpan algorithm [30] to obtain the frequency of
di erent sequences of feature vectors. For co-occurrence anomalies, HMM models
are used.
These techniques are a ected by challenging scenarios in which background sub-
traction and object tracking do not perform well. In particular, background sub-
traction performs poorly in crowded scenes, as well as situations with non-stationary
backgrounds and sudden illumination changes. Object techniques often find di cul-
ties in crowded scenarios in which occlusions are frequent, resulting in inaccurate
tracks that impact the subsequent anomaly detection analysis negatively. Tracking
does not scale well with object clutter, as it increases computational complexity and
thus it is unsuitable for real-time applications.
2.7 Approaches based on pixel level abstractions
To overcome the limitations of techniques that extract motion features from trajec-
tories, a number of methods have been recently proposed that do not use tracking
and work at either the pixel or the region level by dividing the image in blocks. level.
Some techniques do, however, incorporate features from the objects passing through
pixel locations in the image, and therefore object segmentation is also required to
extract these features.
In [18], the authors first slice the video in short sequences that are assumed to
contain one event. This limits the applications of this approach and also makes it
unable to locate the anomaly in space. After performing background subtraction,
they compute a spatial histogram by blocks depicting object motion. Applying tech-
niques from document-keyword clustering, the authors compute the co-occurrence of
extracted features in video segments. Video segments that are su ciently dissimilar
from others are classified as anomalies.
In [13], a spatiotemporal video patch descriptor is computed for patches in the
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image, which contains information from the spatial gradient at di erent spatial scales.
A set of patches at di erent scales is extracted in the training phase to construct a
database. For new observations, the authors propose to make use of a method to
compose the patches of observed regions from patches in the database. If the new
observations cannot be recomposed or if they can only be composed using the smallest
patches, they are considered anomalous. Additionally, a strategy to progressively
update the database of “normal” behavior is described.
The authors in [19] present a method to characterize the amount and location of
motion inside a video segment (a collection of frames belonging to the same scene.
These are described by proposed magnitudes “Total Motion” and “Average Motion”,
computed from the data obtained by background subtraction to spatially locate mo-
tion in video frames. Hierarchical clustering is then used to obtain the cluster cen-
troids of normal events. For new observations, they are detected as anomalies if the
distance to the closest cluster is above a threshold.
In [16], the authors extract two di erent pixel-wise features: pixel change fre-
quency (number of transitions between foreground and background in a given time)
and pixel change retainment (amount of time a pixel is considered as moving fore-
ground). For noise reduction, these features are down sampled into an 8x8 super-pixel
containing the average values. Similar to other approaches, the authors attempt to
compute the posterior probability of an observation given past events. This is done
in a Sequential Monte Carlo framework by modeling events as HMMs. Aside from
point anomalies, this technique is able to detect contextual anomalies. However, this
method requires substantial supervision as labeled instances of normal behavior are
required.
The work proposed in[31] extracts texture information from patches in the non-
stationary parts of the video. Patches are clustered into one of two behavior cate-
gories: A and B. Patches roughly correspond to moving blobs. Contextual informa-
tion for each blob is extracted by taking into account the categories of the nearest
blob neighbors. This approach shows good results on test sequences, however, the
number of behavior categories or clusters is arbitrarily chosen for the application do-
main (bi-directional pedestrian motion in [31]) and may behave di erently in other
application domains.
The authors in [24] describe a Point-wise Motion Image in which motion infor-
mation is coded in each color component (speed, orientation and motion duration,
respectively). A correspondence measure is developed to detect anomalies in a given
PMI. This technique is only capable of detecting point anomalies as it does not take
into account sequential information.
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Authors in [20] start from low level features from moving pixels: position and
motion direction (from optical-flow). Quantized position and motion direction are as-
signed a word from a codebook. Unsupervised learning is employed, using techniques
from language processing for clustering (Hierarchical Bayesian Models). Similar to
other approaches, unseen observations are considered anomalies if they have a low
likelihood. Additionally, anomalies based on interactions can be detected.
In [32], a framework for detecting di erent types of anomalies in video sequences is
described. Pixel activity is model by a binary Markov chain that associates a feature
vector (size, shape, motion) with the moving state. The transitions between moving
and background states, along with the associated features, provide a statistical model
for normal activity. For point-based anomalies, the authors take an approximation
to the probability density function of normal activity from the model and classify
unseen observations as anomalies based on low probability. For spatial co-occurring
anomalies, Markov Random Fields (MRFs) are incorporated into the framework.
Furthermore, the authors describe a framework for multicamera anomaly detection.
The aforementioned approaches pose significant advantages in scenarios in the
presence of clutter, when compared to those that rely on tracking information. How-
ever, the proposed solutions are diverse in terms of contextual depth and the anoma-
lies that can be detected, which makes it di cult to compare di erent techniques.
2.8 Evaluation methods
As mentioned in section 2.3, context and features determine the type of anomalies
that di erent techniques are able to detect. Di erent solutions found in the literature
target di erent anomalies, thus making it di cult to objectively compare approaches.
In order to perform validation, an anomaly detection method must be tested on a
data set of test sequences that contain instances of previously annotated anomalies.
However, this process poses di erent challenges. Firstly, the concept of anomaly
varies on each approach depending on the features extracted and whether or not
contextual information is employed, which may even result in di erent anomalies
being defined on the same datasets [8]. Therefore, establishing a ground truth is
heavily reliant on subjective perception. Secondly, as mentioned in Section 2.4, the
availability of anomalies in video datasets is scarce due to their infrequent nature,
making it di cult to provide statistically significant performance metrics.
Due to these challenges, some authors have had to providing subjective perfor-
mance assessments. In other works, authors manually annotate sequences from video
datasets in order to provide performance metrics (precision/recall).
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For approaches that consider the detection of anomalous trajectory paths, the
work is simplified by annotating the ground truth of extracted paths in test se-
quences [29] [26] [23] [11]. However, there is no unified criteria on which paths are
to be considered anomalous, and in some cases authors do not provide a criteria at
all. In [29], ground truth is provided by three di erent subjects on the same set of
trajectories. In approaches that perform clustering of trajectories, some authors [33]
simply consider clear outliers are anomalies.
For approaches based on pixel-level abstractions, ground truth becomes more
di cult to elaborate as it should label anomalous pixels in individual frames. In [34],
the authors propose an evaluation framework for anomaly detection, consisting of
ground-truth at di erent levels: frame level and pixel level. Frame level evaluation
considers a correct detection if at least one anomalous pixel is found in a frame
labeled as anomalous, without verifying the actual location of the anomaly. For pixel
level evaluation, localised detections are compared to ground truth masks. A correct
detection is considered if at least 40% of anomalous pixels are labeled correctly. Other
authors ([35] [25]) have followed the same evaluation framework, and have been able
to provide performance comparisons of di erent approaches on the same datasets,
made public by [34].
2.9 Conclusions
Traditional pattern recognition approaches that perform event detection by modelling
events of interest, are often domain specific and cannot be generalised for di erent
applications. A recent paradigm shift towards anomaly detection consists on de-
tecting anomalies by extracting the events in video sequences that di er from the
surrounding spatio-temporal context. These approaches have a promising potential
for their application in video-surveillance, in which it is often events that are "out of
the ordinary" that human operators are more interested in detecting. In some cases,
these events may have never been seen before.
However, anomaly detection poses challenges regarding how an anomaly is de-
fined. While this has generated a great diversity of approaches, di erent techniques
target di erent types of anomalies regarding context and and the features that are
extracted, resulting in somewhat opposing definitions of anomalies. Additionally, the
detection of more complex anomalies that involve complex spatio-temporal relation-
ships between objects in the scene remains a challenge.
The diversity in existing techniques has also made it di cult to objectively com-
pare the performance of di erent approaches. Apart from the di culties derived
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from considering anomalies from a subjective point of view, there exists no unified
criteria on how to elaborate ground truth for existing datasets. All these factors,
along with the the infrequent nature of anomalous events in video sequences, have





As discussed in 3, many authors perform anomaly detection by analysing the motion
patterns extracted from single object trajectories. By employing object level abstrac-
tions, these techniques are capable of summarising activity in the scene in a period of
time as a set of object trajectories. As previously mentioned, this makes it possible
to construct models for normality in a fully unsupervised manner, by considering
paths with low probability as anomalous. As an additional advantage, performance
evaluation metrics can be obtained more easily, as ground truth can be constructed
by manually labelling single trajectories rather than pixel regions in each frame.
However, object tracking poses significant challenges. Firstly, it is computation-
ally intensive, which makes real-time execution di cult. Secondly, performance of
current object tracking techniques is poor on scenarios with a high density of moving
objects. Additionally, object occlusions can lead to inaccurate tracking. Tracking in-
accuracies are potentially carried over to other stages of analysis, ultimately leading
to a poor detection of anomalous events [32].
Approaches that work on pixel level abstractions are more suitable to handle
cluttered scenarios, which remain an open challenge in many video surveillance ap-
plications [4]. Such is the work described by the authors in [22], which performs
location-based statistical model of object attributes, rather than objects themselves.
The rest of this chapter is structured as follows. Section 3.2 describes the anomaly
detection framework proposed by the authors in [22]. The remainder of the chapter
detail the di erent analysis modules of the system.
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Figure 3.1: Overview of the base system
3.2 System overview
The authors describe a framework that is capable of modelling normal activity in
the scene. For this purpose, a "background behaviour image" that captures back-
ground activity in the scene is constructed from training data. Activity in the scene
is modelled at the pixel level by extracting features from regions in the image that
are determined to be in motion. In order to detect anomalies, an image that cap-
tures current activity with associated features is constructed. Anomalous events are
detected by comparing this image to the background behaviour image.
In this work, a fixed camera is assumed. Additionally, the authors impose the
requirement of temporal stationarity of normal activity in the scene. Normal activity
is defined as motion that is considered normal in the scene, which includes certain
phenomena such as fluttering leaves in the background, moving water surfaces, or
regular motion introduced by camera vibration.
An overview of the system is shown in Figure 3.1. At an initial stage, frames are
captured from a static camera. For each frame, activity is characterised by labelling
each pixel as either "moving" or "static". This motion label image can be computed
employing existing background subtraction techniques [36].
In order to characterise the motion occurring at each pixel location, a pixel-level
behaviour signature image is then computed. This behaviour signature consists on
a feature descriptor that can include features such as the size, shape, speed and
direction of objects passing through individual pixel locations.
In the event modelling stage, events modelled using a 2-state Markov chain.
Events are defined as the behaviour signature (represented by the feature descriptor)
left by moving objects over a time window. In this period of time, the pixel goes
through transitions between the two aforementioned states, moving or static.
In the training phase, the event signatures of normal activity are employed to
construct a behaviour background image that depicts normal activity in the scene. For
anomaly detection, extracted events are compared against the behaviour background
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to provide an anomaly map, depicting the location of anomalous motion.
3.3 Foreground segmentation
The purpose of the foreground segmentation module is to generate a binary mask that
depicts the motion label of pixels in each frame. The labels can be either "moving"
or "static". Based on a BackGround Subtraction (BGS) segmentation technique, a
background model is created and then updated with incoming frames.
Let It denote a frame from a video sequence at time t, and It(x˛) denote the pixel
values at location x˛; and let Lt(x˛) denote the binary motion label for the same frame.
To motion label is computed with background subtraction as follows:
Lt ˛(x) =
Y][1, if |It(x˛)≠BGt(x˛)| > ·0, if |It(x˛)≠BGt(x˛)|< · (3.1)
where BGt ˛(x) is the background image for the current frame, and · is a fixed
threshold. For computational simplicity, the authors take a running Gaussian average
[37] approach to computing the background image. The background model is updated
progressively with each incoming frame in the following manner:
BGt ˛(x) = –It ˛(x) + (1≠ –)BGt≠1 ˛(x) (3.2)
where–is the update coe cient and controls how quickly the background is up-
dated with incoming frames.
3.4 Object size descriptor
The authors define events as the behavior signatures left by moving objects over time.
The behavior signature is characterized by an object descritpor which embodies a
feature or a set of features that describes that characteristics of the object passing
through a given pixel location. These features could be appearance related (e.g.,
size, color, texture), or motion related (e.g., direction of movement, speed). For
simplicity, the authors employ an object descriptor based on object size, due to its
computational simplicity and because it has been found to perform well on di erent
scenarios.
Let Ft(x˛) denote the size descriptor. Given a an NxN pixel neighborhood cen-
tered around each pixel, the size descriptor can be computed as follows:
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Video frame Background image
Motion Label Object descriptor








where N ˛(x) is the pixel neighborhood centered in x˛, and ”(x˛, y˛) = 1 if and only
if locations x˛ and y˛ are both labeled as moving and belong to the same connected
component in the motion label image, and zero otherwise. Connected component
analysis [38] is employed to determine if two pixeles belong to the same connected
component. By definition, the value of Ft(x˛) is zero for those pixeles labeled static.
For other locations, the descriptor has values greater than zero inside the object.
Depending on the size of the neighborhood, the descriptor have increasing values until
it saturates at 1 at the center, for big objects. For faster procesing, we discard the
computation of the size descriptor for very small conneted components (e.g., spurious
noise due to slight changes in illumination). An example of the size descriptor is
shown in Figure 3.2.





Figure 3.3: 2-state Markov chain model, with two possible states (“moving” and
“static”). p and q are the state probabilities, and 1 ≠ p, 1-q are the transition
probabilities. [22]
3.5 Event modeling
Events are defined as the behavior signature (feature descriptor) that is left by a
moving object over a period time, and modeled by a Markov transition model with
two possible states. This model is shown in Figure 3.3. Based on this model, an event
Etis defined as a magnitude that is proportional to the joint probability of a partic-
ular sequence of state transitions over a w-frame time window, and the associated




(A1 +A3Ft ˛(x))Lt ˛(x)) +A2Kt ˛(x) (3.4)
where A1, A2 and A3 are scalar constants, and K is a random variable that
describes the number of state transitions that occur inside the time window. The au-
thors presents their results with the following values for the constants (A1, A2, A3) =





since Ft only takes when non-zero values when Lt is non-zero as well. Events are
therefore an accumulation in time of feature descriptors.
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3.6 Anomaly detection framework
The authors a framework to perform detection of anomalous events with low compu-
tational costs. First, an image depicting the average activity in the scene is computed
from a training sequence. Similar to background subtraction, this background image
is then subtracted from the most recent event image in order to construct an anomaly
map that displays where an anomaly has occurred.
3.6.1 Behavior background
Given a training sequence of M frames that only includes activity that is considered




where ÂEt is the corresponding event descriptor for each frame. This abstraction
captures the peak behavior signature in the training sequence in a single scalar per
pixel, resulting in very low computational requirements. This implies that maximum
activity during the training sequence will be considered normality. Unlike fully unsu-
pervised methods, this approach requires to consider that the entire training sequence
only contains normal activity. If any anomaly occurs during the training sequence,
it is possible that it will be depicted in the behavior background, di culting the
detection of future anomalies in that region.
3.6.2 Behavior subtraction
In an analogous way to background subtraction, the detection of anomalous activity
is reduced to thresholding the di erence between observed events and the previously
computed behavior background image, in the following way:
At ˛(x) =
Y][anomalous, if |Et(x˛)≠Bt(x˛)| > Ïnormal, if |Et(x˛)≠Bt(x˛)| Æ Ï (3.7)
where At is a binary anomaly map image, and Ï is a fixed threshold.
Chapter 4
Analysis of Base System
4.1 Datasets
We have selected a number of video sequences from di erent scenarios containing
instances of anomalous behaviour that can be of interest for video surveillance ap-
plications. Sequences include samples from the PETS 20061 , Changedetection.net2
[39] and UCSD Anomaly Detection dataset3 [34], available publicly. Additionally, we
have also included videos recorded at the entrance hall of our building. The selected
sequence cover three di erent scenarios: car tra c, indoor people transit, and out-
door people transit. Examples of common anomalies are explained in the following
subsections.
4.1.1 Car tra c
Modelling normal behaviour of car transit can be easier to model due to the fact
that car motion is spatially restricted to roads. In highways, it is expected that
tra c flows in one direction at normal speeds. Common anomalies include any
behaviour that deviates from this pattern: unusual speed (too fast, too slow), stalled
vehicles, motion in opposite direction, motion in restricted areas (outside of road),
and motion from objects other than cars, including pedestrians. Car overtaking can
also be considered a spatial anomaly if we consider the crossing of lanes as unexpected
behaviour. Vehicles of unusual sizes can also be anomalous if they are unexpected or
restricted in a particular road.
On the other hand, road intersections can prove more di cult to model as ex-
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Figure 4.1: (a) Examples of overtaking in a highway. (b) Examples of abandoned
object by the sidewalk, pedestrian walking in restricted area, and big vehicle
Tra c lights make stationary cars normal behaviour intermittently. A robust anomaly
detection system should be able to di erentiate a stationary car is waiting at a red
light, or is holding up normal tra c.
To evaluate the system in car tra c scenarios, two sequences have been selected
from the Changedetection.net dataset. In the Highway sequence, there are two in-
stances of car overtaking in a highway scenario. In the abandoned box sequence, there
are instances of big vehicles and unusual pedestrian behaviour in a road intersection
setting. Sample frames from these sequences are shown on Figure 4.1.
4.1.2 Indoor people transit
Anomalies in indoor scenarios are highly dependent on the context, as motion of
individual subjects can sometimes be unpredictable. In general, stationary people
are common where waiting is involved (airport lines, train platforms, seating areas).
However, sometimes people display unusual behaviour even in areas with a high
density of subjects. People running indoors (high speed), people loitering and large
groups of people usually display motion that stands out from the surrounding context.
We have selected 6 sequences from the PETS 2006 dataset, which include in-
stances of abandoned objects in a public transport station. While the detection of
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Figure 4.2: Examples of people leaving unattended objects and loitering around the
scene
abandoned objects has been widely studied in the literature [40][41], a robust anomaly
detection system should be able to detect the unusual motion patterns of the subject
that performs the action, especially if loitering is involved. Otherwise, inference from
past information would be necessary to identify the potential subject [42][43].
Examples of anomalous behaviour from the selected sequences are shown in Figure
4.2 and Figure 4.3.
4.1.3 Outdoor people tra c
In an outdoor setting, we can expect anomalies of a similar nature than those in-
door. In addition, certain vehicles are usually restricted in pedestrian areas, and can
be considered anomalies (bikes, motorcycles, cars). People walking outside of foot-
paths or walking through restricted areas (such as fenced sections) are also common
anomalies.
The UCSD Anomaly Detection dataset includes instances of people transit in a
campus setting. In this particular scenario, anomalies are related to unusual speed
(bikes, skates) and unusually large moving objects objects (small carts). Examples
of anomalies from this dataset are shown in Figure 4.4.
4.2 Evaluation of base system
4.2.1 Implementation
The base system has been implemented in C++ using the OpenCV computer vision
library4.
4http://www.opencv.org
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Figure 4.3: (a) Example of abandoned objects and nearby suspects. (b) Example of
abnormally large objects in motion
Figure 4.4: Sample anomalous events from UCSD Anomaly Detection Dataset
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4.2.2 Evaluation procedure
In order to evaluate the performance of the base system, we first produce the behavior
background for each video from a training sequence. The duration of each training
sequence if at least 1000 frames. For videos from UCSD Anomaly Detection Dataset
or Entrance Hall videos, separate training sequences are provided. For the rest of
the videos, a training sequence of frames is selected from each video. These training
sequences are carefully selected in order to avoid anomalous behaviour to become
part of the behavior background.
For detection, we employ those previously computed behavior background images
to compute the anomaly map for each frame in the video sequences, and evaluate
whether or not the previously described anomalies are successfully detected.
4.2.3 Behavior background computation
As previously mentioned, inclusion of anomalous behavior in the training phase will
result in this behavior to be expressed in the background. However, in those scenarios
in which stationary objects or subjects are common, these will appear in the behavior
background as by definition, as the event descriptors accumulate over the temporal
window. This is particularly relevant in scenarios where stationary people are com-
mon, or near intersections in which it is normal for cars to be waiting at tra c lights.
In practice, anomaly detection in this area will be di cult if the anomalous motion
occurrs in the same location as the stationary objects in the behavior background.
Furthermore, similar accumulation of stationary masks can occurr if the background
model is not correctly initializated at the background subtraction stage.
Examples of this phenomenon are shown in row (2) of Figure 4.5. For the indoor
sequence (left), the behavior background displays a person that remains stationary for
most of the duration of the video. For the intersection sequence (right), a stationary
bike and car that remain stationary due to a red tra c light are shown in the behavior
background.
4.2.4 Successful detections
Since the algorithm is based on a size feature descriptor, anomalies are detected
when objects have an unusually large size at an unusual location. We can distin-
guish between three types of anomalies that can be successfully detected with this
algorithm: motion in restricted or unusual locations, stationary objects, and objects
with unusually large size. In the first case, any motion that occurrs in areas in which
motion is not normal will be shown in the anomaly map. For stationary objects, the
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Figure 4.5: Examples of trained Behavior Background images. Correct (1) and prob-
lematic (2)
event descriptor will simply accumulate the size descriptor in time, so these region
will be highlighted after the behavior background subtraction. This is also the case
for unusually slow objects. Finally, objects of larger sizes than usual will also be
detected, as they have higher values of the size descriptor.
Examples of these cases of successful detections are shown in Figures 4.6, 4.7 and
4.8. In Figure 4.6, car overtaking is successfully retrieved in a highway scenario, due
to the fact that the car crosses between lanes, and the behavior background does not
display regular motion in the area between the two lanes. In Figure 4.7, the anomaly
map displays only the anomalous static regions, while ignoring other motion in the
scene. In Figure 4.8, we see an example of a big vehicle being successfully detected
as an anomaly.
4.2.5 Unsuccessful detections
Other types of anomalies cannot be successfully detected by the algorithm due to
the limitations of the size descriptor. In particular, we have identified the following
anomalies that fail to be detected:
1. Motion at unusually high speeds. Unless the objects are too large, if they
are moving too fast when compared to the surrounding context, the system
fails to detect them. As explained in section 3.5, the event model accumulates
the values of the size descriptor over a temporal window. When objects move
too fast, the object descriptor does not accumulate in the same position, and
therefore the event signature of that object does not stand out from surrounding
motion. An example of this is shown in Figure 4.9 (left), where a person is seen
skating in the same area as pedestrians at a significantly higher speed, but fails
to be detected as an anomaly.
2. Motion in opposite or unusual directions. When unusual motion occurrs in
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Figure 4.6: Detection of a car overtaking as an anomaly
Figure 4.7: Successful detection of stationary objects (box is removed from original
location)
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Figure 4.8: Successful detection of large moving object as an anomaly
the same locations as regular motion, but in opposite directions, the system
is incapable of highlighting anomalies, as motion direction is not taken into
account. An example is shown in Figure 4.9 (right), where a pedestrian crosses
the street in an unusual direction, but fails to be detected because his behaviour
signature does not stand out in the behavior background, which displays paths
normally followed by cars in the same location.
3. Stationary objects of small size. Equation 3.3 in Chapter 3 defines the size
descriptor as the average number of pixels from a connected component in the
motion label image inside a pixel window. However, the size of the pixel window
is fixed and may result in behavior signatures near zero for very small objects
that may still be of interest. This highlights the fact that a fixed spatial window
size is suboptimal in those scenarios in which objects are shown at di erent sizes
due to perspective and camera resolution. An example of a missed detection of
a small abandoned object is shown in Figure 4.10.
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Figure 4.9: Di cult anomalies related to motion characteristics: speed (left) and
moving direction (right)




As discussed in Chapter 3, the base system presents limitations when dealing with
anomalies that are related to unusual motion parameters (speed or direction of move-
ment), as well as the dependence of the size descriptor on screen resolution and actual
object size.
In order to address these issues, we propose a modified size descriptor that is in-
dependent of video frame resolution and object size. This way, anomalous behaviour
displayed by very small objects is correctly displayed on the anomaly map. Addition-
ally, we build on the proposed framework by the authors in [22] to handle a vector
of motion-based features.
The remainder of this chapter is structured as follows. In section 5.2, we describe
the proposed modified size descriptor. In section 5.3, we describe the approach to
incoporate motion features to the model.
5.2 Resolution independent object size descriptor
As we recall from Eq. 3.3, the object descriptor saturates at a value of 1 for objects
that are considerably larger than the spatial window centred around each pixel. An
example of a size descriptor image computed for a sample motion label image is
depicted in Figure 5.1, where a small object due to perspective will leave a very
small behavior signature. The chosen size for the spatial window has an impact on
the types of anomalies that can be detected. For very small window sizes, the event
model will accumulate motion labels in time, and any motion that occurs outside of
normal areas of the behaviour background will be considered anomalies. For window
29
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Figure 5.1: Size descriptor image (right) computed for corresponding motion label
(left)
sizes that are significantly larger than the average object size, only very large objects
will stand out from the behaviour background, as well as large stationary objects.
Therefore, the spatial window size has to be carefully chosen depending on the
average size of objects in the scene, as well as image resolution. For many applications,
this is unfeasible if there are objects from di erent sizes (people, vehicles, luggage)
or size variations due to camera perspective.
In order to account for these expected variations in size, we propose an object size
descriptor with a variable window size that depends on object size. The proposed







where N(x˛) is the variable window size, and defined as follows:
N ˛(x) = min(5,‡ ú S(x˛)) (5.2)
where S(x˛) describes the number of pixels in the connected component to which
x˛ belongs, and ‡ is an arbitrary coe cient. A comparison between the resulting size
descriptor from the original method (left) and the proposed method (right) is shown
in Figure 5.2.
5.3 Vector behavior subtraction with motion features
5.3.1 Event model and behaviour background
The authors in [22] describe a framework to accommodate multiple arbitrary features
based on a vector feature descriptor F˛ . A suboptimal approach to the joint proba-
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Figure 5.2: Comparison between size descriptors with original method (left) and
proposed method (right)
bility of a realisation of state transitions of a w-frame time window is described, by







where F ik(x˛),i = 1, 2, . . .n is the i-th component of the vector descriptor, and
Eit(x˛) is the event model for the i-th component at instant t.
Likewise, the behaviour background image is computed independently for each




where B1(x˛). . .Bn(x˛) are the behaviour backgrounds for each of the n compo-
nents, M is the duration of the training sequence and ÊEti(x˛) are the event models
for each component at instant t in the training sequence. In the detection phase, be-
haviour background subtraction is then applied as described in Eq. 3.7 to compute
the anomaly map for each component.
5.3.2 Motion feature extraction
As discussed in the previous chapter, one of the limitations of employing an object
descriptor that relies only on size, is the inability do detect abnormal behaviour
caused by unusual motion parameters, such as motion direction or speed. The au-
thors [22] propose a 5-component Feature vector that describes the size of an object
(size descriptor value) passing through a location x˛ in 4 directions (leftwards, right-
wards, upwards and downwards), as well as an additional component for stationary
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Figure 5.3: Four directions considered: Upward (U), Downward (D), Leftward (L),
Rightward (R)
behaviour. This approach equates to having considering 5 di erent event models for
each direction independently.
In order to determine which direction an object is moving, we first compute the
values of optical flow vectors for each pixel. Between two consecutive frames, optical
flow vectors depict the distribution of apparent velocities of intensity patterns in the
image [44]. Given the values of optical flow vectorsu˛x˛ for each pixel in the current







where S(x˛) is the connected component to whichx˛ belongs, and S is the number








The dominant direction of movement is then determined by thresholding angle Ï




In order to validate the proposed modifcations, we evaluate the performance of the
enhanced system on those scenarios in which the base system displayed problematic
detections. In section 6.2, we discuss the performance of the system with the proposed
modified size descriptor. Section 6.3 discusses potential applications of detection of
anomalies based on motion direction features.
6.2 Modified size descriptor
As discussed in 3, the fixed spatial window in the size descriptor di cults the detec-
tion of anomalies caused by very small objects in the scene. The proposed method
in Chapter 5, with a variable spatial window that is invariant to scale, attempts to
mitigate this problem while maintaing the correct detection for the rest of anomalies.
In Figures 6.1 and 6.2, two cases of successful detections of very small unattended
objects are shown, that go undetected in the original system. Anomaly maps for base
system and modified system are displayed.
This approach, however, displays erratic detections when the motion label is
a ected by noise due to sudden changes in illumination. This situation tends to
group di erent moving objects into a single large blob, which due to its size it is very
likely to cause noise in the anomaly map. As can be seen in Figure 6.3, a transient
illumination change causes an incorrect motion label, which results in noisy artifacts
in the anomaly mask, which correspond to large blobs in the motion label. This
phenomenon is more sever if the illumination change persists in time due to slow
background updates.
33
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Figure 6.1: Detection of small unattended object. Anomaly map for base system (A)
and with proposed modified size descriptor (B)
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Figure 6.2: Detection of unattended objects. Anomaly map for base system (A),
where the smallest object is not detected, and with proposed modified size descriptor
(B)
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Figure 6.3: Example of the e ects of an incorrect motion label due to sudden illumi-
nationc hanges
6.3 Vector behavior subtraction with motion features
6.3.1 Behavior background
As described in Chapter 5, now we have a behavior background image for each com-
ponent in the feature descriptor vector. In the described approach, we consider a be-
havior background image for each direction of motion (upward, downward, leftward,
rightward), plus an additional one for static objects. These behavior backgrounds
now display behavior from objects that display dominant motion in each particular
direction, as opposed to motion from all directions. This allows for the detection of
anomalies due to unusual moving direction, in areas in which this behavior would not
be anomalous by considering size features alone. An example of directional behavior
backgrounds is shown in Figure 6.4.
6.3.2 Anomaly detection
Anomalies are detected independently in each of the considered moving directions.
The directional behavior backgrounds indicate the areas in the scene in which each
direction is dominant. Therefore, the system is now able to detect anomalies caused
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Figure 6.4: Example of behavior background computed with base system (first row),
and for dominant directions of motion
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by objects that move in an area in which the direction they are taking is not domi-
nant. This has obvious applications in scenarios in tra c scenarios for the detection
of subjects moving opposite incoming tra c. For indoor people transit scenarios, we
have found that this approach aids in highlighting subjects moving in unusual direc-
tions that would otherwise go unnoticed. An example is shown in Figure 6.5. In this
scene, a subject is slowly moving rightwards and eventually leaves a piece of luggage
unattended. Relying on the size descriptor alone, the system is able to successfully
highlight the object once it has already been left unattended. The improved system,
however, is able to highlight the suspect moving towards the right direction with
the object, before it is left unattended, as this direction of motion is unusual in that
particular area of the scene.
6.4 Conclusions
In this chapter, we discuss the performance of the proposed enhancements in scenarios
that pose challenges to the base system. The modified size descriptor allows the
system to detect anomalous motion of very small objects, especially small unattended
objects. For the behavior subtraction framework with vector features, successful
applications in the detection of suspicious behavior have been shown.
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Figure 6.5: Comparison of detection of subject moving in unusual direction
Chapter 7
Conclusions and future work
7.1 Summary of work
In this project, a comprehensive study of an existing anomaly detection framework
has been carried out. The detection of anomalies in video surveillance sequences has
gathered considerable interest as a research topic in the recent years. Traditionally,
researchers have taken a pattern recognition approach to detect a set of previously
defined events. However, these approaches are generally limited to constrained sce-
narios and can not be easily generalised for arbitrary behaviour. More recently, there
has been a paradigm shift towards statistically modelling normal behaviour in a scene,
focusing on detecting behaviour that stands out from the surrounding context. The
contributions of this work can be summarised as follows:
1. Identification of current challenges in anomaly detection. An extensive study of
the State of the Art has been carried out to identify key challenges in anomaly
detection. In order to compare existing approaches, three key areas have been
identified: definition of anomaly, extracted features, and evaluation method.
2. Implementation and evaluation of an existing framework for anomaly detection.
An existing approach from the literature has been selected and implemented.
This technique models behaviour in the scene with pixel-based abstractions
rather than object-based abstraction, making it more suitable for scenarios
with higher density of objects. A set of video sequences containing anomalies
from common surveillance scenarios have been selected from publicly available
datasets. The system has been evaluated on these video sequences in order to
identify possible shortcomings.
3. Proposal of improvements to the base algorithm for challenging scenarios. A
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modified size descriptor that is invariant to spatial scale has been proposed in
order to improve the system for the detection of anomalous behaviour of small
objects. Additionally, motion features have been included in order to detect
anomalies caused by object motion in irregular directions.
7.2 Conclusions
Anomalies can be broadly defined as an observation that stands out from the sur-
rounding context. While intuitive, this definition has lead to subjective interpreta-
tions of anomalies, which have resulted in very diverse approaches aimed at solving
the same problem. Depending on the nature of the features extracted to model nor-
mal behaviour and anomalies, di erent anomalies can be considered. This has made
it di cult to compare existing techniques, as they often rely on di erent definitions
for anomalies, and can result in di erent authors identifying di erent anomalies on
the same datasets. Additionally, the infrequent nature of anomalous events makes
then infrequent in current video datasets, and most authors evaluate their approaches
on a very limited number of video sequences.
Existing approaches can be broadly classified between those that extract infor-
mation from object tracking, and those that rely on pixel level abstractions. While
the former allow for simpler modelling of normal behaviour, they are unsuitable in
real scenarios due to potential inaccuracies in object tracking. Furthermore, object
tracking techniques are computationally intensive and cannot be applied in real-time
situations. Pixel level abstractions, such as the approach selected for its implemen-
tation, have proven more robust in scenarios with a higher density of objects. The
selected approach performs modelling directly on pixel matrices, which allows for
very fast computation.
The base system has shown to perform well on di erent scenarios for the de-
tection of spatial anomalies. The proposed modifications have shown to solve some
of the shortcomings of the original system. However, detection of objects displaying
anomalous speeds, or more complex context-related anomalies, remain an open issue.
7.3 Future Work
In this project, we have identified di erent areas that remain an open issue in the
field of anomaly detection in video surveillance. The following lines of research can
be considered:
• Elaboration of a comprehensive dataset for evaluation and validation of anomaly
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detection. A robust evaluation framework should be able to accommodate the
subjective nature of anomalies in existing approaches. Furthermore, longer
video sequences should be included to be able to properly model normal be-
haviour.
• Inclusion of speed-related features in the base system. The base system is able
to accommodate a vector of object descriptor features, of which motion direction
has already been considered. This framework can be extended to include speed-
related features, in order to make the system robust against anomalies due to
unusual speeds.
• Elaboration of strategies to provide robustness against changing context. Most
approaches in the field work under the assumption of a "stationary normal-
ity". This simplification is often unrealistic, as motion patterns of subjects and
objects is often conditioned on a context that can change in time. A robust
anomaly detection system should be able to adapt to changing contexts. For the
base system, a way to update the behaviour background in an online manner
should be explored.
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