Cooperation between individuals is crucial for a population-based meta-heuristic search method to be successful. This paper presents a new population-based search method, namely Negatively Correlated Search (NCS), which essentially maintains multiple individual search processes in parallel. In NCS, the search behaviors of individual search processes are modeled as probability distributions. Negatively correlated search behaviors are explicitly promoted by encouraging difference among the probability distributions (search behaviors). By this means, individual search processes share information and cooperate with each other to search diverse regions of a search space, and makes NCS a promising method for multimodal problems. The cooperation scheme of NCS could also be regarded as a novel diversity preservation scheme that, different from other existing schemes, directly promotes diversity at the level of search behaviors rather than merely trying to maintain diversity among candidate solutions. Empirical studies on a set of multimodal continuous optimization problems showed that NCS is competitive to 6 well-established meta-heuristic search methods in the sense that NCS achieved better solutions on majority of the tested problems.
Introduction
Population-based meta-heuristic search methods, such as Evolutionary Algorithms (EAs) [Back, 1996] , Particle Swarm Optimizer (PSO) [Kennedy and Eberhart, 1995] , Ant Colony Optimization (ACO) [Dorigo and Stutzle, 2004] , Differential Evolution (DE) [Storn and Price, 1995] and Scatter Search (SS) [Martia et al., 2006] , have become increasingly popular in the past decades. A key feature of these approaches is the use of population in the search process, which has been proved to be critical to the success of a population-based method both theoretically [He and Yao, 2002] and empirically [Mallipeddi and Suganthan, 2008] .
By maintaining a population of candidate solutions during the search, it is widely believed that information should be shared among individual solutions in the population, so that the individual solutions can cooperatively generate new, hopefully more promising, candidate solutions and the algorithm could eventually search more effectively in the solution space of a problem. Such a design philosophy could be observed from many well-known population-based search algorithms. For example, Genetic Algorithm (GA), PSO and SS all generate new solutions by combining two or more existing solutions, albeit the specific recombination operators are different. Intuitively, this type of methods could be interpreted as that individual solutions directly cooperate to produce new solutions. Ant Colony Optimization (ACO) and EDAs, on the other hand, accumulate the information of multiple solutions and build a probabilistic model on this basis. New solutions will then be generated by explicitly sampling the model. In other words, the individuals cooperatively define the way that new solutions are generated.
In this paper, we propose a new population-based meta-heuristic search method, namely Negatively Correlated Search (NCS). The core idea of NCS is a new model for implementing the information sharing and cooperation between individuals in a population, which was inspired by another interpretation of the term "cooperation" in human behaviors. That is, when a team of people is tackling a complex task, members of the team tend to work cooperatively by covering different parts of the task and communicate to avoid multiple members working on the same part. Analogously, NCS comprises multiple search processes. The search processes are run in parallel and strive to find better candidate solutions, while information are shared to explicitly encourage each search process to emphasize on the regions that will not be covered by others.
In section 2, we will show describe the general idea of NCS. Then, a concrete instantiation of NCS for continuous optimization problems, namely NCS-C, will be detailed in Section 3. After that, Section 4 discusses the relationship between NCS and other meta-heuristic search methods. In Section 5, empirical studies will be presented to compare NCS-C with other meta-heuristic search methods on a set of benchmark problems for continuous optimization. Finally, conclusions will be drawn in Section 6.
Negatively Correlated Cooperative Search


Negatively Correlated Search Behaviors in Population-based Search
We consider a population-based search process as multiple iterative search processes that are run in parallel. Each iterative search process basically consists of 3 procedures. First, one or more initial solutions are created randomly. Then, new candidate solutions are iteratively generated by applying a randomized search operator (e.g., the recombination or mutation operator of a GA) to the current solutions. Finally, the search terminates when a predefined criterion is met. Many existing population-based search method can be formulated in this way as long as there exists some kind of pairwise relationship between solutions generated in different iterations, e.g., each new solution is generated based on an existing solution in PSO. Without loss of generality, optimization problems are considered hereafter.
Intuitively, any population-based search method featured by the above procedures can be viewed as a multi-agent system, in which every agent (i.e., a search process) strives to find a solution with better quality in terms of the value of the objective function of an optimization problem. Cooperation between the agents is expected to facilitate the search. Various strategies could contribute to designing a cooperation scheme for this purpose. The one adopted in NCS is that different agents should cover different regions of the search space. Specifically, NCS expects each search process to move towards the region that is both promising and is unlikely to be searched by other search processes, as elaborated below.
For the sake of simplicity, we consider a special case that each search process is a Randomized Local Search (RLS), which produces 1 new candidate solution in each iteration. In other words, we consider a population-based search method with population size of N (N>1), which runs N RLS procedures in parallel and iteratively updates each individual solution in the population with a randomized search operator. Suppose at the t iteration of NCS, N new solutions have been generated by applying some randomized search operators to N current solutions, respectively. Since randomized search operators are employed to generate new solutions, the search bias of a RLS in the t+1 iteration is essentially a probability distribution from which a new solution will be sampled. Hence, if the probability distribution corresponding to a RLS differs from those corresponding to the other RLSs, it is likely to generate solutions in a region that will not be covered by the other RLSs. This requires measuring the difference or correlation between two probability distributions, for which the Bhattacharyya Distance [Bhattacharyya, 1947] can be employed. Eqs. (1) and (2) gives the Bhattacharyya distance for two continuous and discrete probability distributions, respectively:
where and denote the probability density functions of two distributions. In case that the probability density function is not known, one may randomly generate a set of candidate solutions for both distributions and estimate the Bhattacharyya distance using Bhattacharyya coefficient [Bhattacharyya, 1947] . Let denote the current solution obtained by the ith RLS and ′ denote the new solution generated based on . At each iteration, one of the two solutions will be selected for generating another new solution in the next iteration and the other will be discarded. The probability distribution associated with the ith RLS in the next iteration is dependent on the search operator and the solution kept, i.e., either or ′ . Hence, by choosing a solution to keep, the ith RLS actually chooses one of the corresponding distributions, denoted as p i and p i '. Ideally, the selected solution should be with high quality and should lead to a distribution that is distant from those corresponding to the other RLSs. NCS integrates these two issues into a single selection criterion as in Eq. (3):
where p j represents the distributions corresponding to the other RLSs and ( ) is the objective function to be minimized. The parameter ∈ [0,1] controls the trade-off between the quality of solution and its correlation with the other RLSs. Given or ′ , their scores can be computed with Eq. (3) and the one with the larger score will be discarded.
To summarize, NCS maintains a population of RLSs and iteratively generates new solutions. In each iteration, each RLS is employed to generate one new solution, the new solution is then compared with the solution generated by the same RLS in the previous iteration, and one of them will be discarded according to Eq. (3). The search terminates when a predefined halting condition is satisfied.
An Instantiation of NCS for Continuous Optimization
In this section, an instantiation of NCS, namely NCS-C, is presented for continuous optimization to illustrate the detailed steps of a NCS algorithm. Suppose a D-dimensional continuous minimization problem with objective function ( ) is to be tackled. In NSC-C, a solution is represented as a D-dimensional real-valued vector. The Gaussian mutation operator [Beyer and Schwefel, 2002] is employed as the search operator for all RLSs in NCS-C. Given an existing solution , the Gaussian mutation operator generates a new solution ′ using Eq. (4):
where denotes the kth element of x i and (0, ) denotes a Gaussian random variable with zero mean and standard deviation . In general, the value of can be adapted during the search and may also vary over RLSs or even dimensions.
To keep the algorithm simple, all RLSs in NCS-C are initialized with the same value of . Then, each is adapted for every ℎ iterations according to the 1/5 successful rule suggested in [Beyer and Schwefel, 2002] , i.e., using Eq. (5):
where r is a parameter that is suggested to be set close to 1, and c is times that a replacement happens, i.e., ′ is preserved instead of , during the past ℎ iterations.
Algorithm 1 NCS-C ( , , , r, ℎ) 1. Randomly generate an initial population of N solutions. 2. Evaluate the N solutions with respect to . 3. Store the best solution x* in the initial population in
BestFound.
Generate a new solution ′ by applying Gaussian mutation operator to . 8.
Compute ( ′ ).
Update BestFound with ′ . 12.
End if 13.
Compute ( ) and ( ′ ). 14.
If
Update with ′ .
16.
End if 17. End while 18. Output BestFound According to Eq. (5), the Gaussian mutation operator generates a new solution based on each x i following a multivariate normal distribution. The expectation of the distribution is and the covariance matrix is 2 , where I is the identity matrix of size D. Substituting the corresponding probability density function into Eq. (1), it can be easily derived that the Bhattacharyya distance between the two distributions induced by two solutions and can be calculated using Eq. (6), where = ( + )/2 . Subsequently, the criterion given in Eq. (3) can be computed by considering the Bhattacharyya distance between and all the generated by the other RLSs. 
Algorithm 1 outlines the pseudo-code of NCS-C. The algorithm will terminate if candidate solutions have been evaluated with respect to the objective function. The best solution found during the entire search process will be output when the search terminates. Besides, ( ) and ( , ) may be of different scales. Thus, the two terms are normalized before comparing them in line 12 and 13 by first letting ( ) to be positive for all solutions considered and then requiring ( ′ ) + ( ) and min { ( , )} + min { ( ′ , )} equal to 1.
The Other Faces of NCS
The search mechanism of NCS can be made clearer by putting it into the general background of meta-heuristic search. First of all, a good trade-off between exploration/diversification and exploitation/intensification is probably the most widely discussed issue for various meta-heuristic search methods. In NCS, this trade-off could be controlled with a single parameter, i.e., . Consider the two extreme cases that is set to 0 and 1, respectively. In the former case, only the objective function value of a solution will be considered in Eq. (3) and a solution with larger objective function value will always replace that with a smaller one. Hence, only exploitation is carried out. In the latter case, only the Bhattacharyya distance is considered in Eq. (3). A RLS will always be kept to search distantly from the other RLSs no matter whether a better solution could be found. Hence, only exploration is conducted. Any value of between these two extreme cases corresponds to a trade-off between exploration and exploitation. Some other population-based search methods can also be viewed as maintaining multiple search processes in parallel. Typical examples include the parallel or distributed EAs, multi-population EAs that employ island models [Whitley et al., 1998 ], cooperative coevolutionary algorithms [Yang et al., 2008] , population-based algorithm portfolios [Peng et al., 2010] , etc. These methods either explicitly divide the search space into a number of subspaces and assign a search process to each subspace (e.g., [Yang et al., 2008] ), or simultaneously maintain multiple sub-population, each of which is expected to search independently in the search space (e.g., [Whitley et al., 1998; Peng et al., 2010] ). For most of these methods, information is periodically shared among different search processes in order to make one search process be aware of the promising regions identified by another, e.g., by migrating high quality solutions identified in one group to another group as done in multi-population EAs. Such strategies, in general, would attract different search processes to move close to each other. NCS is distinct to these strategies since it encourages the search processes (RLSs) to show negatively correlated search bias. More specifically, information is shared in NCS to explicitly promote RLSs to move further from, rather than closer to, each other.
Another face of NCS is a population-based search method that employs a novel diversity preservation scheme (i.e., Eq. (3)). Population diversity is emphasized in the design of almost all population-based search methods. Typically, it is achieved with niching techniques [Sareni and Krahenbuhl, 1998 ] (as used in EAs) such as fitness sharing and crowding, or by explicitly maintaining a set of diverse reference solutions (as used in SS) [Martia et al., 2006] . These diversity preservation techniques all aim to keep a population of solutions that are both of high quality and spread diversely in the search space. Distinct from them, NCS tries to maintain a population of solutions that are likely to produce diverse new solutions, while the solutions are not necessarily to be distant from one another. It is note worthy that a set of diversely spread solutions may not necessarily produce another set of diversely spread new solutions, because the latter also depends on the specific search operator used. Since the ultimate goal of diversity preservation is to promote search in new promising regions, NCS is more directly related to this goal and thus is expected to facilitate the search better.
From the perspective of the behavior of a single RLS, NCS can also be related to well-established individual-based meta-heuristic search methods, e.g., Simulated Annealing (SA) and Tabu Search (TS). In SA, a new solution ′ will definitely replace an existing solution if the former is better in terms of solution quality. This is not the case for NCS, since a low-quality solution may still replace a high-quality one as long as it can produce new solutions in a region that is sufficiently remote to those covered by other RLSs. Hence, NCS may have stronger exploration power than SA. By using a Tabu list, a TS prohibits a search process from repeatedly visiting the regions/solutions that have been visited previously. This idea could be interpreted as promoting diversity by looking into the past. On the other hand, a RLS in NCS is promoted to explore by considering its future behavior. Hence, the idea of Tabu list is complementary to that motivated Eq. (3), and the two could be combined to have a more comprehensive knowledge about the search behavior of a RLS. But more computational costs will be induced as a pay-off.
Empirical Studies
To assess the potential of NCS, preliminary empirical studies have been carried out to compare the NCS-C against a number of well-established meta-heuristic search methods, including SA, TS, SS, GA, PSO and DE. For each of these methods, many variants/instantiations can be found in the literature, while there is little evidence showing which version dominates the others. Furthermore, it should be noted that the empirical studies do not aim to show that NCS could achieve the best-ever performance in comparison to all instantiations of the compared methods. Our goal is quite modest: to demonstrate that NCS has good potential for further investigations and applications. Hence, the empirical studies employed commonly used versions for each compared method and the parameters of them were set following that suggested in the literature, as detailed below.
Algorithm Settings
To make the comparisons fair, a candidate solution was represented as a real-valued parameter for all the compared algorithms. SA and TS were implemented with the same Gaussian mutation operator, in which the 's were initialized to one-tenth of the range of the decision variables. The parameters r and ℎ in Eq. (5) was set to 0.99 and 10, respectively. A deterministic cooling schedule was used to control the "Temperature" of SA. Specifically, the temperature was initialized to 1 and then decreased with a factor 0.85 for every 100 iterations [Corana et al., 1987] . The TS in [Chelouah et al., 2000] was used and the 5 most recently generated solutions were kept in the Tabu list. Following its standard procedure [Martia et al., 2006] , the size of ReferenceSet was set 10 for SS and all pairs of solutions in the ReferenceSet were recombined to generate new candidate solutions in each iteration. The 1-point crossover operator was employed as the recombination operator. The Gaussian mutation operator was also applied to each newly generated solution to further improve them. For GA, a population of size 100 was used and candidate solutions were chosen for reproduction using tournament selection. The reproduction was conducted with the Simulated Binary Crossover (SBX) and the Parameter-based Mutation proposed in [Deb, 2000] , and the parameter values suggested in the same paper were adopted. For PSO, we employed the wPSO [Shi and Eberhart, 1998 ], in which an inertia weight is introduced into the velocity updating equation of the conventional PSO. Parameters of the velocity updating equation were set to the values suggested in [Shi and Eberhart, 1998 ]. The mutant vector in DE was generated using the "rand/1/bin" strategy with the scaling factor and crossover rate set to 0.9 and 0.1, respectively. The population sizes of PSO and DE were set to 30.
The NCS-C consists of two control parameters to be defined in advance. That is, the parameter that controls the trade-off between exploration and exploitation and the population size. Intuitively, should decrease incrementally (i.e., similar to the cooling schedule for SA) since exploration is generally more beneficial in early stages than in late stages of the search. Nevertheless, to avoid biasing the empirical studies towards NCS-C, we did not use any updating rule for but fixed it as 0.5 throughout the experiments. Besides, as NCS-C explicitly encourages diversity in the population, it may not need a large population to maintain the diversity. Hence, its population size was set to 10, i.e., the same as SS.
Experimental Protocol
We are mainly interested in multimodal optimization problems since it is this type of problems that motivates the invention of most meta-heuristic search methods and that on which the use of population would be more beneficial. The 20 multimodal continuous problems in the benchmark set (numbered as F 6 -F 25 ) for the CEC2005 competition on real-parameter optimization [Suganthan et al., 2005] were used in our empirical studies. The dimensionality of each problem was set to 30. Each compared algorithm terminates when 300 thousands solutions have been generated and the best solution obtained so far was output as the final solution. The quality of the final solution is measured with function errors, i.e., the difference between the objective function value of the obtained solution and that of the optimal solution to the problem (which are known for these benchmark problems). That is, a better solution corresponds to a smaller function error and a zero function error indicates that the optimal solution is found. Since all the compared algorithms are stochastic search methods, we repeated the experiment for each algorithm for 25 times. The function errors of the corresponding solutions were recorded and the average function errors achieved by the 7 algorithms are presented in Table 1 together with the standard deviations.
Analyses of Results
From Table 1 , it can be observed that NCS-C generally outperformed the compared algorithms on the test problems used. Specifically, two-sided Wilcoxon rank-sum statistical tests and the Friedman test have been used to check whether the difference (in terms of function errors) between NCS-C and the compared algorithms are statistically significant. Both the tests were carried out with a 0.05 significance level. By using the Wilcoxon test, we aimed to compare NCS-C with the other algorithms individually, while Friedman test allows us to compare all the 7 algorithms. As shown in the last row of Table 1 , NCS-C performed significantly better on majority of the test problems when compared to each of the other algorithms. Furthermore, the Friedman test indicated that NCS-C ranked the highest among the 7 algorithms, and a statistically significant difference was confirmed. Taking a closer look at share a same feature: they consist of a lot of local optima and the local optima and global optimum are located distantly in the search space. A search algorithm is more likely to be trapped in a local optimum on these functions, and may encounter more difficulties to identify better solutions once being trapped. Since NCS-C explicitly encourages multiple RLSs to search different regions of the search space, it is unlikely that all RLSs are trapped in the same local optimum. We expect this to be the main reason that accounts for its good performance on the above problems. This hypothesis can be further supported (albeit indirectly) by two examples. First, F 6 , the well-known Rosenbrock function, is known to be a problem for which the global optimum can be reached only through a narrow passageway in the search space [Shang, 2006] . Thus, exploration is particularly important for this case. Accordingly, the solution quality achieved by NCS-C is at least a magnitude better than those achieved by the other algorithms. The second example is an illustrative one. The NCS-C, PSO and DE, all with population size 4, were applied to 2-dimensional versions of the test problems. The trajectories of each RLS/individual is recorded and plotted. The results obtained on F 19 are presented in Figure 1 . As can be observed from the figure, the RLSs of NCS-C showed negatively correlated search behaviors and each of them finally reached one local (global) optimum exclusively, while both DE and PSO prematurely converge to a local optimum. Similar phenomenon has been observed on other test problems. We did not visualize the behavior of SS and GA because they do not maintain a one-to-one mapping between solutions generated in two consecutive iterations.
Last but not least, the computational overhead induced by the information sharing and cooperation schemes of NCS was also checked. Specifically, such computational overhead accounted for less than 5000 seconds of wall-clock time when running NCS-C on all the test problems once with the above-mentioned parameter settings. In comparison, the total wall-clock time consumed is approximately 58 thousand seconds. In other words, the cooperation between RLSs induced about 9% of the total runtime. We consider this as acceptable, particularly for real-problems where the evaluation of a solution may be much more costly than for test functions used in this work.
Conclusions and Directions for Further Research
This paper presents a new population-based meta-heuristic search method, namely NCS. Our method is featured by its information sharing and cooperation schemes, which explicitly promote negatively correlated search behaviors in order to explore more effectively in the search space. Empirical results for NCS-C, an instantiation of NCS for continuous optimization problems, showed the potential of NCS in comparison to a number of existing meta-heuristic search methods on complex problems such as multimodal ones. Some further topics for investigations are listed below:
 Theoretical behavior of NCS, e.g., the time complexity for NCS to achieve the optimal solution.  NCS for set-oriented optimization problems. Set-oriented optimization problems [Schutze, 2004] require seeking a set of solutions that are not only of high quality but also maintains some sort of relationship between one another. The simplest version might be to simultaneously find multiple distinct optima for a multimodal problem. Due to its search mechanism, we believe NCS is naturally suitable for this type of problems.  Efficient techniques for estimating the Bhattacharyya distance in the context of NCS. The NCS-C employs the Gaussian mutation operator and it is for this reason that the "correlation" between RLSs could be computed analytically and relatively efficiently. Although the probability density function associated for a search operator could be estimated via sampling techniques if it could not be formulated mathematically, efficient techniques for this purpose are needed to control the overhead at an acceptable level.
