We have programmed a Monte Carlo simulation of the Q cycle model of electron transport in cytochrome b 6 f complex, an enzyme in the photosynthetic pathway that converts sunlight into biologically useful forms of chemical energy. Results were compared with published experiments of Kramer and Crofts (1993) . Rates for the simulation were optimized by constructing large numbers of parameter sets using Latin hypercube sampling and selecting those that gave the minimum mean square deviation from experiment. Multiple copies of the simulation program were run in parallel on a Beowulf cluster. We found that Latin hypercube sampling works well as a method for approximately optimizing very noisy objective functions of 15 or 22 variables. Further, the simplified Q cycle model can reproduce experimental results in the presence or absence of a quinone reductase (Q i ) site inhibitor without invoking ad hoc side-reactions.
Introduction
Inside chloroplasts of higher plants, thylakoid membranes form closed surfaces. They enclose an aqueous thylakoid lumen that has the geometry of a thin sheet. Only a few nanometers separate opposing surfaces of the membrane on either side of the lumen. A single thylakoid membrane may be very elaborately extended within the chloroplast. In some regions sheets may be stacked on top of one another like pancakes and in other regions unstacked. These different regions have different functions in photosynthesis. Dekker and Boekema (2005) review the organization of these membranes. The thylakoid membrane is crowded with proteins. Estimates (Kirchhoff, 2008) suggest that 70-80% of the membrane area consists of proteins that are separated by narrow regions of lipid. Most of these protein molecules participate in the light reactions of photosynthesis, transducing sunlight into chemical energy in the form of ATP and other molecules than can be used by different components of plant metabolism. Fig. 1 shows the major pathway of energy transduction, which is reviewed in, e.g. Ort and Kramer (2009) . Sunlight is absorbed by antenna chlorophylls associated with photosystem II, which uses this energy to split water into oxygen, hydrogen ions (protons, H + ), and electrons.
For each four photons absorbed, two water molecules are oxidized, forming one molecule of O 2 , 4 H + and 4 electrons (e -). The electrons excited in photosystem II are passed from the luminal side to the stromal side of the thylakoid membrane and reduce two plastoquinone (PQ), a small organic molecule that can accept pairs of electrons and protons, to form two plastoquinol (PQH 2 ). PQH 2 can then diffuse to the quinol oxidase site (Q o ) of cytochrome b 6 f 4 (cyt b 6 f), where it is oxidized back to PQ in a process called the 'Q-cycle', described in detail below. The electrons on PQH 2 are (eventually) transferred to plastocyanin (PC). Reduced PC then diffuses through the thylakoid lumen and reduces oxidized P 700 , the primary chlorophyll redox center on photosystem I. After excitation by light at photosystem I, the electron is transferred across the thylakoid membrane to ferredoxin, and NADPH. The light-driven transfer of electrons through this electron transfer chain is coupled to the translocation of protons from the stroma into the lumen. establishing an electrochemical gradient of protons, termed the proton motive force (pmf). The pmf drives synthesis of ATP at the chloroplast ATP synthase.
Energy stored in NADPH and ATP is used to power the assimilation of CO 2 and other cellular processes.
The coupling of proton translocation to electron transfer is critical for photosynthesis.
One proton per electron is released into the lumen during oxidation of water in the oxygen evolving complex of photosystem II. Another proton per electron is taken up from the stroma during reduction of PQ at photosystem II and released into the lumen upon oxidation of PQH 2 at the cyt b 6 f complex. Finally, an additional one proton per electron is translocated at the cyt b 6 f complex via the Q-cycle, as described below. The Q-cycle is catalyzed by the cyt b 6 f complex, which is composed of from 8-11 protein subunits (Smith et al., 2004) . Its structure has been solved by X-ray crystallography. Cyt b 6 f molecules are dimers with a cross section parallel to the plane of the membrane, and in the membrane, of about 9nm × 5nm (Kurisu et al., 2003) . The dimer comprises two identical monomers, and each monomer has 3 substrate binding sites and 5 electron transfer cofactors, as illustrated in Fig. 2 . There are two distinct PQ/PQH 2 binding sites. The quinol oxidase (Q o ) site functions during normal activity to oxidize 5 PQH 2 . Although the site is large enough to accommodate two functionally-distinct binding 'niches' there is little information about the interactions of substrates or intermediates within these niches (reviewed in Cooley et al., 2008) . Therefore, our model treats this site as a single, mono-functional binding site but future modifications can accommodate more complex scenarios. The Q i binding site normally functions to reduce PQ to PQH 2 , and contains the special bound heme, c i .
The scheme of electron transport in cyt b 6 f and the related cyt bc 1 complexes is known as the Q-cycle (reviewed in Cape et al., 2006) . In the cyt b 6 f complex, QH 2 binds to Q o and is oxidized by both the high and low potential chains in the so-called 'bifurcated reaction' or 'oxidant-induced reduction' that allows the Q-cycle to act as a proton 'pump'. First, PQH 2 at Q o is oxidized in a one-electron process by the "Rieske" iron-sulfur cluster, resulting in the release of two protons, which are eventually ejected into the lumen, and the formation of a highly reactive semiquinone anion intermediate (reviewed in Kallas et al. 1994; Cape et al., 2007; Cooley et al. 2008; Smith et al. 2004 ). The iron-sulfur cluster is then oxidized by cyt f, which in turn reduces plastocyanin, which can transfer the electron to photosystem I. In the normal Qcycle, the semiquinone intermediate formed at the Q o site reduces oxidized cyt b L , which in turn reduces cyt b H and heme c i . This electron remains on the low potential chain until a second turnover of the Q o site results in the accumulation of two reduced acceptors. PQ bound at the Q i site is then reduced by two electrons from the low potential chain, probably via heme c i , with the uptake of two protons from the chloroplast stroma.
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In the Q-cycle, two protons are translocated across the membrane for every electron that passes through the high potential chain. One of these protons is taken up at the Q B site of PSII, the other at the Q i site of cyt b 6 f ; both protons are released at the Q o site. The Q-cycle is widely accepted as the basic plan of electron transport in cyt b 6 f and bc 1 complexes, but other "bypass" reactions are energetically favored. An important function of the enzyme is to reduce the rate of these unwanted reactions (Muller et al., 2002) .
Mathematically, transport of electrons along the high and low potential chains of cytochrome b 6 f has the form of coupled 1D exclusion processes with particle baths at either end. Single 1D exclusion processes with somewhat similar boundary conditions may display phase transitions and traveling wave behavior. See, for example, Blythe and Evans (2007) or Derrida (2007) . In the Q-cycle, the free energy difference of electrons across the high potential chain also drives transport of electrons across the low potential chain. Kramer and Crofts (1993) performed experiments on spinach leaf pretreated to remove plastocyanin and oxidize the electron accepting sites of cyt b 6 f. Their results are shown in Fig. 3. Electron occupancy of cyt b H or cyt f per dimer is plotted on the ordinate. Since there are two copies of each electron accepting site per dimer, values on the ordinate should not, in principle, exceed two. However, the experimental signal includes significant noise. Starting at time 0, five pulses of light from a xenon flashlamp were applied to excite photosystem II, causing these enzymes to split water and donate electrons to quinols that were released into the thylakoid membrane. The last 4 of these pulses are indicated by triangles for times greater than 0. The oxidation state of cyt f (asterisks) and cyt b H (open circles) was deduced by a change in absorbance at specific probe wavelengths. A maximum occupation of 2 on the 7 ordinate corresponds to electron transfer to (a reduction of) both cyt f or cyt b H groups on a dimer.
Two sets of experiments were performed. Those shown in Fig. 3B used the same conditions as for Fig. 3A except that the quinol reductase site was initially occupied by a molecule that blocked substrate binding. This inhibitor molecule is slowly released through the course of the experiment, allowing slow turnover of the Q i site. The two sets of data shown in Fig. 3 will be referred to simply as the A and B data sets below.
Latin hypercube sampling (LHS) was introduced by McKay et al. (1979) . Consider a model with parameters, each defined on an interval of values. LHS partitions each of these n intervals into m subintervals of equal probability. A single random number is chosen in each subinterval. One such random number is chosen for each parameter (without replacement) to form n-tuples = { 1 , 2 , … , } representing points in dimensional space. The points 1 , … , constructed in this way constitute the Latin hypercube sample. Fig. 4 gives an example with = 2 parameter intervals [0,1] partitioned into = 10 subintervals each. A single random number is chosen from a uniform distribution on each subinterval. These are randomly paired to give a Latin hypercube sample of 10 points on the unit square. Helton and Davis (2003) and Helton et al. (2006) give more detailed and general discussions of the Latin hypercube sampling procedure.
LHS has been used extensively in uncertainty and sensitivity analysis. These methods analyze how results = ( ) are sensitive to variations in inputs . To study the sensitivity, it is better to generate a sample of inputs in a neighborhood of a base value by small variations of 8 all of the parameters than to vary one parameter at a time (Saltelli et al., 2006) . Helton and Davis (2003) gives good insight into the statistical properties of LHS that are advantageous for uncertainty and sensitivity analysis. Helton et al. (2006) Table 1 ).
In the next section we describe the Monte Carlo simulation of quinone, quinol and cyt b 6 f in the thylakoid membrane. Our simulation neglects other proteins in the thylakoid membrane but gives a relatively detailed representation of the Q-cycle. By comparison, Tremmel et al. (2003 Tremmel et al. ( , 2007 have simulated the protein component of the membrane in detail. Tremmel et al. (2007) included in their simulations a simple model of the Q-cycle and compared their results with experiment in order to determine whether electron transfer from quinol to 9 the iron-sulfur cluster of cyt b 6 f is limited by diffusion of PQH 2 to the Q o site or by the rate of oxidation of PQH 2 bound at the Q o site. They used a genetic algorithm to optimize their model parameters to fit the data. We use Latin hypercube sampling to investigate whether this approach is suitable for optimizing parameters of our model of the Q-cycle, and to determine whether the 'standard' Q-cycle model can account for the data of Kramer and Crofts (1993) 
Methods

Model of cytochrome b 6 f in the thylakoid membrane
The representation of the thylakoid membrane in our simulation program, qcycle, has a geometry similar to that of a toaster pastry (a strudel with a very thin filling). The simulated thylakoid lumen, corresponding to the filling, is a rectangle. The simulated thylakoid membrane, corresponding to the pastry shell, is wrapped around the lumen. The program qcycle approximates diffusion of plastocyanin in the thylakoid lumen and diffusion of quinone and quinol in the membrane by random walks on square lattices in the simulated domains. It has been proposed that the binding affinity of substrate PQ and inhibitors to the Q i site are modulated by the redox state of heme c i, (Alric et al., 2005) . To determine if this proposed feature can explain the observed kinetics for cyt b redox changes, this behavior was treated in our model by letting the off-rates (or unbinding rates) for substrates or inhibitors depend on the heme c i redox state.
In the general case of our Q cycle model, transitions between the possible b 6 f states are governed by 35 distinct rate constants (or intrinsic transition probabilities). However, plastocyanin was removed in the experimental preparations of Kramer and Crofts (1993) , making transitions ±5, ±6 and ±12 inaccessible (transition numbers refer to Fig. 2 ). The remaining 29 rates are described in Table 1 . Most of these rates depend only on the adjacent redox sites between which the transitions are made, however 5 sets of rates are more corresponds to the irreversible release of the reductase site inhibitor, and also depends on whether heme c i is oxidized or reduced. Finally, transition 19 allows electrons to be passed from the low potential chain of one monomer to that of the other, via electron transfer between the two cyt b L hemes, as has been described for the cytochrome bc 1 complex (Shinkarev and Wraight, 2007) and as expected for the cyt b 6 f complexes (Soriano et al. 1999) .
By symmetry, this transition occurs with the same rate in either direction.
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Our model of the cyt b 6 f complex is simplified in a number of ways to facilitate development of the methods. Future modifications will allow us to test the consequences of various theoretical models. For example, at present proton transfer reactions at the Q o and Q i sites are not included explicitly in our model of cyt b 6 f , but are clearly important and play key roles in governing the catalytic properties of the complex. Likewise, we do not at present consider the kinetics of the pivoting of the iron-sulfur protein, which has been proposed to gate electron transfer on the high potential chain (reviewed in Cooley et al., 2008) .
Several constraints decrease the number of free parameters. Four of the rates, nos. +9, +11, +17 and +17 , were assumed to be sufficiently rapid as to be non-rate-limiting under any conditions, and thus were treated as constant in the optimization described below. For example, rate +9 was treated as a constant and rate −9 as a variable. Part of the rationale is that, in the limit as the rates of two transitions in opposite directions between a pair of states are taken to ∞, while transition rates between neighboring pairs of states remain finite, the resulting process will depend only on the limit of the ratio of the fast rates. The assumption that fast rates may be approximated by the given constants is also supported empirically by the good results obtained below. The four fast rates were set to values that were relatively fast in Table 1 , but are perhaps much slower than their true rates. This is helpful both because the number of free parameters is decreased and because the simulation becomes more efficient as the range of time scales simulated is narrowed.
Transition rates are also constrained by the requirement for detailed balance at thermodynamic equilibrium (for example : Hill, 1977) . Detailed balance means there is no net 13 flow of probability between any two states. For example, consider a system with states and , and rates → and → for transitions between these states. Then detailed balance 
Analysis of a similar cycle with quinone replaced by quinol yields 4 − = 4 − . This simpler result is due to our assumption that reaction 17 proceeds at the same rate, 17 , when the reductase site is empty or occupied by quinol. There is also a cycle of states associated with inhibitor release from the reductase site and this yields 18
The transition rates are also constrained by midpoint potential measurements. These are values of the ambient electrical potential at which an electron carrier is reduced with probability of ½. Midpoint potentials for all five redox cofactors in cyt b 6 f are available from the literature (Kramer and Crofts, 1993; Alric et al., 2005; Cramer et al., 2006) . These come from cyt b 6 f molecules in three different organisms, so by using them we assume that these molecules are so similar that their midpoint potential values can be used as a consistent set of 14 constraints. Table 2 shows values of midpoint potentials obtained from the literature and used in the fit to the A data. In the simultaneous fit to the A and B data, the midpoint potentials were treated as free parameters and those values are also shown in Table 2 .
To see how midpoint potential values may be used to obtain constraints on transition rates, consider two electron accepting sites, A and B, and an electron transition between them: 
where and are midpoint potentials for sites and , respectively. is the gas constant, the absolute temperature, Faraday's constant, = 1 is the valence of sites and , and denotes the probability of state . These equations may be solved for / and / and the ratio of the resulting expressions taken to obtain
Let → be the transition rate from state to state . At thermodynamic equilibrium, detailed balance requires
15 This may also be solved for / and the result combined with (4) to obtain the constraint on electron transfer rates:
To summarize, there is the following breakdown of the 35 model rates. Six are inaccessible to the experimental system because plastocyanin was removed. Three are determined by detailed balance applied to thermodynamic cycles. Six are determined by midpoint potential measurements. These are set to literatures values in the fits to the A data and they are treated as adjustable parameters in the simultaneous fits to the A and B data.
Four are set to constant values because they are fast. One is an inhibitor release rate that is only used in fits to the B data. There are 15 adjustable parameters left for fits to the A data alone. For the simultaneous fits to the A and B data, the inhibitor release rate and the midpoint potentials were also treated as independent variables for a total of 22 adjustable parameters.
Monte Carlo simulations
All simulations involve a single cyt b 6 f dimer on a model membrane with a 6 × 6 lumen. Initially all cyt b 6 f electron carriers are oxidized with no bound substrate molecules. Before any 'flashes', 12 quinones are placed randomly on the membrane lattice. There are two sources of quinol modeling in a simple way two photosystem II reaction centers. They both have the following action. On every second flash, a quinone on the membrane lattice is chosen at random and changed to a quinol. In this way the sum of the numbers of quinones and quinols is conserved. The probabilities of the initial states of the model reaction centers are chosen 16 randomly and independently, with quinols placed on the lattice at the second and fourth flashes with a probability of 80% and placed on the lattice at the first, third and fifth flashes with a probability of 20%. These probabilities were chosen by eye to match an initial portion of the A data, 0 ≤ ≤ 1200ms, before any attempt to fit the data as a whole. We assume that the probabilities of the initial states of the reactions centers are the same for the A and B experiments. No plastocyanin are placed on the model lumen. The choice of one b 6 f dimer and two photosynthetic reaction centers was chosen based on the data of Kirchhoff et al. (2000) .
We assumed that the experimental system was not limited by diffusion of quinones and quinols in the membrane, which seems reasonable if photosystem II and cyt b 6 f are both in the same small microdomains and is consistent with the conclusions of Tremmel et al. (2007) . In other cases, diffusion is thought to become an important limitation (e.g. Kirchhoff, 2008) , and the use of the random walk approach will allow future simulations of these effects. The diffusion constants of quinol and quinone were fixed at the fast value of 0.16 nm 2 s −1 . This value was determined by matching the simulations by eye with the initial portion of the data, 0 ≤ ≤ 1200ms. A much higher value of the diffusion coefficient was initially considered and this was then decreased until the leading edge could not be fit. This reduced value of the diffusion coefficient was then increased by a factor of 16 to obtain the final value used.
A discrete-state continuous-time random walk was simulated using Gillespie's direct method (Gillespie, 1976; . Suppose that at a given time 0 , M different events could happen. These might correspond to movement of a simulated quinol or quinone between adjacent sites on the membrane lattice, binding or release of a quinol or quinone from the 17 oxidase or reductase sites, or an electronic transition internal to one of the b 6 f monomers. Let Δ be the probability (to first order in Δ ) that event will occur during a short time interval Δ . Let = ∑ be the sum over all of these rates. Let 1 and 2 be random numbers uniformly distributed on the unit interval. Then the random time until the next event is chosen as
is exponentially distributed with density exp(− )/ . The event is chosen that satisfies
Event is implemented and appropriate variables updated, including the sum over rates. The process is then repeated by choosing new random numbers 1 and 2 , etc.
In this way Monte Carlo simulations corresponding to the initial value problem were solved for 0 ≤ ≤ 7.8s. The average time step is τ � ≈ 1 , so that several millions of steps are required per simulation. Averages over 64 simulations were used to construct the numerical trajectory for comparison with the experimental data. A simple estimate of 2 calculated from the average trajectory and the data was minimized using the Latin hypercube sampling technique. . The linear trend was also subtracted from these results and the residual used to find 2 ≈ 0.0030. The total variance of the difference between the simulation and data was estimated as 2 = 2 + 2 . This was used to calculate
Estimate of
where are the data and � the simulation results and the sum is taken over all results for both cyt f and cyt b. This is a simple estimate of 2 statistic; the actual variances of the data and simulations are probably not constant functions of time. However, we are not using this estimate for a statistical test, but only as a function (of the model parameters) to be minimized.
Parallel processing using Latin hypercube samples
After constructing the base rate set, a domain of possible rates with values within a factor of 2 of the base rates was defined by setting
where is the base value for the th adjustable rate, the rate exponent Typical sample sizes were = 256 and = 8192. Uniform distributions were used to sample from the subintervals of [−1,1]. The Matlab subroutine lhsu of a public domain package for LHS was used to pre-generate the Latin hypercube samples (Minasny, 2004) .
Monte-Carlo simulations were run on a Beowulf cluster, typically using 64 processors simultaneously. The processes were organized in a very simple way as shown on Fig. 8 .
Processes used a common set of data (including the Latin hypercube samples), the process rank and the number of processes . Each processor ran a sequence of sets of simulations, each set averaging together 64 independent simulations using a set of 15 or 22 rates generated from a single LHS sample.
In Fig. 8 , results , for = 1 … , are sequences of 2 values that depend only on the data, the process rank and the number of processes . These last two numbers were used to determine the set of Latin hypercube samples for which each processor ran simulations.
Otherwise the processes ran independently. At the end of the run, the results files were concatenated and sorted to determine the Latin hypercube samples associated with the lowest values of 2 , which were further analyzed. The code was written in FORTRAN 77 including Message Passing Interface (MPI) commands. Only 4 distinct MPI commands were required.
Programs and data files used for the simultaneous analysis of data sets A and B, with results shown in Fig. 13 , are available at www.math.wsu.edu/math/faculty/schumaker/welcome.html.
Results
Preliminary results
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We began to construct the base rate set by starting from guesses for parameter values and refining these using several ad hoc procedures. These include attempts to fit initial portions of data set A by eye and use of the Nelder-Mead method (Press et al., 1992) to improve the fit, which was used with modest success. The greatest discrepancy between the results of the simulations and experiment was the behavior of cyt b H redox state at long times, ≥ 2 sec.
Values of midpoint potentials of redox cofactors that constrain the rate set are available from the literature (Table 2) . These values were altered slightly in the initial attempt to fit the data, there is also a significant discrepancy after the second xenon flash near 700ms.
Use of Latin hypercube sampling to fit simulations to A data
The initial attempt to improve the fit from that given by the base rate set { } generated a set of random rates { } chosen according to Eq. (10) After decreasing the base rate for parameter 12 by a factor of 2, Monte Carlo simulations were run for = 8192 Latin hypercube samples. The best fit is shown in Fig. 11 .
Agreement is generally very good, although the simulated cyt f occupancy is systematically less than the data at large and the sharp rise of the experimental occupancy values near = 0 is not fully captured. The fit is not perfect but is a big improvement over that given by the base rates. In particular, the large discrepancy between the experimental and simulated cyt b H occupancy is greatly diminished.
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Optimization of one parameter to fit the B data
The experiments that generated the B data of Kramer and Crofts (1993) were carried out under the same conditions as those that generated the A set except that an inhibitor initially occupied the Q i site and slowly dissociated over the course of the experiment. If the fit to the A data of Fig. 11 is physically meaningful, we should obtain behavior qualitatively similar to that of the B data by starting from the A data rate set, placing an inhibitor at = 0 on the reductase site in the simulations, and optimizing only its release rate. For simplicity inhibitor release is assumed to be irreversible, giving a new comparison with data involving the optimization of only a single parameter. (The release rate of inhibitor depends on the redox state of heme c i, as discussed in section 2.1. However, the two release rates are related as described below Eq. (1)). Comparing the relationship of the data with the simulation in Fig. 12 , panel A, with that of Figs. 3 and 11 shows that optimizing the single degree of freedom modeling blocker release alters the simulation in a qualitatively similar way as the data. This is evidence that the model is capturing a significant aspect of the dynamics of the biological system. 
Simultaneous fit of simulations to the A and B data
If the simulation model is sufficiently accurate physically, and if there are no additional complications, it should be possible to fit both the A and B data sets simultaneously with the same set of rates. We first attempted simultaneous fits using 16 adjustable parameters: the 15 parameters used to fit the data plus the inhibitor release rate. The best fit achieved using Latin hypercube sampling gave a fair approximation to the combined A and B data (not shown).
These runs used literature values of the midpoint potential, obtained from three different papers reporting on three different organisms. Measurement of midpoint potentials is also subject to experimental error. We therefore next included the midpoint potentials in the free parameter set and associated six additional intervals [−1,1] with these new parameters.
Midpoint potential values corresponding to the endpoints of these intervals vary by as much as Δ 0 ≈ 17.5mV on either side of the base rate. This value of Δ is defined by exp � Δ 0 � = 2 because rates determined by midpoint potentials depend on similar exponential factors (see Eq. 6). Inclusion of the inhibitor release rate and the six midpoint potentials gives a model with 22 adjustable parameters.
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Parallel simulations using Latin hypercube sampling were used to fit the 22 parameter model to the combined A and B data. The minimum 2 value found was lower than that achieved with the literature values of the midpoint potentials. The corresponding fits are shown in Figs. 13. The corresponding rate set is given by Table 1 and the optimized values of the midpoint potentials are given by the right hand column in Table 2 . The simultaneous fits to the A and B data may be compared with the 15 parameter fits to the A data alone, given by Fig.   11 . At short times, 0 < < 2000ms, the fits to the A data are of comparable quality.
However, comparison of the 0 < < 7800ms fits shows that the discrepancy between the simulated values of the cyt f redox state and the experimental observations for > 2000ms has increased. Comparing Figs. 13 panels A and C shows that the simulated cyt f reduction states fall below the data under the conditions A but above the data under conditions B. Fig. 13 panel D shows that the simulated values are well below those of the data for 0 < < 700ms.
Discussion
Simulation-based optimization and Latin hypercube sampling
In simulation-based optimization the objective function is generated by a simulation. This technique has arisen at the interface of operations research and computer science and has been made possible by the increasing power of computers (Fu, 2002) . In this paper the objective function is the mean squared error between the data of Kramer and Crofts (1993) and a Monte-Carlo simulation of the Q-cycle model for electron transport in cyt b 6 f (Cape et al, 2006) . Our optimization technique is to generate a Latin hypercube sample within a finite subset of parameter space and to run simulations at each sample point. The sample point that 25 gives the minimum value for the objective function is an improved estimate of 'best fit' set of parameters.
Latin hypercube sampling (McKay et al, 1979 ) is a version of stratified sampling that searches high dimensional spaces more efficiently than random sampling. It has become popular for uncertainty and sensitivity analysis of computationally demanding models Davis, 2003, and Helton et al, 2006) . The literature discussing LHS in the context of optimization seems to be much smaller than that for uncertainty and sensitivity analysis, but Davey (2008) discusses optimization of a deterministic objective function by a pattern search method incorporating LHS sampling. Even for deterministic functions, search strategies that incorporate a stochastic component help prevent the search from being trapped by local minima. Davey finds that the pattern search method using LHS is much more efficient than a random search. Kleijnen et al. (2005) reviews the design of simulation "experiments" (in which a simulation is repeated many times with different parameter values in order to explore properties of the model) and recommends LHS for exploring the parameter space of simulations involving many parameters and noisy objective functions.
Approximating simulations by differential equations
As an alternative to simulation-based optimization, it would be convenient to solve a system of approximating the mean behavior of the simulations described in this paper, but this approach would rapidly become cumbersome if additional structure were added to the simulation due to a combinatorial explosion of possible states.
Limitations of model and implications of fits
In many respects, our model is a vastly simplified caricature of the physical system. But it is designed as a "stepping stone" to demonstrate a methodology that would allow more complex versions. The 2D toaster pastry geometry of the thylakoid membrane in the qcycle model is a cartoon of the elaborate 3D geometry and heterogeneity of the thylakoid membrane in higher plants. At most, it represents a rough approximation to a small patch of the physical system.
Movements of electrons and protons within the physical enzyme are fundamentally quantum mechanical, and they may conceivably be correlated in ways that cannot be captured by a 27 Markov model. In the physical system, quinones and quinols must diffuse in the lipid around the protein component of the membrane, which comprises as much as 80% of the membrane area (Kirchhoff, 2008) . Transport of quinols and quinones in the physical system may be facilitated by special structures, such as channels, in the protein component. None of this is represented in the simulations. Further, cyt b 6 f is just one in a chain of enzymes that control electron transport in the light reactions of photosynthesis. These enzymes are only
represented by a distribution of quinones and quinols on the model lattice at the initial time.
Our model can only be expected to represent transient reactions involving cyt b 6 f that do not involve feedback from other enzymes, possibly in small microdomains in the grana portion of the membrane where one or two photosystem II molecules share a few quinone or quinols with a cyt b 6 f dimer (Kirchhoff et al, 2000) . However, our simulation may more fully model simplified physical systems, such as lipid vesicles prepared with cyt b 6 f and photosystem II only (Rich et al., 1987) .
Despite all of the limitations of the qcycle model, fits to the experimental data of Kramer and Crofts (1993) suggest that the model with optimized rates mimics the dynamics of the oxidations states of the cyt b H and cyt f electron accepting sites in cyt b 6 f fairly well under the conditions of the experiment. This result alone shows that the Q-cycle model can account for the data of Kramer and Crofts without invoking bypass reactions (Muller et al., 2002) . Minor changes in the redox midpoint potentials compared to the literature values (Table 2) significantly improved the fit to the data. These deviations were between 3 and 17 mV, well within the expected experimental errors for these types of measurements. Moreover, redox midpoint potentials are typically measured using redox mediators under thermodynamic 28 equilibrium, and may not reflect the working potentials experienced during catalytic turnover.
Our results are also consistent with those of Tremmel et al. (2007) , who found that electron transfer from PQH 2 to the iron-sulfur cluster of cyt b 6 f is limited by the rate of oxidation at the Q o site. In our simulations diffusion of quinol is not rate limiting and, according to Table 1 , quinol binds to the Q o site more rapidly than it is oxidized by the iron-sulfur cluster (compare the values of 2 + and 7 + ).
Even if the diffusion and electron transport mechanisms of our model do represent a fair approximation to the biological system in the context of the experiments, fits to the data of Kramer and Crofts (1993) , shown in Fig. 3 , with 15 or 22 adjustable parameters, do not guarantee that a unique set of rates will be identified that are good approximations to 'true' values. Spear (1996) discusses the uniqueness of fits of a model system of 5 nonlinear ordinary differential equations with 19 adjustable parameters to observational data. The univariate marginal distribution of parameters associated with good fits to the data extended over the allowed range of values for almost all of the parameters. Spears concludes that the 'best' parameter estimates correspond to an extended and complex region in a high dimensional space.
The interpretation of 'best' fits in our model analysis is also complex but may be clearer than for the study described by Spear. Fig. 10A shows marginal distributions of 15 parameters for the 16 best fits, from an LHS sample of 256 rate sets, of our Q-cycle model to the A data of to the B data is achieved using the parameter set that gave the fit of Fig. 11 and optimizing the value of only a single new parameter modeling the inhibitor release rate. This is an example of a model predicting the outcome of new experiments, which is a paradigm for model confirmation in the natural sciences. However, the fit to the B data shown in Fig. 12A is somewhat crude, and the model should be further tested and refined. Ultimately an optimized rate set could be strongly validated by predicting the results of appropriate further experiments (Frenklach et al., 2003) . refers to a quinol at the oxidase site, 1 refers to a semiquinone at that site, and 0 refers to a quinone at that site.
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