Understanding correlation between two bound state electrons using a
  simple model by Verma, Shivani & Chakraborty, Aniruddha
Understanding correlation between two bound state
electrons using a simple model
Shivani Verma and Aniruddha Chakraborty
Indian Institute of Technology Mandi, Kamand, Himachal Pradesh - 175075, India.
Abstract
Understanding electron correlation requires solving inseparable Schrodinger
equation. In general, inseparable Schrdinger equations cannot be solved an-
alytically. So their solutions are obtained numerically. In this paper we
investigate electron correlation problem using the Dirac delta function repul-
sion between two electrons, where each electron is bound in their respective
Dirac delta potential well.
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In recent years it has become increasingly evident that understanding electron
correlation better is very important [1]. There are several different models
to explain electron correlation in two electron systems [2, 3]. All of these
methods are approximate method. Most simplest model for understanding
electron correlation is the case of two electron system [4]. The most simplest
possible Hamiltonian for a system of two interacting electrons may be written
as follows
Hˆ =
−~2
2m
(
∂2
∂x2
+
∂2
∂y2
)
− αδ(x)− αδ(y) + λδ(x− y), (1)
where coordinate of one electron is denoted by x and the coordinate of other
electron is represented by y and m denote the mass of the electron. Both the
electrons are trapped in a Dirac delta potential well and electron-electron
repulsion term is approximated by adding one Dirac delta potential barrier
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between the electrons and is denoted by δ(x − y). The corresponding time
independent Schrodinger equation is given by
−~2
2m
(
∂2
∂x2
+
∂2
∂y2
)
ψ(x, y)− αδ(x)ψ(x, y)− αδ(y)ψ(x, y) + λδ(x− y)ψ(x, y) = Eψ(x, y) (2)
In the region where, x 6= 0, y 6= 0 and x 6= y, then, the above equation
becomes, (
∂2
∂x2
+
∂2
∂y2
)
ψ(x, y) = k2ψ(x, y) (3)
where k2 is a positive constant and is given by
k2 =
−2mE
~2
. (4)
In the above we assumed E to be negative, as we are dealing with bound
states. Now Eq. (3) can be solved by using method of separation of variables
as given below
ψ(x, y) = φ(x)φ(y) (5)
Substituting eq. (3) in eq. (5) and dividing the resulting equation by
φ(x)φ(y), we get
1
φ(x)
∂2
∂x2
φ(x) +
1
φ(y)
∂2
∂y2
φ(y) = k2 (6)
In the above equation first part of the L.H.S. is a function of x only and
second part of the L.H.S. is the function of y only but their summation is
a constant i.e., k2. It is possible only when the each part of the L.H.S.
is a separate constant. Since, first part and second part of the L.H.S. are
identical. So, we can split the equation in two parts and both the parts will
be equal to k
2
2
.
1
φ(x)
∂2
∂x2
φ(x) =
k2
2
(7)
1
φ(y)
∂2
∂y2
φ(y) =
k2
2
On further simplification, we get
∂2
∂x2
φ(x) =
k2
2
φ(x) (8)
∂2
∂y2
φ(y) =
k2
2
φ(y).
2
On solving Eq. (8) we get the following possible solutions
φ(x) = Ae
−kx√
2 & φ(x) = Ae
kx√
2 (9)
φ(y) = Ae
−ky√
2 & φ(y) = Ae
ky√
2 (10)
where A is an unknown constant, to be determined later. As we are dealing
with bound states, so the acceptable wave-function should vanish at infin-
ity and it has to be continuous at all points. So the analytical formula of
acceptable wave-function is given by
φ(x) = Ae
−k|x|√
2 (11)
φ(y) = Ae
−k|y|√
2
Therefore, the total wave function is given by
ψ(x, y) = Ae
−k(|x|+|y|)√
2 (12)
Now we ask the question, is the wave-function given above is the only ac-
ceptable wave-function. To understand that we should look at all possible
combinations of wave-functions given in Eq. (9) and Eq. (10). We get four
possible options, which are listed below
ψ(x, y) = A e
−kx√
2 e
−ky√
2 (13)
ψ(x, y) = A e
kx√
2 e
ky√
2 (14)
ψ(x, y) = A e
−kx√
2 e
ky√
2 (15)
ψ(x, y) = A e
kx√
2 e
−ky√
2 (16)
Now we will analyze the above four options to see the possibility of getting
any more acceptable wave-function other than the one in Eq. (12). Actually
the solutions given in Eq. (13) and Eq. (14) is used in deriving Eq.(12). So
now focus should be on Eq. (15) and Eq. (16). For region I, where x < y,
so that |x − y| = −(x − y) the physically acceptable wave-function is the
one that is given in Eq. (16). Again for region II, where x > y, so that
|x − y| = (x − y) the physically acceptable wave-function is the one that is
given by Eq. (15). So the physically acceptable solution for all regions can
be given by combining Eq.(15) and Eq.(16), as given below
ψ(x, y) = Be
−k|x−y|√
2 (17)
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Figure 1: Coordinate system describing the location of electron 1 and 2.
So the better wave-function for two electron system can be represented as
a linear combination of wave-function which we get from Eq. (12) and Eq.
(17), which is given by
ψ(x, y) = Ae
−k(|x|+|y|)√
2 +Be
−k|x−y|√
2 (18)
Since, the Hamiltonian involved three Dirac delta functions. Each Dirac
delta function will lead to two boundary conditions for wave-functions. In
the following we will derive all these boundary conditions. First we Integrate
Eq. (2) w.r.t. x from 0−  to 0 + , under the limit → 0. We get
−~2
2m
[
∂ψ(x, y)
∂x
]0+
0−
− αψ(0, y) + λψ(y, y) = 0 (19)
Now we put y = 0, so that we get boundary condition at (x = 0, y = 0).
−~2
2m
[
∂ψ(x, y)
∂x
]0+
0−
− αψ(0, 0) + λψ(0, 0) = 0 (20)
This is first boundary condition. Now we integrate Eq. (2) w.r.t. y from
0−  to 0 +  under the limit → 0 to get
−~2
2m
[
∂ψ(x, y)
∂y
]0+
0−
− αψ(x, 0) + λψ(x, x) = 0 (21)
Now we put y = 0, so that we get boundary condition at (x = 0, y = 0).
−~2
2m
[
∂ψ(x, y)
∂y
]0+
0−
− αψ(0, 0) + λψ(0, 0) = 0 (22)
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Now we integrate Eq. (2) w.r.t. x from y −  to y +  (with the assumption
y 6= 0) under the limit → 0 to get
−~2
2m
[
∂ψ(x, y)
∂x
]y+
y−
+ λψ(y, y) = 0. (23)
Now we integrate Eq. (2) w.r.t. y from x−  to x+  (with the assumption
x 6= 0) under the limit → 0 to get
−~2
2m
[
∂ψ(x, y)
∂y
]x+
x−
+ λψ(x, x) = 0 (24)
If we assume y 6= 0, then Eq. (19) reduces to,
−~2
2m
[
∂ψ(x, y)
∂x
]0+
0−
− αψ(0, y) = 0 (25)
If we assume x 6= 0 then Eq. (21) reduces to,
−~2
2m
[
∂ψ(x, y)
∂y
]0+
0−
− αψ(x, 0) = 0 (26)
Therefore, we have all six boundary conditions. In our model λ is the strength
by which the two electrons interacting with each other, where λ = 0 is for
completely uncorrelated system and λ = 1 for completely correlated system.
Assuming this model is true for completely correlated system (so that λ = 1)
and taking α = 1 for simplicity. Then, the first two boundary conditions will
be of no use because they will not have any electron-correlation effect. Now,
the six boundary conditions will be reduced to only four boundary conditions
which are as follows:
−~2
2m
[
∂ψ(x, y)
∂x
]y+
y−
+ ψ(y, y) = 0, y 6= 0 (27)
−~2
2m
[
∂ψ(x, y)
∂y
]x+
x−
+ ψ(x, x) = 0, x 6= 0 (28)
−~2
2m
[
∂ψ(x, y)
∂x
]0+
0−
− ψ(0, y) = 0, y 6= 0 (29)
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−~2
2m
[
∂ψ(x, y)
∂y
]0+
0−
− ψ(x, 0) = 0, x 6= 0 (30)
The above four boundary conditions can be use to calculate the coefficients
in the wave-function as well as the total energy of the system. On solving
the Eq. (27) and Eq. (28) we get
~2
m
k√
2
B +B + Ae−k
√
2x = 0 (31)
~2
m
k√
2
B +B + Ae−k
√
2y = 0 (32)
On solving eq (29) and (30) we get
A
(
− k√
2
+
m
~2
)
+B
m
~2
= 0 (33)
For electron 1 we can take eq (31) and (33) and solve them. These equations
may have trivial solution, if the determinant formed by the matrix (say P) of
above equation is zero. So, we will not consider those trivial solutions here,
where, |P | 6= 0. But, if |P | = 0 Then, we will have non-trivial solutions.
If x = 0 |P | = 0
If x 6= 0 |P | 6= 0
Using this property of linear homogeneous equation [6], we can determine
the relation between k and x, which is
m
~2
− ~
2
m
k2
2
− m
~2
e−k
√
2x = 0 (34)
In atomic units, mass of electron is unity and ~ is also 1. Therefore Eq. (34)
becomes
1− k
2
2
− e−k
√
2x = 0 (35)
This Eq. (35) and Eq. (36) gives data for k, position and energy of electron.
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x k E(in atomic units)
1 1.29622 -0.840093
2 1.40069 -0.980966
3 1.41245 -0.995507
4 1.41398 -0.999669
5 1.41418 -0.999952
6 1.41421 -0.999994
7 1.41421 -0.999994
8 1.41421 -0.999994
9 1.41421 -0.999994
10 1.41421 -0.999994
According to this equation, k can be plotted as function of x, Firstly, as
Figure 2: Variation of k with the distance of electron 1 from the nucleus
the distance between the electron and nucleus increases the value of k also
increases but after a while on increasing the distance k remains constant.
From eq (4) (in atomic units),
E = −k
2
2
(36)
By this relation, plot i.e., fig(3) between E and x is made for electron 1.
Similar type of plot can be made for other electron also. This graph shows
that initially energy was decreases as distance between electron and nucleus
increases and after a certain period of time energy become constant even
after increasing the distance.
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Figure 3: Variation of Energy with the distance of electron 1 from the nucleus
Summary and Conclusions
In summary, a simple model which can show the effect of electron correlation
in two electron system has been made. The effect of electron correlation on
two electron system in bound states is explained graphically and numerically.
Using a method very similar to the one discussed here can be applied to N
electron systems as well. Arbitrary bound state potentials can be modelled by
using an appropriate collection of Dirac delta potentials. The corresponding
time-dependent Schro¨ dinger equation can also be solved.
Acknowledgments
One of the authors (A.C.) acknowledges IIT Mandi for CPDA Grant.
References
[1] K. Raghavachari and J. B. Anderson, J. Phys. Chem., 1996, 100 (1996)
12960.
[2] E.A. Hylleraas, Z. Phys. 54 (1929) 347.
[3] R. J. White and F. H. Stillinger, J. Chem. Phys., 52 (1970) 5800.
[4] P. C. Mckinney, Int. J. Quant. Chem., 98 (2004) 291.
[5] P. A. M. Dirac, The Principles of Quantum Mechanics, 4th ed.; Oxford
University Press: London,(1967).
8
[6] R. G. Mortimer, Mathematics for Physical Chemistry, Elsevier,(2011).
[7] I. N. Levine, Quantum Chemistry, 4th ed.;Pearson,(2000).
[8] D. J. Griffiths, Introduction to Quantum Mechanics, Pearson,(2005).
[9] R. J. Magyar and K. Burke, Phys. Rev. A 70 (2004) 032508.
[10] M. Taut, Phys. Rev. A 48 (1993) 3561.
[11] D. P. Tew, W. Klopper and T. Helgaker, J. Comput. Chem., 28 (2006)
1307.
[12] A. D. Becke and K. E. Edgecombe, J. Chem. Phys. 92 (1990) 5397.
[13] R. G. Gordon and Y. S. Kim, J. Chem. Phys. 56 (1972) 3122.
[14] N. C. Handy, A. J. Cohen, Mol. Phys.,99 (2001) 403.
[15] P. O. Lowdin, Rev. Mod. Phys, 35 (1963) 702.
[16] N. R. Kestner and O. Sinanoglu, J. Chem. Phys. 128 (1962) 2687.
9
