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The 2D-Raman-THz response in all possible time-orderings (Raman-THz-THz, THz-Raman-THz
and THz-THz-Raman) of amorphous water ice is calculated in two ways: from atomistic molec-
ular dynamics simulations, and with the help of a Feynman diagram model, the latter of which
power-expands the potential energy surface and the dipole and polarizability surfaces up to leading
order. Comparing both results allows one to dissect the 2D-Raman-THz response into contribu-
tions from mechanical anharmonicity, as well as electrical dipole and polarizability anharmonicities.
Mechanical anharmonicity dominates the 2D-Raman-THz response of the hydrogen-bond stretching
and hydrogen-bond bending bands of water and dipole anharmonicity that of the librational band,
while the contribution of polarizability anharmonicity is comparably weak. A distinct echo of the
hydrogen-bond stretching band is observed for THz-Raman-THz pulse sequence, again dominated
by mechanical anharmonicity. A peculiar mechanism is discussed, which is based on the coupling be-
tween the many normal modes within the hydrogen-bond stretching band, and which will inevitably
generate such an echo for an amorphous structure.
I. INTRODUCTION
Water is the most abundant liquid, but one with very
peculiar thermodynamical properties.1 The intermolecu-
lar forces determine those properties, and at the same
time also the low-frequency, intermolecular vibrational
spectra. The latter may provide information on the in-
termolecular forces, however, the conventional, i.e., one-
dimensional (1D), THz and Raman spectra of liquid wa-
ter are very blurred and the information content that
can be extracted from them is quite limited. Extend-
ing the spectra into two dimensions by 2D spectroscopy
may increase the resolution of those convoluted spectra.
With this in mind, Tanimura and Mukamel proposed
2D-Raman spectroscopy in a seminal paper,2 which has
been succeeded by numerous theoretical3–19 and exper-
imental works.20–27 The low-frequency counterpart of
2D-IR spectroscopy,28,29 2D-THz spectroscopy, has been
demonstrated as well,30–37 but neither 2D-Raman nor
2D-THz spectroscopy became possible for water as of
now.38
To circumvent the prevailing cascaded 3rd-order
signal in 2D-Raman spectroscopy,10,21,24,39 we pro-
posed more recently a hybrid method, 2D-Raman-THz
spectroscopy.40–42 2D-Raman-THz hybrid spectroscopy
is conceptually very similar to 2D-Raman spectroscopy.
That is, the system under study is perturbed twice by
two Raman interactions in 2D-Raman spectroscopy, and
is then read out via a 3rd Raman interaction (RRR
pulse sequence). Hybrid 2D-Raman-THz spectroscopy
replaces two of the Raman interactions with THz inter-
actions, resulting in three possible time orderings, RTT,
TRT, and TTR, all of which have been realized by now
experimentally on water,43,44 aqueous salt solutions,45
as well as bromoform and related liquids.46–48 The the-
ory of 2D-Raman-THz spectroscopy is continuously been
developed.40–42,49–60
The basic goal of 2D-Raman-THz (and 2D-Raman)
spectroscopy is the same as that of “conventional” 2D-
IR28,29 (and 2D-THz) spectroscopy, i.e., determining
spectroscopic inhomogeneities and couplings between dif-
ferent spectroscopic degrees of freedom. However, the
number of light-matter interactions is different in both
classes of 2D spectroscopy. That is, 2D-Raman-THz
spectroscopy works with in total three interactions (“2-
in-1-out”), while 2D-IR spectroscopy uses four of them
(“3-in-1-out”).61 Based on the number of interactions in
2D-Raman-THz spectroscopy, one can easily count that
at least one of them must induce a zero-quantum or a
two-quantum transition (which would be forbidden in the
harmonic limit), while 2D-IR spectroscopy requires only
one-quantum transitions.
As a consequence, the appearance of 2D-Raman-THz
spectra is significantly more complex, as illustrated in
Fig. 1 for two coupled modes. Both 2D-Raman-THz and
2D-IR spectroscopy consist of in total 16 coherence path-
ways, but they are distributed much more regularly in a
2D-IR spectrum (Fig. 1, left). That is, a 2D-IR spec-
troscopy consist of effectively only 4 peaks in the non-
rephasing quadrant (with ω1 > 0 and ω2 > 0), two
diagonal peaks (Ã and B̃) and a set of two symmetric
cross peaks (C̃ and D̃), each of which complemented by
an anharmonically shifted counterpart with opposite sign
(shown as open circles in Fig. 1, left). In addition, a sym-
metric set of peaks exists in the rephasing quadrant (with
ω1 < 0 and ω2 > 0, i.e., Ã
′, B̃′, C̃ ′ and D̃′); in fact, most
applications of 2D-IR spectroscopy add up rephasing (af-
ter inverting ω1) and non-rephasing spectra to reveal a
“purely absorptive” spectrum.62
None of these symmetries exists for 2D-Raman-THz
spectroscopy. Using established rules for Feynman
diagrams,29 one can collect all possible coherence path-
ways shown in Fig. 1 (right). We consider only the lowest-
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FIG. 1. Schematic 2D spectra for “conventional” 2D-IR (or 2D-THz) spectroscopy (left) as well as for 2D-Raman-THz (or
2D-Raman) spectroscopy (right). For each peak, the coherence diagram is drawn above the spectrum, in which solid arrows
indicate transitions caused by action on the ket side of the density matrix, and dotted arrows on the bra side. Grey arrows
indicate one-quantum transitions and yellow arrows zero-quantum transitions. Two-quantum transitions are subdivided in
double-(de)excitations (red), simultaneous (de)excitations of both modes (blue) and excitation transfer (green). Blue circles
are cross peaks between oscillators A and B, green circles are diagonal peaks of A, and brown circles mark diagonal peaks of
oscillator B.
(yellow arrows in Fig. 1), or one two-quantum transition,
for either the first, second or third field interaction, facil-
itated by electrical or mechanical (cross)-anharmonicity,
the details of which will be derived in Sec. III. A two-
quantum transition can either be a double-(de)excitation
of a single mode (|00〉 ↔ |20〉 or |00〉 ↔ |02〉, red
arrows in Fig. 1), simultaneous (de)excitation of both
modes (|00〉 ↔ |11〉, blue arrows), or excitation transfer
(|01〉 ↔ |10〉, green arrows).
The essential aim of this paper is to learn how to dis-
entangle complicated 2D-Raman-THz spectra and to ex-
tract the dominant coupling mechanisms from observed
cross peaks. The molecular system we selected for this
purpose is amorphous water ice. While no experimental
data exist on amorphous ice as of now, we have stud-
ied liquid water extensively.43–45 The structural motifs in
amorphous ice are very similar to its liquid counterpart,
but the dynamics is in the inhomogeneous limit with dif-
fusive motion completely suppressed. Amorphous ice re-
sults in higher resolved spectra, which will be a prerequi-
site for being able to disentangle the many diagonal and
cross-peak contributions to the 2D-Raman-THz spectra.
We start in Sec. II with calculating 2D-Raman-THz
spectra of amorphous ice from atomistic molecular dy-
namics (MD) simulations, and then develop in Sec. III
the theory of 2D-Raman-THz spectroscopy of coupled
modes along the lines of Fig. 1. The theory we present is
similar in flavor as what has been done in the context
of 2D-Raman spectroscopy4,6,7,12 or infrared-infrared-
visible spectroscopy,51 but with a focus on further un-
derstanding the effect of mechanical anharmonicity. By
describing the effect of anharmonic couplings on tran-
sition probabilities in the simplest possible terms, we
gain direct insight into the signal generation mechanism.
With that, we deconvolute the 2D-Raman-THz spectra
obtained from MD into simpler “anharmonicity spectra”
(as we will call them), which facilitate the discussion of
certain spectroscopic features, such as the observed echo.
II. 2D-RAMAN-THZ SPECTRA FROM
MOLECULAR DYNAMICS SIMULATIONS
A. Methods
The quantum mechanical response functions to calcu-




RTT (t1, t2) ∝ −Tr
(




TRT (t1, t2) ∝ −Tr
(




TTR (t1, t2) ∝ −Tr
(
α̂(t1 + t2) [µ̂(t1), [µ̂(0), ρeq]]
)
(1)
Depending on the positions of THz and Raman interac-
tions in the pulse sequence, either the dipole (µ̂(t)) or
the polarizability (α̂(t)) operator appears at the corre-
sponding times in these correlation functions. In order
3
to derive them from atomistic MD simulations, we used a
hybrid equilibrium-nonequilibrium approach, which has
initially been developed by Y. Tanimura and coworkers in
the context of 2D-Raman spectroscopy,18, but which can
easily be adapted for 2D-Raman-THz spectroscopy.42
We chose TL4Pa2-CT as a rigid, intrinsically po-
larizable water force field for the MD simulations.63
TL4Pa2-CT is an extension of TL4P,64 which has been
shown to reveal a reasonable agreement with experimen-
tal 2D-Raman-THz spectra of liquid water,42 but has
been amended with two features for a more realistic de-
scription of the intensities of all spectroscopic features
in the 1D THz and Raman spectra: charge transfer
(CT) between hydrogen-bonded water molecules, and a
slightly anisotropic polarizability. Details can be found
in Ref. 63.
A cubic box containing 64 such water molecules sub-
ject to periodic boundary conditions defines our system.
Liquid water was simulated at 300 K (thermostated with
a time-constant of 1 ps) at experimental density in the
NVT ensemble, with time-step 2.5 fs. To generate amor-
phous ice, the simulation box was first expanded to a
density of 0.94 g/cm3, which is the typical density of
low density amorphous ice.65 Because the amorphous ice
structures remain stable for essentially infinite time, sam-
pling of the complete phase space requires a set of dif-
ferent starting structures. A collection of 2000 reference
structures were generated by randomizing initial veloci-
ties of the starting structure, followed by 40 ps of random-
ization at 500 K. The structures were then equilibrated
at 300 K for 40 ps, and finally cooled down to 70 K dur-
ing 400 ps, using a coupling constant of 20 ps for the
thermostat, which served as starting points for the cal-
culation of Eq. 1. Since diffusive motion is absent, the
2D-Raman-THz responses of in amorphous ice converge
about 10 times faster than for the liquid; total simula-
tion times of 120 µs and 12 µs went into the calculation
of Fig. 3a,b and Fig. 3c,d, respectively.
B. Spectra
Fig. 2 shows 1D THz (a) and Raman (b) spectra of
liquid water at room temperature (red) and amorphous
ice at 70 K (blue), calculated from the dipole-dipole and










The spectra of amorphous ice sharpen up in compari-
son to those of the liquid, and peaks shift to higher fre-
quencies; the latter reflects the anharmonicity of the in-
termolecular modes. The contribution around frequency
zero, assigned to diffusive motion in the liquid, are freez-
ing out in amorphous ice. In each spectrum, three bands














FIG. 2. Simulated (a) THz and (b) xxxx-component of Ra-
man spectra of liquid water at room temperature (red) and
amorphous ice at 70 K (blue), calculated from the dipole-
dipole and polarizability-polarizability correlation functions,
respectively, see Eq. 2
can be detected, albeit with different intensities and
peak frequencies. The highest frequency peak at about
700 cm−1 in the THz spectrum of amorphous ice, or
600 cm−1 in the Raman spectrum, is the librational band,
i.e., a hindered rotation. The band at 210 cm−1 (THz)
or 270 cm−1 (Raman) is the hydrogen-bond vibration,
and the peak at around 60 cm−1 in the Raman spectrum
(which shows up only as shoulder in the THz spectrum)
the hydrogen-bond-bending. The different intensities of
these bands reflect the different transition probabilities,
e.g., the librational band is strong in the THz spectrum,
since a rotating dipole couples strongly to the electro-
magnetic field, while a rotating, almost isotropic polariz-
ability does not. In turn, the slightly different peak fre-
quencies are known as the non-coincidence effect,66 and
reflect the delocalisation of these modes over a certain
number of water molecules, in which case the different
selection rules of Raman and THz spectroscopy set in.
Fig. 3a,c show simulated 2D-Raman-THz responses in
the time domain of liquid water and amorphous ice, re-
spectively, for the three possible time-orderings RTT,
TRT, and TTR. The coherence lifetimes for amorphous
ice (Fig. 3c) are significantly longer than in liquid water
(Fig. 3a), and the signal expands well past 0.5 ps. The
stretched contributions along the t1 or t2 axes, which
dominate the response in the liquid also, are largely sup-
pressed in the solid. Instead, an echo signal becomes
evident in the TRT pulse sequence (marked by an arrow
in Fig. 3c).
In accordance with the longer coherence lifetime ob-
served in the time-domain, the frequency domain spec-
tra, taking the real-part of the Fourier transformation,
are significantly more structured in the case of amor-
phous ice as compared to liquid water (Fig. 3b,d). We
obtain a very rich 2D-Raman-THz spectra, containing
diagonal as well as cross-peaks between the various spec-
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FIG. 3. 2D-Raman-THz spectra with the RTT, TRT and TTR time-orderings (xxxx-components) for liquid water (panels a,b)
and amorphous ice (panels c,d) obtained from MD simulations. The responses are shown in the time domain (panels a,c) as
well as in the frequency domain (panels b,d). The grid lines mark the positions of the dominating hydrogen-bond stretching
and librational modes. For amorphous ice, an echo feature is visible in the TRT pulse sequence, which is discussed in the text.
Each spectrum is of equal complexity as Fig. 1, but the
three time-orderings weight the various 2D features dif-
ferently, reflecting the different transition probabilities of
THz and Raman interactions. The aim of the paper is
to assign these complicated 2D-Raman-THz spectra (we
will consider the amorphous ice spectra only from now
on).
One feature deserves a special discussion here: In the
time-domain data of the TRT pulse sequence, we find a
very long-lived echo, which in the frequency-domain re-
sults in a very sharp diagonal feature in the rephasing
quadrant with ω1 < 0 and ω2 > 0 (marked by an ar-
row in Fig. 3d). That feature is broad in the diagonal
direction but very narrow in the anti-diagonal direction.
From its frequency, we conclude that the echo is related
to the hydrogen-bond stretch vibration around 200 cm−1.
Interestingly, the sharp echo-feature sits atop of a much
broader feature, also on the diagonal but with opposite
sign. These two types of diagonal peaks will become
an important point. That is, what we call a “band” in
the 1D THz or Raman spectra is actually a collection of
very many normal modes; as many as there are water
molecules. Cross peaks between those normal modes do
appear around the diagonal of the 2D-Raman-THz spec-
trum, and they are responsible for the broad feature. On
the other hand, for an echo to build up, the transition
frequency during time periods t1 and t2 needs to be cor-
related. That is possible only is the system is in a |0〉〈1|-
coherence of a mode during period t1, and in a |2〉〈1|-
coherence of one and the same mode during period t2.
If the mode is close to harmonic, the |0〉〈1|-frequency is
about the same as the |2〉〈1|-frequency, albeit with oppo-
site sign, and strongly correlated, which is a prerequisite
for the “inversion of coherence” needed to generate an
echo.61 We will see in Sec. IV that there are two distinc-
tively different possibilities to generate this situations.
III. 2D-RAMAN THZ-SPECTRA FROM A
FEYNMAN-DIAGRAM PICTURE
The following theory extends previous works4,6,7,12,51
by also including the effect of mechanical anharmonicity,
which we will see plays a dominant role in the signal
generation.
A. Hamiltonian
The motion of a harmonic system can be described













Furthermore, in order to describe light-matter interac-
tions, dipole and polarizability operators are needed,
which are usually expanded in powers of position opera-
tors. In the harmonic limit, the linear terms
µ̂
(0)




are sufficient. We will consider pairwise two normal
modes, A and B, with q̂A and q̂B , respectively, which
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decouple in the harmonic limit. The solution for the 2D
oscillator is given by product states:
|m,n〉 ≡ ϕm(qA)ϕn(qB), (5)
where m is the quantum number describing the state of
oscillator A, and n is the quantum number of oscillator
B.
However, a perfectly harmonic system does not gener-
ate any 2D-Raman-THz signal, as it allows only single-
quantum transitions.61 The lowest order deviations from
the harmonic case are treated either as corrections to




AB = µAB q̂Aq̂B (6)
α̂
(1)
AB = αAB q̂Aq̂B




AB = h̄ωAλAAB q̂
2
Aq̂B (7)
These expressions include “one-body” terms with A =
B as well as “two-body” terms with A 6= B. Since we
will eventually sum over all modes A and B, Eq. 7 also
includes the complementary term λABB .
B. Ladder Operators
In order to determine the light-matter interaction by
time-dependent perturbation theory, we need to know the
transitions induced by the dipole µ̂ and polarizability α̂
operators. As these operators are expanded in position
operators, it is sufficient to know the transitions caused
by the operators q̂A and q̂B . Expressing these operators
in terms of ladder operators gives a very simple interpre-




















Action of a ladder operator excites or de-excites the state
by one quantum. Operators q̂A and q̂B therefore cause
transitions |00〉 ↔ |10〉 and |00〉 ↔ |01〉, respectively,
revealing the selection rules of the harmonic oscillator.
1. Electrical Anharmonicity
The effect of electrical anharmonicity can be derived
in the same way. That is, expressing the product q̂Aq̂B














































FIG. 4. Frequency dependent factors W1 - W4, that scale the
response functions caused by anharmonic coupling λAAB .
where the two terms â†Aâ
†
B and âAâB cause |00〉 ↔ |11〉
transitions (simultaneous excitation or de-excitation),
whereas â†AâB and âAâ
†
B cause |01〉 ↔ |10〉 transitions
(excitation transfer). For the one-body terms with A =
B, the two terms â†2A and â
2
A cause double-excitations
|00〉 ↔ |20〉 of mode A, while â†AâA and âAâ
†
A cause
zero-quantum transitions |00〉 ↔ |00〉.
2. Mechanical Anharmonicity
The treatment of mechanical anharmonicity is more
involved. That is, although the position operators q̂A
and q̂B per se are not affected by the anharmonic per-
turbation Eq. 7, their representations in an anharmonic
eigenstate basis are. As derived in Appendix A, opera-






























































































and ω = ωB/ωA. W2 and W3 diverge for ωB = 2ωA
(Fermi resonance), and W1, W2 and W4 for ωB ≪ ωA,
see Fig. 4.
The first terms in Eqs. 10 and 11 are simply q̂A and
q̂B in harmonic eigenstate basis (we will call them q̂
H
A
and q̂HB from now on). With regard to the anharmonic
perturbation, however, the action of q̂A and q̂B is dis-





B , which allow for the simultaneous excita-
tion or de-excitation of both oscillators |00〉 ↔ |11〉, and
terms containing â†AâB and âAâ
†
B , which cause excitation
transfer |10〉 ↔ |01〉.





ducing double excitations of oscillator A, |00〉 ↔ |20〉,
as well as terms â†AâA and âAâ
†
A inducing zero-quantum
transitions |10〉 ↔ |10〉 (shown in yellow in Fig. 1).
Despite the fact that these are two-body terms origi-
nate from a coupling between mode A and B via λAAB ,
they cause contributions to a 2D spectrum at the same
frequency positions as electrical one-body terms (see
Sec. III B 1).
If nonlinearities µAB , αAB andλAAB are each consid-
ered to be a small perturbation, we can ignore cross terms
including more than one of these perturbations, and ex-
press the dipole and polarizability operators as:
µ̂ =µAq̂
H
A + µB q̂
H















A + αB q̂
H














where the definitions of the various position operators
are given in Eqs. 10 and 11. We furthermore assume
that mechanical anharmonicity predominantly affects the
transition dipoles and transition polarizabilities, while we
ignore the change in energy levels. In that limit, it is suffi-
cient to consider only pathways starting from the ground
state ρeq = |00〉〈00|, and the response remains tempera-
ture independent.59
C. Basis Responses
Having expressions for dipole and polarizability op-
erators (Eq. 13), the 2D-Raman-THz responses can be
derived based on time-dependent perturbation theory
(Eq. 1). We will illustrate the procedure for one of
the simpler examples, RαTRT, i.e., the 2D-Raman THz
response in the TRT pulse sequence, which breaks the
harmonic selection rules via the nonlinear polarizability
αAB . The contribution of R
α
TRT to the total response
Eq. 1 is:
RαTRT(t1, t2) = −Tr
(









which scales with a product of transition probabilities
and the nonlinear polarizability µBαABµA. It gives rise
to 2 peaks in the 2D spectrum, i. e., peaks Ẽ and B̃ in
Fig. 1 (right). Peak Ẽ starts with single quantum tran-
sition of oscillator A, reaching |10〉〈00| on the ket-side of
the density matrix at time 0, which oscillates with fre-
quency +ωA during time-period t1. The nonlinear second
interaction then causes an excitation transfer via âAâ
†
B of
Eq. 9, reaching |01〉〈00| that oscillates at frequency +ωB
during time-period t2. The last interaction at time t1+t2
brings the system back to |00〉〈00| via a single-quantum
de-excitation of mode B. For peak B̃, the first interaction
works on the bra-side, reaching |00〉〈10| that oscillates at
frequency −ωA. Now, the â†Aâ
†
B-term of Eq. 9 sets in
for the second, nonlinear interaction on the ket-side, re-
vealing |11〉〈10| oscillating at frequency +ωB . The last
interaction goes down to |10〉〈10|. Peaks Ẽ and B̃ are
equally strong, but have opposite signs, which can be
seen when expanding the commutators in Eq. 14. The
corresponding response function is in the time domain:





cos(−ωAt1 + ωBt2) (15)
− cos(+ωAt1 + ωBt2)
)
,
where we introduced in addition relaxation terms derived
from a Brownian oscillator model.12
Considering all sources of nonlinearity, we have to con-
sider five such response functions:























where the subscript o ∈ {RTT,TRT,TTR} indicates one
of the time-orderings and we summed over all pairs of
modes A and B. To understand that, we need to note
that there is only one response function Rαo , since we have
only one Raman interaction in the pulse sequence, hence
the nonlinear polarizability αAB can only act at that one
time-position. In contrast, mechanical anharmonicity
λAAB and the nonlinear dipole operator µAB can act on
more than one time-position. When grouping them ac-




TABLE I. Relative peak intensities of the four basis responses Rλ1 , Rλ2 , Rµ and Rα for the three pulse sequences RTT,
TRT, and TTR of 2D-Raman-THz spectroscopy. The frequency dependent scaling factors W1 to W4 are given in Eq. 12. The
relaxation terms γ1 and γ2 are derived from a Brownian oscillator model.
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RTT TRT TTR































+W1 0 +1 0 0 +W1 0 0 0 +W1 0 0






0 +W1 0 0 0 +W1 0 +1 +W1 0 +1 0






0 +W2 0 0 +W2 0 +1 0 0 +W2 0 +1






0 −W1 0 0 −W1 0 -1 0 0 −W1 0 -1






0 −W2 0 0 0 −W2 0 -1 −W2 0 -1 0






−W1 0 -1 0 0 −W1 0 0 0 −W1 0 0






+W2 0 +1 0 0 +W2 0 0 0 +W2 0 0






−W2 0 -1 0 0 −W2 0 0 0 −W2 0 0






0 +2W3 0 0 +2W3 0 0 0 0 +2W3 0 0






0 −2W4 0 0 −2W4 0 0 0 0 −2W4 0 0
K̃ ωA 2ωA −
γA
2
−γA 0 −2W3 0 0 0 −2W3 0 0 −2W3 0 0 0
L̃ ωA 0 −
γA
2
−γA 0 +2W4 0 0 0 +2W4 0 0 +2W4 0 0 0
µABµAαB and µABµBαA, respectively), we find two dif-
ferent terms for each one of these possibilities, Rλ1o and




o . However, the pre-factors
of Rµ1 and Rµ2 are symmetric with respect to A and B,
and we can lump them together:




















Deriving these response functions, in the same way as
illustrated for RαTRT (Eq. 15), is tedious but straight for-
ward. They are listed in Table I, and Eq. 15 illustrates
how this table is translated into time-domain response
functions. Peaks Ĩ, J̃ , K̃ and L̃ look like “diagonal
peaks”, but really are two-body terms originating from
mechanical coupling λAAB in Eq. 11. To reveal true one-
body terms, one has to set ωA = ωB in Table I, in which
case some peaks merge and Table I collapses into Table I
of Ref. 59. Peaks M̃ , Ñ , Õ and P̃ in Fig. 1 are obtained
when interchanging mode A and B, i.e., are related to
λABB . They are implicitly taken care of in Eq. 17 since
the sum runs over all modes A and B.
D. Continuum of States
The number of intermolecular modes present in a con-
densed phase system such as amorphous ice is enormous,
so modes are usually not counted individually, rather
they are described by a continuous density of statesD(ω).
The variable ω then acts as a collective variable which
groups all modes of the same frequency. 2D spectra are
scaled by the number of oscillator pairs D(ωA)D(ωB),
and the total response Eq. 17 becomes:
































The total response is given as a linear combination







three time orderings o ∈ {RTT,TRT,TTR}, each of
which depends parametrically on ωA and ωB (see e.g.
Eq. 15). They scale with in total four “anharmonic-
ity spectra” λ1(ωA, ωB), λ2(ωA, ωB), µ(ωA, ωB) and
α(ωA, ωB), which are universal and are the same for all
time-orderings.
E. Anharmonicity Spectra
We calculated those anharmonicity spectra based on
quenched normal modes. To that end, snapshot struc-
tures were taken from the MD simulation of amorphous
8
ice, quenched to the next local minimum by gradient de-
cent, and the normal modes qA,B were calculated. The











































All derivatives were performed numerically. Since we
consider the xxxx-component of the 2D-Raman-THz
spectra in Fig. 3, the x-component of µ and xx-
component of α were taken in all derivations. The an-
harmonicity parameters were multiplied with the cor-
responding transition probabilities (see Eq. 17), and
were binned according to ωA and ωB to reveal the an-
harmonicity spectra λ1(ωA, ωB), λ2(ωA, ωB), µ(ωA, ωB),
and α(ωA, ωB) shown in Fig. 5, leftmost column. Fi-
nally, the 2D-Raman-THz model responses in the three
time-orderings RTT, TRT, and TTR were evaluated by
Eq. 18, setting γA = γB = (200 fs)
−1. While it is prob-
ably an oversimplifying assumption that one universal
dephasing time accounts for all degrees of freedom, the
value was chosen to properly reproduce the anti-diagonal
width of the echo of the hydrogen-bond stretching band
(see discussion below). More sophisticated models de-
scribing dephasing of intermolecular degrees of freedom
have been developed.15,67
IV. DISCUSSION
Figs. 5a and 5b compare the MD-simulated 2D-
Raman-THz responses with those calculated from the
model based on quenched normal modes. Given that
the perturbative treatment of the model considers only
the leading terms of anharmonicity, the agreement is sur-
prisingly good with the majority of features in the MD-
simulated 2D-Raman-THz responses reproduced quite
well by the model. Here, it probably helps that we con-
sider amorphous ice instead of liquid water were all de-
grees of freedom are “locked” and thus explore only the
potential energy surface only close to local minima. In
liquid water, in contrast, the system would frequently
cross barriers between local minima, in which case a low-
order power-expansion is likely to fail.
There are indeed features in the MD-simulated 2D-
Raman-THz responses, which are missing in the model,
and which are encircled in Fig. 5a. The absence of these
peaks suggests that some higher-order nonlinear terms
are missing in the model. Most of the missing features
concerns cross-peaks between the hydrogen-bond stretch-
ing band and the librational band (those encircled in
green). The frequency ratio of these two bands is roughly
1:3, hence it might be that a terms of the form q3AqB
are missing in the model, which would give rise to a 1:3
Fermi-resonance.
Figs. 5c-f disentangle the model responses into the con-
tributions of the four anharmonicity spectra. We see
that mechanical anharmonicity λ1(ωA, ωB) dominates
the overall response, in particular with regard to the
lower-frequency hydrogen-bond stretching and bending
modes (Figs. 5c). The contribution of mechanical an-
harmonicity λ2(ωA, ωB), in contrast, is negligible, pre-
sumably due to orientational averaging of its prefac-
tor µAµBαA (see Eq. 17). When the orientations of
mode A and B were uncorrelated, then 〈µAµBαA〉 =
〈µAαA〉〈µB〉 = 0, where 〈...〉 is an orientational aver-
age. In contrast, the orientational average of 〈µ2A〉〈αB〉
for λ1(ωA, ωB) does not vanish. While the orienta-
tions of mode A and B are probably not strictly un-
correlated, since only modes that are coupled by λAAB
contribute, it still appears that the correlation is small
enough to strongly suppress the anharmonicity spectrum
λ2(ωA, ωB). This is probably a general conclusion, which
is not related to the specific force field and also applies
for liquid water.
Electrical dipole anharmonicity µ(ωA, ωB) contributes
mostly to the librational band, in accordance with the
fact that this is also the strongest band in the THz ab-
sorption spectrum (Fig. 2a). The contribution of elec-
trical polarizability anharmonicity α(ωA, ωB) is overall
weak, but it is special in the sense that one-body terms
along the diagonal stick out.
The last point is connected to the echo observed for
the hydrogen-bond stretching band in the TRT pulse se-
quence. In the time-domain (Fig. 3c), the echo is seen as
long-lived signal along the diagonal with t1 = t2, which
translates into a sharp diagonal feature in the rephasing
quadrant with ω1 = −ω2 after Fourier transformation
into the frequency domain (Figs. 3c and 5a). The echo
is well reproduced by the model (Fig. 5b) and the dis-
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FIG. 5. The 2D-Raman-THz response in the three different time orderings RTT, TRT, and TTR calculated from (a) MD
simulations of amorphous ice (same as in Fig. 3d) together with (b) the model response functions calculated from quenched
normal modes. Rows (c-f) dissect the model response into the contributions from the various anharmonicity spectra shown
in the most left column. The grid lines mark the positions of the dominating hydrogen-bond stretching librational modes.
Spectroscopic features that are not reproduced by the model are encircled in row (a). Echo features are labelled.
section of Fig. 5c-f shows that mechanical anharmonicity
λ1(ωA, ωB), and to a somewhat lesser extent polarizabil-
ity anharmonicity α(ωA, ωB), contribute to this echo.
An inversion of coherence is needed for an echo to
appear. That is, the system needs to be in a |0〉〈1|-
coherence of a mode A during time t1, and in a |2〉〈1|-
coherence of one and the same normal mode A dur-
ing time t2.
61 For electrical polarizability anharmonicity
α(ωA, ωB), the only diagram that produces this situation
is peak B̃ with ωA = ωB (see Table I), i.e., a one-body
term that appears on the diagonal of the anharmonicity
spectrum of Fig. 5f (see label).
Mechanical anharmonicity behaves very differently in
this regard. Coupling between two different modes A
and B by a coupling term λAAB generates two sets of
diagrams, see Eqs. 10 and 11. Despite the fact it needs
the couple to another mode B, the second set of dia-
grams induces transitions in mode A only (Eq. 11), giv-
ing rise to peaks Ĩ to M̃ (Table I). One of these peaks,
Ĩ, again reveals the inversion of coherence needed for an
echo to appear. Peak Ĩ exists only in the TRT pulse
sequence for λ1(ωA, ωB). While the anharmonicity spec-
trum λ1(ωA, ωB) does have contributions on the diagonal
from one-body terms λAAA (Fig. 5c), the two-body terms
dominate in the generation of the echo. This is since the
intermolecular low-frequency modes are very delocalized,
hence each mode A couples to a large number of modes
B via terms λAAB and their collective contribution is
larger than that of the one one-body term λAAA. In con-
nection with the inhomogeneous broadening of an amor-
phous structure, mechanical anharmonicity λ1(ωA, ωB)
will inevitably generate a prominent echo in the TRT
10
pulse sequence.
Experimentally, echoes of the hydrogen-bond stretch
vibration have been observed for liquid water43,44 and
aqueous salt solutions45 only in the RTT pulse sequence.
In contrast, the MD simulation reveals an echo for the
hydrogen-bond stretch vibration only in the TRT pulse
sequence for amorphous ice, and none for liquid water
(Fig. 3a). Other MD simulations based on different force
fields have revealed hints of an echo also for liquid water,
albeit again only in the TRT pulse sequence.41,53
Electrical anharmonicity µ(ωA, ωB) could potentially
generate an echo in the RTT pulse sequence, as observed
in experiment, as well as in the TTR pulse sequence. It
would have to be one-body terms, for same reason as
discussed above for α(ωA, ωB). In fact one can see a
diagonal ridge in µ(ωA, ωB) (Fig. 5e, leftmost panel, la-
belled as “one-body terms”), which indeed gives rise to
an echo of the librational band. Also for the librational
band, one can see a sharp feature directly on the diagonal
of the corresponding 2D-Raman-THz spectra (labelled as
echo in (Fig. 5e), accompanied by a much broader fea-
ture, however, in contrast to the hydrogen-bond stretch
vibration in the TRT pulse sequence, the signs of the two
features are not inverted which is why the effect is less
distinct.
In a recent paper,59 we could satisfactorily fit the
experimental 2D-Raman-THz spectrum of liquid water
with a significantly simpler version of the model intro-
duced here, considering only the hydrogen-bond stretch-
ing mode as a single normal mode (the experiment is
blind to the librational band, and the hydrogen-bond
bending band is weak). In liquid water, the many nor-
mal modes within the he hydrogen-bond stretching band
interconvert very quickly and the distinction between
true one-body terms vs two-body terms that cause cou-
plings between the various normal-modes within that
band fades away. This is the reason why one gets away
with the much simpler model. Consistent with the dis-
cussion above, however, the fit revealed that electrical
dipole anharmonicity would have to dominate in order to
explain the echo observed for the hydrogen-bond stretch-
ing mode in the RTT pulse sequence. This result is not
reproduced by MD simulations, for reasons that are cur-
rently not understood.
V. CONCLUSION
Amorphous ice is structurally similar to liquid water,
but its dynamics is much simpler, resulting in signifi-
cantly more structured 2D-Raman-THz spectra. Con-
tributions from hydrogen bond bending, hydrogen bond
stretching, and librational modes can be distinguished
and spectral features can be assigned to specific Feynman
pathways. The complicated 2D-Raman-THz spectrum
(Fig. 1, right) can thus be deconvoluted into three, much
simpler anharmonicity spectra: mechanical anharmonic-
ity λ1(ωA, ωB), as well as electrical dipole µ(ωA, ωB) and
polarizability anharmonicity α(ωA, ωB), which are shown
in Fig. 5, leftmost panels (the contribution of λ2(ωA, ωB)
is negligible). The anharmonicity spectra exhibit diago-
nal and cross-peaks, and can be read in essentially the
same was as “conventional” 2D spectra. Electrical dipole
anharmonicity µ(ωA, ωB) dominates the 2D-Raman-THz
response of the librational band, and mechanical anhar-
monicity λ1(ωA, ωB) that of the hydrogen bond bending
and hydrogen bond stretching band. The latter also dom-
inates the very distinct echo observed in MD simulation
in the TRT pulse sequence, while the contribution of elec-
trical polarizability anharmonicity α(ωA, ωB) is small, in
contrast to what has been assumed previously.41
The current theory can however not explain the ex-
perimentally observed echo in the RTT pulse sequence of
liquid water.43–45 For a better understanding, it would
be very important to experimentally measure the 2D-
Raman-THz spectrum of amorphous ice, in order to
profit from the same resolution gain as we did here with
the MD simulations. Work in this direction is currently
going on in our lab.
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Appendix A: Position Operators in an Anharmonic
Eigenstate Basis
The wave function up to first order in perturbation is
given by:





|i, j〉+ · · · , (A1)
where the perturbed wave function |ψk,l〉 is expressed in
terms |k, l〉, the eigenfunctions of the unperturbed sys-



















the only non-zero matrix elements |m,n〉 basis are (mod-
ulo a factor 2−3/2λAABh̄ωA):
〈



















































Therefore, the perturbed wave function according to
equation (A1) becomes:













































|m− 2, n− 1〉
)
,
where we make use of the fact that the energy spacings
between subsequent levels are equidistant in zero-order,
i.e., the harmonic energy spacings. Due to this regularity
in the energy spectrum, we can rewrite this equation in







































The pre-factor h̄ωA is absorbed into the operator Ô,
which in turn only depends on the frequency ratio ω =
ωB/ωA.
An operator Â can be expressed in the basis of per-
turbed wave functions |ψm,n〉. Since the operator (Î +
λAABÔ) generates the perturbed wave function from the
harmonic eigenstates, basis transform of the operator Â
is given by:












Multiplying out the basis transformation while neglecting
the λ2AAB term, and making use of Ô
† = −Ô reduces the
problem to the calculation of a commutator





This expression is solved easily for Â = q̂A = 1/
√
2(â†A +
âA) and Â = q̂B = 1/
√
2(â†B + âB). Making use of the
commutators [âA, â
†



































with the frequency dependent scaling factors W1 to W4
given in Eq. 12.
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