Abstract. We consider the natural monoid structure on the set of quadratic rings over an arbitrary base scheme and characterize this monoid in terms of discriminants.
Quadratic field extensions K of Q are characterized by their discriminants. Indeed, there is a bijection Separable quadratic algebras over Q up to isomorphism
where a separable quadratic algebra over Q is either a quadratic field extension or the algebra Q[ √ 1] ∼ = Q × Q of discriminant 1. In particular, the set of isomorphism classes of separable quadratic extensions of Q can be given the structure of an elementary abelian 2-group, with identity element the class of Q × Q: we have simply
sits as the third quadratic subfield of the compositum Q(
♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ Q Indeed, if σ 1 is the nontrivial element of Gal(Q( √ d 1 )/Q), then there is a unique extension of
fixed, similarly with σ 2 , and Q(
is the fixed field of the composition σ 1 σ 2 = σ 2 σ 1 .
This characterization of quadratic extensions works over any base field F with char F = 2 and is summarized concisely in the Kummer theory isomorphism
On the other hand, over a field F with char F = 2, all separable quadratic extensions have trivial discriminant and instead they are classified by the (additive) Artin-Schreier group F/℘(F ) where ℘(F ) = {r + r 2 : r ∈ F } Date: April 30, 2015.
1 with the class of a ∈ F in correspondence with the isomorphism class of the extension F [x]/(x 2 − x + a). By similar considerations as above, we again find a natural structure of an elementary abelian 2-group on the set of isomorphism classes of separable quadratic extensions of F .
One can extend this correspondence between quadratic extensions and discriminants integrally, as follows. Let R be a commutative ring. A free quadratic ring S over R is a ring (associative with 1) that is free of rank 2 as an R-module. Let S be a free quadratic ring over R. Choosing a basis 1, x for S, we find that x 2 = tx − n for some t, n ∈ R and that S is commutative. The map σ : S → S induced by x → t − x is the unique standard involution on S, an R-linear (anti-)automorphism such that yσ(y) ∈ R for all y ∈ S. The class of the
in R/R ×2 is independent of the choice of basis 1, x. A discriminant d satisfies the congruence d ≡ t 2 (mod 4R), so for example if R = Z then d ≡ 0, 1 (mod 4). Now suppose that R is a Dedekind domain of characteristic not 2. Then there is a bijection Free quadratic rings over R up to isomorphism ∼ − → {d ∈ R : d is a square in R/4R}/R
×2

S → d(S)
For example, the unique free quadratic ring S(d) of discriminant d ∈ Z, up to isomorphism, is given by
The set of discriminants under multiplication has the structure of a commutative monoid , a nonempty set equipped with a commutative, binary operation and identity element. Hence so does the set of isomorphism classes of free quadratic rings, an operation we denote by * : the identity element is the class of R × R ∼ = R[x]/(x 2 − x). The class of the ring R[x]/(x 2 ) with discriminant 0 is called an absorbing element.
The set of free quadratic rings has a natural description as a stack quotient, as follows. A free quadratic ring equipped with a basis 1, x has multiplication table uniquely determined by t, n ∈ R and has no automorphisms, and so the functor which associates to a commutative ring R the set of free quadratic rings with basis (up to isomorphism) is represented by twodimensional affine space A 2 (over Z). The change of basis for a free quadratic ring is of the form x → u(x + r) with u ∈ R × and r ∈ R, mapping (t, n) → (u(t + 2r), u 2 (n + tr + r 2 )).
Therefore, forgetting the basis gives a map from the set of free quadratic rings up to isomorphism and the quotient of A 2 (R) by G(R) = (G m ⋊ G a )(R) with the above action. The group G is naturally a subgroup of GL 2 , but it does not act linearly on A 2 , and as a stack it has dimension zero! More generally, we define a quadratic ring over a commutative ring R to be an R-algebra S which is locally free of rank 2 as an R-module. By definition, such a ring localized at any prime (or maximal) ideal of R is a free quadratic ring. Since this is true locally, a quadratic ring S over R is commutative and has a unique standard involution.
Recall that a commutative R-algebra S is separable if S is projective as a S⊗ R S-module via the map x⊗y → xy. A free quadratic ring S over R is separable if and only if d(S) ∈ R × ; so, for example, the only separable (free) quadratic ring over Z is the ring Z×Z of discriminant 1, an impoverishment indeed! A separable quadratic ring S is Galois over R with Galois group Z/2Z, generated by the standard involution of S over R. If S, T are separable free quadratic rings over a Dedekind domain R with characteristic not 2, having standard involutions σ, τ , respectively, then the monoid product S * T defined above (by transporting the monoid structure on the set of discriminants) is the fixed subring of S ⊗ R T by σ ⊗ τ , in analogy with the case of fields.
The characterization of free quadratic rings by their discriminants is an example of the parametrization of algebraic structures, corresponding to the Lie group A 1 , in the scheme of Bhargava [3] . Results in this area direction go back to Gauss's composition law for binary quadratic forms and have been extended in recent years by Bhargava [4] , Wood [13] , and others. Indeed, several authors have considered the case of quadratic rings, including Kanzaki [7] and Small [11] . In this article, we consider a very general instance of this monodical correspondence between quadratic rings and discriminants over an arbitrary base scheme, and thereby characterize the functor of points of the stack quotient A 2 /G over schemes X. Let X be a scheme. A quadratic O X -algebra is a coherent sheaf S of O X -algebras which is locally free of rank 2 as a sheaf of O X -modules. Equivalently, a quadratic O X -algebra is specified by a finite locally free morphism of schemes φ : Y → X of degree 2 (sometimes called a double cover ): the sheaf φ * O Y is a sheaf of O X -algebras that is locally free of rank 2. If f : X → Z is a morphism of schemes, and S is a quadratic O Z -algebra, then the pullback f * S is a quadratic O X -algebra. Let Quad(X) denote the set of isomorphism classes of quadratic O X -algebras, and for an invertible O X -module L let Quad(X; L ) ⊆ Quad(X) be the subset of those algebras S such that there exists an isomorphism 2 S ∼ = L of O X -modules.
Our first result provides an axiomatic description of the monoid structure on the set Quad(X) (Theorem 3.21).
Theorem A. There is a unique system of binary operations * = * X : Quad(X) × Quad(X) → Quad(X), one for each scheme X, such that:
(i) Quad(X) is a commutative monoid under * , with identity element the isomorphism class of O X × O X ; (ii) * X is functorial in X: for each morphism f : X → Z of schemes, the diagram
is commutative; and (iii) If X = Spec R and S, T are separable quadratic rings over R with standard involutions σ, τ , then S * Spec R T is the fixed subring of S ⊗ R T under σ ⊗ τ .
This result has also been proven in an unpublished letter of Deligne [6] by a different method.
Our second result characterizes quadratic algebras in terms of discriminants.
⊗2 is a global section which is a square modulo 4, i.e., there exists a global section
For example, if X = Spec R for R a commutative ring and L = O X = R, then as above a discriminant is specified by an element d ∈ R such that d ≡ t 2 (mod 4R) for some t ∈ R, and two discriminants d, d
′ are isomorphic if and only if there exists u ∈ R × such that 
gives Disc(X) and Disc(X; O X ) the structure of a commutative monoid with identity element the class of (1,
where σ is the unique standard involution on S . Although a priori the codomain of d(S ) is S , in fact its image lies in O X : indeed, if X = Spec R and S = Spec S and S is free with basis 1, x, then ( 2 S) ⊗2 is free generated by 1 ∧ x ⊗ 1 ∧ x and
The map disc : Quad(X) → Disc(X) is a surjective homomorphism of monoids. We also have a natural forgetful map Disc(X) → Pic(X) where (d, L ) maps to the isomorphism class of L . We say a sequence A We now describe the monoid Quad(X). We begin with the statement that the forgetful map is compatible with the discriminant map, as follows.
Theorem B. Let X be a scheme. Then the diagram of commutative monoids
is functorial and commutative with exact rows and surjective columns.
We now turn to describe the morphism Quad(X; O X ) → Disc(X; O X ). For this purpose, we work locally and assume X = Spec R for a commutative ring R; we abbreviate Quad(Spec R) = Quad(R) and Quad(Spec R; O Spec R ) = Quad(R; R) and similarly with discriminants.
We would like to able to fit the surjective map Quad(R) disc − − → Disc(R) of monoids into an exact sequence by identifying its kernel, but unfortunately the fibers of this map vary over the codomain. Instead, we will describe the action of a subgroup of Quad(R) on the fibers of the map disc: this is a natural generalization, as the fibers of a group homomorphism are principal homogeneous spaces for the kernel K and are noncanonically isomorphic as a K-set to K with the regular representation.
Recalling the case of quadratic extensions of a field F with char F = 2, for a commutative ring R we define the Artin-Schreier group AS(R) to be the additive quotient
and R[4] = {a ∈ R : 4a = 0}. We have a map i : AS(R) → Quad(R; R) ֒→ Quad(R) sending the class of n ∈ AS(R) to the isomorphism class of the algebra S = R[x]/(x 2 − x + n). The group AS(R) is an elementary abelian 2-group since 2R [4] ⊆ ℘(R). For a scheme X, we define AS(X) = AS(O X ).
Our next main result is as follows (Theorem 4.3).
Theorem C. The fibers of the map disc : Quad(R) → Disc(R) have a unique action of the group AS(R) compatible with the inclusion of monoids AS(R) ֒→ Quad(R). Moreover, the kernel of this action on the fiber disc
Roughly speaking, Theorems B and C together say that "a quadratic algebra is determined by its Steinitz class and its discriminant, up to an Artin-Schreier extension".
These theorems could be rephrased in terms of the Grothendieck group; however, due to the existence of an absorbing element, the group K 0 (Quad(X)) is trivial for all schemes X.
The article is organized as follows. In section 1, we briefly review the relevant notions from monoid theory. In section 2, we consider the monoid of discriminants; in section 3 we define the monoid of quadratic rings and prove Theorems A and B. In section 4 we prove Theorem C.
The author would like to thank Asher Auel, Manjul Bhargava, James Borger, and Melanie Wood for helpful discussions. The author was supported by an NSF CAREER Award (DMS-1151047).
Monoids
To begin, we review standard terminology for monoids. A reference for the material in this section is Bergman [2, Chapter 3]; more generally, see Burris-Sankappanavar [5] and McKenzie-McNulty-Taylor [10] .
A semigroup is a nonempty set A equipped with an associative binary operation * :
A monoid is a semigroup with identity element 1 for * (necessarily unique). Any semigroup without 1 can be augmented to a monoid. Natural examples of monoids abound: the natural numbers N = Z ≥0 under addition, a ring R under its multiplication, and the set of endomorphisms of an algebraic object (such as a variety) under composition. A group is a monoid equipped with an inverse map −1 : A → A. Let A be a semigroup. We say A is commutative if xy = yx for all x, y ∈ A. An absorbing element of A is an element 0 ∈ A such that 0x = x0 = 0 for all x ∈ A; a monoid has at most one absorbing element. Multiplicative notation for A will be in general more natural for us; however, we will occasionally write A additively with operation +, in which case the identity element is denoted 0 and to avoid confusion A will have no absorbing element. An element x ∈ A is (left) regular if xy = xz implies y = z for all y, z ∈ A. (This notion of regular should not be confused with von Neumann regular ; in other places, regular is referred to as cancellative.)
A homomorphism of semigroups is a map f : A → B such that f (xy) = f (x)f (y) for all x, y ∈ A, and a homomorphism of monoids is a homomorphism of semigroups such that
Let f : A → B be a homomrphism of monoids. Unlike groups, the kernel ker f = {x ∈ A : f (x) = 1} of a monoid homomorphism does not determine the structure of the image of f ; instead, we define the kernel congruence of f by
The set K f defines a congruence on A, an equivalence relation compatible with the operation on A, i.e., if (x, y),
is a surjective homomorphism of monoids with kernel K; any homomorphism f :
The image f (A) = {f (x) : x ∈ A} is a submonoid of B, but if A, B are noncommutative, then not every submonoid is eligible to be the kernel of a homomorphism (just as not every subgroup is normal). As we will be interested only in commutative monoids, and this assumption simplifies the presentation, suppose from now on that A, B are commutative. Then the set
is a congruence called the image congruence. (Without the hypothesis of commutativity, I f is a relation that is reflexive and symmetric, but not necessarily transitive nor a congruence; if A, B are possibly nonabelian groups, then I f is transitive and is a congruence if and only if f (A) is a normal subgroup of B.) Note that if 0 ∈ f (A) then I f = B × B. We write B/f (A) = B/I f .
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A sequence
is exact if f is injective, g is surjective, and K g = I f , i.e. g(z) = g(w) if and only if there exists x, y ∈ A such that xz = yw; equivalently, (1.1) is exact if f is injective and g induces an isomorphism B/f (A) = B/I f ∼ − → C. A sequence of groups (1.1) is exact as a sequence of groups if and only if it is exact as a sequence of monoids. Remark 1.2. We will not make use of long exact sequences of monoids here nor write the customary 0 or 1 at the ends of our short exact sequences. Indeed, the straightforward extension of the notion from groups to monoids using the definitions above (kernel congruence equals image congruence) has the following defect: the sequence
of monoids under addition has I f = Z × Z = K j even though f is not surjective. (The map f is, however, an epimorphism in the category of monoids.)
We will also have use of sheaves of monoids over a scheme X. A sequence A Like the formation of the integers from the natural numbers, one can construct the Grothendieck group K 0 (A) of a commutative monoid A, with the universal property that for any monoid homomorphism A → G with G an abelian group, there exists a unique group
Note that if A has an absorbing element 0 then K 0 (A) = {0}. The set of regular elements A reg is the largest submonoid of A which can be embedded in a group, and the smallest such containing group is the Grothendieck group K 0 (A reg ). If A is a sheaf of monoids, we write K 0 (A ) for the sheaf of abelian groups associated to the presheaf U → K 0 (A (U)).
Discriminants
In this section, we define discriminants for general schemes (Definition 2.3); for a discussion of discriminant modules overlapping the one presented here, see Knus [8, §III.3] . We also characterize regular quadratic forms on line bundles by their images (Lemma 2.2) and factor the monoid of discriminants over the Picard group (Proposition 2.7).
Let X be a scheme. A quadratic form over X is a pair (M , Q) where M is a locally free O X -module of finite rank and Q : M → O X is a quadratic map, i.e., for all open sets U ⊆ X, we have
We call a quadratic form (M , Q) a quadratic form on M , leaving X implicit.
An isometry between quadratic forms Q :
An similarity between quadratic forms Q, Q ′ is a commutative square:
an isometry is just a similarity with g = id, so the set of isometry classes of quadratic forms in a similarity class is a a principal homogeneous space for the group 
for all x ∈ M and x ′ ∈ M ′ and associated bilinear form
for all x, y ∈ M and
The tensor product gives the set of quadratic forms (of a specified rank) the structure of commutative semigroup. A quadratic form (M , Q) is also equivalently specified by M and an O X -module homo-
(Here, Sym 2 M denotes the second symmetric power of M and Sym 2 M the submodule of symmetric second tensors of M .) Then given two quadratic forms Q ∈ Sym 2 (M ∨ ) and
One must remember the domain M for this to be an equivalence. Indeed, if i : [2] , then i defines a quadratic form I : T → O X which we call a neutral form giving rise to an isomorphism
Now let L be an invertible O X -module (i.e., locally free of rank 1). Then a quadratic form on L , the case of our primary concern, is a quadratic map Q :
. Since we will use this identification frequently, we make it explicit. The correspondence is defined locally on X, so suppose X = Spec R 8 and L is a free module of rank 1 over
for some e ∈ L and define the quadratic map Q : L → R by Q(re) = r 2 q(e ⊗ e); this definition is independent of the choice of e. Conversely, if Q : L → R is a quadratic map, then again letting L = Re we define the R-module homomorphism q : L ⊗ L → R by q(e ⊗ e) = Q(e). Consequently, given two quadratic forms q :
is uniquely defined by propery (2.1) (i.e., the condition on the associated bilinear form follows automatically).
By definition, a quadratic form q : L → O X of rank 1 is regular, in our sense as a monoidal element q ∈ (L ∨ ) ⊗2 , if and only if f q = 0 implies f = 0 for all f ∈ O X . Any quadratic form is regular on a quotient:
⊗2 is a regular quadratic form on Y . (In the extreme case, where q = 0, Y is the empty scheme.)
The similarity class of a regular quadratic form is determined by its image, as follows. Ideal sheaves are a monoid under multiplication, so the "monoid" part of Lemma 2.2 says that the tensor product q ⊗ q ′ of two quadratic forms q, q ′ maps to the product I I ′ of their associated ideal sheaves I , I
′ .
Proof. First, we show the map is well defined, which we may do locally. Let Q : Re → R and Q ′ : Re ′ → R be rank 1 quadratic forms and let f be a similarity between Q and Q ′ ; then there exists u ∈ R × such that
, and the image is indeed a principal ideal. Let Q : L → O X be a regular quadratic form of rank 1, corresponding to the global section q ∈ (L ⊗2 ) ∨ . We claim that q :
Since q is regular, we have ann(q) = {0} ∈ L ⊗2 (X). But since the annihilator presheaf is a sheaf, this implies that ann(q| U ) = {0} for any open U ⊆ X. In particular, if U = Spec R is an affine open set where L | U = Re, then q(L ⊗2 ) = q(e ⊗ e)R with ann(q(e⊗e)) = {0} so q is injective on U (and q(L) is free), and
we have q(L) = q(e)R = q ′ (e ′ )R. Therefore, there exists u ∈ R such that q(e) = uq ′ (e ′ ) and u ′ ∈ R such that q ′ (e ′ ) = u ′ q(e). Thus q(e)(1 − uu ′ ) = 0. But ann(I )| U = ann(q(e)) = {0}, since the annihilator presheaf is a sheaf and q is regular. Therefore uu ′ = 1, so u ∈ R × . Moreover, the element u is unique, since if q(e) = uq Finally, the map is surjective since the data L ⊗2 ∼ = I ֒→ O X defines a regular quadratic form.
To work with discriminants, we will work "modulo 4" as follows. The multiplication by 4 map on O X gives a closed immersion
where L is an invertible O X -module and d is a quadratic form on L such that there exists t ∈ L ∨ with
is an isometry (not a similarity!) between the quadratic forms d, d
′ . We will often write abbreviate d for a discriminant (d, L ).
Let Disc(X) denote the set of discriminants over X up to isomorphism and let Disc(X; L ) ⊆ Disc(X) denote the isomorphism classes of discriminants d with domain L . Define Disc(X) to be the sheaf associated to the presheaf U → Disc(U).
Lemma 2.4. There is a functorial bijection between
′ . Let U = Spec R ⊆ X be an affine open subset. Then d| U : R → R is a quadratic map with d(r) = r 2 d(1) for all r ∈ R. The restriction f | U : O X (U) = R → R is an isomorphism and so is identified with a unique element u ∈ R × , and so in R we have
Example 2.5. If X = Spec R where R is a PID or local ring, then by Lemma 2.4, Disc(R) = Disc(R; R) is canonically identified with {d ∈ R : d is a square in R/4R}/R ×2 .
So for R = Z, since Z ×2 = {1} we recover the usual set of discriminants as those integers d ≡ 0, 1 (mod 4). Lemma 2.6. Disc(X) has the structure of commutative monoid under tensor product, with identity element represented by the class of (1, O X ). Moreover, Disc(X; O X ) is a submonoid of Disc(X) with absorbing element (0, O X ).
Proof. The binary operation of tensor product on quadratic forms restricts to a binary operation on discriminants:
This definition is independent of the choice of a representative discriminant in an isomorphism class, so we obtain a binary operation on Disc(X). This operation is associative and commutative and (1, O X ) is an identity since (2.1) uniquely defines the tensor product. The subset Disc(X; O X ) is closed under tensor product, and (0, O X ) is an absorbing element again by (2.1).
To a discriminant (d, L ), we can forget the quadratic map d and consider only the isomorphism class of the O X -module L : this gives a map p : Disc(X) → Pic(X).
Proposition 2.7. The sequence
of commutative monoids is exact.
Proof. The map p : Disc(X) → Pic(X) is surjective because an invertible module L has the zero quadratic form d = 0, which is a discriminant taking t = 0. (One can hardly do better in general, since it may be the case that L (X) = {0} has no global sections.)
Let i : Disc(X; O X ) ֒→ Disc(X) be the inclusion map. We show that I i = K p . The inclusion I i ⊆ K p is easy, so we show the reverse inclusion. Let d, d
′ be discriminants and
′ are isomorphic, so we may assume without loss of generality that
For this purpose, we may take δ = δ ′ = 0. More generally, we could take any δ ∈ (d :
Quadratic rings
In this section, we give a monoid structure on the set of isomorphism classes of quadratic algebras. We begin by discussing the algebras over commutative rings, then work over a general base scheme.
Let R be a commutative ring. An R-algebra is an associative ring B with 1 equipped with an embedding R ֒→ B of rings (mapping 1 ∈ R to 1 ∈ B) whose image lies in the center of B; we identify R with this image in B. A homomorphism of R-algebras is required to preserve 1. Of primary concern will be those R-algebras that are finitely generated and faithfully projective of constant rank as an R-module. Definition 3.1. A quadratic ring over R is an R-algebra S that is finitely generated and faithfully projective of rank 2 as an R-module.
We will also refer to a quadratic ring over R as a quadratic R-algebra. Let S be a quadratic ring over R. Then S is commutative, and there is a unique standard involution on S, an R-linear homomorphism σ : S → S op = S such that σ(σ(x)) = x and xσ(x) ∈ R for all x ∈ S. Consequently, we have a linear map trd : S → R defined by trd(x) = x + σ(x) and a multiplicative map nrd : S → R by nrd(x) = xσ(x) with the property that x 2 − trd(x)x + nrd(x) = 0 for all x ∈ S [12, §2]. If S is free over R with basis 1, x, then the multiplication table is determined by the multiplication x 2 = tx − n: consequently, we have a bijection
Free quadratic rings S over R equipped with a basis 1,
A change of basis for a free quadratic ring is of the form x → u(x + r) with u ∈ R × and a ∈ R, mapping (3.3) (t, n) → (u(t + 2r), u 2 (n + tr + r 2 )).
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We have identified R ⊆ S as a subring; the quotient S/R is locally free of rank 1. Therefore, we have a canonical identification
Lemma 3.5. Let S be a quadratic ring over R. Then the map
is a discriminant.
We have
in the lemma, as one might expect. We accordingly call the quadratic map d = d(S) in Lemma 3.5 the discriminant of S.
Proof. R is a direct summand of a quadratic ring S [12, Lemma 1.3], so we may write S = R ⊕ I; therefore, we have an isomorphism 2 S ∼ = I. Then the restriction of the trace trd to I gives an element t ∈ I ∨ and the reduced norm nrd (a quadratic form) an element n ∈ (I ∨ ) ⊗2 , so that d = t ⊗ t − 4n and in particular
Recall that a commutative R-algebra B is separable if B is projective as a B ⊗ R B-module via the map x ⊗ y → xy.
, then B is separable if and only if the ideal generated by f (x) and its derivative f ′ (x) is the unit ideal.
Lemma 3.7. A quadratic R-algebra S is separable if and only if its discriminant d :
Proof. The map d is an isomorphism if and only if it is locally an isomorphism, so we reduce to the case where
)). Then by (3.6), d is an isomorphism if and only if trd(x)
2 − 4 nrd(x) ∈ R × if and only if S is separable.
Corollary 3.8. If S is a separable quadratic ring over R then 2 S ∈ Pic(R) [2] . Now let X be a scheme. A quadratic O X -algebra is a sheaf S of O X -algebras which is locally free of rank 2 as a sheaf of O X -modules: i.e., for each open set U ⊆ X, the O X (U)-module S (U) is a locally free quadratic O X (U)-algebra, and there is a basis of open sets U on which S (U) is free of rank 2 as an O X (U)-module. Equivalently, a quadratic O X -algebra is given by a double cover φ : Y → X, a finite locally free morphism of schemes of degree 2: the sheaf φ * O Y is a sheaf of O X -algebras that is locally free of rank 2. By uniqueness of the standard involution, we obtain a standard involution on S (i.e., a standard involution on S (U) for all open sets U), and thus maps trd and nrd on S .
Analogous to Lemma 3.5, we have the following result.
Proposition 3.9. Let S be a quadratic O X -algebra. Then the map d : 2 S → O X defined locally as in Lemma 3.5 is a discriminant.
Proof. Let L = 2 S . It follows looking locally that d is a quadratic map with image O X by Lemma 3.5. We must exhibit t ∈ L ∨ such that
, where denotes working modulo 4, as in the previous section. The simple argument in Lemma 3.5 does not apply, since we may not be able to split S with O X as a direct summand. One approach would be to use the splitting principle; instead, we give a direct proof.
To define such an element t, first we do so locally. Let U = Spec R ⊆ X be an open set where S (U) = S and L (U) = L ∼ = 2 S. Since trd(x + r) = trd(x) + 2r for r ∈ R and x ∈ S, the map induced byṫ
is well-defined and R-linear. This map does not depend on any choices, so repeating this on an open cover, we obtain an elementṫ ∈ L ∨ ⊗ O X /2O X . The reduction map on global sections is surjective, so there exists a lift ofṫ to t ∈ L ∨ = L ∨ ⊗ O X /4O X and a lift to t ∈ L ∨ . Now we verify that t ⊗ t = d. We may do so on an open cover, where S is free, so let
, and by construction, there exists r ∈ R such that trd(x) ≡ t(x) + 2r (mod 4R). Thus trd(x) 2 = (t(x) + 2r) 2 ≡ t(x) 2 (mod 4R), and the result follows.
A quadratic O X -algebra S is separable if and only if d induces an isomorphism of
as this is true on any affine open set. Let Quad(X) denote the set of isomorphism classes of quadratic O X -algebras, and for an invertible O X -module L let Quad(X; L ) ⊆ Quad(X) be the subset of those algebras S such that there exists an isomorphism 2 S ∼ = L of O X -modules. Define similarly Quad(X) to be the sheaf associated to the presheaf U → Quad(U).
We now give Quad(X) the structure of a commutative monoid.
Construction 3.10. Let X = Spec R and let S = R ⊕ Rx and T = R ⊕ Ry be free quadratic R-algebras. Let x 2 = tx − n and y 2 = sy − m so t = trd(x), n = nrd(x), s = trd(y), and m = nrd(y) with t, n, s, m ∈ R.
Then we define the free quadratic ring
Lemma 3.12. Construction 3.10 is functorial with respect to the base ring R. The operation * gives the set of free quadratic R-algebras the structure of commutative monoid with identity element
Proof. Functoriality is clear, and S * T = T * S for all free quadratic R-algebras S, T by the symmetry of the construction. It is routine to check associativity. To check that E = R × R is the identity element for * we simply substitute s = 1, m = 0 to obtain S * E = S; and a similar check works for the absorbing element.
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Remark 3.13. Construction 3.10 generalizes the Kummer map, presented in the introduction. Indeed, suppose that R is a PID or local ring and 2 ∈ R × . Then by completing the square, any quadratic ring S is of the form
At the same time, Construction 3.10 generalizes Artin-Schreier extensions of fields. Suppose that R = k is a field of characteristic 2. Then every separable extension of k can be written in the form k[x]/(x 2 − x + n), and
Since 4 = 0, the discriminant of every such algebra has class 1 in R/R ×2 . In the above construction, if S, T are separable over R, so that they are Galois [9] extensions of R (with the standard involution the nontrivial R-algebra automorphism), then the algebra S * T is the subalgebra of S ⊗ R T fixed by the product of the involutions acting on S ⊗ R T [11, Proposition 1] . In all cases, a direct calculation shows that Equation 3.11 is satisfied by the element w = x ⊗ y + x ⊗ y ∈ S ⊗ R T ; this will figure in the proof of Theorem 3.21. However, there is no reason why the R-algebra generated by w(x, y) need be free of rank 2 over R; for example, if R has characteristic 2 and x = x, y = y, then w = 0. Thus, Construction 3.10 can be thought of as a formal way to create a fixed subalgebra of S ⊗ R T under the involution given by the product of standard involutions.
Lemma 3.14. Construction 3.10 is functorial with respect to isomorphisms: if
are R-algebra isomorphisms of quadratic R-algebras, then there is a canonical isomorphism
Proof. There exist unique u, v ∈ R × and r, q ∈ R such that φ(x) = ux ′ +r and ψ(y) = vy ′ +q. Because φ is an R-algebra homomorphism, both φ(x) and x satisfy the same unique monic quadratic polynomial, and from
Similarly, we obtain s = vs ′ +2q and m = v 2 m ′ +sq+q 2 . We claim then that the map
is an isomorphism; for this we simply verify that
and the result follows.
Lemma 3.15. Let S , T be quadratic O X -algebras. Then there is a unique quadratic O Xalgebra S * T up to O X -algebra isomorphism with the property that on any affine open set U ⊆ X such that S = S (U) and T = T (U) are free, we have
Proof. This proposition is a standard application of gluing; we give the argument for completeness. Let {U i = Spec R i } be an open affine cover of X on which
We glue these according to the isomorphisms on S and T using Lemma 3.14, as follows.
Because S is a sheaf, we have compatible isomorphisms
for each such open set. Similarly, we obtain compatible isomorphisms ψ ijk for T over the same open cover. By Lemma 3.14, we obtain compatible isomorphisms
and can thereby glue on X to obtain a quadratic O X -algebra, unique up to O X -algebra isomorphism.
Corollary 3.16. Construction 3.10 gives Quad(X) the structure of a commutative monoid, functorial in X, with identity element the isomorphism class of O X × O X .
Proof. Lemma 3.15 shows that Construction 3.10 extends to X and is well-defined on the set of isomorphism classes Quad(X) of quadratic O X -algebras. To check that we obtain a functorial commutative monoid, it is enough to show this when X is affine, and this follows from Lemma 3.12.
Proof. If S = S (U) and T = T (U) are as in Construction 3.10, then
The first statement then follows. For the second, again on affine opens we have the isomorphism 
Let t be any lift of t to L . Then t ⊗ t − d = 4n for some n ∈ (L ∨ ) ⊗2 . We then define the quadratic ring S = O X ⊕ L with multiplication induced by x 2 = t| U (x)x − n| U (x) for all x ∈ L (U). We have d(S ) = d, and one can check that on any open affine U = Spec R where L (U) = Re is free, this map gives S (U) = R ⊕ Re the structure of a quadratic ring. These statements remain true when L ∼ = O X , so (L ∨ ) ⊗2 ∼ = O X as well. The fact that it is a homomorphism of monoids follows locally from the calculation in (3.18).
Theorem 3.21. Construction 3.10 is the unique system of binary operations * = * X : Quad(X) × Quad(X) → Quad(X), one for each scheme X, such that:
(i) Quad(X) is a commutative monoid under * , with identity element the class of
is commutative; and (iii) If X = Spec R and S, T are separable quadratic rings over R with standard involutions σ, τ , then S * T is the fixed subring of S ⊗ R T under σ ⊗ τ .
Proof. By (3.2), the universal free quadratic algebra is the algebra
where R univ = Z[t, n] is the polynomial ring in two variables over Z: in other words, for any commutative ring R and free quadratic R-algebra S, there is a unique map f : 
Since R is a UFD, S * T is generated by (az + b)/D k as an R-algebra for some a, b ∈ R and k ∈ Z ≥0 . But by (3.18) 
since D is not divisible by 2, by Gauss's lemma we have b/D k ∈ R, so without loss of generality we may take b = 0 and S * T is generated by az for some a ∈ R. Since R × = {±1} and (S * T )[1/D] is generated by z, we must have a = D k for some k ∈ Z ≥0 . Finally, we consider
The algebra on the right has discriminant D 2k (t 2 − 4n), but by (i), it must be isomorphic to the algebra on the left of discriminant (t 2 − 4n), so we must have
Theorem A has also been proven in an unpublished letter of Deligne [6] by a different method: he associates to every R-algebra its discriminant algebra (a quadratic algebra) and extends the natural operation of addition of Z/2Z-torsors from theétale case to the general case by means of a lemma stating that restriction of a quadratic algebra to a complement of a closed subscheme of codimension ≥ 2 yields an equivalence of categories. The proof of Theorem A above carries the same feel, but is accomplished in a more direct fashion.
Having given the monoid structure, we conclude this section by proving Theorem B.
Theorem 3.22. Let X be a scheme. Then the following diagram of commutative monoids is functorial and commutative with exact rows and surjective columns:
Proof. The exactness of the bottom row follows from Proposition 2.7. The exactness of the top row and commutativity of the diagram follows by the same (trivial) argument.
To conclude, we restrict attention to the regular (cancellative) submononids in the above. Proof. The first statement follow from the fact that if f : A → B is a homomorphism of monoids, then f ( − 1)(B reg ) ⊆ A reg . To prove the first statement, let S be a quadratic O X -algebra with regular discriminant d(S ), and suppose that 3 First, the map disc : Quad(R; R) reg → Disc(R; R) reg is surjective. Finally, we note that if a quadratic O X -algebra S is regular (which is to say, its class as an element of the monoid Quad(X) is regular), then the class of d(S ) is regular; this follows from the fact that if f : A → B is a surjective homomorphism of monoids, then f (A reg ) ⊆ B reg .
Proof of Theorem C
In this section, we prove Theorem C. Let R be a commutative ring, and let R[4] = {a ∈ R : 4a = 0}. Let ℘(R) = {r + r 2 : r ∈ R and r + r 2 ∈ R[4]}.
Note that 4(r + r 2 ) = 0 if and only if (1 + 2r) 2 = 1, so we have equivalently
r ∈ R and (1 + 2r) 2 = 1}.
Proof. We have 0 = 0 + 0 2 ∈ ℘(R). If n = r + r 2 ∈ ℘(R) and m = s + s 2 ∈ ℘(R) then (r + s + 2rs) + (r + s + 2rs) 2 = (r + r 2 ) + (s + s 2 ) + 4(r + r 2 )(s + s 2 ) = n + m and 4(n + m) = 0, so n + m ∈ ℘(R). Finally, if n ∈ ℘(R) then −n = 3n ∈ ℘(R) by the preceding sentence.
We define the Artin-Schreier group AS(R) to be the quotient
AS(R) = R[4] ℘(R) .
Since 2R [4] ⊆ ℘(R), the group AS(R) is an elementary abelian 2-group. If X is a scheme, we define AS(X) = AS(O X ) and AS(X) the associated sheaf. We define a map i : AS(R) → Quad(R; R) sending the class of n ∈ AS(R) to the isomorphism class of the algebra S = R[x]/(x 2 − x + n). Gluing, we obtain a map i : AS(X) → Quad(X; O X ). Proof. It is enough to check this on affine opens, so we may assume X = Spec R. Let S = i(n) = R[x]/(x 2 − x + n) and T = i(m) = R[y]/(y 2 − y + m) with n, m ∈ AS(R). Then S ∼ = T if and only if y = u(x + r) for some u ∈ R × and r ∈ R, which by (3.3) holds if and only if u(1 + 2r) = 1 and u 2 (n + r + r 2 ) = m; these are further equivalent to 1 + 2r ∈ R × and n + r + r 2 = m(1 + 2r) 2 = (1 + 4r + 4r 2 )m.
But 4m = 0 so n + r + r 2 = m and since 4n = 0 we have 4(r + r 2 ) = 0. Thus S ∼ = T if and only if (1 + 2r) 2 = 1 and n + r + r 2 = m, as desired. It follows from Construction 3.10 that S * T = R[w]/(w 2 − w + (n + m)), since 4nm = 0, and i(0) = R[w]/(w 2 − w) is the identity, so i is a homomorphism of monoids.
We now prove Theorem C. [4] . Two quadratic rings S and S ′ are in the same orbit if and only if t ′ = t and n ′ = dm + n for some m ∈ R [4] if and only if t ′ = t and n ′ − n ∈ dR [4] ; therefore, the orbits are indexed noncanonically by the set {t ∈ R : t 2 ≡ d (mod 4R)} × R[4]/dR [4] .
We now descend to isomorphism classes: by Proposition (4.2), the monoid multiplication * is well-defined on isomorphism classes, giving the unique action of AS(R)/ ann R (d) [4] on the fiber over d.
Under favorable hypotheses, the action of AS(R) is free, and so we make the following definition.
Definition 4.4. An element t ∈ R is sec (an abbreviation for square even cancellative) if the following two conditions hold: (i) t is a nonzerodivisor, and (ii) r 2 , 2r ∈ tR implies r ∈ tR for all r ∈ R.
A quadratic R-algebra S is sec if disc(S) is a nonzerodivisor and there a basis 1, x for S such that trd(x) is sec. A quadratic O X -algebra S is sec if S is sec on an open affine cover of X. we show that m ∈ ℘(R). Equation (4.6) holds if and only if there exist u ∈ R × and r ∈ R such that t = u(t + 2r) and dm + n = u 2 (n + tr + r 2 ). Consequently, u 2 d = d. Since S is sec, d is a nonzerodivisor, so u 2 − 1 = 0, and thus t 2 m = dm = tr + r 2 so r 2 = (tm − r)t. We also have 2r = (1 − u)t, so since t is sec and r 2 , 2r ∈ tR, we conclude that r ∈ tR. Let r = at with a ∈ R. Then substituting, we have t 2 (a 2 + a − m) = r 2 + tr − t 2 m = 0. Since t is a nonzerodivisor, we conclude that a 2 + a − m = 0, so m ∈ ℘(R) as claimed.
