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WEYL LAWS FOR PARTIALLY OPEN QUANTUM MAPS
EMMANUEL SCHENCK
Abstrat. We study a toy model for partially open wave-mehanial system, like
for instane a dieletri miro-avity, in the semilassial limit where ray dynamis
is appliable. Our model is a quantized map on the 2-dimensional torus, with an
additional damping at eah time step, resulting in a subunitary propagator, or damped
quantum map. We obtain analogues of Weyl's laws for suh maps in the semilassial
limit, and draw some more preise estimates when the lassial dynami is haoti.
1. Introdution
A quantum billiard Ω is a losed quantum system, as it preserves probability. Math-
ematially, this orresponds to the Laplae operator in Ω with Dirihlet boundary ondi-
tions. In this ase, the spetrum is disrete and the assoiated eigenfuntions are bound
states. This system an be opened in various ways: among others, one possibility is to
onsider the situation where the refrative index takes two dierent values nin/out inside
and outside the billiard. This model an desribe ertain types of two-dimensional optial
miroresonators: after some approximations, the eletromagneti eld satises the salar
Helmholtz equation (∆ + k2in/out)Ψ = 0 inside and outside Ω. For transverse magneti
polarization of the eletromagneti eld, Ψ and ∇Ψ are ontinuous aross ∂Ω, and the
relation between kin/out and the energy E is expressed by k
2
in/out = n
2
in/outE. In that
ase, the spetrum is purely absolutely ontinuous, and all bound states are replaed by
metastable states: they orrespond to omplex generalized eigenvalues, alled resonanes,
whih are the poles of the meromorphi ontinuation of the resolvent from the upper to
the lower half plane. These quantum resonanes play a physially signiant role, as their
imaginary part govern the deay in time of the metastable states.
For suh systems with a refrative index jump, the semilassial (equivalently, the
geometri optis) limit an be desribed as follows. A wavepaket travels along a single
ray until in hits ∂Ω, then it generally splits between two rays, one reeted, the other
refrated aording to Snell's law. If the avity Ω is onvex, the refrated ray will esape
to innity, and we may onentrate to what happens inside: the wavepaket follows the
same trajetory as in the ase of the losed avity, but it is damped at eah boune by
a reetion fator depending on the inident angle. If we enode the lassial dynamis
inside the billiard by the boune map, then the eet of that reetion fator is to damp
the wavepaket after at eah step (or boune). This map does not preserve probability,
it is a weighted sympleti map, as studied in [NZ℄.
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The toy model we will study below has the same harateristis as this boune map,
and has been primarily introdued in [KNS℄ to mimik the resonane spetra of dieletri
miroavities. It onsists in a sympleti smooth map κ ating on a ompat phase spae
(the 2-dimensional torus T
2
), plus a damping funtion on that phase spae a ∈ C∞(T2),
with |a| ≤ 1. Throughout the paper we will not always assume preise dynamial property
for the map κ, althought the main result take a very spei form when κ has the Anosov
property. We will also assume that for eah time n ≥ 1, the xed points of κn form a
thin set (the preise ondition is given in 2.2).
The orresponding quantum system will be ontruted as follows: we rst quantize
κ into a family of N × N unitary propagators, where the quantum dimension N =
(2π~)−1
def
= h−1 will be large, and the damping funtion a is quantized into an operator
Oph(a). All these quantities will be desribed in more detail in 2. To have a damping
eet at the quantum level, we also need to assume that ‖Oph(a)‖ ≤ 1 for all h ≤ 1.
If we denote Uh(κ) the unitary propagator obtained from a quantization of κ, the
damped quantum map then takes the form
(1.1) Mh(a, κ)
def
= Oph(a)Uh(κ) .
Apart from the ray-splitting situation desribed above, the above damped quantum map
is also relevant as a toy model for the damped wave equation in a avity or on a ompat
Riemannian manifold. Evolved through the damped wave equation, a wavepaket follows
a geodesi at speed unity, and it is ontinuously damped along this trajetory [AL, Sjö℄.
The above damped quantum map is a disrete time version of this type of evolution; it
an be seen as a strobosopi or Poinaré map for suh an evolution. To ompare the
spetrum of our quantum maps with the omplex modes kn = ωn−iΓn2 of a damped avity,
one should look at the modes ontained in an interval |ωn− k| ≤ π around the frequeny
k ≈ h−1 : the distribution of the deay rates Γn : |ωn − k| ≤ π is expeted to exhibit the
same behavior as that of the deay rates {γ(h)n = −2 log |λ(h)n | , |λ(h)n | ∈ Spec(Mh(a, κ))},
as we will see below. Some of the theorems we present here are analogues of theorems
relative to the spetrum for the damped wave equation, proved in [AL, Sjö℄. Some of the
latter theorems beome trivial in the present framework, while the proofs of some others
simplies in the ase of maps. Besides, the numerial diagonalization of nite matries is
simpler than that of wave operators. Also, it is easier to onstrut maps with pre-dened
dynamial properties, than manifolds with pre-dened properties of the geodesi ow.
We now ome to our results onerning the maps (1.1). Some of them  Theorems 1.2
and 1.3  have already been presented without proof in [NS℄.
In general, the matrix Mh(a, κ) is not normal, and may not be diagonalizable. It is
known that the spetrum of nonnormal matries an be very sensitive to perturbations,
leading to the more robust notion of pseudospetrum [ET℄. We will show that, under the
ondition of nonvanishing damping fator |a| ≥ amin > 0, the spetrum of Mh(a, κ) is
still rather onstrained in the semilassial limit: it resembles the spetrum of the unitary
(undamped) map Uh(κ).
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Theorem 1.1. Let Mh(a, κ) be the damped quantum map desribed above, where κ is a
smooth, sympleti map on T
2
and the damping fator a ∈ C∞(T2) satises 1 ≥ |a| > 0.
For eah value of h = N−1, N ∈ N, we denote by {λ(h)j }j=1...h−1 the eigenvalues of
Mh(a, κ), ounted with algebrai multipliity. In the semilassial limit h → 0, these
eigenvalues are distributed as follows. Let us all
an : x 7→
n∏
i=1
|a ◦ κi(x)| 1n ,
and using the Birkho ergodi theorem, dene
EI∞(a) = ess inf lim
n→∞
an , ES∞(a) = ess sup lim
n→∞
an .
Then the spetrum semilassially onentrates near an annulus delimited by the irles
of radius EI∞(a) and ES∞(a):
(1.2) ∀δ > 0 , lim
h→0
h#
{
1 ≤ j ≤ h−1 : EI∞(a)− δ ≤ |λ(h)j | ≤ ES∞(a) + δ
}
= 1 .
Suppose now that κ is ergodi with respet to the Lebesgue measure µ on T2, and
denote
〈a〉 def= exp
{∫
T2
log |a|dµ
}
the geometri mean of |a| on T2 .
In this ase, the spetrum onentrates near the irle of radius 〈a〉 and the arguments
of the eigenvalues beome homogeneously distributed over S
1 ≃ [0, 1):
Theorem 1.2. If κ is ergodi with respet to the Lebesgue measure,
(i) ∀δ > 0, lim
h→0
h#
{
1 ≤ j ≤ h−1 :
∣∣∣|λ(h)j | − 〈a〉∣∣∣ ≤ δ} = 1 ,
(ii) ∀f ∈ C0(S1), lim
h→0
h
h−1∑
j=1
f
(arg λ(h)j
2π
)
=
∫
S1
f(t) dt .
Note that (i) is an immediate onsequene of Theorem 1.1, sine the Birkho ergodi
theorem states that EI∞(a) = ES∞(a) = 〈a〉 if κ is ergodi with respet to µ. We remark
that the ergodiity of κ ensures that the spetrum of the unitary quantum maps Uh(κ)
beome uniformly distributed as h → 0 [BDB2, MOK℄. Atually, for this property to
hold one only needs a weaker assumption, ontained in Proposition 2.2.
If we now suppose that κ has the Anosov property (whih implies ergodiity), we an
estimate more preisely the behavior of the spetrum as it onentrates around the irle
of radius 〈a〉 in the semilassial limit.
Theorem 1.3. Suppose that κ is Anosov. Then, for any ε > 0,
(1.3) lim
h→0
h#
{
1 ≤ j ≤ h−1 :
∣∣∣|λ(h)j | − 〈a〉∣∣∣ ≤
(
1
log h−1
) 1
2
−ε
}
= 1 .
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This theorem is our main result, and is proven in §4. It relies prinipally on the
knowledge of the rate of onvergene of the funtion an to 〈a〉 as n → ∞, when κ is
Anosov.
In general, for haoti maps the radial distribution of the spetrum around 〈a〉 does not
shrink to 0 in the semilassial limit, as numerial and analytial studies indiate [AL℄.
Toward this diretion, we estimate the number of large eigenvalues, i.e. the subset of
the spetrum that stay at a nite distane c > 0 from 〈a〉, as h → 0: we show that this
number is bounded by hν−1, where 0 < ν < 1 an be seen as a fratal exponent and
depend on both a and κ. One more time, we use for this purpose information about the
probability for the funtion an to take values away from 〈a〉, as n beomes large. This
involves large deviations properties for an, whih are usually expressed in terms of a rate
funtion I ≥ 0 (see §4) depending on both a and κ. For d > 0, onsidering the interval
[log〈a〉+ d,∞[, one has
lim
n→∞
1
n
log µ{x : log an(x) ≥ d+ log〈a〉} = −I(d) .
Our last result then the takes the form:
Theorem 1.4. Suppose as before that κ is Anosov, and hoose c > 0. Dene
Γ = log(sup
x
‖Dκ|x‖) , ℓc = log(1 + c/〈a〉) , a− = min
T2
|a|.
For any onstant C > 0 and ε > 0 arbitrary small, denote C± = C ± ε, and set Ta,κ =
(2Γ− 12 log a−)−1. Then, if I denotes the rate funtion assoiated to a and κ, we have
h#{1 ≤ j ≤ h−1 : |λ(h)j | ≥ 〈a〉+ c} = O(hνa,κ(c)) ,
where νa,κ(c) =
I(ℓc−)T−a,κ
1+I(ℓc−)T−a,κ
.
At this time, we do not know if the upper bound in Theorem 1.4 is optimal. The proof
of the preeding result involves the use of an evolution time of order nτ ≈ τ log h−1,
similar to an Ehrenfest time, up to whih the quantum to lassial orrespondane  also
known as Egorov theorem  is valid. The above bound is optimal in the sense that a
partiular hoie of τ = τc makes minimal the bound we an obtain. It is given by
τc
def
=
T−a,κ
1 + I(ℓc−)T−a,κ
.
It is remarkable that in our setting, a small Ehrenfest time does not gives any relevant
bound, but a large Ehrenfest time does not provide an optimal bound either, beause the
remainder terms in the Egorov theorem beome too large.
We also nd interesting to note that in the ontext of the damped wave equation, a
result equivalent to Theorems 1.1 and 1.2 was obtained by Sjöstrand under the assump-
tion that the geodesi ow is ergodi [Sjö℄. But to our knowledge, no results similar to
Theorem 1.3 are known in this framework. Conerning Theorem 1.4, a omparable result
has been announed very reently in the ase of the damped wave equation on manifolds
of negative urvature [Ana℄, but working with ows on manifolds add tehnial ompli-
ations ompared to our framework. Although, it ould be appealing to ompare the
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nature of the upper bounds obtained in these two formalisms, and in both ases, it is
still an open question to know if any lower bound ould be determined for the number of
eigenvalues larger than 〈a〉+ c, in the semilassial limit. We also note that this fratal
Weyl law is dierent from the fratal law for resonanes presented in [SZ℄, although the
two systems share some similarities.
In the whole paper, we disuss quantum maps on the 2-torus T
2
. The generalization to
the 2n−dimensional torus, or any reasonable ompat phase spae does not present any
new diulty, provided a quantization an be onstruted on it, in the spirit of [MOK℄.
In setion 2, we introdue the general setting of quantum mehanis and pseudodif-
ferential alulus on the torus. Theorems 1.1 and 1.2, together with some intermediate
results are proved in setion 3, while the Anosov ase is treated in setion 4. In setion
5, we present numerial alulations of the spetrum of suh maps to illustrate theorems
1.1, 1.2 and 1.3. The observable a is hosen somewhat arbitrarily (with |a| > 0), while κ
is a well-known perturbed at map.
2. Quantum mehanis on the torus T
2
We briey reall the setting of quantum mehanis on the 2-torus. We refer to the
literature for a more detailed presentation [HB, BDB1, DEG℄.
2.1. The quantum torus. When the lassial phase spae is the torus T
2 def= {x =
(q, p) ∈ (R/Z)2}, one an dene a orresponding quantum spae by imposing periodiity
onditions in position and momentum on wave funtions. When Plank's onstant takes
the disrete values ~ = (2πN)−1, N ∈ N, these onditions yield a subspae of nite
dimension N , whih we will denote by HN . This spae an be equipped with a natural
hermitian salar produt.
We begin by xing the notations for the ~-Fourier transform on R, whih maps position
to momentum. Let S denote the Shwartz spae of funtions and S ′ its dual, i.e. the
spae of tempered distributions. The ~-Fourier transform of any ψ ∈ S ′(R) is dened as
F~ψ(p) =
1√
2π~
∫
ψ(q)e−
i
~
qpdq .
A wave funtion on the torus is a distribution periodi in both position and momentum:
ψ(q + 1) = e2iπθ2ψ(q), F~ψ(p + 1) = e
2iπθ1F~ψ(p) .
Suh distributions an be nontrivial i ~ = (2πN)−1 for some N ∈ N, in whih ase they
form a subspae HN of dimension N . For simpliity we will take here θ1 = θ2 = 0. Then
this spae admits a position basis {|ej〉 : j ∈ Z/NZ}, where
(2.1) 〈q| ej〉 = 1√
N
∑
ν∈Z
δ(q − ν − j/N) .
A natural hermitian produt on HN makes this basis orthonormal:
(2.2) 〈ej| ek〉 = δjk, j, k ∈ Z/NZ ,
and we will denote by ‖ · ‖ the orresponding norm.
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Let us now desribe the quantization of observables on the torus. We start from
pseudodierential operators on L2(R) [GS, DS℄. To any f ∈ S(T ∗R) is assoiated its
~−Weyl quantization, that is the operator fw
~
ating on ψ ∈ S(R) as:
(2.3) fw~ ψ(q)
def
=
1
2π~
∫
f(
q + r
2
, p)e
i
~
(q−r)pψ(r) dr dp .
This denes a ontinuous mapping from S to S, hene from S ′ to S ′ by duality. Further-
more, it an be shown that the mapping f 7→ fw
~
an be extended to any f ∈ C∞b (T ∗R),
the spae of smooth funtions with bounded derivatives, and the Calderón-Vaillanourt
theorem shows that fw
~
is also ontinuous on L2(R).
A omplex valued observable on the torus f ∈ C∞(T2) an be identied with a biperi-
odi funtion on R
2
(for all q, p, f(q + 1, p) = f(q, p+ 1) = f(q, p)). When ~ = 1/2πN ,
one an hek that the operator fw
~
maps the subspae HN ⊂ S ′(R) to itself. In the
following, we will always adopt the notation h
def
= 2π~, so that on the torus we have
h = N−1. This number h will play the role of a small parameter and remind us the stan-
dard ~-pseudodierential alulus in T ∗R. We will then write Oph(f) for the restrition
of fw
~
on HN , whih will be the quantization of f on the torus. It is a N ×N matrix in
the basis (2.1).
The operator Oph(f) inherits some properties from f
w
~
. We will list the ones whih will
be useful to us. Oph(f)
† = Oph(f
∗), so if f takes real values, Oph(f) is self-adjoint. The
funtion f ≡ fh may also depend on h, and to keep on the torus the main features of the
standard pseudodierential alulus in T ∗R, these funtions  or symbols  must belong to
partiular lasses. On the torus, these dierent lasses are dened exatly as for symbols
in C∞b (T
∗
R). For a sequene of funtions (f~)~∈]0,1], f~ ≡ f(x, ~) ∈ C∞b (T ∗R)×]0, 1],
we will say that f~ ∈ Smδ (1), with δ ∈]0, 12 ], m ∈ R if ~mf~ is uniformly bounded with
respet to ~ and for any multi-index α = (n1, n2) ∈ N2 of length |α| = n1+n2, we have :
‖∂αf~‖C0 ≤ Cα~−m−|α|δ .
In the latter equation, ‖ · ‖C0 denotes the sup-norm on T2 and ∂α stands for ∂
n1+n2
∂qn1∂pn2 .
On the torus, one simply has 2π~ = h = N−1 for some N ∈ N, and C∞b (T ∗R) is replaed
by C∞(T2). Let us denote Smδ these symbol lasses. We have the following inequality
of norms, useful to arry properties of ~−pseudodierential operators on R to the torus
[BDB1℄:
(2.4) ∀f ∈ C∞(T2) , ‖Oph(f)‖ ≤ ‖fw~ ‖L2→L2 .
Note that this property remains valid if f ≡ f~ depends on ~, with f~ ∈ S0δ (1). The
L2 ontinuity states that if f~ ∈ S0δ (1), then fw~ is a bounded operator (with ~−uniform
bound) from L2(R) to L2(R). Sine Oph(f) is the restrition of f
w
~
on HN , Eq. (2.4)
implies the existene of a onstant C independent of h suh that for f ∈ S0δ and h ∈]0, 1],
‖Oph(f)‖ ≤ C .
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The symbol alulus on the Weyl operators fw
~
easily extends to their restritions on
HN . We have, for symbols f and g in S0δ the omposition rule:
Oph(f)Oph(g) = Oph(f♯hg) ,
where f♯hg is dened as usual: for X = (x, ξ) ∈ R2 we have
(2.5) (f♯hg)(X) =
(
2
h
)2 ∫
R4
f(X + Z)g(X + Y ) e
4ipi
h
σ(Y,Z) dY dZ
where σ denotes the usual sympleti form. Another useful expression for f♯hg is given
by
(2.6) (f♯hg)(X) = e
ih
2pi
σ(DX ,DY )(f(X)g(Y ))|X=Y
whereDX = (Dx,Dξ) = (
1
i
∂x,
1
i
∂ξ). This representation is partiulary useful for h−expansions
of f♯hg. If f ∈ Smδ and g ∈ Snδ , then f♯hg ∈ Sm+nδ , and at rst order we have :
(2.7) ‖Oph(f)Oph(g)−Oph(f g)‖ ≤ Cf,gh1−2δ−m−n .
The Weyl operators on HN , Tˆm,n def= Oph(emn), with
emn(q, p)
def
= e2iπ(mq−np) ,m, n ∈ Z ,
allow us to represent Oph(f):
(2.8) Oph(f) =
∑
m,n∈Z
fm,n Tˆm,n , where fm,n =
∫
T2
f emn dµ .
From the trae identities
(2.9) Tr Tˆµ,ν =
{
(−1)hµν h−1 if µ, ν = 0 mod h−1
0 otherwise,
one easily shows that for any f ∈ S0δ we have
(2.10) hTr(Oph(f)) = f0,0 +O(h∞) =
∫
T2
f dµ+O(h∞) .
Let a ∈ S00 . We will write a− = minT2 |a|, and a+ = maxT2 |a|. The next proposition
adapts the sharp Gårding inequality to the torus setting.
Proposition 2.1. Let a ∈ S0δ be a real, positive symbol, with Ran a = [a−, a+]. There
exist a onstant C > 0 suh that, for small enough h and any normalized state u ∈ HN :
a− −Ch1−2δ ≤ 〈u,Oph(a)u〉 ≤ a+ + Ch1−2δ .
Proof. We rst sketh the proof of the sharp Gårding inequality in the ase of pseudodif-
ferential operators on T ∗R with real symbol a ∈ S0δ (1). For the lower bound, we suppose
without loss of generality that a− = 0.
For X = (x, ξ) ∈ R2, onsider Γ(X) = Γ(x, ξ) = 2 e−x
2
+ξ2
~
. Using Eq. (2.5) for
symbols on T ∗R, a straightforward alulation involving Gaussian integrals shows that
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Γ♯hΓ = Γ, hene Γ
w
~
is an orthogonal projetor, and thus a positive operator. Dene the
symbol
a ⋆ Γ(X)
def
=
1
2π~
∫
R2
a(X + Y )2 e−
Y 2
~ dY .
To onnet (a ⋆Γ)w
~
with aw
~
, we make use of the Taylor formula at point X in the above
denition. Beause of the parity of Γ and the fat that
∫
R2
Γ(X)dX = 2π~, we have
a ⋆ Γ(X) = a(X) +
2
2π~
∫∫
(1− θ)a′′(X + θY )Y 2 e−Y
2
~ dY dθ
= a(X) +
1
π
∫∫
(1− θ)~ a′′(X + θZ
√
~)Z2 e−Z
2
dZdθ︸ ︷︷ ︸
r(X)
.
To evaluate ‖rw
~
‖L2→L2 , we resale the variable X 7→ X˜ = X/
√
~, and all r˜(X) =
r(
√
~X). If u ∈ L2, we denote u˜(x˜) = ~ 14u(x). This transformation is unitary : ‖u˜‖L2 =
‖u‖L2 . Now, a simple hange of variables using (2.3) shows that ‖rw~ u‖L2 = ‖r˜w1 u˜‖L2
where r˜w1 denote the ~ = 1 quantization of the symbol r˜. Beause of the term ~ a
′′ =
O(h1−2δ) appearing in the denition of r, for any multi-index |α| we have
∂α
X˜
r˜(X˜) . ~1+
|α|
2 ~
−δ(|α|+2) = ~1−2δ~|α|(
1
2
−δ) .
Sine the L2 ontinuity theorem applied to r˜w1 yields to a bound that involves a nite
number of derivatives of r˜, we get ‖r˜w1 ‖L2→L2 = O(~1−2δ). Here and below, by f . g we
will mean that |f | ≤ C|g| for some C ≥ 0. Hene,
‖rw~ u‖L2 = ‖r˜w1 u˜‖L2 ≤ ‖r˜w1 ‖L2→L2‖u‖L2 . ~1−2δ‖u‖L2 ,
and we onlude by ‖rw
~
‖L2→L2 = O(~1−2δ) .
Now, from the denition of a ⋆ Γ, we also have
(a ⋆ Γ)w~ =
1
2π~
∫
a(Y )(Γ(· − Y ))w~ dY .
But as we notied above, (Γ(· − Y ))w
~
> 0, and then (a ⋆ Γ)w
~
is positive denite. Using
the fat that a ⋆ Γ = a + r and ‖rw
~
‖L2→L2 = O(~1−2δ), this implies the existene of a
onstant c > 0 suh that
(2.11) 〈u, aw~u〉 ≥ −c~1−2δ .
The upper bound is obtained similarly, assuming a+ = 0 and onsidering the symbol
−a ≥ 0.
It is now a straightforward alulation to transpose these properties on the torus by
making use of Eq. (2.4). 
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2.2. Quantum dynamis. The lassial dynamis will simply be given by a smooth
sympleti dieomorphism κ : T2 → T2. Sine we are mainly interested in the ase
of haoti dynamis, we will sometimes make the hypothesis that κ is Anosov, hene
ergodi with respet to the Lebesgue measure µ. From this ergodiity we draw the
following onsequene on the set of periodi points. We reall that a set has Minkowski
ontent zero if, for any ε > 0, it an be overed by equiradial Eulidean balls of total
measure less than ε.
Proposition 2.2. Assume the dieomorphism κ is ergodi w.r.to the Lebesgue measure.
Then, for any n ≥ 1, the xed points of κn form a set of Minkowski ontent zero.
Proof. Let us rst hek that, for any n 6= 0, the set of n-periodi points Fix(κn) has
Lebesgue measure zero. Indeed, this set is κ-invariant, so by ergodiity it has measure
0 or 1. In the latter ase, the map κ would be n-periodi on a set of full measure, and
therefore not ergodi.
Let us now x n 6= 0. Sine κn is ontinuous, for any ǫ ≥ 0 the set
Fǫ
def
= {x ∈ T2, dist(x, κn(x)) ≤ ǫ} is losed in T2.
Sine Fǫ ⊂ Fǫ′ if ǫ ≤ ǫ′, for any Borel measure ν on T2 we have
ν(F0) = lim
ǫ→0
ν(Fǫ) .
Sine F0 = Fix(κ
n) has zero Lebesgue measure, it is of Minkowski ontent zero. 
We will not study in detail the possible quantization reipes of the sympleti map
κ (see e.g. [KMR, DEG, Zel℄ for disussions on this question), but assume that some
quantization an be onstruted. In dimension d = 1, the map κ an be deomposed into
the produt of three maps L, tv and φ1 where L ∈ SL(2,Z) is a linear automorphism of
the torus, tv is the translation of vetor v and φ1 is a time 1 hamiltonian ow [KMR℄. One
quantizes the map κ = L◦tv◦φ1 by quantizing separately L, tv and φ1 into Uh(L), Uh(tv)
and Uh(φ1) and setting Uh(κ) = Uh(L)Uh(tv)Uh(φ1). We are mainly interested in the
Egorov property, or quantum to lassial orrespondene priniple of suh maps, whih
is expressed for f ∈ S0δ by
‖Uh(κ)−1Oph(f)Uh(κ)−Oph(f ◦ κ)‖ = oh(1) , where oh(1) h→0−−−→ 0 .
The following lemma makes the defet term oh(1) in the preeding equation more preise.
Lemma 2.3. Let f ∈ S0δ . There is a onstant Cf,κ suh that
(2.12) ‖Uh(κ)−1Oph(f)Uh(κ)−Oph(f ◦ κ)‖ ≤ Cf,κh1−2δ .
Proof. Sine it is well known that for linear maps L, one has
Uh(L)
−1Oph(f)Uh(L) = Oph(f ◦ L) ,
we will onsider only the quantizations of tv and φ1. The map tv is quantized by a
quantum translation operator of vetor vh, whih is at distane |v − vh| = O(h):
Uh(tv)
−1Oph(f)Uh(tv) = Oph(f ◦ tvh) .
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Consequently, we need to estimate ‖Oph(f ◦ tv − f ◦ tvh)‖. For this purpose, we rst
evaluate ‖f ◦ tv− f ◦ tvh‖C0 . Denote v = (vq, vp) and vh = (vqh, vph). A Taylor expansion
shows that
‖f(q + vqh + (vq − vqh), p + vph + (vp − vph))− f(q + vqh, p+ vph)‖C0 = O(h1−δ)
and then,
‖f ◦ tv − f ◦ tvh‖C0 = O(h1−δ) .
Hene, hδ−1(f ◦ tv − f ◦ tvh) ∈ S0δ . Using Proposition 2.1, we onlude by
‖Oph(f ◦ tv − f ◦ tvh)‖ = O(h1−δ) .
Let us denote by H ∈ S00 the Hamiltonian, XH the assoiated Hamiltonian vetor eld,
and φt = exp (tXH) the lassial Hamiltonian ow at time t. For simpliity, we denote
the quantum propagator at time t by U t def= exp(− ith Oph(H)), and write φ∗t f
def
= f ◦ φt.
In partiular, note that U1 = Uh(φ1). From the equations:{
d
dsφ
∗
t+sf |s=0 = {H,φ∗t f}
d
dsU t+sOph(φ∗t+sf)U−(t+s)|s=0 = U tDifft(H, f)U−t
with Diff t(H, f) = Oph({H,φ∗t f})− ih [Oph(H),Oph(φ∗t f)], we get
Oph(φ
∗
t f) = U−tOph(f)U t +
∫ t
0
Us−tDiffs(H, f)U t−sds .
A straightforward appliation of (2.6) yields to
2iπ
h
[Oph(H),Oph(φ
∗
t f)] = Oph({H,φ∗t f}) +
i
h
OHN (h2−2δ) ,
where OHN (q) denotes an operator inHN whose norm is of order q. If we use the unitarity
of U t, we thus obtain :
‖U−1Oph(f)U1 −Oph(φ∗1f)‖ = O(h1−2δ) .
Adding all these estimates, we end up with
‖Uh(κ)−1Oph(f)Uh(κ)−Oph(f ◦ κ)‖ ≤ Cf,κh1−2δ .

Taking into aount the damping, our damped quantum map is given by the matrix
Mh(a, κ) in (1.1). The damping fator a ∈ S00 is hosen suh that, for h small enough,
‖Oph(a)‖ ≤ 1 and a− = minT2 |a| > 0. From Proposition 2.1, this implies that Oph(a),
and thus Mh(a, κ), are invertible, with inverses uniformly bounded with respet to h:
(2.13) ‖Mh(a, κ)‖ = a+ +O(h), ‖Mh(a, κ)−1‖ = a−1− +O(h) .
As explained in the introdution, Mh(a, κ) is not a normal operator, and it may not be
diagonalizable. Nevertheless, we may write its spetrum as
Spec(Mh(a, κ)) = {λ(h)1 , λ(h)2 , . . . , λ(h)h−1} ,
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where eah eigenvalue is ounted aording to its algebrai multipliity, and eigenvalues
are ordered by dereasing modulus (in the following we will sometimes omit the
(h)
supersripts). The bounds (2.13) trivially imply
(2.14) a+ + Ch ≥ |λ(h)1 | ≥ |λ(h)2 | ≥ ... ≥ |λ(h)h−1 | ≥ a− − Ch ,
for some onstant C > 0. Sine we assumed a− > 0, the spetrum is loalized in an
annulus for h small enough. The above bounds are similar with the ones obtained for
the damped wave equation [AL, Eq.(2-2)℄.
For later use, let us now reall the Weyl inequalities [Kön℄, whih relate the eigenvalues
of an operator A to its singular values (that is, the eigenvalues of
√
A†A):
Proposition 2.4 (Weyl's inequalities). Let H be a Hilbert spae and A ∈ L(H) a ompat
operator. Denote respetively α1, α2, . . . (respetively β1, β2, . . .) its eigenvalues (resp.
singular values) ordered by dereasing moduli and ounted with algebrai multipliities.
Then, ∀k ≤ dimH, we have :
(2.15)
k∏
i=1
|αi| ≤
k∏
i=1
βi ,
k∑
i=1
|αi| ≤
k∑
i=1
βi
We immediately dedue from this the following
Corollary 2.5. Fix n ≥ 1. Let λ1, λ2, . . . be the eigenvalues of A and s(n)1 , s(n)2 , . . . the
eigenvalues of An =
2n
√
A†nAn, ordered as above. Then for any k ≤ dimH:
k∑
i=1
log |λi| ≤
k∑
i=1
log s
(n)
i ,
k∏
i=1
|λi| ≤
k∏
i=1
s
(n)
i .
2.3. A rst-order funtional alulus on L(HN ). In 3 we will need to analyze the
operators
{ 2n
√
Mh(a, κ)†n Mh(a, κ)n, n ∈ N} .
We will show that they are (self-adjoint) pseudodierential operators (i.e. quantum
observables) on HN , and then draw some estimates on their spetra in the semilassial
limit via ounting funtions and trae methods. We will use for this a funtional alulus
for operators in L(HN ), obtained from a Cauhy formula, via the method of almost
analyti extensions.
Let a ∈ S0δ be a real symbol. In order to loalize the spetrum of Oph(a) over a set
depending on h, we will make use of ompatly supported funtions fw ∈ C∞0 (R) whih
an have variations of order 1 over distanes of order w(h), for some ontinuous funtion
w > 0, satisfying w(h)
h→0−−−→ 0.
The funtions fw have derivatives growing as h → 0: for any m ∈ N, we will assume
that
(2.16) ‖∂mfw‖C0 ≤ Cmw(h)−m .
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We will all suh funtions w(h)− admissible. Our main goal in this setion onsist in
dening the operators fw(Oph(a)) and haraterize them as pseudodierential operators
on the torus.
We rst onstrut an almost analyti extension f˜w ∈ C∞0 (C) satisfying
(2.17) ‖∂f˜w‖C0 ≤ Cm|ℑz|mw(h)−m−2 , ∀m ≥ 0
(2.18) f˜w|R = fw ,
where ∂ stands for ∂∂z¯ =
1
2(
∂
∂x + i
∂
∂y ). For this purpose, we follow losely [DS℄ : one put
χ ∈ C∞0 (R) be equal to 1 in a neighborhood of 0, ψ ∈ C∞0 (R) equal to 1 in a neighborhood
of Supp(fw) and dene
f˜w(x+ iy) =
ψ(x)χ(y)
2π
∫
ei(x+iy)ξ χ(yξ)fˆw(ξ)dξ .
We will now hek that f˜w is a funtion that satises Eqs. (2.17) and (2.18). Notie rst
that f˜w is ompatly supported in C, and that Eq. (2.18) follows learly from the Fourier
inversion formula. To derive (2.17), remark that
∂f˜w =
iψ(x)χ(y)
4π
ym
∫
ei(x+iy)ξ
χ′(yξ)
(yξ)m
ξm+1fˆw(ξ)dξ
+
ψ′(x)χ(y) + iψ(x)χ′(y)
4π
∫
ei(x+iy−x˜)ξ χ(yξ)fw(x˜)dx˜dξ
= I+ II .
Note that if y = 0, I = II = 0 beause of the properties of χ and ψ, so (2.17) is satised
with Cm = 0. We now suppose y 6= 0. Sine fw is ompatly supported, we an integrate
by parts and using (2.16), we obtain, setting t = yξ :∣∣∣∣
∫
χ′(yξ)
(yξ)m
ξm+2fˆw(ξ)
dξ
ξ
∣∣∣∣ ≤
∫ ∣∣∣∣χ′(t)tm+1 (∂m+2x fw(x))
∣∣∣∣ dtdx ≤ Cmw(h)−m−2 .
In the last inequality, we used the fat that fw and t 7→ t−m−1χ′(t) are ompatly
supported. Hene, this shows that |I| ≤ Cm|y|mw(h)−m−2. To treat the term II, denote
F (x, y) =
ψ′(x)χ(y) + iψ(x)χ′(y)
4π
and G(x, x˜, y) = (i+Dx˜)
2Dmx˜ (
fw(x˜)
x− x˜+ iy ) .
Sine y 6= 0, we an rewrite II to get
II = iF (x, y)
∫
ym ei(x−x˜+iy)ξ
χ′(yξ)y
(ξ + i)2(yξ)m
G(x, x˜, y)dx˜dξ .
As above, we set t = yξ. This gives∫ ∣∣∣∣ym χ′(yξ)y(ξ + i)2(yξ)mG(x, x˜, y)
∣∣∣∣ dx˜dξ ≤
∫ ∣∣∣∣ym+2 χ′(t)(t+ iy)2tmG(x, x˜, y)
∣∣∣∣ dtdx˜
≤
∫ ∣∣∣∣ym+2χ′(t)tm+2G(x, x˜, y)
∣∣∣∣ dtdx˜ .
Let us distinguish two ases.
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• If x /∈ Suppψ, then x˜ ∈ Supp fw ⇒ x − x˜ 6= 0, from whih we dedue that∫ |G(x, x˜, y)|dx˜ ≤ cmw(h)−m−2.
• If x ∈ Suppψ, then F (x, y) = i(4π)−1χ′(y). If χ′(y) = 0, we get II = 0. Other-
wise, we have b1 ≤ |y| ≤ b2 for some xed onstants b1, b2 > 0 depending on χ.
In this ase, we get again
∫ |G(x, x˜, y)|dx˜ ≤ cmw(h)−m−2.
Grouping the results, we see that |II| ≤ Cm|y|m+2w(h)−m−2 ≤ C˜m|y|mw(h)−m−2, and
sine |I| ≤ Cm|y|mw(h)−m−2, it follows that Eq. (2.17) holds.
Considering a funtion fw as above, we now haraterize fw(Oph(a)) as a pseudodif-
ferential operator on the torus. We begin by two lemmas onerning resolvent estimates.
For z /∈ SpecOph(a), we denote Rz(a) = (Oph(z−a))−1 the resolvent of Oph(a) at point
z.
Lemma 2.6. Let a ∈ S0δ be a real symbol, and Ω ⊂ C a bounded domain suh that
Supp(f˜w) ⊂ Ω. Take z ∈ Ω and suppose that |ℑz| ≥ hε for some ε ∈]0, 1] suh that
δ + ε < 12 . Then,
1
z − a ∈ S
ε
δ+ε .
Proof. The hypothesis |ℑz| ≥ hε implies immediately that
(2.19)
1
|z − a| ≤ h
−ε .
To ontrol the derivatives of (z − a)−1, we will make use of the Faà di Bruno formula
[Com℄. For n ≥ 2, Let α = (α1, ..., αn) ∈ Nn be a multi-index, and Π be the set of
partitions of the ensemble {1, ..., |α|}. For π ∈ Π, we write π = {B1, ...Br}, where Bi is
some subset of {1, ..., |α|} and an then be seen as a multi-index. Here |α| ≥ r ≥ 1, and
we denote |π| = r. For two smooth funtions g : Rn 7→ R and f : R 7→ R suh that f ◦ g
is well dened, one has
(2.20) ∂αf ◦ g =
∑
π∈Π
∂|π|f(g)
∏
B∈π
∂|B|g∏
j∈B ∂xαj
.
We now take n = 2, and α ∈ N2. Using this formula for ∂α 1z−a and realling that a ∈ S0δ ,
we get for eah partition π ∈ Π a sum of terms whih an be written :
1
(z − a)r+1
∏
B∈π
∂B(z − a) . h−ε(r+1)h−δ|α| .
Sine we have r ≤ |α|, this onludes the proof. 
The preeding lemma allows us to obtain now a useful resolvent estimate :
Lemma 2.7. Choose ε < 1−2δ4 . Suppose as above that a ∈ S0δ is real and z ∈ Ω with|ℑz| ≥ hε. Then,
Rz(a) = Oph
(
1
z − a
)
+Rh(z) ,
where Rh(z) ∈ L(HN ) satises ‖Rh(z)‖ = O(h1−2(δ+2ε)) , uniformly in z.
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Proof. We will denote OHN ,z(q) an operator whih depends ontinuously on z and whose
norm in HN is of order q. By the preeding lemma and the symboli alulus (2.7), for
|ℑz| ≥ hε we an write :
Oph(z − a)Oph
(
1
z − a
)
= Id−Oph(rz)
with Oph(rz) = OHN ,z(h1−2δ−3ε). For h small enough, the right hand side is invertible :
(2.21) (Id−Oph(rz))−1 = Id+OHN ,z(h1−2δ−3ε) .
We now remark that the Gårding inequality implies Oph
(
1
z−a
)
= OHN ,z(h−ε) . Sine
we have obviously
Rz(a) = Oph
(
1
z − a
)
(Id−Oph(rz))−1 ,
we obtain using Eq. (2.21)
Rz(a) = Oph
(
1
z − a
)
+OHN ,z(h1−2δ−4ε) .
It is now straightforward to hek that all the remainder terms are uniform with respet
to z, sine we have z ∈ Ω and |ℑz| ≥ hε. 
We an now formulate a rst order funtional alulus for a ∈ S0δ .
Proposition 2.8 (Funtional alulus). Let a ∈ S0δ real, and fw a w−admissible funtion
with w(h)−1 . h−η suh that
(2.22) 0 ≤ η < 1− 2δ
6
.
Then, for any ε > 0 suh that η < ε < 1−2δ6 , we have :
fw(Oph(a)) = Oph(fw(a)) +OHN (h1−2δ−6ε)
and fw(a) ∈ S0η+δ.
Proof. Let us write the Lebesgue measure dxdy = dz¯∧dz2i . From the operator theory point
of view, we already know that for any bounded self-adjoint operator A
fw(A) =
1
2iπ
∫
C
∂f˜w(z, z¯)(z −A)−1 dz¯ ∧ dz ,
see for example [DS℄ for a proof.
Beause of the ondition expressed by Eq. (2.22), it is possible to hoose ε > 0 suh
that η < ε < 1−2δ6 . We now divide the omplex plane into two subsets depending on ε:
C = Ω1 ∪ Ω2, where Ω1 = {z ∈ C : |ℑz| < hε} and Ω2 = C \ Ω1. We rst treat the ase
z ∈ Ω1. We reall that for z /∈ R, one has
(2.23) ‖Rz(a)‖ ≤ 1|ℑz| and
1
|z − a| ≤
1
|ℑz| .
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Using Eqs. (2.17) and (2.23), we obtain for any m ∈ N :∥∥∥∥
∫
Ω1
∂f˜w(z, z¯)Rz(a) dz¯ ∧ dz
∥∥∥∥ ≤
∫
Ω1∩Supp(f˜w)
1
|ℑz|Cm|ℑz|
mw(h)−m−2dz¯ ∧ dz
. h(m−1)εw(h)−m−2 .
Sine hεw(h)−1 . hε−η
h→0−−−→ 0, by taking m suiently large we obtain∥∥∥∥
∫
Ω1
∂f˜wRz(a) dz¯ ∧ dz
∥∥∥∥ = O(h∞) .
We now onsider z ∈ Ω2. Using Lemma 2.7, we obtain∫
Ω2
∂f˜w(z, z¯)Rz(a) dz¯ ∧ dz
2iπ
=
∫
Ω2
∂f˜w(z, z¯)Oph
(
1
z − a
)
dz¯ ∧ dz
2iπ
+
∫
Ω2
∂f˜w(z, z¯)Rh(z)
dz¯ ∧ dz
2iπ
= I + II .(2.24)
To rewrite the rst term I in the right hand side, we use the Fourier representation (2.8):
I =
1
2iπ
∫
Ω2
∂f˜w
∑
µ,ν∈Z
Tˆµ,νcµ,ν(z)dz¯ ∧ dz
=
∑
µ,ν∈Z
Tˆµ,ν
∫
T2
dxdye2iπ(µx−νy)
1
2iπ
∫
Ω2
∂f˜w(z, z¯)
z − a(x, y)dz¯ ∧ dz
= Oph
(
1
2iπ
∫
Ω2
∂f˜w(z, z¯)
z − a dz¯ ∧ dz
)
,
where we used the uniform onvergene of the Fourier series (2.8), the Fubini Theorem
and the linearity of the quantization f 7→ Oph(f). Note that∫
Ω2
∂f˜w(z, z¯)
z − a dz¯ ∧ dz =
∫
C
∂f˜w(z, z¯)
z − a dz¯ ∧ dz −
∫
Ω1
∂f˜w(z, z¯)
z − a dz¯ ∧ dz .
Now, Eqs. (2.23) and (2.17) yields to∫
Ω1
∂f˜w(z, z¯)
z − a dz¯ ∧ dz = O(h
∞) ,
and sine the Cauhy formula for C∞ funtions implies that
1
2iπ
∫
C
∂f˜w(z, z¯)
z − a dz¯ ∧ dz = f˜w|R(a) = fw(a) ,
we an simply write
(2.25) I = Oph
(
1
2iπ
∫
Ω2
∂f˜w(z, z¯)
z − a dz¯ ∧ dz
)
= Oph(fw(a)) +OHN (h∞) .
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For the term II in Eq. (2.24), we rst remark that ∂f˜w is ompatly supported. Then,
we use Eq. (2.17) and Lemma 2.7 to write :∥∥∥∥
∫
Ω2
∂f˜w(z, z¯)Rh(z)dz¯ ∧ dz
∥∥∥∥ ≤
∫
Ω2
‖Rh(z)‖ |∂f˜w(z, z¯)| dz¯ ∧ dz
. h1−2δ−4εh−2η ≤ h1−2δ−6ε .(2.26)
Hene, ombining Eqs. (2.24),(2.25) and (2.26),
1
2iπ
∫
C
∂f˜w(z, z¯)Rz(a) dz¯ ∧ dz = Oph(fw(a)) +OHN (h1−2δ−6ε) ,
as was to be shown. The last assertion is a diret appliation of Eqs. (2.20) and (2.16). 
Below, we will frequently make use of the funtional alulus for some perturbed
operators. Our main tool for this purpose is stated as follows:
Corollary 2.9 (Funtional alulus  perturbations). Let a ∈ S0δ be a real symbol and
fw be a w−admissible funtion with w(h)−1 . h−η and 0 ≤ η < 1−2δ6 . Consider Bh ∈L(HN ), with the properties :
(i) Oph(a) +Bh is self-adjoint ,
(ii) ‖Bh‖ = O(hν)for some ν > 4η > 0 .
Then, at rst order, the funtional alulus is still valid : for any ε > 0 suh that
η < ε <
1− 2δ
6
and η < ε <
ν
4
,
we have :
fw(Oph(a) +Bh) = Oph(fw(a)) +OHN (hmin(1−2δ−6ε,ν−4ε))
and fw(a) ∈ S0η+δ.
Proof. We must nd the resolvent of Oph(a) + Bh. From (ii) we an hoose ε > 0 suh
that η < ε < 1−2δ6 and η < ε <
ν
4 . Note that this implies ν − 4ε > 0. As in Lemma
2.7, we hoose a ompat domain Ω ⊂ C with z ∈ Ω, and split Ω = Ω1 ∪ Ω2 as above.
Suppose rst that z ∈ Ω2, i.e. |ℑ(z)| ≥ hε. Then, using the ondition (ii) we get
Id−(Oph(z − a)−Bh)Oph(
1
z − a) = Oph(rz) +BhOph(
1
z − a) .
The norm of the right hand side is of order hmin(1−2δ−3ε,ν−ε) uniformly for z ∈ Ω2, hene
for h small enough, we an use the same method employed in the Lemma 2.7 to get :
(z −Oph(a)−Bh)−1 = Oph(
1
z − a)
(
Id−Oph(rz)−BhOph(
1
z − a)
)−1
= Oph(
1
z − a) +Rh
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where ‖Rh‖ . hmin(1−2δ−4ε,ν−2ε) uniformly in z. The next steps are now exatly the
same as above, and we end up with
fw(Oph(a) +Bh) = Oph(fw(a)) +
∫
Ω2
∂f˜w(z, z¯)Rh(z)
dz¯ ∧ dz
2iπ
+OHN (h∞) ,
where now ‖Rh(z)‖ . hmin(1−2δ−4ε,ν−2ε). Sine ‖∂f˜w‖C0 . h−2η , this onludes the
proof. 
As a diret appliation of the last two proposition, let us show an analogue of the
spetral Weyl law on the torus.
Proposition 2.10. Let a ∈ S00 , and Bh ∈ L(HN ) as in Corollary 2.9. Choose ε > 0
arbitrary small but xed, and all Ah = Oph(a) + Bh Let E1, E2 be positive numbers,
I
def
= [E1, E2] and I±
def
= [E1 ∓ ε,E2 ± ε]. Then,
(2.27)
∫
T2
1lI−(a)dµ + oh(1) ≤ h#{λ ∈ SpecAh ∩ I} ≤
∫
T2
1lI+(a) + oh(1) .
Proof. Dene a smooth funtion χ+ suh that for some C > 0, χ+(x) = 1 if x ∈ I and
χ+(x) = 0 if x /∈ I+. Dene as well χ− = 0 outside I and χ− = 1 on I−. Denote
Dh = h#{λ ∈ SpecAh ∩ I}. Then,
hTr(χ−(Ah)) ≤ Dh ≤ hTr(χ+(Ah)) .
By the Corollary 2.9, hTr(χ+(Oph(a) + Bh)) =
∫
T2
χ+(a)dµ + O(hα) for some α > 0,
and hTr(χ−(Oph(a) +Bh)) =
∫
T2
χ−(a)dµ +O(hα) as well. But obviously,∫
T2
1lI−(a)dµ ≤
∫
T2
χ−(a) and
∫
T2
χ+(a) ≤
∫
T2
1lI+(a) .
This yields to ∫
T2
1lI−(a)dµ + oh(1) ≤ Dh ≤
∫
T2
1lI+(a) + oh(1) .

3. Eigenvalues density
3.1. The operator Sn. Consider our damping funtion a ∈ S00 , withRan(|a|) = [a−, a+],
a− > 0, a+ ≤ 1. To simplify the following analysis, we will suppose without any loss of
generality that a+ = 1. As mentioned above, to study the radial distribution of Mh(a, κ)
it will be useful to rst onsider the sequene of operators
(3.1) S˜n(a) def= Mh(a, κ)†n Mh(a, κ)n, n ≥ 1 .
Let us show that for h → 0 and n ≥ 1 possibly depending on h, these operators an
be rewritten into a more simple form, involving n−time evolutions of the observable a
by the map κ. Using the omposition of operators (2.7) and the Egorov property (2.12),
we will show that the quantum to lassial orrespondene is valid up to times of order
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log h−1, as it is usually expeted. In what follows, for any onstant C, we will make
use of the notation C± = C ± ε with ε > 0 arbitrary small but xed as h → 0. We
allow the value of ε to hange from equation to equation, hene C± denotes any onstant
arbitrary lose to C, C+ being larger than C and C− smaller: ε will then be hosen small
enough so that the equations where C± appear are satised. We also reall the following
denitions, already introdued in Theorem 1.4:
(3.2) Γ = log(sup
x
‖Dκ|x‖) and Ta,κ = 1
2Γ− 12 log a− .
Proposition 3.1. Let τ > 0 be a onstant suh that τ < Ta,κ. If E(x) denotes the integer
part of x, dene nτ = E(τ log h
−1). Then, for n ≤ nτ , the operators
Sn(a) =
(
Mh(a, κ)
†n Mh(a, κ)
n
) 1
2n
ℓSn(a) = log Sn(a)
are well dened if and only if Ker(Mh(a, κ)) = 0. Furthermore, if we set
an
def
=
n∏
i=1
|a ◦ κi| 1n , ℓan def= 1
n
n∑
i=1
log |a ◦ κi| ,
we have for n ≤ nτ :
ℓSn(a) = Oph(ℓan) +OHN (hσ
−
)(3.3)
Sn(a) = Oph(an) +OHN (hσ
−
)(3.4)
where σ = 1− τ/Ta,κ > 0.
Proof. Let us underline the main steps we will enounter below. Writing rst
a˜n
def
=
n∏
i=1
|a ◦ κi|2
for n ∈ N, we show that for τ < 12Γ , a˜n belongs to a symbol lass S0δ+ with δ+ < 1/2.
Then, we show by using the symboli alulus (2.7) and the Egorov property (2.12) that
S˜n(a) = Oph(a˜n)+O(hν−) for some ν− > 0. Finally, by bounding the spetrum of S˜n(a),
we will omplete the proof of the proposition by using the funtional alulus to dene
and ompute both ℓSn(a) and Sn(a).
Lemma 3.2. Let a ∈ S00 be a symbol on the torus. Then, for any multi-index α ∈ N2,
there exists Cα,a,κ > 0 suh that
(3.5) ∀n ≥ 1 , ‖∂α(a ◦ κn)‖C0 ≤ Cα,a,κ en|α|Γ .
Hene for any τ > 0 suh that τ < 12Γ , we have uniformly for n ≤ nτ :
(3.6) a ◦ κn ∈ S0δ , δ = τΓ <
1
2
.
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Proof. The behavior expressed by Eq. (3.5) is well known for ows [BR℄, and we refer to
[FNW℄, Lemma 1 for a detailed proof in the ase of appliations. The seond part of the
lemma follows easily from (3.5). 
Lemma 3.3. If τ < 12Γ , we have :
∀n ≤ nτ , a˜n ∈ S0δ+ with δ+ = τΓ+ <
1
2
.
Proof. Sine a+ = 1 and 0 < a− < 1, a˜n is uniformly bounded from above with respet
to h. It is then enough to show that for every multi index α ∈ N2 and n ≤ nτ , one has
∂α
n∏
i=1
(a ◦ κi) . h−δ+|α|.
Set by onvention ∂0f = f . Applying the Leibniz rule, we an write∥∥∥∥∥∂α
n∏
i=1
a ◦ κi
∥∥∥∥∥
C0
≤ n|α| sup
α1+...+αn=α
n∏
i=1
‖∂αi(a ◦ κi)‖C0 .
Let us look at a typial term in the produt appearing in the right hand side. Sine at
most |α| indies αi in are non zero and |a ◦ κi| ≤ 1,
n∏
i=1
‖∂αi(a ◦ κi)‖C0 ≤
n∏
i=1
Cαi,a,κ e
i|αi|Γ
≤ ( sup
|β|≤|α|
Cβ,a,κ)
|α| en|α|Γ
def
= Kα,a,κ e
n|α|Γ .
Finally, we simply get∥∥∥∥∥∂α
n∏
i=1
a ◦ κi
∥∥∥∥∥
C0
≤ Kα,a,κ e|α|(Γn+logn) ≤ Kα,a,κ e|α|Γ′n
for some Γ′ > Γ. If we hoose Γ′ = Γ+ and Γ+ − Γ small enough suh that τΓ+ < 12 ,
the last equation will be true only for n ≥ n0, with n0 xed independent of h. Sine for
n < n0, we obviously have a˜n ∈ S00 , we nally onlude that if τΓ+ < 12 , a˜n ∈ S0δ+ with
δ+ = τΓ+ < 12 , uniformly for n ≤ nτ . 
We an now rewrite more expliitly Eq. (3.1).
Lemma 3.4. Choose τ > 0 small enough suh that δ = τΓ < 12 , and take as before
n ≤ nτ . Then, we have
(3.7) S˜n(a) = Oph(a˜n) +OHN (hν
−
)
where ν = 1− 2δ.
Proof. The Lemmas 3.2 and 3.3 tell us that uniformly for n ≤ E(τ log h−1), the symbols
a◦κn and a˜n belong to the lass S0δ+ if δ = τΓ < 12 . This allows to write (using U ≡ Uh(κ)
for simpliity):
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U †Oph(a¯)Oph(a)U = U
†Oph(a¯♯ha)U
= U †Oph(|a|2)U +OHN (h1−2δ
+
)(3.8)
= Oph(|a ◦ κ|2) +OHN (h1−2δ
+
)(3.9)
= Oph(a˜1) +R
1
1 ,
where the symboli alulus (2.7) has been used to get (3.8) and Eq. (2.12) to dedue
Eq. (3.9). The remainder R11 have a norm of order h
1−2δ+
in HN . This alulation an
be iterated : suppose that the preeding step gave
S˜k(a) = Oph(a˜k) +
k∑
i=1
Rki ,
with Rki = OHN (h1−2δ
+
) for 1 ≤ i ≤ k. Then, with the same arguments as those we used
for the rst step, we an nd Rk+1k+1 = OHN (h1−2δ
+
) suh that
U †Oph(a¯)Oph(a˜k)Oph(a)U = Oph(a˜k+1) +R
k+1
k+1 .
If we dene now Rk+1i = U
†Oph(a¯)R
k
i Oph(a)U = OHN (h1−2δ
+
), we get
U †Oph(a¯)S˜k(a)Oph(a)U = U †Oph(a¯)Oph(a˜k)Oph(a)U +
k∑
i=1
Rk+1i
= Oph(a˜k+1) +
k+1∑
i=1
Rk+1i .
This shows that
S˜n(a) = Oph(a˜n) + nOHN (h1−2δ
+
)
= Oph(a˜n) +OHN (h1−2δ
+
) .
In the preeding equation, the seond line omes from the fat that n . log h−1. Sine
we dened ν = 1− 2δ, the lemma is proved. 
From now on, we will always assume n ≤ nτ for some τ > 0 xed. We will also hoose
τ small enough suh that
(3.10) τ < Ta,κ =
1
2Γ− 12 log a− .
This ondition ensures in partiular that Lemma 3.4 is valid, but it turns out that we
will need a stronger ondition than τΓ < 1/2 to omplete the proof of Proposition 3.1.
In order to apply the funtional alulus to S˜n(a), we must bound its spetrum with
the help of Proposition 2.1. This is expressed in the following
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Proposition 3.5. Dene η = −2τ log a− > 0. For h > 0 small enough, we have
Spec S˜n(a) ⊂ [Cn,h, 2] ,
where Cn,h = e
2n log a− −ch1−2δ+ and c > 0. In partiular, there exists a onstant C > 0
suh that Cn,h ≥ Chη, and S˜n(a) has stritly positive spetrum.
Proof. We begin by proving the result for Oph(a˜n). Sine we have for some c1 > 0
a˜n ≥ a2n− = e2n log a− ≥ c1h−2τ log a− ,
we will onsider the symbol bn = a˜n− e2n log a− ≥ 0. From Lemma 3.3, we have bn ∈ S0δ+
and we an apply Proposition 2.1 : for any λ ∈ Spec(Oph(a˜n)), there exists c > 0
suh that |λ| ≥ e2n log a− −ch1−2δ+ ≥ c1h−2τ log a− − ch1−2δ+ . In order to have a stritly
positive spetrum, we must have −2τ log a− < 1 − 2δ+, whih is satised if τ is hosen
aording to Eq. (3.10). Hene, there is a onstant C > 0 suh that for h small enough,
c1h
−2τ log a− − ch1−2δ+ > Ch−2τ log a− , and the lower bound is obtained. For the upper
bound, we remark that we assumed that a+ = 1. By Proposition 2.1, it follows that any
onstant stritly bigger than 1 gives an upper bound for the spetrum. We return now
to S˜n(a). Sine we have ‖S˜n(a)−Oph(a˜n)‖ = O(hν
−
) and ν− > η thanks to Eq. (3.10),
we get the nal result if h is small enough. 
Let us nish now the proof of Proposition 3.1. For n ≤ nτ , we begin by onstruting
a smooth funtion χn,h ompatly supported, equal to 1 on Spec(S˜n). To do this, we
dene
χn,h(x) =


0 if x ≤ 12Cn,h
1 if x ∈ [Cn,h, 2]
0 if x ≥ 3
Then, the funtion
ℓn : x 7→ χn,h(x)
2n
log x
is smooth and equal to the funtion
1
2n log(x) on Spec S˜n(a), sine we have shown that
Spec(S˜n(a)) ⊂ [Cn,h, 2]. Furthermore, ℓn is ompatly supported, uniformly bounded
with respet to h. Sine Cn,h ≥ Chη, the funtion χn,h an easily be hosen hηadmissible,
whih means that ℓn will also be h
η
admissible. Applying the standard funtional al-
ulus, we have
ℓn(S˜n(a)) = 1
2n
log S˜n(a) def= ℓSn(a) ,
where the rst equality follow from the fat that ℓn(x) =
1
2n log x on Spec(S˜n(a)). To
omplete the proof of Proposition 3.1, we ompute ℓn(S˜n(a)) using both Lemma 3.4 and
Corollary 2.9. For this purpose, we must hek that the onditions required by this
orollary are fullled. First, a˜n ∈ S0δ+ , and from Eq. (3.10) we have η < 1−2δ
+
6 . Seond,
the remainder in Eq. (3.7) is of order hν
−
with ν = 1− 2δ, and we learly have
ν−
4
>
1− 2δ−
6
> η .
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We now apply the Corollary 2.9 to obtain
(3.11) ℓSn(a) = ℓn(Oph(a˜n) +OHN (hν
−
)) = Oph(ℓan) +OHN (hr) , r > 0.
Let us show that r = σ−, where σ = 1 − τ/Ta,κ. Indeed, the funtional alulus states
that
r = min{1− 2δ+ − 6ε, ν− − 4ε}
where ε has to be hosen in the interval ]η,min(1−2δ
+
6 ,
ν−
4 )[. Let us hoose ε = η
+
. Sine
ν = 1− 2δ, we have
(3.12) r = min{1− 2δ+ − 6η+, ν− − 4η+} = 1− 2δ+ − 6η+ = (1− τ/Ta,κ)− = σ− .
To get now Sn(a), we again apply the standard funtional alulus, and we obtain
exp
(
ℓn(S˜n(a))
)
= exp
(
1
2n
log S˜n
)
def
= Sn(a)
where the rst equality follows again from the property of ℓn on Spec(ℓSn). We already
stress that this equation is essential to study the eigenvalues distribution of Mh(a, κ).
Sine a˜n ∈ S0δ+ , ℓan = 12n log a˜n ∈ S0δ+ . To ompute Sn(a), we simply hoose a smooth
uto funtion supported in a h−independent neighborhood of Spec(ℓSn(a)). The Corol-
lary 2.9 is used again to get
(3.13) Sn(a) def= exp(ℓSn(a)) = Oph(an) +OHN (hσ
−
) .

3.2. Radial spetral density. We begin by realling some elementary properties of
ergodi means with respet to the map κ. Sine |a| > 0 on T2, the funtion x 7→
log |a ◦ κi(x)| is ontinuous on T2 for any i ∈ N. The Birkho ergodi theorem then
states that limn→∞ ℓan(x)
def
= ℓa∞(x) exists for µ−almost every x. More preisely, if we
denote EI∞(a)
def
= ess inf a∞ and ES∞(a)
def
= ess sup a∞ for a∞ = exp(ℓa∞), we have:
EI∞(a) ≤ a∞(x) ≤ ES∞(a) for µ− almost every x .
In partiular, if κ is ergodi with respet to the Lebesgue measure µ, the Birkho ergodi
theorem states that:
(3.14) For µ− a.e. x, lim
n→∞
log an(x) =
∫
T2
log |a| dµ = log〈a〉 ,
and in this ase, EI∞(a) = ES∞(a) = 〈a〉.
Proof of Theorem. 1.1. As in Proposition 2.4, we order the eigenvalues of Mh(a, κ)
and Sn(a) by dereasing moduli. Take arbitrary small ǫ > 0, δ > 0 and 0 < γ ≤ ǫ3δ. We
reall that Iδ = [EI∞(a)− δ,ES∞(a) + δ] and dene Ωn,γ− def= T2 \ a−1n (Iγ−), so
µ(a−1n (Iγ−)) = 1− µ(Ωn,γ−) .
Eq. (3.14) implies that limn→∞ µ(Ωn,γ−) = 0. Hene, there exists n0 ∈ N suh that
n ≥ n0 =⇒ µ(Ωn,γ−) ≤
ǫ δ
6a+ − 3〈a〉 =
ǫ δ
6− 3〈a〉 .
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We now hoose some n ≥ n0. Applying Proposition 2.10 to the operator Sn(a), we get
immediately:
(3.15) h#
{
s ∈ Spec(Sn(a)) : s ∈ Iγ
}
≥ µ(a−1n (Iγ−)) + oh(1) .
Using the Weyl inequalities, we an relate the spetrum of Sn(a) with that of Mh(a, κ).
Call dh
def
= #{λ ∈ Spec(Mh(a, κ)) : |λ| > ES∞(a) + δ}, where eigenvalues are ounted
with their algebrai multipliities. Hene, using Corollary 2.5, we get
(3.16) dh
(
ES∞(a) + δ
) ≤ dh∑
k=1
|λk| ≤
dh∑
k=1
sk .
Among the dh rst (therefore, largest) eigenvalues (si)i=1,...,dh of Sn(a), we now distin-
guish those whih are larger than γ + ES∞(a), and all d
′
h = #{1 ≤ i ≤ dh, si ≤
γ + ES∞(a)} the number of remaining ones.
Applying Proposition 2.1 to the observable an, we are sure that for h small enough,
sj ∈ Spec(Sn(a))⇒ sj < 2. Hene, for h small enough, (3.16) indues
(3.17) dhδ ≤ d′hγ + (dh − d′h)(2 − ES∞(a)) .
By onstrution,
dh − d′h ≤ #
{
s ∈ Spec(Sn(a)) : s /∈ Iγ
}
,
and using (3.15), we dedue
dh − d′h ≤ h−1(µ(Ωn,γ−) + oh(1)) .
Dividing now (3.17) by h−1δ and using the preeding equation, we obtain :
hdh ≤ γ
δ
+
2− 〈a〉
δ
µ(Ωn,γ−) + oh(1)
≤ ǫ
3
+
ǫ
3
+ oh(1) .
To get the seond inequality we used the ondition on γ > 0. There exists h0(ǫ, n) suh
that for any h ≤ h0(ǫ, n), the last remainder is smaller than ǫ/3. We onlude that
∀ǫ, δ > 0, ∃h−10 ∈ N suh that:
(3.18) h ≤ h0 ⇒ #
{
λ ∈ Spec(Mh(a, κ)) : |λ| > ES∞(a) + δ
}
≤ h−1ǫ .
To estimate the number of eigenvalues |λ| < EI∞(a)− δ, we use the inverse propagator:
(3.19) Mh(a, κ)
−1 = Uh(κ)
−1 Oph(a)
−1 = Oph(a
−1 ◦ κ)Uh(κ)−1 +OHN (h) ,
where Eq. (2.12) has been used for the last equality. Sine Uh(κ)
−1
is a quantization of
the map κ−1, the right hand side has a form similar with (1.1), with a small perturbation
of order h. The funtion a−1 satises
a−1+ ≤ |a−1| ≤ a−1− and a−1∞ = (a∞)−1 .
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Hene, we also have EI∞(a
−1) = (ES∞(a))
−1, ES∞(a
−1) = (EI∞(a))
−1 . Applying the
above results to the operator Mh(a, κ)
−1
, we nd some h1(ǫ, δ) > 0 suh that
(3.20) h ≤ h1 ⇒ #
{
λ ∈ Spec(Mh(a, κ)) : |λ| < EI∞(a)− δ
}
≤ h−1ǫ .
Grouping (3.18) and (3.20) and taking ǫ arbitrarily small, we obtain Eq. (1.2) .
3.3. Angular density. From Eq. (2.13), we know that for h small enough, all eigenval-
ues of Mh(a, κ) satisfy |λi| ≥ a−/2. We an then write these eigenvalues as
λi = ri e
2iπθi , ri = |λi|, θi ∈ S1 ≡ [0, 1) .
(we skip the supersript (h) for onveniene). We want to show that, under the ergodiity
assumption on the map κ, the arguments θi beome homogeneously distributed over S
1
in the semilassial limit. We adapt the method presented in [BDB2, MOK℄ to show that
the same homogeneity holds for the eigenangles of the map Uh(κ). The main tool is the
study of the traes Tr(Mh(a, κ)
n), where n ∈ N is taken arbitrary large but independent
of the quantum dimension h−1.
Proof of Theorem 1.2, (ii). We begin by showing a useful result onerning the trae
of Mh(a, κ)
n
:
Proposition 3.6. The ergodiity assumption on κ implies that
(3.21) ∀n ∈ Z \ {0}, lim
h→0
hTrMh(a, κ)
n = 0 .
Proof. Note here that n is xed, independently of h. As before, we write U ≡ Uh(κ) for
onveniene. Inserting produts U−1U and using Egorov's property, we get:
(3.22) Mh(a, κ)
n = Oph(a
′
n)U
n +On(h) , where a′n def=
n−1∏
j=0
a ◦ κ−j .
Let ǫ0 > 0. The next step onsists of exhibiting a nite open over T
2 = D0 ∪
⋃M
i=1Di
with the following properties :
• D0 ontains the xed points of κn and has Lebesgue measure µ(D0) ≤ ǫ0. Suh
a set an be onstruted thanks to Proposition 2.2.
• For eah i = 1, . . . ,M , κn(Di)∩Di = ∅. This is possible, beause κn is ontinuous
and without xed points on T
2 \D0.
Then, a partition of unity subordinated to this over an be onstruted:
1 = χ0 +
M∑
i=1
χi ,
with χi ∈ C∞(T2), Suppχi ⊂ Di for 0 ≤ i ≤M . Notie that the ondition on Di, i ≥ 1
implies that χi(χi ◦ κ−n) ≡ 0. After quantizing this partition we write:
Mh(a, κ)
n = Oph(χ0)Mh(a, κ)
n +
M∑
i=1
Oph(χi)Mh(a, κ)
n .
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Using (3.22) and taking the trae:
hTr(Mh(a, κ)
n) = hTr
(
Oph(χ0)Oph(a
′
n)U
n
)
+h
M∑
i=1
Tr
(
Oph(χi)Oph(a
′
n)U
n
)
+On(h) .
Sine χ0 ≥ 0, Oph(χ0)† = Oph(χ0) and we an perform the rst trae in the right hand
side in the basis where Oph(χ0) is diagonal. This yields to
|Tr(Oph(χ0)Oph(a′n)Un)| ≤ an+|Tr(Oph(χ0))|+O(1) .
The estimates (2.10) and Eq. (2.7) imply that
hTr(Oph(χ0)) =
∫
T2
χ0 dµ +O(h) .
Sine µ(D0) ≤ ǫ0, the integral on the right hand side satises |
∫
T2
χ0 dµ| ≤ ǫ0, and nally
hTr
(
Oph(χ0)Oph(a
′
n)U
n
)
= O(ǫ0) +O(h).
To treat the terms i ≥ 1, we take rst ε > 0 arbitrary small and a smooth funtion
χ˜i ∈ C∞0 suh that Supp χ˜i ⊂ Suppχi and ‖χ˜2i − χi‖C0 = O(ε). Then, we use the
symboli alulus to write
UnOph(χi) = U
nOph(χ˜i)
2 +OHN (h) +OHN (ε)
= UnOph(χ˜i)U
−n UnOph(χ˜i) +OHN (h) +OHN (ε) .
Using the yliity of the trae, this gives
hTr(Oph(χi)Oph(a
′
n)U
n) = hTr(UnOph(χ˜i)U
−nUnOph(χ˜i)Oph(a
′
n))
+O(h) +O(ε)
= hTr(Oph(χ˜i ◦ κ−n)UnOph(χ˜i)Oph(a′n))
+O(h) +O(ε)
= hTr(Oph(a
′
n χ˜i (χ˜i ◦ κ−n))Un) +O(h) +O(ε)
= O(h) +O(ε) .
In the last line we used χ˜i(χ˜i ◦ κ−n) ≡ 0. Adding up all these expressions, we nally
obtain
(3.23) hTr(Mh(a, κ)
n) = O(ǫ0) +O(ε) +O(h) .
Sine this estimate holds for arbitrary small ǫ0 and ε, it proves the proposition. 
We will now use these trae estimates, together with the information we already have on
the radial spetral distribution (Theorem. 1.2, (i)) to prove the homogeneous distribution
of the angles (θi).
Remark: This step is not obvious a priori: for a general non-normal h−1 × h−1 =
N ×N matrix M , the rst few traes Tr(Mn) annot, when taken alone, provide muh
information on the spetral distribution. As an example, the N × N Jordan blok JN
of eigenvalue zero and its perturbation on the lower-left orner JN,ε = JN + εEN,1 both
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satisfy Tr Jn = 0 for n = 1, . . . , N − 1. However, their spetra are quite dierent:
Spec(JN,ε) onsists in N equidistant points of modulus ε
1/N
. Only the trae Tr JN
distinguishes these two spetra.
By the Stone-Weierstrass theorem, any funtion f ∈ C0(S1) an be uniformly approxi-
mated by trigonometri polynomials. Hene, for any ǫ there exists a Fourier uto K ∈ N
suh that the trunated Fourier serie of f satises
(3.24) f (K)(θ) =
K∑
k=−K
fke
2iπkθ
satises ‖fK − f‖L∞ ≤ ǫ .
We rst study the average of f (K) over the angles (θj):
h
h−1∑
j=1
f (K)(θj) =
K∑
k=−K
fkh
h−1∑
j=1
e2iπkθj .
For eah power k ∈ [−K,K], we relate as follows the sum over the angles to the trae
TrMh(a, κ)
k
:
(3.25) h
h−1∑
j=1
e2iπkθj =
h
〈a〉k Tr(Mh(a, κ)
k) + h
h−1∑
j=1
〈a〉k − rkj
〈a〉k e
2iπkθj .
Although this relation holds for any nonsingular matrix M , it beomes useful when one
noties that most radii rj are lose to 〈a〉: this fat allows to show that the seond term
in the above right hand side is muh smaller than the rst one.
Take δ > 0 arbitrary small, and denote Iδ
def
= [〈a〉 − δ, 〈a〉+ δ]. From Theorem. 1.2, (i)
we learnt that h#{rj ∈ Iδ} = 1+ oh(1). Hene the seond term in the right hand side of
(3.25) an be split into:
(3.26) h
h−1∑
j=1
〈a〉k − rkj
〈a〉k e
2iπkθj = h
∑
rl∈Iδ
〈a〉k − rkl
〈a〉k e
2iπkθl + oh(1) .
By straightforward algebra, there exists CK > 0 suh that
∀r ∈ Iδ, ∀k ∈ [−K,K], |〈a〉
k − rk|
〈a〉k ≤ CK δ ,
so that the left hand side in (3.26) is bounded from above by CK δ+ oh(1). By summing
over the Fourier indies k, we nd
h
h−1∑
j=1
f (K)(θj) = f0 +
K∑
k=−K
k 6=0
fk
〈a〉k h Tr(Mh(a, κ)
k) +OK,f(δ) + oh(1) .
Using the trae estimates of Proposition 3.6 for the traes up to |k| = K, we thus obtain
h
h−1∑
j=1
f (K)(θj) = f0 +OK,f (δ) + oh(1) .
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Sine this is true for every δ > 0, we dedue:
h
h−1∑
j=1
f (K)(θj) = f0 + oh(1) .
We now use the estimate (3.24) to write:
h
h−1∑
j=1
f(θj) = f0 + oh(1) +O(ǫ) .
ǫ being arbitrarily small, this onludes the proof.
4. The Anosov ase
4.1. Width of the spetral distribution. If κ is Anosov, one an obtain muh more
preise spetral asymptotis using dynamial information about the deay of orrelations
of lassial observables under the dynamis generated by κ. We will make use of prob-
abilisti notations: a symbol a is seen as a random variable, and its value distribution
will be denoted Pa. If we denote as before the Lebesgue measure by µ, this distribution
is dened for any interval I ∈ R by :
Pa(I)
def
= µ(a−1(I))
=
∫
I
Pa(dt) .
This is equivalent to the following property: for any ontinuous funtion f ∈ C(R), one
has
E(f(a))
def
=
∫
T2
f(a)dµ =
∫
R
f(t)Pa(dt) .
We now state a key result onerning ℓan when κ is Anosov.
Lemma 4.1. Set ℓa = log〈a〉, and
xn
def
=
1
n
n∑
i=1
log |a ◦ κi| − ℓa = ℓan − ℓa .
If κ is Anosov, we have
lim sup
n→∞
E(nx2n) <∞ .
Proof. Denote fi = log |a ◦ κi| − ℓa and dene the orrelation funtion cij as
cij = E(fifj) .
Then,
E(nx2n) =
1
n
n∑
i=1
n∑
j=1
cij .
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But for κ Anosov, |cij | . e−ρ|i−j| for some ρ > 0 (see [Liv℄). Hene
n∑
i=1
n∑
j=1
cij = O(n) ,
and the proposition follows easily. 
Proof of Theorem 1.3. We now have all the tools to get our main result. In this
paragraph, we will assume that n = nτ = E(τ log h
−1), with τ < Ta,κ as above. It will
be more onvenient to show the following statement: for any ε > 0 and C > 0,
(4.1) lim
h→0
h#
{
1 ≤ j ≤ h−1 :
∣∣∣log |λ(h)j | − log〈a〉∣∣∣ ≤ C(log h−1)ε−1/2} = 1 .
For h small enough, this equation is equivalent to (1.3) beause |λ(h)j | ≥ a−/2. We will
proeed exatly as in setion 3.2, but now δ and γ will depend on h.
First we dene as before two positive sequenes (δh)h∈]0,1[ and (γh)h∈]0,1[ going to 0 as
h→ 0, and suh that
1
γh
√
log h−1
h→0−−−→ 0 and γh
δh
h→0−−−→ 0.
A simple hoie an be made by taking δh ∝ (log h−1)ε− 12 and γh ∝ (log h−1) ε2− 12 , for
some ε ∈]0, 12 [.
We all ℓsi the (positive) eigenvalues of ℓSn(a), and dene the integer dh suh that
dh = #{1 ≤ i ≤ h−1 : log |λi| − ℓa ≥ δh} .
The Weyl inequalities imply
(4.2) dh(ℓa+ δh) ≤
dh∑
i=1
log |λi| ≤
dh∑
i=1
ℓsi .
Among the dh rst (therefore, largest) numbers (ℓsi− ℓa)i=1,...,dh , we now distinguish the
d′h rst ones whih are larger than γh, and all
dh − d′h = #{1 ≤ i ≤ dh, ℓsi − ℓa < γh}
the number of remaining ones. Hene :
d′h = #{1 ≤ i ≤ h−1 : ℓsi − ℓa ≥ γh} .
Substrating dhℓa in Eq. (4.2) and notiing that dh − d′h ≤ h−1, we get :
(4.3) dh ≤ γh
hδh
+
1
δh
d′
h∑
i=1
(ℓsi − ℓa) .
Reall that ℓSn− ℓa = Oph(ℓan− ℓa)+OHN (hα) for α = σ− > 0. From now on, α will
denote a stritly positive onstant whih value may hange from equation to equation.
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Hene, the sum in the right hand side of Eq. (4.3) an be expressed as :
d′
h∑
i=1
(ℓsi − ℓa) = Tr Id[γh,2] (Oph(ℓan − ℓa) +O(hα)) .
The funtion Id[γh,2] an easily be smoothed to give a funtion Ih suh that Ih(x) = 0
for x ∈ R \ [γh/2, 3] and Ih(t) = t on [γh, 2]. Suh a funtion an be learly hosen
w−admissible with (log h−1)−1/2+ε . w(h). Note also that the logarithmi deay of w in
this ase will always make the funtion Ih suitable for the funtional alulus expressed
in Proposition 2.8 and Corollary 2.9  see the disussion at the end of §3.1. Continuing
from these remarks, we obtain :
hdh ≤ γh
δh
+
1
δh
hTr Ih (Oph(ℓan − ℓa) +OHN (hα))
≤ γh
δh
+
1
δh
hTrOph(Ih(ℓan − ℓa)) +O(hα)
≤ γh
δh
+
1
δh
∫
R
Ih(x)Pxn(dx) +O(hα) ,
where the funtional alulus with perturbations has been used. We now remark that
∀x ∈ SuppIh, one has
(4.4) Ih(x) . x2
√
n .
Indeed, we an learly hoose Ih suh that |I ′h(x)| . 1. Hene Ih(x) . x, but sine for
C > 0 xed we have C(log h−1)−
1
2 ≤ x for h small enough and x ∈ SuppIh, we get
x . x2
√
log h−1 ,
whih imply Eq. (4.4). Using Lemma 4.1, we ontinue from these remarks and obtain∫
R
√
nIh(x)Pxn(dx) ≤
∫
R
nx2Pxn(dx) = E(nx
2
n) <∞ ,
from whih we onlude that
hdh ≤ γh
δh
+O( 1√
log h−1δh
) +O(hα) h→0−−−→ 0 .
The theorem is ompleted by using the inverse map Mh(a, κ)
−1
, exatly as for the proof
of Theorem 1.1, sine ‖Oph(a−1 ◦ κ)Uh(a)−1 −Mh(a, κ)−1‖ = O(h).
4.2. Estimations on the number of large eigenvalues. In this paragraph, we
address the question of ounting the eigenvalues of Mh(a, κ) outside a irle with radius
stritly larger than 〈a〉 when κ is Anosov. As we already notied, informations on the
eigenvalues of Sn(a) an be obtained from the funtion an, via the funtional alulus.
Hene, if we want to ount the eigenvalues of Mh(a, κ) away from the average 〈a〉, we
are lead to estimate the funtion an away from its typial value 〈a〉. More dynamially
speaking, we are interested in large deviations results for the map κ. For a ∈ C∞(T2),
these estimates take usually the following form [OP, RBY℄:
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Theorem 4.2 (Large deviations). Let c > 0 be a positive onstant, and dene
ℓc = log(1 + c/〈a〉) .
If κ is Anosov, there exists a funtion I : R+ 7→ R+, positive, ontinuous and monotoni-
ally inreasing, suh that
(4.5) lim sup
n→∞
1
n
log µ (x : xn ∈ [ℓc,+∞[) ≤ −I(ℓc) .
In partiular, for n ≥ 1 large enough, one has
(4.6) Pxn([ℓc,∞[) = O(e−nI(ℓc)) .
We now proeed to the proof of the theorem onerning the large eigenvalues of
Mh(a, κ).
Proof of Theorem 1.4. As before, we prove the result for ℓSn(a), the extension to Sn(a)
being straightforward by taking the exponential. Dene as before
dh = #{1 ≤ j ≤ h−1 : log |λ(h)j | ≥ ℓa+ ℓc} .
We also hoose a small ρ > 0, and dene
d′h = #{1 ≤ j ≤ h−1 : ℓsj ≥ ℓa+ ℓc− ρ} .
The Weyl inequality an be written :
dh(ℓa+ ℓc) ≤
d′
h∑
j=1
ℓsj + (dh − d′h)(ℓa+ ℓc− ρ) .
Substrating dh(ℓa+ ℓc− ρ) on both sides, we get for ρ small enough
dh ρ ≤
d′
h∑
j=1
(ℓsj − ℓa)− d′h(ℓc− ρ) ≤
d′
h∑
j=1
(ℓsj − ℓa) .
If we hoose n = nτ = E(τ log h
−1) and τ < Ta,κ as before, we an use exatly the same
methods as above to evaluate the right hand side of the preeding equation. Let I be a
smooth funtion with I = 1 on [ℓc− ρ, 2], and I = 0 on R \ [ℓc− 2ρ, 3]. We have
h
d′
h∑
j=1
(ℓsj − ℓa) ≤ hTr I
(
Oph(ℓan − ℓa) +OHN (hσ
−
)
)
.
Reall that ℓan − ℓa ∈ S0δ+ and σ = 1− 2δ − 6η = 1 − τ/Ta,κ. We easily hek that σ−
satises the ondition (ii) of Corollary 2.9 sine I does not depend on h. Hene,
h
d′
h∑
j=1
(ℓsj − ℓa) ≤
∫
T2
1l[ℓc−2ρ,3](ℓan − ℓa) +O(hr) , r > 0.
Let us show that in fat, r = σ−. By the funtional alulus, we have
r = min{1− 2δ+ − 6ε, σ− − 4ε} = min{1− 2δ+ − 6ε, 1 − 2δ+ − 6η+ − 4ε}
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where now, ε > 0 is arbitrary sine I does not depend on h: this implies immediately
r = σ−. Using (4.6), we get
hdh ≤ 1
ρ
Pxn([ℓc− 2ρ,∞[) +O(hσ
−
) = O(1
ρ
e−nI(ℓc−2ρ)) +O(hσ−) .
Sine ρ is arbitrarily small, we end up with
(4.7) hdh = O(hτI(ℓc−) + hσ−) = O(hτI(ℓc−) + h1−τ/T
−
a,κ) = O(hmin{τI(ℓc−),1−τ/T−a,κ}) .
It is now straightforward to see that the bound is minimal if we hoose
τ = τc =
T−a,κ
1 + I(ℓc−)T−a,κ
.
5. Numerial examples
In this setion, we present a numerial illustration of Theorems 1.2 and 1.3 for a simple
example, the well known quantized at map.
5.1. The quantized at map and their perturbations. We represent a point of the
torus x ∈ T2 by a vetor of R2 that we denote X = (q, p). Any matrix A ∈ SL(2,Z)
indues an invertible sympleti ow κ : x 7→ x′ on T2 via a transformation of the vetor
X given by :
X ′ = AX mod 1 .
The inverse transformation is indued by A−1, with X = A−1X ′ mod 1. If TrA > 2,
this lassial map, known as at map, has strong haoti features : in partiular, it has
the Anosov property (whih implies ergodiity). Any quantization Uh(A) (see [DEG℄) of
A ∈ SL(2,Z) with TrA > 2 satises the hypotheses required for the unitary part of the
maps (1.1), and the Egorov estimate (2.12) turns out to be exat, i.e. it holds without
any remainder term.
Let us give a onrete example that will be treated numerially below. Let m ∈ N and
A ∈ SL(2,Z) of the form:
(5.1) A =
(
2m 1
4m2 − 1 2m
)
Then, in the position basis we have
(5.2) Uh(A)jk =
√
h exp 2iπh[mk2 − kj +mj2] .
We an also dene some simple perturbations of the at maps, by multiplying Uh(A)
with a matrix of the form exp(−2iπh Oph(H)), with H ∈ C∞(T2) a real funtion, playing
the role of a Hamiltonian. If we denote by eXH the lassial ow generated by H
for unit time, the total lassial map will be κ
def
= eXH ◦κA. For reasonable hoies of
Hamiltonians H, κ still dene an Anosov maps on the torus, and the operators
(5.3) U˜h(A,H) = e
− 2ipi
h
Oph(H)Uh(A)
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Figure 1. Spetrum of Mh(a, κ) in the omplex plane for h
−1 = 2100.
The dashed irles orrespond to a+ and a−, while the plain irle has
radius 〈a〉. To the left, we plot a = a1, and a = a2 to the right.
quantize the map κ. In our numeris, we have hosen m = 1, and
Oph(H) =
α
4π2
sin(2πq)
with α = 0.05. This operator is diagonal in the position representation, and for α < 0.33
[BK℄, the lassial map eXH ◦ κA is Anosov.
Remark that beause of the perturbation, Egorov property (2.12) now holds with some
nonzero remainder term a priori. Suh perturbed at maps do not present in general
the numerous spetral degeneraies arateristi for the non-perturbed at maps [DEG℄,
hene they an be seen as a lassial map with generi, strong haoti features.
For the damping terms, we hoose two symbols of the form a(q), whose quantizations
are then diagonal matries with entries a(hj), j = 1, ..., h−1. The funtion a1(q) has a
plateau a1(q) = 1 for q ∈ [1/3, 2/3], another one for q ∈ [0, 1/6] ∪ [5/6, 1] and varies
smoothly inbetween. For the seond one, we take a2(q) = 1− 12 sin(2πq)2. Numerially,
we have omputed
〈a1〉 ≈ 0.250 and 〈a2〉 ≈ 0.728 .
Fig. 1 and 2 represent the spetrum of our perturbed at map for h−1 = 2100, with
dampings a1 and a2. The spetrum stay inside an anulus delimited by ai+ and ai−, as
stated in Eq. (2.14), and the lustering of the eigenvalues around 〈a〉i is remarkable. For
a more quantitative observation, the integrated radial and angular density of eigenvalues
for dierent values of h−1 are represented in Fig. 1. We hek that for moduli, the urve
jumps around 〈a〉, whih denotes a maximal density around this value, and we learly
see the homogeneous angular repartition of the eigenvalues of Mh(a, κ).
As we an observe in Fig. 2, the width of the jumps do not depend a lot upon h,
at least for the numerial range we have explored. This behavior ould be explained by
Theorem 1.3, whih states that the speed of the lustering may be governed by log h−1. To
hek this observation more in detail, we dene the width Wh of the spetral distribution
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Figure 2. Integrated spetral densities for the perturbed at map. The
radial distribution is represented to the left, the vertial bars indiate the
value 〈a〉 for a = a1 and a = a2. The angular distribution is represented
to the right for the map Mh(a1, κ).
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Figure 3. Width of the radial distribution, together with the best 2-
parameter ts A(log h−1)−B and the asymptoti standard errors.
of Mh(a, κ) as
Wh = |λ(h)E( 1
4h
)
| − |λ(h)
E( 3
4h
)
| ,
and plotWh as a funtion of h  see Fig. 3. We learly observe a deay with h
−1
, although
the 2-parameter ts A(log h−1)−B hints a deay slightly faster than (log h−1)−1/2. Other
numerial investigations presented in [NS℄ for the quantum baker map show the same
type of deay, and a solvable quantization of the baker map allow to ompute expliitely
the width Wh, whih turns to be exatly proportional to
√
log h−1. This result, together
with the numeris presented above, seems to indiate that the bound on the deay of the
eigenvalue distribution expressed by Theorem 1.3 may be optimal.
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