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A interação homem-máquina é um tema cada vez mais estudado, sendo aplicado 
em cada vez mais áreas, obtendo assim um relevo importante no desenvolvimento 
de sistemas inteligentes. Este projeto teve como principal objetivo a criação de um 
sistema de reconhecimento de características faciais. O sistema foi estruturado de 
forma a poder ser usado como uma framework independente e de simples utilização, 
facilmente expansível (possibilitando a adição de novas funcionalidades) e com um 
grau de precisão suﬁciente para que os resultados sejam bastante reais e eﬁcazes. 
Foi ainda tida em atenção a escalabilidade do sistema, utilizando-se para isso boas 
práticas de engenharia de software como design patterns. 
Para o desenvolvimento do sistema, foi adotado o dispositivo Kinect da Microsoft em 
conjunto com a biblioteca de visão computacional OpenCV. O Kinect foi escolhido 
devido essencialmente ao seu SDK (Software Development Kit) bastante completo, 
à qualidade da captura dos dados e à sua grande comunidade de utilizadores, onde 
facilmente se pode encontrar suporte para eventuais problemas. A escolha do 
OpenCV deve-se igualmente à sua grande comunidade e aos seus algoritmos e 
classiﬁcadores. Entre eles destacam-se os classiﬁcadores como o Cascade e os 
algoritmos como o Eigenface e o Fisherface. 
A arquitetura da framework foi testada numa aplicação real para a captura de dados 
experimentais. Essa aplicação reproduz um possível cenário de uso, revelando 
assim alguns dos pontos fortes e fracos do sistema. Como pontos fortes realçamos a 
fácil utilização da framework e a sua capacidade de identificar diferentes tipos de 
pessoas com um bom grau de confiança e velocidade. Os pontos onde há maior 
necessidade de trabalho estão relacionados com a adição de mais módulos de 
detecção e com a otimização dos já existentes de modo a melhorar os resultados e 
abranger mais casos de uso. 
Este trabalho apresenta um estudo sobre a viabilidade no uso do sensor Kinect 
como dispositivo de captura e extração de dados em um sistema biométrico de 
reconhecimento facial. Será apresentado um software para auxiliar na captura dos 
dados fornecidos pelo sensor Kinect gerando uma base de dados de imagem local, 
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a qual deverá ser utilizada na identificação e no reconhecimento de pessoas em um 
ambiente indoor. Como resultado, será verificada a capacidade do algoritmo quanto 
ao reconhecimento e a identificação dos indivíduos presentes na cena com base nos 
dados obtidos pelo dispositivo (sensor Kinect). 





The man-machine interaction is an increasingly studied topic, being applied in 
increasingly areas, thereby obtaining a major emphasis on the development of 
intelligent systems. This project had as main objective creating a system for the 
recognition of facial features. The system is structured so that it can be used as an 
independent and simple to use framework, which is easily expandable (allowing the 
addition of new features) and with a sufficient degree of accuracy for the results to be 
very real and effective. Special attention has been taken in the scalability of the 
system, using it to good software engineering practices such as design patterns. 
To develop the system, it was adopted the Microsoft's Kinect device in conjunction 
with the computer vision library OpenCV. The Kinect was chosen mainly because of 
its SDK (MICROSOFT, 2010) fairly complete, and also because of its capture quality 
data and their large user community, where you can easily find support for any 
problems. The choice of OpenCV is also attributable to its large community and its 
algorithms and classifiers. Among them the classifiers stand out such as the Cascade 
and the algorithms such as Eigenface and Fisherface. 
The architecture of the framework was tested in a real application for capturing 
experimental data. This application reproduces a possible usage scenario, thereby 
revealing some of the strengths and weaknesses of the system. As strengths we 
highlight how easy is to use the framework and its ability to identify different types of 
people with a good degree of reliability and speed. The points that seek more work 
are related to the addition of more detection modules and optimization of existing 
ones in order to improve results and cover more use cases. 
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This paper presents a study on the viability in using the Kinect sensor as a capture 
device and extraction of data in a biometric facial recognition system. A software will 
be presented to assist the data capturing from the Kinect sensor, generating a 
database of local image, which must be used in the identification and recognition of 
people in an indoor environment. As a result, it will be verified the ability of the 
algorithm on the recognition and identification of individuals present in the scene, 





Capítulo 1  
1. INTRODUÇÃO 
 
O reconhecimento facial tem assumido um papel cada vez mais importante no 
cenário de tecnologia sendo um dos principais motivadores para o desenvolvimento 
de novas aplicações baseadas em biometria. Biometria é o estudo das 
características, físicas e comportamentais de um indivíduo, sendo utilizadas na 
identificação de pessoas de maneira única. Sua utilização em mecanismos de 
autenticação é uma tendência na busca por autenticações mais seguras (SIMA, 
SIMA, 2006). Para realizar uma biometria os principais passos são a captura, a 
extração e a comparação das características do sujeito.  
 
Existem muitos tipos de biometria, como por exemplo, a identificação pela íris, pela 
face, pela digital e pelos movimentos. As principais dificuldades encontradas em um 
modelo de identificação biométrico estão ligadas a proposta de como garantir alta 
confiabilidade e fidelidade do sistema, de forma que, não seja facilmente burlado e 
que tenha um baixo custo e um baixo tempo de resposta de acordo com a 
necessidade apresentada (SHIEH & HSIEH, 2013). 
 
Sistemas de identificação biométrico devem identificar a pessoa de maneira única, 
evitando transtornos como acesso indevido a informações importantes. Seu conceito 
esta relacionado a possibilidade de criação de mecanismos de identificação única de 
forma simplificada. Um exemplo disso está relacionado ao desenvolvimento de 
sistemas biométricos com base no uso de câmeras de profundidade de tempo real 
(JAIN et al., 2004).  
 
O Microsoft Kinect (MICROSOFT, 2011) é um sensor de movimento, lançado em 
novembro de 2010, capaz de fornecer várias informações em tempo real, como a 
distância de uma pessoa do sensor e um modelo do seu esqueleto. A característica 
de captura de dados em tempo real possibilita que se tenha a pretensão de utilizar o 
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dispositivo para sistemas biométricos que necessitem de respostas mais rápidas. 
Novos modelos de sistemas biométricos estão surgindo entre eles, os sistemas de 
reconhecimento facial que têm sido constantemente aprimorados por profissionais 
da área de tecnologia da informação, reflexo disso se deve à crescente 
disseminação de aplicações voltadas ao uso e identificação da face. 
 
Desenvolver um modelo computacional de reconhecimento facial não é uma tarefa 
fácil, eis que as faces e os estímulos visuais multidimensionais possuem 
características de modelagem complexa. A grande dificuldade está na modelagem 
de uma face que abstrai as características que a diferem de outra face, já que essas 
apresentam poucas diferenças entre si. Embora diferentes todas as faces possuem 
características comuns como: boca, olhos e nariz.  
 
O reconhecimento biométrico através da face envolve vários campos da ciência, 
especialmente na ciência da computação. Outros campos interessados nesta 
tecnologia são: Mecatrônica, Robótica, Criminalística, etc.  
 
Trabalhos recentes vêm demonstrando a utilização de imagens RGB-D (Red, Green, 
blue e deth) como proposta de tecnologia para a detecção e reconhecimento de 
faces. descrevem um modelo de algoritmo que usa imagens RGB-D para o 
reconhecimento de faces sob o efeito de várias covariáveis (variáveis externas). Tal 
algoritmo combina um espaço de cores para o tratamento do processo de 
reconhecimento. 
 
Segundo Kim, Lee et al. (2013), o reconhecimento de faces tem muitas aplicações, 
tais como sistemas de biometria, sistemas de controle de acesso, sistemas de 
vigilância, sistemas de segurança, sistemas de verificação de cartão de crédito e 
sistemas de recuperação de vídeo baseados em conteúdo. Até o momento, muito 
dos sistemas utilizados na biometria são aplicados para o reconhecimento de 
características da face de indivíduos baseados no uso de técnicas conhecidas como: 
análise de componentes principais (PCA) (TURK & PENTLAND, 1991; RAMA, BABU 
& KISHORE, 2011), a análise discriminante linear (LDA) (RAMA, BABU & KISHORE, 
2011; XU & LEE, 2012), análise de componentes independentes (ICA) (LIU & 
WECHSLER, 1999), análise de componentes principais bidimensional (PCA-2D) 
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(JIAN, DAVID, ALEJANDRO & YANG, 2004), redes neurais artificiais (LAWRENCE, 
GILES, TSOI & BACK, 1997), incorporando modelos ocultos de Markov (EHMM) 
(KIM, CHUNG & HONG, 2010), Gabor wavelets (TAN & TRIGGS, 2007), e assim por 
diante. Geralmente, os sistemas de reconhecimento facial podem alcançar um bom 
desempenho em ambientes controlados. No entanto, estes tipos de sistemas 
tendem a sofrer variações de diferentes formas como: iluminações variadas, poses, 
expressões não características, e, oclusão. Em particular, variações de iluminação 
que ocorrem em imagens da face degrada drasticamente a precisão do 
reconhecimento. 
 
Para muitos autores, o reconhecimento facial tem sido um estímulo para a conquista 
de grandes desafios baseados em diferentes cenários, nos quais, envolvem 
características desafiadoras quanto ao tratamento da iluminação, posição e ponto de 
vista, assim como, variações de distorção e variações específicas de expressão 
facial com alta similaridade de rostos humanos.  
 
Imagens 2D, geralmente utilizados no reconhecimento facial, podem abranger uma 
quantidade limitada de informações sobre um rosto ou face, e por este motivo, 
pesquisadores consideram o uso de informações 3D essencial para o processo de 
reconhecimento facial. Embora a incorporação de imagens 3D tenham conduzido 
melhorias significativas em relação as imagens 2D, o alto custo de sensores 
especializados neste assunto limitam a popularização e a disseminação de seu uso 
pelo mundo (GOSWAMI, BHARADWAJ, VATSA & SINGH, 2013). 
 
A combinação de imagens RGB-D derivados de dispositivos de captura como por 
exemplo, o Kinect da Microsoft são capazes de fornecer informações detalhadas 
sobre o objeto capturado se diferenciando de uma imagem colorida tradicional 
(imagem 2D). Imagens RGB-D podem ser aplicadas a uma variedade de situações, 
tais como: reconhecimento geral de objetos, modelagem de superfície e de 
rastreamento, modelagem de ambientes internos com localização de objetos em 
cena e visão robótica. 
 
Com o surgimento do sensor Kinect, tornou-se mais acessível o desenvolvimento de 
aplicações para a captura de imagens 3D, devido ao baixo custo de aquisição do 
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dispositivo. Através de seu uso é possível realizar o rastreamento da posição de 
uma pessoa assim como o mapeamento e a identificação de sua face assim como: a 
movimentação de seu corpo, braços, pernas, mãos e cabeça ( ALVARENGA, M. L. 
T.; CORREA, Diogo O. ; OSÓRIO, Fernando S, 2012; ZABULIS., HARIS & 
ANTONIS, 2009; CARDOSO, S. C., 2011). 
 
Essa pesquisa fez uso de tecnologias no sentido de aprimorar o reconhecimento da 
face como ferramenta de apoio a identificação de pessoas.  
 
A tecnologia utilizada neste estudo se apresenta como fator motivacional, cujo 
objetivo principal é desenvolver um protótipo de software de reconhecimento facial 
de tempo real para registro eletrônico de ponto utilizando como dispositivo de 
entrada o sensor Kinect. Este estudo tem o objetivo de apresentar um modelo de 
protótipo para o reconhecimento de faces em ambientes internos aplicado ao uso da 
biometria. Espera-se com este estudo, avaliar a viabilidade da utilização do sensor 
Kinect na identificação de pessoas, mapeando características especificas de cada 
face, relacionando-as a sua identidade. Todos os dados utilizados neste estudo 
foram coletados visando a possibilidade de extrair informações necessárias durante 
o reconhecimento, sendo os experimentos realizados com pessoas em um 
determinado ambiente previamente definido. 
 
É importante destacarmos alguns pontos, entre eles, os dados que virão a ser 
coletados pelo sistema, os quais serão úteis para a análise do reconhecimento da 
face. Também, o algoritmo desenvolvido, o qual gerou nossa base de dados, fará a 
coleta das informações necessárias para que estudos posteriores que venham a 
envolver características de reconhecimento de face possam utilizar a mesma base 
de dados utilizada no presente estudo.  
 
Neste projeto será utilizado o EmguCV (EMGUCV, 2010), que é uma plataforma em 
.Net para a biblioteca OpenCV (biblioteca de processamento de imagem em C#)  na 
qual, permite que se invoquem as funções do OpenCV nas linguagens compatíveis 
com .Net como:  C#, VB, VC++, etc. A finalidade de seu uso é permitir a captura e o 
processamento da imagem capturada por um dispositivo de tempo real (BRADSKI & 
KAEHLER, 2008; LAGANIÈRE, R., 2011). 
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A escolha na utilização desta plataforma se deu pela possibilidade de criação de um 




Diante de tal situação baseada no uso do dispositivo kinect como alternativa viável e 
de baixo custo para a implementação de uma solução de software para registro de 
ponto, surge a seguinte pergunta: Quais são os componentes de um arcabouço 




Atualmente, interagir com computadores tornou-se tão comum que já quase 
ninguém parece perceber o quão grande é a distância entre os computadores e os 
humanos. No entanto, esta distância torna-se evidente, quando utilizadores de idade 
mais avançada interagem com computadores pela primeira vez, pois muitas vezes 
estes não têm o conhecimento necessário ou intuição para executar até mesmo as 
tarefas mais simples. O grande progresso na velocidade e complexidade do 
hardware e software durante as últimas décadas tem levado à criação de interfaces 
mais naturais que diminuem consideravelmente a disparidade entre computadores e 
humanos (HURK, 2012). 
 
A detecção facial é uma das tarefas visuais que os humanos conseguem fazer sem 
qualquer esforço. No entanto, em termos de visão computacional, esta tarefa não é 
assim tão simples. Uma definição geral do problema pode ser feita da seguinte 
forma: dada uma imagem estática ou em vídeo, detectar e localizar o número faces 
existentes. A solução para este problema envolve a extração, segmentação e 
verificação de faces encontradas considerando as características faciais, a partir de 
um background não definido (PHILLIPS, ROSENFELD, ZHAO, & CHELLAPPA, 
2003). 
 
O propósito da detecção de características faciais consiste em descobrir a presença 
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e a localização de características da face de indivíduos, assumindo que exista por 
vez, apenas uma única face na imagem analisada (AGARWAL, AGRAWAL, JAIN & 
KUMAR, 2010). Já o reconhecimento ou identificação de faces, realiza uma possível 
comparação entre uma imagem de entrada capturada e a base de imagens 
armazenada, informando se existem semelhanças entre si (BRADSKI & KAEHLER, 
2008; LAGANIÈRE, R., 2011). A autenticação de faces tem por objetivo a verificação 
da identidade pessoal a partir de uma imagem de entrada adquirida por um 
dispositivo (JAIN et al., 2004). 
 
A evolução das técnicas de reconhecimento de imagem provocaram o aparecimento 
de diversos contextos baseados em múltiplas formas de reconhecimento. Com o uso 
de uma câmara, é possível reconhecer certos traços de uma pessoa através de 
marcadores comuns. Esta tecnologia aliada ao surgimento de novos dispositivos 
como o sensor Kinect possibilita a criação de novas formas de identificação 
resultando numa experiência virtual orientada ao indivíduo ao invés de uma 
experiência genérica. Assim, a criação de ferramentas com as quais seja possível, 
criar este tipo de aplicação, será uma importante contribuição neste sentido. 
 
Pensando nisto, este estudo foi fundamentado sob a ótica motivacional de 
desenvolvimento de um protótipo de sistema de ponto eletrônico aplicado ao uso do 
sensor Kinect. Desta forma, tem-se como principal motivação, o atendimento a 
necessidade de desenvolvimento de um algoritmo de identificação e reconhecimento 
de faces para a marcação do ponto eletrônico dos funcionários de uma empresa. A 
implementação de um sistema de ponto eletrônico baseado nos padrões de 
identificação da face, favorecerá o processo de gestão de serviços permitindo a 
identificação de pessoas quanto a suas características, sendo um estímulo para o 
desenvolvimento de uma base centralizada de imagens de face, permitindo o 
registro de ponto de pessoas devidamente cadastradas no sistema a partir da 
identificação de imagens de sua face. 
 
Com a implementação de um sistema de identificação facial de ponto eletrônico será 
possível tratar a validação do ponto eletrônico de um funcionário via reconhecimento 
de sua face. Em se tratando de empresas e de instituições de ensino, são geradas 
muitas solicitações de ocorrências com justificativas ao esquecimento da validação 
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do ponto em horários específicos como, início e término do expediente por exemplo. 
Este processo é o que normalmente chamamos de "bater o ponto", uma ação 
registrada em períodos distintos e em conformidade com o expediente de 
contratação do funcionário pela empresa, sendo a marcação diária dentro de 
intervalos ou ciclos de horários previamente definidos.  
 
Com base no modelo de proposta apresentado, pretende-se utilizar o 
reconhecimento facial como uma segunda opção ao tratamento de ocorrências 
associadas a esquecimentos durante o processo obrigatório de marcação de ponto.  
 
Para viabilizar o desenvolvimento desta aplicação, o uso do sensor kinect foi 
adotado como alternativa viável ao uso da tecnologia para o desenvolvimento do 
protótipo de identificação e marcação do ponto eletrônico. Este deverá ser instalado 
em um local específico do ambiente, na qual, será o mecanismo responsável por 
identificar e reconhecer pessoas no ambiente, coletando informações e as enviando 





1.3.1. Objetivo Geral 
 
O objetivo geral do projeto é construir um protótipo de software de reconhecimento 
facial responsável pelo registro e marcação de ponto dos funcionários de uma 
empresa, utilizando o sensor Kinect como instrumento de detecção e extração de 
características faciais de pessoas, promovendo a identificação biométrica através da 
utilização de imagens da face armazenadas pelo sistema, gerando uma base de 
dados de imagens local. 
 
1.3.2. Objetivos Específicos 
 
São estabelecidos os seguintes objetivos específicos: 
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1. Identificar os componentes necessários para a construção do arcabouço 
conceitual; 
 
2. Propor um arcabouço conceitual; 
 
3. Identificar os requisitos para a elaboração do protótipo de software para a 
marcação do ponto eletrônico baseado no algoritmo de reconhecimento de face; 
 
4. Gerar uma base de dados de imagens de pessoas capturadas pelo sistema a 
partir do registro do ponto, utilizando de informações obtidas pelo sensor Kinect; 
 
5. Desenvolver o protótipo; 
 
6. Testar o uso do protótipo;  
 
1.4. Estrutura da Dissertação 
 
Elaboração de um estudo para o desenvolvimento de um protótipo de detecção de 
face com base no modelo descrito por Viola e Jones (VIOLA & JONES, 2001; VIOLA 
& JONES, 2004). Este estudo promoverá a definição de estratégias para o 
desenvolvimento de recursos que possam mensurar as taxas de detecção de face 
com base no uso de ferramentas fornecidas pela biblioteca OpenCV, tendo 
consciência das limitações impostas pelas suas funções implementadas. 
 
Esta dissertação esta dividida em 8 capítulos, da seguinte forma: 
 
No Capítulo 1, são apresentados os módulos de inicialização do projeto baseado 
nos tópicos de introdução, problema, justificativa, objetivos e estrutura da 
dissertação. Na introdução é apresentado o contexto de cada um dos principais 
assuntos levantados pelo problema de detecção e reconhecimento de faces, a fim 
de contextualizar e fornecer informações necessárias para suporte ao conteúdo da 
pesquisa. Decorrentes ao módulo de introdução, foram apresentados os tópicos 
referentes a justificativa e objetivos.  
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No Capítulo 2, é dado início as reflexões descritas pelo referencial teórico utilizado 
de forma a nortear a base de sustentação desta pesquisa sob o ponto de vista 
conceitual. Este capítulo apresenta uma introdução à biometria e sua história, 
enfatizando as características que motivaram sua crescente relevância.  
 
No Capítulo 3 é apresentado o modelo de detecção facial proposto por Viola e Jones 
(VIOLA & JONES, 2001; VIOLA & JONES, 2004), na qual, são apresentadas as três 
contribuições chave: introdução de uma representação de imagem chamada de 
"Imagem Integral" e o uso de características do tipo Haar; um algoritmo de 
aprendizado "boosting" e uma estrutura chamada de "cascata de classiﬁcadores." 
para acelerar o processo de detecção de face. Ainda neste capítulo será 
apresentada a descrição do dispositivo Kinect, na qual, irá auxiliar na tarefa de 
detecção e reconhecimento de faces. Durante a descrição do dispositivo, serão 
feitas comparações entre diferentes hardwares de forma a compreender melhor 
suas capacidades. Ao final do capítulo, será apresentado algumas bibliotecas úteis 
para a implementação do projeto, com um foco especial nos algoritmos de detecção 
utilizados pela biblioteca Open Source Computer Vision (OpenCV).  
 
No Capítulo 4 são apresentados os trabalhos relacionados ao uso do dispositivo 
kinect citando exemplos de sua aplicação em projetos acadêmicos e de pesquisas 
incluindo o reconhecimento de face. 
 
No Capítulo 5 é descrita a metodologia do sistema, juntamente com as 
características de sua implementação seguido do arcabouço conceitual e o 
cronograma de implementação.  
 
No Capítulo 6 serão realizados experimentos com base na aplicação desenvolvida 
testando suas capacidades a partir da realização de experimentos. Este capítulo 
descreve de que forma foram feitas as avaliações do sistema existente 
apresentando a base de imagens utilizada para a criação dos testes e citando as 




Por ﬁm, no capítulo 7 são apresentadas as conclusões e os trabalhos futuros, 
elucidando alguns pontos de interesse que podem ser analisados e implementados 





2. FUNDAMENTAÇÃO TEÓRICA 
 
2.1.  Biometria 
 
Biometria é o estudo das características físicas e comportamentais dos seres vivos, 
que podem ser utilizadas para a identificação de indivíduos de forma única 
(CAVALCANTI, 2005). Este capítulo abordará uma breve introdução sobre a 
biometria, sua história e relevância para a sociedade assim como, sua aplicação 
baseado no uso de técnicas que retratam as características físicas e 




Segundo Dos Santos (2007), a biometria é uma técnica bem definida utilizada a 
muito tempo atrás pelos egípcios no tratamento de extrações das características de 
indivíduos na qual contemplava o uso de métodos e técnicas primordiais baseadas 
na utilização de marcas de cicatrizes e de aparências de pessoas para o processo 
de identificação.  
 
Os Sistemas biométricos atuais são compostos por processos automatizados sem a 
necessidade de intervenção humana: o primeiro processo é aplicado à captura de 
um sinal digital ou analógico das características de uma pessoa; o segundo 
processo é responsável pelo processamento e classificação dos padrões e o último 
é o processo de decisão que retorna o resultado com muita precisão, e na maioria 
dos casos acontece em tempo real (INTERNATIONAL BIOMETRIC GROUP, 2014). 
A precisão biométrica é entendida como o maior objetivo e também o maior desafio 
da biometria, sendo necessário a aplicação de vários casos de testes baseada em 
amostras heterogêneas de análise e validação do sistema biométrico. A precisão 
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biométrica é medida por situações na qual, sua aplicação alcance bons resultados, 
ou resultados satisfatórios proporcionando situações em que não haja falsos 
negativos, na qual, o sistema não reconhece o indivíduo mesmo estando 
devidamente cadastrado no sistema e, nem falsos positivos, devido ao sistema 
reconhecer um indivíduo como sendo outro. 
 
A grande maioria dos sistemas biométricos também possui vários fatores externos 
ao sistema, que podem atrapalhar a sua utilização, como a iluminação no caso de 
utilização de imagens, ou da qualidade da digital, que é a característica mais 
estudada e difundida e, em alguns casos, até considerada sinônimo de biometria 
(TEIXEIRA, 2011).  
 
Os sistemas biométricos se dividem em dois grandes grupos, os invasivos, que 
necessitam a colaboração do sujeito para a sua identificação e os não invasivos, que 
podem ser utilizados até mesmo sem o conhecimento do identificado. Entre os 
métodos invasivos encontram-se os métodos mais conhecidos de biometria, como a 
biometria pela digital, pela face, pela íris, pela assinatura entre outros métodos. 
Entre os métodos invasivos possuímos métodos biométricos que possuem grande 
distinguibilidade, ou seja, métodos que conseguem distinguir dois indivíduos 
identificando-os corretamente. Estes métodos desempenham com louvor o objetivo 
comum da biometria, que é a identificação de um individuo (TEIXEIRA, 2011). 
Devido a essa característica esses métodos costumam ser muito utilizados para a 
identificação, como, por exemplo, na criação de documentos ou cadastro de 
funcionários. Porém esses métodos necessitam a colaboração do sujeito que está a 
ser identificado, o que nem sempre é o caso. 
 
Casos no qual o sujeito não está disposto a colaborar na sua identificação ou que se 
deseja identificar alguém sem que ele saiba que está sendo identificado. Nestes 
casos podem ser abordados os sistemas biométricos não invasivos. Esses sistemas 
não se resumem a esses casos citados, mas, são ótimos para essas situações. 
Sistemas biométricos não invasivos costumam se utilizar de métodos que não 
necessitam contato com o sujeito para a sua identificação como a utilização de 
imagens, que podem ser obtidas a distância através do uso de uma câmera. 
Enquadrasse nesse tipo de biometria a identificação facial, a antropométrica pela 
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caminhada, entre outras. 
 
Esse estudo foca-se na biometria invasiva, em especial no processo de identificação 
e reconhecimento de características da face de indivíduos o qual, tem chamado 





Apesar da evolução de novos campos da ciência da computação, os princípios 
básicos relacionados ao uso da biométrica já são compreendidos e praticados pelos 
povos, desde a antiguidade, na qual, o homem distinguia uma pessoa de outra 
através de sua aparência a qual, julgava conhecer.  No entanto, esta tarefa assumiu 
uma posição cada vez mais desafiadora quando as populações aumentavam e 
novos indivíduos iam surgindo em comunidades pequenas (NSTC, 2007 citado por 
BOECHAT, 2008). 
 
Ao contrário do que se pensa a biometria não é um conceito novo. Inédito é apenas 
sua aplicação em sistemas computacionais. Sabe-se, por exemplo, que os faraós do 
Egito usavam características físicas de pessoas para distingui-las: utilizavam como 
informação de identificação cicatrizes, cor dos olhos, arcada dentária, entre outros 
(BOECHAT, 2008).  
 
Na China, no período de 800 D.C., as impressões digitais eram grafadas no barro 
para confirmar a identidade da pessoa em transações comerciais. No século XIV os 
chineses usavam a biometria carimbando as mãos e os dedos das crianças em 
papel, de forma a distinguir uma criança de outra, após o nascimento. Este fato foi 
reportado pelo explorador João de Barros em sua expedição a China. (MORAES, 
2006). 
 
Na Europa a biometria se fez presente em um período muito mais recente sendo 
datada no final do século XIX. Em 1890 um antropologista e delegado policial de 
Paris, Alphonse Bertillon, encontrou na biometria uma forma de identificação de 
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criminosos e transformou-a em uma nova área de estudos (MORAES, 2006). 
Alphonse Bertillon era um francês que tinha grande interesse em pesquisas 
criminalistas, na intenção de relacionar as medidas do corpo humano que eram 
escritas em cartões constituídos pelo diâmetro transversal da cabeça, comprimento 
dos pés, dedos, antebraços, estatura entre outros, resultando na produção de uma 
variedade de dispositivos para mensuração (ARAUJO & PASQUALI, 2003 citado por 
BOECHAT, 2008).  
 
Ao contrário do que se pensavam as categorias criadas no sistema de Bertillon não 
eram únicas, ocorreram muitos erros, causando o descrédito do sistema, um dos 
mais conhecidos foi à prisão de um homem que alegou nunca ter passado pela 
prisão. No entanto, ao verificar as informações, verificou-se que havia outro homem 
com as mesmas características do primeiro que estava detido em outro presídio 
(ARAUJO & PASQUALI, 2003 citado por BOECHAT, 2008). 
 
Os resultados obtidos por Bertillon não foram conclusivos, porém a ideia de 
relacionar as medidas do corpo humano mensurando suas características físicas 
prosseguiu sendo utilizado por autoridades policiais em todo o mundo. Este método 
recebeu o nome de “Bertillonage”  
 
A figura 1 abaixo ilustra algumas técnicas de medição desenvolvidas pelo método de 




Figura 1: Método de Bertillon 
Fonte: (BOECHAT, 2008) 
 
O método de Bertillon era dividido em três partes: 
 Medida das partes do corpo, conduzida com precisão e sobre cuidadosas 
condições de algumas partes do corpo; 
 
 Descrição morfológica da aparência e do formato do corpo e suas medidas 
relacionadas aos movimentos 
 
 Descrições de marcas peculiares no corpo, resultante de doenças, acidentes, 
deformidades, como cicatrizes, amputações, deficiências e tatuagens. 
 
Tal método deixou de ser utilizado quando se chegou a conclusão de que era 
comum encontrar duas pessoas com medidas idênticas, como tamanho das orelhas 
e do nariz.  
 
Na suíça com o aparecimento da fotografia, passou-se a utilizá-la como instrumento 
nos processos exclusivo de identificação criminal. Na Índia, um inglês chamado 
William James Hersche descontente com os comerciantes locais, que não cumpriam 
os seus contratos, passou a pedir que colocassem suas assinaturas mais a 
impressão das digitais nos documentos. A ideia, segundo o próprio Herschel, era  
27 
 
"assustar os comerciantes, de modo que não pudessem repudiar sua assinatura" 
(ARAUJO & PASQUALI, 2003 citado por BOECHAT, 2008). 
 
Na Segunda Guerra Mundial, os exércitos transmitiam suas mensagens utilizando 
de código Morse na qual, os pontos e traços digitados pelos militares seguindo uma 
sequencia de ritmos distintos poderiam ajudar a distinguir um aliado de um inimigo 
(GAINES et al., 1980 citado por BOECHAT, 2008). 
 
Novos modelos de sistemas biométricos começaram a aparecer durante a última 
metade do século passado, quando novas aplicações biométricas passam a ser 
desenvolvidas tornando-se uma realidade comercial.  
 
Hoje as principais aplicações dos sistemas biométricos estão nas áreas jurídica, 
comercial e social. Na área jurídica a biometria pode ser utilizada em investigações e 
em identificações de corpos. Na área comercial é possível verificar rapidamente se 
um comprador é quem ele diz ser e possui capital suficiente para que a transação 
seja realizada sem perigo de fraude. Na área social, estas aplicações vêm restringir 
o acesso de pessoas a locais ou informações importantes. 
 
Atualmente convivemos em um período de constante inovação nos modelos de 
sistemas biométricos disponível no mercado. A busca por novas plataformas de 
interação em sistemas biométricos tem como foco a indústria especializada 
direcionada a um mercado globalmente equilibrado (BOECHAT, 2008). 
 
2.1.3. O Sistema Biométrico 
 
Um sistema biométrico é a composição de um modelo que envolve a utilização de 
técnicas avançadas para a identificação de pessoas através de suas características 
definidas pelo uso da impressão digital, face, íris, voz, entre outros. O sistema 
biométrico é muito usado a fim de limitar o acesso de indivíduos a determinados 
estabelecimentos públicos e privados. 
 
É válido destacar que sistemas biométricos apresentam elevada precisão e  
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sensibilidade sendo bastante utilizados no controle de acesso ou entrada de 
pessoas em áreas de perigo como na indústria por exemplo. Centros de Formação 
de Condutores também fazem uso de sistemas biométricos como meio de 
comprovação de presença de alunos. A nível mundial boa parte dos países da 
Europa vem avaliando a adoção de tecnologias biométricas em seus portos e 
aeroportos reforçando a segurança na validação e autenticidade de passaportes 
(MORAES, 2006). 
 
Alguns exemplos de sistema biométrico utilizam equipamentos mais caros, enquanto 
outros são mais acessíveis e baratos para a aquisição. 
 
2.1.4. Técnicas Biométricas 
 
Os sistemas biométricos são formados por dois modelos de classes distintas: o 
primeiro modelo é baseado nas características físicas enquanto que o segundo é 
baseado nas características comportamentais dos indivíduos. A característica física 
é uma medida fisiológica ou anatômica relativamente estável de uma parte do corpo 
humano basicamente imutável tal como a face, impressão digital, íris, retina, 
geometria da mão, padrão das veias entre outras (COSTA, 2006 citado por 
BOECHAT, 2008). 
 
Por outro lado, uma característica comportamental é baseada nas ações únicas do 
indivíduo aprendida e adquirida ao longo da vida, capturada durante certo período 
de tempo (NSTC, 2007 citado por BOECHAT, 2008). Também na característica 
comportamental pode ser incorporada o tempo como medida, como o tempo inicial, 
médio e final (INTERNATIONAL BIOMETRIC GROUP, 2014). Dentre as 
características comportamentais estão: o modo de andar, assinatura, a dinâmica da 
digitação, a fala entre outras. As características comportamentais do indivíduo 
também são conhecidas como uma característica não estática, ou seja, tendem a 
variar com o tempo e podem sofrer algumas alterações, dependendo do estado 
emocional da pessoa. Por exemplo, a voz de um indivíduo pode sofrer alterações 
quando em estado de medo, gripado ou correndo perigo e, por esse motivo, a 
maioria dos sistemas biométricos permitem que sejam feitas atualizações de suas 
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amostras biométricas à medida que vão sendo utilizados, tornado o sistema de 
identificação mais eficiente (SILVA FILHO, 2005; COSTA, 2006 citado por BOECHAT, 
2008). 
 
A distinção de característica comportamental e fisiologia é ligeiramente artificial, pois 
uma característica de comportamento é baseada em uma parte fisiológica, como a 
forma das cordas vocais (reconhecimento de voz) ou a agilidade de mãos e dedos 
(assinatura). E uma característica Fisiológica é capturada conforme o 
comportamento do indivíduo, como a maneira a qual um usuário apresenta um dedo 
ou um olhar no dispositivo biométrico (INTERNATIONAL BIOMETRIC GROUP, 
2014). 
 
Características de um sistema biométrico definem quais atributos classificatórios 
este possui (CAVALCANTI, 2005). Os atributos podem ser: aceitabilidade do sistema 
por parte do usuário, unicidade, universalidade, longevidade, vulnerabilidade e 
facilidade de captura da característica, escalabilidade, desempenho e tamanho de 
armazenamento do sistema e custo, tamanho e tipo do sensor que captura a 
característica.  
 
 Sistemas biométricos baseados na face, por exemplo, possuem boa aceitação, sua 
característica é universal e como sensor basta uma simples câmera de computador. 
Em contrapartida a face é uma característica que muda com o tempo, fazendo com 
que o banco de dados fique logo ultrapassado. Também, possuindo a face muitos 
traços importantes que a definem, o tempo de processamento é demorado em 
relação às outras características e existe a necessidade que o espaço de 
armazenamento do banco de dados seja grande. 
 
 Todos os sistemas biométricos possuem a mesma estrutura básica definida a partir 
da captura, padronização, codificação e comparação das características. Esta 
comparação pode ser de dois tipos, verificação ou reconhecimento (CAVALCANTI, 
2005). Na verificação, a característica é comparada com as outras daquele mesmo 
indivíduo estando armazenadas no banco de dados (1:1). No reconhecimento a 




A figura 2 apresenta um organograma com exemplos dos tipos de biometria para as 




Figura 2: Características Biométricas 
Fonte: (BOECHAT, 2008) 
 
A seguir são apresentados alguns métodos biométricos existentes. 
 
2.1.4.1. Impressão Digital 
 
As impressões digitais são utilizadas a séculos pela sociedade no processo de 
identificação pessoal tendo sua aplicação em registros civis e em investigações 
criminais (JAIN, HONG, PANKANTI & BOLLE, 1997). Segundo (PRABHAKAR, 
2001), a formação digital em um feto é definida durante os primeiros sete meses de 
gestação não sofrendo alterações durante todo o ciclo de vida, exceto em casos 
específicos que envolvam acidentes. Mesmo em gêmeos as impressões digitais são 
distintas umas das outras para cada um dos dedos (JAIN, HONG & PANKANTI, 
2000). Um outro ponto interessante, esta relacionado a rapidez e a segurança dos 





A extração de características sobre impressões digitais fundamenta-se em encontrar 
pequenos pontos especiais, chamados de minúcias, presentes nas digitais, tais 
como, pontos de finalização de linhas, pontos de junção de linhas, quantidade de 
vales e sulcos existentes entre os pontos (BOTHA & COETZEE, 1993 citado por 
BOECHAT, 2008). Um problema com tecnologia de impressão digital é sua falta de 
aceitabilidade por parte da sociedade que ainda associa a impressão digital com 
questões jurídico-criminais. Outro problema é alteração nas digitais devidos a cortes, 




Figura 3: Modelo de Impressão Digital 




Segundo (BOECHAT, 2008), a face é a característica biométrica mais comum usada 
para identificação pessoal. O reconhecimento facial ou facial recognition analisa as 
características faciais das imagens da face, como os olhos, sobrancelhas, nariz, 
lábios, e forma de queixo, capturadas por uma câmera digital de forma manual ou 




Figura14: Imagem de Captura da Face 
Fonte: (BOECHAT, 2008) 
 
Por se tratar de uma técnica bastante aceita pela sociedade em geral, o 
reconhecimento facial é muito eficiente no processo de identificação de pessoas, 
não exigindo do usuário longos períodos de espera ou qualquer envolvimento que 
não esteja relacionado apenas na captura da imagem por uma câmera digital (JAIN, 
BOLLE, PANKANTI,1999). 
 
O sistema de reconhecimento facial não garante 100% no processo de identificação 
de um individuo podendo falhar quando houver alteração de algum atributo estético 
como: cabelo, barba, bigode ou ate mesmo o uso de acessórios como óculos, 
chapéu, e lenço (CAVALCANTI, 2005). Outros fatores também podem influenciar 
negativamente no processo de localização das características faciais de um 
individuo, tais como a posição da face estando parcialmente ou totalmente obstruída 
por objetos, expressões faciais, complexidade no fundo da imagem, ângulo da 
câmera, condições da luz etc. (BRUNELLI & POGGION, 1992). 
 
2.1.4.3. Geometria da Mão 
 
A geometria da mão (hand geometry) envolve uma variedade de medidas e análise 
da forma da mão da pessoa, incluindo largura e área da mão, comprimentos e 
larguras dos dedos, contornos externos, linhas internas e veias. Esta é uma técnica 
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bastante simples, barata, fácil de usar e esta sendo utilizada para controle de acesso 
a áreas restritas (JAIN, HONG & PANKANTI, 2000). 
 
Figura15: Imagem da Captura da Mão  
Fonte: (BOECHAT, 2008) 
 
As características da mão são passíveis de mudanças ao longo dos anos 
provocadas por ganho de peso, cicatrizes ou inchaços, para estes casos torna-se 
necessário o recadastramento do usuário no sistema, entretanto anomalias 
individuais como pele seca geralmente não afeta na precisão do reconhecimento 
(JAIN, ROSS & PRABHAKAR, 2004 citado por BOECHAT, 2008). Sistemas 
baseados nesse tipo de tecnologia são encontrados em ambientes fechados e de 
temperatura controlada, pois a influência de luz solar incidindo diretamente sobre o 





O reconhecimento da íris (iris-scan) é um método relativamente novo, existe desde 
1994, o método reconhece uma pessoa analisando a íris, anéis coloridos do tecido 
que circunda a pupila, responsável por regular o tamanho da pupila e controla a 
quantidade de luminosidade que entra no olho (NSTC, 2007 citado por BOECHAT, 
2008). A imagem da Íris requer o uso de dispositivo biométrico de alta qualidade, 
usando luz infravermelha tipicamente para iluminar a íris sem causar danos ou 




Figura16: Imagem do Olho Humano  
Fonte: (BOECHAT, 2008) 
 
A íris é uma característica biométrica que não sofre alteração com o passar do 
tempo, é extremamente difícil cirurgicamente de mexer na textura de íris, nem o uso 
de óculos ou lentes de contato prejudicam o processo de reconhecimento 
(DAUGMAN, 1993 citado por BOECHAT, 2008). Para Jain et al. (2000), a utilização 
da íris requer a presença do indivíduo e ainda possui custos elevados. 
 
O reconhecimento biométrico através da Iris é um dos métodos mais seguros de 
autenticação e identificação graças a extração de características da íris. Depois que 
ocorre a captura da imagem da íris por uma câmera padrão, o processo de 
autenticação realiza uma comparação da íris do sujeito atual com a versão 
armazenada no sistema, sendo um dos mais precisos recursos de identificação com 




Aplicações atuais de reconhecimento de voz são mais utilizadas em situações onde 
a verificação de identidade remota é necessária. Exemplos disso envolvem as 
aplicações de call center e também as aplicações decorrentes as transações por 
telefone ou computador. As aplicações mais populares de reconhecimento 
biométrico por voz estão associadas as transações financeiras (acesso à conta, 
transferência de fundos;  pagamento de contas; negociação de instrumentos 
financeiros) e de processamento de cartão de crédito (endereço  mudanças; balança 
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de transferências; prevenção de perdas).  
 
Figura17: Reconhecimento de Voz 
Fonte: (BOECHAT, 2008) 
 
De acordo com Magalhães (2003 citado por Silva, Carvalho & Neto 2010), a 
autenticação biométrica pelo reconhecimento da voz é baseada no fato de que as 
características físicas de um individuo implicam à sua voz características únicas. O 
aspecto físico mais relevante é a forma do intervalo vocal, que é composto por todos 
os órgãos e cavidades que participam da produção da fala. 
 
Características no uso da voz são sensíveis a algumas situações que envolvem 
ruído do ambiente e também o estado emocional e físico do locutor. Vozes parecidas 





De acordo com Abbas (1994 citado por Boechat, 2008), o reconhecimento da 
assinatura (signature-scan) pode ser realizado de forma estática (off-line) ou 
dinâmica (on-line). O reconhecimento da assinatura estática utiliza apenas a imagem 
de uma assinatura feita através de uma caneta normal, sendo extraídas 
características geométricas da assinatura como a inclinação dos traços da escrita, 




Figura18: Assinatura  
Fonte: http://formalizar.com.br/2013/?p=468 
 
Um bom referencial de uso dos sistemas biométricos baseados em assinatura é sua 
aceitação como um método de identificação pessoal e intransferível que pode ser 
incorporada de forma transparente por instituições financeiras para a verificação de 
assinaturas em cheques ou cartões de créditos (JAIN, HONG & PANKANTI, 2000).  
 
2.1.4.7. Dinâmica da Digitação 
 
A Dinâmica da Digitação (Keystrokes dynamics) é uma técnica relativamente barata a 
qual, necessita apenas de um teclado e um software para autenticação, se 
destacando de outras técnicas biométricas de elevado custo de aquisição de 





Figura19: Dinâmica da Digitação  
Fonte: (BOECHAT, 2008) 
 
Segundo Araújo (2004 citado por BOECHAT, 2008), para este tipo de técnica 
biométrica, quanto maior for à habilidade do usuário na digitação, mais fácil e 
confiável será a maneira como é reconhecido, visto que sua variação intrapessoal 











Conceitos de processamento de imagens estão diretamente relacionados as 
diferentes formas de tratamento de uma imagem. A imagem é a representação 
gráfica de um objeto ou pessoa, podendo ser um reflexo na água, um desenho, ou 
até mesmo uma representação mental (GOYA, 2014). 
 
Atualmente, observa-se a utilização de computadores como dispositivo auxiliar na 
execução de tarefas antes executadas visualmente pelo homem. Na última década 
observou-se um crescimento notório no uso de computadores em tarefas que antes 
pareciam ser impossíveis tais como o reconhecimento do conteúdo de imagens e 
cores. O constante desenvolvimento dessa área só foi possível graças ao fato de 
que nos últimos anos surgiram máquinas com capacidade para execução de tarefas 
aplicadas ao reconhecimento de padrões visuais complexos. 
 
Sistemas atuais de reconhecimento de dados em imagens auxiliam profissionais de 
diversas áreas tais como: na área saúde, auxiliando no diagnóstico de doenças 
identificadas através de imagens obtidas por tomografias computadorizadas e 
radiografias. Outra finalidade da aplicação de processamento de imagens esta no 
uso de imagens obtidas por satélites auxiliando no reconhecimento de dados 
meteorológicos. Além desses, a indústria também se beneficia da utilização desses 
recursos como, por exemplo, na área da segurança com o desenvolvimento de 
sistemas de reconhecimento de faces e expressões de indivíduos a partir de 
imagens do sistema. Muitas são as aplicações voltadas ao uso da imagem em 
diversas áreas. Tais aplicações estão fundamentadas no desenvolvimento e no uso 
de técnicas de processamento de imagens. 
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As imagens depois de capturadas são processadas e reconhecidas, possibilitando a 
execução de tarefas trabalhosas e repetitivas, na qual, sem a utilização de máquinas 
e dispositivos de processamento como o computador, seria impossível viabilizar 
tamanho benefício no uso de radares, satélites, ultra-som, ultravioleta, raio-X, etc. 
O processamento de imagens é um processo na qual, a entrada do sistema é uma 
imagem e a saída é um conjunto de valores numéricos, que podem ou não compor 
uma outra imagem. 
 
O processamento e a análise quantitativa de imagens é atualmente uma importante 
ferramenta utilizada em diferentes áreas, dentre as quais podemos citar: ciências 
biológicas (biologia, genética, botânica), geografia (meteorologia, fotografias aéreas 
e de satélites), ciências da terra (geologia), ciência dos materiais (metalurgia, 
microscopia, nanoscopia, magnetismo), astronomia e robótica.  
 
Para Esquef (2002), o que faz da análise de imagens uma área interdiciplinar é o 
fato de que imagens dão suporte físico para o transporte de informações. Uma 
imagem contém uma quantidade imensa de informação que um ser humano 
interpreta. Para extrair as informações contidas numa imagem, é necessário 
transformá-la sucessivamente com o objetivo de extrair a informação nela contida.  
 
3.2. Processamento Digital de Imagens (PDI) 
 
Assim como os humanos reconhecem características do ambiente através da visão, 
as máquinas também podem obter informações e características do ambiente a sua 
volta de forma simular a percepção humana. Este fato se deve ao uso de imagens 
produzidas por diferentes dispositivos físicos como câmeras digitais, equipamentos 
de radiografia, microscópios, raio-X, ressonância magnética, entre outros. A 
produção e utilização de imagens podem favorecer o reconhecimento de cenários e 
objetos, assim como o reconhecimento de pessoas, explorando diversos ambientes 




Um sistema de processamento digital de imagens admite um conjunto de imagens 
de entrada e retorna um conjunto de imagens de saída de forma adequada às 
necessidades do problema abordado (GOMES & VELHO, 2002). 
 
Segundo Spring (1996), entende-se por Processamento Digital de Imagens (PDI) a 
manipulação de imagens por computador de modo que a entrada e a saída do 
processo sejam imagens.  
 
O Processamento Digital de Imagens pode ser subdividido em algumas etapas, 
iniciando-se pela formação e digitalização da imagem, seguida das etapas de pré 
processamento, segmentação, pós processamento e finalmente pela extração de 
atributos, medidas, classificação e reconhecimento (ESQUEF, 2002). 
 
Dentre as diversas etapas do Processamento Digital de Imagens, a segmentação é 
considerada a etapa mais crítica de todo o processo. Nesta etapa a imagem é 
dividida em diferentes regiões, que serão posteriormente utilizadas para a 
identificação e extração de informações relevantes. Esta característica faz da 
segmentação um ponto crítico, pois quaisquer erros ou distorções ocorridos neste 
processo são transmitidos às demais etapas, intensificando a possibilidade de 
obtenção de resultados indesejados (ESQUEF, 2002). Posterior a etapa de 
segmentação, é realizada a etapa de reconhecimento a qual, consiste na 
classificação dos objetos segmentados a partir de informações extraídas da própria 
imagem (ESQUEF, 2002). 
 
A finalidade da análise de imagens, seja por um observador humano ou por uma 
máquina, é extrair informações úteis e relevantes para cada aplicação desejada 
(ESQUEF, 2002). 
 
O objetivo de se usar processamento digital de imagens é melhorar o aspecto visual 
de certas feições estruturais para o analista humano e fornecer outros subsídios 
para a sua interpretação, inclusive gerando produtos que possam ser posteriormente 




De acordo com Gonzalez & Woods (2009), o interesse por métodos de 
processamento de imagens digitais decorre de duas áreas principais de aplicação: a 
melhoria da informação visual para interpretação humana e o processamento de 
dados de cenas para percepção automática através de máquinas, sendo o 
processamento dessas imagens realizado por meio de softwares específicos. 
 
As formas possíveis de manipulação de imagens são teoricamente infinitas. 
Entretanto, de um modo geral, podem ser categorizadas em um ou mais 
procedimentos incluindo tipos abrangentes de operações computacionais 
(QUEIROZ, 2003). 
 




O Reconhecimento Facial é uma área da visão computacional que se apresenta em 
constante evolução se tornando um importante referencial para o desenvolvimento 
de aplicações na área de segurança e gestão administrativa. Na área de segurança, 
mais precisamente na área de segurança pública, o reconhecimento facial é utilizado 
como ferramenta de apoio na identificação suspeitos que já praticaram algum tipo de 
ato ilícito, ou que já possuem ficha policial, cuja as características da face se 
encontra armazenada em uma base de imagens da polícia. O Reconhecimento 
facial é também utilizado por empresas no controle de acesso a lugares restritos 




O reconhecimento facial é um dos processos de identificação mais utilizados pelos 
seres humanos, na qual, permite identificar de forma rápida qualquer pessoa 
definindo o tipo mais apropriado de interação. Embora o reconhecimento facial seja 
uma tarefa simples para os seres humanos, é extremamente complexo implementar 
esse processo em uma máquina, pois não sabemos, ao certo, como o cérebro 
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humano realiza essa tarefa. O cérebro humano pode identificar corretamente uma 
pessoa a partir de sua imagem facial mesmo estando em condições desfavoráveis 
para o reconhecimento, como por exemplo, em ambientes com variações de 
iluminação, ou até mesmo com variações de distorções ou deformações. 
  
O reconhecimento facial é o primeiro passo na implementação de um sistema 
automático de reconhecimento que analisa a informação contida em cada face (por 
exemplo, a identidade, o sexo, a expressão, a idade, entre outros). Sistemas atuais 
de reconhecimento facial são capazes de detectar faces de indivíduos com bastante 
precisão e em tempo real.  
 
3.3.3. Aplicação e Uso 
 
O sistema de reconhecimento facial se aplica ao conceito de detecção de faces a 
partir de etapas do processo de aquisição, pré-processamento e extração de 
características da face em uma imagem. Estas etapas são responsáveis por avaliar 
a imagem obtida eliminando informações desnecessárias. Por exemplo, se o 
algoritmo encontra uma ou mais faces, estas são extraídas da imagem original de 
modo que sejam analisadas separadamente. É importante salientar que caso a 
entrada do sistema seja uma sequência de vídeo, a informação temporal também é 
levada em conta e neste caso, é necessário que o algoritmo seja rápido e de tempo 
crítico, uma vez que a detecção é em tempo real. 
 
Muitos algoritmos de detecção facial precisam ser treinados na intenção de se obter 
resultados satisfatórios. Tal treinamento ocorre através da detecção de diferentes 
imagens de faces e objetos distintos. Pode-se tratar o problema de detecção facial 
utilizando reconhecimento de padrões de duas classes, sendo uma classe referente 
a tudo o que corresponde a faces e outra referente a tudo o que não for face. Para 
estes casos, a dificuldade esta em não se saber de antemão, qual região da imagem 
podem existir faces e em quais escalas elas estão. A resolução também deve ser 
levada em consideração uma vez, que pode vir a dificultar uma correta análise e 
avaliação da imagem. É válido ressaltar que tanto a detecção de faces quanto a 
extração de características faciais possam ser analisadas simultaneamente, 
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dependendo do tipo de algoritmo utilizado. 
 
Duas medidas são importantes na avaliação da qualidade do algoritmo: a 
quantidade de objetos identificados incorretamente como face (falso positivo) e a 
quantidade de faces que não foram identificadas (falso negativo) (VIOLA & JONES, 
2001; VIOLA & JONES, 2004).  
 
Algoritmos de reconhecimento facial são capazes de identificar faces a partir de uma 
imagem digital (raster) de uma pessoa. Por exemplo, um algoritmo pode analisar a 
posição relativa, o tamanho e/ou forma dos olhos, nariz, maçãs do rosto e do 
maxilar. Esses recursos são usados para procurar outras imagens com 
características correspondentes. Outros algoritmos normalmente utilizam de uma 
galeria de imagens da face e, em seguida, comprimi os dados das faces, salvando 
apenas os dados que são úteis para a detecção de rosto. Uma imagem salva é 
então comparada com os dados da face. Um dos primeiros sistemas foi baseado no 
modelo de técnicas aplicadas a um conjunto de características faciais salientes, 
proporcionando um tipo comprimido de representação facial correspondente.  
 
Os algoritmos de reconhecimento podem ser divididos em duas abordagens 
principais, geométricas, que examinam as características distintivas, ou fotométricas, 
que é um método estatístico na qual consiste em transformar uma imagem em 
valores, e comparando os valores com moldes para eliminar possíveis desvios.  
 
Algoritmos de reconhecimento mais populares incluem Análise de Componentes 
Principais com Eigenface, Análise Discriminante Linear, Elastic Bunch Graph 
fisherface Matching. 
. 
3.3.4. O Sistema de Reconhecimento Facial 
 
Segundo Stan (2011 citado por Diniz et al., 2013), o modelo de sistema de 
reconhecimento facial consiste basicamente das seguintes etapas: (a) aquisição 
das imagens; (b) pré-processamento; (c) extração de características; (d) 
classificação e verificação. Na figura 10 é apresentada a arquitetura do sistema de 
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reconhecimento facial citado por (DINIZ et al., 2013). 
 
 
Figura110: Arquitetura do Sistema 
Fonte: (DINIZ et al., 2013). 
 
O início do processo de reconhecimento facial se dá a partir do módulo de aquisição 
da imagem obtida com base no uso de uma câmera. No módulo de aquisição da 
imagem, o dispositivo de entrada de dados do sistema realiza a captura da imagem 
da face do indivíduo, que será utilizada posteriormente pelo algoritmo de 
reconhecimento facial (DINIZ et al., 2013). Nesse módulo foi utilizado o algoritmo 
para detecção de face Viola e Jones (VIOLA & JONES, 2001; VIOLA & JONES, 
2004). Esse algoritmo tenta encontrar em uma imagem características que codificam 
alguma informação da classe a ser detectada. Para esta tarefa, são utilizadas as 
chamadas características de Haar, responsáveis por codificar informações sobre a 
existência de contrastes orientados entre regiões da imagem (DINIZ et al., 2013). As 
imagens foram amostradas quadro a quadro e as faces foram detectadas e 
extraídas usando o algoritmo Viola e Jones (VIOLA & JONES, 2001; VIOLA & 
JONES, 2004) na implementação da biblioteca OpenCV (OPENCV, 2001). 
 
O próximo módulo é o pré-processamento da imagem. De acordo com Diniz et al. 
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(2013), nesse módulo, as imagens da face detectadas pelo algoritmo Viola e Jones 
(VIOLA & JONES, 2001; VIOLA & JONES, 2004) são automaticamente  
normalizadas e corrigidas para melhorar o reconhecimento da face. Com o uso 
deste algoritmo as imagens poderão sofrer alterações nas suas dimensões, por 
exemplo 120x90, 32x24, 24x24 e 12x9, na resolução (300 dpi) e na iluminação 
podendo ser alteradas para escala de cinza. Esse módulo é útil para poder fazer as 
comparações com as imagens de faces cadastradas no sistema. 
 
Após o módulo de pré-processamento, a imagem da face normalizada serve de 
entrada para o módulo de extração de características, com o objetivo de encontrar 
as características principais a serem implementadas no módulo de classificação. 
Cada imagem representante do indivíduo é transformada em uma matriz de 
tamanho w x h, onde w e h são, respectivamente, os números de pixels referentes à 
largura e à altura da imagem (OPENCV, 2001). Cada valor do pixel da imagem 
corresponde a uma componente do vetor. 
 
Pelo fato da alta dimensionalidade no tratamento de vetores, é utilizada a técnica de 
PCA de forma a reduzir a quantidade de características de uma imagem. Desta 
forma, é possível diminuir o custo computacional e melhorar a precisão do 
classificador. Se o espaço característico conter somente as características mais 
visíveis ao classificador, o mesmo será mais rápido e ocupará menos memória 
(AGARWAL, AGRAWAL, JAIN & KUMAR, 2010). 
 
Juntamente das características da aplicação do modelo de PCA, temos a técnica de 
Eigenfaces. Esta técnica tem por objetivo fornecer um conjunto de vetores de 
distribuições probabilísticas de forma a resolver o problema relacionado a detecção 
de padrões em imagens, tendo como fundamento básico, a utilização de vetores 
para gerar uma informação matemática da face de um indivíduo para a sua futura 
identificação.  
 
Com o uso de um classificador, as características extraídas da imagem da face de 
um indivíduo são comparadas as amostras obtidas do conjunto de treinamento de 
face. Por fim, a imagem da face é classificada como conhecida ou desconhecida 
(DINIZ et al., 2013). 
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3.3.5. Métodos e Técnicas 
 
Nessa seção, serão abordadas as técnicas de reconhecimento facial considerando 
os algoritmos Viola e Jones (VIOLA & JONES, 2001; VIOLA & JONES, 2004), PCA e 
Eigenface. Os métodos aqui apresentados são compostos por vários algoritmos que 
apoiam o processamento de imagens em geral e o processamento biométrico em 
particular, abordados neste trabalho para a realização do reconhecimento facial. 
 
3.3.6. O Algoritmo de Viola e Jones 
 
Um dos algoritmos mais eficazes para a detecção de faces em imagens estáticas é 
o algoritmo Viola e Jones (VIOLA & JONES, 2001; VIOLA & JONES, 2004), que se 
encontra implementado na biblioteca Intel OpenCV (Intel Open Source Computer 
Library) e que visa localizar em uma imagem características que codifiquem alguma 
informação do padrão sendo detectado. Esses padrões são baseados nas 
características de Haar (Figura 11) que codificam informações sobre a existência de 
contrastes orientados entre regiões da imagem (BRADSKI & PISAREVSKY, 2000). 
A Figura 11 apresenta algumas características de Haar propostas para a detecção 
de faces em imagens estáticas.  
 
A detecção de faces realizada pelo método de Viola e Jones (VIOLA & JONES, 
2001; VIOLA & JONES, 2004), é implementado pela biblioteca OpenCV, de forma a 
proporcionar a detecção de objetos em imagens se baseando em conceitos como: 
características retangulares simples chamados Haar, que apresenta um quadro 
completo para a detecção precoce de características, o método de aprendizado de 
máquina AdaBoost (FREUND, 1997) e um classificador em cascata para combinar 






Figura 11: Características de Haar usadas em detecção de faces 
Fonte: (VIOLA; JONES, 2004) 
 
 
Quando as características de Haar são aplicadas em uma imagem, são examinados 
os contrastes naturais proporcionados pelas características da face, considerando 





Figura 12: Contrastes Naturais da Face  
Fonte: (VIOLA; JONES, 2004) 
 
 
A fim de computar as características de Haar de forma eficiente, uma representação 
intermediária para a imagem original é gerada. Esta imagem é conhecida como 
imagem integral e é gerada de tal modo que o valor armazenado no pixel (x, y) da 
imagem integral corresponde à soma dos valores de todos os pixels acima e à 
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esquerda de (x,y), inclusive.   
Para se gerar a imagem integral em um único passo sobre a imagem original, usa-se 
recorrentemente a equação 2.1: 
 s ( x, y ) = s ( x, y − 1) + i ( x, y )  
 ii ( x, y ) = ii ( x − 1, y ) + s ( x, y )        (2.1)  
 
onde ii é a imagem integral, s(x,y) é a soma cumulativa da linha, s(x, -1) = 0 e ii(-1, y) 
= 0.  
 
A representação da imagem integral pode ser observada na Figura 13. O ponto ii(x, 
y) na imagem armazena o somatório de todos os pixels desde a origem (0,0) até o 






Figura 13: Representação da Imagem integral 
Fonte: (VIOLA; JONES, 2004) 
 
A partir da imagem integral, a soma dos valores dos pixels de uma região retangular 
qualquer da imagem pode ser calculada de modo eficiente usando apenas os 
valores dos quatro pontos da imagem integral que delimitam o retângulo, e 







Figura 14: Imagem integral nos vértices identificados por 1, 2, 3 e 4. 
Fonte: (VIOLA; JONES, 2004) 
 
A partir da imagem integral acima, a soma da região D pode ser eficientemente 
calculada, utilizando-se apenas os valores da imagem integral nos vértices 
identificados por 1, 2, 3 e 4. 
 
O cálculo da região D ilustrada na Figura 14 pode ser representado pela fórmula:  
 
D = ii(4) – ii(2) – ii(3) + ii(1)        (2.2) 
 
Apesar da facilidade de encontrar as características de Haar em uma imagem 
integral, como ilustrado na Figura 14, uma subjanela de qualquer tamanho, a 
quantidade possível de combinações das características de Haar é muito grande, de 
modo que, a fim de agilizar o processo de classificação, obtém-se um pequeno 
subconjunto composto das características mais representativas excluindo a maioria 
das características disponíveis. O método escolhido para esta etapa do processo é o 
método AdaBoost (VIOLA & JONES, 2001; VIOLA & JONES, 2004), cujo 
funcionamento visa construir um classificador “forte” baseado na combinação de 
subclassificadores “fracos” que dependem de uma única característica.   
 
Então, uma estrutura em cascata, resultado da combinação dos classificadores 
fracos, é utilizada a fim de obter uma redução no tempo de processamento deste 
50 
 
algoritmo. O princípio de funcionamento deste procedimento em cascata ajusta os 
classificadores para conseguirem altas taxas de detecção e, então, determina que a 
avaliação de um segundo classificador só será invocada caso a avaliação do 
primeiro seja positivo. Caso contrário, o procedimento é interrompido e a sub-janela 
rejeitada. Portanto, é necessário um resultado positivo em todos os classificadores 
para que a detecção do padrão em uma subjanela tenha êxito (VIOLA & JONES, 




Figura 15: Funcionamento do algoritmo em cascata 
Fonte: (VIOLA; JONES, 2004) 
 
A justificativa para a escolha desta técnica de detecção de faces utilizada no sistema 
que foi proposto e implementado neste trabalho se justifica pela sua característica 
principal: o bom desempenho, essencial para equipamentos que apresentam 
restrições no que tange à capacidade computacional, como os dispositivos móveis. 
Este bom desempenho é propiciado pelo conjunto de passos do algoritmo 
permitindo que ele apresente uma taxa de detecção tão boa quanto outras 
apresentadas na literatura, porém com um tempo de processamento 




3.3.6.1. Principais Contribuições do Modelo de Deteção e 
Reconhecimento de Faces Proposto pelo Algoritmo de 
Viola e Jones. 
 
A base teórica aplicada na fundamentação deste estudo se baseia no modelo de 
detecção de faces proposto por Viola e Jones (VIOLA & JONES, 2001; VIOLA & 
JONES, 2004). Seu conceito possui como principais contribuições:  
 a filtragem das imagens através do filtro Haar-like; 
 a construção de um classificador que envolve um pequeno conjunto de 
características a partir do Adaboost; 
 a utilização de um classificador completo em cascata possibilitando o aumento na 




A análise da componente principal é uma técnica matemática que descreve um 
conjunto de dados usando “componentes principais”, escrita como combinações 
lineares dos dados originais. As componentes principais são determinadas em 
ordem decrescente de importância. A primeira componente possui mais informação 
do que a segunda e assim por diante. O PCA tenta construir um pequeno conjunto 
de componentes que resumem os dados originais, reduzindo a dimensionalidade 
dos mesmos, preservando os componentes mais significantes (KSHIRSAGAR, 
BAVISKAR, GAIKWAD, 2011). 
 
O PCA é baseado nos autovetores e autovalores da matriz covariância dos dados 
(DINIZ et al., 2013). O objetivo é encontrar um conjunto de vetores ortonormais  
que melhor descreve a distribuição dos dados de entrada. Seja C a matriz 
covariância estimada: 
C =XXT = VΛVT  Rnxn  (1)  
 
Em que Λ = diag { 1,..., n}  é a matriz diagonal contendo n autovalores,  é o 








  (2) 
 
 
onde X é a matriz de dados originais, em que xij  R, i = 1,..., n e j = 1,..., m. O PCA 
determina uma transformação linear dos elementos de X, tal que: 
 
                  y = VTX    (3) 
 




O método Eigenfaces busca um conjunto de características que não depende das 
formas geométricas da face (olhos, nariz, orelhas e boca), utilizando toda a 
informação da representação (KSHIRSAGAR, BAVISKAR, GAIKWAD, 2011). Seu 
funcionamento é similar ao funcionamento do PCA, entretanto é utilizada uma leve 
otimização para reduzir a matriz de covariância, reduzindo o processamento 
necessário para fazer o cálculo de seus autovetores e autovalores. 
 
Baseadas na Teoria da Informação, as Eigenfaces buscam identificar um pequeno 
número de características que são relevantes para diferenciar uma face de outras 
faces. Essas características podem ser analisadas apenas com a variação dos 
valores assumidos pelos pixels, em um conjunto de imagens de faces. 
 
Os autovetores da matriz de covariância de um conjunto de imagens de faces 
descreve a variação dos pixels em uma região diferente das imagens, ou seja, 
significa que cada autovetor descreve a variação dos pixels associados a diferentes 
características faciais (TURK & PENTLAND, 1991). 
 
Depois de encontrar os autovetores, as imagens de faces são projetadas em um 
espaço de características “espaço de faces” que melhor representa a variação entre 
faces conhecidas.  Esse espaço é definido pelas Eigenfaces, que são os autovetores 
do conjunto de faces. O reconhecimento de uma face é realizado pela sua projeção 
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no subespaço gerado pelas Eigenfaces e então pela comparação da posição obtida 
com a posição de indivíduos conhecidos (TURK & PENTLAND, 1991). 
 
Para Cheon, e Kim (2008 citado por Diniz et al., 2013), a sequência dos 
procedimentos da geração das Eigenfaces consiste em: 
 
I. Adquirir um conjunto de M faces. Onde i (i  N) é cada face do conjunto da 
base de treinamento. 
                 = [    1,     2...,     M ]                                           (4) 
 
II. Calcular a face média (5), para eliminar muita informação redundante na 
face, isto é, uma imagem de face poderia ser representada com poucas 





III. Criar uma matriz com as faces de treino com os pixels dispostos em linhas 
e as M faces do conjunto de treinamento dispostas em colunas. 
 
IV. Subtrair a imagem média  de cada imagem de  gerando uma nova 
matriz A (6) que contém somente as variações de cada face em relação à 
face média. O vetor  (7) contém todas as variações de uma determinada 
face  em relação à face média . 
 
A =[ 1, 2,..., m]                           (6) 
 =  -                            (7) 
 
V. Sendo M menor que a dimensionalidade (largura multiplicado pela altura 
das imagens de treinamento) das imagens em , calcular a matriz de 
covariância C (8). 
C = AAT 
         
(8)  
 
VI.  Calcular os autovetores v e autovalores  da matriz C. 
 
VII. Criar a matriz de transformação. A matriz μ (9) conterá M - 1 autovetores 
significativos. Entretanto, ainda é possível realizar a eliminação de alguns 
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desses M-1 autovetores pela ordem de importância de seus correspondentes 
autovalores , gerando M’ autovetores escolhidos. 
 




VIII.  Normalizar os M’ vetores da matriz μ. 
 
IX. As imagens do conjunto de treinamento são projetadas no espaço de 
faces, efetuando-se a operação de transformação (9). Em seguida o novo 
padrão passa para a fase de classificação. 
 
Ω = μT    (10) 
 
 
A Figura 16 apresenta a face média do conjunto de treinamento e algumas 
Eigenfaces calculadas para o conjunto de imagens de treino de exemplo.  
 
Figura 16 - Face média e Eigenfaces importantes para o conjunto de treino 
Fonte: (VIOLA; JONES, 2004) 
 
3.4.  Interação Homem-Computador – IHC 
 
Diante de novas tecnologias, é cada vez maior o número de pessoas que utilizam 
sistemas complexos. ”Isso exige interações que consistem em receber informações 
e atuar, baseando-se nelas” (DUL, 2004).  
 
Nas últimas décadas, tem se dado cada vez mais importância ao uso de interfaces 
computacionais. “A interface de uma aplicação computacional envolve todos os 
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aspectos de um sistema com o qual mantemos contato”. Segundo ele, “é através da 
interface que os usuários têm acesso às funções da aplicação”. (MORAN, 1981 
citado por DE SOUZA et al., 1999). 
 
Para Preece (1997 citado por Santos, 2000), IHC diz respeito ao entendimento de 
como as pessoas usam sistemas computacionais para que sistemas melhores 
possam ser projetados a fim de atender melhor as necessidades dos usuários.  
Moran (1981) definiu a interface-usuário como: “aqueles aspectos do sistema com 
os quais o usuário entra em contato”. 
 
Segundo o dicionário Aurélio, uma interface é o “Meio físico ou lógico através do 
qual um ou mais dispositivos ou sistemas incompatíveis conseguem comunicar-se 
entre si”. A Interação Homem-Computador (IHC) é a área da computação que 
investiga o design, avalia e implementa interfaces para que seres humanos possam 
interagir com sistemas computacionais de maneira eficiente e intuitiva (SANTOS & 
TEIXEIRA, 2010). É errado associar o conceito de IHC apenas a computadores 
pessoais assim como o próprio nome sugere, uma vez que toda interação entre 
objetos distintos é implementada com base em uma interface. Como exemplo prático 
do dia-a-dia, podemos assimilar seu conceito ao modelo e uso de uma ponte, na 
qual, pode ser entendida como um meio de comunicação ligando uma determinada 
parte a outra, permitindo que lados opostos se comuniquem.  
 
Segundo Rehem et al (2011), a Interação Homem-Computador (IHC) é uma área 
multidisciplinar que envolve as demais áreas da ciência da computação, psicologia, 
linguística, artes, dentre outras. O conhecimento sobre as limitações da capacidade 
humana, restrições e evoluções das tecnologias existentes devem ser levados em 
conta para que possa oferecer aos usuários uma forma adequada de interação entre 
plataformas computacionais existentes.  
 
No geral as boas práticas descritas pela IHC podem ser aplicadas em diversas áreas 
sempre que haja a necessidade da criação de uma interface para que sistemas 





Um dos grandes desafios para a área de IHC esta na maneira de como se manter 
atualizado sobre novos avanços tecnológicos disponíveis, assegurando que eles 
sejam aproveitados em prol de um benefício comum. 
 
3.5. Introdução ao Microsoft Kinect 
 
Anunciado pela primeira vez em junho de 2009, durante a conferência E3 (Eletronic 
Entertainment Expo), que acontece anualmente para exposição de novas 
tecnologias de computadores e video-game (EURO GAMER, 2011). 
 
O Kinect trouxe ao mundo dos jogos um sistema que não exige o uso de controles 
físicos e que permite obter grande precisão no reconhecimento de gestos e 
movimentos do corpo. Essa tecnologia foi possível graças o uso de uma câmera 
capaz de capturar informações de profundidade em suas imagens. 
 
A tecnologia empregada no sensor de profundidade do Kinect foi desenvolvido em 
2005 por um grupo de pesquisadores israelenses Zeev Zalevsky, Alexander Shpunt, 
Aviad Maizels e Javier Garcia (ZALEVSKY et al., 2007) na qual, mais tarde foi 
cedida a Microsoft em prol de uma parceria firmada entre as duas empresas sendo 
de fundamental importância na concepção do dispositivo que, com base no acesso 
ao hardware desenvolvido pela empresa israelita, a Microsoft pode reescrever o 
software tornando o reconhecimento do esqueleto do sensor Kinect mais preciso em 




Originalmente chamado de “Projeto Natal” pelo criador desta tecnologia, o brasileiro 
Alex Kipman, que escolheu este nome em tributo a seu país, o Brasil, fazendo uma 
referencia a palavra natal que significa nascer, em latim, como a data do nascer de 
uma nova geração de entretenimento. O Kinect teve o seu lançamento oficial no 
mercado em 4 de novembro de 2010 nos Estados Unidos, com o propósito de 
desenvolvimento de jogos eletrônicos para o console XBox 360, da Microsoft que, 
atualmente, lidera o ranking mundial de dispositivo eletrônico mais rapidamente 
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vendido, alcançando a marca de 8 milhões de vendas em 60 dias (GUINNESS 
WORLD RECORDS, 2011).  
 
Conforme descrito anteriormente, o Kinect é fruto de uma parceria firmada entre a 
empresa Israelita PrimeSense e a Microsoft Corporation (LEADBETTER, 2010; 




O Kinect é dotado de uma câmera RGB, um sensor de profundidade composto por 
um projetor e uma câmera que usa infravermelho capaz de mapear o ambiente em 3 
dimensões, microfones, um motor para alterar seu ângulo de visão, e uma interface 
USB 2.0 para conexão com o videogame (Xbox) ou mesmo com um PC comum 
(Windows ou Linux) (ALVARENGA et al., 2013).  
 
Sua tecnologia inovadora possibilita o reconhecimento de gestos e a captura de 
movimentos proporcionando uma melhor interação com o usuário.  
 
Tem como característica possibilitar a captura de imagens de profundidade e fluxos 
de RGB a um preço muito mais baixo do que os sensores gama tradicionais 
tornaram uma nova sensação na área da visão computacional (MUKERJEE, A.; 
GUHA, P.) 
 





Figura 17: O Microsoft Kinect  
Fonte: <http://goo.gl/J4XSxm> 
 
Câmera RGB: obtém imagens coloridas numa resolução de 640 por 480, com uma 
taxa de atualização de 30 quadros por segundo. Cada pixel é representado por 32 
bits, sendo que apenas 24 deles são usados, com cada 8 determinando o valor de 
uma componente (TOGORES, 2011). 
 
Sensor de Profundidade: um emissor de luz infravermelho espalha um padrão 
pseudo-aleatório sobre o ambiente juntamente de um sensor CMOS monocromático 
que compara a luz refletida com um padrão gravado no firmware. Dessa maneira, é 
calculado um mapa de profundidade com resolução de 640 por 480, a uma 
velocidade de 30 quadros por segundo (TOGORES, 2011). 
 
Motor: rotaciona o aparelho em +-27 graus na vertical acompanhando os 
movimentos do usuário com a finalidade de calibragem do ambiente. Possibilita 
também o controle de zoom da câmera, de forma que o Kinect possa ampliar o 





Microfones multi-vetorial: são quatro microfones autodirecionáveis para o usuário, 
capazes de isolar o som ambiente da fala do jogador. Também captam comandos 
por voz (TOGORES, 2011). 
 
A figura abaixo ilustra o hardware do dispositivo Kinect (figura 18). 
 
 
Figura 18: Imagem do Hardware do Kinect 
Fonte: <http://goo.gl/wjpqux> 
 
Sua arquitetura é composta de um acelerômetro com 3 eixos, configurado para uma 
variação 2G, em que G representa a aceleração devido à gravidade, possibilitando 
assim determinar a cada instante a orientação do sensor (COSTA, 2013).  
 
Seu campo de visão consiste da forma de uma pirâmide o que incorpora algumas 
limitações. Possibilita o reconhecimento de objetos ou utilizadores de forma mais 
precisa entre os 40 cm e os 4m, como pode ser observado nas figuras 12 e 13, 







Figura 19: Padrão do campo de visão vertical do Kinect 





Figura 20: Campo de Visão do Kinect 1 






O Kinect é um dispositivo RGB-D, na qual, permite a captura de imagens 
representando as cores (RGB) e a profundidade de uma cena (D – Depth). Portanto, 
uma cena capturada pelo Kinect é usualmente representada por um par de imagens 
de resolução 640x480, com uma imagem em formato colorido RGB (24 bits/pixel) e a 
outra imagem representando a profundidade de cada pixel (Depth). A profundidade 
representa a distância dos pixels em relação ao sensor, formando uma mapa LxCxP 
(Linha x Coluna x Profundidade). 
 
 
Figura 21: Imagem da Câmera RGB do Kinect 1 





Figura122: Imagem da Câmera de Profundidade do Kinect 
Fonte: autor do trabalho (2013) 
 
3.5.4. Captura de movimentos 
 
Seria conveniente que computadores pudessem compreender instruções de 
comando fornecido pelos usuários de forma simples ao invés de procedimentos 
manuais de comando baseados em digitação ou sucessivos cliques do mouse para 
acesso as opções de menus. 
 
Em 1999 Segen e Kumar utilizaram uma câmera e uma fonte de luz calibrada para 
calcular a profundidade (SEGEN & KUMAR, 1999 citado por CORREIA, 2013).  
Ferris et al. (2004) utilizaram de uma série de fontes de luz externas para iluminar o 
cenário aplicando geometria de vários ângulos de visão para construir uma imagem 
de profundidade (FERRIS et al. 2004). Em uma abordagem um pouco diferente, em 
1998, Starner et al. (1998 citado por Correia, 2013) utilizaram uma câmera central 
juntamente com uma câmera montada na cabeça do indivíduo e apontada para as 
mãos para ajudar no reconhecimento de gestos. Em 2010 com o surgimento do 
Kinect, a proposta foi permitir o computador “sentir” diretamente a terceira dimensão 
do jogador ou do ambiente, a profundidade (COSTA, 2013). A proposta consistia em 
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divulgar um novo modelo de dispositivo de captura de imagem de profundidade a um 
preço acessível. 
 
O Kinect utiliza uma estrutura ótica para fazer a leitura dos seus movimentos em 
tempo real. Trata-se de uma tecnologia que, embora não exatamente revolucionária, 
tinha utilizações restritas e também extremamente caras até pouco tempo atrás 
(MICROSOFT, 2010). 
 
O sistema de captura é composto de duas partes: um projetor e uma câmera IR 
VGA. O projetor emite um conjunto de lasers que faz a leitura do seu ambiente, 
permitindo que a câmera diferencie jogadores de mobílias no que é chamado de 
“profundidade de campo” (MICROSOFT, 2010). 
 
Essencialmente, o sistema fará uma leitura dos corpos dos jogadores em tons de 
vermelho, verde, etc., enquanto tudo o que estiver além será encarado como cinza. 
Depois disso, as imagens são enviadas para diversos filtros do Kinect, de forma que 
o aparelho possa diferenciar o que são e o que não são pessoas (MICROSOFT, 
2010). 
 
Esse sistema utilizará parâmetros como a altura do jogador e o número de braços e 
pernas para diferenciá-lo de uma cafeteira ou de um cão. Além disso, o algoritmo é 
suficientemente preciso para perceber uma roupa desalinhada ou cabelos sobre os 
ombros (MICROSOFT, 2010). 
 
Os dados coletados do corpo humano são convertidos em um esqueleto virtual com 
juntas móveis (figura 25) (MICROSOFT, 2010). Para o Kinect com SDK (Software 
Development Kit), um esqueleto mapeado em detalhes fornece informações 





Figura123: Mapa de Articulações do SDK (Joint Map) 
Fonte: (MICROSOFT, 2010). 
 
O esqueleto mapeado pelo dispositivo é composto pelas coordenadas 
tridimensionais X, Y, e Z de cada articulação, permitindo a representação e 
manipulação 3D do mesmo. Cada articulação tem informações de coordenadas 
referentes à posição que está à frente do dispositivo, os eixos X e Y são números 
entre -1 e 1 e o eixo Z é à distância em metros em que a articulação está do 





Figura124: Representação de eixos de uma articulação 
Fonte: (MICROSOFT, 2010) 
 
O Kinect possui um processamento interno que utiliza um algoritmo de redes neurais 
artificiais que mapeia até 20 articulações do usuário formando um “esqueleto” 
conforme observado nas figuras 25 e 26. 
 
Figura125: Rastreamento do Esqueleto 




Figura126: Reconhecimento de Gestos 
Fonte: autor do trabalho (2013) 
 
3.5.5. Reconhecimento de voz 
 
Um dos maiores problemas enfrentados pela Microsoft no desenvolvimento da 
captura de voz do Kinect era o fato de o sistema de microfones ter que captar sons a 
até três metros de distância enquanto, simultaneamente, evita toda uma série de 
ruídos do ambiente. Para resolver o problema, a Microsoft visitou 250 casas com 16 
microfones, a fim de determinar qual seria a melhor posição para o microfone. 
 
O resultado colocou quatro microfones, um na esquerda e três na direita — a 
propósito, a distribuição de microfones é o único motivo para que o aparato seja tão 
largo. O sistema também foi “educado” para evitar ruídos vindos de home theaters, 
enquanto que um software chamado “Beam Forming” se encarrega de criar um 
“envelope de som” à sua volta — focando-se na sua voz enquanto ignora, por 
exemplo, familiares tagarelando em volta. 
 
No mais, o microfone sempre ativo do Kinect vem preparado para reconhecer 
diversas línguas e dialetos — conseguido através de centenas de horas de diálogos 
com atores de diversas nacionalidades. 
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3.6.  Bibliotecas e API’s 
 
Nesta seção, serão abordadas as API’s OpenCV e EmguCV, esta última, destinada 




OpenCV (Intel Open Source Computer Vision Library) é o nome dado a uma 
biblioteca de código aberto, na qual, inclui uma coleção de poderosas ferramentas 
destinadas ao desenvolvimento de aplicativos na área da Visão Computacional.  
 
O OpenCV é totalmente livre para uso acadêmico e comercial, sendo desenvolvida 
pela Intel no ano de 2000, e destinada para o uso em aplicações de tempo real no 
campo da visão computacional. Desenvolvida originalmente na linguagem de 
programação C/C++, ela é portável para todas as plataformas de sistemas 
operacionais. Seu código fonte está disponível para que usuários possam alterá-lo, 
adequando-o a uma eventual necessidade particular. Possui módulos de 
processamento de imagens e vídeo, estrutura de dados, álgebra linear, interface 
gráfica do usuário (GUI), controle de mouse e teclado, além de mais de mais de 
2500 algoritmos, muitos dos quais são considerados estado da arte, tais como 
segmentação, reconhecimento de faces (método Viola e Jones), aprendizado de 
máquinas, filtragem de imagens, rastreamento de movimento, entre outros métodos 
(DINIZ et al. 2013). 
 
A biblioteca OpenCV é composta de funções para processamento de imagens e 
vídeos, entrada e saída de dados, estrutura de dados, álgebra linear, interface 
gráfica básica do usuário com sistema independente de janelas, controle de teclado 
e mouse, além de centenas de algoritmos destinados a área de visão 
computacional.  
 
Dentre suas muitas funções, encontra-se a implementação da técnica de Viola e 
Jones (VIOLA & JONES, 2001; VIOLA & JONES, 2004), para detecção de faces, e 
uma implementação da técnica PCA para reconhecimento de faces, ambas 
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utilizadas neste estudo.  
 
Os principais módulos da biblioteca OpenCV são:  
 
 cv: contempla as funcionalidades e algoritmos destinados a visão 
computacional;  
 cvaux: contempla os algoritmos destinados a área de visão computacional 
que ainda estão em fase experimental;  
 cxcore: módulo de estruturas de dados e álgebra linear;  
 highgui: módulo de controle de interface e dispositivos de entrada;  
 ml: módulo de Machine Learning. Trata-se de um conjunto de classes e 
funções para a classificação estatística, clustering, etc;  
 cvcam: módulo portável para processamento de vídeo digital de câmeras;  
 ed: trata-se de um manual de estrutura de dados e operações.  
 




Figura127: Principais Módulos da Biblioteca OpenCV 






O Emgu CV é um wraper (“tradutor”) para a plataforma .Net da biblioteca de 
processamento de imagem Intel OpenCV. Utilizando o Emgu CV podem-se utilizar 
funções OpenCV a partir de linguagens .NET tais como C#, VB, VC++, etc. O wraper 
pode também ser compilado em Mono e executado em Linux ou MacOS. O OpenCV 
(Open Source Computer Vision Library) é uma biblioteca vocacionada para o 
desenvolvimento de aplicações na área de Visão Computacional que foi 
desenvolvida originalmente pela Intel, em 2000. É uma biblioteca multiplataforma, de 
uso livre (modelo de licença da BSD Intel). O OpenCV possui módulos de 
processamento de imagens e vídeo I/O, estrutura de dados, Álgebra Linear, interface 
gráfica do utilizador com sistema de janelas independentes, controlo de rato e 
teclado, etc. Possui também além de mais de 350 algoritmos de Visão 
Computacional, tais como filtros de imagem, calibração de câmera, reconhecimento 
de objetos, análise estrutural,  entre outros. O seu processamento é de tempo real e 
seu desenvolvimento surgiu com base nas linguagens de programação C/C++. A 








4.  TRABALHOS RELACIONADOS AO USO DO KINECT 
 
As primeiras câmaras de captura 3D existentes existente no mercado eram muito 
caras, fazendo com que o interesse na investigação e no desenvolvimento de 
algoritmos para análise desse tipo de dados fosse limitada. Fato este mudou 
radicalmente com o lançamento do dispositivo Kinect, pois com o seu surgimento 
houve um aumento na investigação de novos tipos de algoritmos (PANIAGUA, 
2011). Inicialmente o Kinect foi desenvolvido pela Microsoft com o propósito apenas 
de interação com o console Xbox 360 sem a necessidade de qualquer tipo de 
comando físico, apenas utilizando o próprio corpo do utilizador como comando. O 
seu surgimento no mercado levantou grande interesse por parte da comunidade 
científica devido às suas grandes vantagens e potencialidades aliadas a um baixo 
custo na aquisição do dispositivo. 
 
4.1. Exemplos de Aplicação Prática 
 
Alguns trabalhos relacionados ao uso do dispositivo Kinect foram surgindo com o 
tempo dando espaço a alguns projetos interessantes apresentados a seguir: 
 
4.1.1. Software de Deteção de Gestos Desenvolvido pelo 
MIT CSAIL 
 
Criado pelo laboratório Computer Science and Artiﬁcial Intelligence Laboratory 
(CSAIL) do Massachusetts Institute of Technology (MIT), este projeto consiste num 
software para detecção de gestos, que utiliza apenas o Kinect, não sendo 
necessário o uso de nenhum outro recurso adicional que facilite o processo. O 
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software usa o driver libfreenect para a comunicação do Kinect com o sistema 
operacional Linux, a interface gráﬁca e o software de detecção utilizam 
principalmente a biblioteca PCL, que faz parte do pacote de robótica ROS 
desenvolvido pela Willow Garage. O software é capaz de distinguir as mãos e dedos 
numa nuvem de mais de 60.000 pontos (ver Figura 28), a 30 Frames Por Segundo 
(FPS), permitindo uma interação natural e em tempo real (KAELBLING, 2013). 
 
Figura128: Software de detecção de Gestos Desenvolvido pelo MIT CSAIL 




Outro projeto composto também por elementos do MIT em parceria com 
Universidade de Washington e a Intel Labs Seatle é o “Visual Odometry For GPS-
Denied Flight And Mapping Using A Kinect”, que torna possível a navegação 
autónoma de uma espécie de helicóptero, designado por quadrotor (HUANG et al., 
2013). Isto é conseguido através de um sistema de odometria visual em tempo real 
que utiliza o Kinect para fazer uma estimativa rápida e ﬁel da trajetória 3D do 
veículo. O sistema é executado a bordo do veículo e as estimativas têm um atraso 
suﬁcientemente baixo, tornando possível o controlo do quadrotor utilizando apenas o 
Kinect e a Inertial Measurement Unit (IMU) onboard. Isto permite uma total 
autonomia de voo 3D em ambientes desconhecidos sem acesso a suporte GPS. 
Notavelmente, o quadrotor não necessita de um sistema de motion capture ou 
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outros sensores externos, já que todos os sensores e toda a computação necessária 
para o controlo da posição local é realizada a bordo do veículo (HUANG et al., 
2013). 
4.1.3. Akihiro Eguchi 
 
Akihiro Eguchi escreveu uma tese em que o seu objetivo consistia em combinar o 
sensor Kinect com técnicas de Machine Learning para implementar um modelo de 
reconhecimento de objetos (EGUCHI, 2011). A principal inovação em relação aos 
modelos já existentes é o uso da ideia de função do objeto. A abordagem feita por 
Eguchi consiste em dois passos principais: o reconhecimento da forma e o 
reconhecimento da função. Para o reconhecimento da forma do objeto foi utilizado o 
algoritmo K-nearest neighbor. Para o reconhecimento da função foi necessária a 
criação de um programa para o reconhecimento de atividades humanas, que 
também recorria ao K-nearest neighbor para o processo de aprendizagem de cada 
atividade. A implementação do modelo uiliza a informação recolhida a partir de dois 




Também a nível nacional existem casos interessantes, um desses é o projeto wi-GO. 
Este projeto é da autoria de Luís Carlos Matos, na altura aluno de Engenharia 
Informática na Universidade da Beira Interior, e consiste num dispositivo autônomo 
composto por um Kinect e um computador portátil, que fazem com que este 
dispositivo siga, por exemplo um utilizador em cadeira de rodas. Desta forma torna-
se possível a pessoas com mobilidade reduzida conseguir ir mais comodamente às 
compras, visto que estas vão ser transportadas de forma autônoma, dinâmica e 





Figura129: Dispositivo wi-GO  
Fonte: Projeto WIGO (2013). 
 
Como descrito no seu site oﬁcial, outro cenário de aplicação do wi-GO é o ambiente 
industrial onde, por exemplo, poderá ser programado um dispositivo para transportar 
objetos entre seções de uma empresa ou para seguir certo funcionário em uma rota 
(WIGO, 2013). O autor deste projeto não oferece muitos detalhes técnicos sobre a 
forma interna de funcionamento do wi-GO, mas os resultados apresentados 
mostram ser uma solução com grande qualidade e sofisticação. 
 
4.2. Trabalhos Relacionados ao Uso do Kinect 
Relacionado para o Reconhecimento Facial 
 
Atualmente, as capacidades do Kinect relacionadas com reconhecimento facial têm 
sido exploradas das mais diversas maneiras, tanto pelo mundo acadêmico, 
empresarial ou mesmo por utilizadores curiosos. De seguida, vamos abordar duas 




O Faceshift é uma ferramenta utilizada em projetos de animação e reconhecimento 
facial em tempo real, que faz um trabalho excelente na replicação dos movimentos 
faciais com um atraso quase imperceptível. É uma aplicação interessante que pode 
ter muitas aplicações diferentes, especialmente na indústria cinematográfica e na 
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dos videojogos. Usa uma câmara 3D, como por exemplo o Kinect, para mapear as 
características faciais e capturar cada movimento executado pela cabeça, 
conseguindo mostrar toda esta informação através de um avatar. Consegue também 
acompanhar a orientação do olhar e da pose da cabeça, tornando as personagens 
mais realistas. Para um melhoramento do resultado final, é ainda possível um 
aperfeiçoamento off-line na fase de edição, que aumenta ainda mais a precisão do 
reconhecimento (FACESHIFTt, 2013). 
 
4.2.2. Kinect – Innovative Face Recognition System 
 
Este projeto teve como principal objetivo a criação de um sistema de 
reconhecimento de características faciais. O sistema proposto foi estruturado de 
forma a poder ser usado como uma framework independente e de fácil utilização, 
sendo facilmente expansível (possibilitando a adição de novas funcionalidades) e 
com um grau de precisão suﬁciente para que os resultados fossem bastante reais e 
eﬁcazes. Foi dada atenção a escalabilidade do sistema, utilizando-se de boas 
práticas da engenharia de software como design patterns (MARTINS, 2013). 
 
Para o desenvolvimento deste sistema, foi adotado o dispositivo Kinect da Microsoft 
em conjunto com a biblioteca de visão computacional OpenCV. O Kinect foi 
escolhido devido essencialmente ao seu SDK bastante completo, à qualidade da 
captura dos dados e à sua grande comunidade de utilizadores, onde facilmente se 
pode encontrar suporte para eventuais problemas. A escolha do OpenCV deve-se 
igualmente à sua grande comunidade e aos seus algoritmos e classiﬁcadores. Entre 
eles foram destacados os classiﬁcadores como o Cascade e os algoritmos como o 
Eigenface (MARTINS, 2013). 
 
Como pontos positivos desse sistema o autor realça a utilização da framework e a 
sua capacidade em identificar diferentes tipos de utilizador com um bom grau de 





5.  METODOLOGIA 
 
Metodologia é conceituada por Vergara (2009) como “um caminho, uma forma lógica 
de pensamento”. Demo (1995, p.11) conceitua metodologia como o “estudo dos 
caminhos, dos instrumentos usados para se fazer ciência. É uma disciplina 
instrumental a serviço da pesquisa”. 
 
Com a intenção de construir uma solução de software de baixo custo que favoreça o 
desenvolvimento de um mercado voltado para o conceito de computação visual e 
processamento de imagens, será aplicada uma pesquisa experimental, com base 
em prova de conceito. “A pesquisa experimental caracteriza-se por manipular as 
variáveis relacionadas com o objeto de estudo. Neste tipo de pesquisa, a 
manipulação das variáveis proporciona o estado da relação entre causas e efeitos 
de determinado fenômeno” (RAMPAZZO, 2005). Segundo Cervo, Bervian e Silva 
(2006) o método de experimentação é o conjunto de processos utilizados para 
verificar as hipóteses, sendo a hipótese, o estabelecimento de uma relação de causa 
e efeito ou de antecedente e consequente entre dois fenômenos. ”Convém 
esclarecer que a pesquisa experimental não se resume a pesquisas de laboratório, 
assim como a descritiva não se resume a pesquisa de campo” (CERVO; BERVIAN; 
SILVA, 2006). 
 
Conforme dito por Juristo e Moreno (2010) a experimentação em engenharia de 
software é importante pelo fator social da mesma, onde os métodos, ferramentas e 
paradigmas são influenciados por experiência, conhecimento e capacidade do 
usuário. Assim, uma diferença importante entre a engenharia de software e outras 
engenharias é a importância do elemento humano. Segundo Travassos, Gurov e 
Amaral (2002) novas ferramentas, métodos e linguagens não deveriam ser apenas 
publicados, sugeridos ou apresentados para venda sem antes passar por um 
processo de experimentação e validação. A abordagem mais apropriada para a área 
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de engenharia de software é o método experimental, que considera a proposição e 
avaliação do modelo com estudos experimentais (TRAVASSOS; GUROV; AMARAL, 
2002). O método cientifico pode ser utilizado por exemplo, para entender como o 
software está sendo desenvolvido por uma empresa, de forma que a ferramenta 
possa ser utilizada para automatizar o processo e um outro exemplo poderia ser a 
comparação de desempenho entre uma ferramenta e outra. 
 
Quanto a natureza na qual, a pesquisa será aplicada, que segundo (CASARIN e 
CASARIN (2012), haverá um interesse em adquirir novos conhecimentos, porém 
orientada para a aplicação prática. Este tipo de pesquisa, apesar de ligado a prática, 
não pode deixar de incluir uma reflexão teórica (MASCARENHAS, 2010). 
 
A abordagem do problema será qualitativa, que segundo Mascarenhas (2010) é o 
tipo de pesquisa que se faz quando se deseja descrever o objetivo do estudo com 
mais profundidade, apresentando assim estudos descritivos. “O objetivo de uma 
pesquisa qualitativa envolve a descrição de certo fenômeno, caracterizando sua 
ocorrência e relacionado-o com outros fatores” (CASARIN; CASARIN, 2012). Neste 
tipo de pesquisa a quantificação dos objetos estudados não é priorizada. Há também 
uma preocupação de descrever sua ocorrência em modelos que não são empíricos, 
utilizando-se de modelos contextuais variados. Desta forma a pesquisa tem o 
objetivo relacionado ao contexto no qual o objeto pesquisado está inserido. Também 
existe a preocupação em fazer associações entre as variáveis que estão englobadas 
no contexto que está sendo pesquisado (CASARIN; CASARIN, 2012). 
 
Abaixo estão listados os procedimentos metodológicos para atingir os objetivos: 
 
1. Será realizada uma extensa pesquisa bibliográfica a procura de ontologias 
(mapas conceituais) para a representação de software. 
 
2. A partir da pesquisa bibliográfica deseja-se saber com quais tecnologias e 
métodos os autores de trabalhos relacionados estão conseguindo os 
resultados, e também será feita uma busca por outros trabalhos que possam 




3. Construção do arcabouço conceitual para a criação do protótipo de Software 
de reconhecimento facial para registro eletrônico de ponto. 
 
4. Construção de algoritmos básicos de captura e registro das informações 
geradas pelo sensor Kinect. 
 
5. Construção de uma base de dados local com informações capturadas pelo 
sensor Kinect. 
 
6. Realização de experimentos práticos com o objetivo de identificação de 
pessoas através de dados fornecidos pelo sensor kinect. 
 
7. Prova de conceito para verificar se o arcabouço proposto atende o problema 
inicialmente encontrado. 
 
5.1.  Arcabouço Conceitual 
 
Este projeto tem como objetivo o desenvolvimento de um protótipo de software de 
reconhecimento facial capaz de realizar o registro ou marcação eletrônica de ponto 
dos funcionários de uma empresa, utilizando de algoritmos de detecção e 
reconhecimento responsáveis pela extração de características da face de indivíduos 
baseado no uso do dispositivo kinect como ferramenta de captura e coleta de dados. 
  
O processo de criação e desenvolvimento do projeto começa com a identificação do 
problema relacionado ao desenho da solução. Características específicas como o 
reconhecimento e identificação de padrões de imagem serão melhor avaliadas. O 
algoritmo de Viola & Jones será o modelo utilizado na implementação e os requisitos 
da aplicação serão avaliados para que esteja de acordo com o modelo de proposta 
apresentado. 
 
A arquitetura conceitual, mostrada na figura 30, tem como objetivo identificar os 
principais componentes que irão fazer parte do sistema, sem aprofundar nos 
detalhes de especificação da interface. Com esta arquitetura será possível o 
desenvolvimento da solução, que terá como objetivo final um modelo de software de 
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reconhecimento facial de baixo custo aplicado ao processo de marcação e registro 
eletrônico de ponto. 
 
 Estação de Captura e Reconhecimento da Face 
 Registro do Ponto Eletrônico 
 
Figura130: Arquitetura Conceitual do Projeto 
Fonte: autor do Trabalho (2014) 
 
Abaixo estão descritos os passos necessários para operação do sistema proposto: 
 Passo 01: Captura da face do individuo; 
 Passo 02: Reconhecimento e identificação da face do indivíduo (anexo a esta 
etapa estão os passos necessários para a extração das características da 
imagem da face do indivíduo); 
 Passo 03: Valida a identificação do indivíduo, tira a foto e registra o ponto; 
 Passo 04: Envia uma confirmação por e-mail. 
  
Este estudo se aplica como requisito parcial na elaboração de um protótipo de 
software para a detecção de faces utilizando o modelo proposto por Viola e Jones 
(VIOLA & JONES, 2001; VIOLA & JONES, 2004) baseado em filtros de Haar em 
cascata (FERNANDEZ & WILSON, 2006). Tal protótipo fará uso da biblioteca 
EmguCV (2010), que é uma plataforma em .NET para a biblioteca OpenCV na qual, 
permite que se invoquem as funções do OpenCV nas linguagens compatíveis 
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com.NET como C#, VB, VC++, etc (EMGUCV, 2010). 
 
O primeiro passo do projeto será compreender o Kinect e sua SDK, fornecida pelo 
fabricante, verificando as suas capacidades e limitações. Esta etapa envolve gerar 
algoritmos básicos de captura e registro das informações geradas pelo sensor 
Kinect. Nesta etapa realizar-se-á inúmeros testes do dispositivo, verificando sua 
funcionalidade em ambiente com diferentes condições de luminosidade. Nos testes 
realizados também será verificado o seu funcionamento com diferentes indivíduos. 
 
Na segunda etapa, será gerada uma base de dados local com informações 
capturadas pelo Kinect. Para auxiliar no processo de captura das informações, serão 
realizados experimentos práticos com o objetivo de identificação de pessoas através 
dos dados fornecidos pelo Kinect os quais, deverão ser armazenados pelo sistema 
ao longo de diferentes ciclos ou períodos do dia. Os experimentos irão permitir que 
os dados coletados sejam úteis para a biometria, de forma a permitir uma futura 
expansão do trabalho realizado. 
 
Durante a etapa de experimento ficará estabelecido que para cada imagem 
adquirida da face de uma pessoa, um novo arquivo com extensão .jpeg ou .bmp 
será gerado, o qual, representará a foto daquela pessoa. Esse arquivo será 
representado pela imagem do rosto da pessoa capturada em cena através do sensor 
Kinect. Todos os arquivos de imagem de faces capturados pelo sensor kinect 
deverão ser armazenados em uma pasta do sistema compondo a base de dados de 
imagem do sistema. 
 
O modelo de protótipo proposto neste estudo consiste em verificar as características 
específicas da face de uma pessoa a partir de imagens armazenada pelo sistema. 
Para o processo de reconhecimento e identificação facial, será necessário ter pelo 
menos uma imagem da face de uma pessoa cadastrada na base do sistema 
possibilitando assim, o seu reconhecimento. Ao executar a aplicação proposta neste 
estudo, a câmera instalada no sensor Kinect será ativada e a imagem do usuário 
será capturada. Uma vez inicializada a câmera do dispositivo, o aplicativo fará o 
resto para si, capturando, identificando e armazenando as faces detectadas em 
miniatura, no formato.bmp ou .jpg, dentro da pasta TrainedFaces do sistema. 
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A biblioteca OpenCV utilizada nesse projeto, já possui uma implementação do 
método explicado, bem como um filtro em cascata treinado para detectar faces. Para 
a manipulação e ajuste desse método, a função responsável do OpenCV possui 
alguns parâmetros que devem ser passados, entre eles encontram-se: fator de 
escala para a janela, o número mínimos de vizinhos, o menor tamanho possível para 
cada face e a opção de procurar faces em áreas que provavelmente elas não 
existem. 
 
A função haarcascade é utilizada para o reconhecimento da face e das 
características do indivíduo, que são arquivos .xml com os padrões pré reconhecidos 
de uma face, tais como boca, nariz, olhos, dentre outras; e não há necessidade de 
fazer um haarcascade para cada indivíduo, pois todos os seres humanos possuem 




Figura131: Detecção de faces com o 
parâmetro de vizinhos igual a zero (0). 
 




Figura 132: Detecção de faces com o 
parâmetro de vizinhos igual a zero (0). 
 
Fonte do autor (2013). 
 
O fator de escala da janela é responsável pelo crescimento que a janela recebe em 
cada ciclo de passagem pela imagem, assim, para um valor de 1,1, a janela cresce 
10% (dez porcento) em cada ciclo. Para um valor de 1,2 cresceria 20% (vinte 
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porcento) o que resultaria em menos janelas a serem verificadas e que resulta em 
um menor tempo de processamento porém uma maior chance de se perderem 
faces. 
 
O número mínimo de vizinhos serve para resolvermos o problema apontado pela 
figura 31 retirada de (SUAREZ & MURPHY, 2012) e figura 32. Neste caso, o valor 
adotado foi zero, o que mostrou todas as regiões da imagem que o detector julgou 
serem faces. Normalmente, o local onde realmente existe uma face recebe diversas 
marcações que se sobrepõem. Então, para obtermos um resultado mais adequado, 
utiliza-se esse parâmetro para definir o número mínimo de regiões sobrepostas 
necessárias para que uma face seja retornada. 
 
O parâmetro do menor tamanho possível para cada face é utilizado para definirmos 
um tamanho mínimo para a face ser encontrada diferente do padrão pelo qual o filtro 
em cascata foi treinado, que em geral é de 20×20 ou 24×24 pixels. Assim, podemos 
determinar que apenas faces de tamanhos maiores sejam encontradas com a 
intenção de que não se perca tempo de processamento tentando detectar faces que 
não interessam para a aplicação que o sistema esteja sendo desenvolvido. 
 
O último parâmetro permite evitar a procura de faces em áreas que provavelmente 
elas não existem. Isso também é útil para evitar que se perca tempo de 
processamento em áreas que, após a passagem de um detector de bordas na 
imagem, acredita-se que não existam faces. 
 
Após implementar o método proposto, diversos ajustes serão necessários para 
maximizar seu desempenho.  Os parâmetros da função do OpenCV do algoritmo de 
Viola e Jones (VIOLA & JONES, 2001; VIOLA & JONES, 2004) sofrerão variações  
para melhor desempenho combinando-se a função específica com outras etapas de 
processamento da imagem antes de sua detecção, como o aumento e a diminuição 






Visando atingir os objetivos propostos apresenta-se um cronograma de atividades que serão executadas durante os próximos 
meses. Estas atividades estão ilustradas na tabela 1. 
 
Fase Jan/14 Fev/14 Mar/14 Abr/14 Mai/14 Jun/14 Jul/14 Ago/14 Set/14 Out/14 
 Revisão Bibliográfica       
       
 Compreender os Algoritmos de Detecção de Face       
       
 Compreender o Kinect e sua SDK       
       
 Gerar Algoritmos 
  
    
      
 Implementar Protótipo 
  
          
   
 Testar Protótipo 
     
    
   
 Gerar base de dados de Imagem 
      
    
  
 Revisão da Dissertação                   
 
 Defesa da Dissertação 
         
  
 






6. EXPERIMENTOS E RESULTADOS 
 
Serão realizado em fase posterior a implementação do projeto... 
Capítulo 7 
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