The notion of a p-adic superspace is introduced and used to give a transparent construction of the Frobenius map on p-adic cohomology of a smooth projective variety over Z p (the ring of p-adic integers), as well as an alternative construction of the crystalline cohomology of a smooth projective variety over F p (finite field with p elements).
Introduction
If X is a smooth projective variety over Z or, more generally, over the ring of p-adic integers Z p one can define the Frobenius map on the de Rham cohomology of X with coefficients in Z p [1] . This map plays an important role in arithmetic geometry (in particular it was used in the Wiles' proof of Fermat's Last Theorem); recently it was used to obtain interesting results in physics [4, 5] . However, the construction of this map is not simple, the usual most invariant approach is based on the consideration of the crystalline site [1] . In any variation one uses the notion of a DP-ideal, that is an ideal I in a ring A with the key property that for x ∈ I, x n /n! makes sense. To be precise, one assumes the existence of operations γ n : I → A, for n ≥ 0, that mimic the operations x → x n /n! and satisfy the same conditions (for instance n!γ n (x) = x n ). The ring A is then called a DP-ring (DP stands for divided powers), and a DP-morphism is a ring homomorphism compatible with the DP-structure.
The advantage of the crystalline cohomology ( [3] is a good review) of a scheme X over F p = Z p /pZ p is that the coefficients of the theory are in Z p , though the original X was defined over F p . Furthermore the action of the Frobenius endomorphism exists in this theory. DP neighborhoods play an essential role essential in defining crystalline cohomology; roughly speaking a DP neighborhood X of Y in X is described locally by a pair (B,Î) where B is the ring of functions on X andÎ is the ideal of the subvariety X, the important requirement is thatÎ is in fact a DP ideal. However, to construct crystalline cohomology and to analyze its relation to de Rham cohomology some technical problems must be overcome. We will show that using the ideas of supergeometry we can make the exposition less technical, but still completely rigorous. (Idea: Grassmann rings have divided powers naturally and at the same time there are enough of them to "feel" the entire DP neighborhood.) Thus in an appropriate (Grassmann) setting the standard notion of infinitesimal neighborhood replaces the DP envelope.
To summarize, the goals of this paper are as follows. Use supergeometry to give an alternative definition of crystalline cohomology of a smooth projective variety over F p . And secondly, to define the canonical lifting of the action of Frobenius to the usual de Rham cohomology of a smooth projective variety over Z p . Our construction of the Grassmann neighborhood may also be applied in the case when X is not smooth over F p , in this case however it is not likely that our cohomology coincides with the crystalline. However, the crystalline cohomology is known not to give good answers in the non-smooth (over F p ) case anyway, see [8] for a better cohomology. By playing with our definitions it may be possible to create a theory that gives good results in the non-smooth case.
Our considerations are based on the notion of a p-adic superspace defined as a covariant functor on an appropriate subcategory of the category of Z palgebras. It seems that this notion is interesting in itself; one can hope that it can be used to introduce and analyze "p-adic supersymmetry" and "p-adic superstring" making contact with the p-adic B-model of [4] and p-adic string theory (see [2] for a review).
The notion of a p-adic superspace that we use is very general; it is impossible to obtain any significant results in such generality. In all of our examples however, we consider functors defining a superspace that are prorepresentable in some sense. We sketch the proof of this fact in the Appendix and show how to use it to get a more conceptual derivation of some of our statements.
Let us note that a lot of what follows does not work for the even prime and so we omit that case by default. Some modifications designed to allow for the even prime are mentioned in Sec. 4.2.
Finally, when we say functor, by default we mean a covariant functor.
Category Λ
Consider the local ring Z p with the maximal ideal pZ p (it is a DP ideal since p n /n! which is obviously in Q p is actually in Z p because ord p n! ≤ n). Our main object is the category Λ.
Definition 2.1. Let Λ be the category with objects that are rings of the form Λ B := B ξ 1 , ..., ξ n /ξ i ξ j = −ξ j ξ i where B is a finitely generated commutative ring such that p is nilpotent. We further require that B/pB have no nilpotent elements. Note that Λ B = Λ 0 B ⊕ Λ 1 B is Z/2Z graded. The morphisms are parity preserving homomorphisms. 1 Remark. It is possible to tweak the definition of Λ somewhat without changing anything in the present paper. First, trivially, one can demand only that Λ B is freely and finitely generated over B by odd generators (the conditions on B remain); this gives an equivalent category, however it removes the explicit dependence on coordinates. Secondly, one may enlarge the category by allowing super-commutative rings that admit an appropriate grading, see the remark following Theorem 2.2.
Denote by Λ + B the ideal in Λ B generated by ξ 1 , ..., ξ n . Notice that Λ contains the category of F p -algebras without nilpotent elements as a full subcategory, and there is a retraction onto it that sends Λ B to Λ B /(pB + Λ
The main reason for considering Λ is that its objects have divided powers naturally. Namely we have the following Theorem. Theorem 2.2. For every Λ B ∈ Λ, pB + Λ + B ⊂ Λ B is naturally a DP ideal, i.e. there are operations γ n : pB + Λ + B → Λ B that satisfy the axioms in [1] . Furthermore, any morphism in Λ preserves this structure automatically.
, this follows from the observation that p n /n! ∈ Z p . Now suppose that e ∈ Λ
0+
Zp[x i ] , let e = e 1 +...+e k where e i are even and of the form 1 The requirement that p be nilpotent is necessary to allow for evaluating infinite series at elements pb with b ∈ B. The lack of nilpotent elements in B/pB ensures that if A → ΛB is any morphism and I ⊂ A is a nilpotent ideal, then I is carried to pB + (ξi)ΛB by the morphism. A typical example of such B is Z/p n Z.
f i ξ i 1 ...ξ is , i.e. write e as the sum of monomials in ξ i s. Notice that e n i = 0 if n > 1. So that
] with e even and o odd. Then x n = (e + o) n = e n + ne n−1 o and we are done.
Since γ n satisfy the axioms for a DP structure we obtain in this way a DP structure on the pair (Λ Zp[
We conclude that Λ B inherits a DP structure on pB + Λ + B . Next we observe that the DP structure obtained as above does not depend on a particular representation of B as a quotient of a polynomial algebra. Namely, if we represent B as Z p [y j ]/J and obtain a DP structure on Λ B in that way, then the identity map on Λ B lifts to a homomorphism from Λ Zp[
is free) that is automatically compatible with DP structure (since γ n is just x n /n!). Because the projections to Λ B are DP compatible by definition, the identity map is DP compatible as well.
If Λ B → Λ C is any morphism then it lifts to a morphism of the free algebras that cover Λ B and Λ C as above. The lifting is again automatically compatible with DP structure, ensuring that Λ B → Λ C is a DP morphism.
Because of the nature of our definition of DP structure on Λ B we use the more suggestive x n /n! instead of the more accurate γ n to denote the DP operations. As we have shown above the symbol x n /n! is functorially defined for elements of the ideals pB + Λ
Remark. Note that a sufficient condition on J for Λ Zp[x i ] /J to inherit a DP structure is that it be a ξ-homogeneous ideal, i.e. J = α J ∩Z p [x i ]ξ α , where α is a multi-index. An example used in the Theorem above is J = I[ξ j ]. Therefore we may consider a larger version of the category Λ that contains quotients of Λ Zp[x i ] s by ξ-homogeneous Js, i.e. super-commutative rings that admit a ξ-grading, with the usual for Λ requirements on the degree 0 part.
This ideal is functorial, however it is not clear why it should have any DP structure. Various conditions may be imposed to ensure this. The previous remark is an example.
Superspaces, neighborhoods and Frobenius
We would like to base our definition of a p-adic superspace on the notion of a functor from Λ to Sets, the category of sets. Since we are interested in studying geometric objects, we would like to impose conditions that would make the functor "local", the easiest way to do it is through the notion of the body of a p-adic superspace. A more familiar object, the purely even superspace, is obtained by requiring that the functor factors through Λ 0 , the category with objects of the form Λ 0 B . We have the usual functors A n and P n , where
Note that these are purely even. More generally we can define the superspace
A further generalization that we will need is
One can also define
× but we will not need it.
Remark. The most important cases from the above are
they are the main building blocks for the theory in this paper.
Definition 3.4.
A function on a p-adic superspace X is a natural transformation from X to the superline A 1,1 .
Considering all natural transformation from X to the superline A 1,1 we obtain the set of functions on X. It is easily seen to be a ring by observing that the functor A 1,1 takes values in the category of supercommutative rings.
A very versatile notion that we will need is that of a restriction of a p-adic superspace Y to a subvariety Z (it need not be open or closed) of its body. It is the maximal subsuperspace of Y with body Z. More precisely we have the following definition. Y
Consider the following "local" analogue of functions on X. There is no reason to expect that the pre-sheaf O X is a sheaf in general. Thus the usual thinking about functions in terms of coordinates is not advised. However, it is a sheaf for all the superspaces that we consider in this paper. If one wants a more general setting in which O X is a sheaf, one should consider prorepresentable superspaces as defined in the Appendix. Definition 3.7. Denote by R y 1 , ..., y k the ring with elements of the form 2 We call R y 1 , ..., y k the ring of power series with divided powers. 
] has no nilpotent elements). Here x i are even and ξ i are odd. Thus the functions are
i.e. of the form I,J≥0 a I,J x I ξ J with a I,J → 0 ∈ Z p as I → ∞. The case of A 0|k,0 is not as trivial, the issue is that it is "pro-represented" by
The proof of this case is postponed until Corollary 4.9.
Definition 3.9. Given a variety X over Z or Z p (which can be viewed as a functor from the category of commutative rings to Sets or from Z prings to Sets) we can define the associated p-adic superspace by setting X(Λ B ) = X(Λ 0 B ). Note that information is lost in passing from the variety to its associated superspace. More precisely, X and its p-adic completion will have the same associated superspace. This is best illustrated by considering the functions on A n . As a variety over Z p its functions are by definition Z p [x 1 , ..., x n ], however when considered as a p-adic superspace one gets the much larger
of functions. Observe that the functions on the purely odd affine space A 0,m do not change. The crucial point for us is the metamorphosis that the functions on A 0|1,0 undergo, as we pass from considering it as a variety over
) to the associated superspace; they transform from power series to divided power series. It is this observation that motivates the present paper.
One of the most important notions of this paper is that of the infinitesimal neighborhood of one p-adic superspace inside another. It is meant to replace the DP-neighborhood.
Suppose that X ⊂ P n over F p is a possibly non-smooth scheme. We want to define the notion replacing that of a DP neighborhood of X in P n . We do this as follows. The inclusion of schemes over F p gives rise to a subvariety X of the body of the p-adic superspace P n , use the same notation as above, namely X to denote P n | X , this is the infinitesimal neighborhood of X that behaves much better than X itself. We might call it the DP neighborhood, Grassmann neighborhood, or simply the infinitesimal neighborhood of X in P n .
We have the usual action of the Frobenius map F r on the p-adic superspace P n via raising each homogeneous coordinate to the pth power. The restriction of F r to the body of P n preserves X therefore we have an action of F r also on X.
De Rham cohomology of superspaces
Let us briefly review de Rham cohomology from the point of view of superspaces. 
We remark that in our examples Ω X/Zp is a sheaf. In general to ensure this one may require that X is prorepresentable in the sense of the Appendix.
Note that it is easy to see from the definitions that DR Zp (−) is a contravariant functor from the category of superspaces to the category of graded Z p -modules. Thus any endomorphism of X induces an endomorphism of DR Zp (X). In this section we are concerned with describing explicitly the functions on pt. This is the key step in the subsequent cohomology computations. A more category theory minded reader may wish to visit the Appendix before going any further.
Functions on pt
One sees immediately from the definitions that
B . It is our old friend A 0|1,0 , and has a subfunctor that we will denote by pt 0 , it is defined by pt 0 (Λ B ) = Λ 0+ B .
4 These definitions become more transparent when one thinks of ΠT X as the superspace parameterizing the maps from A 0,1 to X.
It is the functions on pt 0 , i.e natural transformations to A 15 that we describe first. Let f be one such transformation, our intention is to show that for w ∈ Λ 0+ B , we have that f (w) = ∞ i=0 a i w i /i! with a i ∈ Z p determining f . First we need a Lemma.
Proof. We proceed by induction on k. If k = 0 then w = 0 and so by functoriality of f , f (w) ∈ Z p /p N Z p , define a 0 to be f (w) and we are done.
Assume that the Lemma is true for k ≤ n. Let k = n + 1,
and setting f (w) = I a I ξ I consider ξ I = ξ j 1 ...ξ j 2i . Note that by functoriality i ≤ k, and if i = k then there is only one such ξ I , denote its coefficient by a i (we have now defined a n+1 ). If i < k define a map φ from Λ Zp/p N Zp to itself by sending ξ js to ξ s and the rest of ξ's to 0.
..ξ 2i−1 ξ 2i by the induction hypothesis and φ(f (w)) = ...+a I ξ 1 ξ 2 ...ξ 2i−1 ξ 2i , so that a I = a i .
If ξ I = x s 1 ...x s i then φ(w) has fewer than i summands yet is of the form ξξ + ... + ξξ so that we may use the induction hypothesis to conclude that the top degree of f (φ(w)) is less than 2i whereas φ(ξ I ) = ξ 1 ξ 2 ...ξ 2i−1 ξ 2i has degree 2i, so that a I = 0.
So
i=0 a i w i /i!, and we are almost done. Namely, we demonstrated that any function f , when restricted to w ∈ Λ 0+ Zp/p N Zp can be written as a DP polynomial with coefficients in Z p /p N Z p of degree at most k. However, it is immediate that such an expression is unique, since w i /i! for i = 0, ..., k form a basis of the free
By functoriality of f we obtain, by considering the above Lemma for all N , that the coefficients a i are given for all N by the images under the natural projection of a i ∈ Z p . 5 Here we do not need A 1,1 as everything is purely even. 6 The ai are defined inductively in the proof. Proof. Let e ∈ Λ 0+ B , e = i b i e i1 e i2 where e ij are odd monomials in ξ's. Let p N B = 0. Define a map ϕ from Λ Zp/p N Zp to Λ B by Z p /p N Z p → B being the structure morphism, and ξ 2i−1 → b i e i1 and ξ 2i → e i2 , so that w = i ξ 2i−1 ξ 2i → e. So f (e) = f (ϕ(w)) = ϕ(f (w)) = ϕ(
Remark. A consequence of this result is that while our choice of w in Lemma 4.4 is fairly arbitrary, for instance one can reorder the coordinates, this does not in any way affect the coefficients a i . Now let us consider the functor pt(Λ B ) = pB + Λ 0+ B itself. We claim that the functions are still of the form ∞ i=0 a i x i /i! with coefficients in Z p . 7 We reduce to the previous case to prove the following lemma, from which the claim follows easily.
and a i ∈ Z p depend only on f .
Proof. First we need to define a i ∈ Z p . Recall the subfunctor pt 0 of pt that sends Λ B to Λ 0+ B . If we restrict pt 0 to the subcategory Λ N of Grassmann rings with coefficients in B, with p N B = 0, then by Theorem 4.5, f | e pt 0 determines (and is determined on Λ N by) {a N i ∈ Z p /p N Z p }. We observe that by functoriality of f we may take the inverse limit over N to obtain {a i ∈ Z p } that determine f | e pt 0 on Λ. Let f be a new function on pt defined by f (e) = a i e i /i! for e ∈ pB + Λ 0+ B , so that f agrees with f on pt 0 . We want to show that they agree on w also.
For any N and n, let us define a map φ from Λ A to Λ Zp/p N Zp by ξ i → ξ i and x → η 1 η 2 + ... + η 2n−1 η 2n . Note that under this map
To show that f (w) = f (w) it suffices to consider the following situation.
for all n and N . Since if i ≤ n then 0 = φ(g) implies that i!b i = 0 we see
and g = 0. Take g = f (w) − f (w) and we are done.
Proof. Let e ∈ pB + Λ 0+ B , e = pb + i b i e i1 e i2 where e ij are odd monomials in ξ's and b ∈ B. Suppose that p N B = 0. Define a map ϕ from Λ A to Λ B by x → b, ξ 2i−1 → b i e i1 and ξ 2i → e i2 , so that w = px + i ξ 2i−1 ξ 2i → e. So that
Remark. To summarize the above, we have a canonical map from Z p x to functions on pt. This map, as is explicitly shown in the Lemmas above, is surjective. The fact that it is injective follows from the observation at the end of the proof of Lemma 4.4.
p = 2 case
As mentioned before the case of the even prime does not fit into the framework described. The issue is that ∞ i=0 p i /i! is convergent in Z p only for p > 2. It follows that for the case p = 2, the functions on the Grassmann neighborhood of a point in the line are not simply DP power series with coefficients in Z p , rather they form a subset of these with some conditions on the coefficients. While it is possible to describe them explicitly one immediately sees that the homotopy of Lemma 4.10 no longer exists. Consequently one can not prove the cohomology invariance of Grassmann thickening.
It seems one can introduce an alternate framework that works for all primes p. We briefly outline it here. The idea is to introduceΛ, an enlargement of our main category Λ which includes Grassmann rings with an infinite number of variables that allow certain infinite sums as elements. More precisely, we consider rings Λ B = B[ξ 1 , ξ 2 , ...] where elements have the form b i w i where b i ∈ B and w i are monomials in ξ's of degree at most N where N is fixed for each element. 8 Thus ξ 2i−1 ξ 2i is an element, while
j=1 ξ j is not. One does not get the same functions as before for the case of the Grassmann neighborhood of a point in the line 9 , but the homotopy of Lemma 4.10 now makes sense and so we can again show the cohomology invariance of Grassmann thickening by modifying all of the arguments accordingly (some of them simplify somewhat).
Finally, note that the very definition of the Grassmann algebra needs modification by the addition of an extra axiom that ξ 2 = 0 for ξ odd.
De Rham cohomology in the smooth case, a comparison
Recall that to a variety V over Z p (i.e. a functor from Z p -rings to sets) we can associate a superspace X V with X V (Λ B ) = V (Λ 0 B ). If V is smooth, then we may consider the usual de Rham cohomology of V and compare it to the DR Zp (X V ). In general the two are not the same, however if V is projective then they are isomorphic (this follows from the "Theorem on Formal Functions", see EGA III §4, for example).
Given a smooth projective V over Z p we would like to define the action of F r on its de Rham cohomology. By above it suffices to do so for DR Zp (X V ). As explained in Sec.3, we have an action of F r on X V (the neighborhood of X V in P n ) and so on DR Zp ( X V ). Showing that DR Zp ( X V ) is isomorphic to DR Zp (X V ) would accomplish our goal.
Remark. Another consequence of this isomorphism is that the de Rham cohomology of V depends only on V | Fp because that is true of X V . This means in particular that for X smooth projective over F p , the de Rham cohomology of X, its Grassmann neighborhood in the projective space over Z p , coincides with the usual crystalline cohomology of X. That is we give a super-geometric construction of the DP envelope of X.
Observe that we have i : X V ֒→ X V thus also a natural map 8 We still require that p M B = 0 for M large, thus the canonical PD ideal is still nilpotent, it need not however be DP nilpotent.
9 Instead of power series with DP one gets an extra condition that the coefficients tend to 0 in Zp. that we will show is an isomorphism. It suffices to prove that
is a quasi-isomorphism of sheaves on V | Fp . Thus the question becomes local and we may assume, after induction on the codimension, that the situation is as follows. Let U ⊂ U ′ be a pair of smooth affine varieties such that U ′ = SpecA and U = SpecA/g, where g ∈ A. Then unravelling the definitions we see that
Next we show that the functions on X U × pt are what was expected, namely if R = (A/g) p then:
) and e ∈ pB + Λ 0+ B , where r i ∈ R depend only on f .
Remark. The proof below remains valid for the case when X is given by X(Λ B ) = Hom(Z p x i , Λ B ) i.e. R = Z p x i . This justifies the induction on the codimension.
Proof. Noting that there was nothing special about Z p that we needed in the proof of Lemma 4.6 and Theorem 4.7 except for p-adic completeness and lack of zero divisors, properties that are shared by R, we define a new category Λ(R) consisting of Grassmann rings with coefficients in R-algebras with nilpotent p-action. As before, if f is a natural transformation from pt R to A 1 R 10 , then
where e ∈ pB + Λ 0+ B , and r i ∈ R depend only on f . Observe that any natural transformation f from X U × pt to
, where e ∈ pB + Λ 0+ B ∈ Λ(R) and φ is the structure morphism. Of course the R-module structure on B provides us with a Z p -morphism φ : R → B → Λ B , however as φ factors through R/p N R = (A/g)/p N (A/g) it determines a unique morphism from A/g to Λ B and so an element of X U (Λ B ). Conversely, any element of X U (Λ B ) that factors though B makes Λ B into an element of Λ(R). By above
Let (φ, e) be an arbitrary element of X U × pt(Λ B ), assume that p N B = 0 so that φ factors through R/p N R. Let e = pb + b i e i1 e i2 and proceed as in the proof of Theorem 4.7. Define a morphism ϕ from Λ (R/p N R) [x] to Λ B by
Consider the element (π,
is the projection onto
e pt R and A 1 R are the restrictions of similarly named functors to Λ(R), thus they are functors from Λ(R) to Sets. then ϕ(π, w) = (φ, e). 11 Thus
We are finally able to complete the proof of Theorem 3.8 which we restate as a Corollary below. Proof. Using Theorems 4.7 and 4.8 with induction we see that the ring of functions on A 0|k,0 is Z p y 1 , ..., y k . Gluing this fact with the proven part of Theorem 3.8 using Theorem 4.8 we obtain the desired result.
Denoting the functions described in the Theorem 4.8 by R x and observing that the functions on X U are given by R we are done by the following Lemma.
Lemma 4.10. The natural map π : Ω R x → Ω R is a quasi-isomorphism.
Proof. In fact we show that the equally natural map i : Ω R → Ω R x is a homotopy inverse. Note that π • i = Id Ω R , let F = i • π, we must show that there is a homotopy h such that Id
It follows immediately from the abstract definitions and by using Theorem 4.8, that any w ∈ Ω s R x can be written uniquely as
then a straightforward calculation shows that h is the desired homotopy.
11 One should really write XU × e pt(ϕ)((π, w)), but that is too cumbersome.
It is worth noting that the homotopy inverse i exists only locally. Geometrically speaking we may not in general have a global retraction of X onto X, its existence would ensure that DR Zp ( X V ) → DR Zp (X V ) is an isomorphism of filtered modules with respect to the Hodge filtration. Consequently, the canonical lift of the Frobenius morphism F r to DR Zp (X V ) would preserve the Hodge filtration F • DR Zp (X V ). Furthermore, consider the following local computation. Let x be a local function on X V , then F r(x) = x p + py, where y is some other local function, so that
i.e. under the assumption that a global retraction exists
Neither the invariance of the Hodge filtration under F r nor the p-divisibility estimate need hold in the absence of the global retraction, in Sec. 5 we deal with the general case.
Frobenius and the Hodge filtration
In this section we essentially follow B. Mazur [7] with some differences in the point of view. Let us begin by pointing out that the Hodge filtration on the cohomology of X is simply the filtration on the functions on ΠT X given by the DP-powers of the DP ideal I X 12 of X in ΠT X. It would make sense then to replace the usual Hodge filtration on X which is given by the ideal of X in ΠT X with the one given by the DP-powers of the ideal of X itself in ΠT X. Explicitly, we have the following definition (notation from Lemma 4.10).
It is then not hard to show (using the observation that the homotopy of Lemma 4.10 preserves the new filtration) that i * :
The nth DP power of a DP ideal I is the ideal generated by the products x
is an isomorphism of filtered modules where DR Zp ( X V ) is endowed with the new filtration. Though F r does not preserve it, the above filtration is useful in the computation of divisibility estimates. Observing that F r(I
X is the k-th DP power of the ideal (also denoted by I X ) of X in X and
, and recalling the discussion at the end of Sec.4.3, we see that
In particular if p > dimV then the square brackets can be removed from s.
A slightly finer statement can be derived from the above observations, one actually has
The latter was sufficient for Mazur to establish a conjecture of Katz. By analogous reasoning one can introduce new filtrations on the cohomologies of X and X by considering the DP ideal of X| Fp in ΠT X and the DP ideal of X| Fp in ΠT X. The canonical isomorphism is now an isomorphism of filtered modules with respect to these new filtrations and they are preserved by F r. The new filtration on DR Zp (X V ) contains the Hodge filtration and satisfies the same divisibility conditions.
Appendix
Here we investigate a property of a p-adic superspace that we call prorepresentability. It allows us to pass from particular examples that we considered in this paper to a more general class of p-adic superspaces that nevertheless share a lot of properties with our examples.
Recall that we have defined a map of p-adic superspaces as a map of the defining functors. It is well known (Yoneda Lemma) that the set Hom(F, G) of natural transformations from a functor F to a functor G can be easily 13 A very useful formula to keep in mind is ordpn! =
is the sum of digits in the p-adic expansion of n. calculated 14 if F is representable, i.e. F is isomorphic to the functor h A , where h A (X) = Hom(A, X).
Namely, in this case we have
Definition 6.1. We say that a functor F is prorepresentable if it is isomorphic to a colimit of representable functors:
i.e. is a limit of the sets G(A), by Yoneda Lemma and continuity of Hom(−, −).
Notice that in the above definitions we use a general definition of limits and colimits, a concise reference is [6] . It is important to emphasize that the definition of a prorepresentable functor in [9] is much more restrictive. One can show that the property of a p-adic superspace X being prorepresentable is preserved by passing to the odd tangent space ΠT X. Theorem 6.4. If a p-adic superspace X is prorepresentable then so is ΠT X.
Proof. This statement is local, so we may assume that X is prorepresentable as a functor. Denote by F ξ the endo-functor of Λ that takes an object A ∈ Λ to A[ξ], i.e. adjoins an odd variable. Note that ΠT X = X • F ξ . Observe that F ξ extends to Super. Super is closed under limits and F ξ commutes with limits since it has a left adjoint Ω • − . Thus we may assume that X is representable and since Ω • − descends to Λ we are done.
One can show that all the p-adic superspaces we consider in this paper are prorepresentable in our sense. Here we give a detailed proof of this fact for the most important functor pt, which is indeed prorepresentable (not just locally prorepresentable). In a similar way one can prove the local prorepresentability of functors corresponding to other superspaces considered in the present paper. As an application we show how to describe the functions on pt (Theorem 4.7) using the above ideas.
Consider the ring C[ξ i ] 2n i=1 , i.e. a supercommutative ring obtained from a commutative ring C by adjoining 2n odd anticommuting variables ξ j . Let G be the group acting on C[ξ i ] 2n i=1 generated by ξ 2k−1 → ξ 2k , ξ 2k → −ξ 2k−1 and ξ 2k−1 , ξ 2k → ξ 2k ′ −1 , ξ 2k ′ ξ 2k ′ −1 , ξ 2k ′ → ξ 2k−1 , ξ 2k .
Lemma 6.5. The subring of G-invariants in C[ξ i ] 2n i=1 is spanned by w k n /k! for k = 0, ..., n where w n = ξ 1 ξ 2 + ... + ξ 2n−1 ξ 2n . That is
Proof. Proceed by induction on n. For n = 0 there is nothing to prove. Let it be true for n. Note that
be G-invariant, then the element of G that "switches" ξ 2n+1 and ξ 2n+2 ensures that
Considering the part of G that acts on C[ξ i ] 2n i=1 only and using the induction hypothesis we see that
Since the action of G is degree preserving each homogeneous component of x is also G invariant, thus
The element of G that switches ξ 1 , ξ 2 and ξ 2n+1 , ξ 2n+2 ensures that
Observe that if a finite group G acts on a set X, then the fixed points subset X G ⊂ X can be represented as a limit of the diagram in Sets consisting of two copies of X and the arrows given by the elements of G. This is where Lemma 6.5 is used in Theorem 6.6 below.
Theorem 6.6. The functor defining the p-adic superspace pt is prorepresentable.
Proof. Consider the diagram in Λ consisting of objects
with morphisms between the copies given by elements of G, and the rest of the morphisms given by the usual projections
for n > n ′ and
for m > m ′ mapping the extra {ξ j } j>2m ′ to 0. It follows from Lemma 6.5 that while the limit of the above diagram does not exist in Λ, it exists in the category Super, where Λ is a full subcategory, and it is equal to the ring with divided powers Z p x . Correspondingly, after passing to the category of functors from Λ to Sets, the functor pt = Hom Super (Z p x , −) is seen to be the colimit of representable functors.
Remark. To summarize the above proof, the main ingredient is the observation that the functor pt extends to Super where it is representable. Furthermore, the representing object Z p x is a limit of a diagram of objects in Λ. This representing diagram is not unique, however it does not prevent us from easily proving Theorem 4.7, i.e. computing the functions on pt below.
