I. Introduction
Singularly perturbed boundary value problems are widespread in nature. Typically these problems are in various fields of applied mathematics such as fluid mechanics, elasticity, quantum mechanics, optimal control, chemical reactor theory, aerodynamics, reaction diffusion process, geophysics and many other areas. Equations of this type typically exhibit solutions with layers; that is, the domain of the differential equation contains narrow regions where the solution derivatives are extremely large. The numerical treatment of singularly perturbed differential equations gives major computational difficulties due to the presence of boundary or interior layers. Wide verities of papers and books have been published in the recent years, describing various methods for solving singularly perturbed two-point boundary value problems.
II. Spline Methods
The formulation of a Spline function approximation and the development of some methods for numerical solution of second-order singularly perturbed boundary value problems. We derived the methods to solve a boundary value problem in the finite interval , , we partition the interval using equally spaced knots = + ℎ, = 0, 1, 2, … , , 0 = , = , ℎ = − , where N is an arbitrary positive integer. For each sub-interval , +1 for = 0, 1, 2, … , − 1.
III. Proposed Linear Polynomial Spline Function
The proposed polynomial Spline function has the form:
are constants. A polynomial function ( ) of class 2 , interpolates ( ) at the grid point for = 0, 1, 2, … , . Let be an approximation to ( ), obtained by the polynomial spline S passing through the points , and ( +1 , +1 ). The spline function (1) is not only required to satisfy the given differential equation and the associated boundary conditions at and +1 , but it must also satisfy the continuity of first derivatives at the common nodes ( , ). We derived an expression for the coefficients of (1) in-terms of , +1 , +1 thus,
(2) From the algebraic manipulation, we obtain as from (2) = , =
(3) Where = 0, 1, 2, … , − 1 One sided limit of the derivative of ( ) are obtain as Using the continuity condition of the first derivatives at , , that is
, We obtain the following consistency relation: 
IV. Linear Polynomial
The methods developed in this section for the solution of the boundary value problem (7) are based on the Spline approximation function discussed previously. The interval [0,1] is partitioned into a set of N equal sub-interval with length ℎ = 1 , such that the nodal point 0 = 0, = 1 and = ℎ, = 1 1 − 1. Let been approximation to ( ) , obtained by the segment ( ) of the spline function passing through the points ( , ) and ( +1 +1 ) , where ( ) is as defined by (1). We considered two cases of (7) Case (a): when = 0 Now, setting = , in (7) and making use of (2) (11) On using (9)-(11) in the consistency relation (6), we obtain ℎ 
(16) Substituting (14), (15) and (16) 
V. Nonlinear Polynomial
For a numerical solution of the boundary value problem (7) the interval [0,1] is divided into a set of grid points with step length ℎ = ( − ) , N being a positive integer. The spline approximation on [0,1] that consist of the nodal point 0 = , = , = + ℎ, = 1 1 1 − 1. We consider two cases of (7) Case (a):
Now, making use of (2) and substituting (9), (10) and (11) into consistency relation (24), we obtain (26) Thus, (26) together with the two boundary conditions (8) gives a tridiagonal system of ( + 1) algebraic equations which are solved by Gaussian elimination method for + 1 unknown , = 0, 1, 2, … , . The local truncation error of (26) 
Thus, the analysis of the methods shows that it has second-order convergence for arbitrary choices of 1 and 2 provided that 1 + 2 = where , is the exact solution is and is the approximate solution. The results presented above are linear polynomial and nonlinear polynomial splines together with their absolute errors, which show that the nonlinear polynomial Spline is better than the linear polynomial Spline in-terms of accuracy as compared with the exact solution.
