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7Instabilités agéostrophiques des écoulements baroclines
dans l’atmosphère et dans l’océan et leur évolution
non-linéaire
Résumé
Les écoulements atmosphériques et océaniques sont habituellement séparés en une
partie lente, proche de l’équilibre géostrophique, et une partie rapide qui interagissent
faiblement. Les instabilités agéostrophiques procurent néanmoins un mécanisme capable
de coupler les mouvements équilibrés et non-équilibrés.
L’étude de tels mécanismes dans cette thèse est d’abord effectuée par des études
systématiques de stabilité linéaire dans le modèle de l’eau peu profonde. L’instabilité
de Rossby-Kelvin (RK), issue du couplage barocline d’une onde de Rossby (équilibrée)
et d’une onde de Kelvin ou de Poincaré (non-équilibrées), est mise en évidence dans
un canal. Ces résultats sont étendus à un anneau en géométrie cylindrique et montrent
que dans les configurations proches des dispositifs expérimentaux il peut y avoir une
compétition entre l’instabilité RK et l’instabilité barocline classique. Les instabilités des
courants côtiers, caractérisés par la présence d’un bord vertical et d’un "outcropping",
sont ensuite étudiées de manière exhaustive. Les instabilités dues à l’interaction d’un
mode frontal et d’une onde de Kelvin (KF) ou d’une onde de Rossby (RF) sont mises
en évidence.
Le développement non-linéaire de ces instabilités est étudié dans le modèle de l’eau
peu profonde par une méthode numérique aux volumes finis et dans un fluide conti-
nument stratifié à l’aide d’un modèle méso-échelle. Ces simulations montrent que les
instabilités RK et KF ont un développement non-linéaire marqué par une croissance à
amplitude finie et une saturation. Le déferlement de l’onde de Kelvin conduit alors à
la formation d’un front de Kelvin, zone localisée de mélange et de dissipation, à l’émis-
sion d’ondes d’inertie-gravité et à la réorganisation de l’écoulement moyen. Dans le cas
des courants côtiers cette réorganisation est suivie du développement d’une instabilité
secondaire qui conduit à la formation et au détachement de vortex.
Mots clés :
instabilité agéostrophique ; écoulements baroclines ; courant côtier ; onde de Kelvin
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9Ageostrophic instabilities of baroclinic flows in the
atmosphere and ocean and their non-linear evolution
Abstract
For the atmosphere and oceans, which are forced mostly at low frequency, there is
a time-scale separation leading to a weak coupling between the slow balanced and fast
unbalanced components of the dynamics. Ageostrophic instabilities may provide a route
to escape this separation and couple balanced and unbalanced motions.
To understand these mechanisms systematic linear stability analyses in a two-layer
rotating shallow water model are provided. A focus is made on the Rossby-Kelvin (RK)
instability in a rectilinear channel and in the annulus for comparison with the experi-
ments. We demonstrate the existence of crossover regions where baroclinic and RK com-
pete having similar growth rates. We then revisit the linear stability problem for coastal
currents and study various instabilities due to resonances between vortical (Rossby-like),
frontal and coastal trapped waves.
The nonlinear evolution of these instabilities is then studied in the shallow-water
approximation with the help of high-resolution DNS and in a continuously stratified
fluid using a mesoscale model. It is shown that saturation for the RK instability and
the Kelvin-frontal (KF) instability is achieved through the breaking of the Kelvin mode
forming a Kelvin front and leading to inertia-gravity waves and reorganization of the
mean flow through dissipative and wave-meanflow interaction effects. We also show for
coastal curents how nonlinear saturation of the ageostrophic instabilities and reorgani-
zation of the potential vorticity field lead to coherent vortex structures appearing and
eventually detaching from the coast.
Keywords :
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Chapitre 1
Introduction
’Ce qui vient au monde pour ne rien troubler
ne mérite ni égards ni patience.’
René Char.
1.1 Équilibres et séparation d’échelles dans l’atmosphère et
l’océan
1.1.1 Échelles et forces
Les circulations générales de l’atmosphère et de l’océan sont forcées à de très grandes
échelles temporelles et spatiales, l’atmosphère principalement par le rayonnement so-
laire, et les flux de chaleur dus à l’océan ou à la surface terrestre, et l’océan par les flux
de chaleur et le vent dans la couche basse de l’atmosphère. En réaction à ces excitations,
des circulations se mettent en place, en général dans le sens d’une homogénéisation de
l’état du fluide, d’un retour vers un état d’équilibre. Ces circulations ont des dimensions
spatiales et temporelles très variées qui vont dépendre des différents mécanismes mis
en jeu. On peut avoir un aperçu sur la figure 1.1 du très large spectre de processus
dynamiques dans l’atmosphère et dans l’océan à toutes les échelles de longueur.
La dynamique des fluides géophysiques est de manière générale gouvernée par les
propriétés les plus importantes de ces fluides qui sont la rotation, la stratification et
dans une moindre mesure la compressibilité. On peut associer à ces phénomènes les
principaux mécanismes de rappel qui opèrent dans l’atmosphère et l’océan et caractériser
ainsi schématiquement les différents types d’ondes et les différentes échelles qui leur
correspondent.
Rappelons qu’une onde est la propagation d’une perturbation produisant sur son pas-
sage une variation réversible de propriétés physiques locales. Elle transporte de l’énergie
sans transporter de matière. Pour que des ondes se propagent dans un milieu il faut
que celui soit stable : sous l’action d’une perturbation extérieure, le milieu doit déve-
lopper un mécanisme de rappel le ramenant vers sa position d’équilibre. La nature et
les propriétés de l’onde dépendent de la manière dont ce mécanisme agit.
La compressibilité entraîne l’existence d’ondes acoustiques, correspondant à des vi-
brations qui se propagent longitudinalement grâce à l’élasticité du milieu. Mais dans les
domaines de la dynamique des fluides géophysiques ces ondes ont en général un impact
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Fig. 1.1 – Les différentes échelles de temps et de longueur des mouvements dans l’at-
mosphère et dans l’océan. Tiré de Brown et al. (2001).
négligeable étant donné les vitesses caractéristiques dans l’océan et dans l’atmosphère
très faibles par rapport à la vitesse du son. 1
Mais la compressibilité peut néanmoins jouer un rôle, avec les gradients de tempé-
rature, pour la stratification qui se met en place sous l’action de la gravité. Lorsqu’une
particule de fluide est déplacée d’un niveau d’équilibre vertical vers une région de fluide
moins dense, la flottaison agit comme une force de rappel et donne naissance aux ondes
de gravité. Ces ondes ont un rôle très important dans la dynamique de l’océan et de
l’atmosphère et seront largement décrites dans ce manuscrit. On parle d’onde de gravité
de surface lorsque une onde de gravité apparaît à la surface libre d’un fluide, comme
les vagues ou la houle à la surface de l’océan, et d’une onde interne de gravité lorsque
le niveau d’équilibre correspond à une surface géopotentielle pour un fluide stratifié (à
l’intérieur de l’océan ou de l’atmosphère, figure 1.2 et figure 1.3). Comme on peut le
voir sur la figure 1.4 les ondes de gravité occupent un large spectre de la variabilité
océanique, en partant des ondes de gravité courtes excitées par le vent jusqu’aux ondes
de gravité longues générées par les forçages atmosphériques de grande échelle ou par
des phénomènes sismiques.
Pour les ondes de gravité de grande échelle (voir figure 1.4) les effets de la rotation
terrestre vont se faire ressentir. Comme on le verra plus en détail dans la suite, les
effets de la rotation et de la gravité vont en fait être conjoints et on parlera alors entre
autres d’ondes d’inertie-gravité. La force de Coriolis, en agissant perpendiculairement
à la vitesse, va aussi permettre l’apparition des oscillations inertielles. Ces oscillations
correspondent à un cas limite d’ondes sans variation de hauteur ou pression que nous
décrirons plus en détail dans la suite.
1A l’échelle la plus petite, l’existence de tensions de surface à l’interface de deux fluides non-miscibles,
comme par exemple à la surface de l’océan, va provoquer l’apparition d’ondes capillaires, de très haute
fréquence et de très faible longueur d’onde, qui auront elles aussi un impact très faible dans la plupart
des situations évoquées dans la suite.
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Fig. 1.2 – Ondes de gravité à la surface de stratocumulus. L’image correspond à un
domaine de taille 245km x 378km (NASA Earth Observatory Collection).
Et enfin, à l’échelle la plus grande, c’est la rotation différentielle, due à la courbure
de la terre, qui entraîne l’apparition d’une force de rappel liée à la conservation du mo-
ment cinétique d’une colonne de fluide, ou plus précisément, de la vorticité potentielle
des particules. Les ondes qui découlent de ces phénomènes étant appelées ondes plané-
taires, ondes de vorticité ou plus communément ondes de Rossby. Ces ondes sont un des
éléments les plus fondamentaux dans la compréhension de la circulation de l’atmosphère
ou de l’océan à grande échelle.
1.1.2 Équilibres à grande échelle
Dans l’atmosphère, on parle d’échelle planétaire pour des phénomènes à l’échelle du
rayon de la Terre (10000 km), sur des temps se comptant en mois ou en années, comme
la Mousson, la circulation de Hadley ou les régimes de temps. On parle aussi d’échelle
synoptique, qui correspond à des échelles de quelques centaines à plusieurs milliers
de kilomètres et à des durées de l’ordre de quelques jours, dans lesquelles on trouve la
plupart des structures les plus importantes en météorologie comme les dépressions et les
anticyclones des moyennes latitudes (figure 1.5) ou les cyclones tropicaux. De la même
façon, les grands courants marins et les tourbillons océaniques (10− 200km)(figure 1.6)
définissent les échelles planétaires et synoptiques dans l’océan.
A ces grandes échelles, étant donné les caractéristiques en couche mince de l’océan
et de l’atmosphère et de la prépondérance de la rotation terrestre, on peut utiliser
différentes approximations comme l’équilibre hydrostatique et l’équilibre géostrophique
qui vont permettre de décrire les structures précédemment citées.
L’équilibre hydrostatique est une approximation classique en dynamique des fluides
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Fig. 1.3 – Ondes internes de gravité dans l’océan Indien au large de la Somalie (NASA
Johnson Space Center Collection).
géophysiques, qui suppose que l’accélération verticale est faible devant les termes de
pression et de gravité. L’équation du mouvement vertical correspond alors à un équilibre
entre la résultante verticale des forces de pression et le poids :
∂zp = −ρg, (1.1)
avec p la pression, ρ la densité, g la gravité et z la coordonnée verticale. On pourra
considérer en général qu’un fluide est hydrostatique lorsque son échelle verticale est
faible devant son échelle horizontale. Ce qui est valable dans la plupart des situations
pour l’océan et l’atmosphère, en particulier lorsque l’on s’intéresse aux écoulements de
grande échelle. Il est d’ailleurs à noter que les ondes acoustiques sont filtrées dès lors
que l’on utilise cette approximation.
Les mouvements aux échelles planétaires ou synoptiques, en plus d’être proches de
l’équilibre vertical hydrostatique, s’éloignent peu d’un équilibre horizontal qu’on appelle
l’équilibre géostrophique. La rotation terrestre étant prépondérante aux échelles plané-
taires ou synoptiques, l’équilibre géostrophique traduit un équilibre entre le gradient
horizontal de pression et la force de Coriolis.
−1
ρ
∇p = fk× v, (1.2)
avec p la pression, ρ la densité, v le vecteur vitesse, k le vecteur unitaire selon la verticale
et f l’accélération de Coriolis.
La pression joue alors le rôle de fonction de courant pour la vitesse géostrophique.
D’un point de vue pratique le fluide tourne dans le sens cyclonique autour d’un minimum
de pression et dans le sens anticyclonique autour d’un maximum de pression.
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Fig. 1.4 – Répartition du spectre énergétique de la variabilité océanique correspondant
aux différents types d’ondes présents dans l’océan. Tiré de Leblond & Mysak (1978).
Un moyen pour estimer l’importance de la rotation sur un écoulement est de compa-
rer l’ordre de grandeur de l’accélération horizontale des particules de fluide avec l’ordre





où U et L seront la vitesse et l’extension horizontale caractéristique de l’écoulement.
Ainsi un nombre de Rossby petit devant 1 correspond à un écoulement proche de l’équi-
libre géostrophique tandis qu’un nombre de Rossby élevé est caractéristique d’impor-
tants effets agéostrophiques.
1.1.3 Les modèles équilibrés
la prépondérance, dans l’écoulement de grande échelle, de la composante lente proche
de l’équilibre géostropique est utilisée pour mettre au point des modèles qui ne décrivent
que cette partie de l’écoulement, comme le modèle quasi-géostrophique. Celui-ci est ob-
tenu en faisant l’hypothèse que le nombre de Rossby est petit, un nombre de Rossby
faible signifiant que l’échelle de temps des mouvements est grande devant la période
inertielle T = L/U >> 1/f . Dans le cadre du modèle quasi-géostrophique les mouve-
ments "rapides", comme les ondes d’inertie-gravité, vont ainsi être exclus. L’écoulement
est en équilibre géostrophique au premier ordre en Ro et la donnée de la vorticité poten-
tielle quasi-géostrophique suffit pour obtenir l’état complet du fluide (pression, vitesse
et température). C’est ce qu’on appelle l’inversion de la vorticité potentielle (Hoskins
et al. (1985)).
Mais l’équilibre géostrophique strict n’a qu’une valeur diagnostique puisque les équa-
tions sont stationnaires au premier ordre. Il faut donc, pour connaître l’évolution quasi-
géostrophique de l’écoulement, déterminer l’advection de la vorticité potentielle par le
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Fig. 1.5 – Formation d’un cyclone et d’un anticyclone au-dessus de la Mer de Bering
(NASA Earth Observatory Collection).
champ de vent géostrophique précédemment calculé. C’est le principe du modèle quasi-
géostrophique qui permet de décrire de manière satisfaisante nombre de phénomènes
importants en météorologie ou en océanographie.
Plus généralement toute une hiérarchie de modèles équilibrés peuvent être construits
sur un principe similaire en définissant des conditions d’équilibre et des relations diag-
nostiques différentes (voir par exemple Mohebalhojeh & Dritschel (2001) et les références
incluses).
1.1.4 Mouvements non-équilibrés
Les modèles équilibrés, comme le modèle quasi-géostrophique, simplifient donc la
description des écoulements en excluant les phénomènes rapides tels que les ondes
d’inertie-gravité. Bien qu’une part importante de nos intuitions concernant la dyna-
mique de l’océan et de l’atmosphère vienne de là, cela laisse néanmoins certaines ques-
tions ouvertes.
Dans l’océan, les mécanismes permettant le transfert d’énergie de la circulation méso-
échelle équilibrée vers les mouvements de petite échelle qui conduisent à la dissipation
et au mélange ne sont pas encore tout à fait bien compris (Wunsch & Ferrari (2004);
Molemaker et al. (2005)). Les ondes d’inertie-gravité sont observées partout dans l’at-
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Fig. 1.6 – Tourbillon océanique au large du Japon (NASA/Goddard Space Flight Cen-
ter).
mosphère (par ex. Dalin et al. (2004)) et dans l’océan (par ex. Thorpe (2005)) et les
études théoriques, numériques et les observations ont montré que ces ondes d’inertie-
gravité y jouaient un rôle important. Ces ondes peuvent transporter de l’énergie et du
moment, elles contribuent à la turbulence et au mélange, notamment en cas de dé-
ferlement, et elles ont une influence non négligeable sur la circulation moyenne. Les
ondes qui se propagent depuis la troposphère vers l’atmosphère moyenne jouent ainsi
un rôle prépondérant pour forcer la circulation de celle-ci (Andrews et al. (1987), Holton
et al. (1995)). Si les ondes de Rossby ont le rôle le plus important dans la stratosphère
(quoique les ondes de gravité contribuent aussi : Dunkerton (1997), Austin & collabo-
rators (2003)), les ondes de gravité sont essentielles pour la haute-atmosphère (Fritts
& Alexander (2003)). Leur paramétrisation reste d’ailleurs une des difficultés majeures
rencontrées dans la modélisation(Richter et al. (2008)).
Quels sont alors les nouveaux processus introduits lorsqu’on inclut dans la dyna-
mique la partie rapide comme les ondes d’inertie-gravité ? Il importe donc de comprendre
et quantifier plus précisément la dynamique de la partie rapide et les interactions pos-
sibles, notamment adiabatiques entre parties lentes et rapides, afin de déterminer les
limites des modèles équilibrés.
1.2 Séparation des mouvements équilibrés et non-équilibrés
Comme nous l’avons vu les échelles temporelles et spatiales pour les mouvements
lents équilibrés et les mouvements rapides non-équilibrés sont bien séparées dans les ré-
gimes de faible Ro. Du fait de cette séparation, leurs interactions sont faibles, au moins
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en première approximation, et les mouvements équilibrés évoluent donc indépendam-
ment des mouvements rapides (voir Reznik et al. (2001) et références incluses). C’est le
mécanisme de l’ajustement géostrophique qui illustre le mieux cette séparation.
1.2.1 Scénario classique : l’ajustement géostrophique
La première étude de l’ajustement géostrophique a été réalisée par Rossby (1938)
dans le cadre des équations de l’eau peu profonde en rotation. En considérant que le vent
a mis en mouvement la couche océanique superficielle, il a montré que les conditions ini-
tiales non-équilibrées excitent des ondes d’inertie-gravité transitoires qui redistribuent
la masse et la quantité de mouvement pour établir finalement un état en équilibre géo-
strophique. Plus généralement l’ajustement géostrophique est le processus classique par
lequel l’océan ou l’atmosphère, une fois perturbé de son état d’équilibre, va retourner
vers un tel état (Blumen (1972)). La partie non-équilibrée de l’état perturbé initial est
évacuée en émettant des ondes d’inertie-gravité, ce que l’on pourra qualifier d’émission
primaire. Ces ondes se dispersent et se propagent en laissant derrières elles la partie
ajustée de l’écoulement qui évolue lentement. Ce processus est universel et accompagne
la relaxation de toutes les perturbations, au moins pour les faibles Ro, puisque la partie
équilibrée (vortex) et la partie non-équilibrée (les ondes d’inertie-gravité) de l’écoule-
ment sont clairement identifiées et séparées dynamiquement dans ce régime. On peut
dès lors étudier les problèmes d’ajustement analytiquement par des méthodes pertur-
batives de différents ordres en Ro (voir par exemple Reznik et al. (2001), Zeitlin et al.
(2003), Zeitlin (2007)). L’ajustement géostrophique peut aussi être interprété comme
un processus qui minimise l’énergie pour une distribution donnée de vorticité poten-
tielle (Vallis (1992)). L’émission d’ondes d’inertie-gravité étant rapide (quelques f−1)
par rapport à l’évolution de la vorticité potentielle.
Pourtant, en dépit de cette séparation, les observations nous montrent que les jets
et les fronts sont des sources importantes d’ondes d’inertie-gravité (Fritts & Nastrom
(1992), Guest et al. (2000), Plougonven et al. (2003)). Les simulations numériques
confirment ces émissions (O’Sullivan & Dunkerton (1995), Zhang et al. (2001), Plou-
gonven & Snyder (2007)), dans le cadre de l’évolution tridimensionnelle d’un jet, mais
peinent à en identifier précisément les mécanismes.
1.2.2 Émission spontanée
Ford (1994) a montré que même des écoulements équilibrés pouvaient subir un ajus-
tement accompagné d’une émission spontanée d’ondes d’inertie-gravité, qu’on appelle
aussi parfois émission secondaire d’ondes d’inertie-gravité.2 Puisque dans ce cas, contrai-
rement à l’ajustement géostrophique classique où la partie non-équilibrée provient de
la perturbation à l’état initial, un état équilibré va s’écarter faiblement de l’équilibre
spontanément au cours de son évolution (Ford et al. (2000), Viùdez & Dritschel (2006)).
Cette émission a donc des implications pour l’existence d’un "slow manifold", comme
introduit par Leith (1980) et Lorenz (1980), qui correspond à un sous-espace de l’espace
de phase dans lequel le fluide est affranchi des mouvements d’inertie-gravité. L’existence
d’un tel sous-espace, et donc la possibilité qu’un écoulement puisse évoluer sans émettre
d’ondes d’inertie-gravité a été longuement débattue. Certaines études numériques (Yav-
neh & McWilliams (1994)) comme les travaux de théoriques de Ford et al. (2000) sur
2Le terme d’émission secondaire est aussi parfois utilisé pour l’émission d’ondes d’inertie-gravité
suite au déferlement d’une ondes d’inertie-gravité primaire (Vadas & Fritts (2001)).
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l’émission spontanée confirment néanmoins qu’il n’y a pas une existence stricte d’un tel
espace.
Une approximation de ce sous-espace est possible même en présence d’ondes d’inertie-
gravité (Warn et al. (1995), Vallis (1996), Wirosoetisno et al. (2002)) telle que les ondes
soient suffisamment faibles pour ne pas le perturber de manière significative tout en en
gardant les propriétés utiles (Warn & Menard (1986)). S’il est admis que l’amplitude
des ondes d’inertie-gravité décroît lorsque le nombre de Rossby décroît, et donc qu’elle
est faible lorsque les écoulements sont proches de l’équilibre (Ro << 1), la dépendance
exacte fait encore débat. Plusieurs études ont trouvé des dépendances variées comme,
Ro−1/2 exp(−α/Ro) (Vanneste & Yavneh (2004)), avec α ≤ π/2 (Plougonven et al.
(2005),Plougonven et al. (2006)), ou Ro−2 exp(−α/Ro) (Vanneste (2004)). Il n’est donc
pas encore tout à fait clair que l’amplitude des ondes d’inertie-gravité soit algébrique
ou exponentielle par rapport à Ro, ce qui a des implications très différentes en termes
de dynamique équilibrée ou non.
Il y a différents mécanismes dynamiques qui permettent une émission spontanée
d’ondes d’inertie-gravité et qui vont donc violer cette séparation : L’émission de Ligh-
thill (Ford et al. (2000)), l’émission transitoire (Vanneste & Yavneh (2004), E.I. et al.
(2008), Lott et al. (2009)) ou encore les instabilités non-équilibrées que nous allons voir
maintenant.
1.2.3 Instabilités agéostrophiques
L’instabilité prépondérante pour les écoulements de grande échelle est l’instabilité
barocline, connue depuis les travaux de Eady (1949), et qui est décrite par les modèles
équilibrés comme le modèle quasi-géostrophique. Les critères classiques correspondant
à l’apparition de cette instabilité concernent le changement de signe du gradient de vor-
ticité potentielle. L’instabilité barocline peut être aussi interprétée comme l’interaction
résonante de deux ondes de Rossby (Hoskins et al. (1985); Hayashi & Young (1987)).
Mais d’autres types d’instabilités, qui ne sont pas décrits par les modèles équilibrés
et qui sont donc des instabilités agéostrophiques, existent. Dans le cas d’écoulements
stratifiés en rotation avec un cisaillement de vitesse vertical, Stone (1966) a montré
l’apparition de l’instabilité symétrique et de l’instabilité de Kelvin-Helmholtz pour des
cisaillements importants et donc un nombre de Rossby très grand (Vanneste (1993),
Drazin & Reid (1981)). Pour des valeurs intermédiaires du cisaillement, Stone (1970)
et Tokioka (1970) ont aussi identifié d’autres types d’instabilités agéostrophiques à des
échelles plus courtes que l’instabilité barocline. Les structures de ces modes instables
impliquaient des "niveaux critiques" (Jones (1967)), et des interactions entre les mou-
vements équilibrés et les ondes d’inertie-gravité au travers de ces niveaux critiques (Na-
kamura (1988) ; Plougonven et al. (2005)). Mais les taux de croissance de ces instabilités
sont exponentiellement faibles vis-à-vis du nombre de Rossby (Molemaker et al. (2005)),
et ne sont donc à priori significatifs que pour des cisaillements relativement importants.
Pourtant il a été suggéré qu’en dépit de ses faibles taux de croissances, ces instabilités
auraient néanmoins une grande importance en tant que mécanisme de transfert d’énergie
entre mouvements équilibrés et non-équilibrés (Molemaker et al. (2005)).
De la même façon la formation des vortex intenses secondaires à cause de ces insta-
bilités influence fortement la cyclogenèse frontale et entre clairement dans le cadre des
études des événements météorologiques extrêmes. Alors que le développement et l’évo-
lution des ondes baroclines à l’échelle synoptique sont bien compris dans l’atmosphère,
ces vortex intenses secondaires qui apparaissent à de plus faibles échelles ne le sont pas
et sont donc difficiles à prévoir (Parker (1998)).
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Il est aussi nécessaire de quantifier les zones de dissipation et mélange produites
par l’évolution de ces instabilités dans le contexte de dissipation globale dans l’océan
(Wunsch & Ferrari (2004)) ou dans le contexte de perméabilité des barrières dynamiques
pour les constituants dans l’atmosphère (Pierce & Fairlie (1993)). Pourtant les modèles
de circulation générale n’intègrent quasiment pas ce type d’instabilités en raison de leur
dynamique toujours assez mal comprise.
Nous allons donc nous intéresser plus particulièrement dans cette thèse à analyser
différents types d’instabilités agéostrophiques susceptibles de coupler des mouvements
équilibrés et non-équilibrés.
Chapitre 2
Ondes et instabilités dans le modèle
de l’eau peu profonde
’C’est en se tenant assez longtemps à la surface irisée
que nous comprendrons le prix de la profondeur.’
Gaston Bachelard.
Dans la majorité des travaux qui seront présentés dans ce manuscrit, nous avons
choisi d’utiliser le modèle de l’eau peu profonde en rotation sur le plan f à une ou
plusieurs couches.
Ce modèle, en dépit de sa simplicité, contient tous les ingrédients de la dynamique
de l’atmosphère et de l’océan à grande échelle, à savoir la rotation, une stratification
simplifiée et permet aussi d’inclure les effets d’une topographie et des situations d’as-
sèchement (incropping/outcropping). La dynamique non-linéaire de ce modèle est très
riche, puisqu’elle permet la dynamique des vortex, les interactions onde-vortex et la dy-
namique non-linéaires des ondes dispersives ou très faiblement dispersives. Nous allons









Fig. 2.1 – Le modèle de l’eau peu profonde à deux couches.
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2.1 Hypothèses et équations du modèle de l’eau peu pro-
fonde
Pour étudier les écoulements océaniques et atmosphériques, on utilise les équations
du mouvement pour un fluide stratifié en rotation. Les équations primitives hydrosta-
tiques s’écrivent en notation standard :
∂tvh + v · ∇vh + f ẑ ∧ vh + 1
ρ
∇hp = 0, (2.1)
∂zp+ ρg = 0, (2.2)
∂tρ+∇ · (ρv) = 0, (2.3)
avec le champs de vitesse v = (vh, w) = (u, v, w) selon les coordonnées (x, y, z) où
x est la coordonnée zonale dirigée vers l’Est, y est la coordonnée méridionale dirigée
vers le Nord, z la coordonnée selon la verticale locale (normale au plan tangent définie
comme opposée à la gravité effective g qui inclue une correction faible due à la force
centrifuge (Holton (1992)). L’opérateur de dérivation est ∇ = (∇h, ∂z) = (∂x, ∂y, ∂z),
ρ est la densité du fluide et p est la pression. Le paramètre de Coriolis f sera égal à
f = f0 + βy si l’on se place dans l’approximation du plan-β ou à f = 2Ω sinΦ = cste
dans l’approximation du plan-f , ce qui sera toujours le cas dans la suite.
On notera que ces équations sont non-dissipatives. Il est possible d’y rajouter les
termes correspondant à la viscosité ou à la diffusivité, mais ce n’est en général pas né-
cessaire pour les écoulements aux échelles synoptiques dans l’océan et dans l’atmosphère
qui ont des nombres de Reynolds extrêmement élevés. On négligera donc dans la suite
toute forme de dissipation en considérant le fluide comme parfait.
L’approximation principale utilisée pour dériver les équations du modèle de l’eau peu
profonde à une ou plusieurs couches consiste à supposer que les variations de toutes les
variables sont faibles selon la verticale dans chacune des couches de fluide par rapport à
leurs variations dans le plan horizontal. On fait alors l’hypothèse d’un écoulement quasi-
bidimensionnel, justifiée par le fait que l’atmosphère et l’océan terrestre sont des fluides
qui forment une couche mince : leurs échelles caractéristiques horizontales (plusieurs
milliers de kilomètres) sont très grandes devant leurs échelles caractéristiques verticales
(quelques centaines de mètres à quelques kilomètres pour l’océan et quelques dizaines
de kilomètres pour l’atmosphère).
La dérivation des équation du modèle de l’eau peu profonde s’obtient donc en moyen-
nant les équations précédentes sur la verticale. Une méthode générale, proposée par Jef-
freys (1925) dans l’approximation linéaire et Obukhov (1949) pour le cas non-linéaire,
est reproduite ici dans le cas d’un modèle à plusieurs niveaux en suivant Zeitlin (2007).
Les équations (2.1) et (2.3) peuvent être écrites comme des équations d’évolution de
la quantité de mouvement :
∂t(ρu) + ∂x(ρu
2) + ∂y(ρuv) + ∂z(ρuw)− fρv = −∂xp, (2.4)
∂t(ρv) + ∂x(ρuv) + ∂y(ρv
2) + ∂z(ρvw) + fρu = −∂yp, (2.5)
que l’on intègre selon la verticale entre deux surfaces matérielles z1 et z2 telles que :
dzi
dt
= w|zi , i = 1, 2 (2.6)
En utilisant la formule générale∫ z2
z1
dz Fx = ∂x
∫ z2
z1
dz F − ∂x z2F|z2 + ∂x z1F|z1 , (2.7)
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dz ρu2 + ∂y
∫ z2
z1











dz ρv + ∂x
∫ z2
z1
dz ρuv + ∂y
∫ z2
z1

















dz ρv = 0. (2.10)







(p|z2 − p|z1), (2.11)
et on introduit la notation suivante pour la moyenne verticale pondérée par la densité






Les équations (2.8 - 2.10) peuvent ainsi s’écrire :




dz p− ∂x z1 p|z1 + ∂x z2 p|z2 , (2.13)




dz p− ∂y z1 p|z1 + ∂y z2 p|z2 , (2.14)
∂tµ+ ∂x(µ〈u〉) + ∂y(µ〈v〉) = 0. (2.15)
L’hypothèse d’un écoulement quasi-bidimensionnel, qui consiste à supposer que les
variations de toutes les variables sont faibles selon la verticale par rapport à leurs va-
riations dans le plan horizontal, va ensuite permettre de découpler les corrélations sui-
vantes :
〈uv〉 ≈ 〈u〉〈v〉, 〈u2〉 ≈ 〈u〉〈u〉, 〈v2〉 ≈ 〈v〉〈v〉. (2.16)
Ce qui nous permet d’écrire en utilisant les équations (2.13 - 2.15) et en omettant
les crochets :




+ (z2 − z1) p|z1)−∇hz1 p|z1 +∇hz2 p|z2 , (2.17)
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dz ρ, µ = ρ¯(z2 − z1) (2.18)
que l’on va supposer constante.
Pour obtenir les équations du modèle de l’eau peu profonde, il ne reste désormais
plus qu’à définir les conditions aux limites en z1 et z2 pour chacune des couches du
modèle.
Dans le cas d’un modèle à deux couches avec un fond plat et un toit rigide comme
utilisé dans le chapitre 4 et le chapitre 5, on va définir une surface matérielle z =
z2(x, y, t) = h(x, y, t) comme l’interface entre les deux couches de fluides, dans les limites
du domaine z1 = 0 et z3 = H0 = cste. On obtient alors les équations du modèle de l’eau
peu profonde à deux couches :
∂tvi + vi · ∇vi + f zˆ ∧ vi + 1
ρ¯i
∇πi = 0, i = 1, 2 (2.19)
∂th+∇ · (hv2) = 0, (2.20)
∂t(H0 − h) +∇ · ((H0 − h)v1) = 0, (2.21)
π2 = (ρ¯2 − ρ¯1)gh+ π1 (2.22)
où les indices 1 (2) désignent la couche supérieure (inférieure) respectivement et π1 est
la valeur de la pression à la frontière supérieure.
Dans le cas d’un modèle à deux couches avec un fond plat et une surface libre comme
utilisé dans le chapitre 6, la démarche est similaire en définissant z1 = 0, z2(x, y, t) =
h2(x, y, t) et z3(x, y, t) = h1(x, y, t). Les équations deviennent alors :
∂tvi + vi · ∇vi + f zˆ ∧ vi + 1
ρ¯i
∇(ρ¯1gh1 + ρ¯igh2) = 0, i = 1, 2 (2.23)
∂thi +∇ · (hivi) = 0, i = 1, 2. (2.24)
où les indices 1 (2) désignent la couche supérieure (inférieure) respectivement.
On obtient bien sûr le modèle à une couche, en prenant au choix la limite ρ1 → 0
ou la limite ρ2 → +∞ dans n’importe lequel des deux systèmes précédents :
∂tv + v.∇v + f zˆ ∧ v + g∇h = 0, (2.25)
∂th+∇(hv) = 0. (2.26)
Mais il est alors plus intéressant d’introduire le modèle à gravité réduite ou modèle à
une couche et demie, qui sera utilisé dans le chapitre 6 et dans la suite de l’introduction,
en prenant la limite v2 → 0 et h << H dans le modèle à deux couches avec toit rigide,
qui donne alors :
∂tv + v.∇v + f zˆ ∧ v + g′∇h = 0, (2.27)
∂th+∇(hv) = 0. (2.28)
où g′ = ρ2−ρ1ρ2 g est appelée la gravité réduite. Ce modèle correspond à une couche en
mouvement, de densité ρ1, qui repose sur une couche de densité ρ2 au repos et de
profondeur très grande devant celle de la couche supérieure. On dira alors que la couche
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inférieure est passive puisque le rapport de hauteur des deux couches ne permet pas
d’interactions baroclines entre les deux couches. Cette représentation est néanmoins
utile pour représenter beaucoup de phénomènes comme par exemple la dynamique de
la couche superficielle de l’océan.
2.2 Propriétés importantes du modèle
2.2.1 Conservation de la vorticité potentielle
Une propriété essentielle du modèle, dans le cadre de la problématique de la sépa-
ration de l’écoulement entre une partie équilibrée et une partie non-équilibrée évoquée
dans la partie précédente, concerne la conservation de la vorticité potentielle. On peut
montrer que la vorticité potentielle est une propriété lagrangienne du fluide, c’est-à-dire
qu’elle est conservée pour chaque particule de fluide.
En introduisant la vorticité relative ζ, qui pour le modèle de l’eau peu profonde
correspond au rotationnel de la vitesse horizontale :
∇∧ v = (∂xv − ∂yu)zˆ = ζ zˆ, (2.29)
on peut réécrire l’équation de conservation de la quantité de mouvement pour le modèle
à une couche (2.25) sous la forme :
∂tv + (ζ + f)zˆ ∧ v +∇(gh+ 1
2
v2) = 0. (2.30)
En prenant le rotationnel de cette équation, on obtient :
∂tζ + (u · ∇)(ζ + f) + (ζ + f)∇ · u = 0, (2.31)
qui avec la conservation de la masse (2.26) donne simplement la conservation de la











Dans le cas d’un modèle multi-couches, la vorticité potentielle sera conservée de la











où hi est l’épaisseur de la couche i.
2.2.2 Séparation entre mouvements lents et mouvements rapides
Il est facile de mettre en évidence la séparation entre les mouvements lents équilibrés
et les mouvements rapides non-équilibrés, décrite dans la partie 1.2, dans le cadre du
modèle de l’eau peu profonde. On considère pour cela de faibles perturbations autour
d’un état de repos où la hauteur de fluide est H. En linéarisant les équations (2.25) et
(2.26) autour de cet état de repos, on peut écrire :
∂tu− fv = −g ∂xh,
∂tv + fu = −g ∂yh,
∂th+H (∂xu+ ∂yv) = 0.
(2.34)
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On cherche la solution de ce système sous la forme d’ondes harmoniques :
(u, v, h) = (u˜, v˜, h˜) ei(k·x−ωt), (2.35)
avec k = ki + lj le nombre d’onde et ω la fréquence, que l’on peut remplacer dans le




 = 0. (2.36)
C’est un système homogène avec des solutions non-triviales lorsque le déterminant s’an-
nule, ce qui nous donne l’équation :
ω(ω2 − f2 − gH(k2 + l2)) = 0. (2.37)
Cette équation admet trois solutions qui sont un état stationnaire ω = 0 et deux
solutions ondulatoires correspondant aux deux racines de :
ω2 = f2 + gH(k2 + l2). (2.38)
qui sont ainsi séparées par un trou spectral, puisque les solutions ondulatoires ont une
fréquence supérieure à f en valeur absolue alors que l’état stationnaire a une fréquence
nulle.
La composante lente de l’écoulement est tout simplement stationnaire, et correspond
à la partie de l’écoulement en équilibre géostrophique comme on peut le voir dans les
équations (2.34). Ces mouvements sont incompressibles et ont une signature non-nulle
sur la vorticité potentielle, qui dans l’approximation linéaire est conservée en chaque
point puisque l’on néglige l’advection. Notons aussi que l’état équilibré du fluide se
déduit simplement de la connaissance de la distribution de vorticité potentielle et des
conditions aux limites de l’écoulement.
Les deux autres solutions correspondent aux ondes d’inertie-gravité, qui se propagent
à des échelles de temps rapides (T ≤ f−1). On peut vérifier en utilisant les équations
(2.34) que ces ondes seront à divergence non-nulle et qu’elles vont avoir par contre une
signature nulle sur la vorticité potentielle. Ce sont des ondes dispersives.
Dans la limite des ondes courtes, pour k2 + l2 >> f2/gH, c’est-à-dire lorsque la
longueur d’onde des ondes est très petite devant le rayon de déformation, on retrouve la




Dans la limite des ondes longues, k2 + l2 << f2/gH, la relation de dispersion
devient simplement ω = f , corespondant aux oscillations inertielles. Ces oscillations
sont caractérisées par des mouvements sans variation de pression (c’est-à-dire de hauteur
dans le cas du modèle à une couche), entièrement gouvernés par la force de Coriolis, et
qui obéissent donc aux équations du mouvement :
∂tu− fv = 0,
∂tv + fu = 0.
(2.39)
On notera que dans ce cas la vitesse de groupe devient nulle, et donc qu’un paquet
d’ondes avec une fréquence proche de la fréquence inertielle ne va pas se propager mais
rester au même endroit pendant des temps longs.
Cette analyse linéaire illustre donc bien la séparation d’échelle entre :
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– les mouvements lents vorticaux, qui sont en équilibre géostrophique et qui ont une
divergence nulle
– les mouvements rapides propagatifs, qui ont une divergence non-nulle et qui ne
modifient pas la vorticité potentielle.
On retrouve aussi intuitivement le scénario standard de l’ajustement géostrophique
décrit dans la partie 1.2, où un état perturbé va s’ajuster vers un état équilibré en se
séparant de sa partie non-équilibrée par une émission rapide d’ondes d’inertie-gravité.
Pourtant, comme mentionné dans la partie précédente, certains mécanismes d’instabilité
agéostrophiques vont permettre de passer outre cette séparation. Ce sont ces instabilités
auxquelles nous allons nous intéresser plus particulièrement dans la suite.
2.3 Généralités sur les analyses de stabilité
Un écoulement va être défini par la donnée de plusieurs variables comme le champ
de vitesse U(x, t), le champ de pression P (x, t)) et éventuellement des champs de tem-
pérature, etc, qui vont définir l’état de base du fluide. Même si en pratique, pour les
écoulements observés dans l’océan ou dans l’atmosphère, il n’est pas toujours aisé d’iso-
ler un état de base débarrassé des fluctuations dues aux instabilités (voir Pedlosky
(1987)), on peut définir l’état de base comme un état équilibré aux vues des contraintes
qui lui sont imposées (forces, sources, géométrie, etc.). Lorsque cet état de base est
perturbé, la perturbation peut soit décroître et finir par disparaître, rester dans l’écou-
lement en gardant une amplitude constante ou croître. On dira alors que l’écoulement
est (asymptotiquement) stable, marginalement stable ou instable, respectivement (voir
par exemple Drazin & Reid (1981)). Pour revenir à une définition plus mathématique,
on pourra dire qu’un écoulement (défini par un état de base U(x, t), P (x, t)) est stable
(dans le sens de Lyapounov) si, quelque soit ǫ > 0, il existe δ > 0 tel que si
‖u(x, 0)−U(x, 0)‖, ‖p(x, 0)− P (x, 0)‖ < δ, (2.40)
alors
‖u(x, t)−U(x, t)‖, ‖p(x, t)− P (x, t)‖ < ǫ , ∀t > 0 (2.41)
où u est le champ de vitesse et p le champ de pression. On dira de même que l’écoulement
est asymptotiquement stable dans le sens de Lyapounov si
‖u(x, t)−U(x, t)‖, ‖p(x, t)− P (x, t)‖ → 0 lorsque t→ +∞. (2.42)
Dans la pratique, les problèmes de stabilité sont en général très complexes et souvent
impossibles à résoudre pour des perturbations d’amplitude arbitraire du fait des fortes
non-linéarités du système.
Une première méthode consiste alors à supposer une perturbation d’amplitude assez
faible afin de pouvoir linéariser les équations du système autour de l’état de base, on
parle alors d’analyse de stabilité linéaire d’un écoulement, comme nous allons le faire
dans la suite de l’introduction et dans les prochains chapitres. Certaines instabilités,
comme l’instabilité statique ou l’instabilité symétrique, peuvent ainsi être décrites en
raisonnant sur les mouvements lagrangiens des particules de fluide. Mais la plupart
des instabilités, comme celles qui vont nous intéresser dans la suite, ne peuvent être
associées simplement aux mouvements individuels des particules de fluide, mais peuvent
par contre être beaucoup plus facilement décrites du point de vue de propagations
d’ondes. C’est pourquoi nous allons utiliser une méthode standard dans l’étude des
instabilités qui est la méthode des modes normaux et qui consiste à introduire une
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perturbation dans l’écoulement sous la forme d’un mode de Fourier exp[i(k · x − ωt)].
On obtient alors un système aux valeurs propres qui nous permet de déterminer les
conditions pour lesquelles la fréquence ω de ce mode va avoir une partie imaginaire
positive non nulle, synonyme d’un mode exponentiellement croissant et donc instable.
Il est possible de traiter chaque mode séparément car le système est linéaire, et par
conséquent n’importe quelle combinaison de ces modes est une solution du système.
Le succès d’une telle méthode dépend néanmoins de la possibilité de pouvoir décrire
complètement une perturbation initiale arbitraire sur une base de modes normaux.
Si dans les configurations les plus simples il est possible de résoudre analytiquement
le système aux valeurs propres de manière exacte, comme nous le ferons par exemple
dans le chapitre 4 pour l’étude de stabilité d’une couche de fluide dans un anneau, dans
les cas plus complexes nous aurons recours à une méthode numérique pseudo-spectrale,
la méthode de collocation. Cette méthode est expliquée en détail dans la partie 3.1 du
chapitre 3 qui regroupe les différentes méthodes numériques utilisées dans ce manuscrit.
L’ensemble des études de stabilité linéaires présentées dans la suite de cette introduction,
illustrant pour la plupart des résultats connus de la littérature, ont ainsi été reproduites
par des méthodes analytiques lorsque c’était possible, ou en utilisant la méthode de
collocation sinon.
L’étude linéaire des instabilités ne reste par définition valable que tant que la per-
turbation est d’amplitude très faible, soit durant stade initial de développement des
instabilités. Lorsqu’un mode linéairement instable croît jusqu’à une amplitude finie,
et éventuellement modifie l’état de base, la théorie linéaire cesse d’être valide puisque
les effets non-linéaires influencent l’évolution de l’écoulement. Nous aurons alors besoin
d’autres méthodes pour déterminer les stades ultérieurs de croissance, de saturation
des modes, de modifications de l’écoulement moyen, etc. Le problème peut être traité
analytiquement en utilisant des méthodes perturbatives pour des évolutions faiblement
non-linéaires ou numériquement en simulant les équations non-linéaires dans différents
modèles comme nous allons le faire dans la suite. Ainsi, dans les chapitres 5 et 6 nous
nous intéresserons aux aspects non-linéaires de la stabilité des écoulements en utilisant
tout d’abord le code aux volumes finis pour les systèmes hyperboliques tel que défini
dans la partie 3.2 pour le modèle de l’eau peu profonde à une ou plusieurs couches, ou le
modèle atmosphérique méso-échelle WRF qui est décrit dans la partie 3.3 pour l’étude
d’écoulements continument stratifiés.
Dans la suite de cette introduction, nous allons voir quelques exemples d’analyses de
stabilité linéaire par la méthode des modes normaux pour différents types d’écoulements.
Dans le but de faciliter les interprétations des différents mécanismes d’instabilité, nous
allons commencer par caractériser les différents types d’ondes rencontrés dans le modèle
de l’eau peu profonde.
2.4 Ondes dans le modèle de l’eau peu profonde
Nous allons répertorier différents types d’ondes présents dans la dynamique du mo-
dèle de l’eau peu profonde, en rappelant d’abord les caractéristiques des ondes de vor-
ticité ou ondes de Rossby ainsi que des ondes d’inertie-gravité évoquées dans la partie
1.1. Quelques ondes particulières, issues de propriétés plus spécifiques des écoulements
telles que la présence de guide d’ondes, comme les ondes topographiques, les ondes de
Kelvin, les ondes inertielles ou encore les ondes frontales seront discutées ensuite. Pour
une revue exhaustive de toutes ces ondes, on pourra se reporter à Leblond & Mysak
(1978).
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2.4.1 Ondes de Rossby
Nous avons vu dans le cadre de l’analyse linéaire d’un écoulement au repos que
la partie vorticale de l’écoulement était simplement stationnaire. Ce n’est néanmoins
plus le cas dès lors que l’on prend en compte la variation de f (par exemple dans
l’approximation du plan-β) ou lorsque l’on considère un état de base possédant un
gradient de vorticité potentielle non nul.
On considère par exemple un écoulement zonal U = cste équilibré (H(y) = H0 −
gUy/f) sur le plan-f . Pour plus de commodité on se place dans l’approximation quasi-
géostrophique (faible nombre de Rossby Ro = U/fL où L est une dimension carac-
téristique du mouvement) qui va permettre de décrire les mouvements vorticaux tout
en filtrant les mouvements rapides. On obtient alors l’équation d’évolution linéarisée









∂xh = 0 (2.43)
où h est la perturbation de hauteur et Rd =
√
gH0/f le rayon de déformation de
Rossby, et qui possède des solutions ondulatoires h = h˜ ei(k·x−ωt) avec une relation de
dispersion :
ω = Uk − k U/R
2
d
k2 + l2 + 1/R2d
(2.44)
On peut remarquer que la vorticité potentielle quasi-géostrophique de l’état de base





Si le rayon de déformation est très grand par rapport à l’échelle du mouvement
(Rd >> L), la variation de hauteur est très faible et le gradient de vorticité potentielle
tend vers 0. On retrouve alors le cas stationnaire à la différence près que la vitesse
de phase correspond dorénavant à la vitesse de l’écoulement de base, c = U , puisque
l’écoulement n’est plus au repos comme dans le cas précédent et fournit une translation
uniforme. Mais lorsque le rayon de déformation est fini, le gradient de vorticité poten-
tielle n’est plus nul, et les ondes de Rossby vont se propager dans l’écoulement. Même si
les vitesses de phase des ondes de Rossby restent toujours très faibles, notamment par
rapport à celles des ondes d’inertie-gravité. C’est donc la variation de hauteur de l’état
équilibré qui va jouer le rôle d’un effet β permettant l’apparition des ondes de Rossby.
Les courbes de dispersion des ondes de Rossby pour un écoulement zonal sont re-
présentées figure 2.2.






Fig. 2.2 – Courbes de dispersion c = c(k) des ondes de Rossby pour un écoulement
zonal : U = 0.01. Les courbes de bas en haut correspondent à des nombres d’onde
méridionaux croissants.
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Les champs de pression et de vitesse des ondes de Rossby sont représentées sur la
figure 2.3 dans le cas d’un écoulement zonal constant. Le domaine est périodique en x
et l’écoulement est au repos en y = ±∞. La structure de ces ondes correspond à une
alternance de cyclones et d’anticyclones, et on peut noter son caractère équilibré en
remarquant que les champs de vitesse suivent parfaitement les contours de pression.
La figure 2.4 nous montre à titre de confirmation les anomalies de divergence et de
vorticité potentielle correspondant à l’onde de Rossby de la figure 2.3 (a). On retrouve





Fig. 2.3 – Champs de pression et vitesse pour les 2 premiers modes de Rossby dans un





Fig. 2.4 – Divergence (gauche) et vorticité potentielle (droite) pour l’onde de Rossby
représentée figure 2.3 (a).
2.4.2 Ondes de gravité dans un modèle sans rotation
Les ondes de gravité sont dues aux effets de la flottaison et de la gravité comme nous
l’avons vu précédemment. Pour les caractériser nous allons simplement considérer une
couche de fluide avec surface libre et sans rotation. Ce qui nous donne en linéarisant
les équations (2.25) pour un état de base au repos (U = 0 et H = cste) l’équation
d’évolution pour la perturbation de hauteur :
∂tth− gH∇2h = 0. (2.45)
En substituant par h = h˜ ei(k·x−ωt) avec k = ki + lj le nombre d’onde et ω la
fréquence, on obtient la relation de dispersion des ondes de gravité :
ω2 = gH(k2 + l2). (2.46)
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Fig. 2.5 – Courbes de dispersion c = c(k) des ondes de gravité correspondant à un





Fig. 2.6 – Champs de pression et vitesse pour les 2 premiers modes de gravité dans un





Fig. 2.7 – Divergence (gauche) et vorticité potentielle (droite) pour l’onde de gravité
représentée figure 2.6 (a). L’intervalle entre chaque contour est égal à 1.
Les courbes de dispersion des ondes de gravité pour un écoulement zonal localisé
sans rotation sont représentées figure 2.5. Les champs de pression et de vitesse des ondes
de gravité sont représentées sur la figure 2.6 dans le cas d’un état de base au repos pour
un domaine périodique en x. Contrairement aux ondes de Rossby précédentes, on peut
voir que les champs de vitesses et de presion ne sont plus du tout équilibrés. La figure
2.7 nous montre les anomalies de divergence et de vorticité potentielle correspondant à
l’onde de gravité de la figure 2.6 (a). On retrouve donc bien des signatures non-nulles
pour la divergence et nulles pour la vorticité.
Nous allons maintenant voir comment la rotation va modifier la structure de ces
ondes, notamment dans le cas d’un état de base en équilibre géostrophique avec une
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vitesse non nulle.





Fig. 2.8 – Champs de pression et vitesse pour les 2 premiers modes de Poincaré pour





Fig. 2.9 – Divergence (gauche) et vorticité potentielle (droite) pour l’onde de gravité
représentée figure 2.8 (a). L’intervalle entre chaque contour est égal à 1.
Les ondes d’inertie-gravité dans le modèle de l’eau peu profonde en rotation, ou
ondes de Poincaré, sont comme leur nom l’indique issues des effets simultanés de la
gravité et de la rotation terrestre. La relation de dispersion de ces ondes a été obtenue
dans la partie 2.2.2 pour le modèle le plus simple, soit un modèle à une couche avec un
fond plat et une surface libre sur le plan-f . En linéarisant autour d’un état de repos les
équations (2.25), on avait ainsi obtenu la relation de dispersion pour ces ondes :
ω2 = f2 + gH(k2 + l2). (2.47)
Les champs de pression et de vitesse pour un exemple d’une onde de Poincaré dans un
écoulement zonal équilibré sont représentés sur la figure 2.8. La structure est différente
du cas sans rotation notamment en raison de la variation et de l’asymétrie de la hauteur
de l’état de base H(y) = H0 − Uy.
La figure 2.9 nous montre les anomalies de divergence et de vorticité potentielle cor-
respondant à l’onde de gravité de la figure 2.8 (a). On retrouve donc bien des signatures
non-nulles pour la divergence et nulles pour la vorticité potentielle.
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2.4.4 Conditions aux bords
De manière générale dans un modèle de l’eau peu profonde en rotation il existe tou-
jours des familles d’ondes de Poincaré (ondes d’inertie-gravité) se propageant dans le
sens de propagation positif et dans le sens de propagation négatif, ainsi qu’une famille
d’onde de Rossby si la vorticité potentielle n’est pas strictement constante dans le do-
maine. Mais il existe aussi d’autres types d’ondes aux caractéristiques "hybrides" dont
l’existence est liée à la présence d’un guide d’onde, soit une côte, l’équateur ou encore
une topographie.
Fig. 2.10 – Différents types de conditions aux bords : (a) bord vertical v(yc) = 0, (b)
incropping H(yc) = 0, (c) plateau H(yc)→∞
Nous allons analyser dans la suite l’effet des différentes conditions aux bords repré-
sentées sur la figure 2.10. La structure méridionale des ondes de Poincaré est modifiée par
les conditions aux bords, comme on peut le voir par exemple sur la figure 2.11 qui montre
les structures des ondes de Poincaré dans un canal (mur verticaux en y = ±L) ou sur
la figure 2.12 en présence d’incropping, par comparaison avec la figure 2.8. Néanmoins
les propriétés générales des ondes de Poincaré et de Rossby évoquées précédemment ne





Fig. 2.11 – Champs de pression et vitesse pour les 2 premiers modes de Poincaré pour
un écoulement zonal sur le plan f dans un canal (bords verticaux en y = ±L).
Par contre les contraintes imposées par les différentes conditions aux bords du type
de celles de la figure 2.10 vont avoir pour effet de piéger certaines ondes et vont donner
naissance à de nouveaux types d’ondes avec des caractéristiques bien spécifiques. Une
des situations les plus importantes dans l’océan concerne les bords verticaux qui vont
donner naissance aux ondes de Kelvin (Kelvin (1871)).





Fig. 2.12 – Champs de pression et vitesse pour les 2 premiers modes de Poincaré pour
un écoulement zonal sur le plan f avec incropping en y = −L
2.4.5 Mode de Kelvin












Fig. 2.13 – Courbes de dispersion c = c(k) des ondes de Kelvin et de Poincaré pour un
écoulement zonal au repos sur le plan f dans un canal (bords verticaux en y = ±L)
Dans le modèle de l’eau peu profonde sur le plan f , une onde de Kelvin se propage
le long d’un bord vertical (figure 2.10 (a)), qui a pour condition au bord v(±L) = 0
(vitesse normale au bord nulle). La particularité de l’onde de Kelvin est de respecter
cette condition dans tout le domaine dans un fluide de hauteur constante.
En reprenant les équation du modèle à une couche de l’eau peu profonde pour un
canal en rotation au repos, on obtient :
∂tu = −g ∂xh,
fu = −g ∂yh,
∂th+H∂xu = 0.
(2.48)
Et donc en substituant :
(u, h) = (u˜, h˜) ei(k·x−ωt), (2.49)
avec ω la fréquence, que l’on peut remplacer dans le système (2.48) pour obtenir le
système suivant :
−iωu = −g ikh,
fu = −g ∂yh,
−iωh+Hiku = 0.
(2.50)





Fig. 2.14 – Champs de vitesse et pression pour les ondes de Kelvin se propageant sur





Fig. 2.15 – Divergence (gauche) et vorticité potentielle (droite) pour l’onde de Kelvin
représentée figure 2.14 (a).
qui donne la relation de dispersion : ω = ±√gHk, identique à celle d’une onde de gravité
en l’absence de rotation vue précédemment, et les champs de hauteur et de vitesse :









La force de Coriolis est donc exactement balancée par le gradient de pression de
l’onde de Kelvin normal à la paroi. Physiquement les ondes de Kelvin sont donc par-
tiellement en équilibre géostrophique perpendiculairement à la paroi, mais ont la forme
d’ondes d’inertie-gravité dans la direction parallèle.
On vérifie d’ailleurs aisément que l’onde de Kelvin a une signature nulle sur l’ano-
malie de vorticité potentielle, :
q =
























L’anomalie de vorticité potentielle est nulle, l’onde de Kelvin est par contre fortement
divergente et sera donc, comme les ondes de Poincaré, dans la catégorie des mouvements
agéostrophiques.
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On vérifie aussi que pour que cette solution ne diverge pas, la relation fk/ωy < 0 doit
être vérifiée. Ainsi dans l’hémisphère nord où f > 0, on aura toujours ky < 0, et l’onde
de Kelvin ne pourra se propager que dans un seul sens, en gardant le bord à sa droite si
l’on regarde dans la direction de propagation de l’onde. On notera aussi que l’extension
spatiale L de l’onde dans la direction normale au bord est égale à ω/kf =
√
gH/f = Rd,
le rayon de déformation de Rossby. On pourra donc considérer qu’une côte est "verticale"
dès lors que sa dimension horizontale dans la direction normale à la côte est petite devant
le rayon de déformation. Ainsi dans le cas d’un océan profond (H ≈ 5km) aux moyennes
latitudes, une région côtière avec une extension horizontale d’une centaine de kilomètres
pourra être considérée comme verticale par comparaison avec le rayon de déformation
barotrope : Rd ≈ 3000km.
L’exemple du spectre d’ondes dans un canal (bords verticaux en y = −L et y = +L)
en rotation est représentée sur la figure 2.13. En plus des ondes de Poincaré apparaissent
désormais deux ondes de Kelvin se propageant chacune le long d’un bord. On peut voir
que ces ondes sont très faiblement dispersives et vont ainsi avoir tendance à déferler rapi-
dement (Fedorov & Melville (1995)). Les structures de ces deux ondes sont représentées
sur la figure 2.14.
La figure 2.15 nous montre les anomalies de divergence et de vorticité potentielle
correspondant à l’onde de gravité de la figure 2.14 (a). On retrouve donc bien des
signatures non-nulles pour la divergence et nulles pour la vorticité.
2.4.6 Mode frontal




















Fig. 2.16 – Courbes de dispersion c = c(k) des modes frontaux et de Poincaré pour un







Fig. 2.17 – Champs de vitesse et pression pour le mode frontal à k = 1 (gauche) et
k = 5 (droite).





Fig. 2.18 – Divergence (gauche) et vorticité potentielle (droite) pour le mode frontal
représenté figure 2.17 (a). La zone grisée correspond à une zone d’assèchement (H+h =
0).
La représentation simplifiée standard des fronts de densité dans la littérature utilise
le modèle de l’eau peu profonde en rotation à une ou plusieurs couches avec une confi-
guration de type "incropping/outcropping", ce qui se traduit par une intersection de
l’interface entre deux couches de densité différentes avec le fond ou la surface du fluide
(figure 2.10 (b)). Il existe alors un type d’onde piégée par la zone frontale que nous
appellerons simplement mode frontal dans la suite. La structure de ce mode est visible
sur la figure 2.17 pour des nombres d’onde petit (panneau (a)) et pour des nombres
d’onde plus grands (panneau (b)). Ce mode a des caractéristiques similaires à une onde
de Rossby lorsque k est faible et similaires à une onde d’inertie-gravité pour k grand. Les
appellations varient quelque peu dans la littérature à son sujet : onde mixte Rossby-
gravité (Iga (1993)), onde de Kelvin (Iga (1995), Hayashi & Young (1987)), onde de
vorticité ( Meacham & Stephens (2001)). L’appellation onde de vorticité étant justifiée
par le fait que le front correspond à un gradient de vorticité potentielle infini (voir Boss
et al. (1996)) et que le caractère de ce mode est comparable à celui d’une onde de Rossby
pour des grandes longueurs d’onde.
L’exemple d’un écoulement avec deux fronts couplés (H = 0 en y = −L et y =
+L) en rotation est représenté sur la figure 2.16. En plus des ondes de Poincaré (Pn)
apparaissent désormais deux modes frontaux (F ) se propageant chacune le long d’un
bord. La figure 2.18 nous montre les anomalies de divergence et de vorticité potentielle
correspondant au mode frontal de la figure 2.17 (a). On retrouve donc une signature
non-nulle sur la divergence et à priori nulle sur la vorticité, mais ce mode provoque
un déplacement du front et donc une modification indirecte du champ de vorticité
potentielle.
2.4.7 Mode inertiel
Dans le cas d’un plateau (figure 2.10 (c), qui correspond à une condition H(yc) →
+∞) ou d’un bord ouvert (qui correspond à un écoulement où la perturbation décroît à
l’infini h→ 0 pour y → ±∞), on peut montrer qu’un mode correspondant à l’oscillation
inertielle apparaît. Ce mode est d’ailleurs décrit par Iga (1995) comme un mode mixte
Rossby-gravité dans le sens où il se comporte comme une onde de Rossby pour des
grands nombres d’ondes et comme une onde d’inertie-gravité pour des petits nombres
d’ondes (à l’inverse du mode frontal).
L’exemple d’un écoulement avec deux bords ouverts (h = 0 en y = ±∞) en rotation
est représentée sur la figure 2.19. En plus des ondes de Poincaré (Pn) apparaissent dé-
sormais deux modes inertiels (I) avec une relation de dispersion kc = ±f . La structure
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Fig. 2.19 – Courbes de dispersion (haut) et taux de croissance (bas) correspondant à
un écoulement plan en rotation avec les conditions aux bords de la figure 2.10 (c) en





Fig. 2.20 – Champs de pression et vitesse pour les modes inertiels correspondant aux
relations de dispersion kc = f (gauche) et kc = −f (droite) pour k = 1.
de ces modes est représentée sur la figure 2.20.
Après avoir répertorié ces différents types d’ondes et discuté leurs principales ca-
ractéristiques, nous allons nous intéresser aux modes instables susceptibles d’apparaître
dans différentes configurations pour le modèle de l’eau peu profonde. On dira d’un mode
qu’il est instable si sa vitesse de phase c = cr + ici comporte une partie imaginaire non
nulle ci 6= 0, ce qui n’était le cas d’aucun des modes évoqués jusqu’à maintenant. Nous
verrons aussi dans la suite qu’il est possible d’interpréter ces modes instables comme
des interactions entre les différents modes stables.
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2.5 Les critères classiques d’instabilité
Il est utile de commencer par rappeler les critères classiques d’instabilité concernant
les écoulements quasi-géostrophiques.
2.5.1 Instabilité barotrope
On parlera en général d’instabilité barotrope lorsqu’une instabilité est provoquée
par un cisaillement horizontal de l’écoulement.
Critère de Rayleigh-Kuo : Pour un écoulement plan-parallèle (profil de vitesse U(y)),
le critère d’inflexion bien connu de Rayleigh (1880) établit la stabilité de l’écoulement
si le profil de vitesse U(y) ne comporte pas de point d’inflexion. Ce critère a ensuite
été généralisé à des écoulements non-divergents en présence de rotation (paramètre
f = f0 + βy) par Kuo (1949), une condition nécessaire pour l’instabilité étant que le
gradient de vorticité absolue Qy = β − Uyy ne change pas de signe quelque part dans
l’écoulement.
Cette condition a enfin été renforcée par Fjørtoft (1950), pour donner le critère de
Fjørtoft : Une condition suffisante pour la stabilité est qu’il existe une constante réelle
α telle que (β − Uyy)(U − α) ≥ 0 sur l’ensemble de l’écoulement. On peut d’ailleurs
vérifier que le choix optimal pour la valeur de α correspond à la valeur de U(y∗), y∗
étant la coordonnée pour laquelle (β − Uyy) = 0.
2.5.2 Instabilité barocline
L’instabilité barocline est probablement l’instabilité la mieux connue et la plus étu-
diée depuis les premiers travaux de Charney (1947) et Eady (1949) en raison de son
importance dans l’atmosphère et l’océan.
Dans le cas barocline, la stratification va jouer un rôle majeur. On peut exprimer un
critère similaire au critère de Fjørtoft, sur la vorticité potentielle Q pour un écoulement
stratifié dans le cas quasi-géostrophique :
Critère de Charney-Stern : Une condition nécessaire pour l’instabilité est que l’un
de ces critères soit rempli :
(i) Qy change de signe à l’intérieur de l’écoulement,
(ii) Qy est de signe opposé à Uz au bord supérieur du domaine (z = H),
(i) Qy est de même signe que Uz au bord inférieur du domaine (z = 0),
(ii) Uz est de même signe aux bords inférieur et supérieur du domaine,
où z est la coordonnée verticale.
Ce qui nous donne un équivalent du critère précédent, avec la présence de gradients
de vorticité potentielle de signes opposés dans l’écoulement, mais cette fois-ci sur la
verticale. Ce qui se traduit, dans le modèle de l’eau peu profonde à deux couches, par la
présence de gradients de vorticité potentielle de signes opposés dans chacune des deux
couches.
On pourra résumer tout ceci de manière plus générale en disant qu’un écoulement
quasi-géostrophique sera instable si le gradient de vorticité potentielle change de signe
dans l’écoulement. S’il change de signe selon la verticale, on parlera d’instabilité baro-
cline, et s’il change de signe selon l’horizontale, on parlera d’instabilité barotrope. On
pourra aussi parler d’instabilité mixte lorsque le changement de signe se produira à la
fois selon l’horizontale et selon la verticale.
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Dans un système sans forçage extérieur ni dissipation d’énergie, l’énergie totale et la
quantité de mouvement du système doivent être conservées. Le critère de Rayleigh-Kuo
peut ainsi être physiquement interprété comme la conséquence de la conservation de
la quantité de mouvement totale de l’écoulement (Taylor (1915), et par exemple Vallis
(1992) pour la dérivation du critère). Si un écoulement cisaillé non-divergent ne comporte
pas de point d’inflexion, l’apparition d’une perturbation va nécessairement modifier la
quantité de mouvement totale de l’écoulement. Ceci se traduit par l’impossibilité pour
toute perturbation de croître et donc par la stabilité de cet écoulement. De la même
façon le critère de Charney-Stern traduit la conservation de la quantité de mouvement
totale de l’écoulement pour un écoulement cisaillé verticalement.
2.6 Instabilités et résonances d’ondes
Les critères de stabilité classiques décrits ci-dessus ne sont néanmoins plus suffisants
pour des écoulements divergents, puisque dans ce cas des instabilités peuvent apparaître
même en l’absence de gradients de vorticité potentielle.
2.6.1 Ondes à énergie négative, pseudo-moments et pseudo-énergie
Dans l’approximation quasi-géostrophique, la croissance d’un mode instable était
nécessairement interprétée comme un transfert d’énergie de l’écoulement moyen vers le
mode instable, la baisse de l’énergie de l’écoulement moyen compensant le gain d’énergie
par le mode instable. Mais les travaux de Cairns (1979), Ripa (1983), qui a généralisé
le théorème Rayleigh-Fjørtoft au modèle de l’eau peu profonde ou encore Marinone &
Ripa (1984) et Hayashi & Young (1987) ont montré que cette interprétation n’était plus
forcément valide en dehors de l’approximation quasi-géostrophique (lorsque l’écoulement
peut devenir divergent). Les transferts de quantité de mouvement ou d’énergie entre
un mode instable et l’écoulement moyen ne sont donc plus forcément essentiels à la
croissance de l’instabilité. Ceci est particulièrement visible pour un profil de vorticité
nulle ou constante puisque dans ce cas il ne peut pas y avoir de transferts d’énergie ou
de quantité de mouvement entre une onde et l’écoulement moyen, étant donné que ces
flux doivent être proportionnels à des flux de vorticité potentielle (Hayashi & Young
(1987)). La condition d’instabilité associée à la présence de gradients de vorticité n’est
ainsi jamais remplie, mais ces écoulements peuvent pourtant devenir instables.
Un nouveau critère a ainsi été énoncé par Ripa (1983) pour un modèle à une couche :
Un écoulement sera linéairement stable si
∃α/ ∀y
{
(U − α)Qy < 0
(U − α)2 < g′H (2.55)
où U(y), H(y) et Q(y) = f−dU/dyH sont la vitesse, la hauteur et la vorticité potentielle
de l’écoulement de base.
Et de façon similaire pour un modèle à 2 couches (Ripa (1991)) : Un écoulement
sera linéairement stable si
∃α/ ∀y
{







où Uj(y), Hj(y) et Qj(y) =
f−dUj/dy
Hj
sont les vitesses, les hauteurs et les vorticités
potentielles de chacune des couches de l’écoulement de base.
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La première des deux conditions est effectivement équivalente aux critères évoqués
dans la section précédente, mais elle ne suffit plus désormais à assurer la stabilité de
l’écoulement dans le cas agéostrophique. Une deuxième condition, liée à la divergence
horizontale de l’écoulement, permet de déterminer la présence de modes instables à
énergie ’négative’ ou ’nulle’, comme nous allons l’expliquer maintenant.
En s’inspirant de certaines idées utilisées notamment en physique des plasmas, on
peut introduire le concept d’ondes à énergie négative. De manière générale on dira que
les ondes peuvent avoir une énergie négative ou positive, selon que l’excitation de ces
ondes fasse augmenter ou diminuer l’énergie totale du système dans un référentiel donné,
comme décrit dans Cairns (1979). De manière plus formelle on peut définir une énergie de
perturbation pour une onde, ou pseudo-énergie (E) , qui correspond alors à l’énergie du
système total lorsque cette onde est excitée à laquelle on soustrait l’énergie du système
au repos (Hayashi & Young (1987)). On peut définir de la même façon des quantités de
mouvement pour la perturbation ou pseudo-moments (M) pour les modes, sachant que
les raisonnements sont équivalents avec la pseudo-énergie ou le pseudo-moment. Il est
d’ailleurs possible de montrer que le pseudo-moment et la pseudo-énergie pour un mode
stable sont proportionnels : E = cM où c est la vitesse de phase du mode considéré,
vitesse de phase qui dépend donc du référentiel considéré (Hayashi & Young (1987)).
Une onde qui possède une pseudo-énergie négative dans un référentiel donné, va donc
croître et conduire au développement d’une instabilité lorsqu’un autre processus sera en
capacité de lui extraire de l’énergie. Dans le cas d’un système dissipatif, ce rôle pourra
être joué par un processus dissipatif, à condition que celui-ci ne soit pas important au
point de modifier significativement les caractéristiques de l’onde. Ce processus va donc
permettre à l’instabilité de se développer. Ce type d’instabilité correspond à la classe A
selon Benjamin (1963).
Mais dans le cas d’un système sans forçage et non-dissipatif, un mode instable doit
pouvoir se développer en ayant une énergie et une quantité de mouvement nuls. Un tel
mécanisme est possible en cas de coexistence d’une onde de pseudo-énergie positive et
d’une onde de pseudo-énergie négative, par les même processus de transfert d’énergie qui
vont faire croître chacune des deux ondes tout en gardant l’énergie globale inchangée.
L’onde possédant une énergie négative va transférer de l’énergie à celle qui possède une
énergie positive, ce qui aura pour effet de faire croître les deux modes sans aucun apport
d’énergie de l’extérieur. C’est ce qu’on appelle une instabilité "réactive" en physique des
plasmas (classe C selon Benjamin (1963)). Nous allons nous intéresser plus particuliè-
rement à ce type d’instabilités étant donné l’absence de forçage et de dissipation dans
les écoulements géophysiques étudiés dans la suite.1
2.6.2 Interaction résonante de deux ondes
Une instabilité va se développer lorsque deux modes, par ailleurs stables lorsqu’ils
sont considérés indépendamment l’un de l’autre, vont avoir des vitesses de phases iden-
tiques (ou du moins suffisamment proches) pour un nombre d’onde k donné et des
pseudo-énergies (ou pseudo-moments) de signes opposés. Un point important étant que
cela ne suppose aucune restriction sur les types d’ondes envisagés. Ces critères per-
mettent ainsi de prédire l’apparition d’instabilité aisément à partir des propriétés de
dispersion des différents modes présents dans le système. On raisonnera préférentielle-
1On peut juste mentionner que certain cas de triades résonantes, c’est-à-dire une instabilité non-
linéaire qui peut naître de l’interaction de 3 ondes (dont l’une doit avoir une énergie de signe opposé
aux deux autres) sont expliqués de manière similaire, par exemple dans Craik & Adam (1979). Ce type
d’instabilité correspond à une instabilité "explosive" en physique des plasmas.
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ment dans la suite sur les pseudo-moments plutôt que sur les pseudo-énergies, puisque
ces dernières dépendent du référentiel considéré, ce qui n’est pas le cas des pseudo-
moments.
Si les courbes de dispersion de deux ondes considérées indépendamment se croisent
(il existe un nombre d’onde k pour lequel ces deux ondes ont la même vitesse de phase
c), figure 2.21 (a), le diagramme de phase du système se comportera comme sur la
figure 2.21 (b) si ces deux ondes ont des pseudo-moments de même signe, ou comme
sur la figure 2.21 (c) si les signes de leurs pseudo-moments sont opposés. Dans ce cas
les deux courbes de dispersion se rejoignent et ne forment plus qu’une seule courbe,











Fig. 2.21 – Courbes de dispersion c(k) pour l’intersection de deux modes stables, (a)
considérés indépendamment l’un de l’autre, (b) pour le système complet quand les deux
modes ont des pseudo-moments de même signe, (c) pour le système complet lorsque
les deux modes ont des pseudo-moments de signes opposés. Les tirets correspondent au
mode instable.
On peut d’ailleurs montrer que le signe du pseudo-moment d’un mode est déterminé
par le signe de sa vitesse de phase intrinsèque dans le cas d’un écoulement de base
uniforme, ou plus généralement par le signe de la dérivée de sa courbe de dispersion
dans le diagramme de phase dans le cas d’un écoulement basique quelconque. Dans le
cadre du modèle de l’eau peu profonde, le pseudo-moment s’écrit :










q = ξ−QhH , ξ = ikv − dudy , Q = f−dU/dyH (2.58)
sont la vorticité potentielle de la perturbation, la vorticité de la perturbation et la
vorticité potentielle de l’écoulement de base, respectivement.
Le signe du pseudo-moment peut donc être déterminé ainsi :










(H|u|2 +H|v|2 + g|h|2)dy (2.59)
qui montre que le signe de M doit être le même que celui de (c−U) = c˜ et donc que le
pseudo-moment a le même signe que la vitesse de phase intrinsèque.
• Dans le cas plus général d’une vitesse de l’écoulement de base quelconque, Iga











c’est-à-dire que le signe de dcdk est opposé à celui du pseudo-moment dans le cas général
et pour un mode non-singulier.
Il devient donc aisé en pratique de prédire le comportement d’un système à plusieurs
couches, en obtenant les valeurs propres des systèmes réduits à une couche correspon-
dants puis en superposant ces courbes. Les modes instables ne pourront alors apparaître
que lorsqu’il y aura des intersections entre les courbes de chacune des couches, si leurs
pseudo-moments ont des signes opposés.
2.6.3 Instabilité et niveaux critiques
Des singularités dues aux niveaux critiques peuvent apparaître dans un écoulement
lorsque la partie réelle de la vitesse de phase de la perturbation c = ω/k est égale
à la vitesse en y = yc de l’état de base : c = U(yc) (Voir notamment Stewartson
(1981) et Martin & Lott (1986) pour une description approfondie de la théorie des
niveaux critiques). Ainsi dans un problème de modes normaux, en plus de l’ensemble
discret de modes "réguliers" (non-singuliers) précédemment évoqués, il existe pour tout
k un spectre continu de modes singuliers, dont la vitesse de phase est comprise dans
l’intervalle des vitesses de l’état de base c = U(y) (Vanneste (1998)).
D’autre part, selon Lin (1945), un mode non-singulier dont la vitesse de phase est
égale à la vitesse de l’écoulement de base quelque part dans l’écoulement (y = yc)
ne peut exister que si Q′(yc) = 0, c’est-à-dire s’il n’y a pas de gradient de vorticité
potentielle à cet endroit. La présence de niveaux critiques dans un écoulement ne va
donc pas influer sur les modes et leurs éventuelles résonances dans le cas de profil de
vorticité potentielle constante.
Il peut pourtant y avoir certaines instabilités directement liées à la présence de
niveaux critiques. Lorsqu’un mode non-singulier est déstabilisé par la présence de ces
niveaux critiques, il est alors impossible de déterminer un deuxième mode neutre avec
48 Ondes et instabilités dans le modèle de l’eau peu profonde
lequel il puisse résonner comme dans le cas standard. Il est néanmoins possible d’in-
terpréter ce mode instable de la même façon que précédemment en considérant qu’un
mode neutre non-singulier va résonner, non plus avec un autre mode non-singulier, mais
avec une superposition de modes singuliers (Iga (1999)). On peut alors déterminer le
signe du pseudo-moment des modes singuliers : ce signe est opposé à celui du gradient
de vorticité potentielle du niveau critique Q′c. On peut donc définir le même critère que
dans le cas de la résonance de deux modes non-singuliers. Ainsi un mode non-singulier,
en présence de niveaux critiques, deviendra instable si son pseudo-moment M est de
même signe que le gradient de vorticité potentielle : Q′c/M > 0.
Par contre, dans le cas où ils sont de signe opposé (Q′c/M < 0), les modes non-
singuliers ne peuvent plus exister, les niveaux critiques deviennent alors en quelques
sortes absorbants (Perkins & Renardy (1997), Balmforth (1999)).
2.7 Instabilités dans le modèle de l’eau peu profonde à gra-
vité réduite
Après avoir répertorié les différents types d’ondes présents dans les modèles de l’eau
peu profonde (section 2.4) et les conditions de résonance entre deux ondes (section 2.6),
nous allons appliquer ces critères à l’étude des instabilités dans le modèle de l’eau peu
profonde à gravité réduite. Dans ce modèle, où seule une couche est active, on peut parler
d’interactions barotropes dans le sens où les deux modes en résonance appartiennent à
la même couche de fluide. Nous allons donc nous intéresser aux différentes configurations
representées sur la figure 2.22, qui correspondent à des écoulements avec des cisaillements


























Fig. 2.22 – Configurations dans le modèle gravité réduite pour (a) un écoulement
Couette plan, (b) un écoulement cisaillé en rotation (c) des fronts couplés et (d) un
front côtier.
2.7.1 Instabilité d’un écoulement cisaillé
(a) Écoulement Couette-plan. Dans un canal sans rotation (figure 2.22 (a)), étudié
notamment par Satomura (1981), Takehiro & Hayashi (1992) et Knessl & Keller (1995),
les seuls modes présents sont des modes de gravité (Poincaré, voir figure 2.6) qui vont se
propager le long des 2 bords. Comme on a pu le voir précédemment, un écoulement avec
une vitesse de base constante est stable étant donné le fossé existant entre les vitesses
de phases des modes se propageant le long de chacun des bords. Mais si l’écoulement
est cisaillé (U(y) = y), la fréquence intrinsèque va être modifiée et l’on pourra avoir
résonance entre ces modes si le cisaillement, et donc le nombre de Froude Fr = U0/
√
gH,
est assez grand, ce qui est vérifié par le critère de Ripa qui donne directement la condition
de stabilité Fr ≤ 2, identique à la condition déterminée par Satomura (1981). Les figures
2.7 Instabilités dans le modèle de l’eau peu profonde à gravité réduite 49
2.23 et 2.24 montrent les diagrammes de dispersion et les modes instables correspondants
pour Fr = 5. Le mode le plus instable (figure 2.24 (a)) correspond à une résonance entre
les deux premiers modes de gravité, comme on peut le vérifier sur le diagramme de phase
(pic à k ≈ 4), les deux modes ayant une vitesse de phase intrinsèque identique en raison
du cisaillement horizontal de l’écoulement de base, et des pseudo-moments de signe
opposé (voir dc/dk pour les deux courbes). Ainsi les deux courbes se rejoignent pour ne
former qu’une seule courbe avec cette fois-ci une partie imaginaire non-nulle. On notera
la présence d’une infinité de modes instables lorsque k augmente et que les modes de
gravité plus élevés vont résonner, avec des taux de croissance de plus en plus faible. Le
deuxième mode le plus instable (k ≈ 6.7), résonance entre un mode de gravité d’ordre 1

















Fig. 2.23 – Vitesses de phase Re(c) (haut) et taux de croissance ωi = kIm(c) (bas)
correspondant à un écoulement de Couette plan sans rotation pour un nombre de Froude
Fr = U0/
√
gH = 5. Les zones grisées marquent les modes instables correspondant aux





Fig. 2.24 – Champs de pression et vitesses correspondant aux modes instables de la
figure 2.23 pour k = 4 (gauche) et k = 6.7 (droite).
L’analyse linéaire, ainsi que l’évolution faiblement non-linéaire de ce type d’instabi-
lité, sous l’appellation d’instabilité "supersonique", ont aussi été effectuées par Balm-
forth (1999). Les effets de la viscosité y sont envisagés ainsi que les problèmes liés à
la présence de gradients de vorticité potentielle et de niveaux critiques en utilisant un
profil de vitesse de la forme U(y) = tanh(αy)/ tanh(α). Pour α = 0 on retrouve les ré-
sultats précédents correspondant à un écoulement de Couette plan. Mais lorsque α 6= 0,
des niveaux critiques apparaissent pour des vitesses de phase dans la bande [−1, 1] ainsi
que de gradients de vorticité potentielle. Balmforth (1999) a montré que pour un tel
écoulement deux types d’instabilité étaient possibles. Une première instabilité dite "in-
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flectionnelle" et une deuxième instabilité dite "supersonique". La première étant liée à
l’instabilité Rayleigh classique et la deuxième à une résonance entre modes de gravité,
comme évoquée dans le cas de l’écoulement Couette plan. Il est d’ailleurs intéressant de
noter la correspondance avec les deux conditions définies par le critère de Ripa (1983)
qui vont chacune correspondre à une ces deux zones d’instabilité. Une discussion dé-
taillées de la relation entre le critère de Ripa et les instabilités de niveaux critiques peut
d’ailleurs être trouvée dans Takehiro & Hayashi (1992).
Le diagramme de dispersion correspondant à α = 0.5 et Fr = 0.5 est représentée
sur la figure 2.25, les modes singuliers ne sont pas représentés. En dehors de la zone
[−1, 1], on retrouve les courbes de dispersion des modes de Poincaré qui ne résonnent pas
entre eux puisque Fr < 2 (voir écoulement Couette plan) et dont les vitesses de phase
n’admettent pas de niveaux critiques pour Fr < 1. Un mode instable est néanmoins
présent pour k < kc et c = 0, correspondant au point d’inflexion du profil de vitesse de
l’écoulement, sans être connecté à un seul mode stable pour k > kc. C’est l’instabilité
inflectionnelle liée au classique critère d’inflexion de Rayleigh. Les champs de vitesse et





















Fig. 2.25 – Courbes de dispersion (haut) et taux de croissance (bas) correspondant à
un écoulement cisaillé sans rotation U(y) = tanh(2y)/ tanh(2) avec Fr = 0.5. Les zones








Fig. 2.26 – Hauteur (trait plein) et vitesse (pointillés) de l’état de base (gauche).
Champs de pression et vitesses correspondant au mode le plus instable de la figure
2.25 (droite) .
Lorsque le nombre de Froude est assez grand, les modes de gravité vont non seule-
ment pouvoir résonner entre eux, comme dans le cas Couette-plan, mais aussi devenir
instables en raison de la présence de niveaux critiques (voir Balmforth (1999)).
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(b) Écoulement cisaillé avec rotation : Dans un canal avec rotation (figure 2.22 (b))
et pour un profil avec vorticité potentielle nulle, les modes présents sont non seulement
les modes de Poincaré (voir figure 2.8) mais aussi les modes de Kelvin (voir figure
2.14) qui vont apparaître à cause de la rotation et des bords sur lesquels ils vont se
propager. Cet écoulement deviendra une fois encore instable pour un cisaillement assez
important, comme le montre le diagramme de phase de la figure 2.27. En plus des
résonances entre deux modes de Poincaré, comme précédemment, il peut dorénavant y
avoir des résonances entre les deux modes de Kelvin (figure 2.28, (a)) ou entre un mode














Fig. 2.27 – Courbes de dispersion (haut) et taux de croissance (bas) correspondant à
un écoulement cisaillé avec rotation, U(y) = y et H(y) = H0 − 1/2y2. Les zones grisées
marquent les modes instables correspondant aux résonances horizontales entre les ondes





Fig. 2.28 – Champs de pression et vitesses correspondant aux modes instables de la
figure 2.23 pour k = 1.7, résonance entre deux ondes de Kelvin (gauche) et k = 4.4,
résonance entre une onde de Kelvin et une onde de Poincaré (droite).
Lorsque le profil de vorticité potentielle n’est plus constant, des instabilités liées à
la présence de niveaux critiques peuvent apparaître, comme dans le cas sans rotation.
Un exemple d’écoulement cisaillé en rotation avec ces propriétés, correspondant à un
jet barotropiquement instable (jet de Bickley), a notamment été étudié par Poulin &
Flierl (2003). Le profil utilisé U(y) = U0 sech(y/L)2 avec H(y) = ∆H tanh(y/L)
et le mode instable ainsi trouvé sont représentés sur la figure 2.29. L’évolution non-
linéaire de ce mode est d’ailleurs explicitée dans les cas quasi-géostrophique et non-quasi-
géostrophique, produisant une succession de cyclones et d’anticyclones symétriques dans
le premier cas et asymétriques dans l’autre.







Fig. 2.29 – Hauteur (trait plein) et vitesse (pointillés) de l’état de base (gauche).
Champs de pression et vitesses correspondant au mode le plus instable de la figure
(droite).
2.7.2 Instabilités frontales
Une situation importante dans les problèmes d’instabilités linéaires concerne les
régions frontales. La représentation simplifiée standard des fronts de densité dans la
littérature utilise le modèle de l’eau peu profonde en rotation à une ou plusieurs couches
avec une configuration de type "incropping/outcropping", c’est-à-dire une interface entre
deux couches de densité différentes qui intersecte le fond ou la surface du fluide.
Certaines de ces configurations sont barotropiquement instables, dans le sens où
une interaction horizontale entre deux modes génère cette instabilité. Dans le cadre du
modèle à une couche à gravité réduite plusieurs type d’instabilités ont ainsi été étudiés :
(a) Dans le cas d’un front isolé dans un modèle à gravité réduite, avec un profil de
vitesse U(y) = α eαy et un profil de hauteur équilibré H(y) = 1−eαy, comme représenté
sur la figure 2.30, Killworth (1983a) a montré que l’écoulement pouvait devenir instable
aux grandes longueurs d’ondes sans qu’il y ait d’extremum de vorticité potentielle (c’est-
à-dire lorsque l’écoulement est stable selon le critère quasi-géostrophique classique de
Rayleigh-Kuo). Cette étude a été complétée ensuite par Kubokawa (1985) qui a montré
que la condition pour l’apparition de modes instables était que la vorticité potentielle soit
décroissante à l’approche du front, c’est-à-dire dans la zone de vitesses [0, α], présentant
des niveaux critiques pour le mode frontal. La condition montrée par Killworth (1983a)
et Kubokawa (1985), que l’on retrouve d’ailleurs directement en appliquant le critère
de Ripa (1983), était que l’écoulement devienne instable lorsque α > 1. Le gradient de
vorticité potentielle s’écrit effectivement Qy = (1 − α2)U/H2, le cas α = 1 correspond
donc à un profil de vorticité potentielle nulle, le cas α < 1 à un gradient de vorticité
potentielle positive et le cas α > 1 à un gradient de vorticité potentielle négative.
Le pseudo-moment correspondant au mode frontal étant négatif (dc/dk > 0), d’après
le critère précédent ce mode pourra devenir instable en présence de niveaux critiques
si le gradient de vorticité potentielle est de même signe, c’est-à-dire négatif, et donc
lorsque α > 1. On peut le vérifier sur les deux diagrammes de phases de la figure 2.31
correspondant à un cas stable à gauche (α = 0.8) et à un cas instable à droite (α = 1.2).
(b) Les configurations représentant des fronts couplés (voir figure 2.22 (c)), cor-
respondent à une situation dans laquelle fluide se retrouve confiné à l’intérieur de la
surface isopycnale. Griffiths et al. (1982) ont montré que dans le cas d’un profil de
vorticité potentielle nul ou constant, c’est-à-dire où la condition d’instabilité de Ray-
leigh ne s’applique pas, ce type d’écoulement était néanmoins très fortement instable.
La principale instabilité, ainsi nommé instabilité GKS dans la littérature, correspond
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Fig. 2.30 – Hauteur (trait plein) et vitesse (pointillés) de l’état de base (gauche).
Champs de pression et vitesses correspondant au mode le plus instable de la figure
2.31 (droite) .










Fig. 2.31 – Courbes de dispersion (haut) et taux de croissance (bas) correspondant à
un front isolé stable pour α = 0.8 (gauche) et à un front isolé instable α = 1.2 (droite).
Les zones grisées marquent les modes instables. Les traits pointillés délimitent le spectre
continu de modes singuliers.
à la résonance entre deux modes frontaux (figure 2.17) qui se propagent sur chacun
des fronts. Dans la même configuration et toujours dans le modèle à gravité réduite,
Hayashi & Young (1987) ont montré que d’autres instabilités apparaissaient à grand
nombre d’onde, mais avec des taux de croissance bien plus faibles. Ces nouvelles insta-
bilités étant dues à des résonances entre un mode frontal et les modes de Poincaré se
propageant sur l’autre front, ou plus directement entre modes de Poincaré. Dans le cas
de profils de vorticité potentielle différents, Scherer & Zeitlin (2008) ont montré que
les résultats étaient similaires, alors que les effets d’un fond parabolique on été étudiés
par Stern & Simeonov (2008) avec des résultats semblables. L’étude de l’évolution non-
linéaire de ces instabilités dans le modèle de l’eau peu profonde à gravité réduite a été
notamment effectuée par Scherer & Zeitlin (2008) et Pratt et al. (2008) qui ont montré
que la croissance des modes frontaux amenait les fronts de densité à se reconnecter pour
former une série de tourbillons quasiment indépendants similaires à des rodons. L’in-
stabilité a ainsi complètement réorganisé l’écoulement et amené une solution équilibrée
mais non-stationnaire.
(c) Dans le cas d’un courant côtier une zone frontale est couplée à un bord vertical
(voir figure 2.22 (d)). L’instabilité décrite pour le cas des fronts couplés (interaction
frontal-frontal ou GKS) n’est donc plus possible en raison de la présence de la côte qui
interdit la présence d’un deuxième mode frontal. Killworth & Stern (1982) et Paldor
(1983) ont néanmoins montré que ce type de courant, toujours dans un modèle avec gra-













Fig. 2.32 – Courbes de dispersion (haut) et taux de croissance (bas) correspondant à des
fronts couplés, U(y) = y et H(y) = H0 − 1/2y2. Les zones grisées marquent les modes
instables correspondant aux résonances horizontales entre modes frontaux (instabilité
GKS) pour le pic principal (k ≈ 1) ou entre un mode frontal et un mode de Poincaré





Fig. 2.33 – Champs de pression et vitesses correspondant aux modes instables de la
figure 2.32 pour k = 1, résonance entre modes frontaux (instabilité GKS) (gauche) et
k = 2.75, résonance entre un mode frontal et une onde de Poincaré (droite).
vité réduite, pouvait être instable lorsque l’écoulement moyen n’était pas unidirectionnel,
même en absence de gradient de vorticité potentielle. Kubokawa & Hanawa (1984) et
Kubokawa (1986) ont ainsi montré que l’instabilité correspondant à cette condition était
due à la résonance barotropique du mode frontal avec le mode de Kelvin qui se propage
le long du bord vertical. Cette instabilité et son développement non-linéaire sont étudiés
en détail dans le chapitre 6.
2.8 Instabilités dans un modèle de l’eau peu profonde à
deux couches
Dans le modèle à gravité réduite, les effets de la stratification sont simplement consi-
dérés par l’introduction d’une gravité modifiée (la gravité réduite), ce qui correspond
en pratique, comme nous l’avons vu dans la partie 2.1, à considérer une couche active
reposant sur une couche passive. De ce fait aucune interaction barocline entre ces deux
couches n’est possible, ce qui ne sera bien sûr plus le cas dans le modèle à deux couches.
On rappelle que le critère de stabilité de Ripa (1991) pour le modèle à deux couches
(et plus généralement pour N couches) était donné par l’équation (2.56). On peut
d’ailleurs remarquer que la deuxième condition de ce critère est de plus en plus dif-
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ficile à remplir lorsque la structure verticale devient plus riche, c’est-à-dire lorsque N
augmente. Effectivement, si dans chacune des deux couches les instabilités "barotropes"
précédentes sont toujours possibles, le couplage entre les deux couches autorise de nou-
velles résonances entre les modes présents dans chacune des deux couches avec des
mécanismes d’interaction tout à fait similaires. Nous allons donc maintenant nous atta-
cher avant tout aux cas purement baroclines (c’est-à-dire des cas où chacune des couches
est stable individuellement) afin d’illustrer plus particulièrement les nouvelles possibili-
tés offertes par le modèle à deux couches. Mais des situations où l’écoulement est à la
fois barocliniquement et barotropiquement instable seront par exemple étudiées dans le
chapitre 6.
L’équivalent du modèle barotrope de l’écoulement cisaillé vu précédemment est un
modèle à deux couches avec un cisaillement de vitesse vertical. Dans ce contexte le
modèle le plus simple pour illustrer les interactions baroclines entre les différents modes
est le modèle de Phillips (Phillips (1954)) dans sa version agéostrophique sur le plan f ,











Fig. 2.34 – Modèle de l’eau peu profonde avec deux couches de densités ρ1 et ρ2, dans
un canal avec un fond plat, un toit rigide et un cisaillement de vitesse constant U1 = U0
et U2 = −U0 comme étudié par Sakai (1989) et Gula et al. (2009a).
Ce modèle a longtemps été utilisé pour étudier l’instabilité barocline, et donc es-
sentiellement dans un contexte quasi-géostrophique. L’analyse de stabilité linéaire du
modèle dans sa version agéostrophique a ensuite été réalisée par Sakai (1989). Une ana-
lyse détaillée de ce problème dans sa version cylindrique est présentée dans le chapitre
4, et les résultats de Sakai (1989) sont largement commentés dans le chapitre 5, la
description qui en sera faite ici sera donc assez succincte.
On va commencer par répertorier les différents modes présents dans chacune des deux
couches. Comme nous l’avons vu dans la partie 2.4, il y aura des ondes de Poincaré, des
modes de Kelvin (en raison de la rotation et des bords verticaux) et des ondes de Rossby
(en raison de l’inclinaison de l’interface entre les deux couches et donc de la présence
de gradients de vorticité potentielle) dans chacune des couches. Les différents types
d’instabilité dépendent alors de la combinaison envisagée entre un mode de la couche
du bas et un mode de la couche du haut. On peut dès lors regrouper ces interactions
selon trois catégories.
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2.8.1 Instabilité barocline
La combinaison de deux ondes de Rossby dans chacune des deux couches correspond
à l’instabilité barocline classique. La présence des ondes de Rossby étant liée à celle de
gradients de vorticité potentielle, on retrouve ainsi le critère de Charney-Stern présenté
précédemment. Le mécanisme est illustré notamment par Hoskins et al. (1985) dans le
cadre quasi-géostrophique et par Sakai (1989) dans le modèle de l’eau peu profonde à 2
couches. Une étude plus détaillée sera aussi présentée dans le chapitre 4 dans le cadre
du modèle de l’eau peu profonde à deux couches dans un anneau.
2.8.2 Instabilité Kelvin-Helmholtz
La combinaison de deux modes de gravité (Kelvin ou Poincaré) est un exemple
d’instabilité de Kelvin-Helmholtz. Comme dans le cas d’un écoulement cisaillé hori-
zontalement, les ondes de Kelvin et/ou de Poincaré de l’une des couches vont pouvoir
résonner avec les ondes de Kelvin et/ou de Poincaré d’un couche adjacente sous réserve
que le cisaillement soit assez important pour que les fréquences intrinsèques des modes
puissent s’accorder (Sakai (1989)). Plus généralement l’instabilité de Kelvin-Helmholtz,
qui est connue depuis les travaux de Helmholtz (1868) et Kelvin (1871), joue un rôle très
important en dynamique des fluides géophysiques. C’est une instabilité qui ne dépend
pas de la rotation mais qui apparaît dans les écoulements à fort cisaillement et dont le
seuil d’apparition est caractérisé classiquement par la valeur du nombre de Richardson










et traduit schématiquement le fait que l’énergie cinétique disponible due au cisaille-
ment de vitesse ∂U∂z doit être assez importante pour compenser les variations d’énergie
potentielle nécessaires pour modifier la structure verticale du fluide déterminée par la
variation de densité ∂ρ∂z . Dans le cas du modèle à deux couches en eau peu profonde, on








où g′ = g∆ρ/ρ est la gravité réduite et ∆U le cisaillement de vitesse entre les deux
couches. Il est d’ailleurs intéressant de noter que le critère Ri < 1/4 revient alors à la
condition ∆U = 2
√
g′H, c’est-à-dire que le cisaillement de vitesse doit être supérieur
à la somme des vitesses de phases des ondes de gravité dans chacune des couches. Ce
qui correspond à la condition d’égalité des vitesses de phase pour que la résonance
puisse avoir lieu. Cette instabilité a été beaucoup étudiée, essentiellement dans le cadre
d’écoulement sans rotation. C’est une instabilité de petite échelle avec des taux de
croissance très importants qui sature rapidement et ainsi contribue au mélange dans les
zones de fort cisaillement d’un écoulement. On pourra se référer notamment à Drazin
& Reid (1981) pour plus de détails.
2.8.3 Instabilité Rossby-Kelvin
C’est la combinaison d’un mode vortical (Rossby) et d’un mode de gravité (Kelvin
ou Poincaré). Les travaux de Sakai (1989) ont conduit à montrer l’existence de cette
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Fig. 2.35 – Instabilité de Kelvin-Helmholtz (Thorpe (2005))
instabilité, directement issue de la résonance entre une onde de Kelvin ou de Poincaré
et d’une onde de Rossby, dans le cadre d’un modèle agéostrophique à deux couches.
La différence entre les fréquences intrinsèques de ces deux ondes étant modifiée par
le cisaillement vertical de vitesse entre les deux couches. Cette instabilité, assez mal
connue, a donc l’originalité de coupler des mouvements géostrophiques et des mouve-
ments agéostrophiques avec des taux de croissance supérieurs à ceux de l’instabilité
barocline classique.
Mais à notre connaissance aucune étude n’a encore montré quelle était l’évolution
non-linéaire de ce mode, et si celui-ci était susceptible de modifier l’écoulement moyen
ou de générer des mouvements de petite échelle.
Dans le chapitre 4, nous présentons l’analyse de stabilité complète en géométrie
cylindrique pour cette instabilité. Le développement non-linéaire de ce mode est étudié
dans le chapitre 5 dans le cadre d’une simulation idéalisée avec le modèle atmosphérique
méso-échelle WRF (modèle présenté plus en détail dans la partie 3.3).





























Fig. 2.36 – Configurations dans le modèle à deux couches pour (a) un front isolé, (b)
des fronts couplés, (c) un courant côtier et (d) modèle frontal (Orlanski)
Les configurations correspondant à un front isolé, des fronts couplés ou un courant
côtier ont été étudiées dans un modèle à gravité réduite dans la section 2.7.2. Nous allons
maintenant voir les instabilités susceptibles d’apparaitre lorsque la couche inférieure est
rendue active par l’utilisation d’un modèle à deux couches puisque les effets baroclines
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vont permettre une plus grande variété d’interactions entre les différents modes présents.
Dans le cas d’un front isolé, Killworth et al. (1984) ont étudié les instabilités linéaires
avec une couche inférieure active et a montré que cette configuration était instable due
à l’interaction barocline entre le mode frontal présent dans la couche supérieure et des
ondes de Rossby dans la couche inférieure. Cette instabilité est souvent décrite comme
une instabilité mixte barotrope/barocline en raison de son comportement énergétique
(voir chapitre 6 pour plus de détails). Cette même instabilité est bien sûr aussi présente
dans le cas de fronts couplés ou d’un courant côtier dans le modèle à deux couches,
étant donné que tous les ingrédients y sont aussi réunis (voir Barth (1989a) et Barth
(1989b) pour une étude similaire dans le cas d’un courant de type "upwelling").
Les résultats concernant les fronts couplés sont expliquées de manière exhaustive
dans Meacham & Stephens (2001), avec des résultats équivalents dans le cas d’ajout
d’une topographie. Les interactions entre modes sont similaires pour un cas avec topo-
graphie à condition de remplacer les ondes de Rossby par des ondes de Rossby topogra-
phiques
Les modes de Poincaré étant présents dans tous les types de configurations, les
possibilité de résonances pour ces modes entre les deux couches (instabilité KH) sont
aussi présentes, de même que la résonance entre modes de Poincaré dans la couche
inférieure et le mode frontal pour de très grands nombres d’ondes (étant donné que
le mode frontal a une structure de type onde de gravité à très grand nombre d’onde).
Paldor & Ghil (1990) ont ainsi étudié ces instabilités de petite échelle dans le cas de
fronts couplés et ont montré qu’elles avaient, comme dans les cas précédents, des taux
de croissances plus importants à mesure que les nombres d’ondes augmentaient et que
la hauteur de la couche inférieure devenait faible. Des conclusions similaires ont été
trouvées par Paldor & Ghil (1991) dans le cas d’une configuration de type courant
côtier. Ces résultats étant une fois de plus largement commentés dans la partie 6.
Un type d’interaction n’ayant pas encore été évoqué concerne la configuration étu-
diée principalement par Orlanski (1968), qui consiste en deux zones frontales chacune
dans une couche différente (voir figure 2.36), à la différence des fronts couplés où les
fronts concernent une seule des deux couches. Dans cette configuration où la vorticité
potentielle n’est pas constante, chacune des deux couches contient des modes de Rossby,
de Poincaré et un mode frontal. Orlanski (1968) a ainsi identifié plusieurs types d’insta-
bilités qui ont par la suite été précisés et interprétés en terme d’interaction d’ondes par
Iga (1993). Outre les interactions déjà évoquées entre toutes ces ondes (RF, RR, RG,
FG), l’instabilité largement dominante pour des nombres de Rossby petits correspond à
la résonance entre les deux modes frontaux présent dans chacune des deux couches (et
non plus dans la même couche comme pour l’instabilité GKS). Cette instabilité pouvant
être décrite comme un type instabilité barocline étant donné le caractère vortical des
modes frontaux. On notera d’ailleurs que dans la limite où le nombre de Richardson
Ri = fL/∆U → 0, c’est-à-dire lorsque l’interface entre les deux couches devient ver-
ticale, on retrouve une instabilité de type Rayleigh due à un cisaillement horizontal et
qui correspond à l’interaction horizontale (barotrope) de deux modes de vorticité. Un
modèle identique avec une couche dans laquelle la vorticité potentielle est constante
(Iga (1999)), et un autre dans lequel les deux couches ont des vorticités potentielles
constantes (Iga & Ikazaki (2000)) ont montré des résultats identiques à l’exception de
la disparition attendue des modes de Rossby en l’absence de gradients de vorticité po-
tentielle.
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2.9 Contenu et organisation de la thèse
Les instabilités baroclines et barotropes classiques, soit les interactions de modes
vorticaux obéissant aux critères de Charney-Stern et Rayleigh-Kuo, ont été étudiées de
manière exhaustive dans des modèles quasi-géostrophiques du fait de leur rôle primordial
dans la circulation générale de l’océan ou de l’atmosphère. Leurs mécanismes et leurs
propriétés sont aujourd’hui globalement bien comprises, notamment en ce qui concerne
leur développement non-linéaire. D’autre part, les instabilités de cisaillement, soit les
interactions entre les modes de gravité du fait de cisaillements barotropes ou baroclines,
comme l’instabilité KH, ont aussi fait l’objet d’importants travaux en dynamique des
fluides, principalement d’ailleurs pour des écoulements sans rotation, celle-ci n’étant pas
essentielle dans leur mécanisme.
Mais comme nous l’avons vu, il existe aussi d’autres mécanismes d’instabilité. Ceux-
ci sont susceptibles de coupler des mouvements vorticaux avec des mouvements non-
équilibrés, comme l’instabilité Rossby-Kelvin évoquée dans le cadre du modèle à deux
couches dans un canal, ou les différentes interactions du mode frontal avec des modes
vorticaux ou de gravité pour des configurations avec outcropping. Or la dynamique de
ces instabilités agéostrophiques est encore très mal connue.
Tout d’abord motivés par l’interprétation de récentes expériences relatives à l’obser-
vation de couplages entre mouvements rapides et lents (Lovegrove et al. (2000), Williams
et al. (2005), Flor (2008)), et en absence d’analyse de stabilité adaptée à cette configu-
ration expérimentale, nous présentons dans le chapitre 4 une analyse de stabilité linéaire
du modèle de l’eau peu profonde en géométrie cylindrique. L’analyse pour le modèle à
une couche est effectuée de façon analytique dans la partie 4.2.2 pour permettre d’iden-
tifier les différents modes présents. Le modèle à deux couches est ensuite traité dans
la partie 4.2.3 pour caractériser les différentes instabilités présentes et les régimes de
paramètres correspondant, que nous pourrons comparer avec les résultats expérimen-
taux. Ces résultats apportent néanmoins de nouvelles questions relatives à la dynamique
non-linéaire de ces instabilités, et plus particulièrement de l’instabilité RK.
Dans le chapitre 5 nous nous intéresserons alors principalement à l’évolution non-
linéaire de l’instabilité RK. Nous allons d’abord revisiter l’analyse de stabilité effectuée
par Sakai (1989) pour un écoulement barocline cisaillé dans un canal dans le modèle de
l’eau peu profonde à deux couches dans la partie 5.2.2. Puis nous testerons la persistance
de ces modes dans la situation plus réaliste du fluide continument stratifié à l’aide de
simulations idéalisées réalisées avec le modèle WRF dans la partie 5.2.3. Et enfin nous
étudierons le développement non-linéaire de l’instabilité RK, la saturation et les effets
sur l’écoulement moyen dans la partie 5.2.4.
Nous considérerons enfin dans le chapitre 6 les modifications apportées dans des cas
d’incropping ou d’outcropping en appliquant les méthodes et les résultats précédents
à une configuration de type courant côtier. Les résonances et instabilités barotropes
dans le modèle à une couche seront traitées du point de vue de l’analyse linéaire et
de la simulation non-linéaire dans la partie 6.2, et les effets conjoints des instabilités
barotropes et baroclines seront traités dans le modèle à deux couches toujours du point
de vue de l’analyse linéaire et de la simulation non-linéaire dans la partie 6.4.
Les différentes méthodes numériques utilisées pour la résolution numérique des pro-
blèmes de stabilité linéaire et pour la simulation non-linéaire dans le modèle de l’eau
peu profonde et dans un fluide continument stratifié sont présentées dans le chapitre
suivant.
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Chapitre 3
Modélisation numérique
’[...] la mer est sans routes, la mer est sans explications.’
Alessandro Baricco.
Dans la majorité des travaux qui seront présentés dans ce manuscrit, nous avons
choisi d’utiliser le modèle de l’eau peu profonde en rotation sur le plan f à une ou
plusieurs couches que nous avons présenté dans la partie 2.1 et dont nous rappelons les
équations ci-dessous pour une couche de fluide :
ut + uux + vuy − fv = −gHx
vt + uvx + vvy + fu = −gHy
Ht + (Hu)x + (Hv)y = 0.
(3.1)
On note en indices les dérivées partielles, x est la coordonnée zonale dirigée vers
l’est, y est la coordonnée méridionale dirigée vers le Nord, u est la vitesse zonale, v
est la vitesse méridionale, H(x, y) est la profondeur du fluide, g est l’accélération de
la gravité et f est le paramètre de Coriolis. Les conditions aux limites dépendront du
problème traité : conditions périodiques, conditions de glissement sur une surface solide
ou conditions ’éponge’ simulant l’eau libre.
Pour l’étude des problèmes de stabilité linéaire nous utilisons une méthode pseudo-
spectrale de collocation que nous présentons dans la partie 3.1.2.
Pour étudier l’évolution non-linéaire de ces écoulements dans le modèle de l’eau peu
profonde à une ou plusieurs couches, nous utilisons une méthode numérique aux volumes
finis que nous présentons dans la partie 3.2.
Et enfin pour des simulations idéalisées dans un fluide continument stratifié nous
utiliserons le modèle atmosphérique méso-échelle WRF que nous présentons dans la
partie 3.3.
3.1 Méthode de collocation pour les problèmes de stabilité
linéaire
La plupart des instabilités sont associées à des mouvements de type propagation
d’onde. La méthode la plus commode pour l’étude de telles instabilités consiste donc à
introduire une perturbation faible de type mode de Fourier de la forme exp [ik(x− ct)]
dans l’écoulement et à analyser les conditions pour lesquelles on obtiendra une vitesse de
phase ayant une partie imaginaire non-nulle, c’est à dire un taux de croissance non-nul.
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C’est la méthode des modes normaux, qui sera utilisée dans les analyses de stabilité
linéaire effectuées tout au long des différentes études.
3.1.1 Équations aux valeurs propres
Les problèmes de stabilité linéaires sont des problèmes aux valeurs propres de la
fréquence des perturbations qu’on peut noter comme
Aψ = λψ (3.2)
où A est un opérateur dans un espace de dimension m, ψ est un vecteur dans un espace
de dimension m et λ est une valeur propre. La stabilité linéaire est garantie lorsque
les valeurs propres λ de la fréquence n’ont pas de partie imaginaire. La résolution des
problèmes aux valeurs propres nécessite généralement d’avoir recours à une méthode
numérique. Soit φ la solution approchée de l’équation 3.2. L’erreur ||ψ−φ|| ne pouvant
être déterminée, en pratique pour minimiser l’erreur il faut chercher à minimiser le
résidu
R(φ) = Aφ− λφ (3.3)
qui est l’erreur faite quand la solution approchée ne vérifie pas l’équation résolue (3.2).
On peut choisir de contraindre le résidu en minimisant le carré de la norme du résidu,
on peut demander que le résidu soit orthogonal à toutes les fonctions dans lesquelles on
fait un développement (approximation Galerkin) ou bien on peut demander à ce que
le résidu soit exactement nul sur une grille discrète de points (Durran (1998)). Cette
dernière approche porte le nom de collocation.
3.1.2 Méthode pseudo-spectrale de collocation
La méthode de collocation est une méthode pseudo-spectrale : une partie des opéra-
tions s’effectue dans l’espace physique et l’autre partie s’effectue dans l’espace spectral.
Elle requiert que la solution approchée vérifie exactement les équations du système qu’on
cherche à résoudre en un nombre fini de points, qui sont appelés les points de collocation.
On s’intéresse aux domaines bornés non-périodiques, on pourra donc toujours se
ramener à l’intervalle [−1, 1]. Décomposer la solution au problème cherché en fonctions
trigonométriques nous expose au phénomène de Gibbs (oscillations parasites de la so-
lution, qui se produisent lorsqu’on périodise un signal non périodique défini sur un
intervalle [a, b] et qui ne prend pas les mêmes valeurs en a et en b) étant donné que
nous travaillons sur un domaine non périodique. Il est plus approprié de décomposer
la solution en polynômes algébriques. Si l’on fait une interpolation avec des polynômes
algébriques sur une grille de points espacés uniformément sur l’intervalle [−1, 1], on s’ex-
pose alors au phénomène de Runge (oscillations parasites de la solution qui s’intensifient
lorsqu’on augmente le degré du polynôme utilisé pour l’interpolation). Pour éviter ce
phénomène, nous pouvons faire une interpolation polynomiale sur des points répartis
de façon non uniforme. Plusieurs jeux de points permettront d’utiliser cet avantage, et




1− x2 , (3.4)
c’est-à-dire que l’espacement moyen entre les points est en O(N−2) pour y ≈ ±1 et
O(N−1) à l’intérieur. L’exemple le plus simple des points vérifiant la propriété (3.4) est
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), j = 0, 1, . . . , N. (3.5)
Ces points correspondent aux projections sur l’intervalle [−1, 1] de N +1 points unifor-
mément répartis sur le demi cercle de rayon unité.
L’opération de différentiation étant linéaire, on peut la représenter par une multipli-
cation par une matrice de taille (N + 1)× (N + 1) qu’on notera DN . On peut calculer
l’opérateur de différentiation DN sur les points de collocation de Chebyshev (3.5) en
réalisant une interpolation polynomiale de degré N des valeurs de φ aux points de col-
location et en calculant sa dérivée. Pour tout N ≥ 1, attribuons aux (N + 1)× (N + 1)
lignes et colonnes de la matrice de différentiation DN les indices 0 à N . les éléments de




















2 i = 0, N,
1 sinon.
A ce point, nous sommes en mesure de discrétiser une équation différentielle du
premier ordre sur les points de collocation de Chebyshev. On pourra utiliser comme
opérateur de différentiation seconde, le carré de la matrice DN diminué de deux lignes
et deux colonnes, permettant de discrétiser des équations différentielles du second ordre.
Une fois notre problème aux valeurs propres (3.2) discrétisé, nous pourrons profiter
des algorithmes puissants de calculs de valeurs propres proposé par exemple par le lo-
giciel Matlab avec eig qui utilise les routines de LAPACK (Linear Algebra PACKage,
en fortran 77). Avec des conditions aux bords de Dirichlet homogène, il est possible de
prescrire directement les conditions aux bords lors de la discrétisation du problème pour
traiter d’autres conditions aux bords, on pourra prescrire des équations supplémentaires
pour qu’elles soient vérifiées.
L’avantage de la méthode pseudo-spectrale de collocation par rapport aux sché-
mas classiques aux différences finies est que si la solution est lisse, la méthode pseudo-
spectrale est plus précise. L’inconvénient de la méthode pseudo-spectrale est qu’elle
nécessite plus de calculs qu’un schéma classique aux différences finies quand les deux
méthodes sont utilisées avec la même résolution. Les calculs supplémentaires peuvent
être compensés si la meilleure précision de la méthode pseudo-spectrale permet de faire
les calculs sur une grille plus grossière.
L’avantage de la méthode pseudo-spectrale par rapport à la méthode spectrale est
que la méthode pseudo-spectrale nécessite moins de calculs. La meilleure efficacité de la
méthode pseudo-spectrale est obtenue en permettant des erreurs d’aliasing (lorsqu’un
signal est sous échantillonné et mal interprété en terme d’un signal de plus grande lon-
gueur d’onde, l’aliasing peut provoquer des instabilités non physiques) dans le calcul de
produits de fonction variables dans l’espace. En conséquence de ces erreurs d’aliasing,
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le résidu n’a pas besoin d’être orthogonal aux fonctions individuelles du développement
et la méthode pseudo-spectrale est sujette aux instabilités nonlinéaires.
Nous utilisons ci-dessous cette méthode, qui a notamment été appliquée par Poulin
& Flierl (2003) à l’étude de stabilité linéaire du jet géostrophique de Bickley.
3.2 Méthode aux volumes finis pour les systèmes hyperbo-
liques
La méthode est décrite en détail dans Scherer (2008). Le modèle de l’eau peu pro-
fonde s’inscrit dans le cadre des problèmes de propagation, régis par des équations
quasilinéaires hyperboliques. Ces équations permettent à un champ initialement lisse de
développer des chocs, il est donc nécessaire d’utiliser une méthode numérique spécifique.
Nous présentons ici la méthode numérique que nous utilisons dans ce travail de thèse.
Nous commençons par présenter la méthode du premier ordre en temps et en espace
pour la résolution des équations à une dimension, sans rotation ni topographie. Nous
introduirons ensuite brièvement les méthodes utilisées pour résoudre les équations du
modèle bidimensionnel, et obtenir un schéma à l’ordre deux en temps et en espace (partie
3.2.1,3.2.2). Dans la partie 3.2.3 nous introduirons enfin le schéma spécifiquement choisi
pour le traitement de la topographie, de la rotation et des situations d’assèchement.
3.2.1 Rappel sur les systèmes hyperboliques
Une équation différentielle du premier ordre est quasilinéaire si elle est linéaire en
la première dérivée des variable dépendantes, ses coefficients pouvant dépendre des
variables dépendantes. Par définition, un système quasilinéaire à une dimension est de
la forme :
qt + A(q) qx = 0, t > 0, x ∈ R. (3.9)
où q(t, x) ∈ Rp est un vecteur à p composantes et A(q) est une matrice p × p dont
chaque élément est une fonction lisse de q. Ce système est complété par les conditions
initiales
q(0, x) = q0(x). (3.10)
Le système (3.9) est dit hyperbolique si pour n’importe quel q, A(q) est diagonalisable,
que ses valeurs propres sont toutes réelles et qu’elle possède un ensemble complet de
vecteurs propres. Cette propriété est invariante lors d’un changement de variables non-
linéaire.
Une loi de conservation à une dimension s’écrit :
qt(x, t) + f(q(x, t))x = 0 (3.11)
q est la quantité conservée, f(q) est la fonction flux. Le système des équations de l’eau
peu profonde sans rotation et sans topographie à une dimension s’écrit sous forme
conservative (p = 2, q = (h, hu)) :{
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En présence d’une discontinuité en x de q, l’équation aux dérivées partielles (3.11)





q(x, t)dx = f(q(x1, t))− f(q(x2, t)). (3.13)
où l’on a intégré (3.11) de part et d’autre de la discontinuité. Les méthodes classiques
dans lesquelles les dérivées sont approchées par des différences finies ne sont pas utili-
sables près des discontinuités où l’équation différentielle n’est plus valable. Une méthode
aux volumes finis est basée sur la subdivision du domaine spatial en cellules et le main-
tien d’une approximation de l’intégrale de q sur chacune de ces cellules. Les valeurs de
l’intégrale de q sont modifiées à chaque pas de temps par les flux à travers les bords des
cellules selon la relation 3.13 et le problème primaire est de déterminer des fonctions de
flux numériques qui approximent les flux corrects.
3.2.2 Description de la méthode générale
Les schémas aux volumes finis sont une classe de schémas numériques développées
pour traiter le problème de Cauchy d’un système d’équations aux dérivées partielles hy-
perboliques, comme celui de la dynamique des gaz compressibles (voir Leveque (2002)
pour une introduction et un historique détaillés).
Méthode de Godunov




























q(x, t)dx = f(q(xi− 1
2
, t))− f(q(xi+ 1
2
, t)). (3.15)








































Cela nous indique comment la moyenne sur une cellule de q devrait évoluer en un pas de
temps. Cependant, en général, on ne peut évaluer exactement l’intégrale temporelle du
terme de droite, car q(xi± 1
2
) varie avec le temps le long de chaque bord de la cellule et































Dans un problème hyperbolique l’information se propage à une vitesse finie, il est par
conséquent raisonnable de supposer qu’on peut obtenir Fn
i− 1
2
à partir des valeurs de
Qni−1 et Q
n
i , les moyennes sur les cellules de chaque côté de l’interface. On pourra alors




= F(Qni−1, Qni ) (3.19)






[F(Qni , Qni+1)−F(Qni−1, Qni )] . (3.20)










(FnJ+1/2 − FnI−1/2). (3.21)
La somme des flux s’annule partout sauf aux extrémités, où il faudra prescrire les condi-
tions aux bords.
Solveurs de Riemann
Maintenant le problème est de construire la fonction de flux F . Selon la méthode de
Godunov, nous pouvons le faire en calculant exactement l’intégrale dans (3.18) en rem-
plaçant la fonction q(x, t) par une fonction constante par morceau définie à partir de
(3.14). Ainsi on réduit le problème initial continu (3.11) à une succession de problèmes
locaux indépendants. Un tel problème est appelé problème de Riemann : il s’agit du





Soit Qi et Qi+1 les moyennes sur deux cellules voisines sur une grille aux volumes finis.
En résolvant le problème de Riemann avec qg = Qi et qd = Qi+1, on peut alors calculer
le flux numérique (3.18) et mettre à jour les moyennes sur les cellules après un pas
de temps. Pour les problèmes hyperboliques, la solution du problème de Riemann est
typiquement une solution de similarité, une fonction de xt seul, et consiste en un jeu fini
d’ondes se propageant depuis l’origine avec des vitesses constantes. Numériquement, la
solution exacte de Riemann est souvent trop coûteuse à calculer pour les problèmes non-
linéaires et des solveurs de Riemann approximatifs sont utilisés. L’intérêt de l’approche
de Godunov est de garantir la conservativité du schéma (3.17).
Nous devons choisir un solveur de Riemann qui soit cohérent avec le système d’équa-
tions original.
Condition de cohérence
Le flux numérique doit approximer l’intégrale dans (3.18). Si la fonction q(x, t) ≡ q¯ est
constante en x, alors q¯ ne va pas changer au cours du temps et l’intégrale dans (3.18) se
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réduit à f(q¯). Par conséquent, si Qni−1 = Q
n
i = q¯, on s’attend à ce que la fonction flux
numérique F se réduise à f(q¯), donc on demande
F(q¯, q¯) = f(q¯) (3.22)
pour toute valeur q¯. Lorsque cette relation est vérifiée on dit que le flux numérique
F(Qg, Qd) est cohérent avec (3.11). On demande généralement aussi la continuité des
flux quand Qi−1 et Qi varient, de sorte que F(Qi−1, Qi)→ f(q¯) quand Qi−1, Qi → q¯
Deux autres propriétés du solveur de Riemann seront requises :
– l’existence d’une relation d’entropie discrète, qui garantit la convergence vers les
solutions faibles et qui est ici simplement la condition de décroissance de l’énergie
totale,
– la positivité de h pour que les situations d’assèchement de h soient bien traitées.
Condition CFL
Une méthode numérique peut converger seulement si son domaine de dépendance nu-
mérique contient le domaine de dépendance de l’équation aux dérivées partielles, au
moins dans la limite où ∆t et ∆x tendent vers zéro. Le nombre CFL (pour Courant-
Friedrichs-Lewy) est défini comme suit et doit vérifier
ν ≡ ∥∥ u¯∆t
∆x
∥∥ ≤ 1 (3.23)
(où u¯ est une approximation de la vitesse de propagation, calculée en terme de Qi et
Qi+1). Le nombre CFL mesure la fraction d’une cellule dans laquelle l’information se
propage pendant un pas de temps. La relation (3.23) impose en pratique une limite
supérieure au pas de temps ∆t, que l’on fait donc varier au cours de la simulation en
fonction de u¯.
Extension au cas multidimensionnel
Les méthodes décrites ci-dessus peuvent aisément être adaptées au traitement du sys-
tème bidimensionnel :
∂tQ+ ∂xf(Q) + ∂yg(Q) = 0 (3.24)
où Q = (h, hu, hv) avec f(Q) = (hu, hu2 + 12gh, huv) et g(Q) = (hv, huv, hv
2 + 12gh) à
l’aide d’une méthode de séparation dimensionnelle : le problème multidimensionnel est
simplement séparé en une séquence de problème unidimensionnels (cf Leveque (2002)).
Corrections d’ordre supérieur
Nous avons présenté le schéma numérique (3.17-3.19) de premier ordre en temps et en
espace. On peut utiliser ce schéma comme point de départ pour construire un schéma
d’ordre supérieur en temps et en espace.
Ordre supérieur en temps
Nous choisissons la méthode de Heun (cf Bouchut (2004)). Partons d’un schéma d’Euler
du type (3.17) :
Qn+1 = Qn +∆t φ(Qn) (3.25)
où Qn désigne le vecteur d’état au temps n et φ un opérateur nonlinéaire. Le schéma
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d’ordre (∆t)2 de Heun s’écrit alors :
Q˜n+1 = Qn +∆t φ(Qn), (3.26)
Q˜n+2 = Q˜n+1 +∆t φ(Q˜n+1), (3.27)
Qn+1 = (Qn + Q˜n+2)/2. (3.28)
Ordre supérieur en espace
Parmi les nombreuses approches proposées pour obtenir des formulations d’ordre supé-
rieur en espace pour les volumes finis (PPM, ENO, WENO... cf Leveque (2002)), nous
choisissons de nous restreindre au cadre simple des reconstructions d’ordre 2. Le but est
d’obtenir un schéma d’ordre (∆x)2 à partir d’un schéma d’ordre ∆x. Nous adoptons
la méthode des limiteurs de pente. L’idée générale est de construire une approximation
linéaire par morceaux de la solution (au lieu d’une approximation constante par mor-
ceaux dans le schéma à l’ordre 1). Dans chaque cellule, l’état constant Qi est remplacé
par deux sous-états Qi−1/4 et Qi+1/4 vérifiant :
Qi−1/4 = Qi −
∆x
2












avec la fonction minmod comme limiteur de pente :
minmod(x, y) =

min(x, y) si x, y ≥ 0
max(x, y) si x, y ≤ 0
0 sinon.
A chaque itération on utilise le schéma (3.17) avec le flux d’interface





Cette méthode fournit un schéma d’ordre (∆x)2 et garantit la conservativité.
Schéma d’advection
On pourra ajouter un module permettant de calculer l’advection d’un champ supplémen-
taire, lorsqu’on souhaitera diagnostiquer le transport d’un traceur. Le traceur lagrangien
c vérifie :
∂tc+ u∂xc = 0. (3.32)
La quantité conservée est en fait C = ch : elle vérifie la loi de conservation
∂tC + ∂x(Cu) = 0. (3.33)
qu’on va ajouter au système 3.12 et qui ne modifiera pas la solution des problèmes de
Riemann (cf Leveque (2002)).
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3.2.3 Schéma pour l’eau peu profonde en rotation avec topographie
et assèchement
Nous présentons ici le solveur de Riemann choisi et les méthodes retenues pour trai-
ter la topographie et la rotation.
Schéma de relaxation
Pour calculer les flux numériques F , nous avons besoin de résoudre les problèmes de
Riemann, à l’aide d’un solveur de Riemann approché (moins coûteux numériquement
qu’un solveur exact). Le solveur de Riemann est choisi pour assurer la convergence vers
les solutions faibles (solution du système conservatif présentant des discontinuités) et
la conservation des états équilibrés. Nous utilisons un solveur de relaxation, dont le
principe est le suivant (cf Bouchut (2004)) : on remplace le système de loi de conserva-
tion nonlinéaire de dimension p par un système quasilinéaire hyperbolique de dimension
s > p avec un terme source de relaxation qui force rapidement l’une des variables vers
une valeur d’équilibre. Sous certaines conditions, il est possible d’approcher la solution
du problème de Riemann initial par la solution du problème de Riemann de la partie
homogène du système relaxé.
Se reporter à Bouchut (2004) pour une description détaillée du schéma de relaxation
de Siliciu adapté pour le traitement des situations d’assèchements que nous utilisons,
nous évitant de recourir à un solveur de Riemann nonlinéaire.
Traitement des termes sources
Topographie
Le système de l’eau peu profonde en rotation avec topographie est un système quasili-
néaire hyperbolique. Il peut s’écrire sous forme conservative. A une dimension il s’écrit :{
ht + (hu)x = 0,
(hu)t + (hu
2 + gh2/2)x + hZx = 0,
(3.34)
où Z(x)/g représente la topographie. Dans ce système, les états stationnaires donnés
par u = 0, gh + Z = constante, jouent un rôle crucial. Un schéma qui conserve les
états stationnaires à un niveau discret est dit "bien équilibré". Depuis quelques années,
beaucoup de travaux ont été fait sur le problème de trouver des schémas bien équilibrés
pour résoudre le système (3.34). Selon Bouchut (2004) de tels schémas peuvent s’écrire









(Fi+1/2− − Fi−1/2+) = 0, (3.35)
où Qni est une approximation pour Q = (h, hu) (la moyenne sur Ci au temps tn de la
solution Q que l’on souhaite approcher), et les flux numériques à gauche (resp. droite)
sont calculés comme
Fi+1/2− = Fg(Qi, Qi+1,∆Zi+1/2), (3.36)
Fi−1/2+ = Fd(Qi, Qi+1,∆Zi+1/2), (3.37)
avec∆Zi+1/2 = Zi+1−Zi. Les flux numériques Fg et Fd doivent satisfaire deux propriétés
de cohérence. La première est la cohérence avec le terme conservatif,
Fg(Q,Q, 0) = Fd(Q,Q, 0) = F (Q) ≡ (hu, hu2 + gh2/2), (3.38)
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et la seconde est la cohérence avec la source,
Fd(Qg, Qd,∆Z)− Fg(Qg, Qd,∆Z) = (0,−h∆Z) + o(∆Z), (3.39)
quand Qg, Qd → Q et ∆Z → 0. Une propriété générale que nous requérons est la
conservation de la masse,
F hg (Qg, Qd,∆Z) = F
h
d (Qg, Qd,∆Z) ≡ F h(Qg, Qd,∆Z). (3.40)
La propriété pour que ce schéma soit bien équilibré est que
Fi+1/2− = F (Qi), Fi+1/2+ = F (Qi+1) (3.41)
lorsque
ui = ui+1 = 0, ghi+1 − ghi +∆Zi+1/2 = 0. (3.42)
Un schéma cohérent équilibré peu coûteux, capable de traiter les écoulement transso-
niques et les situations d’assèchement h = 0, et qui satisfait une inégalité d’entropie
discrète a été proposé récemment par Audusse et al. (2004) :













Q∗g = (hl∗ , hl∗ul), Q
∗
r = (hr∗ , hr∗ur) (3.43)
et
hl∗ = max(0, hl −max(0,∆Z/g)), hr∗ = max(0, hr −max(0,−∆Z/g)). (3.44)
Ici, F est un flux numérique cohérent satisfaisant une inégalité entropique pour le pro-
blème homogène (i.e. avec Z = const) qui traite les situations d’assèchement. Notre
choix ici est un solveur de relaxation décrit dans Bouchut (2004), mais d’autres choix
peuvent donner des résultats similaires.
Rotation
La méthode de la topographie apparente introduite dans Bouchut et al. (2004) est
générale et peut être utilisée pour traiter des termes sources génériques. Considérons
pour notre problème les système des équations de l’eau peu profonde en présence de
topographie et de la force de Coriolis :
ht + (hu)x = 0,
(hu)t + (hu
2 + gh2/2)x + hZx − fhv = 0,
(hv)t + (huv)x + fhu = 0,
(3.45)
où Z = Z(x) et f = f(x). Maintenant les solutions stationnaires sont données par u = 0,
fv = (gh+Z)x. L’idée est d’identifier les deux premières équations dans (3.45) à (3.34)
avec une nouvelle topographie Z + B, où Bx = −fv. Mais v dépend du temps alors
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que B devrait être indépendant du temps, donc nous prenons Bnx = −fvn et résolvons
(3.34) sur l’intervalle de temps (tn, tn+1) avec la topographie Z +Bn.











(Fi+1/2− − Fi−1/2+) = 0, (3.47)
avec
Fi+1/2− = (Fg(Qi, Qi+1,∆Zi+1/2 +∆Bni+1/2), F
hv
i+1/2−), (3.48)
Fi−1/2+ = (Fd(Qi, Qi+1,∆Zi+1/2 +∆Bni+1/2), F
hv
i+1/2+), (3.49)
où les flux numériques Fg, Fd sont ceux associés au problème sans rotation vu précé-
demment. Le flux de quantité de mouvement transverse a une discrétisation naturelle
associée à la loi de conservation équivalente (h(v+Ω))t+(hu(v+Ω))x = 0, avec Ωx = f ,
qui est fortement liée à la loi de conservation de la vorticité potentielle. Cela donne la







i+1/2(vi − fi+1/2∆x)) si Fi+1/2 ≥ 0,
(F hi+1/2(vi+1 + fi+1/2∆x), F
h
i+1/2vi+1) si Fi+1/2 ≥ 0,
Ce schéma est cohérent avec (3.45), et bien équilibré : il préserve les états stationnaires
discrets satisfaisants ui = ui+1 = 0 et ghi+1 − ghi + ∆Z = fi+1/2∆x(vi + vi+1)/2. Le
schéma conserve aussi la masse, il est capable de calculer les situations d’assèchement
et satisfait une inégalité d’entropie discrète.
Conditions aux limites
Les conditions aux limites peuvent porter soit sur la solution elle-même, conditions de
type Dirichlet, soit sur ses dérivées, conditions de type Neumann. Il est généralement
nécessaire de définir des points de grille fictifs, hors du domaine physique pour être en
mesure de prescrire les conditions aux limites. Nous utilisons un point de grille fictif à
chaque extrémité de chaque direction. C’est-à-dire que si le domaine physique est de
taille N ×N cellules, le domaine numérique devra s’étendre sur N +1×N +1 cellules.
Dans les travaux présentés dans les chapitres suivants, nous utilisons trois types de
conditions aux limites :
– les conditions aux bords périodiques,
– les conditions aux bords solides (avec glissement le long de la paroi solide),
– les conditions de type éponge, simulant l’eau libre, qui laissent les ondes s’évacuer
du domaine de calcul. On prescrit cette condition en imposant que les valeurs
des champs dans les cellules fictives sont les mêmes que sur les cellules physiques
adjacentes, sauf pour la vitesse normale à la frontière qui sera l’opposé de la vitesse
dans la cellule physique adjacente. Notons cependant qu’avec la formulation simple
choisie cette évacuation n’est jamais totale lorsque les ondes ont une incidence
oblique sur la frontière, et une partie du mouvement sera réfléchie, créant des
interférences avec le mouvement à l’intérieur du domaine de calcul par la suite.
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3.3 De l’eau peu profonde à la stratification continue : le
modèle WRF
Le modèle WRF (Weather Research and Forecast) est un modèle numérique méso-
échelle (Une description complète est disponible dans Skamarock et al. (2005)) qui repose
sur un code flexible, portable et à la pointe de la recherche. Il est développé de façon
conjointe par plusieurs organismes dont le NCAR et le NCEP. Il a été conçu pour per-
mettre non seulement des simulations météorologiques d’écoulements réels ’application
opérationnelles) mais aussi des simulations idéalisées (utilisation pour la recherche). Par
ailleurs, il peut décrire des écoulements atmosphèriques à différentes échelles, allat de
la Terre entière à la cellule convective individuelle.
Il est utilisable pour de multiples échelles de longueur et de temps et permet de
décrire des écoulements réels en assimilant ds données comme de simuler des écoule-
ments idéalisés puisqu’il est conçu à la fois pour de la prévision opérationnelle et de
la modélisation plus théorique pour la recherche. Il permet donc de travailler sur des
configurations théoriques et simplifiées que l’on peut intégrer dans le code comme nous
allons le faire ici.
Le modèle WRF a été développé pour remplacer progressivement le modèle MM5
(Dudhia (1993)), largement utilisé dans le monde, mais WRF n’est pas issu de MM5. Les
schémas d’advection d’ordre élevé du modèle sont un de ses atouts et en font un outil de
choix pour les études de dynamique telle que la notre. Le modèle intègre les équations
primitives compressibles et non-hydrostatiques. Les équations sont utilisées sous forme
flux pour les propriétés de conservation. L’écriture modulaire du code, en Fortran90, a
été réalisée de manière à permettre facilement de modifier un aspect spécifique du mo-
dèle (par ex. une paramétrisation) sans toucher au reste du code. Les caractéristiques
techniques principales du modèle sont donc les suivantes :
- modèle non-hydrostatique (avec une option hydrostatique)
- termes prenant en compte la force de Coriolis et les effets de courbure de la terre
- coordonnée σ suivant la topographie
- possibilité de faire varier la résolution verticale avec l’altitude
- 3 types de projection (Mercator, Lambert, polaire)
- différenciation sur une grille d’Arakawa de type C
- intégration temporelle avec un schéma de Runge-Kutta d’ordres 2 et 3
- schéma d’advection d’ordre 2 à 6 (horizontalement et verticalement)
- découpage du temps en petit pas de temps pour les ondes sonores
* petit pas horizontalement explicites et verticalement implicites
* option d’atténuation de la divergence
A ces caractèristiques concernant la dynamique, il convient d’ajouter pour la des-
cription d’écoulements atmosphèriques un choix important de paramétrisation pour les
options physiques de la surface, la couche limite planétaire, le rayonnement, ou encore
la microphysique. Celles-ci ne seront néanmoins pas utilisées pour les simulations idéa-
lisées décrites dans la suite.
Chapitre 4
Instabilités dans un anneau en
rotation : Influence de la géométrie
et comparaison avec les expériences




Les expériences dans les anneaux tournants sont un des éléments traditionnel de
l’étude de la dynamique des fluides géophysiques. L’instabilité barocline, en particulier, a
fait l’objet d’une attention particulière par ce moyen, en commençant par les expériences
de Hide (1958), Fultz et al. (1959) ou Hide & Fowlis (1965). La configuration la plus
simple permettant d’étudier l’instabilité barocline, ou plus généralement les interactions
des modes vorticaux, correspond à deux couches de fluide immiscibles dans un cylindre
ou un anneau en rotation, comme c’est par exemple le cas pour Hart (1972). En dépit
des particularités de ce type d’expériences comme la tension de surface, la friction et
les couches d’Ekman, sur lesquelles nous reviendrons dans la suite, les résultats de ces
expériences confirment en général de manière très satisfaisante les prédictions des études
théoriques dans le cadre modèle quasi-géostrophique à 2 couches.
Plus récemment, ce type d’expérience a subi un regain d’interêt dans le contexte de
l’émission spontanée d’ondes d’inertie-gravité par les écoulements équilibrés, suite aux
expériences de Lovegrove et al. (2000), Williams et al. (2005) et Flor (2008).
Des observations correspondant à des oscillations rapides, caractèristiques d’émission
d’ondes d’inertie-gravité ont d’abord été observées dans les expériences de Read (1992),
qui décrivait l’évolution d’un écoulement controlé thermiquement. Mais les méthodes de
mesures alors invasives (sondes de température) ne donnaient qu’une série temporelle
en un point, insuffisante pour conclure sur le sujet. L’utilisation de nouvelles techniques
non-invasives de visualisation optique, comme décrites par Hart & Kittelman (1986), a
ensuite permis de mesurer avec moins d’ambiguïté et plus de précisions qu’auparavant
les mouvements de petite échelle. Les expériences de Lovegrove et al. (2000), pour un
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Fig. 4.1 – Schéma d’un anneau en rotation à deux couches avec un toit en super-rotation.
fluide cisaillé à deux couches dans un anneau en rotation, ont ainsi pu remarquer la
présence de mouvements rapides de petite échelle lors de l’évolution d’un écoulement
équilibré de grande échelle.
Le même dispositif expérimental a été utilisé par Williams et al. (2005), qui ont aussi
retrouvé des mouvements rapides divergents de petite échelle dans deux situations :
– seuls dans le régime de l’instabilité KH
– couplés à des mouvements de grande échelle dans le régime barocliniquement
instable et interprétés comme une émission spontanée d’ondes d’inertie-gravité
par un écoulement équilibré.
On rappelle le schéma de la configuration correspondant au dispositif expérimental
de Lovegrove et al. (2000) et Williams et al. (2005) sur la figure 4.1, qui correspond
à deux couches de fluide immiscibles dans un anneau en rotation Ω avec un fond plat
et un toit rigide tournant à Ω + ∆Ω (super-rotation de ∆Ω). C’est dans cette même
configuration que nous allons procéder à une analyse de stabilité dans la suite de ce
chapitre.
Les expériences de Williams et al. (2005) sont faites en gardant le cisaillement ∆Ω
constant et en variant la rotation globale Ω du dispositif. La figure 4.2 montre la hauteur
de l’interface entre les deux couches de fluide des différents types d’écoulement obtenus
pour des valeurs de ∆Ω croissantes entre (a) et (h) :
– Régime axisymétrique (AX) : écoulement stable, figure 4.2 (a) et (c).
– Régime Kelvin-Helmholtz (KH) : Présence de mouvements de petite échelle seule-
ment, figure 4.2 (b).
– Régime mixte régulier (MRW) : Ondes régulières de grand échelle avec présence
localisée d’ondes de petite échelle, figure 4.2 (d)-(g).
– Régime mixte irrégulier (MIW) : Ondes irrégulières de grand échelle avec présence
localisée d’ondes de petite échelle, figure 4.2 (h).
Les paramètres utilisés pour classifier ces écoulements sont le nombre de Froude F









où g′ = g∆ρ/ρ est la gravité réduite, ν la viscosité cinématique moyenne et H et L les
dimensions de l’anneau. Le sens physique de ces paramètres sera expliqué plus en détail
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Fig. 4.2 – Hauteur de l’interface enregistrée par caméra vidéo dans les expériences de
Williams et al. (2005). La rotation différentielle est constante et la rotation globale Ω
augmente entre (a) et (h). (a,c) régime AX, (b) régime KH, (d,e,f,g) régime MRW et
(h) régime MIW. (Image de Williams (2003))
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Fig. 4.3 – Ondes de petite échelle, zoom de la figure 4.2 (g). (Image de Williams (2003))
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Fig. 4.4 – Diagramme de stabilité pour les différents régimes dans le plan (F, d). Les
traits fins correspondent aux différentes expériences, les traits plus épais marquent les
délimitations entre les différents régimes de l’écoulement et les trais pointillés les valeurs
du nombre de Rossby Ro. (Image de Williams et al. (2005))
dans la section 4.2. Ces différents régimes sont situés dans l’espace des paramètres (F, d)
sur la figure 4.4.
L’apparition de l’instabilité barocline (mouvements de grande échelle dans les ré-
gimes MIW et MRW) pour un nombre de Froude supercritique est en très bonne adé-
quation avec les résultats théoriques du modèle quasi-géostrophique de Hart (1972). Le
régime KH, soit les mouvements de petite échelle en l’absence de structure de grand
échelle (figure 4.2 (b)), a lui été identifié comme de l’instabilité de Kelvin-Helmholtz
en appliquant le critère de Richardson à l’écoulement (voir partie 2.8 pour un rappel
de ce critère). Par contre une ambiguïté demeure en ce qui concerne les mouvements
de petite échelle présents sur les figures 4.2 (f)-(h), c’est-à-dire dans des régimes de
faible Ro correspondant à l’instabilité barocline, pour lesquels le nombre de Richardson
n’indique pas la présence d’instabilité KH. L’utilisation d’un modèle numérique quasi-
géostrophique adapté à la géométrie de l’expérience a permis de montrer une bonne
coïncidence spatiale entre ces zones de mouvements de petite échelle et les valeurs du
critère d’émission de Lighthill-Ford tel que défini par Ford (1994). Ce critère caractérise
les ondes d’inertie-gravité spontanément émises dans le cadre de l’émission de Lighthill
évoquée dans la partie 1.2.
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L’interprétation ainsi faite par Williams et al. (2005), et complétée ensuite par
Williams et al. (2008), prévoit que ces mouvements de petite échelle sont des ondes
d’inertie-gravité émises par un ajustement spontané de l’écoulement à grande échelle.
4.1.2 Émission spontanée d’ondes d’inertie-gravité ?
Cette interprétation fait néanmoins débat en raison des difficultés d’application du
critère de Lighthill-Ford dans le cadre de ces expériences (voir discussion dans Plougon-
ven et al. (2009) et Knox et al. (2009)).
Il nous faut rappeler ce qu’est l’émission de Lighthill et comment Ford (1994) l’a
appliquée aux écoulement géophysiques. L’émission de Lighthill, telle que décrite origi-
nellement par Lighthill (1952), décrivait l’émission d’ondes acoustiques se propageant
librement par des écoulements vorticaux non stationnaires dans les régimes où le nombre
de Mach Ma était faible. Ford (1994) et Ford et al. (2000) ont ensuite montré que cette
théorie était transposable à l’émission d’ondes d’inertie-gravité par des écoulements
équilibrés en remplaçant le nombre de Mach Ma par le nombre de Froude F .
Un des points cruciaux de la théorie de Lighthill-Ford est donc que l’on se place
dans un régime où F → 0 et Ro ∼ 1. Or dans le cadre des expériences de Williams
et al. (2005), on se trouve dans des régimes de faible Ro et de grand F , et donc à priori
au-delà des limites de validité de la théorie de Lighthill-Ford.
Il existe aussi dans la théorie de Lighthill-Ford une séparation spatiale entre les mou-
vements équilibrés et les ondes d’inertie-gravité spontanément émises. L’application du
critère d’émission correspond au calcul du terme de forçage dont on peut déduire la
partie (lointaine) de la réponse qui prend la forme d’ondes d’inertie-gravité. La coïn-
cidence spatiale entre les ondes d’inertie-gravité et les valeurs du critère d’émission de
Lighthill-Ford peut donc comporter une certaine ambiguïté à cet égard.
Enfin ce terme de forçage, correspondant au critère d’émission de Lighthill-Ford, ne
détermine pas uniquement la source d’ondes d’inertie-gravité, mais contribue également
à modifier la dynamique lente équilibré et pourrait alors indiquer un forçage important
de la partie équilibré causant l’apparition de cisaillement à l’origine d’instabilités de
petite échelle.
Des résultats similaires de mouvements de petite échelle couplés à des mouvements
vorticaux de grande échelle ont été observés par Flor (2008) dans un même type d’ex-
périence. Une explication proposée par Flor (2008) est liée à l’apparition de l’instabilité
de Holmboe (Holmboe (1962), Ortiz et al. (2002) et références incluses), qui apparaît
lorsque la couche limite comprenant le gradient de vitesse vertical à l’interface est plus
étalée verticalement que le gradient de densité. Cette instabilité peut donc apparaître
pour des nombres de Richardson plus grands que ceux correspondant à l’instabilité de
Kelvin-Helmholtz et pourrait correspondre aux régimes observés dans ces expériences.
4.1.3 Instabilités dans le modèle de l’eau peu profonde
Ainsi motivés par l’interprétation de ces expériences, et en absence d’analyse de
stabilité adaptée à la configuration expérimentale, nous présentons dans ce chapitre
une analyse de stabilité linéaire du modèle de l’eau peu profonde à deux couches en
géométrie cylindrique.
Si dans les expériences réalisées par Lovegrove et al. (2000) et Williams et al. (2005)
l’écoulement ne correspond pas strictement à des couches minces (H ∼ L), le modèle
de l’eau peu profonde permet néanmoins d’interpréter la dynamique moyennée sur la
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verticale, sachant que d’après les résultats expérimentaux, les structures verticales ne
semblent pas influencer la dynamique de manière importante. De plus les interprétations
des résultats fournies par Williams et al. (2005) à partir des travaux de Ford (1994) sont
aussi basées sur la dynamique de l’eau peu profonde.
Dans cette configuration, on peut d’abord s’attendre à retrouver l’instabilité baro-
cline classique dans les régimes de faible Ro et l’instabilité Kelvin-Helmholtz pour des
cisaillements importants. Les résultats de Sakai (1989), notamment sur l’existence de
l’instabilité RK qui est issue de la résonance d’une onde de Rossby et d’une onde de
Kelvin ou de Poincaré dans le cas rectiligne, laissent supposer que cette instabilité sera
aussi présente dans cette géométrie. Il semble donc important de déterminer les taux
de croissance et les régimes dans lesquels celle-ci va apparaître dans le but de pouvoir
comparer plus directement ces résultats avec les expériences.
Nous allons donc entreprendre l’analyse de stabilité de la configuration représentée
figure 4.1. Les résultats concernant le modèle à une couche sont d’abord présentés dans
la partie 4.2.2, ceux-ci vont permettre d’identifier les différents modes stables présents
dans le système. De plus pour un état de base avec un profil équilibré parabolique, le
système aux valeurs propres peut être résolu analytiquement de manière exacte, ce qui
nous permet de valider par la même occasion les méthodes numériques utilisées dans
la partie 4.2.3 pour le modèle à deux couches. Les différentes instabilités présentes sont
interprétées en terme de résonances baroclines entre les modes présents dans les deux
couches de fluide comme cela avait été présenté dans la partie 2.8.
4.2 Instabilities of two-layer shallow-water flows with vertical shear
in the rotating annulus
Les résultats sur les instabilités dans l’anneau font l’objet d’un article publié dans
Journal of Fluid Mechanics (Gula et al. (2009c)). Ainsi nous les incluons en anglais.
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Instabilities of two-layer shallow-water flows with vertical
shear in the rotating annulus
J. Gula, V. Zeitlin & R. Plougonven 1
Being motivated by the recent experiments on instabilities of the two-layer flows
in the rotating annulus with superrotating top, we perform a full stability analysis
for such system in the shallow-water approximation. We use the collocation method
which is benchmarked by comparison with analytically solvable one-layer shallow-water
equations linearised about a state of cyclogeostrophic equilibrium. We describe different
kinds of instabilities of the cyclogeostrophically balanced state of solid-body rotation
of each layer (baroclinic, Rossby-Kelvin, and Kelvin-Helmholtz instabilities), and give
the corresponding growth rates and the structure of the unstable modes. We obtain the
full stability diagram in the space of parameters of the problem and demonstrate the
existence of crossover regions where baroclinic and Rossby-Kelvin, and Rossby-Kelvin
and Kelvin-Helmholtz instabilities, respectively, compete having similar growth rates.
4.2.1 Introduction
For the study of frontal instabilities, there is a long tradition in geophysical fluid
dynamics (GFD) to consider experiments on fronts in differentially rotating annuli (Hide
(1958); Fultz et al. (1959); Hide & Fowlis (1965); Hart (1972)). Recently the interest
to such experiments was revived in the context of the so-called spontaneous emission
of inertia-gravity waves by balanced flows (see Ford (1994), O’Sullivan & Dunkerton
(1995), and the references in the special collection of Journal of the Atmospheric Sciences
on this subject, Dunkerton et al. (2008)). Thus, short-wave patterns coupled to the
baroclinic Rossby waves were observed in independent experiments (Lovegrove et al.
(2000), Williams et al. (2005), Flor (2008)) on instabilities of the two-layer rotating
flows in the annulus at high enough Rossby numbers. Motivated by these experiments
we undertake in what follows a thorough stability analysis of a two-layer shallow-water
system in the rotating annulus. Classical baroclinic instability is of course recovered, but
special attention is paid to unbalanced instabilities, and in particular to the Rossby-
Kelvin one which we have also studied recently in the plane-parallel channel (Gula et al.
(2009a)) in the linear and nonlinear regimes. The experiments mentioned above are not
strictly speaking shallow-water ones, although no pronounced vertical structure was
observed, as to our knowledge. The results we present below may serve, nevertheless,
to understand the vertically averaged behaviour of the full system. Moreover, Williams
et al. (2005) interpreted their experiments in terms of shallow-water dynamics, referring
to Ford (1994). Being standard in GFD, the two-layer shallow-water approximation is
a reasonable compromise between the realistic representation of the observed fluid flow
and the computational effort (and amount of resources) necessary for a full stability
analysis. It is, in addition, self-consistent and universal, as e.g. the fine vertical structure
of the flow may vary from one experiment to another, as will be explained below.
The paper is organized as follows. We first benchmark the numerical method in
section 4.2.2 by comparing the analytic analysis for the one-layer shallow water model in
the rotating annulus with the numerical one (it should be emphasized that the linearised
system is completely solvable "by hand" in this case for the parabolic profile of the free
surface). This section also serves to identify the normal modes of the system. Then
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in section 4.2.3 we present the results of numerical stability analysis for the two-layer
shallow water in the annulus. The instabilities in the two-layer case, as usual, result from
the resonances between the lower-layer and the upper-layer normal modes, e.g. Cairns
(1979) and Sakai (1989). We quantify different kinds of instabilities and demonstrate
the existence of crossover regions where the Rossby-Kelvin and baroclinic instabilities,
and Kelvin-Helmholtz and Rossby-Kelvin instabilities, respectively, coexist having close
growth rates.
4.2.2 One-layer shallow water in the rotating annulus
We consider the one-layer rotating shallow water model on the f -plane in polar
coordinates and study the flow in the cylindrical channel with boundaries situated at
r1 and r2 > r1. The system of equations is then written, in the rotating frame with the
rotation rate f = 2Ω :
Du− (f + vr )v − rΩ2 = −g∂rh,
Dv + (f + vr )u = −g ∂θhr ,
Dh+ h∇ · v = 0 .
(1)
Here h is the depth of the layer, v = (u, v) are the radial and azimuthal velocity
components, D = ∂t+u∂r+ vr∂θ is the Lagrangian derivative, f is the constant Coriolis
parameter and g the gravity acceleration. The boundary conditions are free-slip : u = 0
at r = r1, r2.
We linearise these equations about the steady cyclogeostrophically balanced state




+ rΩ2 = g∂rH. (2)
As usual, the centrifugal acceleration rΩ2 may be hidden by redefinition of H. The
linearised equations, with the same notation for the perturbations as for the full fields
in (1), are :
∂tu+
V
r ∂θu− fv − 2V vr = −g∂rh,
∂tv + u∂rV +
V
r ∂θv + fu+
V u







r ∂θh = 0.
(3)
By introducing the time scale f−1 = (2Ω)−1, the horizontal scale r0 = r2−r1, the vertical
scale H0 = H(r1) and the velocity scale V0 = r0Ω, we use non-dimensional variables




r ∂θu− v − 2V vr = −Bu∂rh,
∂tv + u∂rV +
V
r ∂θv + u+
V u







r ∂θh = 0,
(4)
where Bu = (Rd/r0)2 is the Burger number, Rd = (gH0)
1
2 /(2Ω) is the Rossby deforma-
tion radius.
The normal-modes are introduced in the standard way :
(u(r, θ), v(r, θ), h(r, θ)) = (u˜(r), v˜(r), h˜(r)) exp [ik(θ − ct)] + c.c., (5)
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where k is the azimuthal wavenumber (k ∈ N), and c the azimuthal phase velocity.
Omitting tildes we thus get the following problem for eigenvalues c and eigenfunctions
u, v, h :
k(Vr − c)u− (1 + 2Vr )v = −Buhr,
−(1 + Vr + Vr)u+ k(Vr − c)v = −kBu hr ,
− (rHu)rr + kHr v + k(Vr − c)h = 0,
(6)
where here and below we denote the r- derivative by the corresponding subscript, if it
does not lead to confusion. It is known that for parabolic profile of H the eigenvalue
problem (6) may be solved analytically (see Killworth (1983b), where this problem was































where we suppose that (1 + 2Vr )(1 +
V
r + Vr)− k2(Vr − c)2 6= 0, we obtain the following




− c)hr)r − (Vr − V
r
)Hhr + F (r)h = 0, (8)
(9)
with :






















Assuming a solid-body rotation of the fluid :
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rh = 0. (13)
V (r) is the velocity relative to the rotating frame, the basic solid-body rotation of
the fluid should then be given by α = 0, but we keep the parameter α for generality.
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Solutions of the eigenproblem (6) must satisfy the boundary conditions u(r1) = u(r2) =
0 which gives, using (7) :
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With the help of the equation (15), we get the following algebraic system for C1,2 :
[α+(α− c) + (1 + 2α)]C1rα+−11 + [α−(α− c) + (1 + 2α)]C2rα−−11 = 0,
[α+(α− c) + (1 + 2α)]C1rα+−12 + [α−(α− c) + (1 + 2α)]C2rα−−12 = 0,
(17)
and the solvability condition :






2 − rα−−11 rα+−12
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= 0. (18)
















, n = 0, 1, 2, ... (21)
Kelvin modes



















c = α± 1 + 2α
k
. (24)
The first pair of roots (23) are non-dispersive and correspond to the eigenfunction u ≡ 0.
They, thus, describe the two Kelvin modes concentrated at the inner and outer walls
respectively. We present the elevation profile
h(r) = C1r
3 or h(r) = C2r
−3 (25)
and the corresponding velocity field obtained from (7) and (12) for Kelvin modes, with
k = 2, in figure 5. The structure of the Kelvin waves with the wind parallel to the
boundaries and pressure extrema near the lateral boundaries is clearly seen, as well as
the geostrophic character of the waves. The second pair of roots (24) correspond to the
degenerate case (1 + 2Vr )(1 +
V
r + Vr) − k2(Vr − c)2 = 0 (see the previous section). As
is easy to see from (6), or directly from (16) they do not correspond to any nontrivial
eigenfunction and will be discarded in what follows.
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Fig. 5 – Pressure and velocity fields for Kelvin modes propagating along the outer (left)
and the inner (right) wall with wavenumber k = 2. These modes correspond to (b) and
(d), respectively, in figure 7 below.
Rossby and Poincaré modes
The second solution (21) combined with (14) gives a third-order equation for the














(α− c) + 2(1 + 2α) = 0. (26)
For each n ∈ N a set of solutions consists of one Rossby mode and two Poincaré (inertia-
gravity) modes of order n.
















with the constraint :
C1
C2
= −(α− c)α− + (1 + 2α)








It should be noted that the case n = 0⇒ A = 1 is degenerate : the corresponding field
may be obtained, as usual, by taking the limit and leads to the logarithmic in r solution.
The structure of the corresponding modes for k = 2 is represented in figure 6, the
Rossby wave on the left and the gravity wave on the right. The characteristic velocities
and pressure fields of the Rossby wave are easily recognizable with wind turning around
pressure extrema according to the geostrophic balance.
In figure 7 we present the dispersion diagram for thus obtained eigensolutions of the
problem (6). It is instructive to compare this diagram with the corresponding diagrams
for one-layer shallow water flow with linear shear (Couette flow) in the rectilinear channel
in the absence of rotation, as obtained in Knessl & Keller (1995) and Balmforth (1999).
In the latter case Rossby and Kelvin modes are absent, there is no spectral gap and the
dispersion curves for left-moving and right-moving Poincaré modes can intersect leading
to instability, according to the standard rules (Cairns (1979), Sakai (1989)). In our case
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Fig. 6 – Pressure and velocity fields for n = 1 mode of the Rossby wave (left) and the
Poincaré wave (right) for wavenumber k = 2. These modes correspond to (c) and (a),
respectively, in figure 7 below.

















Fig. 7 – Dispersion diagram c = c(k) for the solutions of equations (26) and (22) with
α = 1/2. (a) Poincaré modes (see figure 6 right), (b) and (d) Kelvin modes (see figure 5),
(c) Rossby modes (see a zoom of this part in fig. 8). Note the spectral gap, i.e. the fact
that fast Poincaré and Kelvin modes are separated from slow Rossby modes. Although
the spectrum of k is discrete, for the sake of visualisation we present continuous curves
c(k) ; it is to be kept in mind that only the values k ∈ N correspond to realizable
solutions.
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Fig. 8 – Zoom of the figure 7 on slow Rossby modes with varying n.
such intersections are not possible due to the spectral gap introduced by rotation, and
the flow is stable.
We used the above-described analytic results in order to benchmark the numerical
method which we are using. The eigenvalue problem of order 3 corresponding to the
system of equations (6) can be solved numerically by applying the spectral collocation
method as described in Trefethen (2000) and Poulin & Flierl (2003). A complete basis
of Chebyshev polynomials is used to obtain a discrete equivalent of the system which is
achieved by evaluating (6) on a discrete set ofN collocation points (typically a rather low
resolution N = 50 to 100 is sufficient, see below) and using the Chebyshev differentiation
matrix to discretize the spatial derivatives. The eigenvalues and eigenvectors of the
resulting operator are computed with the help of Matlab routine "eig". The occurrence
of spurious eigenvalues is common in such discretization procedure. We therefore checked
the persistence of the obtained eigenvalues by recomputing the spectrum with increasing
N . The comparison of numerical and analytic results shows excellent agreement. We do
not display it because of absence of any differences. This means that the collocation
method works remarkably well even at rather low resolution.
4.2.3 Two-layer shallow water in the rotating annulus
A typical configuration used in laboratory experiments by Williams et al. (2005) and





Fig. 9 – Schematic representation of a two-layer flow in the annulus with a superrotating
lid.
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r1, an outer vertical sidewall of radius r2 and a total depth 2H0. The radial width of
the annulus is therefore r2 − r1, and the two layers have equal depths H0 at rest. The
base and the lid are both horizontal and flat. The angular velocity about the axis of
symmetry is Ω, and the upper lid is superrotating at Ω+∆Ω. This differential rotation
provides a vertical velocity shear of the balanced basic state which is close to solid body
rotation of each fluid layer, with different angular velocities. In the stability analysis
which follows such state will be represented by a state of cyclogeostrophic equilibrium
in each layer with linear radial profile of the azimuthal velocity in the rotating two-layer
shallow water model in the f -plane approximation.
In order to fulfil a complete linear stability analysis we use below the collocation
method, benchmarked in the one-layer case. We present the model, its linearised version,
and introduce the key parameters in subsection 4.2.3. We then display the instabilities,
their growth rates and the structure of the unstable modes in subsection 4.2.3.
Overview of the model and the method
Consider the two-layer rotating shallow water model on the f -plane. The momentum
and continuity equations are written in polar coordinates as follows :
Djuj − (f + vjr )vj − rΩ2 = ∂rΠj ,





Djhj + hj∇ · vj = 0,
(29)
where vj = (uj , vj), hj and Πj are the (radial, azimuthal) velocity, thickness and pressure
normalised by density (geopotential), in the jth layer (counted from the top), j = 1, 2.
f = 2Ω is the dimensional background rotation and Dj denote Lagrangian derivatives
in respective layers. The boundary conditions are u = 0 at r = r1, r2.
By introducing the time scale 1/f , the horizontal scale r0 = r2 − r1, the vertical
scale H0 and the velocity scale V0 = r0Ω, we use non-dimensional variables from now on
without changing notation. By linearising about a steady state with constant azimuthal
velocities V1 6= V2, we obtain the following non-dimensional equations (the ageostrophic
version of the Phillips model in cylindrical geometry) :
∂tuj +
Vj
r ∂θuj − vj − 2
Vjvj
r = −Bu∂rπj ,
∂tvj + uj∂rVj +
Vj











r ∂θhj = 0,
(30)
where the pressure perturbations in the layers πj are related through the interface
perturbation η, as usual :
π2 − π1 + s(π2 + π1) = Buη, (31)




2 /(2Ω) is the Rossby deformation radius. g′ = 2∆ρg/(ρ1+ ρ2) the reduced
gravity and s = (ρ2 − ρ1)/(ρ2 + ρ1) the stratification parameter.
Although the dissipative effects are totally neglected in our analysis we will also use






for the sake of comparison with the experimental results, where for kinematic viscosity
we choose the value ν = 1.18.10−6m2s−1 which corresponds to the experiments of
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Williams et al. (2005). We will also use a parameter F = 1/Bu used as the Froude
number in Williams et al. (2005) for the same reason.
The depth profiles Hj(r) and respective velocities Vj(r) in (30) correspond to steady




+ r = ∂rΠj . (33)
In spite of the introduction of the parameter d, which serves uniquely for scaling
purposes, our analysis is purely inviscid. In the experiment, however, the mean axisym-
metric flow is controlled by friction. Indeed, there is a positive torque due to the shear
across the upper Ekman layer, and there are negative torques due to the shears across
the lower Ekman layer and the Stewartson layers at the outer and inner vertical side-
walls (Stewartson (1957)) acting on the quasi-inviscid interiors of both the upper and
lower layers. Because the Stewartson layers are very thin, it seems plausible to neglect
them and to study solutions where each layer rotates as a solid body. The rotation rates
of the layers lie in the interval between the rotation rate of the base (0 in the rotating
frame) and that of the upper lid (Ro in the rotating frame). Therefore, in general
V2 = α2 r, V1 = α1 r (34)
and we get the following expressions for the heights in the state of cyclogeostrophic
equilibrium for such mean flow :




Hart (1972) considered the top, bottom and interfacial friction layers and found
that the rotations rates are α1 = (2 + χ)Ro/2(1 + χ) and α2 = Ro/2(1 + χ) where
χ = (ν2/ν1)
1/2 is the viscosity ratio between the two layers. If the two layers have close
viscosities χ = 1 it leads to (α1, α2) = (0.75 Ro, 0.25 Ro)
A calculation based on a layerwise balance of the torques in Williams et al. (2004)
gives values for (α1, α2) about the same order but depending on the turntable angular
velocity. The direct measurements of the radial velocity profiles by Flor (2008) are closer
to (α1, α2) ≈ (0.9 Ro, 0.1 Ro). We will therefore keep these last values throughout the
paper, but this particular choice does not mean a generality loss, as changing the relative
rotation rate just means rescaling of the Rossby number.
Supposing a harmonic form of the solution in the azimuthal direction,
(uj(r, θ), vj(r, θ), πj(r, θ)) = (u˜j(r), v˜j(r), π˜j(r)) exp [ik(θ − ct)] + c.c., (36)
where k is the azimuthal wavenumber (k ∈ N), and omitting tildes we get from (30) :
k(Vj − rc)iuj − (r + 2Vj)vj + r∂rπj = 0,
−(r + Vj + r∂r(Vj)iuj + k(Vj − rc)vj + kπj = 0,
−∂r(rHjiu) + kHjv + k(Vj − rc)(−1)jη = 0,
π2 − π1 + s(π2 + π1) = Buη .
(37)
The system (37) is an eigenvalue problem of order 6 which can be solved by ap-
plying the spectral collocation method similarly to the one-layer flow. In comparison to
the latter case, the dispersion diagrams we obtain show that the branches of dispersion
relation corresponding to different modes can intersect, thus creating instabilities of
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Fig. 10 – Growth rate of most unstable modes in (Ro,Bu)-space. Darker zones cor-
respond to higher growth rates. Contours displayed are 0.001, 0.01, 0.02 and further
interval at 0.02. The thick upper frontier line marks the outcropping limit when the
interface between the two layers intersects the bottom or the top. The results for the
outcropping configuration will be not discussed in this paper.
various nature. Namely, we will display below the instabilities resulting from the inter-
action between Rossby waves in upper and lower layer (the baroclinic instability), the
interaction between Rossby and Kelvin or Poincaré waves in respective layers (Rossby -
Kelvin instability) and the interaction between two Poincaré, or Kelvin and Poincaré, or
two Kelvin modes (Kelvin - Helmholtz instability). Although each instability occupies
its proper domain in the parameter space, we will see that there exist crossover regions
where two different instabilities coexist and may compete.
Instabilities and growth rates
We first present the overall stability diagram in the space of parameters of the
model, and then illustrate different parts of this diagram by displaying the corresponding
unstable modes and dispersion curves. The stability diagram was obtained by calculating
the eigenmodes and the eigenvalues of the problem (34), (37) for about 50000 points
in the space of parameters (there are typically 200 to 300 points along each axis in the
figures below) and then interpolating. As before, only discrete azimuthal wavenumbers
correspond to realisable modes. We nevertheless present the results as if the spectrum
of wavenumbers were continuous, for better visualisation.
The results are synthesised in figures 10 and 11, and 12 and 13 displaying, respec-
tively, the growth rates and the wavenumbers of most unstable modes. The results are
plotted both in the plane of parameters Ro − Bu (figures 10 and 11) and in the plane
F and d, for convenience of comparison with laboratory experiments by Williams et al.
(2005) (figures 12 and 13).
The parameter space is clearly divided in three different regions. The upper-left
parts in all figures correspond to the outcropping (incropping) region where the interface
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Fig. 11 – wavenumber of most unstable modes in (Ro,Bu)-space corresponding to figure
10. Darker zones correspond to higher wavenumbers. The interval between subsequent
contours is 1.
Fig. 12 – Growth rate of most unstable modes in (F, d)-space. Lines of constant Ro
are plotted using numerical values of Williams et al. (2005) for g′ and H0. Darker zones
correspond to higher growth rates. Contours displayed are 0.001, 0.01, 0.02 and further
at interval 0.02. The thick upper frontier line marks the outcropping limit when the
interface between the two layers intersects the bottom or the top.
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Fig. 13 – wavenumber of most unstable modes in (F, d)-space corresponding to figure
12. Darker zones correspond to higher wavenumbers. The interval between subsequent
contours is 1.
between the layers intersects with the top (bottom) plane. The onset of out(in)cropping
corresponds to the thick upper border line in the figures. The out(in)cropping situations
were out of the scope of the experiments of Williams et al and will be not considered
in what follows. Such configurations have been studied experimentally in the classical
paper by Griffiths & Linden (1982) and constitute a separate subject under current
analytical and numerical investigation, which will be presented elsewhere.
The lower-right parts of all figures correspond to stable flows. An example of the
dispersion diagram of such flow denoted by (d) in figure 12 is given in figure 14.
We also show in this figure how the dispersion diagrams evolve while changing pa-
rameters and approaching the instability band spreading from low-left to upper-right
in figures 10, 11, 12, 13. One clearly sees how the initially stable flow without ima-
ginary eigenvalues of c, which is similar to the one-layer case with the same physical
meaning of different branches, cf. figure 7, develops instabilities of various nature as
parameters change. Thus, as shown in the left column of figure 14, decreasing the Bur-
ger number leads to distortion of the dispersion curves of Rossby modes and their
reconnection leading to Rossby - Rossby (RR)-resonance, i.e. the baroclinic instability.
Different distortion of dispersion curves of Rossby modes takes place if Ro increases
at constant Bu, leading to reconnection a) with Kelvin-mode curve and Rossby-Kelvin
(RK) resonance with corresponding instability, and b) with Poincaré-mode curve and
Rossby-Poincaré (RP) resonance and corresponding instability. Further increasing Ro
leads to reconnection of Kelvin-mode curves and Kelvin-Kelvin (KK) resonance, and re-
lated Kelvin-Helmholtz instability. Note that although KK, KP, and PP resonances are
physically different, they are frequently confused in the literature and appear under the
general name of Kelvin-Helmholtz (KH) instability. Similarly RK and RP instabilities
are often called both RK, cf Sakai (1989). We will also follow this shorthand description
in what follows, which hopefully would not lead to confusion.
In the context of wave resonance, there are three essential parameters in the problem :
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Fig. 14 – Dispersion diagram c−k (upper panel) for the stable configuration correspon-
ding to point (d) in fig. 10 and its evolution with the change of parameters : Ro = 0.1,
Bu decreasing from top to bottom (left panel : (a) Bu = 90, (b) Bu = 10, (c) Bu = 0.5
and (d) Bu = 0.25) ; Bu = 90, Ro increasing from top to bottom (right panel : (a)
Ro = 0.1, (e) Ro = 5, (f) Ro = 8 and (g) Ro = 10). Thick Thick grey lines correspond
to unstable regions (nonzero Im(c)).
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V = ∆Ωr0, the velocity (or velocity shear) of the basic flow, CR = Ω∆H/H0r0, the
phase velocity of the Rossby waves, and CG =
√
g′H0, the phase velocity of the gravity
waves. The interpretation of the results may be done on the basis of the alternative set
of nondimensional parameters which are defined as follows :
F ∗ = VCG =
∆Ωr0√
g′H0
, a new Froude number and R∗ = VCR =
g′H
2Ω2r20
, a new Rossby
number. With these definitions one finds the baroclinic instability at small R∗ and
KH instabilities at large F ∗, which matches the traditional view of these instabilities.
However, to keep a closer link with experimental results of Williams et al. the discussion
below is based on Bu, Ro, F and d.
Thus, as for the ageostrophic Phillips model in a straight channel, cf Gula et al.
(2009a), several types of instabilities are present, namely, (a) the baroclinic instability
for small values of Bu and Ro (RR resonance), (b) the Rossby-Kelvin instability (RK
or RP resonance) for intermediate values of Bu and Ro and (c) the Kelvin-Helmholtz
instability (KK or KP resonance), for high values of Bu and Ro. As usual, the KH
instability is characterized by highest growth rates and shortest wavelengths, the baro-
clinic instability is long-wave and low growth-rate, and RK instability is intermediate,
although spanning a wide range of wavenumbers. Note that the main difference with
the plane-parallel flow of Gula et al. (2009a) is the discrete selection of wavenumbers
due to the annular geometry and the loss of the symmetry due to different heights and
velocities at the inner and the outer wall.
In the figures 15, 16, 17 we give the dispersion diagrams (both real and imaginary
parts of the phase speed as a function of the azimuthal wavenumber) corresponding
to different values of (Ro,Bu) referring to typical cases (a), (b), (c), respectively, in
figures 10 - 13. We present also the structure of unstable modes in both layers and
the corresponding maps of the interface deviation, because this is often the measured
quantity in experiments.
Figure 15 shows a dispersion diagram in the zone of baroclinic instability. Two
Rossby waves, one propagating in each layer, are in resonance having the same Doppler
shifted phase speed and give rise to a baroclinic instability, see Hoskins et al. (1985).
The structure of the unstable mode is shown in figure 18.
Figure 16 shows a dispersion diagram in a pure Rossby-Kelvin instability area. A
Rossby wave propagating in the upper layer resonates with a Kelvin wave propagating
in the lower layer and give rise to a RK instability, see Sakai (1989) and Gula et al.
(2009a). The structure of the unstable mode is shown in figure 18.
Figure 17 shows a dispersion diagram in a KH instability area. A Kelvin wave propa-
gating in the upper layer resonates with another Kelvin wave propagating in the lower
layer and gives rise to a KH instability. For these values of parameters we can see that
RP and RK instabilities are also present but with lower growth rates. The structure of
the unstable mode is shown in figure 18.
Thus RK and KH instabilities coexist for large Bu and Ro (small F and d) having
comparable growth rates, although different characteristic wavenumbers. As follows from
the last figure, and from the comparison of figures 12 and 13, or 10 and 11, in general,
close values of the growth rates may correspond to essentially different wavelengths
of the most unstable modes. This means that different instabilities may coexist and
compete. A clear-cut crossover region is indicated by a box in figures 12 and 13, and
corresponds to coexisting baroclinic and RK instabilities. A zoom of the box is shown
in figure 20.
Figure 21 shows the dispersion diagram corresponding to the (e) point in the cros-
sover region of figure 20. We see that in this area both baroclinic and Rossby-Kelvin
94 Instabilités dans un anneau en rotation
Fig. 15 – Dispersion diagram (upper panel) and growth rate (lower panel) of the modes
for Ro = 0.1 and Bu = 0.25 (see (a) in figure 12). Grey line on the upper panel
correspond to the RR resonance and respective unstable modes
Fig. 16 – Dispersion diagram (upper panel) and growth rate (lower panel) of the modes
for Ro = 1.5 and Bu = 4 (see (b) in figure 12). Thick Thick grey lines on the upper
panel correspond to the RK and RP resonances and respective unstable modes
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Fig. 17 – Dispersion diagram (upper panel) and growth rate (lower panel) of the modes
for Ro = 10 and Bu = 90 (see (c) in figure 12). Thick grey lines on the upper panel
correspond to the RK, KK, RP and KP resonances and respective unstable modes
instability are present, having close growth rates. This means that the two instabili-
ties are competing and that relatively high wavenumbers may be excited due to the
RK instability in this range of parameters. The interface deviations corresponding to
competing RR and RK instabilities are presented in figure 22.
4.2.4 Summary and discussion
Thus, after having analytically resolved the problem of small perturbations around
cyclogeostrophycally balanced one-layer shallow-water Couette flow in the rotating an-
nulus, which allowed us a) to identify the normal modes of the problem and b) to bench-
mark the numerical collocation scheme, we established a full stability diagram of the
two-layer vertically sheared flow in the rotating annulus and identified the main instabi-
lity modes. We established the origin of various instabilities resulting from phase-locking
and resonance between the normal modes of the upper and the lower layer and showed
different scenarios of stability loss in the space of parameters of the system. Perhaps the
most interesting result is that in certain regions of the parameter space two different
instabilities can exist and compete. The standard baroclinic instability, thus, may be
"contaminated" by the Rossby-Kelvin one. Remarkably, the corresponding crossover
zone is situated in the domain of the parameter space where emergence of short-wave
perturbations was observed in the experiments together with the developing baroclinic
instability, cf Williams et al. (2005). Although the Rossby-Kelvin instability has typical
wavenumbers not sufficiently different from the baroclinic one, cf figure 21 and, thus,
cannot directly explain the experimental observations of small-scale waves on top of
the developing baroclinic instability, the interaction of two different unstable modes is
worth studying in this context. Note that as shown in Gula et al. (2009a), the nonlinear
saturation of the RK instability is totally different from that of baroclinic instability,
with an important role being played by the mean flow reorganisation. Thus, although on
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Fig. 18 – The structure, pressure and velocity fields of the upper (left) and lower layer
(right), of (a) the baroclinically unstable mode at k = 2 (see figure 15), (b) the Rossby-
Kelvin mode at k = 4 (see figure 16) and (c) the Kelvin-Helmholtz instability at k = 5
(see figure 17). The full lines correspond to positive and the dotted lines to negative
values. (a) Both fields are typical of a Rossby mode. (b) The field in the upper layer is
typical of a Rossby mode while the field in the lower layer is typical of a Kelvin mode.
(c) Both fields are typical of a Kelvin mode.
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Fig. 19 – Interface height for (a) baroclinic instability at k = 2 (see figure 15), (b)
Rossby-Kelvin instability at k = 4 (see figure 16) and (c) Kelvin-Helmholtz instability
at k = 5 (see figure 17).The full lines correspond to positive and the dotted lines to
negative values. Contours are plotted at the interval (a) 0.0137, (b) 0.015 and (c) 0.017.














Fig. 20 – Growth rate of most unstable modes in (Ro,Bu)-space. Zoom of the box in
figure 10. Contours displayed are 0.001, 0.01, 0.02 and further interval at 0.02.
Fig. 21 – Dispersion diagram (upper panel) and growth rate (lower panel) of the modes
for Ro = 0.18 and Bu = 0.28 (see (d) in figure 20). Thick grey lines on the upper panel
correspond to the RR and RK resonances and respective unstable modes
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Fig. 22 – Interface height for baroclinic instability at k = 4 (left) and for RK instability
at k = 15 (right). Both instabilities have the same growth rate for this set of (Ro,Bu)
as can be seen on figure 21. The full lines correspond to positive and the dotted lines to
negative values.
general grounds one could expect manifestations of the standard behaviour of the pair of
nonlinear modes, like e.g. synchronisation, it is difficult to make predictions without de-
tailed studies of the nonlinear regime. The finite amplitude disturbances and the effects
of non-linearity as the nonlinear interactions between the various waves will be inves-
tigated in future work, both theoretically and by using a high-resolution finite-volume
numerical scheme and a mesoscale atmospheric model (WRF).
Coming back to the main motivation of our study, the comparison between our
results and laboratory experiments shows good agreement in some parameter regions,
and discrepancies in some other. Let us look at the figure 12 and at the corresponding
figure in Williams et al. (2005). While there is a very good agreement in the baroclinic
instability region, the region of the KH instability in figure 12 is relatively narrow
compared to Williams et al. (2005). As to the RK instability region, it is not clearly
identifiable in the experiment.
An obvious explanation of the first discrepancy is that, in spite of the same physical
mechanism, the KH instabilities in shallow-water and in full primitive equations are not
quantitatively the same, especially in the large wavenumber domain. Another factor
is surface tension. According to Hart (1972) and James (1977), the interfacial surface
tension between the two layers is negligible for the long-wave instabilities, while it is
stabilizing for short-wave ones. Indeed, the effect of interfacial surface tension is inversely
proportional to the wavelength square. The short-wave RK and KH instabilities are then
likely to be stabilized, while the long-wave baroclinic instability is unaffected.
Another possible explanation of non-manifestation of the RK instability is its rapid
nonlinear saturation due to reorganisation of the mean flow and energy dissipation
through small scale secondary KH instabilities, cf. Gula et al. (2009a), which makes
it more difficult to identify in a laboratory experiment such as Williams et al. (2005),
especially in view of the small dimensions of the apparatus.
As was already stressed in the Introduction, the two-layer rotating shallow water mo-
del should be considered as a conceptual one, allowing to grasp the universal features of
destabilisation of large-scale shear flows in GFD. In principle, a linear stability analysis
of a full (three-dimensional, non-hydrostatic, viscous, surface-tension included) experi-
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mental flow is possible along the same lines. However, such task requires incommensurate
(with respect to its "coarse-grained" shallow-water counterpart) computational efforts,
and the results will depend on the fine structure of the mean flow (e.g. the parameters
of the mixing layer between the layers) which may vary from one experiment to another.
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4.3 Conclusion
L’analyse de stabilité linéaire dans le modèle de l’eau peu profonde à deux couches
en géométrie cylindrique a mis en évidence trois types d’instabilité, comme dans le cas
rectiligne étudié par Sakai (1989). Ces différentes instabilités sont interprétées par des
résonances baroclines entre les différents modes présents dans le système (Rossby, Kelvin
et Poincaré).
Il est alors intéressant de comparer la figure 12 avec les résultats des différentes
expériences, notamment les résultats de Williams et al. (2005) qui étaient montré figure
4.4. On retrouve bien les mouvements de grande échelle dues à l’instabilité barocline dans
des régions identiques à celles obtenues dans les expériences de Lovegrove et al. (2000),
Williams et al. (2005) et Flor (2008). La zone d’instabilité de Kelvin-Helmholtz est
quand à elle retrouvée dans des régimes comparables, mais est néanmoins plus étroite
en raison principalement de la différence entre les instabilités KH dans le modèle de
l’eau peu profonde et dans le modèle des équations primitives (voir Pedlosky (1987)),
notamment pour des grands nombres d’onde. L’analyse de stabilité montre aussi la
présence de l’instabilité RK dans une région intermédiaire avec des taux de croissance
conséquents, or les résultats de Lovegrove et al. (2000) et Williams et al. (2005) ne
trouvent pas trace de cette instabilité. Pourtant les résultats plus récents de Flor (2008)
semblent identifier ces modes dans des expériences similaires avec néanmoins quelques
différences notables qui sont les dimensions beaucoup plus importantes de l’anneau
d’une part, et l’absence de tension de surface d’autre part. On peut donc imaginer un
effet stabilisateur due à la tension de surface, comme cela a été montré notamment
par Hart (1972) et James (1977) pour les structures de petite échelle, ou une difficulté
d’observation dans les cas de Lovegrove et al. (2000) et Williams et al. (2005) due aux
faibles dimensions de l’expérience et à l’évolution non-linéaire encore inconnue de ce
mode.
Un deuxième aspect de cette étude est que l’analyse de stabilité montre que certaines
régions de l’espace des paramètres sont un lieu de compétition entre ces différentes in-
stabilités. D’une part entre l’instabilité RK et l’instabilité KH, mais dans ce cas les taux
de croissance de l’instabilité KH sont en général beaucoup plus élevés et laissent penser
que celle-ci va dominer l’évolution de l’écoulement, au moins au stade initial. D’autre
part, une région particulièrement intéressante montre une compétition entre l’instabilité
barocline classique et l’instabilité RK. Si l’instabilité RK ne semble pas correspondre
directement aux mouvements de petite échelle observés dans les expériences en raison
de différences d’échelle et de structure, cela pose néanmoins certaines questions concer-
nant son influence sur une éventuelle modification du développement non-linéaire de
l’instabilité barocline, et sur les interactions non-linéaires lors du développement simul-
tané de ces instabilités. Il est impossible de répondre à cette question sans une étude
non-linéaire plus approfondie de ces régimes.
Une fois de plus, il apparaît primordial de comprendre les aspects non-linéaires du
développement de l’instabilité RK. C’est ce à quoi nous allons nous intéresser mainte-
nant dans le chapitre 5. Cette instabilité n’ayant pour l’instant été étudiée que dans le
cadre d’études linéaires, il est important d’entreprendre une étude de ses stades ulté-
rieurs d’évolution. Cette instabilité va-t’elle s’équilibrer à faible amplitude ou va-t’elle
croître jusqu’à amplitude finie ? Va-t-elle être dissipée rapidement ou peut-elle modifier
significativement l’écoulement ? Peut-elle donner lieu à des instabilités secondaires de
petite échelle ? Il est crucial de répondre à ces questions afin de déterminer la pertinence
de cette instabilité.
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Chapitre 5
Instabilités agéostrophiques dans un
canal : évolution non-linéaire de
l’instabilité RK
’Et qu’est-ce que c’est qu’une révolution ?
Un souﬄe d’air qui ride l’océan, s’en va et laisse la mer agitée.’
Gustave Flaubert.
5.1 Introduction
Dans ce chapitre nous allons nous intéresser à l’existence et à la pertinence de l’insta-
bilité RK dans un fluide continument stratifié et à son évolution non-linéaire dans cette
configuration plus réaliste. Nous revenons pour cela au cadre dans lequel l’instabilité a
été discutée par Sakai (1989), à savoir un canal rectiligne. Nous allons d’abord établir
l’analyse de stabilité linéaire pour ce cas, qui sera utile pour interpréter les résultats
des simulations numériques que nous allons ensuite réaliser avec le modèle méso-échelle
WRF présenté dans la section 3.3.
Le modèle d’un fluide à deux couches dans un canal sur le plan-f , représenté figure
5.1, est traité numériquement par la méthode de collocation pour l’analyse linéaire de
ces instabilités dans la partie 5.2.2. La démarche est identique à celle du chapitre précé-
dent mais cette fois-ci dans un canal rectiligne en rotation pour une comparaison plus
directe avec la géométrie utilisée dans les simulations non-linéaires qui vont suivre. On
pourra d’ailleurs retrouver dans l’appendice A, les résultats équivalents concernant une
configuration similaire avec surface libre en lieu et place du toit rigide.
Ensuite, dans la partie 5.2.3, la pertinence de ces modes d’instabilité pour des écoule-
ments continument stratifiés est étudiée à l’aide de simulations idéalisées avec le modèle
atmosphérique méso-échelle WRF (Weather Research and Forecast, Skamarock et al.
(2005)). L’utilisation de ce modèle va donc nous permettre d’analyser les instabilités
d’une région frontale dans des configurations plus réalistes (stratification continue),
puis d’étudier le stade non-linéaire du développement de ces instabilités.
On travaille dans un domaine parallélépipèdique Lx.Ly.Lz avec un fond plat et sans
considérer de couche limite, comme dans le cas du modèle à 2 couches vu précédemment.
103












Fig. 5.1 – Modèle de l’eau peu profonde avec deux couches de densités ρ1 et ρ2, dans
un canal avec un fond plat, un toit rigide et un cisaillement de vitesse constant U1 = U0
et U2 = −U0 comme étudié par Sakai (1989) et Gula et al. (2009a).
Le domaine est périodique en x et borné par des murs latéraux en y. Deux différences
importantes par rapport au modèle à deux couches sont la présence d’une stratification
de base (en plus du front), et la condition aux limites supérieure (surface libre et non toit
rigide). On définit donc un état de base qui comprend une stratification standard ainsi
qu’un saut de température potentielle qui formera la zone frontale selon les équations
suivantes.










où z0 fixe la hauteur moyenne du front, S est la pente, θju le saut de température










































Fig. 5.2 – Distribution initiale de température potentielle dans le plan (y,z).
La distribution de température potentielle obtenue est représentée sur la figure 5.2.
Les simulations sont initialisées en imposant une perturbation à l’état de base équilibré.
On analyse ensuite l’évolution de cet écoulement, et donc la croissance du mode le plus
instable.
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5.2 Ageostrophic instabilities of fronts in a channel in a stratified
rotating fluid
Les résultats sur les instabilités agéostrophiques dans le modèle de Phillips et l’évo-
lution non-linéaire de l’instabilité Rossby-Kelvin font l’objet d’un article publié dans
Journal of Fluid Mechanics (Gula et al. (2009a)). Ainsi nous les incluons en anglais.
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Ageostrophic instabilities of fronts in a channel in a
stratified rotating fluid
J. Gula, R. Plougonven & V. Zeitlin 1
(Received 4 February 2008 and in revised form 14 January 2009)
It is known that for finite Rossby numbers geostrophically balanced flows develop
specific ageostrophic instabilities. We undertake a detailed study of the Rossby-Kelvin
(RK) instability, previously studied by Sakai (1989) in a two-layer rotating shallow
water model. First, we benchmark our method by reproducing the linear stability results
obtained by Sakai (1989) and extend them to more general configurations. Second, in
order to determine the relevance of RK instability in more realistic flows, simulations of
the evolution of a front in a continuously stratified fluid are carried out. They confirm
the presence of RK instability with characteristics comparable to those found in the
2-layer case. Finally, these simulations are used to study the nonlinear saturation of the
RK modes. It is shown that saturation is achieved through the development of small-
scale instabilities along the front which modify the mean flow so as to stabilise the RK
mode. Remarkably, the developing instability leads to conversion of kinetic energy of
the basic flow to potential energy, contrary to classical baroclinic instability.
5.2.1 Introduction
The study of instabilities of vertically sheared flows in rotating stratified fluids has
provided understanding of important aspects of mid-latitude motions in the atmosphere
and ocean, starting from the work of Eady (1949) on baroclinic instability. The latter has
been identified as the major instability occurring for flows with small Rossby numbers.
It is well described in balanced models such as the quasi-geostrophic model, and can
be interpreted in terms of the resonant interaction between two Rossby waves (Hoskins
et al. (1985); Hayashi & Young (1987)).
However, a vertically sheared flow in the stratified, rotating fluid displays other
instabilities as well. These are not captured by balanced approximations and hence
are ageostrophic instabilities. They have first been addressed for the uniform vertical
shear in the stratified fluid by Stone (1966) who demonstrated appearance of symmetric
instability. The Kelvin-Helmholtz instability also appears for not-uniform vertical shear
profiles (Vanneste (1993), Drazin & Reid (1981)). For intermediate values of the shear,
both Stone (1970) and Tokioka (1970) identified other ageostrophic instabilities, at
scales shorter than those of conventional baroclinic instability. These modes however
have weaker growth rates, and it was hence argued that they would not be relevant
(Stone (1970)). Their structure involves inertial critical levels (Jones (1967)) in the
flow, and the connection of balanced motions to inertia-gravity waves through that
level (Nakamura (1988) ; Plougonven et al. (2005)). Corresponding growth rates are
exponentially small for small Rossby numbers (Molemaker et al. (2005)), making them
relevant only for significant vertical shears.
Baroclinic instability is traditionally explained with the help of the two-layer model
(Phillips (1954)). The stability of the ageostrophic version of the Phillips’ model was
studied by Sakai (1989), who showed the existence of unstable modes involving the
resonance between a Rossby wave in one layer and a Kelvin wave in the other. Hence
the instability was called Rossby-Kelvin (RK). In contrast to the results of Stone (1970),
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the growth rates of this instability proved to be comparable to or even larger than those
of the baroclinic instability.
Sakai carried out the linear stability analysis for the two-layer fluid in a symmetric
configuration which is known to be degenerate (Pedlosky (1987), section 7.11), both
layers having the same mean depth. Hence, several questions arise : (1) what are the
manifestations of this instability in the more general case ? (2) Are the unstable modes
and their growth rates specific to the two- layer configuration, or do they exist also in
stratified fluid for sharp enough fronts ? (3) How do they nonlinearly saturate ?
The fundamental motivation for the present study is that RK instability provides
an example of coupling between balanced and unbalanced motions. Most of the dyna-
mics of the atmosphere and oceans in mid-latitudes has been understood using balanced
models (e.g. Pedlosky (1987)). It has been thought that balanced motions could even
decouple completely from unbalanced motions, leading to the notion of an exactly in-
variant slow manifold (Leith (1980); Lorenz (1980)). It is now understood that slow
manifolds are quasi-manifolds (Ford et al. (2000)), e.g. quasi-geostrophy defines one,
nonlinear balance(s) define a more accurate one(s). Yet the mechanisms by which ba-
lanced and unbalanced motions can couple and interact remain poorly understood.
They have recently attracted renewed interest, both from theoretical (e.g. Plougonven
& Zeitlin (2002); Vanneste & Yavneh (2004); Molemaker et al. (2005); Vanneste & Yav-
neh (2007)) and experimental points of view (Afanasyev (2003); Williams et al. (2005)),
motivated by questions arising both for the atmosphere and for the ocean. In particular,
in the laboratory experiments (Williams et al. (2005)), the stability of fronts has been
studied to identify the coupling between balanced and unbalanced motions. The inter-
pretation of such experiments would benefit from a better understanding of the stability
properties of intense fronts in a stratified rotating fluid.
Regarding the atmosphere, understanding of the coupling of balanced and unbalan-
ced motions can contribute to a better identification of sources of gravity waves and
their parametrizations. Indeed, a serious weakness of parametrizations of gravity waves
in General Circulation Models of the atmosphere (Fritts & Alexander (2003); Kim et al.
(2003)) is their lack of physical description of the sources of gravity waves. A major
source in midlatitudes are tropospheric jets and fronts (Fritts & Nastrom (1992); Plou-
gonven et al. (2003)), which are essentially balanced. Another atmospheric application
is understanding of the dynamics of secondary cyclogenesis in frontal systems. While the
development and evolution of baroclinic waves on the synoptic scale is well understood
in the atmosphere, the rapid growth of secondary cyclones at smaller-scales is poorly
understood and difficult to forecast (Parker (1998)). Among the variety of mechanisms
which contribute to small-scale cyclones, dynamic instabilities of a strong dry front are
a possibility to investigate.
Regarding the ocean, an open issue is the mixing required to maintain the meridional
overturning circulation. It is necessary that small-scale mixing in the interior of the
oceans allows dense fluid to be raised toward the surface (Wunsch & Ferrari (2004)).
At present, it remains unclear how energy may cascade in the ocean interior from the
balanced meso-scale circulations to small-scale unbalanced motions that lead to the
vertical mixing, e.g. Molemaker et al. (2005). Ageostrophic instabilities may provide a
path to energy dissipation at small-scales and conversion of kinetic to potential energy.
The paper is organized as follows : in section 5.2.2 we present the linear stability
analysis of the balanced front in the two-layer fluid in various configurations, in section
5.2.3 we study the stability of the sharp front in a continuously stratified fluid using the
atmospheric mesoscale model WRF, and in section 5.2.4 the nonlinear evolution of the
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Rossby-Kelvin mode is discussed.
5.2.2 Linear stability analysis in the two-layer fluid
We first present the model, its linearised version, and introduce the key parameters
in section 5.2.2. We then display the instabilities, their growth rates and the structure of
the unstable modes in section 5.2.2, and give a short summary of the results in section
5.2.2
Overview of the model and the method
We consider the two-layer rotating shallow water model on the f -plane with a vertical
shear flow as shown in figure 3. The domain is a vertically bounded channel of width
2Lc and height 2H0. On the f -plane the momentum and continuity equations are :
Djuj − fvj = − 1ρj ∂xπj ,
Djvj + fuj = − 1ρj ∂yπj ,
Djhj +∇ · (hjvj) = 0 ,
(1)
where the index j = 1, 2 denotes the upper and the lower layers, respectively, (x, y)
and vj = (uj , vj) are the along-channel and cross-channel coordinates and velocity
components, hj = Hj(y)+(−1)jη(x, y, t) are the depths of the layers with η the interface
displacement, πj , ρj are the pressures and the densities of the layers, Dj = ∂t + uj∂x +
vj∂y is the Lagrangian derivative, and f is the constant Coriolis parameter.
We linearise these equations about the steady geostrophically balanced state with
the depth profiles Hj(y), and corresponding velocities Uj(y) = −(ρjf)−1∂yΠj . The
linearised equations, where uj , vj , πj and η are the perturbations to the basic state
fields, are :
∂tuj + Uj∂xuj + vj∂yUj − fvj = − 1ρj ∂xπj ,
∂tvj + Uj∂xvj + fuj = − 1ρj ∂yπj ,
∂tη + Uj∂xη = (−1)j+1(Hj∂xuj + ∂y(Hjvj)) ,
(2)
The dynamical boundary condition at the interface between the 2 layers is :
π2 − π1 = (ρ2 − ρ1)gη , (3)
where g is gravity acceleration.
In order to compare our results with those of the pioneering paper by Sakai (1989),
the basic flow configuration and the non-dimensionalisation are chosen to be the same.
We will consider the basic state with U1 = −U2 = U0, and correspondingly linear Hj(y).
This is an ageostrophic version of the Phillips’ model (Phillips (1954)) and both Rossby
waves and inertia-gravity waves are present in this system.
We introduce the time scale 1/f , the vertical scale H0 = H2(0), the velocity scale




with g′ = 2∆ρg/(ρ1 + ρ2) the reduced gravity, will be used as the horizontal scale. We
will use only non-dimensional variables from now on without changing the notation.
The following non-dimensional equations are obtained in the limit of the Boussinesq
approximation ((ρ2 − ρ1)/(ρ2 + ρ1)→ 0) :
∂tuj + F Uj∂xuj − vj = −∂xπj ,
∂tvj + F Uj∂xvj + uj = −∂yπj ,
∂tη + F Uj∂xη = (−1)j+1(F (Hj∂xuj + ∂y(Hjvj))) ,
(4)











Fig. 3 – The basic balanced flow considered in the two-layer shallow water model for
δ = H1(0)/H2(0) = 0.7 and λ = ∆H/H2(0) = 0.5.
π2 − π1 = 2
F
η , (5)
where F = U0/(fRd) is the Froude number.
The boundary conditions are vj(±1/(2
√
Bu)) = 0 at the lateral walls and the Bur-
ger number Bu = (Rd/(2Lc))2 controls the width of the channel. The height field is
then written Hj = Hj(0) + (−1)jFy.
Assuming a harmonic form of the solution in the x-direction,
(uj(x, y), vj(x, y), πj(x, y)) = (u˜j(y), v˜j(y), π˜j(y)) exp [i(kx− ωt)], (6)
we obtain an eigenvalue problem of order 6 which can be solved by applying the spectral
collocation method as described in Trefethen (2000) and Poulin & Flierl (2003). A
complete basis of Chebyshev polynomials is used to obtain a discrete equivalent of the
equations. This is achieved by evaluating (4) on a discrete set of N collocation points
(typically N = 50 to 100). The eigenvalues and eigenvectors of the resulting operator are
computed with Matlab routine "eig". The occurrence of spurious eigenvalues is common
in such discretization procedure. We therefore checked the persistence of the obtained
eigenvalues by recomputing the spectrum with increasing N .
Instabilities and growth rates
At this point we have three independent parameters which are the Froude number
F , the Burger number Bu and the aspect ratio between the two layers δ. In order to
explore parameter space using only one parameter for the flow, F , and the streamwise
wavenumber k, Sakai (1989) restricted to a symmetric configuration, with δ = 1, and
chose to hold the relative elevation parameter λ = F/(2
√
Bu) = 0.5 constant, leading to
F =
√
Bu. To facilitate the comparison with his results, we follow the same choice, but
one should note the implication : as F varies, the width of the channel varies as λ/F . This
unfortunately does not facilitate the comparison with laboratory experiments, such as
those of Williams et al. (2005), where different non-dimensional parameters are chosen.
Moreover, these experiments are carried out in a cylindrical annulus. To address these
issues the corresponding linear stability analysis has been carried out in a companion
paper (Gula et al. (2009c), submitted)














Fig. 4 – Growth rates of most unstable modes in (F, k)-space for H1(0) = H2(0).
Contours displayed are 0.01, 0.02, and further on at the interval 0.02. Dotted lines
correspond to the limits of the instability zones (a) and (c) following from the frequency
estimates and resonance conditions (see text).
The results of Sakai (1989) were reproduced, and the calculation in the symme-
tric configuration served as a benchmark of our method. The numerical results for the
symmetric configuration are displayed in figure 4 and illustrate the different types of
instabilities present in the symmetric configuration : (a) baroclinic instability for small
F and k (the resonance between Rossby waves, see below), (b) Kelvin-Helmholtz insta-
bility for F ≈ 1 (the resonance between Kelvin or inertia-gravity waves) and (c), (e)
Rossby-Kelvin instability for F ≈ 0.7 (the resonance between a Rossby wave and a
Kelvin or inertia-gravity wave, respectively).
Following Ripa (1983) and Sakai (1989) the flow with velocity U0 is unstable if
there exists a pair of waves (intrinsic frequencies ω˜1 and ω˜2) which satisfy the following
conditions : the waves propagate in the opposite directions with respect to the basic flow
(ω˜1ω˜2 < 0, meaning that they have opposite energy anomalies), have almost the same
Doppler-shifted (absolute) frequencies (ω˜1+kU0 ∼ ω˜2−kU0), and can interact with each
other. The interpretation of the unstable modes as resonances between the neutral waves
provides the explanation for the regions of parameter space corresponding to different
instabilities. Thus, the classical baroclinic instability is interpreted as the interaction
between two Rossby waves propagating in each layer, see Hoskins et al. (1985). The
condition of matching of Doppler-shifted frequencies for two Rossby waves gives the
standard condition for the baroclinic instability to occur : k2 + l2n < 1/
√
λ (Pedlosky
(1987), section 7.11) where ln is the meridional wavenumber. Now, given the constraint
linking the width of the domain and the Froude number, F =
√
Bu, ln varies linearly
with F and more precisely l0 = π/(2Lc) = πF/(2δ). Hence the region of parameter
space corresponding to baroclinic instability in figure 4 and 5 lies within the quadratic
curve :










The Rossby-Kelvin instability can also be understood in terms of Kelvin and Rossby
wave resonances. It is then possible to obtain stability conditions in the approximation of
large k using heuristic arguments for the resonance between the Kelvin and the Rossby
wave. We estimate the absolute frequency for the Rossby wave as ωR ≃ k F because
the intrinsic frequency of Rossby waves is small for large k. The intrinsic frequency for
the Kelvin wave in a layer of constant depth H can be written as ω˜K = k
√
g′H. Now,
in our configuration the depth of each layer Hj(y) = Hj(0) + F y is a function of y.
Using the extreme values of the depth of one layer gives bounds on the possible intrinsic




δ ± λ. Hence, it is most likely for a









with j the index of the layer containing the Kelvin wave. So if the Kelvin wave is in the
















In the symmetric configuration of figure 4 (λ = 0.5 and δ = 1) this gives 0.5 < F < 0.85
for both (cf. figure 4). This suggests that in this configuration and at least for large k
there is a range of Froude numbers (1/π2 < F < 1/2 in figure 4) where no instability
can occur. Although this condition has been obtained only for large k, it can be seen
in figure 4 and it has been confirmed by numerical calculations that this stability area
exists for all k. Increasing λ or changing the aspect ratio δ can modify this gap as can
be seen in figure 5 for a non-symmetric configuration (δ = 0.7).
The configuration with the layers of the same mean depth is degenerate (Pedlosky
(1987), section 7.11). For example, the interaction between a Rossby wave in the lower
layer and a Kelvin or inertia-gravity wave in the upper layer have the same characte-
ristics (wavenumbers and growth rates) as the interaction between a Kelvin or inertia-
gravity wave in the lower layer and a Rossby wave in the upper layer. Below we present
an example of the results of the stability analysis for a non-symmetric configuration,
for which the depths of the two layers are not equal : δ = 0.7 (this is the configuration
sketched in Fig. 3). Figure 5 shows the growth rates in the (F, k) plane for different
types of instabilities. At the lower-left, for small F and k, one finds the baroclinic in-
stability (a). For very strong shears, F ≈ 1, Kelvin-Helmholtz instability occurs (b),
with larger growth rates (ωi ∼ 1). For intermediate values of the Rossby number, one
finds two regions of instability (F ≈ 0.5 for (c) and F ≈ 0.7 for (d)) which correspond
to Rossby-Kelvin instability. These instabilities exist due to the interaction of a Rossby
wave in one layer and a Kelvin wave in the other. However, contrary to the symmetric
case, cf figure 4, two different Rossby-Kelvin instabilities occur, instead of a single one.















Fig. 5 – Growth rate of most unstable modes in (F, k)-space for δ = 0.7. Contours
displayed are 0.01, 0.02 and further interval 0.02. (a) is the baroclinic instability, (b) the
Kelvin-Helmholtz instability and (c, d, e) the Rossby-Kelvin instability.
Figure 6 shows the phase velocities and the growth rates along the section F = k/3
following the dotted line in figure 5. Baroclinic instability (a) occurs for small k and
Kelvin-Helmholtz instability (b) for k greater than 2.6. The two other peaks (c) and
(d), for intermediate values of k are the two types of Rossby-Kelvin instability, with
different growth rates. The dispersion diagram of figure 6 (upper panel) shows that
the instability occurs once two dispersion curves intersect, according to the Doppler-
shifted frequency matching described above. The dispersion curves shown in figure 6
differ from those of the symmetric case : whereas the Rossby wave phase speeds re-
main nearly symmetric relative to c = 0, the phase speeds for the Kelvin waves are
displaced toward higher values. Hence, the intersection between the two modes moves
toward higher k for positive phase speeds. We thus get two distinct instability areas.
One corresponds to modes having a Kelvin wave in the upper layer and a Rossby wave
in the lower layer. The structure of such a mode is shown in the left panel of the figure 7.
The other corresponds to modes having a Kelvin wave in the lower layer and a Rossby
wave in the upper layer (right panel of the figure 7). The characteristic velocities and
pressure fields of the Rossby wave are easily recognizable with geostrophic wind tur-
ning around pressure extrema according to the geostrophic balance. The structure of
the Kelvin waves with the wind parallel to the boundaries and pressure extrema near
the lateral boundary is also clear and points out the ageostrophic character of this wave.
The instability area (e) in figure 5 is still a type of Rossby-Kelvin instability arising
due to the resonance between a Rossby wave and an inertia-gravity wave (first Poincaré
mode) as can be seen in figure 6. The Rossby wave propagating in the lower layer
interacts with the first Poincarré mode in the upper layer as shown in figure 8. A simple
criterion for this Rossby-Kelvin instability to occur as a result of resonance between a
Rossby wave and a Poincarré wave can be found in Sutyrin (2007).


































Fig. 6 – Dispersion diagram (upper panel) and growth rates (lower panel) of the eigen-
modes along the section F = k/3 (dotted line in figure 5). Gray zones on the upper panel
correspond to the instabilities : (a) the baroclinic instability, (b) the Kelvin-Helmholtz
instability and (c, d, e) the Rossby-Kelvin instability







Fig. 7 – The structure of the Rossby-Kelvin mode in (x, y) at the maximum growth
rate for δ = 0.7. (a), (b) and (c) correspond to the second maximum of figure 6 for
F = 0.5 ; (d), (e) and (f) correspond to the third maximum of figure 6 for F = 0.7.
(a) and (d) are pressure and velocity fields of the upper layer, (c) and (f) are those of
the lower layer. Interface height is shown in (b) and (e). The fields in (a) and (f) are
typical of a Kelvin mode and (c) and (d) are typical of a Rossby mode. The full lines




Fig. 8 – The structure of another ageostrophic mode in (x, y) due to the resonance
between Rossby and inertia-gravity modes at the maximum growth rate for F = 0.75
and k = 3.7 on figure 6 ; (a) : pressure and velocity fields in the upper layer and (c)
lower layer. (b) : Interface height.
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Summary of the linear instability analysis
We thus benchmarked our method by reproducing the linear stability results ob-
tained by Sakai (1989) and extended them to non-symmetric configurations where two
different families of unstable Rossby-Kelvin (RK) modes exist : one with the Kelvin
wave in the top layer, the other with the Kelvin wave in the bottom layer. When the
two layers have sufficiently different depths, the two regions separate, and hence a larger
region of the parameter space yields instabilities (cf. Fig. 5). We have also shown that a
zone of (relatively high) Froude numbers may exist, where neither baroclinic nor Rossby-
Kelvin instability is present, and hence the flow is stable. The unstable RK-modes are
significant because of their large growth rates. This is in contrast with ageostrophic uns-
table modes found in flows with constant shear (Molemaker et al. (2005); Plougonven
et al. (2005)). However, as RK modes have been exhibited only in the two-layer rotating
shallow water model, it is necessary to confirm that they also exist in a continuously
stratified fluid.
5.2.3 RK instability in the continuously stratified fluid
We investigate below the instability of a front in a periodic channel by direct nu-
merical simulations using the Weather Research and Forecast Model (Skamarock et al.
(2005)). This model has been developed to allow both operational and idealized simula-
tions of fully compressible, nonhydrostatic atmospheric flows. The equations of motion
are integrated in time using a 3rd order time-split Runge-Kutta scheme, and variables
are discretized in space on a staggered Arakawa C-grid (Wicker & Skamarock (2002)).
The model was chosen for its capacity to simulate flows of increasing complexity and
realism, up to real-case studies. In previous investigations of the spontaneous generation
of inertia-gravity waves from idealized baroclinic life cycles (Plougonven & Snyder (2005,
2007)), the model has proved robust and able to provide a neat description of the weak
emission of inertia-gravity waves by atmospheric jets and fronts.
First, we will present the model and the experimental setup of the simulations (sec-
tion 5.2.3). Second, the most unstable modes for different sets of (F, k) parameters
are described (section 5.2.3). Finally the robustness of the RK modes with respect to
changes of the basic flow and/or model parameters is investigated (section 5.2.3). We
will see that the front thickness and the background stratification has an effect on the
growth rates even if the dynamics remain essentially the same.
The model and the experimental setup
The domain is a channel of size (Lx, Ly, Lz) in the f -plane, periodic in x and bounded
by lateral walls in y with a free slip boundary condition. The free slip boundary condition
is imposed at the flat bottom as in the 2-layer model of the previous section, and the top
boundary is a free surface at constant pressure. Three main differences with the 2-layer
model are (1) the background stratification (in addition to the front), (2) compressibility
and its associated exponential decay of density in the vertical, and (3) the top boundary
condition (free surface and not a rigid lid). These differences are not insignificant, but
should not affect the physical mechanisms providing the RK instability : if the unstable
modes are robust, they will manifest themselves, though with possible differences in the
structure of velocity and pressure fields and in growth rates.
The basic state is defined by the strong localised gradient of potential temperature
across the front :
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, Z(y) = z0 + S y, (10)
where z0 is the average height of the front, S the slope, θ1 the potential temperature
jump, D the thickness of the frontal zone, and Θz = const describes the basic stratifi-
cation.
We obtain the balanced zonal jet configuration by assuming the thermal wind ba-
lance. As we consider a purely zonal flow, the thermal wind balance is an exact stationary
solution of the full equations. Yet as described in Plougonven & Snyder (2007), the ini-
tial jet undergoes a minor adjustment when injected in WRF. Hence, to eliminate this
adjustment the fields are averaged over two inertial periods, and the process is repeated
twice, so that the adjustment associated to the background jet is negligible.
All variables in the WRF model are dimensional. Hence, it is necessary to choose
a physical scale for the domain. We chose to work with typical tropospheric values of
parameters : a domain height Lz = 2H0 = 10 km with a standard stratification Θz =
Θ0/gN
2 = 2.9 10−3Km−1 corresponding to a buoyancy frequency of N2 = 10−4 s−2,
a potential temperature θ0 = 280K at the ground, a θ1 = 10K potential temperature
jump along the front and a D = 500m thickness for the frontal zone. At this point
the horizontal scale of the domain and the slope of the front (or the wind speed) have
not been set. They are determined by the choice of the two non-dimensional numbers
F = U0/(fRd) and k, respectively the Froude number and the wavenumber.





















We then describe the flow in the (F, k)-space analogously to the previous section








From now on, the simulations are discussed only in terms of non-dimensional quan-
tities using the scalings θ1 for the potential temperature deviation θ = θtot−θmean, 2H0
for z, Rd for x and y, and U0 for all velocities. The initial state is shown in figure 9 for
F = 0.8. Note that for simplicity we return here to a configuration with the two layers
having equal mean depths, as in Sakai (1989). Yet because of compressibility and the
top boundary condition, the 2 layers are no longer equivalent.
Our purpose is to determine whether Rossby-Kelvin modes are present and robust
for a balanced front in the continuously stratified fluid. Hence, simulations are initialized
with a slightly perturbed front and carried out for various values of F and k in order to
identify the unstable modes along the line F = k/3. A breeding procedure is applied in
order to isolate the most unstable normal mode, if any, for each set of parameters used.
The most unstable mode is computed by following the evolution of a small perturbation










































Fig. 9 – Initial distribution of potential temperature deviation θ (solid lines) and corres-
ponding geostrophically balanced zonal wind (gray-white areas) for (z, y). The contour
intervals are 0.25 for the potential temperature and 0.5 for zonal wind speed. The da-
shed lines indicate zonal velocities U = 0.25 and U = 1.9 i.e. localization of the front
zone.
of the jet, then rescaling the perturbation to a smaller amplitude and starting the cycle
again. The normal mode is then extracted, rescaled and superimposed upon the zonal
jet. The simulations typically use 60 points for x and 40 for y with 80 levels in the
vertical. We will then vary the number of points and keep the grid-length constant in
order to sweep the (F, k) space.
Unstable modes
Baroclinic instability For large enough domains (F < 0.3 and k < 1) the classical
baroclinic instability occurs. Pressure and velocity fields correspond to Rossby waves in
the lower and the upper part of the front. The spatial structure of the modes is very
close to those found in the 2-layer model (not shown). Growth rates are also very close to
those of the 2-layer model, as can be seen in figure 12 for F < 0.3. It is worth reminding
that, as is well known (see e.g. Holton (1992)) the classical baroclinic instability leads
to a conversion of available potential energy to kinetic energy.
Rossby-Kelvin Modes The first key question is to determine whether the Rossby-
Kelvin instability is also present in the continuously stratified case. The WRF simula-
tions, as shown below, confirm the existence of these modes in the continuously stratified
case, for values of F and k similar to those found in the 2-layer model.
The Rossby-Kelvin modes of instability are indeed present in the stratified fluid,
and their structure is comparable to that found in the 2-layer model. Figure 10 shows
the corresponding pressure and velocity fields vertically averaged below (θ < −0.5) and
above (θ > 0.5) the frontal zone. The structure of the geostrophically balanced Rossby
wave can be identified clearly below the front, and the structure of the Kelvin wave
(wind parallel to the boundaries, pressure extrema at the lateral boundaries) can be
identified above the front. In the horizontal plane, the signature of this mode is very











Fig. 10 – Vertically averaged pressure and velocity fields for the Rossby-Kelvin instabi-
lity (a) above the front (θ > 0.5), and (b) below the front (θ < −0.5) for non-dimensional
parameters F = 0.8 and k = 2.4. The full lines and the dotted lines indicate positive






Fig. 11 – Velocity fields for the Rossby-Kelvin instability in the y = 0 plane for non-
dimensional parameters F = 0.8 and k = 2.4. Contours correspond to the meridional
velocity with contour intervals 0.009. The dash-dotted lines indicates the interval where
the zonal velocity is between U = 0.25 and U = 1.9 i.e. localization of the front zone.
Note the relatively strong vertical motion in the upper layer, indicating strong divergence
of horizontal wind, and hence unbalanced motions.
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Fig. 12 – Growth rates of the instabilities of the front in the continuously stratified
fluid. The peak at low k corresponds to the standard baroclinic instability. The peak
for larger k corresponds to the Rossby-Kelvin instability.
close to its counterpart in the 2-layer model.
Figure 11 shows the velocity fields in the (x, z) plane at y = 0. Two features should
be emphasized : firstly, the modes clearly couple motions of very different nature, i.e.
balanced motions in the lower layer that are essentially non-divergent, and unbalanced
motions in the upper layer that have significant signatures in the vertical velocity, and
hence in the divergence of the horizontal wind. Secondly, the signature of the mode is
concentrated near the front. In other words, although the horizontal structure of the
mode when averaged over each layer (fig. 10) is very close to that found in the 2-layer
model, the motions are not at all homogeneous in the vertical in each layer.
Growth Rates The growth rates are evaluated from the growth of kinetic energy
of the perturbation over the whole domain. Figure 12 shows the corresponding non-
dimensional growth rates comparable to those found for the 2-layer model (cf Sakai
(1989), figure 7). The maximum growth rate of the instability attained for k = 2.5 is
about σ = 0.09 scaled by f−1, so σ−1 = 1.25 days.
Sensitivity of the results
Below we describe how the Rossby-Kelvin instability is influenced by the choice of
the thickness of the frontal zone, by the value for the background stratification, and
finally, by the resolution.
Stratification To see whether the RK modes and their growth rates are sensitive to
the background stratification, simulations have been carried out for cases with no stra-
tification, with half stratification and with double stratification, relative to the reference
stratification described above
Changing the basic stratification Θz in the initial potential temperature distribution,
cf. (10) from Θz = 0 to Θz = 1.45, Θz = 2.9 and Θz = 5.8 modifies the growth rates,
as can be seen from the figure 13. The maximum growth rate becomes smaller as the
stratification parameter becomes lower and the Rossby-Kelvin instability shifts to a
smaller k. With a stratification weaker than in the reference simulation we were also
able to find a Rossby-Kelvin mode consisting of a Kelvin wave below the front and a
Rossby wave above for greater k. Corresponding pressure and velocity fields averaged
above and below the front are shown in figure 14. However, these modes are less robust
and seem to disappear as the background stratification increases.
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Fig. 13 – Growth rates for the RK mode of figure 10 for different basic stratifications.
The dotted line corresponds to Θz = 0, the dash-dotted line to Θz = 1.45, the solid line











Fig. 14 – Pressure and velocity field for a Rossby-Kelvin instability vertically averaged
(a) above the front (θ > 0.5) and (b) below the front (θ < −0.5) for a simulation with
half stratification and non-dimensional parameters F = 0.87 and k = 2.6.








Fig. 15 – Growth rates for the RK mode of figure 10 for different thicknesses of the
frontal zone. D is respectively 0.03 (dotted line), 0.04 (dash-dotted line), 0.05 (solid
line) and 0.06 (dashed line) .
Front thickness In going from the 2-layer fluid to a continuously stratified fluid with
two well-defined layers, the thickness of the transition between the two layers, i.e. of the
front, is a free parameter. It is essential to verify the sensitivity of the Rossby-Kelvin
modes to the sharpness of the front.
For the reference simulations described in section 5.2.3, a value of D = 0.05 was
chosen for the front thickness (10). Simulations were also run for values of D ranging
from 0.03 to 0.06, in the interval of F and k likely to reveal the Rossby-Kelvin instability.
The simulations show that the RK modes are indeed quite sensitive to the thickness
of the front, as can be seen from the growth rates plotted in figure 15. The growth
rates increase significantly (up to a factor 2) as the front becomes sharper, and decrease
for more diffuse fronts. Moreover, the range of wavenumbers k yielding instability is
reduced for more diffuse fronts. Simulations were also carried out for front thicknesses
D ≥ 0.16, but did not exhibit robustly the presence of RK modes, or the growth of any
other unstable ageostrophic modes.
Resolution As in any numerical study, the sensitivity of the results to resolution
needs to be checked. By definition, the initial front has regions of sharp vertical and
horizontal gradients (figure 9). Sharp gradients concentrated in the vicinity of the front
are also found in the structure of the unstable modes (figure 11). Hence it is essential
to verify how sensitive the above results are to the resolution.
The simulations described above typically had a resolution of 60 points in x, 30 points
in y and 80 points in z. Simulations have been run with a resolution doubled relative to
the reference run, and it was found that the linear stability results were unchanged : the
RK modes grew having the same structure and the same growth rate. As an example,
figure 16 shows the variation of kinetic energy with time for two simulations with F = 0.8
and k = 2.4, the first with a domain having 60 points in x, 30 points in y and 80 points
in z, the second with twice as many points in all directions. During the linear stage, the
two curves overlap, indicating that the growth rate is not sensitive to the resolution. The
structure of the Rossby-Kelvin mode as described in figures 10 and 11 is also the same
in both simulations. Hence, the results described above are robust and not sensitive to
the resolution.
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5.2.4 Non-linear evolution of the Rossby-Kevin instability
Previous studies of ageostrophic unstable modes of fronts have addressed the linear
stability problem (Sakai (1989); Iga (1993)). To understand the importance that such
ageostrophic modes may have in practice, it is necessary to investigate their nonlinear
development and in particular to answer two questions : do they grow to significant
amplitudes and how do they saturate ? The simulations carried out with WRF have
the advantage of providing the answers to both questions. Below we will focus on two
simulations with parameters F = 0.8 and k = 2.4 : the reference run (as described in
the previous section) and the corresponding run with double resolution.
First, the overall signature of the instability in the energy budget is discussed (section
5.2.4). Second, the features of the flow that appear at the saturation of the RK modes
are described (section 5.2.4). These are found to be small-scale structures localized near
one of the boundaries. Finally, the nonlinear effects due to the small-scale processes and
their influence on the background mean flow is displayed (section 5.2.4), allowing for
interpretation of the saturation of the RK modes.
Saturation and energetics
We first discuss the growth of the RK instability looking at the kinetic energy of the
perturbation and then investigate the signature of the RK instability on the energetics





′2 + v′2 + w′2)dx dy dz , (14)
where u′ = u−〈u〉 = u− 1Lx
∫ Lx
0 udx. Energies are calculated dimensionally then scaled
by the kinetic energy of the basic flow. In both runs the instability grows exponentially
up to t ∼ 40, then saturates, as can be seen in figure 16. It can be verified that the
zonal wavenumber 1 mode (figure 10) is by far the most energetic.





2 + v2 + w2)dx dy dz ,
P =
∫∫∫
ρ(gz + cvT )dx dy dz ,
(15)
where K is the total kinetic energy of the flow and P is the total potential energy
obtained as the sum of the gravitational potential energy and the internal energy (see
Holton (1992), section 8.3). The total energy conservation is then written :
d
dt
[K + P ] = 0 (16)
In practice, we do not expect that the total energy will be exactly conserved in the
simulations because of numerical dissipation. The deviations of potential and kinetic
energies from their initial values are shown in figure 17 for RK instability (right) and,
for reference, for baroclinic instability (left). While plotting the energy we used the
reference simulation (figures 10 and 11), but the energetics of the double resolution
simulation described in section 5.2.3 shows a very similar behaviour.
In sharp contrast with the classical baroclinic instability (see Holton (1992)), the
RK modes are found to convert kinetic energy of the basic flow into potential energy.
However, one must also note that the variations of energy due to the classical baroclinic














Fig. 16 – Logarithm of the kinetic energy Kper of the perturbation for the Rossby-
Kelvin instability (normalized by initial total kinetic energy) for mode 1 in x, as a
function of time. The dashed line shows the energy evolution for the simulation with
double resolution as described in section 5.2.3
instability are stronger by a factor of 25. Hence RK instability has an effect on the basic
flow which is opposite to that of baroclinic instability (conversion of kinetic to potential
energy) but the energies exchanged are much smaller.
Finally, one can note in figure 17 that the sum of potential and kinetic energy is
not exactly conserved for both simulations. For the case of baroclinic instability the
energy loss because of numerical dissipation represents about 15% of the exchanged
energies. For RK instability, it represents 60%. The difference is likely due to the effective
generation of the small-scale motions involved in the saturation of the instability, as
discussed below.
Small-scale instabilities
Inspection of the simulations shows that the saturation of Rossby-Kelvin instability
involves intense small-scale motions, developing near the lateral boundary to which the
Kelvin wave is attached. The highest resolution simulation as described in section 5.2.3
is used to resolve this small-scale dynamics as well as possible. Figure 18 shows the
relative vorticity of the flow at the time when the amplitude of the perturbation is
maximal (t = 40). In addition to the zonal wavenumber 1 signature of the RK mode,
intense small-scale features are found near the northern boundary where the Kelvin wave
propagates. The small-scale features appear to be the result of the Kelvin-Helmholtz
type shear instabilities. They are particularly intense in the frontal region and generate
quite intense vertical velocities above and below (not shown).
It is not surprising that the development of the RK modes leads to small-scale shear
instabilities in the region of the front. Because the instability robustly appears only for
sharp enough fronts (cf. section 5.2.3), the front in the basic state is already associated
with low Richardson numbers, Ri = N2/(du/dz)2 < 0.5. Any motion will a priori
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Fig. 17 – Deviations of the total potential (solid) and kinetic energy (dashed) of the
flow during the growth stage of the baroclinic instability (F = 0.2, k = 0.6) (left) and of
the Rossby-Kelvin instability (F = 0.8, k = 2.4) (right). Both energies are normalized












Fig. 18 – Left panel : horizontal plot of the maximum along each vertical line of the
y-component of relative vorticity. Right panel : y-component of relative vorticity in the
(x− z) plane close to the northern boundary (y = 0.6) after the RK saturation (t = 40
on figure 16). The dash-dotted lines indicate the localization of the front as in figure 9.
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modulate the front and the associated Ri. During the growth stage of the instability
this will almost unavoidably lead to regions with Ri < 0.25, and shear instability is
likely to occur. It was verified in the simulation that the small-scale instabilities develop
in regions where Ri is minimal (less than 0.1), due to the compression of the front
associated with the RK mode (indications of this may be seen in figure 18, right panel).
Now, the small-scale motions are only barely resolved : the horizontal resolution
of the simulation is about dx = 0.022 while the small-scale motions have a spatial
wavelength λx = 0.125, which means about 6 grid points per wavelength. In the reference
run, similarly, their wavelength is about λx = 0.25, again corresponding to about 6
grid points. To check the importance of the small-scale aspects of the flow, we have
investigated the sensitivity of our results to diffusion. We used the standard, second
order scheme for diffusion, in the horizontal directions alone, or in the horizontal and
vertical directions. However, a crucial point to note is that the front in the basic state is
itself a small-scale feature and therefore is affected by the diffusion. For too large values
of the diffusivity, typically values of the related Reynolds number less than Re ∼ 2000
(calculated based on the grid-size), the diffusion of the front precedes the development
of RK instability. Comparatively, the development of the classical baroclinic instability
is much more robust and persists for Reynolds numbers about Re ∼ 100 or less in our
simulations. For larger values of the Reynolds number, the diffusion was not found to
alter significantly the dynamics described above. Hence it appears that the dissipation
introduced in the last simulations did not have any significant effects on the small-scale
dynamics involved in the saturation of the RK instability.
Mean flow response
The saturation of the RK mode can be understood by describing the effect of the
small-scale motions on the mean zonal flow. These motions develop where the RK mode
most strongly modulates the front, i.e. on the lateral boundary to which the Kelvin
wave is attached. The modifications of the zonally averaged flow due to the small-scale
instabilities are shown in figure 19. The main modifications are the broadening of the
frontal zone and a deceleration of the zonal flow in the upper layer and near the northern
boundary, i.e. where the Kelvin wave was most intense.
As the velocities in the upper layer are reduced, conditions for the propagation of
Kelvin waves are significantly changed. It appears that this mechanism is sufficient to
break the conditions for the existence of the unstable mode, which essentially disappears
after it has saturated (cf. figure 16). Indeed as the zonal velocity of the mean flow
decreases close to the northern boundary of the upper layer, the Kelvin wave has a
greater phase speed (it is propagating against the flow). The Rossby wave in the lower
layer will keep the same phase speed as the mean flow speed does not change in the
lower layer. Hence it will become more difficult to couple the two waves by making the
Doppler-shifted phase velocities coincide. The corresponding unstable mode will have a
weaker growth rate, if any.
In order to verify this point, the linear stability of the two-layer model was revisited
for a flow in which the velocity of the upper layer decreases near the appropriate lateral
boundary. It was found that the existence of the RK modes was indeed very sensitive
to the deceleration of the flow there and that the mode disappears if the deceleration
was sufficient, which supports our interpretation.
Simulations which exhibited a RK mode with the Kelvin wave in the lower layer
near the southern boundary provided further support for this interpretation. In these
simulations the small-scale instabilities lead to a broadening of the frontal zone and a






Fig. 19 – Potential temperature deviation (left) and zonal mean flow deviation (right)
from the initial state (figure 9) after the Rossby-Kelvin mode saturation (cf. figure 16).
The contour intervals are 0.25K.m−1 (left) and 2m.s−1 (right).
deceleration of the flow in the lower layer near the southern boundary, again changing the
propagation conditions for the Kelvin wave in a way such that the RK mode disappears.
5.2.5 Summary
The linear stability of a front in a rotating, stratified fluid has been investigated with
a focus on the ageostrophic modes of instability. These are by construction absent in the
balanced models, such as the quasi-geostrophic approximation (e.g. Pedlosky (1987)),
and hence constitute an example of coupling between balanced and unbalanced motions.
Key questions regarding these modes are to determine their structure and growth rates,
and to understand how they nonlinearly saturate.
Our starting point was the investigation by Sakai (1989) of the linear stability of a
front in a rotating two-layer fluid, confined between vertical walls and horizontal sur-
faces. We have used a collocation method (Poulin & Flierl (2003)) to re-examine Sakai’s
configuration and extend the results to more general configurations. Configurations with
layers of different depths exhibited two different families of Rossby-Kelvin (RK) modes :
one with the Kelvin wave in the top layer, the other with the Kelvin wave in the bottom
layer. When the two layers have sufficiently different depths, the two regions separate
and hence a larger region of parameter space yields instabilities (cf. Fig. 5).
The unstable modes appear significant because of their relatively large growth rates.
This is in contrast with ageostrophic unstable modes found for flows having constant
shear (Molemaker et al. (2005); Plougonven et al. (2005)). However, as RK modes have
been previously exhibited only in the two-layer rotating shallow water model, it was
necessary to confirm that these modes also exist in a continuously stratified fluid, and
to investigate their sensitivity to the sharpness of the front. To answer these questions,
numerical simulations of the evolution of a sharp front in a stratified atmosphere were
carried out with an idealized configuration of the Weather Research and Forecast Model
(Skamarock et al. (2005)). The considered background state was comparable to the 2-
layer model (sharp front confined by two lateral walls) but was more realistic in several
aspects (background mean stratification, upper boundary condition, compressibility).
Nevertheless, the RK modes were found to be present, demonstrating the robustness
5.2 Ageostrophic instabilities of fronts in a channel in a stratified rotating fluid 127
of the ageostrophic modes identified using the two-layer model. For sufficiently sharp
fronts, the structure and growth rates of the modes were found to be comparable to
the ones found in the two-layer model. However, sensitivity experiments showed that
the growth rates of the modes were quite sensitive to the thickness of the front : they
developed only for fronts having nondimensional thicknesses smaller than 0.15.
Once the presence of the RK modes in the continuously stratified fluid was esta-
blished, their nonlinear behaviour has been investigated with the following important
conclusions : 1) the modes grow to finite amplitude, but retain energy levels that are
small relative to the energy levels reached by the standard baroclinic instability. 2)
Their saturation involve small-scale instabilities, presumably Kelvin- Helmholtz type
shear instabilities, in the region where the growing RK mode increases the shear of the
front sufficiently. These instabilities develop near the lateral boundary where the Kelvin
wave propagates. Their effect on the zonal flow is concentrated within the frontal zone
in the vertical, and near the boundary where the Kelvin wave was present, in the hori-
zontal. The deceleration of the flow there changes the conditions for wave propagation
and hence breaks the conditions for the existence of the unstable mode, which essen-
tially disappears. 3) Although the details of the saturation may not be entirely reliable
due to resolution limitations, the effect of the unstable modes on the energy budget
is clear : contrary to the classical baroclinic instability, kinetic energy is converted to
potential energy (in the simulations presented, about 2% of the kinetic energy is lost).
The fact that RK instability leads to a conversion of kinetic to potential energy could
be of particular interest in the oceanic context (cf. Wunsch & Ferrari (2004)). However,
because the unstable modes are found to saturate at small amplitude, and because they
are described here in a specific configuration with lateral walls, its significance in the
open water is to be further investigated.
Further study of the stability of fronts is under way for related configurations : in an
axisymmetric annulus, with applications to laboratory experiments in mind, and for a
front that intersects either of the horizontal surfaces, with both oceanic and atmospheric
situations in mind.
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5.3 Conclusion
La stabilité linéaire d’un front dans un fluide stratifié tournant a été étudiée dans
les cas d’un fluide à deux couches dans un canal, avec une attention particulière pour
l’instabilité RK, absente par construction des modèles équilibrés, et qui constitue un
exemple remarquable de couplage entre mouvements équilibrés et non-équilibrés. Nous
avons d’abord validé la méthode de collocation utilisée en reproduisant les résultats du
cas symétrique étudié par Sakai (1989) avec deux couches d’égales hauteur. Nous avons
ensuite analysé les instabilités dans des cas plus généraux avec notamment deux couches
de hauteurs différentes ou des paramètres de stratifications variables. Dans les deux cas
les effets sont similaires et brise la "symétrie" entre les deux couches. On pourra se repor-
ter à l’annexe A pour la même étude avec surface libre, qui montrent des résultats très
similaires. Le point le plus important de cette analyse, comme cela avait déjà été relevé
dans le chapitre précédent, est que dans cette configuration l’instabilité RK possède
des taux de croissances relativement importants, contrairement aux autres exemples
d’instabilités agéostrophiques mentionnés dans la partie 1.2.3 (Molemaker et al. (2005);
Plougonven et al. (2005)).
Nous avons ensuite montré la pertinence de ces modes pour des écoulements continu-
ment stratifiés à l’aide de simulations idéalisées effectuées avec le modèle météorologique
méso-échelle WRF (canal périodique entre deux murs latéraux). Les modes d’instabi-
lité de Rossby-Kelvin apparaissent à nouveau, avec une structure qualitativement très
comparable à celle obtenue dans le cas du fluide à deux couches. Les taux de croissance
eux-mêmes sont quantitativement comparables aux taux de croissance obtenus dans le
cas du fluide à deux couches, malgré des différences importantes entre les deux modèles.
Toutefois les simulations ont également montré que les paramètres de stratification ou
d’épaisseur du front influencent énormément les valeurs des taux de croissance. Cette
étude confirme donc l’existence de ces modes d’instabilité dans des régions frontales
d’un fluide continument stratifié, mais avec une sensibilité importante à l’intensité du
front.
Ces simulations ont aussi permis d’étudier l’évolution non-linéaire de ces instabilités
avec les conclusions suivantes : Ces modes croissent rapidement jusqu’à une ampli-
tude finie, à des niveaux énergétiques bien inférieurs à ceux de l’instabilité barocline
classique. Ensuite, la saturation de ces modes fait apparaître des instabilités de petite
échelle dans les régions où la croissance du mode RK a suffisamment intensifié le cisaille-
ment, c’est-à-dire principalement le long du bord sur lequel se propage l’onde de Kelvin.
C’est aussi dans cette région que les effets de ce mode sur l’écoulement moyen se mani-
festent, correspondant à un ralentissement de l’écoulement zonal. Cette modification de
l’écoulement modifie les conditions d’existence de cette instabilité et amène ainsi à sa
disparition. Enfin les effets de ce mode instable sur le budget énergétique montrent que,
contrairement à l’instabilité barocline classique, l’énergie cinétique est ici convertie en
énergie potentielle. Cette dernière propriété est d’un intérêt particulier dans le contexte
océanique (cf. Wunsch & Ferrari (2004)).
Nous avons vu dans cette étude l’importance des bords verticaux pour le dévelop-
pement de l’instabilité RK. L’analyse de stabilité linéaire comme les simulations non-
linéaires montrent que le couplage entre un mode de Rossby et un mode de Poincaré
est beaucoup plus faible que le couplage de l’onde de Rossby avec le mode de Kelvin,
comme le laissait penser d’autres exemples de couplage entre mouvements vorticaux et
ondes d’inertie-gravité (Molemaker et al. (2005); Plougonven et al. (2005)). Ce type de
couplage présente donc une importance particulière pour les situations où il y a pré-
sence d’un guide d’onde, comme par exemple à l’équateur, ou dans une situation très
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importante dans le contexte océanique qui est le courant côtier. Nous allons donc nous
intéresser dans le chapitre 6 à des instabilités similaires dans le cas de courants côtiers.
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Chapitre 6
Instabilités d’un courant côtier :
analyse linéaire et évolution
non-linéaire
’L’océan s’offrait, déshabité, calme au large, effervescent sur les bords.’
Paul Morand.
6.1 Introduction
La compréhension des mécanismes qui gouvernent la stabilité des écoulements côtiers
revêt une importance considérable en océanographie car ils conditionnent les échanges
entre la côte et le large en formant des méandres et des tourbillons. Une bonne compré-
hension des mécanismes de formation et d’évolution de ces méandres et de ces tourbillons
est donc importante vis à vis du transport de polluants ou de la fertilisation des eaux
du large par apports terrigènes. Par exemple, l’eau de l’Atlantique entrant dans la mer
Méditerranée forme le courant Algérien, en restant à la surface en raison de sa den-
sité plus faible. Or le Courant Algérien va influencer la circulation générale de toute
la Méditerranée Occidentale par ses mécanismes d’instabilité, qui se traduisent par une
importante activité à méso-échelle, avec formation de méandres et de tourbillons. Il
existe beaucoup d’autres exemples comme le courant de Leeuwin (figure 6.1), le courant
Norvégien, etc.
Nous allons donc entreprendre dans la suite l’analyse linéaire des instabilités pour
des courants côtiers en procédant de manière similaire aux chapitres précédents, et
ensuite étudier l’évolution non-linéaire de ces instabilités, et notamment la formation
de tourbillons par ces mécanismes d’instabilité, à l’aide du code numérique en volume
fini décrit dans la partie 3.2. Nous nous intéresserons d’abord à un modèle à gravité
réduite dans la partie 6.2 et ensuite à un modèle à deux couches dans la partie 6.4.
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Fig. 6.1 – Concentration en chlorophylle dans le courant de Leeuwin (NASA/GSFC).
6.2 Instabilities of buoyancy driven coastal currents and their nonlinear evolution.









Fig. 6.2 – Schematic representation of the coastal current bounded by a density front.
6.2 Instabilities of buoyancy driven coastal currents and their non-
linear evolution in the two-layer rotating shallow water model.
Part I. Passive lower layer
Le modèle de l’eau peu profonde en gravité réduite est un modèle très utilisé pour la
représentation des courants côtiers. On considère alors une couche de fluide de densité
constante avec d’un côté un bord vertical et de l’autre un front (outcropping) comme
représenté sur la figure 6.2. La couche inférieure, de densité supérieure, est au repos
comme expliqué précédemment (partie 2.1).
Dans ce modèle, Killworth & Stern (1982) ont montré que l’écoulement pouvait de-
venir instable dans deux situations, lorsque l’écoulement possédait un gradient de vor-
ticité potentielle négatif, ou si la vorticité potentielle de l’écoulement était quasiment
constante mais que la vitesse de celui-ci changeait de signe entre le front et la côte. En-
suite Paldor (1983), Kubokawa & Hanawa (1984) et Kubokawa (1986) ont montré dans
le cas d’écoulements à vorticité potentielle nulle, que ceux-ci pouvaient développer une
instabilité de type barotrope, issue de la résonance entre un mode frontal se propageant
le long du front et d’une onde de Kelvin de propageant le long du bord. Toujours dans le
cas d’écoulements à vorticité potentielle nulle Stern (1980) et Paldor (1988) ont étudié
l’évolution de perturbations (à vorticité potentielle nulle aussi) et montré que celles-ci
obéissaient à l’équation de Korteweg-de Vries (voir par exemple Pedlosky (1987)) et
avaient donc la forme de solitons ou d’ondes cnoidales. On peut retrouver une étude
similaire pour des écoulements de vorticité potentielle constante dans Dahl (2005).
Les résultats sur l’instabilité et l’évolution nonlinéaire des courants côtiers dans le
modèle à gravité réduite font l’objet d’un article soumis à Journal of Fluid Mechanics
(Gula & Zeitlin (2009)). Ainsi nous les incluons en anglais.
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Instabilities of buoyancy driven coastal currents and their nonlinear
evolution in the two-layer rotating shallow water model. Part I.
Passive lower layer.
J. Gula & V. Zeitlin 1
Buoyancy driven coastal currents which are bounded by a coast and a surface density
front are ubiquitous, playing essential role in the mesoscale variability of the ocean.
Their highly unstable nature is well known from observations, laboratory and numerical
experiments. In the present paper we revisit the linear stability problem for such currents
in the simplest reduced gravity model and study nonlinear evolution of the instability
by direct numerical simulations. By using the collocation method, we benchmark the
classical linear stability results on zero-PV fronts, and generalize them to non-zero PV
fronts. In both cases, we find the instabilities due to the resonance of frontal and coastal
waves trapped in the current, and identify the most unstable long-wave modes. We
then study the nonlinear evolution of the unstable modes with the help of a new high-
resolution well-balanced finite-volume numerical scheme for shallow-water equations.
The simulations are initialized with the unstable modes obtained from the linear stability
analysis. We found that the principal instability saturates in two stages. At the first
stage the Kelvin component of the unstable mode breaks forming a Kelvin front and
leading to the reorganization of the mean flow through dissipative and wave-meanflow
interaction effects. At the second stage a new, secondary unstable mode of the Rossby
type develops on the background of the reorganized mean flow, and then breaks forming
coherent vortex structures. We investigate the sensibility of this scenario to the along-
current boundary and initial conditions. A study of the same problem in the framework
of fully baroclinic 2-layer model will be presented in the companion paper.
6.2.1 Introduction
Coastal currents in the ocean are commonly produced by joint effects of buoyancy
and the Coriolis force. For example, the Atlantic water entering the Mediterranean Sea
forms the Algerian current, remaining at the surface due to its low density. There exist
many other examples of the same type such as the Leeuwin Current, the East Green-
land Current, the Norwegian Coastal Current, etc. Such boundary currents generally
become unstable, producing meanders and detachment of vortices away from the coast.
Eventually these instabilities control the horizontal mixing by the current. They play
therefore an important role in the distribution of the biogeochemical components and
their transfer between basins.
A widely used idealized model for studying dynamics of coastal currents is the redu-
ced gravity rotating shallow-water model in the half plane, where the effects of density
stratification are modelled by a single reduced gravity parameter, and the system is
represented by a single-layer finite depth constant-density fluid terminating at the free
streamline (surface front). The lower layer is then assumed to be infinitely deep so
the pressure there remains constant. Linear stability of density-driven coastal currents
with a surface front in such configuration in the inviscid limit has been investigated
by Killworth & Stern (1982), Paldor (1983), and Kubokawa (1986). Killworth & Stern
(1982) showed that a coastal density current is unstable to long wave disturbances in
two cases : when the mean potential vorticity (PV in what follows) increases towards
1LMD, Ecole Normale Supérieure,
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6.2 Instabilities of buoyancy driven coastal currents and their nonlinear evolution.
Part I. Passive lower layer 135
the wall (coast), and the mean tangent velocity is zero at the wall, and when the mean
flow is close to uniform PV, if the velocity of the current is reversed between the coast
and the front. Paldor (1983) examined the linear stability of a current with zero-PV,
and Kubokawa (1986) demonstrated that for a zero-PV flow there is an instability of ba-
rotropic type, produced by the resonance between a frontal trapped wave and a coastal
trapped wave.
Although the reduced gravity model is a good first approximation, it obviously
neglects dissipative effects, including Ekman pumping, and oversimplifies stratification.
The former may be, in principle, parameterized, for the sake of applications, and the
latter may be taken into account by using a full two-layer rotating shallow water model.
In many situations the lower layer cannot be considered dynamically inactive, and new
and important phenomena appear in the dynamics when the lower layer has a finite
vertical thickness. Killworth et al. (1984) examined a free front far away from the wall,
overlying an active lower layer with no motion in the basic state, and showed that the
front is always unstable to long-wave perturbations regardless of the distribution of PV,
with much larger growth rates than in the one-layer case. In such two-layer model, the
mean flow in the upper layer forces the density interface to tilt and hence PV in the lower
layer decreases toward the surface front. The PV gradient then allows for the existence
of vortical waves in the lower layer which can couple with a frontal wave and cause the
instability. The stability of a coastal upwelling front in a two-layer shallow water model
was investigated by Barth (1989a,b) and a baroclinic-type instability was found. Paldor
& Ghil (1991) studied a zero-PV front with an active lower layer and found vigorous
short-wave instabilities whenever the slanting interface between the layers extends close
to the bottom of the ocean. These short-wave instabilities are similar to the classical
Kelvin-Helmoltz instability.
The instabilities of the coastal fronts were also subject to experimental investigation.
Without giving an exhaustive review, let us mention the classical paper by Griffiths &
Linden (1982), where adjustment and subsequent development of the instability of the
fronts, with secondary vortex formation, was studied in the two-layer system in the
rotating annulus for a wide range of depth ratios of the layers.
In the present (Part I) and companion (Part II) papers we present a systematic study
of the instability, including its nonlinear stage, of the density driven coastal currents
in the framework of one-layer (Part I) and two-layer (Part II) rotating shallow water
models in the inviscid limit. In spite of its simplicity, the shallow-water model contains
all essential ingredients of large-scale atmospheric and oceanic dynamics. Its physical
transparency greatly helps while performing the linear stability analysis and interpreting
the results. At the same time, the model, both in one- and multi-layer versions allows for
efficient numerical treatment by using a new generation of high-resolution well-balanced
finite-volume numerical schemes (Bouchut (2004), Bouchut (2007), Bouchut & Zeitlin
(2009)). The shock-resolving property of these schemes is particularly important for
the coastal configurations due to the dispersionless character of coastal Kelvin waves
and their ability to break and to form Kelvin fronts (Fedorov & Melville (1995)). Also
crucial in the context of the density fronts is the property of these numerical schemes
to successfully treat drying (one-layer schemes) and outcropping (multi-layer schemes).
Below we will adopt a simple strategy consisting in identifying the most unstable
modes of the coastal current configuration by a detailed stability analysis (we use the
collocation method, Trefethen (2000)), and then using them for initialization of the
DNS with finite-volume well balanced scheme in order to study nonlinear evolution and
saturation of the instability. A similar strategy with the same tools was recently used









Fig. 3 – Schematic representation of the coastal current bounded by a density front.
for studying a close, but simpler problem of double density fronts (Scherer & Zeitlin
(2008)). In the present paper we limit discussion by the one-layer model, the analysis
of two-layer configurations is postponed to the Part II.
6.2.2 The model and the linear stability problem
Equations of motion, boundary conditions, and steady states
A typical configuration of a density-driven coastal current is shown in figure 3.
The undisturbed flow is bounded by a surface front at y = 0, and by a rigid vertical
boundary at y = −L, and the density gradient between the fluid layers is sharp. As is
well known, in the limit of infinitely large thickness of the lower layer the problem can
be reformulated in terms of shallow-water equations with the reduced gravity replacing
the standard gravity.
The equations of the rotating shallow-water model on the f -plane are :
ut + uux + vuy − fv = −ghx,
vt + uvx + vvy + fu = −ghy,
ht + (hu)x + (hv)y = 0,
(1)
where (x, y) and (u, v) are the zonal and meridional coordinates and velocity compo-
nents, respectively, h is the fluid depth, g is the reduced gravity, f is the constant
Coriolis parameter, and the subscripts denote corresponding partial derivatives.
The basic state is assumed to be steady. It is easy to see that geostrophically balanced
fields u = U(y), v = 0, and h = H(y),
U(y) = − g
f
Hy(y) (2)
provide an exact stationary solution of the equations (1).
We linearize equations (1) about this steady state. The linearized equations, where
u(x, y, t), v(x, y, t) and h(x, y, t) now denote the perturbations to the basic state fields,
are :
ut + Uux + vUy − fv = −g hx,
vt + Uvx + fu = −g hy,
ht + Uhx = −(Hux + (Hv)y).
(3)
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We introduce the time scale f−1, the horizontal scale L, which is the unperturbed
width of the current, the velocity scale fL, and the vertical scale (fL)2/g′. We will
use only non-dimensional variables from now on without changing notation. Note that
within this scaling the typical value of the velocity gives the value of the Rossby number.
The following non-dimensional equations follow :
ut + Uux + vUy − v = − hx,
vt + Uvx + u = − hy,
ht + Uhx = −(Hux + (Hv)y).
(4)
We impose the free-slip boundary condition at the coast : v(−1) = 0. The boundary
conditions at the front are :
H(y) + h(x, y, t) = 0, DtY0 = v at y = Y0 , (5)
where y = 0 is the location of the free streamline of the balanced flow and Y0(x, t) is the
position of the perturbed free streamline, Dt is the Lagrangian derivative. Physically,
they correspond to the conditions that the fluid terminates at the boundary which is a
material line. The linearized boundary conditions give :
– the relation between the perturbation of the position of the free streamline and
the value of the height perturbation :





– the continuity equation (1) evaluated at y = 0.
Hence, the only constraint to impose on the solutions of (4) is regularity of solutions at
y = 0.





where the geostrophic equilibrium holds :
U(y) = −Hy(y). (8)
The basic state height is then given by the solution of the following ODE :




where U(0) = U0 is the mean flow velocity at the front.
If we assume a zero PV flow : Q(y) = 0, it corresponds to the solution :{
H(y) = −U0y − y
2
2 ,
U(y) = U0 + y.
which has been used by Stern (1980), Paldor (1983), and Kubokawa (1985). In the
limit U0 = 1/2, this profile also coincides with that used by Griffiths et al. (1982),
who investigated the instability of a current bounded by two surface fronts, yet the two
problems are not equivalent due to the different boundary conditions at y = −1.
If we assume a constant PV flow : Q(y) = Q0 6= 0, it corresponds to the solution :{















which is similar to the solution used by Dahl (2005). The basic state height and velocity
for both cases are plotted in figure 4.














Fig. 4 – Examples of the basic state heights (left) and velocities (right) for constant PV
flows with U0 = −sinh(−1)/cosh(−1) (thick line), U0 = 1/2 (dotted line) and a zero
PV flow (dash-dotted line)
Stability analysis by the collocation method
Assuming a harmonic form of the solution of (4) in the x-direction,
(u(x, y), v(x, y), h(x, y)) = (u˜(y), v˜(y), h˜(y)) exp [i(kx− ωt)], (9)
we obtain an eigenvalue problem of order 3 which can be solved by applying the spectral
collocation method as described in Trefethen (2000) and Poulin & Flierl (2003). A
complete basis of Chebyshev polynomials is used to obtain a discrete equivalent of the
equations. This is achieved by evaluating (4) on a discrete set of N collocation points
(typically N = 50 to 100). The eigenvalues and eigenvectors of the resulting operator
are computed with the Matlab routine "eig". The occurrence of spurious eigenvalues is
common in such discretization procedure. We therefore checked the persistence of the
obtained eigenvalues by recomputing the spectrum with increasing N .
The disadvantage of the method is that it is not specially designed for treating sin-
gular eigenproblems. Indeed, the eigenproblem which results from injecting (9) into (4)
has a well-known critical-layer singularity occurring whenever the real part of the eigen
phase velocity of the perturbation c = ω/k is equal to the local flow velocity : c = U(y).
Singularities give rise to the stable singular eigenmodes which form a continuous spec-
trum (see e.g. Vanneste (1998) for a similar albeit simpler geophysical fluid dynamics
problem with critical layers). These modes have Dirac-delta or stepfunction behaviour
(depending on the variable) being, in fact distributions, not functions. Discrete counter-
parts of such singular eigenmodes will be retrieved by the straightforward collocation
method. They may be, nevertheless, easily identified by their singular profiles and the
fact that they accumulate with increasing resolution (see below). A filtering procedure
based on gradient limiters was applied to eliminate these pseudo-modes. The method
was extensively tested in the related problem of coupled density fronts within the same
model (Scherer & Zeitlin (2008)), where more technical details may be found.
Instabilities of density fronts as resonances between the eigenmodes
The stability of the coastal current configurations with a front bounded by a wall
has been investigated in previous studies. First, Killworth & Stern (1982) showed that a
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coastal density current in a one-layer model is unstable to long wave disturbances in two
cases : 1) when the mean PV gradient is positive at the wall and the mean velocity is
zero at the wall, or 2) when the current is not unidirectional (mean along-coast velocity
and depth slope changing sign between the front and the coast, cf. Fig. 4) for flows with
close to constant PV. Paldor (1983) examined the condition for stability for a basic
flow with zero PV and showed that the current is stable provided the mean velocity of
the basic flow exceeds fL (where f is the Coriolis parameter and L the width of the
current), but he wasn’t able to find any unstable waves when the flow did not satisfy
this criterion.
It should be stressed that the most physically transparent way to understand insta-
bilities of a given flow is to interpret them as the resonances between the eigenmodes
and corresponding crossings of dispersion curves. The most known examples come from
baroclinic interactions in a vertically sheared flow, e.g. Jones (1967), Sakai (1989), but
the same mechanism works for barotropic horizontally sheared flows, e.g. Satomura
(1981), Hayashi & Young (1987)). It is, in particular, valid for the instabilities of the
density fronts. Thus, the classical GKS instability as described in Griffiths et al. (1982),
for the one-layer reduced gravity model of coupled density fronts (a gravity current that
is bounded by two free streamlines), which was already mentioned above, results from
the resonance between two eigenmodes propagating along each front, respectively, cf
Pratt et al. (2008), Scherer & Zeitlin (2008). We will refer to such modes trapped in the
vicinity of the density front as frontal modes. 2
The coastal current configuration of the present paper does contain the frontal waves
trapped in the vicinity of the front, but also has another type of localized modes which
are trapped near the coast, e.g. Kubokawa & Hanawa (1984). Kubokawa (1986) showed
that the flow is indeed unstable when the condition of stability of Paldor (1983) is not
satisfied, and identified the corresponding unstable modes for the zero-PV configuration
as a resonance between a frontal wave and a coastal trapped wave. In the idealized case
of vertical boundary we are considering, the coastal trapped waves are just Kelvin and
Poincaré waves.
The frontal wave is described in Iga (1993) as a mixed Rossby-gravity wave, in a
sense that it behaves like a Rossby mode as long as the wavenumber is small, but like a
gravity mode when the wavenumber becomes large. Note that Hayashi & Young (1987),
among others, refer to this mode as a Kelvin wave. More generally, the frontal mode
can be interpreted as a vortical mode as in Meacham & Stephens (2001), in a sense
of a wave that exists due to the PV gradient at the outcropping point, because this
point may be interpreted as a point connecting the finite-depth layer with a layer of
infinitesimal thickness (Boss et al. (1996)).
As an example of the just-described resonance interpretation of the instability of
the coastal current, we present the results of linear stability analysis for the constant-
PV flow corresponding to the basic state given by (6.2.2), cf. figure 4. The growth
rates of the most unstable modes are represented in figure 5 for Rd = 1 and U0
2It should be mentioned that the instability of an isolated front in a one-layer reduced gravity model,
described in Killworth (1983a) and Kubokawa (1985), is more complicated in nature than that of a pair
of coupled fronts. It is a critical layer type instability which can be explained in terms of resonance
between the frontal mode and a superposition of several singular modes from the continuous spectrum
by the mechanisms described in Iga (1999), who showed that such instability can occur when the sign
of the intrinsic phase speed of the non-singular mode (the frontal wave) and that of the gradient of the
PV at the critical level are the same. A similar "critical layer" behaviour was noticed by Barth (1989b)
in a configuration where the interface displacement has a rapide phase change across the point where
the phase speed of the wave equals the mean flow velocity. An investigation of such configuration using
the collocation method (not presented), perfectly matches this interpretation.























Fig. 5 – Stability diagram in the (U0fL , k) plane for the constant PV current. The values
of the growth rates corresponding to grey levels are given in the right column.
between the two limit values corresponding to : (a) zero velocity at the wall, resul-
ting for U0 = −sinh(−1)/cosh(−1) ≈ 0.75, (b) zero height at the wall, resulting for
U0 = [1− cosh(−1)]/sinh(−1) ≈ 0.46.
Note that such basic state is always unstable within these limits, according to Ripa’s
criterion (Ripa (1983)), which states that sufficient conditions for stability are that :
∃α/ ∀y
{
(U − α)dQdy ≤ 0,
(U − α)2 ≤ g′H. (10)
The first condition is always satisfied as Q = const. Due to the front at y = 0
(H(0) = 0), the second condition can be satisfied only for α = U0. The flow will then
be unstable as long as (U0 − U(−1))2 ≥ g′H(−1), which is verified in the range of U0
plotted in figure 5.
Figure 6 represents the dispersion diagram in phase speed - wavenumber plane for
U0 = 0.75, which corresponds to a stable case with zero velocity at the wall. We can use
this case in order to identify various modes typical for the coastal current configuration.
Two sets of Poincaré waves marked by Pn can propagate either at the coast or at
the front, and are, as usual, almost dispersionless in the short-wave limit and strongly
dispersive in the long-wave limit. Kelvin mode (marked by K, with cK ≈ 0.75 in the
figure) propagates uniquely along the coast with low dispersion, and the frontal mode
(marked by F , with cF = 0 at k = 0) is quite dispersive for low wavenumbers k < 10.
The resonances between different modes will lead to instabilities when U0 diminishes.
Figure 7 shows the dispersion diagram and corresponding growth rates as a function
of k for U0 = 0.5 corresponding to the dashed line in figure 5. The flow has a counter
current and is now likely to become unstable according to the criterion exposed earlier.
There are indeed several instability zones. The main area of instability (k ≈ 3.5) cor-
responds to the resonance of the frontal mode and the Kelvin mode, as can be deduced
from the intersection of the respective dispersion curves. Figure 8 shows the most uns-
table mode at k = 3.44, where one can recognize the characteristic structure of a Kelvin
wave propagating along the coast (y = −1) with no normal to the wall velocity, and
the frontal mode at the front (y = 0). Note the apparently balanced character (velocity
following the isobars) of the frontal mode.
Other instability zones, visible in figure 7 at wavenumbers higher than 8, and with
much lower growth rates, correspond to the resonance of the Kelvin mode and the first
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Fig. 6 – Dispersion diagram for U0 = −sinh(−1)/cosh(−1) and Q0 = 1. The flow is





















Fig. 7 – Dispersion diagram for U0 = 0.5 and Q0 = 1. The flow is unstable. Crossings
of the dispersion curves in the upper panel correspond to instability zones and nonzero





Fig. 8 – Height and velocity fields of the most unstable mode of figure 7 for k = 3.5,
corresponding to the resonance between the Kelvin and the frontal mode. Only one
wavelenght is plotted. On this and similar figures below full lines correspond to positive
and the dotted lines to negative values.









Fig. 9 – Height and velocity fields of higher wavenumber unstable modes of figure 7 for
(a) k = 8.4 and (b) k = 9.25. (a) Resonance between the Kelvin and a frontally trapped
Poincaré mode and (b) Resonance between a coastally trapped Poincaré mode and the
frontal mode. Only one wavelenght is plotted.
frontally trapped unbalanced Poincaré mode, and the interaction of the first coastally
trapped Poincaré mode with the balanced frontal mode, respectively. The structure of
both unstable modes is presented in figure 9.
We also explored other basic state configurations with different heights and velocity
profiles, with constant or non-constant PV, and got similar results, which we do not
display. It should be noted that a return flow is not a necessary condition for the
instabilities to occur, as a basic state with zero mean velocity at the coast can be















satisfies the necessary conditions for the frontal instability.
We, thus, confirmed and extended earlier results on linear stability of the coastal
currents in the one-layer reduced-gravity model, and got a transparent physical inter-
pretation of the instability in terms of wave-wave resonance, which will allow for better
understanding of its nonlinear stage. We will perform below fully nonlinear DNS by
initializing our numerical code with above-calculated unstable eigenmodes. It should be
stressed that the collocation method gives the structure of the unstable modes with any
desired accuracy.
6.2.3 Non-linear evolution of the leading instability
Brief reminder of the finite-volume methods for the rotating shallow-water
model
Recent progress in finite-volume numerical schemes for shallow-water equations al-
lows for implementationally simple and quantitatively reliable high-resolution modelling
of fully nonlinear dynamics. We apply the high-resolution finite-volume numerical me-
thod by Bouchut (2004, 2007) which has the following properties, decisive in the context
of outcropping coastal fronts/currents :
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– it preserves geostrophic equilibria (i.e. the stationary states in the case of a straight
front) ;
– it resolves wave breaking and shock formation ;
– it allows to treat outcropping/drying.
It should be stressed that no explicit dissipation is introduced in the numerical scheme.
As was shown in previous applications of the method by Bouchut et al. (2004,
2005)and Scherer & Zeitlin (2008), energy is extremely well-preserved, the only signi-
ficant energy loss being associated with sharp gradient formation (shocks, or bores),
Bouchut (2004), or with reconnection of the streamlines (barotropic Rossby, or fron-
tal wave breaking, Bouchut et al. (2005) and Scherer & Zeitlin (2008), respectively),
which produce localized dissipation zones. We briefly recall the main ingredients of the
method. The shallow-water equations are discretized in the flux-form on a regular grid
within the framework of the finite-volume approach. The finite-volume scheme is then
fully prescribed by the choice of the numerical flux function and the treatment of the
remaining source terms associated with the Coriolis force. At each time step and in
each direction, the Coriolis terms are reformulated following the apparent topography
method first introduced by Bouchut (2004). The numerical flux function is associated
with a relaxation solver adapted to treat topography, as proposed by Audusse et al.
(2004). This choice of the numerical flux function ensures the ability of the numerical
procedure to compute solutions of the shallow-water equations even in the case of termi-
nating depth. The advantage of the scheme is that correct Rankine-Hugoniot conditions
guaranteeing the decrease of energy across the shocks are automatically satisfied by the
method, i.e. numerical viscosity is indeed a dissipation. The numerical simulations pre-
sented hereafter were obtained with typical resolution 0.005 L and lasted for a couple
of hours on a personal computer.
The numerical treatment of boundary conditions is usually done quite easily within
the finite volume framework (see Bouchut (2004)). We typically work with periodic
boundary conditions along the wall. The free-slip condition at the coast is realized by
defining a symmetric ghost value in the cell beyond the wall, such as : hn0 = h
n
1 and
vn0 = −vn1 for adjacent cells separated by the wall. The sponge boundary conditions, if
necessary, are realized by extending the computational domain beyond the physical one
by several cells, and annihilating the return momentum fluxes.
Non-linear evolution of the most unstable mode
We present below the results of the DNS of fully nonlinear evolution of the instability
corresponding to the most unstable mode with k0 = 3.44 with the structure presented
at figure 8. The boundary conditions are periodic in the zonal direction, with a period
2npi
k0
. Thus, the periodicity with n wavelengths of the most unstable mode is imposed in
the simulation. The numerical method allowing for drying, we compute the solution on
the [−L, 5L] interval in the meridional direction with a free-slip condition at the wall at
y = −L and a sponge boundary condition at y = 5L. The front being initially situated
at y = 0, we carefully check that the fluid never reaches the boundary at y = 5L during
simulations.
The evolution of the height field in the (x, y)-plane is shown in figures 10 and 11 for
n = 1. As can be inferred from the figure 12 (left panel) where the time evolution of the
energy of the perturbation is displayed, the instability initially develops exponentially
(for t < 20). The average growth rate during this first stage is σ ≈ 0.06, relatively close
to the value obtained from the linear stability analysis (see figure 7).
As we have shown earlier, the unstable mode under investigation is composed of a









































Fig. 10 – Levels of h(x, y, t) at the interval 0.05 at t = 0, 10, 20, 30 for the evolution of
the most unstable mode of figure 8 corresponding to the basic flow with constant PV
as defined by (6.2.2). The arrows indicate the mass flux h~v. The initial amplitude of
the perturbation is 10% of the maximum depth of the balanced flow. The calculation
domain is periodic in the x-direction and corresponds to one wavelenght of the most
unstable mode. White area superimposed on the isolines of the height field gives spatial
distribution of the dissipation rate beyond the threshold 0.003 and up to maximum
value 0.03. The dissipation rate is calculated as the deviation from the energy balance
in each cell per time-step in non-dimensional units.
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Fig. 11 – Same as in Fig. 10 but at t = 200, 335, 350, 500. The second stage of the
development of the most unstable mode of figure 8. Contours correspond to 0.01, 0.05,
and further on at the interval 0.05.






























Fig. 12 – Logarithm of the kinetic energy Kper of the perturbation for the simulation
of figure 11 (normalized by initial total kinetic energy) for mode k = 1 in x (thick line)
and sum of the modes k > 1 (dashed line), as a function of time. Left and right panels
correspond to Fig. 10 and Fig. 11, respectively.
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Fig. 13 – Evolution of the tangent (zonal) velocity of the flow at y = −L (at the wall)























Fig. 14 – Height and velocity fields of the perturbation at t = 0 (left) and t = 30 (right).
Kelvin front is clearly seen at the bottom of the right panel.
frontal and a Kelvin wave. It is known that Kelvin waves have a tendency to steepen, and
to ultimately break (Bennett (1973)) forming Kelvin fronts (Fedorov & Melville (1995)).
As usual (cf Bouchut et al. (2005)), the breaking process should enhance dissipation at
the breaking location and, thus, contribute to the viscous saturation of the instability.
Indeed, as shown in figure 13 where the zonal velocity of the flow close to the wall
is plotted at different times during the initial development of the unstable mode, the
steepening of the Kelvin wave does take place and its location does correspond to the
enhanced dissipation zone displayed in figure 10, which thus finds its explanation. A
closer view of the structure of the unstable mode after 30 inertial periods is presented
in figure 14 and confirms the breaking Kelvin wave scenario.
A recently discovered feature of the Kelvin fronts is associated secondary inertia-
gravity wave (IGW) emission (Fedorov & Melville (2000), LeSommer et al. (2004)). 3
This emission is confirmed by our simulations, as is clear from the horizontal divergence
and corresponding height perturbation fields presented in figure 15.
It should be noted that Kelvin wave breaking induces a) significant interaction bet-
ween the wave field and the mean flow, and b) dissipation, yielding advective PV fluxes
3Although in the aforementioned papers it was the IGW emission by equatorial Kelvin waves which
was observed and explained, the argument is easily transposable to coastal Kelvin waves.
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Fig. 15 – Horizontal divergence of the velocity field (left) and zonally filtered height
field (right) at t = 20 for the simulation of figure 10.
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Fig. 16 – Height and velocity fields of the perturbation with k = k0 at t = 335 (left)
and t = 500 (right).
which modify irreversibly the PV distribution (cf LeSommer et al. (2004), Bouchut et al.
(2005)). The amplitude of the mean zonal velocity is weakened at the wall, due to the
steepening of the Kelvin mode and subsequent dissipation and wave-meanflow interac-
tions thereafter. The mean flow is thus significantly modified and may give rise to new,
secondary instabilities. This is what indeed happens.
As can be seen from the figure 12 (right panel), a second stage of the instability
develops after some time, manifesting itself by a sharp rise of the energy of the pertur-
bation. A k = k0 mode develops with a maximal growth rate σ ≈ 0.05. The structure of
this mode (the velocity and the depth of the flow with the zonal mean being removed)
is represented in figure 16 (left panel). We see a Rossby-like wave close to the wall which
resonates with the (modified) frontal wave.
To understand this secondary instability, a linear stability analysis of the modified
mean flow is needed. After the growth stage of the primary instability the mean zonal
velocity of the flow is weakened close to the wall due to the breaking of the Kelvin mode,
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Fig. 17 – Evolution of the mean zonal height (left) and mean zonal velocity (right) for
the simulation of figure 10 : Initial state t = 0 (dashed line), primary unstable mode
saturated at t = 40 (dash-dotted line), late stage t = 300 (thick line).
and the front is spreaded due to the growth of the frontal mode, as shown in figure 17.
We thus consider the mean flow of figure 17 (thick line) as a new basic state, and
repeat the linear stability analysis. The corresponding dispersion diagram and growth
rates are presented in figure 18, and the structure of the most unstable eigenmode is
displayed in figure 19, where we see that a frontal mode is now resonating with a Rossby-
like mode in a larger than for the primary instability wavenumber range 0 < k < 4.
This instability is of the Rossby-Rossby type, if we follow classification of Sakai (1989).
A qualitative explaination of the modified stability properties of the flow may be
given in terms of PV. The PV is no longer constant in the fluid layer, as a negative gra-
dient of PV near the wall appears due to Kelvin wave breaking and related dissipation.
If we also take into account the positive PV gradient due to the drying at the front,
the Rayleigh-Kuo criterion, namely that the horizontal PV gradient has to change sign
for instability to occur, will then be satisfied by the flow. To support this reasoning, we
present the evolution of the PV field in figure 20.
As follows from figure 18, the growth rate of the secondary instability for the wave-
number k = k0 = 3.44 is σ = 0.056 which fits quite well the growth rate observed during
the simulation, see figure 12. Note that it does not correspond to the largest possible
growth rate of this instability which would be obtained for k = 2.5, because the periodic
zonal condition of the numerical experiment does not allow for wavenumbers less than
k0 = 3.44. The instability then saturates via unstable Rossby-type breaking, as can be
seen in figure 11 at t ≈ 350. The flow reaches a new state of equilibrium after this stage,
see panel (d) of figure 11, with anticyclonic vortex meanders. The corresponding filtered
field (cf. figure 16) shows a Rossby wave slowly propagating with the mean flow.
The total energy loss during the whole simulation is about 20% of the total initial
energy, as shown in figure 21. It is non-negligible but stays quite acceptable compared
to rather long duration (t = 500f−1) of the simulation. In the numerical scheme we are
using, the numerical dissipation acts only in the zones of high gradients. The events of
enhanced dissipation take place during the two stages of instability at the time of Kelvin
and Rossby wave breaking, which is consistent with what was stated earlier. The slow
monotonic decrease of energy during the whole simulation is explained by the fact that
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Fig. 18 – Dispersion diagram of the eigenmodes corresponding to the basic state profile





Fig. 19 – Height and velocity fields of the most unstable mode of figure 18 for k = k0.
Only one wavelenght is plotted. Note the similarity with the mode observed in the
simulation, Fig. 16













































































































Fig. 20 – PV field corresponding to the simulation of of Figs. 10, 11 at t =
0, 30, 200, 335, 350, 500. Contours at interval 1.
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Fig. 21 – Time evolution of the total energy normalized by the initial energy for the
evolution of the primary instability. The events of stronger decrease correspond to the
events of Kelvin and Rossby wave breaking.
it is easy to generate micro shocks in the shallow regions of the fluid in the drying zone.
Non-linear evolution of the most unstable mode : the role of boundary condi-
tions
As we have seen in the previous subsection, the choice of the along-current boundary
condition does affect the nonlinear evolution of the instability at the second stage by
selecting a specific unstable mode of the mean flow modified by the primary instability.
In order to investigate the sensibility of the nonlinear evolution scenario to this effect,
we performed the same simulation with quadrupled spatial period. This means that
development of perturbations with wavelength up to 4 times longer than the wavelength
of the most unstable mode was allowed. The corresponding evolution of the height field
in the (x, y)-plane is shown in figure 22. The evolution of the kinetic energies of the
perturbation modes with k = k0, 0.75 k0 and 0.5 k0 are plotted in figure 23.
One can see that the primary instability develops in the same way as in the previous
simulation for 0 < t < 30. The k = k0 mode grows with a growth rate σ ≈ 0.06,
as expected from the linear stability analysis until the breaking event of the Kelvin
mode. But then the evolution of the flow differs, as we now allow for modes with lower
wavenumbers k = 0.75k0, 0.5k0 and 0.25k0 to develop. The evolution of the kinetic
energy for each of these modes (figure 23) shows that they grow at the second stage of the
instability with the growth rates σ ≈ 0.05, 0.09, 0.07, and 0.04 for k = k0, 0.75k0, 0.5k0
and 0.25k0, respectively. These are to be compared with the growth rates of the stability
analysis of figure 18, which gives σ = 0.05, 0.1, 0.085, and 0.04 respectively. This means
that, again, it is just the linearly unstable reorganized mean flow which is at the origin
of secondary growing modes, and not e.g. the parametric instability of the primary
unstable mode.
The filtered velocity and height fields of the secondary growing modes as given by
the direct simulation are presented in figure 24. They are in a very good agreement
with the corresponding eigenmodes computed from the linear stability analysis which
are plotted in figure 25 for the same wavenumbers, thus comforting the interpretation
of the secondary growing modes as linearly unstable modes on the background of the

















































































Fig. 22 – Levels of h(x, y, t) are shown at t = 0, 20, 130, 140, 150, 160, 200 and 500 for
the development of the most unstable mode of figure 8 corresponding to the basic flow
with constant PV as defined by (6.2.2). Contours displayed are 0.01, 0.05, and further
on at the interval 0.05. The arrows indicate the mass flux h~v. The initial amplitude of
the perturbation is 10% of the maximum depth of the balanced flow. The calculation
domain is periodic in the x-direction and corresponds to 4 wavelenghts of the most
unstable mode. White area superimposed on the isolines of the height field corresponds
to spatial distribution of the dissipation rate between 0.005 and 0.05 (the maximum
value).
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Fig. 23 – Logarithm of the kinetic energy Kper (normalized by initial total kinetic
energy) of the most energetic perturbation modes k = k0 in x (thick line), k = 0.75 k0
(dashed line), and k = 0.5 k0 (dash-dotted line) as a function of time for the simulation
of figure 22.
mean flow modified by the development of the primary instability.
As to the nonlinear stage of the secondary instability, the presence of several growing
modes with comparable growth rates leads to spatial modulation of the breaking Rossby-
wave patterns, as can be seen in figure 22.
Similar simulations have been performed for other sizes of the zonal domain giving













Fig. 24 – Height and velocity fields for the secondary unstable modes with wavenumbers
(a) k = 0.5 k0, (b) k = 0.75 k0 and (c) k = k0 for the simulation of figure 22 at t = 140.













Fig. 25 – Height and velocity fields of the unstable modes with wavenumbers (a) k =
0.5 k0, (b) k = 0.75 k0 and (c) k = k0 computed from the linear stability analysis of the
reorganized mean flow (see figure 18).
Manifestations of the instability in the initial-value problems
In the preceding subsections we deliberately initialized nonlinear simulations by
superposing the most unstable spatially periodic mode onto the basic flow. A question,
however, arises, what is the role of the instability in the evolution of the localized initial
perturbations of the basic flow ?
In this (more realistic) context Stern (1980) studied finite-amplitude perturbations
of a coastal current with zero PV and found several classes of perturbations which could
steepen with time or block the transport in the current. Paldor (1988) used asymptotic
expansion techniques to study perturbations and found the existence of solitary and
cnoidal waves, governed by the Korteweg-de Vries equation. Dahl (2005) investigated
perturbations of arbitrary initial shape of a constant PV current and found that the
initial perturbation gives rise mainly to the two distinguished wave modes, the Kelvin
wave and the frontal wave, while the rest of the perturbation is advected and slowly
smeared out by the current.
To answer this question we have chosen a localized initial perturbation of the form :
h(x, y) = Ae(−x/Lp)
2
, (13)
with a smooth regularization in y at the front location y = 0, and superposed it first on
the stable basic flow with zero zonal velocity at the wall, and with dispersion diagram
of figure 6. The corresponding evolution of the height field in the (x, y)-plane is shown
in figure 26.
The x-coordinate has been rescaled (divided by time t = 45) in order to give the
Doppler-shifted phase velocity of the different waves excited by the perturbation. One
can verify that the perturbation excites mainly the two type of waves described in the
previous sections, the faster one with its maximum at the coast beeing a Kelvin wave,
and the slower one with its maximum at the front being a frontal wave. The compari-
son of the dispersion relation of these waves as deduced from figure 26, which provides
both the phase speed and the corresponding wavelength, with that following from the
figure 6 shows that our interpretation is consistent. We thus recover weakly dispersive
Kelvin waves with 0.65 < c < 0.75, the maximum of their amplitude propagating in the
direction of the current with the characteristic Kelvin wave speed c ≈
√
g′H(−L). The
frontal waves have a greater dispersion 0 < c < 0.5, the first mode beeing almost sta-
tionary, while higher modes propagate in the direction of the current. In this simulation
with a stable basic flow the two families of waves just propagate at different velocities,
6.2 Instabilities of buoyancy driven coastal currents and their nonlinear evolution.




















Fig. 26 – Levels of h(x, y, t) at t = 45 for the evolution of a localized initial perturbation
(dashed black line) imposed on a linearly stable basic state. The initial amplitude of the




















Fig. 27 – Same as in figure 26, but for a linearly unstable basic state, and with a
rescaling in x in order to zoom into developping instability.
one at the coast, one at the density front, without ’feeling’ each other.
We then imposed the same initial perturbation on a linearly unstable flow with a
return current at the coast. The frontal and the Kelvin waves are excited similarly by the
perturbation but now, consistently with the resonance interpretation of the instability,
their Doppler-shifted phase velocities are close. Figure 27 shows the perturbation height
for such flow after t = 45. From this simulation we extract the phase speed of the frontal
waves to be from c ≈ −0.1 for low k to c ≈ 0.3 for greater k, and the Kelvin waves
phase speed from c ≈ 0.2 for low k to c ≈ −0.1 for greater k. These results fit well the
linear analysis of figure 7. As repeatedly stated before, the unstable character of the flow
is due to the resonance between these two types of waves corresponding to a crossing
between the two respective disperion curves, i.e. close phase speeds in some range of
wavenumbers. Such phase-locking is clearly visible in figure 27, the two types of waves
having close wavenumbers and phase speeds in the domain 0.1 < c < 0.18. Consistently,
the amplitude of the perturbation height is growing in this area being, roughly, twice
higher than in the stable situation of figure 26 for 0.1 ≤ c ≤ 0.3.
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6.2.4 Summary and concluding remarks
Linear instabilities of the coastal buoyancy-driven currents and their fully nonlinear
evolution have been studied within the reduced-gravity rotating shallow-water model.
By using the collocation method, we benchmarked the classical linear stability results
on zero PV fronts, and generalized them to non-zero PV fronts. In both cases, we found
instabilities due to the resonance of frontal and coastal Kelvin waves trapped in the
current, and identified the most unstable long-wave mode.
We then studied the nonlinear evolution of the unstable modes with the help of a
high-resolution well-balanced finite-volume numerical scheme for shallow-water equa-
tions. The simulations have been initialized both with the unstable modes obtained
from the linear stability analysis and with localized perturbations. We found that the
most unstable mode is growing to finite amplitude, and then saturates leading to a reor-
ganization of the mean flow, and hence of the PV field. The saturation of the primary
instability is due to the breaking of its Kelvin-wave component, formation of Kelvin
fronts with enhanced dissipation, and emission of short-scale inertia-gravity waves
A linear stability analysis of thus modified mean flow, shows that it is unstable
to a secondary instability, of the type of the classical barotropic instability due to
change of sign of the gradient of PV within the current. This scenario is verified in the
direct numerical simulations showing that after the saturation of the first instability, the
secondary instability leads to growth and ultimate breaking of the unstable Rossby-type
mode, leading to the formation of coherent balanced vortex structures.
For a coastal current, the lower layer can rarely be considered dynamically inactive.
The coupling between the two layers is likely to allow for different types of baroclinic
interactions that were forbidden in the reduced gravity model to appear. The barotropic
instability discussed in the previous sections, and subsequent finite amplitude develop-
ment of the flow will also be modified by the presence of an active lower layer. For
example, upper layer anticyclones which form in the final state of the reduced gravity
simulations could couple with lower layer cyclones and propagate away from the coast.
We address these questions in Part II of the present study, which is the subject of the
companion paper (Gula et al. (2009b)).
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6.3 De la gravité réduite au modèle deux couches
L’analyse de stabilité linéaire d’un courant côtier pour différents profils de hauteur
et de vitesse a donc confirmé les résultats de Killworth & Stern (1982), Kubokawa &
Hanawa (1984) et Kubokawa (1986) pour des écoulements avec une vorticité potentielle
nulle, et étendu leur validité à des écoulements avec différentes distributions de vorticité
potentielle. Cet écoulement peut donc devenir instable lorsque les modes côtiers (Kelvin
et Poincaré) vont résonner barotropiquement avec les modes qui se propagent le long du
front (frontal et Poincaré). Le mode le plus instable étant systématiquement l’interaction
du mode de Kelvin et du mode frontal.
L’évolution non-linéaire de ces écoulements a ensuite été simulée à l’aide du code
numérique en volume fini dans sa version une couche. Les simulations sont initialisées
soit avec les modes instables issus de l’analyse de stabilité linéaire, soit avec une pertur-
bation de hauteur localisée. Dans les deux cas les résultats sont similaires, à savoir la
croissance du mode le plus instable à amplitude finie, puis la saturation de ce mode et
enfin la réorganisation de l’écoulement moyen et du champs de vorticité potentielle. La
saturation de l’instabilité primaire (KF) étant due au déferlement de l’onde de Kelvin
se propageant le long de la côte, qui provoque l’apparition d’un front de Kelvin ainsi
qu’une émission d’ondes d’inertie-gravité de petite échelle.
Une nouvelle analyse de stabilité linéaire de l’écoulement moyen ainsi modifiée par
la saturation de l’instabilité primaire, montre que celui-ci est susceptible de développer
une instabilité secondaire, une instabilité barotrope classique due à l’apparition d’un
changement de signe du gradient de vorticité potentielle dans l’écoulement (voir critère
de Rayleigh-Kuo dans la partie 2.5). Ce scénario est confirmé par les simulations qui
montrent que cette instabilité secondaire va à son tour croître et déferler jusqu’à la
formation de vortex équilibrés.
Mais pour les courants côtiers comme étudiés ici, la couche de fluide inférieure ne
peut généralement être considérée comme inactive, ce qui était le cas dans le modèle
à gravité réduite. Le couplage entre les deux couches et les différentes interactions ba-
roclines sont alors susceptibles de modifier le scénario précédent. On peut par exemple
supposer que les vortex anticycloniques qui se forment dans la couche supérieure sont
susceptibles de se coupler avec des cyclones dans la couche inférieure et ainsi se propager
vers le large. Nous allons donc maintenant nous intéresser à ces interactions baroclines
dans la partie 6.4 dans le cadre d’une étude similaire à l’étude précédente, mais pour
un modèle à deux couches.
6.4 Instabilities of buoyancy driven coastal currents and their non-
linear evolution in the two-layer rotating shallow water model.
Part II. Active lower layer
Les expériences de Griffiths & Linden (1981, 1982) et Chia et al. (1982) ont étudié
des situations d’outcropping dans des fluides en rotation à deux couches, pour des
configurations de type courant côtier (voir figure 6.28 (a)) ou de type "upwelling" (voir
figure 6.28 (b)). Ils ont montré dans les deux situations que le courant était instable
pour de grandes longueurs d’ondes suivant un mécanisme barocline identique.
Ce mécanisme a été confirmé par Killworth et al. (1984) qui a étudié les instabilités
linéaires pour un front isolé (loin d’un bord) avec une couche inférieure active et par
Kubokawa (1988) dans le cas d’un courant côtier, qui ont montré que cette configuration
était instable. Cette instabilité est due à l’interaction barocline entre le mode frontal















Fig. 6.28 – Configurations dans le modèle 2 couches pour (a) un courant côtier, (b) un
courant de type upwelling.
présent dans la couche supérieure et des ondes de Rossby dans la couche inférieure,
avec des taux de croissance plus importants lorsque la hauteur de la couche inférieure
diminue. Les modes de Poincaré étant présents dans tous les types de configurations,
les possibilités de résonances pour ces modes entre les deux couches (instabilité KH)
sont aussi présentes, de même que la résonance entre modes de Poincaré dans la couche
inférieure et le mode frontal pour de très grands nombres d’ondes (étant donné que
le mode frontal a une structure de type onde de gravité à très grand nombre d’onde).
Paldor & Ghil (1991) ont ainsi étudié ces instabilités de petite échelle dans le cas d’un
courant côtier et montré qu’elles avaient des taux de croissances plus importants à
mesure que les nombres d’ondes augmentaient et que la hauteur de la couche inférieure
devenait faible.
L’instabilité barocline est retrouvée dans différentes études pour des cas d’upwelling
comme Barth (1989a,b), qui a utilisé un modèle en eau peu profonde à deux couches
mais en faisant l’approximation du moment géostrophique, et qui a aussi retrouvé une
instabilité de plus petite échelle similaire à celle étudiée par Killworth (1983a) corres-
pondant à une interaction du mode frontal avec les niveaux critiques. Lee & Csanady
(1994) ont réalisé une étude similaire dans un modèle à trois couches et étudié les in-
stabilités baroclines en montrant que la présence d’un bord vertical proche du front,
dans le cas d’un upwelling, avait pour effet de stabiliser l’écoulement. Les résultats de
Barth (1989a,b) ont été complétés par Haza et al. (2004), toujours dans le cas d’un
modèle en eau peu profonde à deux couches et un upwelling, qui ont aussi montré que
lorsque la couche inférieure avait une épaisseur assez faible des instabilités de petite
échelle apparaissaient de manière similaire aux mécanismes étudiés dans Paldor & Ghil
(1991).
Beaucoup d’études des instabilités de courants côtiers ont donc été réalisées dans
le cadre de l’approximation quasi-géostrophique comme Ikeda (1983); Smeed (1988a,b)
ou plus récemment Capet et al. (2002) et Capet & Carton (2004) qui ont travaillé
dans un cadre quasi-géostrophique où les deux couches sont constituées d’une bande de
vorticité potentielle constante à l’aide d’un modèle lagrangien de contour de vorticité
potentielle. Dans le cas où le critère d’instabilité de Charney-Stern (voir partie 2.5)
est satisfait, c’est-à-dire lorsque les deux couches possèdent un gradient de vorticité
potentielle opposé, l’écoulement est instable et conduit à la formation et au détachement
de vortex. La taille de ces vortex est liée à deux paramètres qui sont le transport et la
largeur des deux couches. Citons enfin plusieurs études dans des modèles incorporant une
stratification ou un gradient horizontal de température comme McCreary et al. (1991);
Barth (1994); Fukamachi et al. (1995); Young & Chen (1995); Shi & Roed (1999).
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Les résultats sur l’instabilité et l’évolution nonlinéaire des courants côtiers dans le
modèle à deux couches font l’objet d’un article soumis à Journal of Fluid Mechanics
(Gula et al. (2009b)). Ainsi nous les incluons en anglais.
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Instabilities of buoyancy driven coastal currents and their nonlinear
evolution in the two-layer rotating shallow water model. Part II.
Active lower layer
J. Gula, V. Zeitlin4 & F. Bouchut5
The present paper is the second part of the work on linear and nonlinear stability
of buoyancy-driven coastal currents. Part I was presented in the companion paper Gula
& Zeitlin (2009). In this part we use a fully baroclinic 2-layer model, with active lower
layer. We revisit the linear stability problem for coastal currents and study nonlinear
evolution of the instabilities with the help of high-resolution DNS. We show how non-
linear saturation of the ageostrophic instabilities leads to reorganization of the mean
flow and emergence of coherent vortices. We follow the same lines as in Part I and,
first, perform a complete linear stability analysis of the baroclinic coastal currents for
various depths and density ratios. We then study the nonlinear evolution of the uns-
table modes with the help of the recent efficient two-layer generalization of the one-layer
well-balanced finite-volume scheme for rotating shallow water equations, which allows
to treat outcropping and loss of hyperbolicity associated to Kelvin-Helmholtz (KH) in-
stabilities. The previous single-layer results are recovered in the limit of large depth
ratios. For depth ratios of order one new baroclinic long-wave instabilities come into
play due to the resonances among vortical (Rossby-like) and frontal or coastal trapped
waves. These instabilities saturate by forming coherent baroclinic vortices, and lead to
a complete reorganization of the initial current. For even smaller depth ratios short-
wave instabilities of KH type with large growth rates develop shortly. We show that
at nonlinear stage they produce rapidly growing short-wave meanders with enhanced
dissipation. However, they do not change, globally, the structure of the mean-flow which
undergoes secondary large-scale instabilities leading to coherent vortex formation and
cut-off.
6.4.1 Introduction
In the companion paper Gula & Zeitlin (2009), which hereafter will be referred as
Part I, we undertook a detailed analysis of the instabilitis of the buoyancy-driven coastal
currents (BDCC in what follows) in the framework of the reduced-gravity one-layer
rotating shallow water model. We have explained the leading linear instability in terms
of resonance between Kelvin wave trapped at the coast, and so called frontal (Rossby-
type) wave trapped at the density front, where the current terminates. By initializing
the high-resolution DNS with the most unstable mode we were able to identify the
saturation mechanism of the instability via the Kelvin wave breaking and reorganization
of the mean flow which, in turn, leads to secondary instability saturating via frontal wave
breaking and formation of coherent vortex structures.
As was already discussed in Part I, the simple and physically transparent one-layer
reduced gravity model neglects the interactions between the upper layer, where evolves
the BDCC, and the lower layer, which is assumed to be completely passive, i.e. infi-
nitely thick. As it was also mentioned, the baroclinic effects, arising if the lower layer
4Laboratoire de Météorologie Dynamique, ENS,
24, rue Lhomond, 75231 Paris Cedex 05, France
5Département de Mathématiques et Applications, ENS,
45 rue d’Ulm, 75230 Paris, France
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is activated, bring in completely new phenomena related to the interaction of waves
propagating in the upper and lower layers. The goal of the present paper is, precisely,
to study how these new phenomena influence linear and nonlinear stages of instability
of BDCC. We will be globally following the lines of Part I, by undertaking first an ex-
haustive linear stability analysis with the help of the collocation method, and then by
studying the nonlinear evolution of the developing instability with the help of the high-
resolution DNS using a new finite-volume two-layer shallow water scheme (Bouchut &
Zeitlin (2009)). It should be stressed that while there is no principal difference in what
concerns the collocation approach between the linear stability analysis in the one-layer
and two-layer cases, although calculations become much more cumbersome due to the
increased number of dynamical variables for two layers, the difficulty of nonlinear si-
mulations is qualitatively new, as the two-layer system, unlike the one-layer one, is of
the mixed type and loses hyperbolicity for strong enough shear between the layers (e.g.
LeSommer et al. (2003)).
In what follows we will insist on the new elements brought by the presence of the
active lower layer, without dwelling into phenomena already discussed in Part I. Al-
though the lower layer is active, we will limit ourselves by configurations where the
mean velocity of the lower layer is always zero in linear stability analysis, or is initially
zero in DNS. Obviously (and this will be a primary consistency check below), the "baro-
tropic" reduced gravity results of Part I should be reproduced in the limit of very large
thickness of the lower layer. We will be discussing mainly two different configurations :
the case of barotropically (in the previous sense) stable, and the case of barotropically
unstable current in the upper layer. In the first case all instabilities are purely baroclinic,
while in the second case instabilities of baroclinic origin will be admixed to the leading
barotropic instability.
6.4.2 The 2-layer rotating shallow water model and the linear stability
problem
In this section we first remind the two-layer rotating shallow water model and its
linearized version, and introduce the key parameters (section 6.4.2). We then display
the results of the linear stability analysis by the collocation method : the instabilities,
their growth rates and the structure of the unstable modes for a barotropically stable
flow (section 6.4.2), and for a barotropically unstable flow (section 6.4.2).
The overview of the model
We consider the two-layer BDCC configuration presented in figure 29. It consists
of an upper layer of lighter fluid of density ρ1 with a free surface terminating at some
point (a density front), and a mean steady velocity U1(y), and a lower layer of density
ρ2 > ρ1 with a mean steady velocity U2(y). In the examples treated below U2(y) will
be taken to be zero. The equations of two-layer rotating shallow water are
Djuj − fvj = − 1ρj ∂xπj ,
Djvj + fuj = − 1ρj ∂yπj ,
Djhj +∇ · (hjvj) = 0,
(1)
where the index j = 1, 2 denotes the upper and the lower layers, respectively, (x, y)
and vj = (uj , vj) are the zonal and meridional coordinates and velocity components,
hj(x, y, t) are the depths of the layers, πj , ρj are the pressures and the densities of the
layers, Dj = ∂t+uj∂x+vj∂y is the Lagrangian derivative, and f is the constant Coriolis











Fig. 29 – Schematic representation of a buoyancy driven coastal current in the two-layer
model.
parameter. The pressures in the upper and lower layers are related to layers’ depths via
the hydrostatic balance relations.
We linearize these equations about the steady geostrophically balanced state with
the depth profiles Hj(y), and corresponding velocities Uj(y) :
∂yHj = (−1)j−1 f
g′
(U2 − sj−1U1), (2)
where s = ρ1/ρ2 is the stratification parameter and g′ = (1 − s)g the reduced gravity.
The linearized equations, where uj , vj and hj are the perturbations to the basic state
fields, are :
∂tuj + Uj∂xuj + vj∂yUj − fvj = −g ∂x(sj−1h1 + h2),
∂tvj + Uj∂xvj + fuj = −g ∂y(sj−1h1 + h2),
∂thj + Uj∂xhj +Hj∂xuj = −∂y(Hjvj),
(3)
where we used that
∇πj = ρjg∇(sj−1h1 + h2). (4)
In order to compare our results with those of the reduced gravity configuration of
Part I, the setting and the non-dimensionalization are chosen in the same way. We
introduce the time scale f−1, the horizontal scale L, which is the unperturbed width of
the current, the velocity scale fL and the vertical scale (fL)2/g′. We will use only non-
dimensional variables from now on without changing notation. The linearized equations
thus are :
∂tuj + Uj∂xuj + vj∂yUj − vj = −∂x(sj−1h1 + h2),
∂tvj + Uj∂xvj + uj = −∂y(sj−1h1 + h2),
∂thj + Uj∂xhj +Hj∂xuj = −∂y(Hjvj).
(5)
The important parameters in what follows are U0, the non-dimensional velocity of
the upper layer at the front location (y = 0), which is in fact equivalent to a Rossby
number, the depth ratio r = H1(−1)/H2(−1) and the density ratio s = ρ1/ρ2.
The boundary condition of no normal flow at the wall is the same as in the 1-layer
case for both layers, vj(−1) = 0.
6.4 Instabilities of buoyancy driven coastal currents and their nonlinear evolution.














Fig. 30 – Examples of basic state depths (left) and velocities (right) for a constant
PV flow in the upper layer with U0 = −sinh(−1)/cosh(−1) (thick line), and U0 = 1/2
(dotted line), and a zero-PV flow (dash-dotted line).
The boundary condition at the front for the upper layer is also the same as in the 1-
layer case, because the only constraint to be imposed is the regularity of (u1, v1, h1+h2)
at y = 0.
For solutions harmonic in the x-direction
(uj(x, y), vj(x, y), hj(x, y)) = (u˜j(y), v˜j(y), h˜j(y)) exp [i(kx− ωt)], (6)
π2 satisfies the equation ∂yyπ2 = k2π2 in the half plane y > 0 with no upper layer. Hence
the solution which decays away from the free streamline as y → ∞ has to satisfy the
equation ∂yπ2 = −kπ2 (we exclude fom our analysis the modes coupled to free gravity
waves far from the front). In order for the solution of π2 in the region y < 0 to match
continuously the decaying solution for y > 0 we require that the two are identical at
y = 0. Thus the boundary conditions at the front for the lower layer give (see Paldor &
Killworth (1987) for details) :
∂y(sh1 + h2) = −k(sh1 + h2) at y = 0.
Assuming (6) we obtain an eigenvalue problem of order 6 which can be solved by
applying the spectral collocation method as described in Trefethen (2000) and Poulin
& Flierl (2003) along the same lines as in Part I.
In the following, we will consider a bottom layer initially at rest (U2 = 0) and an
upper flow with constant PV. The constant PV in the upper flow corresponds to the





















H2(y) = (r + s)H1(−1)− sH1(y) , (9)
where Q1 is the constant potential vorticity of the mean flow in the upper layer, U0 is





Note that this basic state is always unstable, according to Ripa’s criterion (Ripa
(1991)), which states that sufficient conditions for stability are :
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Indeed, an inspection of (10) shows that :
– The first condition is always satisfied for the upper layer as Q1 = cste.
– The first condition for the lower layer gives αU1
H22
≤ 0 which could be satisfied only
for [α = 0] or [α ≤ 0 and U1(y) ≥ 0] or [α ≥ 0 and U1(y) ≤ 0], considering that
H2 stays finite.
– Due to the front at y = 0 (H1(0) = 0), the second condition can be satisfied
only for α = U1(0), which is not compatible with previous conditions. Hence,
it is impossible to satisfy both criteria for this basic state, except in the limit
H2 → +∞ where we recover the one-layer condition for instability (cf Part I).
Instabilities and resonances between the eigenmodes
As in the one-layer configuration of Part I, the instabilities of the BDCC in the
two-layer case originate from resonances between the eigenmodes of the linearized pro-
blem (crossing of dispersion curves for different types of waves, cf Cairns (1979)). The
wave species of the rotating shallow-water models are Poincaré (inertia-gravity) modes,
Rossby modes (if PV gradients are present) and, in the bounded domains, unidirectional
Kelvin modes trapped at the boundary, and frontal modes trapped in the vicinity of the
free streamlines (outcropping/incropping lines). 6
For the two-layer BDCC configuration with constant PV in the upper layer, which
is the subject of the present work, we thus have Poincaré and Kelvin waves in both
layers, Rossby waves in the lower layer, as the PV is not held constant in the lower
layer, and a frontal wave in the upper layer. The instabilities which have been discussed
previously in the literature for this configuration are related to the following resonances :
(a) the barotropic resonance of a Kelvin or Poincaré mode and a frontal mode in the
upper layer, which has already been discussed in the reduced-gravity model in Part I ;
(b) the baroclinic resonance between a frontal mode in the upper layer and a Rossby
mode in the lower layer (Killworth et al. (1984); Kubokawa (1988); Barth (1989a)),
which is sometimes confused with the classical baroclinic instability, or is called mixed
barotropic/baroclinic instability due to its energetics ; (c) high wavenumber resonances
between a Poincaré wave in the lower layer and a frontal or Poincaré wave in the upper
layer, all of them giving KH-type instabilities (Paldor & Ghil (1991)).
Other resonances are a priori also possible, but were not discussed in the literature
in this context, to our knowledge : (a) the resonance between a Kelvin or Poincaré
wave in the upper layer and a Rossby wave in the lower layer, which is usually called
Rossby-Kelvin instability (RK) as discussed in (Sakai (1989); Gula et al. (2009a)) ; (b)
the resonance between a Kelvin wave in the lower layer and the frontal wave in the
upper layer, which would be similar to RK instability at low wavenumbers and to KH
instability at high wavenumbers. We will demonstrate below that these resonances are
indeed relevant.
6We do not discuss topographic effects here, which would significantly increase the variety of wave
species, cf Leblond & Mysak (1978).
6.4 Instabilities of buoyancy driven coastal currents and their nonlinear evolution.
Part II. Active lower layer 165
Two main configurations will be discussed in the following subsections. We will first
study a barotropically stable basic state (stable in the reduced gravity model), and then
a barotropically unstable basic state (unstable to frontal-Kelvin instability discussed in
Part I). We will present an exhaustive linear stability analysis and identify the resonances
leading to instabilities in both cases.
Unstable modes of a barotropically stable flow
We first consider a basic flow with zero velocity at the wall, cf. figure 30. This
configuration corresponds to a flow with constant PV without reversal of velocity in the
upper layer, and hence barotropically stable, as was shown in Part I. Figure 31 displays
dispersion diagrams for the phase speed and growth rates for the decreasing values of
the depth ratio r = 100, 10, 2, 0.5, 0.1 at stratification parameter s = .5. Compared to
the one-layer case, several new features are manifest.
First, a new dispersion curve kc = 1 appears. It corresponds to inertial motion in the
lower layer, with the quiescent upper layer, as follows from figure 32 where the velocity
and pressure fields in both layers are presented. The clearly visible absence of pressure
variations is typical for inertial oscillations. This mode was already discussed in Paldor
& Ghil (1991). Again, as seen from figure 32, it is a lower-layer motion, which explains
the absence of the corresponding curve in the one-layer dispersion diagram of Part I.
In spite of intersections of this curve with other branches of the dispersion diagram,
no resonances, and hence no instabilities between the inertial motion and other modes
arise due to its pressureless character. Indeed, as shown by Cairns (1979), pressure
fluctuations are necessary for the instability to arise.
Second, a bunch of dispersion curves with c ≈ 0, which are all jammed into a single
line in figure 31 due to insufficient graphical resolution, arises. A sequence of close
dispersion curves is seen if zoomed in, cf figure 33. It corresponds to a set of Rossby
modes in the lower layer, of different structure in the direction perpendicular to the
coast, arising due to the variations of PV imposed by the inclined interface. These
Rossby modes can resonate with the frontal mode and the Poincaré modes and produce
instabilities even for the very large r, as seen from the figure 33. Yet, growth rates of
these instabilities are indeed very small and their unstable wavenumbers intervals are
very narrow for large r.
Panels (b) and (c) in figure 31, corresponding to r = 10 and r = 2 respectively,
show two well-formed zones of instability that can be easily interpreted by looking at
the dispersion curves for the corresponding modes. The first instability (k < 1) results
from the already mentioned resonance between a Rossby wave in the lower layer and
the frontal mode in the upper layer. The corresponding pressure and velocity fields in
both layers are plotted in the panel (a) of figure 34 and comfort the interpretation.
The Rossby eigenmodes are absent in the upper layer owing to the uniformity of PV.7
However, as was already discussed in Part I, the frontal mode has the characteristics
of a Rossby wave for low wavenumbers, and the unstable mode under consideration is
therefore very similar to the classical baroclinic instability which can be described as
the interaction between two Rossby waves propagating in each layer, see Hoskins et al.
(1985). It is interesting to note that the uniform PV in the upper layer does not satisfy
the Charney-Stern theorem of the PV gradient inversion between the two layers. Hence,
this instability has been interpreted as ageostrophic by numerous previous authors, but
7They are replaced by continuous spectrum of singular modes which do not interact with the modes
in the lower layer as explained e.g. in Iga (1997).
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Fig. 31 – Dispersion diagrams of the eigenmodes for Rd = 1 corresponding to the basic
state profile with constant potential vorticity in the upper layer and s = .5. The depth
ratio between the lower and the upper layer is : (a) r = 100, (b) r = 10, (c) r = 2, (d)
r = 0.5 and (e) r = 0.1. The horizontal scale of the two bottom panels was shrinked to
show the appearance of short-wave KH instabilities.
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maxP2 / maxP1 = 67.4944
Fig. 32 – Pressure and velocity fields of the inertial mode in the upper layer (top) and
in the lower layer (bottom) corresponding to the dispersion curve kc = 1 for k = 10 and
r = 100. Maximum value for u2 and v2 is 0.8 while u1, v1, π1 and π2 are of order 10−6





















Fig. 33 – Zoom of the RF instability part (left) and RP instability part (right) of the
figure 31, panel (a).
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maxP2 / maxP1 = 0.12291 maxP2 / maxP1 = 0.015975
maxP2 / maxP1 = 0.35394 maxP2 / maxP1 = 0.26543
Fig. 34 – Pressure and velocity fields of the unstable modes of the barotropically stable
current, from left to right, and top to bottom, (a) Rossby mode in the lower layer and the
frontal mode in the upper layer (RF instability), (b) Rossby mode in the lower layer and
the first Poincaré mode in the upper layer (RP instability), (c) first Poincaré mode in the
lower layer and the frontal mode in the upper layer (PF instability). Pressure contours
at the interval 0.015 in the lower layer, and at the interval 0.05 in the upper layer. Here
and below the full lines correspond to positive and the dotted lines to negative values.
Upper (lower) graph in each panel : upper (lower) layer.
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Fig. 35 – Maximum growth rates for the RF instability (thick line) and RP instability
(dotted line) as a function of the depth ratio r for s = 0.5 (black) and s = 0.95 (grey).
it is also possible to interpret it as an extension of a QG instability, see a discussion of
this point in Boss et al. (1996). We will call it RF in what follows.
The second instability corresponds to Poincaré modes in the upper layer resonating
with a Rossby wave in the lower layer. The pressure and velocity fields for the second
unstable mode are plotted in the panel (b) of figure 34, and confirm this interpretation.
Note that the same instability appears at higher k for Poincaré modes of higher order
with decreasing growth rates. We will call this instability RP. Note that this instability
is often confused with Rossby-Kelvin instability, as in Sakai (1989).
Panel (d) in figure 31, corresponding to r = 0.5, displays a new zone of instability
at k = 6.25 with very low growth rates corresponding to the interaction between the
Kelvin mode in the lower layer and the frontal mode in the upper layer, which is plotted
as (c) in figure 34, but above all it displays several new zones of instability at higher
wavenumbers with very high growth rates. These are due to the interaction of the frontal
mode in the upper layer with various Poincaré modes in the lower layer. This short-wave
instability is analogous to the one described by Paldor & Ghil (1991) for the zero-PV
case. The frontal mode has the characteristics of a gravity wave for high wavenumbers,
this instability is therefore very similar to the Kelvin-Helmoltz (KH) one. The pressure
and velocity fields for the first Poincaré mode in the lower layer are plotted as (d) in
figure 34. The instabilities in question may be called PF, or simply KH.
Panel (e) in figure 31, corresponding to r = 0.1, is similar, with the addition of
resonances between Poincaré modes in the lower layer and the upper layer corresponding
to the standard KH instability, which may be also called PP to stress its origin (cf. Sakai
(1989)).
We presented here the results of the stability analysis at varying r and fixed s. It
is easy to repeat the analysis for fixed r and varying s (not shown). Not surprisingly,
increasing (decreasing) s has destabilizing (stabilizing) influence. To give an idea of the
s dependence of the growth rates, we plotted in figure 35 the dependence of the growth
rates of RF and RP instabilities on r and s.
Let us summarize the linear stability analysis of the barotropically stable two-layer
BDCC. For lower layers deeper than the upper layer the flow displays two types of
baroclinic instabilities : a long-wave RF one, and a shorter-wave RP one. Both are
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extremely weak and of negligeable measure in k-space for very large depth ratios, but
become more and more vigorous when the depth ratio is decreasing, having comparable
growth rates. When the lower layer become of the order of, or shallower than the upper
one, a series of short-wave vigorous KH instabilities appear.
Unstable modes of the barotropically unstable flow
We now consider the barotropically unstable basic flow. The basic state in the upper
layer is now unstable, like in Part I. Figure 36 shows phase speed and corresponding
growth rates for decreasing values of the depth ratio r = 100, 10, 5, 2, 1.5.
We recover the one-layer results when r →∞ (cf figure 4 in Part I, and panel (a) in
figure 36), with the main resonance between the Kelvin mode and the frontal mode in
the upper layer (KF1) and other instability zones at wavenumbers higher than 8, with
much lower growth rates, corresponding to the resonance of the Kelvin mode and the
first frontally trapped unbalanced Poincaré mode (KP1), and the interaction of the first
coastally trapped Poincaré mode with the balanced frontal mode (PF1), respectively,
as already mentioned in Part I.
The pressure and velocity fields of the related unstable KF1 mode in the upper layer
are plotted in the upper graph of the panel (a) of figure 37, and show absolute coincidence
with the corresponding mode of Part I. Note that related pressure perturbations in the
lower layer (lower panel in figure 37) are at least one order of magnitude smaller than
in the upper one for all instabilities, except for the KH one.
As the depth ratio decreases, the wavenumbers and growth rates for these unstable
modes stay quasi-identical, but in parallel, as in the previous case, new instabilities
appear due to the baroclinic resonances between a wave in the lower layer and a wave
in the upper layer.
Panels (a), (b) and (c) in figure 36, corresponding to r = 100, r = 10 and r = 5,
respectively, show three new zones of instability as compared to the one-layer case.
They can be easily interpreted by looking at the dispersion curves of the corresponding
modes. The first instability zone (from left to right on the wavenumber axis) is due
to the resonance between a Rossby wave in the lower layer and the frontal mode in
the upper layer, as in the previous barotropically stable case (RF instability). The
corresponding pressure and velocity fields are plotted in panel (b) of figure 37. (Slight
differences with respect to the similar mode presented in panel (a) of figure 34 are due to
the difference in the mean flow profile.) The second instability zone corresponds to the
barotropic instability mode which was already discussed above. The third instability
zone corresponds to the resonance between a Rossby mode in the lower layer and a
Kelvin mode in the upper layer, which is usually called Rossby-Kelvin (RK) instability
(see Sakai (1989); Gula et al. (2009a)). Note that this unstable mode was not present
in the previous case of zero zonal velocity at the wall. The corresponding pressure and
velocity fields are plotted in panel (c) of figure 37. The fourth instability zone, as in
the barotropically stable case, corresponds to the resonance between a Rossby wave in
the lower layer and a Poincaré mode in the upper layer (RP instability which is often
confused with RK instability). The pressure and velocity fields for this mode are plotted
as (d) in figure 37.
Panel (d) in figure 36, corresponding to r = 2, displays new zones of instability at
higher wavenumbers similar to those found in Paldor & Ghil (1991). These are due to
the interaction of the frontal mode in the upper layer with various Poincaré modes in
the lower layer, as in the barotropically stable case. An example of such unstable PF
mode can be seen in figure 34. For high wavenumbers, the frontal mode behaves like a
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Poincaré (gravity) mode and this instability indeed has then the properties of the KH
instability, which is in fact should be called PP in terms of our conventions, cf. Sakai
(1989).
Let us summarize the results of the linear stability analysis for the barotropically
unstable two-layer BDCC. For very deep lower layers the only instability is the barotro-
pic one of the one-layer reduced-gravity approximation. When the depth of the lower
layer diminishes, the barotropic instability remains dominant, but RF, and RK/RP in-
stabilities appear with, respectively, lower and higher characteristic wavenumbers. For
lower layers of comparable or smaller than the upper one depth vigorous short-wave KH
(i.e. PF and PP) instabilities appear.
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Fig. 36 – Dispersion diagrams of the eigenmodes for s = 0.5 and for Rd = 1 correspon-
ding to the basic state profile with constant potential vorticity in the upper layer. The
depth ratio between the lower and the upper layer varies as follows : (a) r = 100, (b)
r = 10, (c) r = 5, (d) r = 2 and (e) r = 1.5. The horizontal scale of the two bottom
panels was shrinked to show the appearance of short-wave KH instabilities.
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maxP2 / maxP1 = 0.017044 maxP2 / maxP1 = 0.047946
maxP2 / maxP1 = 0.0094415 maxP2 / maxP1 = 0.0047519
maxP2 / maxP1 = 0.35601 maxP2 / maxP1 = 0.16918
Fig. 37 – Pressure and velocity fields of the unstable modes for the barotropically
unstable coastal current. From left to right and from top to bottom : (a) resonance
between a Rossby mode and the frontal mode (corresponding to the frontal instability
in the reduced gravity model), (b) resonance between a Rossby mode in the lower layer
and the frontal mode (RF instability), (c) resonance between a Rossby mode in the lower
layer and a Kelvin wave in the upper layer (RK instability), (d) resonance between a
Rossby mode in the lower layer and the first Poincaré mode in the upper layer (RP
instability), (e) resonance between a Poincaré mode in the lower layer and the frontal
mode in the upper layer (KH instability) and (f) resonance between a Poincaré mode
in the lower layer and a Poincaré mode in the upper layer (KH instability). Pressure
contours interval is 0.1 in the upper layer for all panels, and pressure contours interval
in the lower layer is 0.001 for (a) and (b), 0.0005 for (c) and (d), and 0.05 for (e) and
(f). Upper (lower) graph in each panel : upper (lower) layer.
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6.4.3 Non-linear evolution of unstable modes
Following the same philosophy as in Part I, we will investigate in this section the
nonlinear evolution of the instabilities identified from the linear stability analysis. For
this we need adequate numerical tools. As was already mentioned in the Introduction,
the two-layer shallow water equations represent a system of mixed type, with transitions
from hyperbolicity to ellipticity which are, generally, very difficult to treat numerically.
Physically, the loss of hyperbolicity in the two-layer shallow water system corresponds
to the onset of KH instability (LeSommer et al. (2003)). Another difficulty, which is
more classical, is the lack of a conservative quantity, since only the total momentum
is conserved, but not the momentum of each layer separately. This implies the lack of
a unique set of Rankine-Hugoniot conditions for the weak solutions of the system. A
recently proposed new well-balanced scheme for multi-layer shallow water equations,
Bouchut & Zeitlin (2009), is the first which treats the loss of hyperbolicity in a satisfac-
tory manner. In what follows, we will implement this scheme, with inclusion of rotation
along the lines of Bouchut et al. (2004), in order to analyse nonlinear evolution of the
unstable BDCC.
We first sketch the properties of the multi-layer version of the high resolution well-
balanced finite-volume numerical scheme in section 6.4.3. We then study the nonlinear
development of a perturbation for a barotropically stable flow in section 6.4.3, and the
nonlinear evolution of the most unstable mode for a barotropically unstable flow in
section 6.4.3.
A well-balanced entropy satisfying finite-volume scheme for the multi-layer
rotating shallow-water model
The method of Bouchut & Zeitlin (2009) is based on the idea of operator splitting
for the multi-layer shallow water equations, already implemented in Bouchut & Morales
(2008). It consists in solving the equations successively layer by layer, treating the
interfaces between the layers as effective topography for the layer under resolution. The
method has the following advantages : a) if the resolution for each layer is performed
with a well-balanced sub-scheme, the whole scheme is well balanced, b) if the resolution
for each layer is performed with an entropy-satisfying sub-scheme, the whole scheme is
entropy-satisfying, i.e. the total energy is decreasing through shocks, c) the scheme is
nonnegative in level thicknesses, and allows for "drying" of layers, d) no estimate of the
eigenvalues of the whole system (which become complex when the hyperbolicity is lost)
is needed, the scheme is always consistent and one can use the CFL conditions associated
with each subsystem. A variant of the splitting scheme allowing to solve simultaneously,
and not successively, for all layers, a "sum scheme", cf Bouchut & Zeitlin (2009), is
applied, with an upwind corrected hydrostatic reconstruction scheme and relaxation
solver. A second-order reconstruction scheme in space is used, together with a two-step
Heun scheme in time. The two-dimensional aspects are treated direction by direction.
Non-linear evolution of a barotropically stable flow
Baroclinic instability We will first consider the basic flow with zero velocity at the
wall, see height and velocity profiles in figure 30. This corresponds to the barotropically
stable flow studied in section 6.4.2
We simulate the fully nonlinear evolution of the instability corresponding to the most
unstable mode (RF) (figure 34, panel (a)) with k0 = 0.98 for the basic state with r = 2
(cf figure 31, panel (c)). The boundary conditions are periodic in the zonal direction,
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with period 2π/k0, and we initialize the simulation with the most unstable x-periodic
eigenmode obtained from the linear stability analysis. The allowed wavenumbers are
then integer multiples of k0. Note that this wavenumber has been chosen in order to
authorize also the RP instability which have a wavenumber ≈ 6k0, cf. figure 31. The
spatio-temporal evolution of the instability is displayed in figure 38 and the growth of
kinetic energy for the most energetic k = k0 mode is presented in figure 39 for both
layers. The unstable RF mode grows exponentially until t = 125 with an average growth
rate σ ≈ 0.02 leading to the formation of baroclinic vortices. Strong events of dissipation
happen for 150 < t < 200, essentially near the wall (see (c) in figure 38, where the white
areas superimposed on the isolines of the height field correspond to spatial distribution
of the dissipation rate). While the vortex develops, a local return current appears close to
the wall, and a Kelvin front forms and breaks leading to shock formation and enhanced
dissipation, as was explained in Part I (cf a zoom of this event in figure 40). The small
scale motions in the lower layer at this stage are presented in figure 41, where the
pressure and velocity fields of the main vortex have been filtered. They correspond to
IGW emission by the Kelvin front, and the adjustment of the vortex. The dissipation
due to the Kelvin front leads to reconnection of the vorticity isolines allowing for vortex
detachment from the mean flow and its offshore motion. Figure 42 displays the pressure
distribution in both layers at t = 250, when the vortex is well-formed and detaches. It
is the dipolar structure of the vortex, particularly clearly seen in the lower layer, which
drives it offshore. We present the cross-sections of the detaching vortex in figure 43,
where its lens-like structure is clearly seen.
The total energy loss during the whole simulation is about 0.03% of the total initial
energy or 25% of the initial kinetic energy, as shown in figure 44. It is non-negligible but
stays quite acceptable compared to rather long duration (t = 500f−1) of the simulation.
In the numerical scheme we are using, the numerical dissipation acts only in the zones
of high gradients. The events of enhanced dissipation take place during the detachment
of the vortex, which is consistent with what was stated earlier. The slow monotonic
decrease of energy during the whole simulation is explained by the fact that it is easy
to generate micro shocks in the shallow regions where the upper layer is close to drying.
We have also directly simulated the nonlinear stage of the second and third insta-
bility zones of the phase diagram of figure 31, panels (b) and (c), corresponding to the
resonances between a vortical mode in the lower layer and Poincaré modes of different
orders in the upper layer (figure 34 (b)). These modes, as well as even higher-k unstable
modes has high gradients close to the front and thus are likely to be damped owing to
dissipation like it happens in the problem of instabilities of coupled density fronts, cf
Scherer & Zeitlin (2008). Indeed we observed a rapid energy decay at the initial stage of
the simulation. The growth of such unstable modes is almost immediatly arrested and
they are hence unable to change the structure of the background flow in contradistinc-
tion with the main instability mode. After some time the perturbation eventually leads
to the development of the aformentioned baroclinic instability. This means that in the
context of long-time nonlinear evolution of coastal currents, the only relevance of these
high wavenumber modes is to provide a dissipative sink of energy.
Joint evolution of KH and RF instabilities In order to study the role of short-
wave KH instability, we repeat the previous simulation with the depth ratio lowered
down to r = 0.5. The most unstable modes are now KH ones with typical wavenumbers
k > 20, while the RF instability (panel (a) in figure 34) is still supposed to develop,
but at a wavenumber k = 1.4, and with a lower growth rate as can be seen in the phase

































































Fig. 38 – Levels of h1(x, y, t) in the upper layer (left) and isobars of π2(x, y, t) in the
lower layer (right) at t = 0, 100, 150 and 200 (resp. a), b), c) and d) in the text) for the
development of the unstable RF mode superposed on the basic flow with a depth ratio
r = 2. Contours at interval is 0.1 for h1(x, y, t) (left column) and 0.01 for π2(x, y, t)
(right column). Darker (lighter) zones correspond to positive (negative) anomalies of h1
an π2. The arrows indicate the mass flux h~v. The initial amplitude of the perturbation is
10% of the maximum depth of the balanced flow. The calculation domain is periodic in
the x-direction. White area superimposed on the isolines of the height field corresponds
to spatial distribution of the dissipation rate between 0.009 and 0.09 (the maximum
value). The dissipation rate is calculated as the deviation from the energy balance in
each cell per time step, in non-dimensional units.
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Fig. 39 – Logarithm of the kinetic energy Kper of the perturbation for the simulation
of figure 38 (normalized by initial total kinetic energy) for mode k = k0 in the upper
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Fig. 40 – Zoom of the figure 38, panel (c).









Fig. 41 – Isobars of π2(x, y, t) in the lower layer at t = 160 with mean zonal flow filtered










Fig. 42 – Isobars of π1(x, y, t) in the upper layer (white lines) and π2(x, y, t) in the
lower layer (dark lines) at t = 250 for simulation of figure 38. Dark (light) background :
anticyclonic (cyclonic) region.
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Fig. 43 – The x (left) and y (right) cross-sections of the detached vortex at t = 300 for
the simulation of figure 38








Fig. 44 – Time-dependence of the total energy normalized by the initial energy for the
evolution of the instability.
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diagram (panel (d) in figure 31).
Figure 45 shows the result of nonlinear evolution of the instability corresponding
to the unstable RF mode with k0 = 1.4 superimposed onto the basic flow. The zonal
period is chosen to be 2π/k0 in non-dimensional units.
Looking at the right panel (b) of figure 45 and at the evolution of the kinetic energy
Kper of the perturbation presented in figure 46, we see that short-wave structures are
growing very fast during the earlier stage of the simulation (t < 10). The pressure and
velocity fields of the corresponding perturbation are plotted in figure 47 and fit well
the KH mode structure obtained from the linear stability analysis, cf. figure 34. From
figure 48, where we plotted the energy spectrum of the flow at t = 20, we can see that
the short-wave maximum is centered at k ≈ 29. We can deduce that this mode has the
growth rate σ ≈ 0.5, which is coherent with the results of the linear stability analysis,
see (d) in figure 31. Our numerical scheme allows to diagnose the loss of hyperbolicity,
which is related to the KH instability, as was explained earlier. The non-hyperbolic
domains are indicated in figure 47, which confirms their link with KH instability. Note
that the system recovers its hyperbolicity once these instabilities are dissipated and
disappear.
As we see, the small-scale KH instabilities do not qualitatively alter the flow, their
only influence being to render it marginally KH stable through enhanced dissipation in
the strong vertical shear regions. The mean current then develops secondary large-scale
instabilities at k = k0. The evolution is similar to the previous case of r = 2, except
that, due to the thinner lower layer, the phase speed of the vortical waves in the lower
layer increases, while the phase speed of the frontal wave remains the same, which makes
the growth rate and wavenumber corresponding to the maximum growth rate increase
(see figure 31 for comparison). The growth rate of this instability measured from the
kinetic energy evolution is σ ≈ 0.1, the instability then grows about 3 times faster than
in the r = 2 case.
The total energy loss during the whole simulation is about 0.2% of the total initial
energy or 25% of the initial kinetic energy as shown in figure 49. The events of enhanced
dissipation take place during the appearance of KH instabilities (first peak of dissipation
at t ≈ 10) and during the detachment of the vortex (t ≈ 60). Consistently with what was
stated above, the overall dissipation during the saturation of small-scale KH instabilities
is much less important than the dissipation during the saturation of the large-scale RF
instability.
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Fig. 45 – Levels of h1(x, y, t) in the upper layer (left) and isobars of π2(x, y, t) in
the lower layer (right) at t = 0, 20, 50, 100 and 180 for the development of an initial
perturbation superposed on the basic flow with a depth ratio r = 0.5. Same conventions
as in fig. 38. Contours displayed are 0.01, 0.05, and further on at the interval 0.05.
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Fig. 46 – Logarithm of the kinetic energy Kper (normalized by initial total kinetic
energy) of the perturbation for the simulation of figure 45 for mode k = k0 in the upper



























Fig. 47 – Contours of π1(x, y, t) (upper panel) and π2(x, y, t) (lower panel) with mean
zonal flow filtered out (only modes with k > 4 k0 are represented) at t = 20 for the
simulation of figure 45 with a depth ratio r = 0.5. The white line indicates the boundaries
of non-hyperbolic domains.
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Fig. 48 – Kinetic energy spectrum at t = 20 after development of the small-scale KH
instabilities in the simulation of fig. 45.








Fig. 49 – Time-dependence of the total energy normalized by the initial energy (thick
line) and the dissipation rate (dashed line) for the evolution of the instability of figure
45.
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Non-linear evolution of a barotropically unstable flow
In the previous section the barotropic instability of the upper-layer current, studied
in Part I, was excluded. The natural question arises, how the admixture of the baroclinic
instabilities change the evolution of the barotropic one. It is adressed in what follows.
Joint evolution of the barotropic and RF instability We simulate the fully
nonlinear evolution of the instability corresponding to the most unstable mode with
k = 3.44, as given by the linear stability analysis (cf figure 37, panel (a)) in a similar
way as in Part I, but with the addition of an active lower layer. As expected from
the linear stability analysis (figure 36 (a)), configurations with a very large depth ratio
(r = 100), give absolute coincidence with the previous simulations in the reduced-gravity
configuration. When the depth ratio is reduced to r = 10, baroclinic effects modify the
flow. The stability diagram (figure 36 (b)) shows that even if the most unstable mode
is still the barotropic one, some baroclinic instabilities also appear. The evolution of
the flow in this case is shown in figures 50 and 52 illustrating, repectively, two different
stages. The first stage (t < 250, figure 50) is close to reduced-gravity simulations of Part
I : the unstable mode grows (panel (a)), saturates and modifies the mean flow (panel
(b)), then a secondary instability grows and breaks (panel (c)) by reorganizing the flow
(panel (d)). The evolution of the kinetic energy of the different perturbation modes
in the upper layer presented in figure 51 is to be compared with that of the one-layer
case (see figure 20 in Part I) and, as expected, is quite similar for t < 200. The total
kinetic energy of the perturbation in the lower layer is also presented in figure 51. It is
initially zero but is increasing throughout the simulation until the flow becomes clearly
baroclinic.
The next stage of the evolution of the flow in both layers is shown in figure 52 for
t > 250. As we have seen in Part I, the final state for the one-layer flow simulation
exhibited a Rossby wave-like pattern, with anticyclones located near the coast inside
meanders of the main current. As an active lower layer is now present, it will allow for
interactions of such patterns with the vortical modes of the lower layer. In a similar
way as for the barotropically stable flow of the previous section (figure 38), a baroclinic
instability will then develop. Figure 52 shows the baroclinic interactions which lead to
the formation of a vortex in the upper layer and of a dipole with a cyclone followed
by an anticyclone in the lower layer, that detaches from the coast. Formation of cut-
off vortices is clearly seen. As before it is the dipolar structure which is driving them
offshore. We present the evolution of PV in both layers in this simulation in figure 53.
It should be noted that the evolution of the BDCC we observe here was quite for-
seable : with a deep lower layer the interaction betwen the two layers is rather weak
and the rapid barotropic instability is dominant at the beginning. Baroclinic effects, as
usual, come into play on longer time-scales.
The total energy loss during the whole simulation is about 0.08% of the total initial
energy or 50% of the initial kinetic energy, as shown in figure 54. The events of enhanced
dissipation take place during the breaking of the Kelvin mode (first peak of dissipation
at t ≈ 25), during the breaking of the secondary unstable wave (t ≈ 150), and finally
during the detachment of the vortex (t ≈ 300).
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Fig. 50 – Levels of h1(x, y, t) at 0.05 interval are shown at t = 0, 110, 130 and 160 for
the development of the most unstable mode of figure 37, panel (a), corresponding to
the basic flow with constant PV and a depth ratio r = 10. Same conventions as in the
previous figures of this type. The calculation domain is periodic in the x-direction and
corresponds to 4 wavelenghts of the most unstable mode.
















Fig. 51 – Logarithm of the kinetic energy Kper (normalized by initial total kinetic
energy) of the perturbation for the simulation of figures 50 and 52 for mode k = k0 in
the upper layer (thick line), mode k = 0.75 k0 in the upper layer (dashed line), mode
k = 0.5 k0 in the upper layer (dash-dotted line) and the total kinetic energy of the
perturbation in the lower layer (round markers), as a function of time.

































































Fig. 52 – Levels of h1(x, y, t) (left) and π2(x, y, t) (right) at t = 250, 300, 350 and 500.
Continuation of the simulation of figure 50. Contours at interval 0.05 for h1(x, y, t), and
0.005 for π2(x, y, t). Same conventions as in figure 38.
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Fig. 53 – Contours of PV for the simulation 50 in the upper layer (top of each panel)
and in the lower layer (bottom of each panel) for t = 0, 50, 120, 130, 150, 350, 400, 500.
Contours at the interval 1 for PV in the upper layer and at the interval 0.1 for PV in
the lower layer.
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Fig. 54 – Time evolution of the total energy (continuous) normalized by the initial
energy, and dissipation rate (dashed) for the simulation of figs. 50 and 52.
Joint evolution of the barotropic, KH and RF instabilities. We now investigate
a flow with a small depth ratio, in order to understand the effect of strong coupling
between the layers on the evolution of the barotropically unstable flow. Figure 55 shows
the nonlinear evolution of the instability for a depth ratio r = 2. The zonal period is
chosen to be 2nπ/k0 with k = 0.86 and n = 4 in non-dimensional units.
As expected from the linear stability analysis, vigorously growing short-scale insta-
bilities at the front develop during early stages of the simulation. The evolution of the
kinetic energy Kper of the perturbation in the corresponding simulation is presented in
figure 56. By similar reasoning as in the previous case, we can deduce that the kinetic
energy of the short-scale modes (k ≈ 30) is growing very fast for t < 10, with a growth
rate σ ≈ 0.4. The corresponding unstable short-wave mode is plotted in figure 57 (a),
where one can clearly see the similarity with the linearly unstable mode of figure 34,
with coupled short-wave Poincaré mode in the lower layer and short-wave frontal mode
in the upper layer. As in the previous subsection we superimposed the borders of non-
hyperbolic domains, which in fact are indicators of strong inter-layer shear, onto the
figure 57. The system recovers hyperbolicity once these instabilities are dissipated.
The KH instabilities enhance dissipation but, as in the case of barotropically stable
flow, do not significantly alter the mean flow. The unstable frontal mode (barotropic
KF resonance) keeps on growing with a growth rate σ ≈ 0.06 (see figure 36 (d) for
comparison with the linear stability analysis). The Kelvin and frontal modes grow until
the Kelvin mode breaks and modifies the mean flow along the coast (figure 57 (b)), in a
similar way as in the simulations of Part I. The secondary unstable mode also described
in Part I, then appears in the upper layer (figure 57 (c)) for the same wavenumber, in the
form of two Rossby waves at each side of the flow. Contrary to the preceding simulations
with larger depth ratio, the coupling between the two layers is much more important
here, and the Rossby wave excited in the lower layer is strongly interacting with the
upper layer one. The breaking of the unstable mode in the upper layer is then quite
different, as it leads to quick formation of smaller vortices. This scenario is confirmed
by the PV evolution presented in figure 58.
The total energy loss during the whole simulation is about 0.9% of the total initial
energy or 65% of the initial kinetic energy as shown in figure 59. The events of enhanced
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Fig. 55 – Levels of h1(x, y, t) at t = 0, 10, 20, 50, 100, 150, 250 and 500 for the develop-
ment of the most unstable mode of figure 37, panel (a), corresponding to the basic flow
with constant PV and a depth ratio r = 2. Contours at interval 0.025. Same conventions
as in similar figures above.
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Fig. 56 – Logarithm of the kinetic energy Kper (normalized by initial total kinetic
energy) of the perturbation for the simulation of figure 55 for mode k = k0 in the upper
layer (thick line), mode k = 0.75 k0 in the upper layer (dashed line), mode k = 0.5 k0
in the upper layer (dash-dotted line), and the total kinetic energy of the perturbation
in the lower layer (round markers), as a function of time.
dissipation take place during the appearance of KH instability (first peak of dissipation
at t ≈ 10), during the breaking of Kelvin mode (t ≈ 30) and during formation of vortices
(t ≈ 50).
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Fig. 57 – Isobars of π1(x, y, t) and π2(x, y, t) at t = 7.5, 22.5 and 35, with the zonal
mean flow filtered out (left), and all modes with k < 3 k0 filtered out (right) for the
simulation of fig. 55. The thick red line indicates the domains of hyperbolicity loss. The
yellow line indicates spatial distribution of the dissipation rate.
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Fig. 58 – Contours of PV for the simulation 55 in the upper layer (top of each panel) and
in the lower layer (bottom of each panel) for t = 0, 10, 30, 40, 50, 80, 100, 150. Contours
at the interval 1. The thick red line indicates the borders of non- hyperbolic domains.
The yellow line indicates spatial distribution of the dissipation rate.
6.4 Instabilities of buoyancy driven coastal currents and their nonlinear evolution.
Part II. Active lower layer 193














Fig. 59 – Time-dependence of the total energy normalized by the initial energy for the
evolution of the instability.
6.4.4 Summary and Conclusions
We have investigated linear and nonlinear stability of buoyancy-driven coastal cur-
rents in the two-layer rotating shallow water model and generalized the results obtained
for reduced-gravity one-layer model of Gula & Zeitlin (2009). We presented the results
of exhaustive linear stability analysis of, respectively, configurations with stable or uns-
table in the barotropic (reduced-gravity, one-layer) limit upper-layer current. The linear
instabilities were identified and classified according to the character of resonating ei-
genmodes forming the unstable modes, and their dependence on the depth ratio of the
layers was displayed. The fully nonlinear DNS using a novel high-resolution entropy-
satisfying well-balanced finite-volume scheme of Bouchut & Zeitlin (2009), which copes
with losses of hyperbolicity associated to Kelvin-Helmholtz instabilities in multi-layer
systems, were performed to understand the nonlinear stage of instability.
The main conclusions following from these DNS are as follows. In the case of ba-
rotropically stable upper-layer flow, for deep, but not extremely deep lower layers the
baroclinicity destabilizes the system via an instability due to the resonance between
the lower-layer Rossby wave, and an upper-layer frontal wave propagating along the
outcropping line (RF instablity). The growing RF instability leads to breaking of the
Rossby and the frontal wave in respective layers, and formation of coherent vortices
which are able to detach from the coast due to their dipolar structure in the lower layer.
Kelvin front formation at the coast plays an important role in this process. For suffi-
ciently shallow lower layers the short-wave Kelvin-Helmholtz type instabilities dominate
the initial evolution of the flow. They are, however, rapidly smeared out by dissipation,
and do not lead to substantial reorganization of the flow, which is then subject to the
RF instability with similar, as described above, evolution.
In the case of barotropically unstable upper-layer flow, and sufficiently deep lower
layers, the barotropic instability resulting from the resonance of the frontal and Kelvin
waves in the upper layer (KF instability), dominates following the scenario of Gula &
Zeitlin (2009). However, at the later stages of the evolution the baroclinic RF instabi-
lity steps in and excites vortical structures in the lower layer. The whole system then
undergoes baroclinic instability leading to coherent vortex structures appearing in both
layers and eventually detaching from the coast. For shallower lower layers, again, the
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Kelvin-Helmholtz instabilities dominate at initial stages, being eliminated then by dis-
sipation. They do not much influence the development of the barotropic KF instability,
and subsequent switching of slower RF baroclinic instability. This latter leads to the
formation of coherent vortices with pronounced baroclinic structure.
Let us finally mention that linear stability analysis exposed in the present paper
and in Part I may be performed in cylindrical geometry used in experimental studies
(cf. Griffiths & Linden (1982)), as was done by Gula et al. (2009c) for non outcropping
configurations, with the results similar to those presented above.
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L’étude de stabilité linéaire et non-linéaire pour un courant côtier dans le modèle à
deux couches a donc permis de généraliser les résultats du modèle en gravité réduite de la
partie 6.2. Nous avons pu répertorier les différentes instabilités linéaire pour un courant
côtier, les interpréter en termes de résonances entre les modes stables du système et
étudier l’influence du rapport de hauteur entre les deux couches. Comme précédemment
l’évolution non-linéaire de ces modes a été étudiée à l’aide du code numérique en volume
fini présenté dans la partie 3.2.
Les résultats du modèle à gravité réduite sont logiquement retrouvés pour l’analyse
linéaire et les simulations non-linéaires lorsque le rapport de hauteur est grand (typi-
quement r = H2/H1 > 100), puisque dans ce cas le couplage entre les deux couches est
faible.
Ensuite, dans le cas où la couche supérieure est barotropiquement stable, pour des
rapports de hauteur typiquement de l’ordre de l’unité, les interactions baroclines entre
des modes de Rossby présents dans la couche inférieure et le mode frontal présent
dans la couche supérieure déstabilisent l’écoulement. Cette instabilité se développe alors
jusqu’au déferlement de l’onde de Rossby et du mode frontal qui vont former des vortex
dans les deux couches avec une structure dipolaire dans la couche inférieure qui va
permettre un détachement du vortex qui se propage alors vers le large. Lorsque le
rapport de hauteur est suffisamment faible r < 1, une instabilité de Kelvin-Helmholtz
de petite longueur d’onde se développe dans la zone frontale, mais cette instabilité est
rapidement évacuée à cause de la dissipation sans provoquer de modification significative
de l’écoulement moyen et l’écoulement retrouve alors l’évolution décrite précédemment.
Lorsque la couche supérieure est barotropiquement instable, pour des rapports de
hauteur assez grands, on retrouve dans un premier temps le scénario étudié dans le cadre
du modèle à gravité réduite avec le développement du mode instable correspondant à
l’interaction dans la couche supérieure entre le mode de Kelvin et le mode frontal. Des
structures vorticales apparaissent néanmoins dans la couche inférieure à des temps plus
longs et permettent ensuite le développement d’une instabilité barocline et la formation
de vortex qui vont finir par se détacher de la côte. Comme dans le cas précédent, pour
des rapports de hauteur plus faibles l’instabilité de Kelvin-Helmholtz apparaît, sans
modification notable du scénario ultérieur.
On peut noter qu’il est tout à fait possible de réaliser les analyses de stabilité linéaires
précédentes avec une géométrie cylindrique correspondant à celle utilisée dans les expé-
riences (cf. Griffiths & Linden (1982) et Bouruet-Aubertot & Linden (2002)), comme
cela avait été fait dans la partie 4 dans le cadre de configurations sans outcropping.
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Chapitre 7
Résumé et conclusions
’Au moins tu sais, toi, océan, - Qu’il est inutile - De rêver ta fin.’
Eugène Guillevic.
Nous nous sommes intéressés dans cette thèse aux mécanismes d’instabilité couplant
des mouvements tourbillonnaires équilibrés avec des mouvements non-équilibrés (onde
de gravité, onde de Kelvin). Nous avons examiné en particulier l’instabilité Rossby-
Kelvin dans un fluide à deux couches dans un canal et dans un anneau, et les différentes
interactions du mode frontal avec des modes vorticaux ou de gravité pour des courants
côtiers. Des études de stabilité linéaire ont été réalisées avec la méthode de collocation
pour les différentes configurations et des simulations non-linéaires dans le modèle de
l’eau peu profonde avec une méthode numérique aux volumes finis et dans un fluide
continument stratifié à l’aide d’un modèle méso-échelle.
Dans le modèle de l’eau peu profonde à deux couches dans un canal, dans le cas
rectiligne et dans le cas cylindrique, les analyses de stabilité linéaire systématiques
réalisées montrent l’importance du mode RK à nombre de Rossby fini. Lorsque ce dernier
est très faible, l’écoulement n’est susceptible de développer que l’instabilité barocline
classique, instabilité équilibrée, conformément aux intuitions quasi-géostrophiques. Mais
certains régimes de paramètres peuvent donner lieu à une compétition entre l’instabilité
barocline classique et l’instabilité RK, avec des taux de croissance comparables et même
supérieurs pour l’instabilité RK. L’analyse linéaire ne suffit alors pas pour déterminer
le comportement de l’écoulement dans ces régimes.
Il est important de se rappeler que l’appellation "Rossby-Kelvin" telle que définie
par Sakai (1989) regroupe à la fois les interactions entre modes de Rossby et modes
de Kelvin et les interactions entre modes de Rossby et modes de Poincaré. Les diffé-
rentes analyses de stabilité montrent à cet égard que si le couplage de l’onde de Rossby
avec le mode de Kelvin est pertinent dans les configurations étudiées, le couplage entre
un mode de Rossby et un mode de Poincaré est par contre beaucoup moins efficace.
Les taux de croissances des instabilités impliquant des modes de Poincaré sont systé-
matiquement plus faibles que ceux des instabilités impliquant des modes de Kelvin, et
leurs nombres d’ondes instables sont compris dans des intervalles significativement plus
étroits. Ces nombres d’ondes sont d’ailleurs plus élevés, ce qui rend ces interactions
d’autant plus susceptibles d’être "noyées" par l’instabilité Kelvin-Helmholtz, dont les
taux de croissances sont notablement plus importants.
Le couplage entre modes vorticaux et modes de gravité est donc plus particulière-
ment efficace en présence d’un bord, du fait de la présence des ondes de Kelvin. Il a
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alors été naturel d’évoluer vers des configurations océaniques comme les courants cô-
tiers. Nous avons montré que pour de telles configurations, l’écoulement pouvait devenir
barotropiquement instable du fait de la résonance entre un mode de Kelvin se propa-
geant le long du bord et d’un mode frontal (mode vortical) se propageant le long du
front (instabilité KF). Ce mécanisme d’instabilité est par bien des égards analogue à
l’instabilité RK. Les interactions entre le mode de Kelvin ou le mode frontal et les dif-
férents modes de Poincaré se propageant le long du bord ou de la côte sont aussi une
possibilité. Les résultats des analyses linéaires montrent une fois encore que ces insta-
bilités, contrairement à l’instabilité KF, possèdent des taux de croissance faibles et des
intervalles de nombres d’onde instables très étroits qui les rendent vraisemblablement
inaptes à jouer un rôle dans l’évolution de l’écoulement. C’est ce que confirment les
simulations numériques effectuées dans le modèle de l’eau peu profonde, qui montrent
que ces instabilités sont très rapidement dissipés dans tous les cas et ne sont alors pas
capables de croître significativement ni de modifier notablement l’écoulement.
Les simulations non-linéaires dans le modèle de l’eau peu profonde montrent que les
instabilités RK et KF ont un développement non-linéaire similaire et plus particulière-
ment un mécanisme de saturation qui influence de manière importante l’évolution de
l’écoulement. Dans les deux cas, après la croissance exponentielle conforme à la théo-
rie linéaire, ces instabilités atteignent une amplitude finie et saturent selon un scénario
identique. C’est la partie "onde de Kelvin" qui guide cette saturation puisque celle-ci
déferle et arrête ainsi la croissance du mode. Dans le cadre des simulations non-linéaires
réalisées dans le modèle de l’eau peu profonde, ce déferlement est associé à une formation
d’un front de Kelvin et à une zone de dissipation et de mélange intense et très localisée.
Les effets du déferlement de l’onde de Kelvin sur l’écoulement se manifestent de deux fa-
çons : par émission d’ondes d’inertie-gravité, il introduit des mouvements non-équilibrés
de (relativement) petite échelle. Et surtout, ce déferlement modifie l’écoulement moyen,
ce qui se traduit principalement par un ralentissement de l’écoulement zonal le long de
la côte sur laquelle se propageait l’onde de Kelvin, et l’apparition d’une anomalie de
vorticité potentielle. La réorganisation de la distribution de vorticité potentielle, et la
création de gradients de vorticité potentielle dans l’écoulement peut conduire au déve-
loppement d’une nouvelle instabilité comme on a pu le voir dans le cas des courants
côtiers.
Les résultats précédents sur l’instabilité RK ayant été obtenus dans le modèle de
l’eau peu profonde à deux couches, la question de la persistance de ces instabilités dans
la situation plus réaliste du fluide continument stratifié a été étudiée à l’aide du modèle
méso-échelle WRF (Weather Research and Forecast). L’existence des modes d’instabilité
RK dans des régions frontales d’un fluide continument stratifié a été montrée dans
ces simulations idéalisées. Les taux de croissance et structures de ces modes sont très
semblables à ceux obtenus dans le cas de l’eau peu profonde si ce n’est leur sensibilité
importante à l’intensité des fronts. Le développement initial, mais aussi les différents
aspects de la saturation de l’instabilité RK sont aussi relativement bien reproduits. Le
déferlement de l’onde de Kelvin comporte néanmoins quelques différences étant donné
la dynamique verticale du modèle. Celui-ci est caractérisée par l’apparition d’instabilités
de petite échelle et de vitesses verticales intenses le long de bord. La réorganisation de
l’écoulement moyen est quand à elle similaire à celle constatée dans le modèle de l’eau
peu profonde.
Ces instabilités agéostrophiques procurent donc à nombre de Rossby fini un méca-
nisme par lequel les mouvements équilibrés vont transférer de l’énergie vers des mouve-
ments non-équilibrés, générant de la dissipation et du mélange à petite échelle.
Annexe A
Compléments au chapitre 5
A.1 Toit rigide Vs surface libre
Comme on l’a vu lors de la dérivation des équations du modèle de l’eau peu profonde
(partie 2.1), en considèrant une surface libre au lieu d’un toit rigide, les équations du
modèle à 2 couches sur le plan f vont s’écrire :
∂tvi + vi · ∇vi + f zˆ ∧ vi + 1
ρ¯i
∇(ρ¯1gh1 + ρ¯igh2) = 0, i = 1, 2 (A.1)
∂thi +∇ · (hivi) = 0, i = 1, 2. (A.2)
où les indices 1 (2) désignent la couche supérieure (inférieure) respectivement. (x, y)
et vj = (uj , vj) sont les coordonnées et vitesses zonales et méridionales, hj(x, y, t) les
hauteurs des couches, πj , ρj les pressions et densités et f le paramètre de Coriolis.
On considère donc un modèle à 2 couches sur le plan f dans un canal de largeur
yL avec un cisaillement de vitesse vertical constant comme représenté sur la figure A.1.
En linéarisant les équations autour de l’état de base défini par les vitesses constantes
U1 = −U2 = U0 et les hauteurs Hj(y), où uj , vj et hj sont les perturbations de cet état
de base, on obtient :
∂tuj + Uj∂xuj − fvj = −g ∂x(sj−1h1 + h2) ,
∂tvj + Uj∂xvj + fuj = −g ∂y(sj−1h1 + h2) ,
∂thj + Uj∂xhj +Hj∂xuj = −∂y(Hjvj) ,
(A.2)
avec s = ρ1/ρ2 le paramètre de stratification et g′ = (1− s)g la gravité réduite.
Les taux de croissance et les vitesses de phase des différents modes ainsi obtenus
sont représentés sur les figures A.2 et A.3.
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Fig. A.2 – Taux de croissance des instabilités représentés dans le plan (Ro, k). Les
contours sont représentés à 0.01, 0.02 puis avec un intervalle de 0.02














Fig. A.3 – Taux de croissance des instabilités selon la section Ro = 0.5. En haut la
vitesse de phase et en bas le taux de croissance en fonction du nombre d’onde. Toutes
les grandeurs sont adimensionnées
maxP2 / maxP1 = 0.069361 maxP2 / maxP1 = 9.9925
Fig. A.4 – Champ de pression et de vitesses dans chacune des 2 couches pour l’instabilité
RK. A gauche pour k = 1.5 et Ro = 0.5 et à droite pour k = 2.7 et Ro = 0.5
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A.2 Evolution non-linéaire du mode RK dans le modèle de
l’eau peu profonde
Nous avons étudié dans le chapitre 5 le développement non-linéaire de l’instabilité
RK pour des écoulements continument stratifiés à l’aide de simulations idéalisées ef-
fectuées avec le modèle météorologique méso-échelle WRF. Ces simulations nous ont
permis de montrer la pertinence de ces modes dans une configuration plus réaliste ainsi
que d’étudier certains aspects de leur croissance et saturation. Nous allons simplement
montrer ici que les conclusions concernant le développement non-linéaire de ces insta-
bilités sont comparables pour des simulations numériques dans le modèle de l’eau peu
profonde.
L’évolution non-linéaire du mode RK est donc simulée à l’aide du code numérique
en volume fini dans sa version deux couches. Les simulations étant initialisées avec les
modes instables issus de l’analyse de stabilité linéaire présentée dans la partie A.1 pour
un canal périodique en rotation avec une surface libre.
La figure A.5 montre l’évolution des champs de pression et de vitesse pour le mode
instable représenté figure A.4, et la figure A.6 l’énergie cinétique de la perturbation pour
cette même simulation.
La saturation du mode RK est tout à fait similaire à ce que l’on a pu voir pour la
saturation de l’instabilité frontale d’un courant côtier dans les simulations numériques
ddu chapitre 6. Elle est provoquée par le déferlement de l’onde de Kelvin se propageant
le long de la côte, qui est caractérisé par l’apparition d’un front de Kelvin, d’une émission
d’ondes d’inertie-gravité de petite échelle et une modification de l’écoulement moyen.
Cette évolution non-linéaire est aussi comparable avec celle obtenue pour les si-
mulations idéalisées d’un flude continument stratifié effectuées avec le modèle WRF
(chapitre 5). Quelques différences sont néanmoins notables dans le processus de satu-
ration du mode en raison de la dynamique verticale plus développée dans le modèle
WRF.





































































































Fig. A.5 – Champs de vitesse et de pression dans la couche supérieure (haut de chaque
panneau) et dans la couche inférieure (bas de chaque panneau) à t = 0, 10, 20, 30 de
gauche à droite et de haut en bas.
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Fig. A.6 – Evolution de l’énergie cinétique de la perturbation (normalisée par l’énergie
cinétique initiale totale) pour la simulation representée figure A.5
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