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I. Systems Analysis Research
SYSTEMS DIVISION
A. Solar System Data-Processing System,
D. A. O'Handley
In June 1966, C. L. Lawson of JPL began construction
of a system of programs to numerieally integrate the
motion of the nine planets in the solar system. It was
proposed as a two-phase procedure: (1) a short-term
phase which would be concerned with the period from
1950 to the present, and (2) a long-term phase which
would go back approximately 200 yr. This system, called
the solar system data-processing system (SSDPS), is de-
signed to begin with epoch conditions for all nine planets
and to numerically integrate the motions of these bodies
simultaneously. The observational data is compared with
this integration, and corrections are found for the epoch
conditions.
The structure of the programs within the system is
shown in Fig. 1. Inlmt to PIJNT, the program that per-
forms the integration of the nine planets, consists of the
epoch conditions for the nine planets and a hmar ephem-
eris from tape. This program has many options, e.g., an
option regarding whether or not to consider relativistic
effects, and another to integrate either backward or for-
ward. In the present configuration in which this program
has been used, Mercury and Venus are integrated using
a predict-correct method, whereas the remaining planets
are integrated predict-only. Because Mercury is being
integrate(t, the integration step size is fixed at '._,-clay
integrals.
A program designated PRED compares the transit-
circle observations and/or planetary-radar-range obser-
vations of each body with its respective ephemeris. The
position and velocity of the body are read from tape for
the observed epoch of observation, and the observables
are computed. The residuals (observed-minus-computed)
are printed and can be plotted.
The partials are computed simultaneously with the
residuals according to the set III partials given in Ref. 1
(p. 241). In addition to these partials for the elements of
the orbit, partials with respect to the apparent radii of the
planets and the AU are also included. It is hoped to
eventually include the partials for the masses.
The partials are input for the next program, which
computes the normal equations. There is a break at this
point, since the formation of the normal equations rep-
resents the end of continuous flow of the program on the
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 1
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Fig. 1. SSDPS flow diagram
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computer. Past experience showed that various param-
eters were solved for at different times; consequently, the
accumulation of a set of normal equations which allowed
this flexibility is desirable.
The normal equations, on cards, are input to the pro-
gram called NBMSOL. Up to 66 unknowns can be solved
for, and this is a function of core storage only. This
program gives two outputs: (1) the new set of epoch
conditions on cards for beginning a new integration; and
(2) the corrections to the epoch conditions, which can be
combined with the observed-minus-computed values
from PRED to give a plot of the linearized residuals.
One checkout of the system was carried out in the
following manner: The epoch conditions used in Devel-
opment Ephemeris (DE) 26 _ were used as the epoch
conditions for the numerical integration with the SSDPS.
The JPL ephemeris presently distributed upon request,
DE 19 (Ref. 2), consists of numerical integrations of all
the planets using the relativistic differential equations
fitted to either the source theories from the U.S. Nava]
Observatory (USNO) or the Newcomb theories as pro-
grammed by N. Block.'-' Differences exist between DE
and DE 19 in the ephemerides of Venus and the Earth-
Moon barycenter. These improved ephemerides result
from comparison of the theories with optical observations
from the 6-in. transit circle of the USNO between 1950 and
1965 and planetary radar from JPL, the Massachusetts
Institute of Technology, and the Arecibo Ionospheric
Observatory between 1961 and 1967.
The maximum deviation of any of the integrated
ephemerides was for Mars. It would accumulate to an
error in cos B AL of 0.006 see (arc) in 100 yr of integration.
It should be noted that this error reflects more the dif-
ference between a simultaneous integration of the nine
planets and nine successive single-body integrations. To
confirm this, a single-body integration of Mercury was
made with PLOD, and the other planets were read in
from a PLINT-produeed tape. The results of comparison
indicated an accumulated error in cos B _L of -0.0008
see (arc) for 100 yr of integration (Fig. 2).
Table 1 shows the system of masses for the planets
which was used in all previous ephemeris development
[International Astronomical Union (IAU), 1964]. Also
given are the JPL (1967) masses (Mulholland, SPS 37-45,
Vol. IV, pp. 17-19) which were implemented in the work
reported here.
'Lawson, C. L., Announcement of ]PL Development Ephemeris
No. 26, June 7, 1967 (JPL internal document).
:Formerly of JPL Technical Section 314.
Table 1. Reciprocal planetary masses
Planet IAU (! 964) data JPL (19671 data
Mercury
Venus
Earth--Moon
Mars
Jupiter
Saturn
Uranus
Neptune
Pluto
6 000 000
408 000
329 390
3 093 500
1 047.355
3 501.6
22 869
19 314
360 000
6 017 000 _50 000
408 504 _- 6
328 900 ± 1
3 098 500 ---+ 600
1 047.3908 _ 0.0074
3 499.2 _ 0.4
22 930 -- 6
19 071 _ 21
400 000 -----40000
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The epoch conditions at JD 244 0400.5 from DE 26
were altered to reflect this change in planetary masses by
constraining the osculating mean motions while adjusting
the values for the semimajor axes. The expression
n'-'a:' k'-'(1 4 m-_ 3m) (1)
was used. Table 2 shows the elements of each planet
from DE 26 and the new elements used in DE :31. The
elements of Pluto are not from DE 26, but from DE :30.:'
This ephemeris of Pinto is a numerical integration fit to
the new orbit recently at)rained at the Naval Weapons
Laboratory in Dahlgren, Virginia (Bef. 3).
'l)cvine, C. J., JPL l)ccclopment f';phcmeridu.s N(,. 27 aml No. 30.
Oct. g0, 1967 (JPL internal docu ncnt).
The epoch conditions for 0" Ephemeris Time (ET),
June 28, 1969 (JD 244 0400.5), were then used as input
to PLINT. A forward integration to 0_' ET, August 2,
1970 (JD 244 0800.5), was made. This date has been
chosen as the standard 400-day date in 1970 whieh will
be used by the ephemeris group of representatives from
NASa, the Naval Weapons Laboratory, USNO, and JPL.
At this point, the integrated epoch conditions for 1970
were used as input to PLINT, and a backward integration
to 1950 was made. The comparison of this integration
with DE 26 is shown in Figs..3-11. Two effects are
shown: (1) the primary effect of mass changes,, and (2)
the smaller effect of the difference between a simulta-
neous integration of the nine planets and nine successive
single-body integrations.
Table 2. Orbital elements of the planets from DE 26 (DE 30 for Pluto) and DE 31"
Planet Element DE 26 data DE 31 data
Mercury a 0.387 099 323 203 0
e
I, deg
,_, deg
co, deg
_, deg
n,deg/day
Venus a 0.723 327 899 456 8
e
1, deg
,_, deg
co, de 9
Q, deg
n,deg/day
Earth- a 0.999 999 443 769 0
Moon e
bary- l, deg
center _, deg
co, deg
o., deg
n,deg/day
Mars a 1.523 647 050 210
e
I, deg
,_, deg
_, deg
_, deg
n,deg/day
Jupiter a 5.203 104 031 047
e
J, deg
,_, deg
Planet lement
0.387 099 323 142 Jupiter w, deg
0.205 619 212 591 (contd) _,deg
2.860 328 458 035 n deg/dayl
287.777 325 319 0
66.932 840 540 145 Saturn a
10.859 061 555 924 e
4.092 328 536 626 I, deg
,_, deg
0.723 327 898 727 7 _,, deg
0.006 814 891 992 6 (/,deg
2.446 724 208 503 n,deg/day
19.558 037 754 57
123.462 958 802 2 Uranus a
7.978 141 581 015 e
1.602 144 861 593 I, deg
,_, deg
0.999 999 445 276 7
w, deg
0.016 715 605 871 4
_, deg
23.443 159 867 18
n,deg/day
173.616 068 621 9
102.028 871 152 7
Neptune a
0.000 755 051 831 7
e
0.985 609 987 050 8 I, deg
1.523 647 049 945 _'deg
0.093 378 398 707 7 w, deg
24.693 153 016 43 .Q, deg
299.376 288 594 3 n,deg/day
332.231 857 359 2
Pluto a
3.346 667 554 383
e
0.524 055 859 575 4
l, deg
5.203 103 974 500 _,deg
0.048 170 403 272 2 co, deg
23.253 077 417 76 Q, deg
174.389 277 518 5 n,deg/day
DE 26 data DE 31 data
9.519 127 243 935
19.279 959 340 84
30.174 619 14
39.775 481 846 78
(DE 30 data)
10.403 191 202 36
3.261 176 401 329
0.083 084 027 389 1
9.519 127 865 273
0.053 906 252 871 0
22.573 867 643 37
302.643 656 572 2
88.051 940 166 22
5.969 574 330 460
0.033 563 742 499 6
19.279 958 593 28
0.051 345 492 421 6
23.671 792 823 76
10.544 800 717 51
169.565 648 479 7
1.847 344 756 643
0.011 642 718 534 6
30.174 626 582 41
0.004 953 126 190 4
22.314 873 904 24
185.705 996 097 1
48.408 203 958 87
3.519 658 151 879
0.005 946 379 237 2
39.775 481 846 78
0.201 166 438 872 9
154.400 014 031 7
0.982 050 076 840 0
137.205 089 053 9
140.621 533 103 5
0.003 928 994 696 3
:'Epoch: 0 h ET, June 28, 1969 (JD 244 0400.5).
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Fig. 4. Comparison of DE 26 and DE 31 integrations for Venus
Besides the various periodic effects of interactions be-
tween the planets, secular errors in the terms of cos B ,_L
are seen. The amounts, in sec (arc), for the 20-yr period
are as follows:
+ 0.52
+ 0.57
+0.72
-0.1
-0.2
-0.2
+0.004
-0.06
- 0.00001
Mercury
Venus
Earth-Moon baryecnter
Mars
Jupiter
Saturn
Uranus
Neptune
Pluto (DE 80 minus DE ,31)
The secular effect in longitude is a result of the inter-
action of the other planets and the planet in question.
The correction calculated by Eq. (1) does not consider
this effect.
An additional feature of Figs. 8-11 is that the period
for 1969.0 to [970.0 is fiat in all comparisons. This results
from the "local" fitting of epoch conditions in 1969. There
is no comparison from 1970.0 to 1970.8 in the figures since
DE 26 did not extend to 1970.8. In Fig. 4 (for Venus), the
additional three plots show aX, a_', and aZ. Their ap-
pearance is similar to the plots for ±X, ±Y, and AZ in all
succeeding figures of ephemeris comparison and have
therefore been removed. Figure 4 has one particular fea-
ture; i.e., the 13 Venus--8 Earth commensurability is
clearly visible.
The residuals for DE 26 minus DE ,31 and, for Pluto,
DE :30 minus DE 81 were used in an orbit-eorrection
procedure and gave corrections to all of the elements of
the planets. This gave a new set of elements for the epoch
of 1970. The purpose of this operation was to remove the
secular error in the longitude.
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74Another run with PLINT was made, and DE 85 was
created. This ephemeris and the epoch conditions at
JD 244 0800.5 must be considered temporary. The next
stage in this work, currently in progress, consists of the
comparison of planetary-range data for Mercury, Venus,
and Mars and the comparison of optical observations
from the 6-in. transit circle of the USNO for all planets
except Pluto over the period 1950-1967. An orbit cor-
rection will be performed, and, at this point, a set of
epoch conditions for JD 244 0800.5 and a consistent
ephemeris of the nine planets for the period 1950-1970
will be available.
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B. A Comparison of Direct- and Indirect-Transfer
Jupiter Flyby Trajectories for a Solar-Electric
Spacecraft, c. Sauer
1. Introduction
A previous analysis (SPS 37-45, Vol. IV, pp. 8--6) of a
Jupiter flyby mission for a solar-electric spacecraft showed
that there were several departure periods during a par-
ticular synodic era during which it was possible to launch
such a mission. Since this analysis was completed, several
of the vehicle characteristics have changed sufficiently to
require re-examination of this particular mission.
The parameters that have changed include the overall
power-conditioning-thrustor efficiency function, which
has been updated to represent the expected state-of-the-
art in 1970 (Ref. 1). The thrustor efficiency function pres-
ently being employed, as shown in Fig. 12, represents
more efficient operation at lower values of thrustor ex-
haust velocity than that in the previous study. Also, a
thrustor specific mass of 10 kg/kWe is being used in the
present analysis.
A second parameter that has been modified is the solar-
panel relative power response as a function of the dis-
tance from the sun. The relative power output from the
solar panels shown in Fig. 1G as a function of solar
t--
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Fig. 13. Relative solar-panel power output as a function
of distance from the sun
distance represents an analytic fit to the empirically deter-
mined data indicated by the individual points in Fig. 1,3.
There is some uncertainty in the curve at distances closer
than 0.6 AU to the sun, since no data were available for
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such distances. Since none of the trajectories go closer
than 0.6 AU, the uncertainty in the curve has not been
considered a problem.
The effective solar-panel specific mass has also been
changed to reflect both a more accurate estimate of the
anticipated capability and an 18% contingency, resulting
primarily from solar-cell degradation due to solar flares.
The effective specific mass of the solar panels is 26.7
kg/kWe, based upon a 20.7-W/lb measured capability
and the 18% contingency. The resulting overall system
specific mass, which is the sum of the solar-panel and
thrustor specific masses, is 86.7 kg/kWe.
Another factor not considered previously is the in-
clusion of a constant power drain from the solar panels
for spacecraft auxiliary power. The inclusion of this drain
affects not only several of the vehicle parameters, such
as payload and optimized power output, but also the
trajectory itself to a slight extent. In the accompanying
figures, the solid curves are for trajectories with zero
power drain, while the dashed curves are for an auxiliary
power drain of 400 W.
A third parameter that has changed slightly is the
launch w_hiele net injected weight capability. The net
injected spacecraft weight is shown in Fig. 14 as a func-
tion of departure energy C:, for an Atlas SLV3C/Centaur
launch vehicle having an injection capability of 2,500 lb
at C:_ = O.
Bather than presenting an exhaustive scan of flight
times and launch dates as was done previously, a simpli-
I
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Fig. 14. Net injected spacecraft weight as a
function of departure energy C:_
4O
fled model using a circular earth orbit and mean-distance
Jupiter encounter was used to determine the optimum
transfer trajectories for the two regions of interest. These
two classes of trajectories will be referred to as direct-
and indirect-transfer trajectories. They differ slightly
from their ballistic counterparts in that direct transfer
will refer to trajectories with less than a 860-deg transfer
angle, and indirect transfer will refer to trajectories with
transfer angles greater than :360 deg. A graph of the
optimum transfer angle as a function of flight time is
given in Fig. 15 for these classes of trajectories. It should
be noted that the range of flight times being considered
differs from that used in the previous analysis in that it
covers 800 to 1500 days.
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Fig. 15. Optimum transfer angle as a function of
flight time
Two trajectory-related parameters arc shown in Figs.
16 and 17. The distance of closest approach to the sun is
shown in Fig. 16 for the indirect-transfer trajectories
only, since the direct-transfer trajectories do not pass
within the orbit of the earth. Also the indirect trajectories
with flight times greater than about 1400 days do not pass
within the orbit of the earth to any great extent. Figure 17
shows the hyperbolic approach velocity at Jupiter. The
direct-transfer trajectories generally have lower approach
velocities than the indirect-transfer trajectories.
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2. Thrustor Characteristics
In the analysis presented here, the vehicle parameters
have been optimized in the sense that the maximum gross
payload is realized. One vehicle parameter that is opti-
mized is the thrustor specific impulse or exhaust velocity.
The variation of this optimized parameter with flight time
is shown in Fig. 18. The effect of higher efficiency at low
values of exhaust velocity coupled with higher specific
mass results in the direct-transfer trajectories optimizing
at quite low values of exhaust velocity, as compared with
that shown in the previous analysis in SPS 87-45. The
indirect-transfer trajectories also optimize at lower values
than those realized previously; however, these values
represent operation of the thrustors at a point where a
significant amount of testing has been done and where
specific weights and eflqciencies can be reliably estimated.
An interesting effect appears in Fig. 18 for the indirect-
transfer trajectories. These curves appear to be divided
into several segments, with apparent discontinuities in
slope where the different segments meet. The points from
which the curves were drawn are not spaced closely
enough to determine if there actually are discontinuities
in slope; however, each segment does represent trajec-
tories with different characteristics than those of the
adjacent segments. The trajectories for flight times up to
about 1050 days are characterized by a thrust phase
followed by a coast phase. The second segment has two
coast phases and two thrust phases, and the third seg-
ment is characterized by three coast phases and three
thrust phases. A fourth segment has two coast and thrust
phases. The first extra coast phase appears shortly after
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Fig. 18. Optimum thrustor exhaust velocity as a
function of flight time
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1050 days of flight time; at approximately lvz0 days of
flight time, a second coast phase appears. It seems that
an intermediate thrust phase disappears at about 1460-
days flight time. Thus, a fourth segment appears, charac-
terized by a relatively long coast phase between thrust
t)hases. In any practical mission, it should he possible to
slightly modify the trajectory so as to eliminate one coast
phase, if not both, with a small performance penalty.
Unfortunately, these multiple-coast-phase trajectories ap-
pear quite frequently in the indirect-transfer missions.
3. Optimum Departure Energy
Tile results of optimizing tile departure energy or
departure C:, are shown in Fig. 19. The spacecraft aux-
iliary power appears to have very little effect upon the
optimum value of C:=. An interesting result of this study
is that the optimum value of C:. for the indirect-transfer
trajectories is nearly invariant with flight time, the opti-
mum value remaining near 1 km'-'/s _ over nearly the
entire range of interest. Since the initial spacecraft mass
shown in Fig. 20 is solely a function of departure C:,, a
similar effect is also observed, the initial spacecraft mass
being about 1100 kg over the entire range of flight times
for the indirect-transfer trajectories.
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Fig. 19. Optimum departure energyC:_asa
function of flight time
4. Optimum Power Level
The effect of the auxiliary power on the trajector) ....
related parameters has been relatiwdy minor; however,
the effect of this power drain upon the optimized vah|e
of solar-panel power output is more apparent. Figure 21 ,_
shows the optimized power output of the solar panels at __
1 AU, this point being used to relate the solar-panel ,_
mass and power output to define an effective solar-l)anel hA
sl)ecific mass. It is interesting that the auxiliary power
• 13_
requirement of 0.4 kWe requires about 0.6 k\Ve more in-
itial t)ower for the direct-transfer trajectories, hut only ,_a
about 0.3 kWe for the indirect-transfer trajectories. _-
g,
5. Spacecraft Masses
The end result of the parameter optimization is the
gross payload mass shown in Fig. 22. It should be noted
that tile direct-transfer trajectories have a greater pay-
load capability for flight times of 900 days and less. For
the direct-transfer trajectories, a payload penalty of
around 25 kg results from including an auxiliary power
of 0.4 kX,\re in the analysis. This payload penalty is around
I0 kg for the indirect-transfer trajectories. The propel-
]ant mass required for the mission is shown in Fig. 28. It
may be seen that the propellant required increases with
1150
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!
i
900 I000 I I00 1200 1300 1400 1500
FLIGHT TIME, doys
Fig. 20. Initial spacecraft mass as a function of
flight time
increasing flight time for tile direct-transfer trajectories,
while it dcereases with increasing flight time for the
indirect-transfer trajectories.
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1500
Several comments can be made regarding these figures.
First, for a relatively short mission of about 900 days, a
direct-transfer trajectory would probably be preferred,
since the propulsion time is considerably shorter than
that for an indirect-transfer trajectory; in addition, the
indirect-transfer trajectories pass well within the orbit
of the earth (Fig. 16). If, however, a ve D' long trip time
and a long thrustor operating time are allowed, the
indirect-transfer trajectories might be preferable because
of the vastly greater payload capability.
The Jupiter flyby mission for a solar-electric spacecraft
is being examined in greater detail for different flight
times and for several launch vehicles, including a
Titan IIIC and an Atlas SLV3C/Centaur/Burner II.
Studies are also being made using fixed vehicle param-
eters for a scan of launch dates in order to determine the
resulting payload degradation. As part of the effort, a
more accurate ephemeris will be generated to include the
effects of the eccentricities of the earth's and Jupiter's
orbits.
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Fig. 22. Gross payload mass as a function of
flight time
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C. Pioneer Spacecraft Celestial Mechanics
Experiment, J. D. Anderson
The three primary objectives of the Pioneer spacecraft
celestial mechanics experiment are: (1) to obtain primary
determinations of the masses of the earth and moon and
the astronomical unit, (2) to use the tracking data from
the entire series of Pioneer probes in a program designed
to improve the ephemeris of the earth, and (8) to investi-
gate the possibility of a test of general relativistic me-
chanics using the Pioneer orbits and data. Since the
beginning of the experiment's funding in November 1967
by the Pioneer Project at the NASA Ames Research
Center, the emphasis has been placed on the reduction
of the first 6 mo of tracking data from Pioneer VI launched
in December 1965. These data, unlike those from
Pioneer VII and later phases of the Pioneer VI flight,
were severely contaminated by a gas leak from the
orientation subsystem of the spacecraft. The approach
being followed is to discover the nature of this leak and
to include a perturbing acceleration in the equations of
motion of the spacecraft. Then, all Pioneer VI data can
be included in least-squares solutions for the constants
and ephemeris elements of the earth. The early data are
extremely important in these solutions, and the gas leak
must be properly represented.
Another activity presently receiving considerable at-
tention is the construction of data tapes in a format
acceptable to the JPL orbit-determination program. The
tapes that have been used for celestial mechanics pur-
poses were generated to satisfy the orbit-determination
functions of the Pioneer Project. The celestial mechanics
data requirements are different from, and in most cases
more rigorous than, those of orbit determination. There-
fore, new tapes are being made for Pioneers VI and VII
with the following characteristics:
(1) All good coherent doppler data taken by the Deep
Space Network will be included.
(2) For each mission, all data from launch to the cur-
rent date will be put on a single tape. This tape
should be updated at least once each month.
(.3) All data will be compressed to a 900-s count time,
with the restriction that count times less than 900 s
will not be allowed.
(4) All obviously bad data will be edited out before
compression by running orbits through the uncom-
pressed data and rejecting bad points.
(5) A list of stations included on both data tapes will
be provided, along with the intervals of time dur-
ing which each station was tracking.
(6) Transmitter frequencies will be checked against
the station reports and the raw data if they have
not already been checked for orbit-determination
purposes.
(7) On low-signal-strength passes where more than
50% of the data are lost by a 900-s compression
time, a 60-s compression time will be used instead.
With regard to Pioneer VIII, it is still too early to
request a data tape for the celestial mechanics experi-
ment. However, a tape will be needed at a later time
(around May 1, 1968) with the characteristics given
above for Pioneers VI and VII.
Chronologically, the first approach toward the solution
of the Pioneer gas-leak problem was to use a non-
gravitational perturbing acceleration which was expressed
as a quadratic in the time. This model was already in-
cluded in the orbit-determination program and was suc-
cessfully used in the reduction of Mariner II data
(Ref. 1). However, for Pioneer VI the quadratic model
that best fit the doppler data produced a perturbative
acceleration that started in December 1965 at a level of
0.905 X 10 '_ km/s'-' in the direction of the south ecliptic
pole; went to zero 3 mo later; then changed direction;
and, at the end of 6 mo when the force should have been
nearly zero, had a value of 0.78 X 10 -_" km/s': in the
direction of the north ecliptic pole.
At this point, P. B. Esposito began a study to deter-
mine the true nature of the gas-leak perturbation on the
orbit of Pioneer VI. _ By careful examination of the data
available at JPL and TRW Systems, Inc. (the firm that
built the spacecraft), he concluded that the perturbative
acceleration should be of the form
a _ c_e -0.027t
where t is measured in days from December 18, 1965.
The direction of the acceleration was taken along the
spacecraft's spin axis, because components along other
axes were assumed canceled by the rotation rate of about
60 rev/min. By considering the physics of a pin-hole leak
'Esposito, P. B., On the Nature of the Gas Leak on the Pioneer VI
Spacecraft, June 30, 1967 (JPL internal document).
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from the Pioneer orientation subsystem, J. Ball computed
an averaged maximum value for the perturbation accel-
eration acting on the spacecraft/' This value of 0.42 X 10 _'
kin/s-' gave an approximate upper bound for the un-
known constant co.
in the trajectory portion of the orbit-determination pro-
gram by L. E. Gaylor of the JPL Flight Operations and
DSN Programming Section, but the inclusion of any con-
stants in the model as parameters for least-squares esti-
mation was deferred.
As a result of his studies, Esposito recommended that
the following vector acceleration be inserted in the equa-
tions of motion for the spacecraft:
a = a,e-_ti + b,e _tj + c,,e l_rk
where
a = resultant aeceleration due to perturbing force
a0, bo -- constants of undetermined magnitude
co = constant of magnitude 0.,9051 ><. i0 .... kin/s:
(approximate)
fl = constant of magnitude 3.1:25 _( 10 7 s' (ap-
proximate)
t = time, s past the epoch
F_lk
i, j,_ = unit vectors defining the inertial reference
system (mean ecliptic and equinox of 1950.0)
with _'in the direction of the intersection of the equatorial
,,%
and eeliptie planes, k normal to the ecliptic and in the
direction of the north ecliptic pole, and j completing this
right-hand eoordinate system. This model was included
_Ball, J., Estimating the Perturbing Force on the Pioneer Spacecraft
Due to the Gas Leak, Mar. 17, 1966 (JPL internal document).
Current experimentation with Esposito's exponential
model is limited to a few fits to the doppler data, with
a,, and b,, set equal to zero and c. set equal to a range of
numbers. If c,, is the only unknown parameter in the
model, it should be possible to find the particular value
of co that makes the weighted sum of squares Q of the
doppler residuals a minimum. Table 3 shows the value
of Q for five values of c,,. The value that minimizes Q is
c,, - 0.1626 ",_ 10 _'' km/s :, which is consistent with Ball's
maximum average value of 0.42 X 10 " km/sL The diree-
tion of the force is toward the north pole of the ecliptic.
The only astronomical constant included in the fits, the
earth-moon mass ratio W', is also given in Table 8. The
value of W ' from 31ariner tracking data is about 81.300,
while the best-fit Pioneer orbit yields a value significantly
lower by about three standard deviations. However, the
listing in Table :3 of one pass of Echo Deep Spaee Station
residuals is quite typical of the relatively poor fit to the
data, even with the best value of c,,. Therefore, results of
the solution cannot be taken seriously. The residuals are
for doppler data with a 600-s count time. Only every fifth
point of the available data was used in this study to con-
serve computer time. The residuals ean be converted to
units of mm/s by multiplying the residual in Hz by 65.4.
It is apparent that the true representation of the
Pioneer VI gas leak has not yet been found. The poor
residuals are not caused by station location errors or solar
Table 3. Typical Echo Deep Space Station residuals for PioneerV!
c., 10 TM km/s:
Q
/2 -1
UT2, March 28, 1966
13:29:02
14:26:02
15:23:02
16:13:02
17:04:02
17:54:02
18:47:02
19:37:02
20:36:02
21:26:02
22:25:02
Parameters
-- 1.8102 0 0.16262 0.32524
3069.1 99.140 78.005 99.866
81.301 81.297 81.297 81.297
- 0.0322
0.0293
-0.0176
--0.0029
0.0068
0.0156
0.0176
0.0205
0.0137
0.0195
0.0078
--0.0146
0.0244
0.0205
--0.0146
0.0049
0.0098
0.0205
0.0352
0.0459
0.0703
0.0801
Residual, Hz
-- 0.0371
0.0293
--0.0186
--0.0078
0.0039
0.0117
0.0107
0.0146
0.0059
0.0107
0.0020
0.0371
0.0273
0.0156
0.0029
0.0068
0.0146
0.0117
0.0186
0.0059
0.0088
0.0068
1.8102
2164.4
81.293
0.0547
0.0352
-- 0.0156
0.0000
0.0137
0.0156
0.0068
0.0000
0.0225
0.0381
0.0713
Quadratic model
52.913
Not included
--0.0029
--0.0049
0.0000
0.0029
0.0078
0.0098
0.0059
0.0068
0.00t0
0.0059
--0.0029
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radiation pressure, because these parameters were in-
eluded in the least-squares fit. Also, it should be noted
that the erroneous quadratic model provides a better fit
to the data than the exponential model. The next step in
discovering the appropriate model will be to vary the
time constant L¢ in Esposito's model and perhaps to ex-
periment with non-zero values of a., and b.,. For example,
the spin axis of the spacecraft is not exactly normal to
the ecliptic during the first 6 me of data, although it is
inclined by only, 0.0.3 deg; a,, and b,, could be adjusted
to reflect this slight deviation. Progress along these lines
will be reported in a future issue of the SPS, Vol. III.
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D. Results of Integration of the
Lunar Motion, J. D. Mulbolland
The tabulated positions on which both astronomers
and space flight engineers rely, for knowledge of hmar
motion are based on revised versions of the Brown Lunar
Theory (Refs. 1-,'3). Thus, the question of errors in the
theory is one of great concern, for these errors will be
reflected in the JPL ephemeris tape system, the ephem-
eris used for virtually all spacecraft trajectory, eomputa-
tions in the U.S. space program.
Two earlier articles (SPS .37-47, Vol. III, pp. 6-20)
describing the preparation for numerical integration of
the hmar motion, one dealing with a preliminary "feasi-
bility" computation and the other specifying the con-
stants to be used to assure consistency with the source
ephemeris used in the comparison. The work that was
then under way has been completed. The equations of
motion of the Moon were integrated numerically over
the 2-yr interval from April 25, 1966 to April 26, 1968.
The integration was then compared to Lunar Ephemeris
(LE) 4 and the position residuals were used to differen-
tially correct the scale factor and initial conditions of the
integration by a gaussian least-squares fit. The integration
and fitting sequence was repeated until the corrections
to the initial conditions were insignificant. The resulting
ephemeris is designated LE ,5. The constants used for
the integration were those given under the heading
"mod LE 4" in SPS ,37-47 (Table 6, p. 7). Complete de-
tails of the computation are given by Devine in SPS
,37-48, Vol. III, pp. ,'3.3--,39.
Figure 24 shows tile residuals of the final fit. Since
LE 4 was used for the "observations," tiles(" residuals are
in the sense "LE 4 minus LE 5." As was indicated in the
preliminary work and also in the study l)ySturms (SPS
,37-48, Vol. II, pp. 7-12), the residuals are quite large.
The worst ease is in range, where tile maximum residual
in the interval is about 525 m with a standard deviation
(lay of 200 m. The corresponding values for longitude
are 0"16 and 0'.'057 (roughly 300 and 105 m at hmar
distance). Those for latitude are 0"12 and 0705.3 (roughly
225 and 100 my. For purposes of comparison, the maxi-
nmm residuals from LE 4 minus LE 5 and I,E 4 minus
LE 2 (the latter data taken from Ref. 4) arc given below:
Item LE4minusI_E5 LE4minusI,E2
Range, m
Longitude,
are see
Latitude,
arc see
525
0.16
0.12
2000
0.:30
0.15
This comparison illustrates that the deficiencies that are
overcome by the numerical integration are not a great
deal smaller than the corrections discussed in Refs. ,3
and 4. That these residua]s are, in fact, indicative of cor-
rections that should he applied to LE 4 seems to lye
amply confirmed by Sjogren and Cary (SPS ,37-48, Vol. II,
pp. 4-7).
Since this work points to errors in the Lunar Theory.
the question arises as to their origin. The Lunar Theory
consists of algebraic expressions for the geocentric spher-
ical coordinates of the Moon. These expressions, Fourier
series whose parameters are explicit functions of time,
were obtained hy formal integration of tile equations of
motion, suitably expanded in series form. The author of
such a theory must exercise judgment in determining
the precision to which the expressions are carried. If the
theory contains omissions of terms that are significantly
large, either individually; or collectively, then the theory
does not predict positions that are strictly in accordance
with the law of gravitation. The Brown Lunar Theory,
suffers from such omissions, but there was no possible
way for Brown to foresee the demands that technology
would make on his theory half a century after its com-
pletion. Clemence (Ref. 5) has estimated that the errors
due to neglected planetary perturbation terms might ex-
ceed 0'.'1 in longitude and latitude; indeed, that is
what has been found in the present work. In further
support of the supposition that Fig. 24 represents plan-
etary defects primarily, the residuals show several very
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distinct periodicities, some of which arc more pronounced
in the rectangular coordinates and velocities than in the
spherical coordinates of Fig. 24. A spectral analysis has
not yet been performed on the residuals, but visual exam-
ination of the data leads to the conclusion that peri-
odicities appear that closely resemble the following
arguments:
T - V (600 days)
T - J or 2(T - M) (400 days)
2(T - V) (800 days)
T + V (140 days)
I + 2D + k(T - P) (10 days)
where T is the mean longitude of Earth; V is that of
Venus; M is that of Mars; J is that of Jupiter; P may be
any of V, M, or 1; l is the lunar mean anomaly; D is the
mean longitude of the Moon minus that of the Sun; and
k is an integer. The periods given in parentheses are in-
tended to be very approximate only. In addition to these,
of course, there are periodicities of about 1 too. If a
spectral analysis reveals that the major portion of the
residuals can be correlated with physically significant
periods, then one could artificially construct terms that
would cause, the theory to represent gravitationally con-
sistent motion more adequately.
Aside from the obvious importance of this work from
the standpoint of lunar mission trajectories, the magni-
tudes of the gravitational defects in the ephemeris have
significant implications in at least two other areas: lunar-
bounce time synchronization (SPS 37-43, Vo]. III,
pp. 92-107) and the determination of Ephemeris Time.
Figure 25 shows the corrections to two-way lunar time-
delay predictions over the intervals May 29.5, 1967
to August 27.5, 1967. Not only does the correction
exceed ,3 t,s during one interval, but the correction also
changes by 6.5 ms over a 20-day span. Such variations
should be observable in the synchronization residuals.
Ephemeris Time, which was until recently the closest
determinable approximation to Newtonian Time, is deter-
mined in practice by the comparison of observations with
the theoretical longitude of the Moon. It is assumed, in
this, that the, theoretical longitude is not contaminated
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with any error. If such errors exist, then the practical
foundation of Ephemeris Time is compromised. An error
of 0:'16 in the theoretical longitude produces an error
of about 0_30 in the determination of Ephemeris Time
It would appear that, if ephemeris time is to have
any validity on time scales below the 1-s level of pre-
cision, the planetary portion of the Lunar Theory must
be recalculated.
As a result of the present work and its application to
the analysis of spacecraft data by Sjogren and Cary, it is
quite apparent that it will be necessary to provide an
operational integrated lunar ephemeris for incorporation
into the JPL ephemeris tape system. This work is now
under way,
As was noted previously in SPS 37-47, LE 4 does not
quite represent the best possible theory-based ephemeris,
since it contains an archaic value of the Earth's dynami-
cal form factor 1_. Thus, an integrated fit to LE 4 is un-
necessarily degraded by this defect, no matter what set
of constants is used in the integration.
As a first step in the production of an integrated lunar
ephemeris of operational quality, corrections have been
derived and applied in such a manner as to produce a
theoretical ephemeris embodying the currently conven-
tional value of ]=. This new ephemeris, which will be
documented formally at a later date, is designated LE 6.
The appropriate constants for use with LE 6 are identical
to those for LE 4, excepting the value
1_ = 0.0010827
Thus, the construction of LE 6 is entirely consistent with
the International Astronomical Union system of astro-
nomical constants (Ref. 6).
At the present time, it is not expected that LE 6 will be
released for general use. Its function will be to serve as
a source ephemeris for the production of the integrated
ephemeris. Work is proceeding on the numerical integra-
tion, but no specific results are reportable at this time.
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E. Discrete Bayesian Estimation Based on an
Orthogonal Expansion, W. Kizner
1. Introduction
The current method of orbit determination has, as its
theoretical foundation, the method of maximum likeli-
hood (Refs. 1 and 2). One disadvantage of this method is
that it yields only a single n-dimensional point for the
estimate of parameters, and there is no rigorous method
of finding the second-order moments about this point. Of
course, approximate covariance matrices can be obtained
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by assuming that variations in the observables are
linearly related to variations in the parameters. Another
disadvantage of the method of maximum likelihood is
that, although it is thought to be about as good as is
possible, it still is not the best "minimum-variance" esti-
mation method, and there is no indication of how close
the two methods are. Here it is shown how to generate the
minimmn-variance (nonlinear) estimate, making use of an
expansion in Hermite functions for the unknown prob-
ability density.
Continuous nonlinear estimation has been considered
by Schwartz (Ref. 3, which also gives a good bibliography
of previous work) and McReynolds (SPS 87-44, Vol. IV,
pp. 10-12). The disadvantages of continuous estimation
are the complexity of its justification and the fact that
the processes dealt with here are discrete.
2. Bayesian Estimation
To determine an optimal estimate of a vector random
variable x, one normally introduces a loss function L or a
function of the difference of x and the estimate of x,
denoted here by X. Thus, X is a function of the observa-
tions. Let e -il x- X I • Then, a reasonable choice of
loss function L(e) is one for which
L(O) = 0
L(e=,) > L(e,) > O,
L(e) = L(-e)
e.,>et _0 (1)
A natural way to choose the function X of the observa-
tions is to require that this choice minimize the average
loss or risk. If e: is chosen as a loss function, then it is
desired to minimize E ' x - X ]]'-'among all possible func-
tions of the obser_ ations. It can be shown (Ref. :2,p. 18) that
the function X which minimizes E i: x .... X 1]='is the con-
ditional expectation of x, given the ohservations y, or
x = _(x ;u) (2)
Under certain other conditions involving the conditional
distribution of x, Eq. (2) will minimize the expectation of
loss functions which satisfy Eq. (1) (as shown in Ref. 2).
For lack of any other criteria, it will be assumed that it
is desired to minimize E !1x - X ] '-'. If it results that X
is an unbiased estimator of x, or E(X!x) = x, then the
estimate obtained will be a minimum-variance estimate.
,&
For nonlinear estimates, X may be biased. Nevertheless,
Eq. (2) is often called a minimum-variance estimator, even
though this may not be true. Strictly speaking, Eq. (2)
should be called the minimum second-moment estimator.
The reason for calling Eq. (2) a Bayes estimate is that
Bayes' formula
D(X p(y l _)
is used for finding the conditional probability distribution.
Here, p(x) is the a priori probability density of x, and
p(x ¢y) is the conditional probability density of x, given y.
3. Expansion in Hermite Functions: One-Dimensional
Case
Let
[I/,'2]
H,, (x) = n! 2 (-mi _-----_i1)m (2x)"-:"
_tl 13
(4)
denote the nth Hermite polynomial, with x assumed to
be a scalar here. These polynomials are orthogonal with
respect to the weight function e *'' and are described in
Ref. 4. Let [(x) denote the a posteriori probability density
for which an approximation is being sought. Therefore,
f(x) rL_ (- _, _). For the ease where [(x) eL.., (- _c, _),
j o
a; = f(x) e -_'v='Hi(x) (2 j i! ,r½)-_ dx (5b)
where _ denotes convergence in the mean. For a prob-
ability density function to eL_ (- _, _) A L,(- _, _),
it is sufficient that it be bounded.
If, in addition, l(x) is continuous and of bounded varia-
tion, then the series of Eq. (5) converges uniformly in any
interval interior to (- v:, oc) (Ref. 5). Schwartz (Ref. 6)
has given sufficient conditions on [(x), involving the ex-
istence of derivatives and moments, so that [a_ ] should
converge to zero with increasing j at various rates.
Next, the method for evaluation of integrals such as
those for the a; (Eq. 5b) is considered. Let g(x) = e ..... :
.... (x), where ,r,,,(x) is a polynomial in x of degree m. The
integrals such as
_ ,';x_ e-'"-' n_(x) dx (6)
are rewritten in the form
j [g(x) e_:,': tS(x)] e-_ dx (7)
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where g(x) e *v'-' Hi(x) is a polynomial of (m + j)th de-
gree. Then, the following theorem is employed:
Theorem: Let w(x) be a weight function for the interval
[a,b], which may be a finite or infinite interval of the real
axis. There exist real numbers x,, x_,,'",xv, Wi,W...,'" ,Wx
having the properties
(1) a<x, <x.,< ... <xv<b
(2) W,. > O,v = I, 2, ...,N
(3) The formula
f b N!t(x) w(x) dx = Z W,y(x,,)
l, I
is true for every, polynomial y(x) of degree _,<ON- 1.
Incidentally, the x,, are the N zeroes of the Nth-degree
orthogonal polynomial qrv(x) determined by the weight
function w(x), and the Wv can also be obtained by various
methods from the associated polynomials. These quanti-
ties are tabulated for many of the classical polynomials
(Ref. 7).
If e _'' is the weight function, then the integral (7) is
equal to
N
_(x,,)c'_, H;(x,,) w,, (s)
U=l
whenever N is chosen so that m + j<2N-1. The
x_., ,, = 1, 2,..., N are the N zeroes of Hx(x). The most
extensive tabulation for the zeroes and weights W,, is
given in Ref. 7.
If fix) is almost exactly of the form e x:.,_ rr,,,(x), an
evahmtion of aj might still be attempted by an approxi-
mation of this type, or
Y
a) = (2_ j! _r_) _ _ f(x_') Hi(x;_,') W_,'e "_" (9)
t, I
where the dependence on N is indicated by the super-
script. Thus, the approximation for fix) is
2f'V(x) = a_'(2 j j! ¢) e "-': H_(x) (10)
j 0
It is easy to see that IX(x) [(x) at the N points r x Thus,
• v '
the approximation for a_', j = 0, 1, ..., N -- 1, is exact if
fix) is of the same form e ":': _, (x).
A systematic analytical investigation of how good an
approximation this is has not yet been undertaken. How-
ever, it is known that approximations of this type for
continuous functions are excellent. For instance, it is
known that, in fitting Chebyshev polynomials hy interpo-
lating at the zeroes of the first neglected polynomial, the
results are almost as good as if the exact truncated
Fourier expansion were used (Ref. 8). Some numerical
evidence showing convergence for various distrihutions
is given in subsections 6 and 7.
Having obtained an approximation to the function, an
evahmtion of
'_ f'(x)dx (11)
is desired. Here, use can be made of
ff e -r-'''-' H (x)dx (2_) '_ J!
= 0 for i odd
for i own
(1:29)
4. Expansion in Hermite Functions:
Finite-Dimensional Case
For the case where x is of dimension k fix) = f(x,,
x..,, "., xt,) can be represented by
fix) _ __aj,j, _,,%, (x,),l,j._.(x_) ... 1,, (x 0 (18)
where
,1,,, (x,) = e "i (2; j! _'-.)-'-. H,(x,) (14)
provided f(x) _L_ in the k-dimensional space. This fol-
lows from the well-known result that the products
,I,, (x,),l,,:(x_.) .... l,#,(xt,) are orthonormal and form a
complete system in the space of square integrable func-
tions of the k-dimensional product space whenever %(x)
are ortlmgonal and complete in the one-dimensional
space.
To evaluate the coefficients use is made of a gener-
alization of the theorem on gaussian quadrature for a
product space (Ref. 7):
Theorem: Let ,% and W,, be the zeroes and weights for
the gaussian quadrature in one dimension for interval
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(a,b). Then, for polynomials pi(xi), j = 1,2,..-, k,
fb fb ... fb p_(xl)p=,(X_) ''' pk(Xk)W(Xi)W(X:) ''" w(xk)dxidx.,. "" dxk =
N 3" N
S, ' w,, ...w,.,
Vl=l v._=l Vk=l
(15)
whenever the degree of each polynomial pj(xj) is less than or equal to 2N 1.
The theorem can be proved by mathematical induction by writing the integral in iterated form. If now the def-
nition is given that
then
Wi = Wj e _) (16)
N
a jd:.., jk
N N N
: ' ,w,',
vl:l t,.. 1 vk:l
(17)
5. Determination of the Conditional Probability
Distribution
In the preceding subsections, it was shown how to
represent a probability density function by an orthogonal
expansion. The basic idea for finding the conditional
probability density p(xly) is to fit the numerator in
Eq. (3) by the expansion in Hermite functions, and then
normalize the result so that the integral over all x equals 1.
Thus, p(x)p(y i x) is evaluated for different x, and Eq. (17)
is used to find the coefficients. Then, Eq. (12) is used to
normalize the result, which is p(xly). In order to find
any moment (assuming that it exists), use is made of the
recurrence relationships for the Hermite polynomials and
Eq. (12).
It is important to select the proper scale factors for
the random variable in order that the series converge as
rapidly as possible. For many problems, it is known that
the conditional probability distribution is approximately
gaussian. If it is a gaussian distribution which is scaled
so that the mean is zero and the variance covariance ma-
trix is the unit matrix, then, for all i,,i=,,... ,jk,a,,,.... ,_ = O,
except for a ......... which is equal to one. This suggests
scaling the problem so that, in the new variables, the
mean is zero, and the variance-covariance matrix is ap-
proximately the unit matrix.
6. An Application of This Method
Suppose it is desired to estimate g, in a nonlinear func-
tion f(g_,t) involving #, and a known variable t. Let
f(_,t) = 100 sin (t + 4'), and have two observations yi
made at t -- 0 deg and t = 1 deg of 87.6025 and 86.4307,
respectively. It is assumed that the errors of the two
observations are independent gaussian variables with
zero mean and unit variance. Then, it can be shown that
at least one local minimum for the sum of the squares of
the residuals is at 4_ = 60 deg, or a maximum likelihood
estimate, MLE, is _ = 60 deg.
Let
A=-_ t=,, lOOcos(¢ + ldeg)
where the derivatives are with respect to a change in 4'
in radians. Then, it can be verified that the normal
equations
(ATA) ±¢p = Ar(y -- f)
are satisfied for A_ = 0. The term (ArA) -1 is an estimate
of the variance of the NILE estimate in radians. The
resulting standard deviation is 0.80--9685 deg for the esti-
mate for g,.
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Now, the conditional probability density is expanded
by the expansion given in Eq. (5) using the variable
- 60 deg
x = 0.822685 deg
To do this, p(ylx) is evaluated at the selected points
given by the zeroes of H,(x). If the a priori probability
density is not known, that factor can be set to one. The
p(x) p(y Ix) is proportional to
where ¢ = x(0.822685 deg) + 60 deg.
The approximate area and moments are given in
Table 4 for various N. It turns out that the conditional
probability density is noticeably skewed and that the
expected value of x is about 0.03834. Thus, the nonlinear
estimate differs from the maximum likelihood estimate
by about 4% of the estimated standard deviation.
7. Checks of Convergence on Standard Probability
Density Functions
The method given here is now used to calculate ap-
proximations to some standard probability density fimc-
tions whose properties (such as moments) are known.
Various one-dimensional distributions are chosen to see
how fast the method converges. Since different uses may
be made of the probability distribution, several measures
of how the approximation fits the distribution are re-
ported, including the error in the first two moments, the
L_ (- _, _) norm, and the uniform norm [L_(- _, _)].
It is hoped that it will be possible to obtain analytical
results which will characterize the convergence of this
method for different classes of functions.
In describing the rate of convergence of the method, it
is important to establish whether the different errors
converge to zero as N, the number of interpolation points,
goes to infinity. Thus, in this numerical study, it was
desirable to use as high a value for N as possible. How-
ever, a difficulty was encountered with the method of
computation described here in that machine overflow
occurred for values of N as low as 26. This was due to
the nature of growth of the value of high-degree poly-
nomials, etc., and the limited range allowed for the
magnitude of numbers on the IBM 7094 (1038 in double
precision). The problem was reprogrammed, using var-
ious artifices to keep the exponents within bounds. Since
that time, overflow has not occurred for N < 42.
The results for various distributions are given in
Table 4. The scale factor refers to the fact that the unit
used for the interpolation points may not correspond to
the unit for the independent variable of the distribution.
It was generally found desirable to scale the problem so
that one unit of the scale for the interpolation points
corresponded to one standard deviation of the distribu-
tion. The scale factor s is defined as follows:
P(x) =sp(ys)
where P(x) is the distribution in terms of the scale for
the interpolation points, and p(z) is the usual definition
of the distribution.
In order to calculate the L: norm of the error of the
approximation, a reference approximation for the dis-
tribution was needed in which the Fourier coefficients
were accurately known. A compromise solution was
found in which a fixed number of interpolation points
(72) was used, and the Fourier coefficients were calcu-
lated until machine overflow resulted. Thus, in the first
example, the first 60 coefficients were known. The rest
were arbitrarily set equal to zero. It can be shown that,
for these examples where the convergence of the co-
efficients is reasonably rapid, this results in a good ap-
proximation in L_ (- o¢, oo). The L_ norm of the error of
the approximations is obtained from
E, /o
where a_ is the coefficient from the reference calculation,
5i is the ai using a smaller value of N.
This study was limited to an examination of differen-
tiable density functions and included others than those
listed here. The origin was chosen to be the mode of the
density (all distributions considered here were unimodal),
since it was thought that in application a first approxi-
mation would be available from a maximum likelihood
estimate which would be close to the mode of the dis-
tribution. (It was not assumed that the maximum likeli-
hood estimate was calculated correctly.) The findings
reported here indicate that, for these distributions, all
of the error norms considered converge to zero as N
approaches infinity. In addition, it appears that the choice
of a scale factor equal to the standard deviation is about
as good a choice as possible.
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F. Computation of Perturbations in Rectangular
Coordinates: Part I, R. Broucke
1. Introduction
In recent years, there has been a strong revival in
interest in the computation of accurate planetary ephem-
erides. This revival in interest is probably related to
certain recent technological advances, such as the launch-
ing of spacecraft into planetary orbits and the very accu-
rate planetary distance measurements which are now
available. Also, because of the increased speed of modem
computers, there is a tendency to use simpler techniques
for computing planetary coordinates. Compared with the
long planetary theories used in the past, numerical inte-
gration is one example of a simpler technique which is
being used.
However, there has also been some revival in interest
in planetary theories (e.g., Refs. 1 and 2), because the
long series which are involved in them can now be
generated on a computer. Carpenter (Ref. 2) has been
primarily responsible for showing that it is no longer
necessary to limit planetary perturbations to the first- or
second-order terms. He has proved that the perturbations
of any higher order may be obtained by using an itera-
tive technique on the computer. Thus, by taking advan-
tage of the speed of modern computers, simpler methods
can be used, but in an iterative or repetitive way.
Carpenter has stated that several planetary theories
can be used in an iterative way (Ref. 2, p. 9). He chose
to use Musen's planetary theory. The possibility of using
other methods of computing perturbations of rectangular
coordinates in an iterative way has now been examined,
and a whole class of iterative formulations, which in-
cludes Carpenter's method as a particular case, is pre-
sented here. As another particular case, Encke's general
perturbation technique has been included. This tech-
nique was first reported in 1854 (Ref. 3), but has not had
many practical applications because of the more than
six integration constants contained in the theory. How-
ever, it has been found that, when the method is used
in an iterative way, redundancy of the integration con-
stants is no longer a problem.
From the point of view of solving differential equations,
the iterative technique is basically the Picard method
(e.g., Ref. 4, p. 62). Although the method of performing
successive approximations to solve the differential equa-
tions of celestial mechanics was proposed by Hill in 1874
(Ref. 5, p. 155), it was impossible to fully apply this
method at that time. This itcrative technique is now
being examined in the form of a general perturbation
theory, using either Chebyshev or Fourier series. In addi-
tion, it is shown that, as a side effect, a new variation of
parameters can be obtained. This variation-of-parameters
method has no singularities for zero inclination or zero
eccentricity, and is closely related to Encke's special
perturbation method since both use a Keplerian refer-
ence orbit. Altogether, three new variation-of-parameters
methods and three new successive approximation tech-
niques for the computation of planetary perturbations
are presented here.
2. Iterative Solution of the Variational Equations
The fundamental equations of motion of the perturbed
two-body problem are (in their heliocentric form)
dzx x
dt-' - -_-_- + X (1)
where X is the vector with the perturbation components.
If the perturbations are all due to several planets with
mass m_, then
IX i -- X Xi 1X = _m '_ p_ r_ (9.)
This is probably the most important type of perturbation
in celestial mechanics; however, the theory described
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here is not restricted to this type. Thus, in general, X may
be any given vector which is a function of time t.
Essentially this study will concern the deviations be-
tween the true motion, described by Eqs. (1), and a ref-
erence Keplerian orbit with fixed orbital elements. The
reference orbit may or may not be osculating at some
epoch. It may also be some mean orbit such that the
perturbations from it stay small for a certain time. The
fact that the perturbations should be small is essential,
whether the reference orbit is an osculating orbit or any
other mean orbit. The equations of motion in the ref-
erence orbit are
d2Xl¢ Xl¢
dt-----_..= -_ ---=.. (:3)
and their solution is known with very simple functions
of the time t.
The deviations s from the reference motion are defined
in the following form:
x = x,,, + s (4)
Then, Eqs. (3) are subtracted from Eqs. (1) to obtain
d_s _ (x x,,..)_X (5)dr" _ _
which are the variational equations. In classical texts, an
expansion of the right-hand side of Eqs. (5) is made and
is very often limited to the first order. Such an expansion
which should restrict the value of the results to some
given order is not made here; instead, the exact Eqs. (5)
are used, following the ideas of Carpenter (Ref. 2), and
are called the "complete" variational equations.
It is intended to solve Eqs. (5) as a system of non-
homogeneous linear differential equations. Thus, the gen-
eral solution of the homogeneous equations will have to
be obtained, and any particular solution of the com-
plete equations added. However, the decomposition of
the solution into a general solution and a particular solu-
tion is somewhat arbitrary, and there exists an infinite
number of ways of doing it. The important thing is that
it may be done in a way which uses advantageously
certain properties of the specific problem for which a
solution is desired. For this purpose, an arbitrary 3 × 3
matrix S with time-dependent coefficients is introduced
and used to replace the set of "complete" variational
Eqs. (5) by another set of equations totally equivalent
to it:
d-'* ( xt---S.,-+-Ss= -tL 7 + S(x- xe) +X (6)
In fact, Eqs. (6) constitute a system of equations of
motion which is completely equivalent to Eqs. (1) in the
sense that no approximations were made to derive (6)
from (1). Thus, Eqs. (6) will be used, and, temporarily,
it will be supposed that the right-hand side of it is a
function of t (and x_, which is a known function of t),
but not of x. Then. Eqs. (6) comprise a non-homogeneous
system of linear differential equations, in general with
non-constant coefficients (because of the time dependence
of S):
deg
dr----7,÷ Ss = Q(t) (7)
To solve this differential equation, Lagrange's well-known
method of variations of arbitrary constants is used. First,
the linear homogeneous equations require solution:
d=s + Ss 0 (8)
dt='
It is supposed that there are six linearly independent
solutions si(i = 1,2,.-.,6), thus forming what is called a
fundamental set of solutions. The general solution of
Eqs. (8), involving six arbitrary constants, is then
s : _ ais_ (9)
i 1
The solution (9) can now be used to generate a particular
solution and, finally, the general solution of Eqs. (7) by
assuming that the form of (9) will be conserved, but that
the coefficients a_ will become time-dependent. The a_
may then be determined by the following six first-order
differential equations :
da_
s_ dt 0
i:l
dsi da,dt dt - Q
i:l
(lo)
The first three equations above show that "ideal" coordi-
nates, according to Hansen's terminology (Ref. 6), are
being used. This means that the first derivatives, or
velocities, as well as the coordinates themselves, are given
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by the same expression when Q is not zero as when Q
is zero. Thus, even when the ai's are time-dependent,
the derivative of Eq. (9) is obtained by considering the
a/s as constant. Solving the preceding system (10) with
respect to the deriwltives of the six functions a_, six
expressions are obtained of the form:
dai
dt - f_'O_ + f_"Q" + f_'Q: (11)
where the f,_, fi,, fi_ are 18 expressions obtained directly
from the inversion of the matrix of (10), thus depending
only on the s, and their derivatives. Integrating Eqs. (11)
and substituting the result in Eq. (9), the general solution
of Eqs. (7) is obtained:
+[ /o's = si Ci -+-
i I
(f,,.O,, F f_,,Q,, -{ f..Q=) dt I
(12)
By substituting in Eq. (4), the desired solution of Eq. (1)
is obtained. However, the important characteristic of the
solution (12) is that it is only approximative, since Q has
been supposed to be a known function of t, whereas it
really contains the unknown x. However, this is why the
Picard method is used to improve the solution (12) itera-
tively. Using a superscript (m) to denote the iteration
number, the following iteration formula is obtained:
Four particular cases corresponding to special values of S
will be described below.
3. Two Applications With a Constant Matrix S
The simple ease where the S-matrix has all zero terms
will be treated briefly. This ease is trivial, and the solution
of Eqs. (7) can be written at once. However, here it is
derived according to the theory of the preceding dis-
cussion only to point out its resemblance to the more
complicated examples which will follow. The solution is
of the form
==K, + K: t (14)
where K, and K.., satisfy the differential equations
d----i-= - t Q
dt - + Q
(15)
Taking the integrals and substituting in Eq. (14),
is obtained, and the iteration fornmla becomes
X ( HI+ 1 ) _ X/E _1_ C'" • H. 0_"
i ' \_l l' t X
q
(') .(m'p /(/t
J
08)
For most of the applications in celestial mechanics, the
iterative procedure will converge, because mainly all that
is needed to guarantee the convergence of the Picard
method is the Lipschitz condition. In fact, the Picard
method of successive approximations is used in many text-
books on differential equations to prove the Lipschitz
condition (Ref. 4, Chap. III, p. 62). However, there may
be loss of convergence due to the accumulation of numeri-
cal errors, e.g., when the functions arising in Eq. (18)
are inadequately approximated by truncated series. On
the other hand, the behavior of the method will depend
very strongly on the type of perturbations X present in
the problem and also on the type of S matrix used. The
matrix S has to be chosen according to the problem, but,
to be practical, it also has to be such that the general
solution (9) of Eqs. (8) exists and has a convenient form.
[ /' ]x ('"') = xt_ + C 0''_ tQ('dt
b
+trc,,,,,L +f'Q,,,,,,,,] (17)
The two integrals may be grouped to form one double
integral, so that the solution is
/./'x <_'" = x, 4 C[ "_ '_ tC (''_ 4- Q(,,,I dtdt
(18)
It can be noted that Eqs. (15) give a very simple variation-
of-parameters method, which, for example, could be used
to do a numerical integration to obtain the perturbed
orbit. On the other hand, formula (18) can easily be used
as a general perturbation method, representing Q by
Chebyshev series for instance.
There is another very simple situation where the
problem is integrable with elementary functions. This
case is just slightly more complicated than the preceding
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one, but probably somewhat more interesting. This is
the special case where S is equal (or proportional) to a
3 )< 3 unit matrix. For instance,
(19)S = n 2 - a3
The solution of the complete variational Eqs. (7) will be
s = K, cos nt + K, sin nt (20)
where KI and K__ are not constants, but are determined
by the following six first-order differential equations:
dlK1 dK2 }
d----t-cos nt + T sin nt = 0
dK1 dK2 cos nt = Q/n
dt sinnt + d----t"
(21)
Solving for the derivatives,
dK_dt - Sinnnt Q
dK2 cos nt Qdt - + _n
(22)
is obtained, so that the solution (20) for B becomes
S --
 os:,ice_f,
[ /ot 1+ sin n______ttC2 + cos nt • Qdtn (_)
and the associated iteration formula follows in a way
similar to that of formula (17) of the preceding example.
Again, Eqs. (22) could be used for numerical integration,
and then the iteration process is not necessary. On the
other hand, Eq. (23) can be used advantageously in cases
where the perturbations are periodic, and Fourier series
can then be used to represent the different functions and
variables. Equation (23) could be written in a slightly
shorter form by using what is generally called Hansen's
device (e.g., Ref. 7, p. 383):
cos nt sin nt C,, 1 f ts -- C, + + -- sin (t-t) Qdt
?1 1"1 " /1 Jo
(24)
where t has to be replaced by t after the integration has
been performed. It may be advantageous for the preci-
v
sion of the numerical operations to use formula (24)
rather than (23), especially if the calculations are per-
formed with a small number of significant digits.
4. Encke's General Perturbation Method
A case where the matrix S is still diagonal but a func-
tion of time will now be discussed. This turns out to be
a general perturbation method published by Encke in
1854 (Ref. 3). The originator of this solution is not known
for certain, but the author has found (in the English
translation) that this solution was certainly known to
Laplace (Ref. 8, p. 281) in 1799. This case has also been
studied in detail by Hill (Ref. 5) in 1874.
Instead of taking the constant expression _/a 3 given in
Eq. (19) for S, g/r_, is taken for the diagonal elements
of the matrix
s - _ (zs)
3
r R
To abbreviate the writings, the following two functions
are used:
ql = n -v* (cos E - e)
q_ = n -_* sin E
(_)
Using these two functions, both the solutions of the refer-
ence orbit and the perturbations to it can be constructed.
The solution of the reference orbit, i.e., the Kepler
problem, is
x_ ---=A_ql + A_q_ (27)
and the general solution to the homogeneous Eqs. (8) is
s = K_q, + Kzq_ (28)
In other words, six linearly independent solutions of
Eqs. (8) are known, and Eq. (28) is a linear combination
of them. This is more apparent if the general solution is
written in the following form, which shows directly the
six particular solutions:
+ K2z
Eo]0 + K_v q_ + K,_
0 0
iqliol0 + K2v q,, + K_.
0 0
[°10
q,
I°l0
q2
(29)
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Passing now to the non-homogeneous problem, the
following differential equations are obtained for the
vectors K_ and Ks:
dK1 dK,, 1
dt ql + ---_q2 =0
dK , dq l dK. dq.,
dt dt + dt dt -Q
(30)
By solving for the derivatives of K1 and K,2,
dt q'_Q
dK..
dt - + q_Q
(31)
is obtained. The general solution of the problem, con-
taining six integration constants C1 and C2, is thus
$_ql
(32)
and the iteration formula for the coordinates x may be
written as
x _'_*'_ =q, A,+Cl m)- 2 dt
[ fo'+ q.. A_ + C.!,",+
(33)
The constants of integration have to be determined by
the initial conditions and at each iteration. For this ease,
as for the preceding case, Hansen's device could be used
to write Eq. (32) or (33) in a slightly shorter form. Also,
Eq. (32) could be used with the eccentric anomaly E,
rather than the time t, as an independent variable by
replacing dt by rdE/na. The true anomaly may also be
used, as was done by Hill in his paper of 1874 (Ref. 5).
Equation (32) was published in 1854 by Encke, but it
has not really been applied in the past in the same way
as that described here. The idea of doing iterations was
completely absent in Encke's work; because of that, a
supplementary differential equation was introduced to
obtain the radius vector r, which is present in the right-
hand side of the variational equations. However, the
extra differential equation increases the number of inte-
gration constants from six to nine, and this has led to
much confusion in celestial mechanics work. In the past
century, this problem also prompted some controversy
between Hansen and Encke in Astronomishe Nachrichten.
Probably, it was also the principal motivation for Brouwer
(Ref. 9) and Musen (Ref. 1) to construct new planetary
theories in rectangular coordinates containing only six
integration constants. The problem of the integration
constants has also been recently discussed by Danby
(Ref. 10). Here, it is proposed to solve the problem with
the redundant integration constants by simply discarding
the fourth differential equation giving the radius vector r
and using instead, successive approximations. In Hill's
paper, it was also proposed to do successive approxima-
tions, but only for x, y, z and not for r for which the
fourth differential equation was used.
5. Musen-Carpenter General Perturbation Method
The following discussion presents a few similarities
between this work and the elegant general perturbation
theory published by Musen (Ref. 1) and its iterative
implementation published by Carpenter (Ref. 2). The
main point to emphasize is that the variational equations
used by Carpenter, which are "complete" in the sense of
subsection 2, are of the same form as the general vari-
ational Eqs. (6) presented here. The matrix S is no longer
a diagonal matrix (as in the preceding three examples),
but is as follows:
S = ggrad { x_'_
/
1 3x_
3 r_r n
-- 3xl_yl_
-- 3X;¢Z_¢
r'_
I
-- 3xRyR
r_
1
:_ r_F R
- 3y_zt_
r_
-- 3xuzu
5
r R
-- 3ylezl¢
5
I' 1¢
1 3z_
__ I
:_ r_r h,
(34)
so that the variational equations are
dt'-'-'7+ t' -3 r_ r,¢ = Q (35)
These are the well-known variational equations which
are generally obtained by linearizing the equations of
motion, Eqs. (1). The analytical solution of Eqs. (35) is
not as simple as the solution of the preceding three
examples, but it is known. For instance, it is known that
a fundamental set of six solutions for the homogeneous
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equations is obtained by taking the partial derivatives of
the reference orbit x_e with respect to the six orbital ele-
ments. This feature has been well-explained (e.g., Bef. 11,
p. 153). It was used by Brouwer as a starting point for
his planetary theory (Ref. 7, p..398, and Ref. 9), which
develops the solution, up to the second order, of Eqs. (35).
Musen gave in his planetary theory another form of
solution of Eqs. (35), and that is the solution used by
Carpenter.
A detailed account of munerieal experiments presently
being performed using the above methods will be pre-
sented in a future issue of the SPS, Vol. llI. Five com-
puter programs are being developed to test the validity
of the methods, some using Chebyshev series and some
using Fourier series.
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G. Computation of Perturbations in Rectangular
Coordinates: Part II, R. Broucke
1. Introduction
In this article, some additional results are presented for
the fourth particular ease mentioned at the end of Part I
(Section F), thus concerning the sohltion of the varia-
tional Eqs. (35). It was stated there that these variational
equations are the basis of the planetary theories devel-
oped by Dziobek (Ref. 1), Brouwer (Ref. 2), Musen
(Ref. 3), and Carpenter (Ref. 4). Dziobek's book was first
published in German in 1888; however, the value of his
solution was not really recognized (as can be seen in later
literature on the subject), probably beeause its presenta-
tion was too general for this epoch. For instance, Brouwer
(Ref. 2, p. :37) commented that Dziobek's solution was
only "symbolic" and that he did not have in mind any
practical applications.
However, in recent years, concepts related to planetary
theories ha_e gone through much evolution and, with the
aid of modern computers for instance, many methods of
no practical interest heretofore are now becoming useful.
The main purpose here is to illustrate this idea with
Dziobek's work. Also, some of Dziobek's general formulas
will be worked out to give a generalization of Brouwer's
planetary theory. Indeed, in Brouwer's theory there exists
the restrietion that the perturbed planet has to be in the
x-y plane, while this is not the case if Dziobek's formulas
are used. This development will also show some interest-
ing similarities between the general solution of the varia-
tional Eqs. (35) (from Part I) and the classical variation-
of-parameters method.
2. Solution of the Variational Equations
The variational Eqs. (35) of Part [ may be written in
the form
d2,¢;i Si X1_i £
,lt + = Q, (1)
j 1
where the components of the perturbing force, Q,, are
) (x_ - x,.)X; X/_i + P,Qi := -ff r:' r,¢:' r_¢:
___ .r., _ x.j (x; - x.2) _ X, (2)
.J/L r_'¢ j 1
with Xi as the components of the vector (2) in Part I.
According to the discussion of Part I, the iteration process
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has to be used because the components Qi in vector (2)
contain the unknowns x_. Thus, these functions are re-
placed by some approximations which are known func-
tions of time. Then, Eqs. (1) are solved as a system of
non-homogeneous linear differential equations, and the
solution is used as a new approximation to substitute in
Eq. (2), etc. If the Kcplerian reference orbit is used in
(2), then all the terms of (2) vanish, except Xi; in this
case, the well-known first-order variational equation is
obtained. Thus, the first iteration in the successive ap-
proximations will give the exact first-order solution of the
equations of motion. This property is of interest in
the convergence of the iteration process. It should be
stated that this property is not available for the three
iterative methods described in Part I; thus a better con-
vergence is expected for the method described here.
First to be considered is the solution of the homoge-
neons equations corresponding to Eqs. (1), thus with
Q_ = 0. In this case, it is known that six particular solu-
tions are given by the partial derivatives of the reference
orbit:
i = 1,2,3, _ = 1, °-, "",6 (3)
si - aa, '
where a, are the six orbital elements defining the
Keplerian reference orbit. Used here are the six classical
orbital elements a, - (a, e, i, M., o,, .q). Also used is the
convention that latin indices, such as i, j,'.., take on
the values 1, 2, 8, and greek indices, such as _, fl, "", take
on the values 1 to 6. The general solution of the ho-
mogeneous equations is a linear combination with con-
stant coefficients K,_ of the six particular solutions (3):
_xis'_ = K, _a_--' i = 1, 2, 3 (4)
C¢
It is known that a solution of the form (4) may be as-
sumed for the non-homogeneous Eqs. (1), trot with time-
dependent functions K.. The functions K. are defined in
such a way as to have "ideal" coordinates (as explained
in Part I), giving three linear relationships between the
derivatives of K,,. Three other relationships between
these derivatives are obtained by substituting Eq. (4)
into (1). Thus, a total of six linear relationships are ob-
tained in the six unknowns dK,/dt -- K,:
__./_x--2--'f:,,=o 1
_ ca.
(5)
3. Some Properties of Partial Derivatives in the
Reference Orbit
The elimination of the six unknowns /(,_ in Eqs. (5) is
straightforward, but, prior to this, a few relationships
between the partial derivatives in the Keplerian reference
orbit will be stated. First, the following four relation-
ships, which are forms of the classical chain rule in par-
tial differentiation, are given:
_.¢ ?.a,_ _xj -- 3ij
N_ ;'Xi ?aa
,..¢ ?a,_ ,kj 0
o
,..t ?a,_ ;j..j = 8_
?a,_ ?'X]
1
1 (6)
where _ represents the well-known Kroneeker delta. An-
other relationship which is also an application of chain
partial differentiation is
I _'a. ?k, 1,_ _ao _'x, + = _o_ (7)
i
As an important application of these rules, the two fol-
lowing 6 X 6 matrices will be considered:
F ?x___2, -_
[ ?'a. ;:a._ I ?,a. [
L ?x---S1_x---Ti ' | _x, / (s)
L ?a...J
From the relationships (6) or (7), it is seen that the
preceding matrices are inverse of one another. By multi-
plying them together, a unit matrix is obtained, as follows
from (7) [or from relationship (6) if they are multiplied
in the other order]. Knowing the inverse matrix of the
matrix in the system (5), at once K, can be solved for,
but first more relationships between different partial
derivatives will be given. At the beginning, it is useful
to have the definitions of the Lagrange brackets [a,, a_]
and the Poisson parentheses (a,, ao):
[a_,a_] = _a_ _a_ ?_a_ _] (9)
(at,, a_) :
_ao _a_ Oa. _a_'_'_x, ?-k_ ?k, -_ / (10)
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The Poisson parentheses have a very useful application
in the derivation of partial derivatives of the orbital ele-
ments, as can be deduced from Eq. (10) by direct multi-
plication and summation:
_a____,.= + ,, (a., a_) _ao
_xi _ (11)
_a, _ _ (a,,ao) _xi
There is another important relationship that can be de-
rived by multiplying Eqs. (9) and (10) together and
summing:
[a,, ate] (ao, at) = -3o7 (12)
This equation expresses the most important relationship
between Lagrange brackets and Poisson parentheses.
Consider the 6 X 6 matrices formed with the brackets
and the parentheses (considering the first of the two
variables as defining the row-index). Both matrices are
then skew-symmetric, and Eq. (12) expresses that the
inverse of one is the transpose of the other matrix. This
is a property which is used very often to solve Eqs. (5).
4. Solution of Eqs. (5)
From the properties in the preceding paragraph, the
inverse of the matrix in Eqs. (5) is known, and Eqs. (5)
can be written in the form:
_a_ (13)
It is thus necessary to know the explicit form of the par-
tial derivatives of the orbital elements with respect to
the velocity components in the reference orbit. The
second of the two relationships (11) may be used to estab-
lish these partial derivatives. Here it is proposed to use
Eq. (13) for the numerical applications. However, there
is an even more classical form of solution for Eqs. (5). If
the first equation of Eqs. (5) is multiplied by _c3c_/Oa_,the
second equation in Eqs. (5) is multiplied by -_x,/Oa_,
and the sum is then taken in i,
Eao, a,,] K,, -- Rt_ (14)
c_
is obtained, where RO is defined as
_x_ (15)RO = Q* Oa_
i
Equations (14) can now easily be solved for K_, since the
inverse of the matrix with Lagrange brackets is known
from Eq. (12). The following is obtained:
/_v = Y'_ (at3, ar) R_ (16)
If, in this form of solution, R_ is replaced by the expres-
sion (15) and the second relationship in Eq. (11) is used,
Eq. (16) is seen to be equivalent to Eq. (13). As previously
stated, Eq. (13) will be used rather than the equivalent
form (16) because, in the application to the solution of
the variational Eqs. (1), the three quantities Q_ are
directly known, but the derived quantities Rt3 are not.
Thus the integral of Eq. (13) is taken, and then the sub-
stitution of K_ in Eq. (4) gives the expression sk for the
perturbations of the coordinates:
V x f'E, Q_ _ dt (17)
,
This can also be written in another (equivalent) form by
replacing the partial derivative under the integral sign
by the corresponding expression given in Eqs. (11). The
following is obtained:
?a_ f t _ ?x, dt (18)
It should be stated here that both expressions (17) and
(18) are given by Dziobek (Ref. 1, p. 156), but with the
wrong sign. Also, it should be recalled that, in the above
integrals (17) and (18), the orbital elements have to be
kept constant. Besides the orbital elements, the Lagrange
brackets and the Poisson parentheses are also constant.
All these elements are related to the reference orbit, but
not to the actual perturbed orbit. On the other hand, the
perturbations in the velocities are obtained by taking
the time derivative of Eq. (17), keeping K, constant, due
to the fact that ideal coordinates are used, according to
the first equation in Eqs. (5). Thus, the following expres-
sions for the velocity perturbations are obtained:
: + V
,;._= __ _-_
_kh. f_ _i _a_ dt (19)ca-=-_-J0 " Oi _:_---"7
_a_ f' _ ?_x, dt (20)
_x_ Jo Q+ _a---_-
5. Application to the Orbital Elements (a, e, i, M0, (o, ll}
The formal solution of the variational Eqs. (1) de-
scribed in the preceding paragraph was given in its
38 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
entirety by Dziobek (Ref. 1). However, he did not con-
sider any practical application of it. The particular appli-
cation corresponding to the classical orbital elements is
developed here. Thus, all the partial derivatives and the
Lagrange brackets and Poisson parentheses are com-
puted. This can be accomplished by straight algebra, and
most of the textbooks have many of the required quanti-
ties. Using the classical orbital elements, the following
explicit forms for the six first-order differential equations
are obtained:
/_= 2
n-_a ;," Q
Ke (1 - e_)'/" I(1 - e_)_" 1-- _a-_ n" _+V:_ .Q
-1
na 2(1- e_) wsini [V_cosi+V_]'Q
/_u0= -2 I 3 1--e 2 ]x -- /¢t + V, "Qna _ T _e
/_. 1 E(l-eZ)'/'V, coti ]na---_ e (1 -- e2) _ V= • Q
/_°= 1
na _"(1 - e-') '/' sin i V2" Q
(21)
where the following auxiliary quantities have been used:
n
X=
A,, A= =
X z
L=
M
Vt
V2 =
V 8
(t_/a)V'/a
a(cos E - e), Y = a(1 - e2) w sin E
constant unit vectors depending on
(o, ft, i); generally called P and Q in
celestial mechanics literature (Ref. 5,
p. 33)
AmX + A2Y, i = A,J_ + Azi'
a---_-_(e cos E - sin s E - 1)
r
a 2sin E
r(1 - e2) v" (cos E - e)
_x/_f_ = vector [ - y, + x, 0]
_x/_i
vector [ + z sin fl, --z cos fl,
(X sin o, + Y cos o,) cos i]
A_Y -- A2X, V4 = LA1 + MAz
Using the same auxiliary quantities and integrating
Eqs. (21), the perturbations 8x then take the form:
s 8x 1 ( 3)= = --a x---yi;t K,_+V_K_ +--n K_,_
+ V.2Ki -- V_K_ + V_Kn (23)
In these equations, vector notations and dot products
have been used, rather than the summation over i from
1 to 3. To simplify the notations, the subscript R indicat-
ing the reference orbit has been eliminated, although all
quantities which appear as a factor of Q in the preceding
equations relate to the fixed reference orbit and all orbital
elements appearing in the equations are constants. In this
fact lies the main difference with the classical variation-
of-orbital-elements method. The orbital elements appear-
ing in the equations of that method are "osculating"
elements and are functions of time, while in Eqs. (21)
they are constants. However, the equations here are
[ormally identical to the variation-of-parameters method,
except for the meaning of the vector Q. For instance,
using the definition of R_ given here (Eq. 15) and sub-
stituting in Eqs. (26), p. 289, of Ref. 5, the exact Eqs. (21)
given above are obtained. However, the similarity is only
in the form, since the meaning of the quantities is dif-
ferent. Equations (21) are a system of equations of motion
which are completely equivalent to Eqs. (1), or even to
Eqs. (1) of Part I, since no approximation has been made
to derive Eqs. (21).
It may also be said that a generalization of Brouwer's
planetary theory (Ref. 2) is given here. In Brouwer's
paper of 1944, a solution is given of the variational
Eqs. (1), with the Q_'s limited to the first- or second-order
terms only, and with the restriction that z = 0 for the unper-
turbed motion (with the reference orbit of the perturbed
body taken as the x-y plane). If this restriction is ac-
cepted, the matrix of the system (5) which has to be
inverted analytically is of dimension four, rather than
six (Eqs. 12, p. 39, of Ref. 2). The canonical variables
used by Brouwer are introduced mainly to facilitate the
inversion of the 4 X 4 matrix.
The four (rather than six) particular solutions used by
Brouwer are also the partial derivatives of the coordinates
with respect to the orbital elements, as in Eqs. (3). Also,
it can be seen that, in Eqs. (21), the time is explicitly
present. This is due to the change in the mean motion n
corresponding to a small change in the velocity com-
ponents, and a change in n affects the mean anomaly in
a secular way. This explicit presence of t was also noted
in the first method given in Part I (Eqs. 15 and 16), but
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t was apparently removed from the integrals by intro-
ducing double integrals. This is also a general character-
istic of Brouwer's planetary theory (Ref. 2) and Musen's
planetary theory (Ref. 3). In both theories, this explicit
appearance of t is masked by the use of double integrals
(Ref. 2, p. 42). In Musen's solution, the double integrals
appear in his expression for B (Eq. 47, p. 2731, of Ref. 3).
His expression for B also contains the integral of A, which
is itself an integral. The double integrals in Musen's work
can all be replaced by single integrals using, for instance,
a calculus equation of the form
t _" q- t T
(24)
However, if this is done, the time t (or eccentric anomaly
E) will appear explicitly in the equations. Musen's theory
gives the solution of the variational Eqs. (1) and should
thus be equivalent to Eqs. (17), but Musen's form is
shorter than that given here and, in fact, is probably the
most concise known solution for the variational Eqs. (1).
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H. Relativistic Equations of Motion for the
Generation of Ephemerides for the Planets,
the Earth-Moon Barycenter, the Moon, and
a Space Probe, r. D. Moyer
1. Introduction
This article, the first of a two-part series, gives the
relativistic n-body equations of motion which may be
used to generate, by numerical integration, the ephemeris
for any celestial body or spacecraft within the solar sys-
tem. The second article in the series will give the effects
v
of general relativity on the heliocentric ephemeris of a
planet or the earth-moon barycenter, the geocentric
ephemeris of the moon, and the traiectory of a spacecraft.
A summary of these effects is given below.
The equations of motion were obtained from Infeld
and PlebarIski, 1960 (Ref. 1), and are the final result of
the work of Einstein, Infeld, and Hoffman, whose first
paper on the subject (Ref. 2) was published in 1938. The
source of the relativistic n-body equations of motion is
described more fully in Subsection 2.
The relativistic acceleration of a body (relative to the
baryeenter of the solar system) consists of the accelera-
tion computed from Newton's equations of motion plus
terms of order l/c _ due to each perturbing body. The
relativistic-acceleration" terms due to the sun affect the
motion of bodies throughout the solar system. However,
the terms due to a planet or the moon are significant only
in a small region surrounding the body (small in relation
to the scale of the solar system). This region is taken to
be a sphere, termed the relativity sphere, whose center
is located at the center of mass of the body. The size of
the relativity spheres for each planet and the moon are
determined in Subsection :3. The only relativity spheres
which contain other celestial bodies are those of the earth
and moon. Thus, the significant relativistic acceleration
of a planet (other than the earth) is due to the sun only.
The significant relativistic acceleration of the earth or
moon is due to the other of these two bodies and the sun.
The significant relativistic acceleration of the probe (rela-
tive to the barycenter of the solar system) is due to the
sun and any "near" bodies ("near" implying location
within the relativity sphere of a body) such as a single
planet, the earth and the moon, or Jupiter and Saturn,
whose relativity spheres may overlap at conjunction.
The significant terms of the relativistic acceleration
for generation of the heliocentric ephemerides of the
planets and the earth-moon barycenter and the geo-
centric ephemeris of the moon are given in Subsection 4.
The terms for integration of the probe ephemeris in the
double-precision orbit-determination program are given
in Subsection 5.
The effect of general relativity on the geocentric lunar
ephemeris and the heliocentric planetary ephemerides
_'Throughout this article, the term "relativistic acceleration" will refer
to the perturbative inertial acceleration due to general relativity
which is added to the Newtonian inertial acce/eration. The word
"inertial" indicates that the acceleration is relative to the baryeenter
of the solar system. The acceleration of one body relative to another
is obtained by subtraction of their inertial accelerations.
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has been determined by approximate first-order integra-
tions of the orbital elements. (The results of these studies
will be presented in the second article of this series.) For
the orbit of a planet, the mean distance a is about 1.5 km
tess than the Newtonian value. Periodic variations in
position are proportional to the eccentricity and range
from about 0.2 km for Venus and Neptune to about 6 km
for Mercury and Pluto. Periodic variations in velocity
are proportional to the product of the mean motion and
the eccentricity. The largest variation is 4 mm/s for
Mercury; the variations for the remaining planets are
less than 0.25 mm/s, which is the value for Mars. The
primary terms of the periodic variations in position and
velocity have periods equal to the orbital period and
one-third the orbital period, respectively. The only sig-
nificant secular variation in the orbital elements is the
advance of perihelion, which amounts to the well-known
value of 43"/century for Mercury. The rotation of the
ellipse results in a secular variation in the radius at a fixed
true longitude. The maximum value is 2600 km/century
at a true anomaly of ±112.5 °. For the orbit of the
moon relative to the earth, the mean distance is about
8 m less than the Newtonian value (using the same values
for the gravitational constants of the earth and moon).
Maximum values of the periodic variations in position
and velocity are about 10 m and 10 -r' m/s, respectively.
The principal terms of each of these variations have
periods of about 1 mo and 1 yr. The differential solar
relativistic acceleration produces a secular wlriation in
the moon's perigee of 2"/century. The corresponding
secular change in the radius at a fixed true longitude has
a maximum value of approximately 200 m/century for a
true anomaly of about :_90 °.
The effect of general relativity on a spacecraft's orbit
will also be presented in the second article of this series.
For the Pioneer VI, Mariner IV, and Mariner V space-
craft, the periodic variations in position and velocity are
in the ranges of 3 to 5 km and 0.7 to 1.1 mm/s, respec-
tively. The major terms of these variations have periods
equal to the orbital period and one-third the orbital
period. For an earth orbit with a perigee of 7000 km and
an eccentricity of 0.2, the advance of perigee is 8"/yr
and the maximum secular change in the radius is 70 m/yr
for a true anomaly of _112 °.
2. Relativistic Equations of Motion
In the early formulation of the general theory of
relativity, the equations of motion for a massless particle
moving in the gravitational field of other bodies were
taken to be the equations of a geodesic. That is, the
motion of a particle was obtained by solving the field
equations for the metric tensor, which describes the geo-
metrical properties of space and tin]e, and assuming that
the particle follows a geodesic curve in this geometry.
However, according to Bazan'ski (Ref. 3), Einstein and
Gronuner have shown that the motion of bodies follows
directly from the field equations and that additional equa-
tions, such as those of a geodesic, are tmneeessary. The
actual method for obtaining the motion of a system of n
heavy bodies directly from the field equations was ob-
tained for the first time by Einstein, Infeld, and Hoffmann
in 1938 (Ref. 2). According to Bazan'ski (Ref. 3), the
method, referred to as the EIH approximation method,
was subsequently perfected from the mathematical
standpoint in Refs. 4 and 5. The EIH method is illustrated
in Ref. 2 by obtaining the equations of motion for two
bodies. The equations for the motion of a system of n
bodies were obtained from a later (1960) work of Infeld
/ , t .
and Plebanskl (Ref. 1). According to Bazanskl, the EIH
approximation method is, in principle, the only tool avail-
able for solving the problem of the motion of heavy
bodies in the general theory of relativity.
In Ref. l, the n-body equations of motion are put in
the form of a Lagrangian. The same Lagrangian appears
in Ref. 6. In a. Infeld's equations of motion below, the
partial derivatives appearing in the I_agrangian arc eval-
uated, and the equations of motion (giving the instan-
taneous acceleration of one of the n bodies) are obtained
from the Euler-Lagrange equations.
Another source for the relativistic n-body equations of
motion is the metric originally derived by Droste in 1916
(Ref. 7). This metric gives the correct equations of motion
for a massless particle in the field of other bodies. In the
same year, de Sitter extended the work of Droste to
account for the mass of the hody whose motion is de-
sired (Ref. 8). However, he made a theoretical error in
the calculation of one of his terms, which was corrected
by Eddington and Clark in 19:38 (Rcf. 9). The n-body
equations of motion may be obtained 1)>, applying the
equations of a geodesic to the Droste/de Sitter/
Eddington-Clark metric, but the validity of the results
is questionable. According to Levi-CMta (l_ef. 10), "His
[de Sitter's] formulas are valid for an infinitesimally
small body in the given field of several other bodies in
motion; but his formulas arc not valid, unless special
conditions are stipulated, for the prediction of the recip-
rocal influences within a system of celestial bodies."
In b. de Sitter's equations of motion, the n-body equa-
tions of motion are derived from the Droste/de Sitter/
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Eddington-Clark metric. With the exception of the one
term proportional to the gravitational constant m of the
body i whose motion is desired, the equations are iden-
tical to those derived from the Infeld Lagrangian in
a. Infeld's equations of motion below. The coefficient
of the m term depends upon the procedure used with
the Euler-Lagrange equations. If the m terms are de-
leted from the metric, the equations of motion obtained
will be for a massless particle. These equations have
terms containing the Newtonian potential _ at each
perturbing body. If the contribution of the mass of
body i is added to 6, the resulting n-body equations of
motion are identical to those of Infeld. However, ff the
m terms are not deleted from the metric and the Euler-
Lagrange equations are applied, the coefficient of the m
term in the resulting equations of motion disagrees with
that of Infeld.
It is not obvious from Eddington's 1938 paper (Ref. 9)
which method he used; however, his resulting equations
of motion are those of Infeld. It is conceivable that
Eddington used the latter approach and obtained Infeld's
value of the m coefficient, because of a sign error in one
of its two components (discussed in b. de Sitter's equa-
v
tions of motion). In any event, the Infeld value of the
m coemcient is the correct answer (since it was derived
using the EIH method) and gives a zero secular accel-
eration of the barycenter for the two-body problem
(Ref. 9). The question remains as to whether the correct
(Infeld) n-body equations of motion can validly be ob-
tained from the Droste/de Sitter/Eddington-Clark
metric.
The n-body equations of motion give the relativistic
inertial acceleration of each body i due to each other
body i. In c. Relativistic acceleration due to the sun, the
significant terms of the relativistic inertial acceleration
of any body i due to the sun are selected. The resulting
equations are identical to those obtained from the 1-body
metric in isotropic coordinates.
a. Infeld's equations of motion. The Lagrangian for
the n-body equations of motion is given by Eq. (3.3.37),
p. 112, or Eq. (4.2.25), p. 128, of Ref. 1. The latter equa-
tion contains an additional constant term which con-
tributes nothing to the equations of motion. With some
change in notation, the Lagrangian is given by
where the indices i, j, and k refer to the n bodies. The definitions of the symbols used above and in succeeding equa-
tions are
= gravitational constant for a body
= Gin, where G is the universal gravitational constant and m is the rest mass
r, i', i: =- position, velocity, and acceleration vectors of a body relative to the barycenter of the system of n bodies,
with the rectangular components referred to a non-rotating coordinate system
ix] [,]r= y ,/-= 0 ,i:=z
_z = square of velocity = k z + _'_ + _
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r_j -- coordinate distance between bodies i and i
= [(x, - x;)_+ (w - vJ)_ + (z, - zj)_]"
= dummy variable for position coordinates. 81 = x, 82 = y, 8z = z. A repeated superscript implies a summa-
tion over the values 1, 2, and 3.
c = speed of light
Given the Lagrangian L, the equations of motion are the Euler-Lagrange equations
-- 0, x _ V, z (2)
-d7 _x_ _x_
giving the inertial acceleration for body i. Since the partial derivatives of L are with respect to the coordinates of
only one body, the single summations in terms 1 and 2 of Eq. (1) may be deleted. The double-summation terms of
Eq. (1) remain unchanged if the indices are interchanged. Thus, the summation over i may be deleted in the double-
summation terms, which must be multiplied by a factor of 2. The triple-summation term is unchanged if all three
of the indices are interchanged; the i summation may be deleted, and the term must be multiplied by a factor of 3.
Thus, deleting the i summation and common factor m from Eq. (1) and multiplying the single-, double-, and triple-
summation terms by factors of 1, 2, and 3, respectively, give
Substituting Eq. (3) into Eq. (2) gives the following:
1 _ _r}} 1 _ _ _ (_ 1 _)+ _ _(_' + _) _ + _ _'"_7 + -- + = 0
j#i, j#i k_J,i rikrki
(4)
which, except for the change in notation, is identical to Eq. (3.3.35) of Ref. 1. The five major terms of this equation
may be denoted as A through E:
d
d---t(A) + B + C + D + E = 0 (5)
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After the various partial derivatives of Eq. (4) have been evaluated, the expressions for each major term are
d--t _ _ . _i + C'y _ (rj -- ri)'r,x,
+ _ r_. Xi) [(ri -- rj)" (t'i -- _'j)] [(ri -- rj)" i'j]
Since the relativistic perturbative acceleration is of order 1/c 2and the 1/c _ terms are ignored, the acceleration vectors
and components appearing in the 1/c 2 terms above may be evaluated with Newtonian values.
( 3 '2 3B = /_j(x, _-xj) 1 + _s i +
• . rij .,, 4 L'_j) (8)s_ - c-- 7-
C- 2cz3 #j(Xir]j xj) [(ri -r_).rl] [(rl- r;)-J'j} + _ -ri)-
j_i j_i
1 _ Ixj • 1 j_i txJ (ri -- rj) o_ff Q+ _ _ (ri - r_)" t',xj + 2C----7 _i_
(9)
It should be noted that terms 1, 2, and 4 of C cancel identical terms of opposite sign in (d/dt)A, namely, parts of
terms 5, 6, and 4, respectively.
D = - _._ /_(m + /_J) (xi -- x_) (10)
tJ
i 2 2 /_/_(x_-x,) ( 1 1 ) 1 2=T +T (11)
However, by writing the double summation in the second term as
and interchanging j and k in the entire term, it is seen that the second term of Eq. (11) is identical to the first term.
Thus,
-a- + (12)
j ,, i kvej,[ fly
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Adding Eqs. (7-10) and (12) according to Eq. (5) and combining terms T gives
7i--- _-_ m(xs-xOtA.J r_. 1 4 _ m c21 _ m 1 mj _ i 'J C=' ril Fjk C 2 rijl# i k_j, i
+ +2 -_i'i'i'_ -_ . r.
X ___ m 7 _+ T _ [(r_ - r_). (_ - 31"j)l (k, - kj) + _ _
)/:l jT"i
+ _ (rj -- ri)'i:j
se
tz)Xj
ri) ' x--> y, z (13)
This equation gives the rectangular components (in a non-rotating coordinate system) of the inertial acceleration of
body i (relative to the center of mass of the system of n bodies). As indicated, the y or z component is obtained by
replacing each x by y or z, respectively. The acceleration vector ';_ is thus given by
2c _ r/, _ (r, -- ri)" i:_ + --c-y2 _-_ _' " ""
-- Z..¢ _,, [(ri-- r,)'(41-i -- 31-j)](_-, --rj) + _ r,,
j#i j¢.i
(14)
The inertial acceleration of body i (given by Eq. 13 or 14) consists of 11 terms for each perturbing body/. The first
nine terms have, as a common factor, the Newtonian inertial acceleration of body i due to body i. The first term of
Eq. (13) or (14) is the Newtonian inertial acceleration of body i, and the remaining 10 terms constitute the relativistic
perturbative acceleration. From Eq. (14), it is seen that each body / contributes relativistic perturbative acceleration
terms along the position and velocity vectors of body i relative to body i, and also along the inertial acceleration vector
of body ]. The accelerations appearing in terms 9 and 11 of Eqs. (13) and (14) are evaluated with Newtonian values.
The relativistic acceleration of body i "due to body j," denoted i:_(j), is obtained from Eq. (14) by eliminating the
summation over j _ i and the Ncwtonian acceleration (term 1).
1 I ""+ _ (_j - _,). 7_ + 1__ .___j 7 ,_j (15)C" r(_,, [(ri -- r))'(4ri -- 3_j)] (ri -- rj) + 2c-' rii
whore
6i = Newtonian potential at body i (term 2 of Eq. 14)
_) = Newtonian potential at hody j (sum of terms 3 and 4 of Eq. 14)
and
r:! (16)
m# ] j_a
'It is noted that the _-'_ term of Eq. (10) may be combined with the l/r,, term of Eq. (12) and added to the third part of the first term of
Eq. (7), changing its coe_cient from 3 to 4.
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The acceleration of body i "due to body ]" is a function of the position and velocity of bodies i and ] and the position
of all other bodies which contribute to the Newtonian potential at body i and body ] and affect the acceleration of
body i (terms 7 and 9). Although the effects of other bodies are included, all terms are proportional to _s and, hence,
attributable to the presence of body i. The effect of the mass of body i on its own acceleration is contained in term 2
(its contribution to the Newtonian potential at body i) and in its contribution to the acceleration of body [ (terms 7 and 9).
b. de Sitter's equations of motion. The geometry of four-dimensional space-time is embodied in the coefficients of
the symmetrical metric tensor gj,,_:
gpq =
gal g12 g13 g14 l
gzl gz2 gza ge4 I
gal ga2 g3a g3, /
g_l g4z g43 g"l
(17)
The subscripts 1, 2, 3, and 4 correspond to the space-time coordinates x,, x,, x:_, and x,:
X 1 =X I
x,2=y
X a =Z
x4 = ct
(18)
where x, y, and z are rectangular non-rotating components of position relative to the barycenter of the system of
masses considered, c is the speed of light, and t is coordinate time. Coordinate time t is a uniform system of time asso-
ciated with the barycenter frame of reference and can be identified with Ephemeris Time.
The invariant interval ds between two points, with differences in their space and time coordinates of dXl, dxz, dx:_,
and dxt, is given by
ds" = gp_dxpdxq (19)
where the indices p and q are summed over the four space-time coordinates.
or
The motion of a body is along a geodesic curve which extremizes the integral of ds between two points:
_fds= 0
where the Lagrangian L is given by
(20)
8fLdt = 0 (21)
ds
L=- dt (22)
The equations of motion which extremize the integral in Eq. (21) are the Euler-Lagrange equations:
dt \ _k,/ _x_
The subscript i refers to the body i whose motion is desired.
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For the case of n bodies, the solution of the field equations for the metric tensor was obtained by Droste (Ref. 7),
modified by de Sitter (Ref. 8), and corrected by Eddington and Clark (Ref. 9). The expressions for the components of
gpq given below were obtained from Eqs. (3.1), (3.2), and (3.6) of Ref. 9. The indices j and k refer to the n bodies, and
k includes body i whose motion is desired. The notation is the same as that used in a. lnfeld's equations of motion.
g,: = g22 = g-,:, = - 1 + --b-y-., (24)
gm= 0, p, q = 1, 2, 3, p v¢=q (25)
_ 4 _ mki (26)g14 _ gtl C3 rij
j¢'i
4 _ gfl)j (27)g24 = g._2-- c 3 ri_
_ 4 _ _J_J (28)g3_ = g_3 c 3 rij
j¢ i
2 g_2L+ __2 m 2 3 gss¢ + __ __ C4 l_i _t 2g,4 = 1 CZ r_j c _ c4 rij c" rij rjk
j#i j,_i j#i k#j j_i
The second partial derivative of r_j with respect to t is obtained as follows:
r_j = (r i -- ri). (r i -- ri) (30)
_r_j _ (re - ri)'i'j (31)
_t r_j
12
_2r_ _ (rj -- rl)'i:j + st [(rj -- ri)'b_]2 (32)
_t2 rij rij r a .
IJ
The expression for the square of the interval ds in terms of the non-zero components of gpq is obtained from Eq. (19) as
ds 2 = g,_(dx_ + dy_ + dz_) + 2cgl,dx_dt + 2cg2,dy_dt + 2cg3,dzsdt + c2g,,dt _
Dividing Eq. (33) by dt _"gives an expression for L'-':
(33)
L 2 = g,_(;c_ + _ + _) + 2c;_,g_, + 2@,g2, + 2c',g3, + c_g,,
Substituting Eqs. (24), (26--29), and (32) into Eq. (34) gives
(34)
L 2 = c-" - 2
rij _- _ rlj rik
j¢:-i j_'i I j¢ i kcJ, i
_2
C---T/xi r _ C _ /xi r_.
j,_i j#i riJ _Y
+ _ x, + _ -- + --
, rij -_ rij C: a rij
(35)
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The contribution to L 2 due to the mass of body i is term 5, and the Newtonian acceleration of body ¢ due to body i
appearing in i: i is term 6. Since an expression for L 2 is available, it is convenient to multiply the equations of motion,
Eqs. (23), by L:
L - L -- = O' x, x _ y, z (36)
Differentiating Eq. (35) with respect to xi gives
_xi , r3is _ rit c2 rjk c_ rij + +2
_ 4_4__ ._s 3 _(rj-_r___i)'f's]-' + 1o
c-_ ' - _ L Jr'J _ [(rs - ri)"l:S]
1 _ t_ j, 1 _ gjX'Jrij- J -=7 [(rs - r,)" ;j] _j +C 2 / ri_ (37)
Differentiating L(_L/'_:_) with respect to t and solving for the first term of Eq. (36) gives
L--d-{ _ = dt\ _x,) L_ (3S)
Differentiating Eq. (35) with respect to kl gives
and
4 _ t_ . . 4 u_.A.__s
c2 _-_[(rs--ri)'(r_-r')lk +_ . ri_ (40)
The expression for L/L is obtained as
L LL LL
- _ _ (41)L L 2 c'-'
The term L" is approximated by c °', since terms of order greater than 1/c _ are not retained in the equations of motion.
Due to the 1/c 2 factor, only the 1/c ° terms of LL are required. To this accuracy,
and
L 1
L c z .__. /_J (r s -- ri)" (l'S 2_'i) (43)
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Substituting Eqs. (39), (40), and (43) into Eq. (38) gives
j#i j#i
(44)
Substituting Eqs. (37) and (44) into Eq. (36) gives the following expression _ for the inertial acceleration of body i:
C2 ri l C2 rJl¢ C2 ri i
4 _..i'j 2c-0 l l + [ ( r J I r _ ) . 7 _ ]
+ [(r, - - - +
j_i j_-i
--, x -_ _j, z (45)
Comparing this result with Eq. (13), it is seen that all
terms are identical, with the exception of term 4, which
is proportional to the gravitational constant u_ of body i.
The de Sitter metric, as corrected by Eddington and
Clark, gives a coefficient of -3, while Infeld's equations
give -1. This latter value is assumed to be correct,
because it was derived by the later EIH approximation
method, and also because it gives no secular acceleration
to the barycenter for the 2-body problem. The consensus
is that the earlier method of de Sitter is questionable
relative to its giving the correct equations of motion for a
body having mass. The above result confirms the suspi-
cions, because the term in question contains the mass of
body i whose motion is desired.
The coefficient -:3 comes from Eq. (37) for L(_L/?'xi).
It is the sum of two terms: one with the coefficient -2
obtained from term 5 of Eq. (35), and the other with
coefficient -1 obtained from differentiating the term of
the Newtonian acceleration of body j, i:j, due to the mass
of body i in term 6 of Eq. (35). In Ref. 9 in which he
corrects de Sitter's metric, Eddington gives the resulting
n-body equations of motion, but gives no details of the
method. His result is identical to that of Infeld (Eq. 18).
It is conceivable that he made a sign error and obtained
-1 as -2 + 1, where the latter sign is incorrect. How-
ever, Eddington may have used the following approach,
which does yield Infeld's equations of motion: If the terms
due to the mass of body i are eliminated in Eq. (35) for
L'-', the resulting equations of motion for "particle" i will
be Eq. (45) with term 4 deleted. Now, if term 3 is inter-
preted as the Newtonian potential at body i and the
contribution due to the mass of body i is added, this
additional term is equal to term 4 of Infeld. The question
remains as to whether or not Infeld's equations of motion
can validly be obtained from the Droste/de Sitter/
Eddington-Clark metric.
c. Relativistic acceleration due to the sun. The rela-
tivistic inertial acceleration of any body due to the sun
may be computed from Eq. (15), where the subscript i
refers to the body whose motion is desired and j refers
to the sun. However, several of these terms are insignifi-
cant and may be omitted. It will be shown that the
significant relativistic inertial acceleration of any body i
due to the sun is given by
_: = _'_ [(44_ -- _=)r + 4(r" _-)/'] (46)
cZr,_
SR. K. Russell of JPL Technical Section 311 independently derived the same expression ( Eq. 45), starting with the coefficients of the metric
tensor, Eqs. ( 24-29 ).
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where
c=
r _-
k=
4,=
gravitational constant of the sun, km'_/s 2
speed of light, km/s
heliocentric position and veloeitv vectors of body
i in km and kin/s, respectively, with the rec-
tangular components referred to a non-rotating
coordinate system
magnitude of r
magnitude of
Newtonian potential at body i
If body i is a probe,
_,,- _,* + _ __.L (47)
r r_j
J
where the second term is the contribution to the New-
tonian potential due to any "near" bodies j ("near" imply-
ing loeation of the probe within its relativity sphere, as
discussed in Subsections 1 and 8). The j summation will
include either the earth and moon, the earth only or
another planet, or the planets Jupiter and Saturn. If
body i is a planet P other than the earth,
6,,- __ (48)
r
If body i is the earth E or the moon M,
_ _ + m_ (49),_
r TEM
- _ + _ (50)%,
f rE_i
The magnitude of the Newtonian inertial acceleration
of a body due to the sun is _s/r'-'. The sun's gravitational
constant/_s is related to the astronomical unit A_ by the
relationship
k_A_ km3/s z (51)
_ = (86,400) _
where k is the gaussian gravitational constant. The
relationship between the uncertainty in _s and A_ is
__ _ [ 3 8Aa, (52)
_s A_:
Assuming that the ultimate uncertainty in A_ will be
0.1 km, the corresponding ultimate uncertainty in _s
will be
_ _ _ [ 2 X 1019 (53)
The uncertainty in the Newtonian inertial acceleration
due to the sun will then be
_ _ l_ d _ ( _ _
r -° r-" k ffs / = 7 (2 X 10 -9) (54)
The terms in Eq. (15) for the relativistic inertial accelera-
tion due to the sun may be denoted as aR and put into
the form
aR = -7_
These terms are deleted if their magnitude is smaller than
the uncertainty in the Newtonian inertial acceleration,
due to the expected ultimate uncertainty in _.,. That is,
terms in Eq. (15) are deleted if
ITI
c-- 7 < 2 X 10 -_ (56)
or
IT[ < 180 km-_/s: (57)
The sum of terms 3, 4, and 5 of Eq, (15) may be written as
2
and denoted as terms 3", 4", and 5". Term 8 may be wa'itten
as
c 2
_J
r+ [(*' -- rj). (_', -- E)] (i-, -- i-0
_j
c_ r_. [(r_ - r_). i-j ] 5", - _'J)
and denoted as terms 8A and 8B. Thus, the significant
terms of Eq. (15), appearing in Eq. (46), are terms 1, 3",
and 8A; the remaining terms are 2, 4", 5", 6, 7, 8B, and 9.
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The probable maximum value of T (Eq. 55) for each
of these remaining terms is as follows:
Term Maximum value of T, km2/s z
2
4*
5*
6
7
8B
9
0.2
0.0002
26
0.0003
0.9
13
6
The magnitude of T for term 2 is the Newtonian potential
at the sun due to the planets. Terms 4", 5", 6, and 8B are
based upon the sun's barycentric velocity of 13 m/s and
an extremely high probe velocity of 1000 km/s (parabolic
velocity on the sun's surface -- 600 kin/s). The magni-
tudes of T for terms 7 and 9 are based upon a probe at
Pluto's distance from the sun. The maximum conceivable
magnitude of T for any of the deleted terms is 26 km2/s 2,
which is less than the rejection criterion given in Eq. (57).
The maximum values of T for terms 5* and 8B, the
largest of the deleted terms, are proportional to the
product of the heliocentric velocity of the probe and the
barycentric velocity of the sun. The values of T for the
three retained terms, Eq. (46), are proportional to the
square of the heliocentric velocity of the probe. Hence,
the order of magnitude of the ratio of the deleted terms
to the retained terms is equal to the baryeentrie velocity
of the sun (approximately 13 m/s) divided by the helio-
centric velocity of the probe. Since the heliocentric veloc-
ity of the probe is generally greater than 13 km/s, the
maximum ratio will be 10 -3. Thus, the relativistic accel-
eration of a body clue to the sun, computed from Eq, (46),
will generally have three or more significant figures. As
the probe approaches the sun and its speed increases,
both the size and accuracy of the relativistic acceleration
terms increase.
Equation (46) with 4 given by Eq. (48) is identical to
that obtained from the 1-body metric in isotropic co-
ordinates (Eq. 82, p. 30, of Ref. 11). The 1-body metric is
an exact solution of Einstein's field equations for the ease
of a particle moving in the field of one body. Thus,
Infeld's equations of motion are the n-body extension of
the equations of motion obtained from the I-body metric
in isotropic coordinates.
3. Relativity Spheres
The relativistic acceleration due to a planet or the
moon is significant, relative to the solar relativistic accel-
eration, in only a small region surrounding the body
(small in relation to the scale of the solar system). For
simplicity, this region is taken to be a sphere, termed the
relativity sphere, whose center is at the center of mass of
the body. The relativistic acceleration due to a planet
or the moon should be computed only within that body's
relativity sphere.
The relativity sphere for a body should be sufficiently
large that the deleted relativity acceleration is less than
the relativity acceleration due to the sun, which is accu-
rate to at least three significant figures (see Subsection 2-c).
Thus, an obvious selection for the radius of the relativity
sphere for a body would be the distance at which the
relativistic acceleration due to the body is three orders
of magnitude less than the solar relativistic acceleration,
given by Eq. (46). For a probe on a heliocentric parabolic
trajectory, the magnitude of the solar relativistic accelera-
tion is approximately lO-T/r times the solar Newtonian
acceleration, where r is the distance from the sun in AU.
Thus, using the above criterion, the computational accu-
racy of the inertial acceleration of a body would increase
with distance from the sun, while the magnitude of the
acceleration would decrease.
A more reasonable criterion would be to compute the
inertial acceleration of a body to an accuracy of 10 -_°
times the solar Newtonian acceleration. Using this cri-
terion, the relativistic accelerations due to Mercury, earth,
Jupiter, and Pluto, respectively, are deleted when they
become 2600, 1000, 190, and 25 times smaller than the
solar relativistic acceleration. Also, the total inertial
acceleration is carried to approximately one significant
figure more than the probable ultimate accuracy of the
solar Newtonian acceleration (Eq. 54).
Equating the magnitude of the relativistic acceleration
due to a planet P at the edge of its relativity sphere to
10 -_° times the magnitude of the solar Newtonian accel-
eration at the planet's mean distance from the sun gives
l_r, NI, = 10,0 t_._
--W-re a_, (58)
where
t_e = gravitational constant of the planet
izs = gravitational constant of the sun
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re = radius of relativity sphere for the planet, AU
ap -----mean distance of planet from sun, AU
Ne = ratio of relativistic-to-Newtonian accelerations
due to the planet
For a probe on a heliocentric parabolic trajectory in the
vicinity of a planet, the maximum value of Nv is given
approximately by
NI, _ lO-7/ap (59)
Substituting Eq. (59) into Eq. (58) and solving for re gives
ri, = A_: 10 -a/_.,,/tzt, km (60)
where
Ap, = number of km/AU
Table 5 gives values of a,,, t*,,./1*,.,and re (rounded high)
for each planet and the moon. The radius of Jupiter's
relativity sphere is approximately one-half the mean
distance of Jupiter from the sun, At the point on Jupiter's
relativity sphere farthest from the sun, the relativistic
acceleration due to Jupiter is approximately 2)< 10 -1°
times the solar Newtonian acceleration and 10-'-' times the
solar relativistic acceleration. At the point on Jupiter's
Table S. Radii of relativity spheres
Celestla| body
Mercury
Venus
Earth
Mars
Jupiter
Saturn
Uraflus
Neptune
Pluto
Moon
Mean distance
from sun,
ae, AU
0.387
0.723
1.000
1.524
5.20
9.55
19.20
30.1
39.5
1.000
Sun/planet
mass ratio,
/z_//xp
6,000,000
408,500
333,000
3,100,000
1047
3502
22,900
19,300
360,000
27,100,000
Radius of relativity
sphere, re,
10 f' km
2
7
9
4
400
300
200
200
50
1
relativity sphere nearest the sun, the latter ratio is approx-
imately 10 a
From Table 5, it is seen that the only relativity spheres
which contain other celestial bodies are those of the earth
and moon. Thus, the inertial acceleration of the earth and
moon should include the relativistic acceleration due to
the moon and earth, respectively, in addition to the solar
relativistic acceleration. The inertial acceleration for a
planet other than the earth requires the relativistic accel-
eration due to the sun only. The relativity spheres for
Jupiter and Saturn may overlap at conjunction. Thus, the
relativistic acecleration of a probe may contain terms due
to two "near" planets.
4. Equations of Motion far Generating Ephemerides for
the Planets, the Earth-Moon Ban/center, and the Moon
The ephemerides of the celestial bodies within the
solar system consist of the heliocentric ephemeris of each
planet (except the earth) and the earth-moon baryeenter
and the geocentric ephemeris of the moon. The accelera-
tion integrated numerically to give each ephemeris is the
sum of the Newtonian acceleration and the relativistic
acceleration. The Newtonian acceleration is well known
and need not be considered here, The relativistic accel-
erations required to generate the heliocentric ephemeris
of a planet or the earth-moon baryeenter and the geo-
centric hmar ephemeris are given below,
a. Heliocentric ephemeris of a planet (other than the
earth). The relativistic acceleration of a planet, P (other
than the earth), relative to the sun, S, is given by
"_r,, =7. -7,_ (61)
where
i:, = relativistic inertial acceleration of planet P
_:s = relativistic inertial acceleration of the sun S
Since no planet is within the relativity sphere of an-
other planet, _, is due solely to the sun and is computed
from Eqs. (46) and (48). The acceleration i:_, consists of a
constant radial acceleration and a variable acceleration.
The constant radial acceleration is equal to -3 X lO-*/a
times the Newtonian acceleration, where a is the mean
distance of the planet from the sun in AU; it causes a de-
crease in a of about 1.5 kin. The magnitude of the variable
acceleration is of order e times the constant radial accel-
eration, where e is the eccentricity of the planetary orbit.
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The approximate value, in km/s-", of the variable part of
_:p for each of the planetary orbits is:
Mercury
Venus
Earth-moon barycenter
Mars
Jupiter
Saturn
Uranus
Neptune
Pluto
6 X lff lz
3 X I0 -_
3XlO '_
5X 10 '_
6 X 10 -'7
1 X 10 -'_
1 X I0 -_
6 × 10-'-''_
7 X 10-''_'
The relativistic acceleration of the sun, _,,, is the slim
of terms i:s (i) due to each body i consisting of the nine
planets and the nioon:
"_, = E _.,'(i) (62)
)
where the acceleration due to each body is given by
Eq. (15). The maximum value of _:,_is about 3.5 X 10-_s
kin/s-'. Thus, since _:v is accurate to only three or four
figures, i:_ is not significant relative to _/, for the four inner
planets. For the five outer planets, it would appear that
_:.vis significant.
An approximate first-order integration of the orbital
elements of the planets was carried out to determine the
effect of _:.,,.The resulting periodic variations in the orbital
elements represent a position change of less than 1 m for
the inner planets and less than 1 km for the outer planets.
For an ultimate uncertainty of 0.1 km in the AU, the
uncertainties in the radial positions of Jupiter, Saturn,
Uranus, Neptune, and Pluto would be 0.5, 1, 2, 3, and
4 kin, respectively. Thus, until the AU ean be determined
to better than 0.1 km and the ephenierides of the outer
planets greatly improved, "_ can certainly be neglected.
Equation (61) thus simplifies to
oo_
r;. _1, (63)
where "_,, is given by Eqs. (46) and (48). Preliminary con-
siderations indicate that the error in the integrated
planetary ephemerides resulting from neglect of the
Newtonian potential due to the planets in Eq. (48), and
thus Eq. (46), is less than 10 m for the inner planets and
100 m for the outer phmets.
b. Heliocentric ephemeris o[ the earth-moon bary-
center. The relativistic acceleration of the earth-moon
barycenter, B, relative to the sun, S, is given by
"'_ - _ _,:(s) + _ _ _:,,(M)
rn 1÷-#_ l+p. "
i i
+ -r---- 7.,, (S) + -v----7,, (I;) -- _ (64)
where E and M indicate the earth and moon, respectively;
Fi (J) is the inertial relativistic acceleration of body i due
to body i and
- _': (65)
_._t
with/_, and/,,,_ representing the gravitational constants,
in km:Vs _, for the earth and moon, respectively. The
accelerations due to the sun are given by Eqs. (46) and
(49) or (50); those due to the earth and moon arc com-
puted from Eqs. (15), (49), and (50). The acceleration of
the sun is given by Eq. (62).
In the sum of terms 2 and 4 of Eq. (64), a munl)er of
terms cancel, and the relativistic acceleration of the
barycenter due to the mutual accelerations of the earth
and moon (acting in the field of the sun) is no naore than
2 X 10 ' times the relativistic acceleration due to the sun,
or 10--' times the variable part of that acceleration. The
largest accelerations due to the earth and moon are
monthly, and there is an annual term 20 times snialler.
The accelerations due to the sun have a period of 1 yr.
Because of this, the periodic variations in position due to
the earth and moon are probably less tlmn 10 :_ times
those due to the sire. It will be shown in the second article
of this series that the magnitude of the periodic variations
in position due to the variable part of relativistic accelera-
tion due to the sun is about 400 m. Thus, the terms due
to the earth and moon must be less than 1 m. Hence,
terms 2 and 4 in Eq. (64) may be deleted. From a. Helio-
centric ephemeris o[ a planet (other than the earth), it is
seen that V._ is three orders of magnitude less than the
variable part of the relativistic acceleration due to the sun.
Hence, the last term of Eq. (64) may also be omitted.
Thus, to an accuracy of about three figures,
°°s 1
r_-- _ ....1÷_ rE (S) q- _ r u (S) (66)
where _:_:(S) is given by Eqs. (46) and (49), and "_,, (S) is
given by Eqs, (46) and (50),
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The relativistic acceleration of the earth-moon bary-
center could be computed directly from Eqs. (46) and
(48) in terms of the heliocentric position and velocity of
the barycenter. However, the third significant figure of the
acceleration would be affected; therefore, it is recom-
mended that Eq. (66) be used.
c. Geocentric ephemeris of the moon. The relativistic
acceleration of the moon relative to the earth is given by
•.E%= FM (S) -- _ (S) + FM (E) -- 7,.: (M) (67)
where the first two terms arc computed from Eqs. (46),
(49), and (50), and the last two terms arc computed from
Eqs. (15), (49), and (50). All velocities appearing in Eq. (15)
are barycentric, but may be evaluated with heliocentric
values.
The sum of terms 1 and 2 of Eq. (67) is about 10 -1_
km/s _", whereas the individual terms are one order of
magnitude larger. The magnitudes of terms 3 and 4 are
about 10 -13 and 10 -1_' km/s 2, respectively. The total accel-
eration computed from Eq. (67) is accurate to three or
four figures.
5. Equations of Motion for Generating the Ephemeris
for a Space Probe
The acceleration of a space probe, pr, relative to the
center of integration, C (a planet, the moon, or the sun),
which is integrated numerically to give the probe ephem-
eris, is the sum of the usual Newtonian acceleration and
the following relativistic (perturbative) acceleration:
_,C = _pr (S) -- _c (S)
pr
+ (i) - (.)
J
 6s)
The first two terms are the accelerations of the probe and
the center of integration due to the sun, computed from
Eq. (46). The second term is zero if the center of inte-
gration is the sun. When the center of integration is the
sun, its relativistic acceleration due to the planets and the
moon (3.5 X 10 -_s km/s 2 at most) is ignored. The third
term is the acceleration of the probe due to each "near"
body j, computed from Eq. (15). A body is "near" if the
probe lies within its relativity sphere (Table 5). The j
summation, if it exists, will include: (1) a single planet,
(2) the earth and the moon, or (3) the planets Jupiter and
Saturn. The last term of Eq. (68) is the acceleration of the
center of integration due to a near body n, computed
from Eq. (15). It is non-zero only when the center is the
earth or moon, in which case the near body is the other
of these two bodies. The Newtonian potentials appearing
in Eqs. (15) and (46) are evaluated from Eqs. (47--50), as
appropriate; the velocities in Eq. (15) are baryeentric, but
may be evaluated with heliocentric values.
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II. Systems Analysis
SYSTEMS DIVISION
A. An Aiming Point Selection Strategy to Minimize
The Expected Square of the Magnitude of the
Next Midcourse Correction, T. H. Thornton, Jr.
For current, as well as future, interplanetary space mis-
sions, the selection of an aiming point at the target will
be restricted by a planetary quarantine or impact proba-
bility constraint. Even though the mission may include
a sterilized spacecraft, which is to be landed on the planet,
other systems of the space vehicle such as the launch
vehicle and the interplanetary bus will not be sterilized;
and care must be taken to ensure that impact does not
occur. This analysis describes how an aiming point near
the target should be selected in order to minimize the
expected square of the magnitude of the next interplan-
etary midcourse correction.
With reference to Fig. 1, we define the following: Let
R, T define the B-plane. 1 Let X, Y be an arbitrary coordi-
nate system in the B-plane centered at the target with
capture radius R,,. (aR, ar) is the center of the final suc-
cess zone (assumed to be circular) whose radius is R._.
Assuming a sequence of two aiming point selections,
(tt_,ttr,) and (_R,.,,t_r_) are the first and second selee-
IKizner, W., A Method of Describing Miss Distances for Lunar and
Interplanetary Trajectories, Aug. 1, 1959 (]PL internal document).
tions, respectively. The ellipses denoted by the covariance
matrices fi-1 and A., are lines of constant probability den-
sity associated with the uncertainty in the flight path after
the first and the second corrections, respectively. This un-
certainty would be due to spacecraft execution errors
after the correction and orbit determination errors prior
to the correction.
_T
J ¸¸¸;ii!!i!ii  Ess Orzo E
AI R _A2
Fig. 1. Aiming point selection coordinate definition
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We shall assume that the second aiming point can
always be seIected to be (aR, aT) and proceed to deter-
mine (tzel, #r,).
Let V be the second midcourse velocity correction
vector.
Two dimensions are assumed here which is equivalent
to assuming a miss only correction (i.e., no flight time
correction).
If Pi is the planetary quarantine requirement imposed
upon the selection of (_tR1,t_r_), then we wish to solve
such that
MIN {E (VrV)}
_tR_,/trl
f fR pl (R, T, _R1, tzrl, A1) dR dT = P,
C
(i)
where p_ is the probability density function.
It will be convenient to define the X,Y coordinate
system such that A1 becomes a diagonal matrix and to use
this coordinate system rather than R, T.
o]A1 --* A -- a_
Define a sample miss after the first midcourse correc-
tion (i.e., from the population p_) to be
The velocity correction required at the second midcourse
correction time to correct this miss is
V=-K -l(m-(x)
where K is the mapping matrix of velocity perturbations
at one time to miss perturbations at a second time. Then
VrV = (m - ct) r (K-l) r K -1 (m - tr)
Defining
we have
VTV -= A (m. - a,)_ + 2B (ra, - a.) (mu - av)
+ C (_ - ,_)_ (2)
Now unless the problem is trivial, Re will be small com-
pared to the major axis of A; and hence, the constraint
Eq. (1) may be approximated as
e_
m (0,0, _, _,,,,_) = ,_R----_, (3)
pl is of the form (assumed gaussian)
1 [.(x-_)_____2 + (y - tt_)_]p, - 2rra_av exp -- l& a a_ (4)
Using Eqs. (2), (3) and (4), Eq. (1) becomes
MIN {E [A (m, - a,)_ + 2B (m, - a,) (my - av)
#., Pv
+ C (my - ay) _] }
such that
Now
tz___+ tz..__= constant
E (ra. - ,_)_ = _ + (_ - _)'_
E (m_ - a.)(m_ - a_)= (tz. - a_)(t_, - ,_)
E (m_ - ,_)_ = _,_,+ (_ - ,,_)_
(5)
Since a_ and _, are constants, then Eq. (5) may be writ-
ten as
MIN {A (_. - ,,_)_ + 2B (_ - ,_) (_ - ,_.)
/.t.,, #r
+ c (_,,- _,,)2)
02_ + &, = constant
(6)such that
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Forming
A (_, - ,_,)2 + 9x (_ - 4,) (_. - 4.) + c (_. - 4.)_
L a, ,,_,J
it follows that the necessary condition for the solution
of Eq. (6) is
r a_ ](c4 +n4,>.,+IA - c ,,,.
(7)
-- A --,.,4, + B -'7, 4_/ t_ + -- B #_ - B t_'_= 0
_, _; 4_
Two examples are interesting. Assume that the mapping
matrix K is a constant times the identity matrix.
K = kI
Then
1;B 1A = k_ =0;C =-_
Then Eq. (7) becomes
4_ _, + t_, _,_ _ 4, _, = 0 (8)
II _tJ
From SPS 37-45, Vol. IV, pp. 1-3, Eq. (8) is the necessary
condition imposed upon _,, _,, if one wishes to minimize
the expected square of the miss following the first mid-
course correction.
In the next example, assume that a, and 4, = 0, and
that ,, and _,, are equal. Then Eq. (7) becomes
(A - C) _,_. + B (_g - _) = 0 (9)
Let 4 define the radial direction of the optimum aiming
point for this example.
Then from Eq. (9)
tan _ = --
4 = _/, tan-' (A2_--Bc) (10)
To interpret this result, consider how a lm/s midcourse
velocity correction of an arbitrary direction will map to
the B-plane. An envelope of all possible directions of this
unit correction forms a sphere; and, in general, this sphere
maps to an ellipse in the B-plane. It can be shown that
this ellipse, commonly called the midcourse capability
ellipse, has a major axes orientation given by Eq. (10).
A graphical interpretation can be given to the solution
of Eq. (1). This is done with the aid of Fig. 2. Three con-
tours are presented in the figure. The largest ellipse is
an approximation to the planetary quarantine constraint
associated with the first midcourse correction. The aiming
point selected for the first midcourse correction, then,
must lie on this planetary quarantine ellipse. The smallest
ellipse centered at the final aiming point represents the
midcourse correction capability ellipse for a correction of
1 m/s performed at the time of the second mideourse cor-
rection. If one magnifies this midcourse capability ellipse
by magnifying the size of the midcourse correction per-
formed at the second maneuver time until this ellipse first
touches the planetary quarantine constraint ellipse, that
point of intersection is the optimum aiming point for the
first midcourse correction and indeed minimizes the ex-
pected value of the square of the midcourse correction
velocity for the second correction.
(
_R, P'T
FIRST MIDCOURSE /_
AIMING POINT -'---/
CT CONSTRAINT
TARGET PLANET
aR, :T T
_ MIDCOURSE CAPABILITY
FOR I m/s
_'-- MIDCOURSE CAPABILITY
FOR MINIMUM
BIAS VELOCITY
Fig. 2. Optimum aiming point to minimize expected
square of magnitude of next midcourse correction
B. Trajectory Considerations for a Mission to
Jupiter in 1972, "_R. A. Wallace
I. Introduction
Jupiter is quite different from the planets so far investi-
gated by space probes in that it is much larger in size,
_This article is a summary of R. A. Wallace's Traiector_t Considera-
tions [or a Mission to Jupiter in 1972, TM 33-375. Jet Propulsion
Laboratory, Pasadena, Calif., Mar. 15, 1968.
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much more distant from the sun, and has a high surface
rotation rate. These characteristics affect the mission
design by constraining launch and arrival dates and fixing
the approach conditions at the planet.
Previous studies 3 have shown that a Jupiter probe
should weigh a minimum of 600 lb. In the present study,
a starting point was a set of launch vehicle performance
curves. These curves are shown in Fig. 3. The data upon
which Fig. 3 is based were supplied by Batelle Memorial
Institute through their NASA launch vehicle planning
project.
3Advanced Planetary Probe, Jupiter Flyby Application, Aug. 12,
1966 (JPL internal document).
2. Trajectory Design Chart
There is a standard sequence for designing trajectories
for a mission. First in the sequence is to provide an over-
all view of the variation of several mission-dependent
parameters. The most efficient method for providing this
over-all view is to plot these parameters on a launch date-
arrival date grid.
Eleven different trajectory parameters were plotted on
a base launch energy plot with launch date-arrival date
as coordinates. Of these eleven parameters C_ and DLA
are shown in Fig. 4. C,_ is the geocentric launch energy
and DLA is the declination of the geocentric hyperbolic
departure asymptote. C:, values, taken with Fig. 3, are
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directly related to launch payloads. DLA has an impact
on launch operations because of its effect on the launch
azimuth corridor. If its absolute value is larger than the
latitude of the launch site (usually taken to be 28.3 deg N
for the Air Force Eastern Test Range), then the launch
azimuth corridor is restricted symmetrically about the
90-deg launch azimuth.
3. Trajectory Constraints
Ten trajectory constraints considered most applicable
to a Jupiter mission are as follows:
(1) A launch period constraint is usually specified so
that from 20 to 30 days are available in which to
launch.
(2) A constant arrival date is usually picked to hold
approach geometry constant and simplify the tra-
jectory design problem, The arrival date for the
1972 opportunity could be varied by 10 days, how-
ever, without causing any problems.
(3) The highest C:_ required during a launch period
must be used to determine the launch payload,
since the performance of a launch vehicle would
have to remain fixed over the whole launch period.
Using Figs. 3 and 4, it can be seen that a Titan III
vehicle with a Burner 1I addition is the minimum
configuration required for a mission to Jupiter in
1972.
(4) From a reliability standpoint, flight times of less
than 2 yr are recommended, thus eliminating type II
trajectories.
(5) The Centaur has a minimum coast time constraint
of 2 rain and a maximum restriction of 30 min.
These are no coast time restrictions associated with
Titan III C vehicle.
(6) Restrictions of DLA are connected to coast time,
launch window, and near-earth tracking constraints.
For high DLA values, coast time and launch win-
dow constraints will be a problem for the 1972
opportunity, if range safety will not allow launch
azimuths as low as 56 deg or as high as 118 deg.
Launches with high DLA values will require near-
earth tracking over the Mediterranean and North
Africa.
(7) Since flyby missions with close approaches result in
small differences in periapsis speeds for a broad
range in approach velocity, this parameter would
not be a primary trajectory constraint.
(8) Midcourse execution errors result in dispersions at
the target planet. If the encounter aiming point is
close to the planet these dispersions could impact
the probe. For orbiter missions 2xV would be re-
quired to correct for dispersions.
(9) The information bit rate received at earth varies
as the inverse of the square of the communication
distance (_I/R_). Thus the bit rate for the mini-
mum encounter distance is roughly twice the rate
at maximum encounter distance (Fig. 4).
(10) Orbit determination studies show that a minimum
value of 5 deg of probe geocentric declination is
required for adequate orbit determination accuracy
by earth based radio tracking.
4. Interplanetary Trajectory Selection and Characteristics
Since an input to this study was a family of launch
vehicles (Fig. 4), the trajectory selection is required to
emphasize the C:_payload constraint; as stated previously,
600 lb was considered the minimum acceptable space-
craft system weight.
A trajectory selection has been made which requires a
C3 between 90 and 100 km_/s _. This selection provides a
reasonable Jupiter flyby probe using the Titan-Burner II
combinations or a very good orbiter with the Titan-
Centaur combinations. The following table specifies the
trajectory selection and lists some of the parameters affect-
ing the trajectory constraints discussed earlier.
Design C:_
Launch period
Communication distance
at Jupiter arrival
Flight time
minimumDLA axi u
Semimajor axis of the mid-
course dispersion ellipse
Approach asymptotic
velocity
Launch dates
Arrival date
95 km_/s _
25 days
850 X 10" km
650 days
- 25 deg
- 39 deg
3000 to 4000 km
8.6 km/s
Feb. 20 to Mar. 16, 1972
Dec. 12, 1973
For the trajectories selected, sun occultation will occur
simultaneously with earth occultation at Jupiter. The tra-
jectories selected will all pass through the asteroid belt.
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If this region is taken to begin at 1.8 AU and end at
3.8 AU (Ref. 1), then cruise time in the asteroid belt will
be 260 days. All probe geocentric declinations are less
than -15 deg, thus presenting no problem in obtaining
orbit determination accuracy.
5. Considerations for a Jupiter Orbiter
An orbiter would allow long term investigation of
Jupiter and its near-planet space environment. A prelimi-
nary study was conducted to determine qualitative figures
for velocity requirements and system weights. All maneu-
vers were assumed to be periapsis-to-periapsis transfers.
Large size orbits were chosen to keep the insertion AV
low and thereby provide realistic orbiter systems with the
launch vehicles provided in Fig. 3.
Figure 5 shows the insertion _V required as a function
of closest approach altitude with apoapsis radius and
approach velocity as parameters. The insertion AV sensi-
tivity to errors in closest approach altitude is on the order
of 10 m/s for every 1000 km of error. A dispersion of
3000 km in closest approach altitude would result in the
expenditure of 30 m/s of ±V to correct the error.
6000
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I000
0
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V¢o = 9 km/s--
86 _,
B
7
_, 366 km
PERIAPSIS TO PERIAPSIS MANEUVER
5 =
I 2
CLOSEST APPROACH ALTITUDE h a , PLANETARY RADII R
Fig.5. Insertion_V at Jupiter
How do these _Vs translate into orbiter weights? In
Fig. 6 is shown the orbiter system weight variation with
earth injection payload. Design launch C:_ and launch
period are also shown. Because of the large size orbits
chosen the orbits specified in Figs. 5 and 6 will have long
periods, between 60 and 200 h.
The inertial orbital velocities will vary between 5 kms
at apoapsis altitude (15 to 25 Jupiter radii) and 30 to
55 km/s at periapsis altitudes of less than 2 Jupiter radii.
Coupled with Jupiter's high surface rotation rate, interest-
ing subplanet tracks should result, though w'locities will
be in a radial direction for most of the orbit.
6. Concluding Remarks
(1) High values of DLA occur for the low energy tra-
jectories to Jupiter launched in 1972. These could
cause severe near-earth tracking problems during
part of the launch period.
(2) A useful probe to Jupiter in 1972 would require a
launch vehicle that could generate more energy than
the Titan III C alone. An orbiter would require a
launch vehicle in the class of a Titan III D-Centaur
combination.
(3) Maximum communication distances for any Jupiter
mission will vary between 600 and 900 Mkm. For
low energy traiectories (C:, - 95 km-'/s-') of the 1972
launch opportunity, maximum communication dis-
tances are on the order of 850 Mkm. For higher
energy trajectories (C:, = 105kin'-' s'-'), shorter dis-
tances are available-650 Mkm.
(4) Flight times of more than iv_, yr but less than 2 yr
will be required for the low energy Jupiter missions.
A significant amount of cruise time will be spent in
the asteroid belt, some 8 mo.
(5) A system weight (does not include propulsion sys-
tem weight) in orbit between 800 and 1700 ]b could
be obtained for a mission to Jupiter in 1972, using a
Tital_ III D-Centaur-Burner II combination launch
vehicle.
Reference
1. Narin, F., "Spatial Distribution and Motion of the Kno,vn Aster-
oids," AIAA ]., paper No. 66-149, Jan. 1966.
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III. Computation and Analysis
SYSTEMS DIVISION
A. Transformation of Partial Differential
Equations of Directional Type to Ordinary
Differential Equations: Examples,
E. M. Keberle and A. J. Semtner
Partial differential equations of directional type have
been discussed in connection with solving constrained
systems of ordinary differential equations of E. M. Keberle
(SPS 37-43, Vol. IV, pp. 33--41). It is shown here that such
partial differential equations can be transformed to ordi-
nary differential equations (with parameters) by suitable
changes of variables. In the case of second-order equa-
tions, this will imply that equations of directional type
must be intermediate. Two examples will be given to
illustrate the theory.
1. Equations of Arbitrary Order
A partial differential equation of directional type is an
equation of the form
L_ _ = t-l_ , ,h(L x -,... L x E Z) (1)
where Lx is the operator of directional differentiation
with respect to a vector field X(x) in n-space, that is,
L x = X_ ax---T
Higher order derivatives of E are defined by
L_+__ = L x (L_ E)X
The operator L x can be regarded as an invariant ob-
tained by the contraction of the eontravariant vector X
and the covariant operator 8/_x. The higher order oper-
ators L_ must also be invariant. Thus, if a change of
coordinates is given by
y = {p(x)
and
x = _u(y)
then
(z)
where Y is the vector field Y(y) such that
Yko _ _ ax_ (3)
It follows from Eq. (2) that a function = will be a solu-
tion of Eq. (1) ff and only ff the function f_ = E o q_ is a
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solution of
L_ f_ = h(L_ -_ f_, "", Ly f_, _) (4)
Equation (1) is thus invariant under coordinate trans-
formations.
Now note that Eq. (1) can be transformed to ordinary
form if a change of coordinates can be found such that
Y1 _ "' _ Y,- 1 _ 0. For then
and Eq. (4) will read
o
(s)
In view of Eq. (3), we therefore ask that
_Xi _¢k _ 0
for k -- 1, -.., n - 1. This equation simply states that the
transformation functions _1,'", _,-_ must be first inte-
grals of the system of ordinary differential equations:
= X,(x,, ..., x,)
(6)
;c. = X.(x,, ...,
The theory of first integrals guarantees the existence of
n- 1 functionally independent integrals for Eq. (6).
Denote these by q_l, "", q_,<. For q_. choose any function
which is functionally independent from q,,, "", q_,-, At
least one of the coordinate functions will satisfy this cri-
terion. By reordering the x-variables if necessary, we can
get that x, is functionally independent from ff_, .", q_.-1.
If we continue to use x, rather than y, and if we use
(c,, ...,c,_1) for (y_, "",y,-_), as is customary for first
integrals, then Eq. (5) becomes
,,,_,
(7)
where Y, is a function of the parameters c,, ..., c,_, and
of the variable x,.
2. Equations of Order 2
For the case of second-order equations in n variables,
the above transformation is identical with the transforma-
tion to canonical [orm, such as is discussed in Courant-
Hilbert (Ref. 1) for the case of two independent variables.
The latter approach concentrates on transforming the
second-order operator in L_ to a normal form. This oper-
ator is given by
A = aij
where in our case au = X_Xj.
Under a change of coordinates x = _(y), the above gen-
eral expression transforms into
_t = bij -- + lower order terms
where in our case
bu = _ XrX_
_X_ _X8
r,s=l
Now b_j can be factored to give
_ _cbi _ (b,)(bj)
r:l s=l
[Note that b, = Y_ o _ for Yi as defined in Eq. (3).]
We can put A ha canonical form by letting q,_, -" ", ,#.-_ be
first integrals for the system of Eq. (6); for then b_ = 0
for i= 1,..',n-1 will give bii=0 except when
i -- i = n. The transformed operator is of the canonical
form
_2
A = (b,) = _ + lower order terms
c,y,
which shows that the original operator is parabolic in the
case of two independent variables, or intermediate in
the case of more than two variables, since a single second-
order term is obtained by the transformation.
The same approach can be applied to the lth order
operator contained in L_. It is given by
A= y' a,_-"ir _xh...oxq
i 1 .., i 1
64 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. I|!
where and
ail "'" i_ = Xq .-. Xq
This expression can be transformed to
,,, _z
A = _ bq 't _Yq"" 3Y_z
il,,.i |
4, lower order terms
where the coeflqcients are given by
b,, ... = (b,,) ... (b,,)
When n- 1 first integrals are used, the only nonzero
term of order I is
If the notation c,.-', c_-1, x, for y_, "", y,_l, y, is used
as in the previous section, the transformed operator
becomes
_t = [b_(c,..., c,__, x,)]' _-_, z 4- lower order terms
Because the same transformation functions as in the pre-
ceding section have been used, it follows from there that
the resulting transformed equation is an ordinary differ-
ential equation.
3. Example I
Associated with the constrained system of ordinary
differential equations of J. S. Zmuidzinas (SPS 87-44,
Vol. IV, pp. 265--269)
Xl = X_ -1- X 2
• 2 2x_xa
=-(x,,x_)= x, + x_ = 0
is the partial differential equation of directional type
Lx E = ._'_ (8)
where
X_,(x,,x.,.)= 2x,x,
To transform the above to the ordinary form Lyf_ = f2_
with Y = (0, Y_), it is necessary to find ¢,, such that
A solution is
(x_ + x_) _¢'_ + 2x,xo _e_, _ 0
_x---7 - %-7-
x_ - x_
4,(x.x.,) -
X2
Equation (8) now transforms under the substitution
c, = (x_ - x_)/x._,
to
df_
2xg _= (c, + x_) _ = _'_
This ordinary differential equation can be integrated to
give the general solution
1
a(c,,x_) = ,.,._
1 (1+_[,) +A(c,)¢1
The integration constant A is written as a function of the
parameter c, of the ordinary differential equation in
order to permit the transformation back to the general
solution of the partial differential equation (Eq. 8):
_(x,,x_) =
x, (x_- x_,)x_- x_ + A _ .
Incidentally, by choosing the function A so that
A(t) = - 1/t, the original -'(x,,x_,) = x_ 4- x,., is obtained.
The selected solution of the associated constraint sys-
tem of ordinary differential equations as discussed by
A. J. Semtner (SPS 87-48, Vol. III, p. 41) leads to c_ = 0
such that for above f* the relation f_(c_,x:)= 0 holds
despite the variation of x:.
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4. Example2
The differential equations of the Kepler problem
G = -x(x'-"+ y2)-3/_
b _ l)ll
by = -y(x _ + y_)-3/_
when subjected to the constraint that the motion be cir-
cular
_-(x,y) = x°-+ yo__ C = 0
give rise to the partial differential equation of directional
type
3 = = _ (Lx_)( _ 4- C) -_/_Lx_ (9)
Three independent first integrals are given by
t Cl --'_ yt)_ -- Xt_ u
1 2 y2)-,ac== T(_= + vl) - (x=+
c3 = x(x'-"+ y_)-_ + v_(yv_ - xv_)
[angular
momentum ]
[energy]
[Laplace-Lenz]
Note in passing that a fourth integral c4 can be obtained
by interchanging x with y and v, with vu in the expres-
sion for c:, This integral depends on the above three
integrals by means of the relation c_ + c_ = 2c_c2 + 1.
The above equations can be inverted to obtain y, v_, and
v_ in terms of c_, c..,, c:,, and x:
(2z'_c_+ 1 -- c_)v" (c, + xc2) ++-[2x(co_x+ c_) + c_]_
Y = 2c_c_ - c"3
1
v_ = -_l [y(x _ + y2)_v, _ (2cZxc_ + 1-c3) ]2v,
In the last two expressions, a substitution for y, as given
by the first expression, has to be made. The partial dif-
ferential equation (Eq. 9) after transformation becomes
the ordinary differential equation
L_n = - (Lya)(e + C)-_/'
for
2 v_ d
L v = _ [y(x _ + y_')-'/" - (2cZ_c_ + 1 - cs) ]
Cl
with y given in terms of c,, c2, c3, and x as before.
Reference
1. Courant, R., and Hilbert, D., Methods of Mathematical Physics,
Vol. II, pp. 154-157, Interscience Publishers, New York, N.Y.,
1962.
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IV. System Design and Integration
PROJECT ENGINEERING DIVISION
A. System Level Advanced Development,
E. K. Casanl, J. A. Gardner, W. R. Sorenson,
D. R. Anderson, and H. K. Frewing
1. Introduction
The objectives of the capsule system advanced devel-
opment (CSAD) program were described in SPS 37-48,
Vol. III, pp. 45--47. The approach to accomplishing these
objectives was to design and fabricate a functioning engi-
neering model, called the CSAD feasibility model. This
effort was coordinated with and used the diversified tech-
nical talents in the various disciplines throughout JPL,
as well as the related research and advanced development
results of past and current endeavors.
A functional block diagram of the capsule system,
showing the interrelationship of the various subsystems, is
given in Fig. 1. The capsule system configuration has
been completed and is illustrated in Fig. 2. This configura-
tion is somewhat different than an earlier configuration, 1
1Described in Mars "71 Technical Study, August 15, 1966, and
Mars "71 Technical Study, Addendum 1, December 12, 1906 (JPL
internal documents ).
mostly as a result of changing the lander from a spherical
configuration to a disc-shaped configuration. This, along
with other system design improvements, are discussed
in this article.
2. Lander Design
a. Design requirements and criteria. The CSAD cap-
sule, as described herein, performs both an entry and
landed mission. The landed mission is performed by a
51-1b lander package which is extracted from the entry
vehicle during the low supersonic portion of the flight.
A transonic parachute is mortared out of the end of the
entry vehicle and, upon inflation, extracts the lander. This
lander, suspended by the parachute, descends to the sur-
face of the planet, and after landing, operates completely
independent of the entry capsule.
The lander was designed to the following set of design
requirements and criteria:
(1) To minimize the post-landed operations required to
achieve partial mission suceess.
(2) To provide access to the ambient environment.
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(4)
To make provision for the erection of an instrument
boom with a rotating cup anemometer and a water
vapor detector normal to and 6 ft above the local
surface.
To provide locations for tile six antennas of the
onmidirectional antenna system.
The limiter was sized to attenuate the acceleration to
2500 fs under impact of 112 ft,"s on a flat, unyielding
surface. Design criteria are a combination of several
"worst case" assumptions: (1) the maximum (minimum
density, atmosphere) vertical descent velocity and (2) an
infinitely rigid surface. It was argued, and subsequently
proved, that if the limiter was designed to this criteria,
then any realistic combination of wind, slopes, rocks,
surface density, and bearing strength would combine to
give a less sew_re impact condition. Obviously, one can
construct a landing environment for which this design
is adequate by combining all "worst case" values of
the many atmospheric and planetary surface parameters
involved in such a mission; however, such a conservative
design would entail a performance penalty and require
complicated post-landing operations, such as removing
the impact attenuator. In effect, this design approach
would maximize the probability of a successful landing
but decrease the probability of successfully performing
any post-landing operations by complicating these opera-
tions as well as minimizing the useful landed payload.
b. Landing simulation program. To arrive at the best
overall design for the impact limiter, an approach was
taken which statistically, treated the significant param-
eters in order to predict the expected impact conditions.
This technique allowed the performance of a specific
design for the impact limiter to be evahmted for the ex-
pected landing environments. It also permitted an assess-
ment of the sensitivity of the design to the distribution
functions of the environmental parameters.
The velocity of the lander at impact is dependent upon
the combined values of several environmental parameters.
Using Monte Carlo techniques, the landing is repeatedly
simulated, with each parameter being randomly gener-
ated in accordance with its distribution functions. After a
very large number of samples, the effect of all the param-
eters on the velocity at landing is obtained.
The program first randomly generates a value of the
gas constant R, temperature T, and pressure P, according
to their distribution function, and then calculates a sur-
face density. Then, with this density and the specifics of
the lander parachute design, the vertical velocity V,,, is
calculated. Using a wind model, a specific value of the
maximum wind speed is randomly generated; this wind
speed is then used as the horizontal velocity V_,, of the
lander. This essentially assumes (which is a good assump-
tion) that the lander on its parachute is in equilibrium
with the wind. From these two components of velocity, a
total velocity Vr is calculated (both magnitude and direc-
tion). Then a value of the slope is generated, along with
its orientation to the total velocity. From these two, the
normal impact velocity V,, is calculated. Figure 3 shows
these velocity vectors.
The process described above was repeated several
thousand times, allowing the generation of a probability
distribution for the normal and total velocities. Figure 4
shows these distributions.
From Fig. 4, it can be seen that 91g of the time the
normal velocity is less than 112 ft."s. Experimental tests
were conducted to show that if the actual surface was
anything but infinitely rigid, this excess energy would be
attenuated by the surface.
c. Final configuration. With the various design require-
ments and criteria, many, lander configurations and sev-
eral techniques for satisfying the orientation requirements
were studied.
A disc-shaped configuration was chosen as the best
configuration to satisfy all the design requirements and
the design criteria. This configuration has been refined
and modified as a result of some initial drop testing and
is shown in Fig. 5. Some of the major advantages of this
configuration are:
(1) Packaging. All of the equipment can be packaged
in rectangular shapes which lend themselves to all
types of present packaging methods.
(2) Cabling. The bottom side of the lander serves as
the system harness cable tray.
(3) Equipment accessibility. All the subsystems can be
individually removed from the topside of the lander
simply by removing the cover. This can be accom-
plished with the balsa wood installed in its final
configuration.
(4) Electrical interlace. The electrical interface to the
entry package does not have to come through the
limiter. Two flyaway connectors are recessed below
the surface of the cover and hard-mounted to the
cable way.
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Fig. 1. CSAD functional block diagram
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Fig. 3. Impact velocity vectors
(5) Mechanical interface. The mechanical interface to
the entry package is in the vicinity of the discon-
nects and again does not have to go through the
balsa. A 6-in. diameter ring is used to take the shear
and compression loads, and the tension loads are
I v;= TOTAL VELOCITIES A [ [
l_l 4.0
_) 20]--=- _l _--_ _-__ ////t I = DRY LAKE-- 4
I I // I --ROCK FIELD. /I ] // MACAOA,,_ , ,
ol i I _ I G_A"°"I I i
0 20 40 60 80 I00 120 140 160 180 200
VELOCITY V, fl//s
Fig. 4. Impact velocity distribution
taken through a frangible link on the vehicle center-
line. When the parachute extracts the lander from
the entry capsule, this link is broken.
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(6) Sample acquisition. Since the entire face of the
lander is not completely covered with balsa wood,
it is easy to provide locations for parts to either take
in samples or to deploy sampling devices. The
lander has two instrument booms, one on each face,
which deploy a water vapor detector and a rotating
cup anemometer.
(7) Post-landing orientation. Since the lander is a fiat
disc, it has a bistable landed orientation; thus, by
duplicating those devices which require orienta-
tion, it is not necessary, to orient the entire lander.
(8) _Veight. The use of this configuration has greatly
improved the payload-to-structure weight ratio.
(9) Fabrication. This configuration is much simpler and
less costly to fabricate than a sphere which has
many complicated internal and external machining
contours.
(10) Test and operations. After the entire lander is assem-
bled and tested, the limiter can be installed. If, at
any time, it is required to remove any equipment
from the lander, this can easily be accomplished
with the ]imiter installed.
3. Capsule System Communications and Telemetry
The capsule system has two independent commnnica-
tion links: a UHF relay link which transmits to the space-
craft, and an S-band direct link which transmits to earth
after landing.
To recover the entry data after blackout requires the
relay link to operate at 500 bits 's. This data is both stored
data, which was stored during the blackout, and real-time
data, which was collected during the subsonic portion
of the flight. The subsonic data are pressure, temperature,
water vapor, and mass spectrometer measurements. The
mass spectrometer uses most of the real-time channel
capacity. The stored data are three-axis, high-speed ac-
celerometer and shock layer radiometer measurements.
These data are stored on a plated wire memory and multi-
plexed in with the real-time data after blackout.
The entry data subsystem (EDS) was constrained to
low weight, power, and volume requirements to fit within
the other system constraints of an entry capsule. This
necessitated a minimum logic approach for the CSAD
EDS; it required a new volume-saving weave for the
plated wire memory, and it sized the memory to be no
larger than that required for the worst-case atmospheric-
generated blackout situation. The entry mission imposed
a prescribed event sequence on the EDS design. The
spacecraft-mounted relay link demodulator loses signal
lock if long sequences of zeros or ones are received from
the capsule transmitter. To circumvent this, the bit sync
is half-added to the data.
The direct link on the lander is an all solid-state S-band
transmitter with a 3-W RF output. Since this lander has
all its antenna close to the Martian surface and operates
both when the earth as seen from Mars is low on the
horizon and again close to zenith, it was necessary to
develop a realistic multipath model; therefore, consider-
able system- and subsystem-level work was done on the
multipath loss problem associated with the lander radio
subsystem (LRS). A Monte Carlo modeling effort was
undertaken to derive realistic estimates of LRS multipath
losses for the landing geometries expected to be encoun-
tered on a CSAD-type mission. Because of the omni-
directional antenna coverage required by a rough-landed
capsule, system level considerations dictated six antennas
positioned with one antenna on each face of a cube. When
the lander is lying on a fiat surface, the antennas can be
described as a cube-on-an-edge.
High acceleration impact and sterilization imposed
severe constraints on the type of potting material that
could be used in the six lander antennas. Presently,
Eccofoam PT with a density of 27.5 lb/ft 3, a relative
dielectric constant of 1.672, a loss tangent of 0.0145, and
a static bearing strength of 870 psi has been found to best
satisfy the impact and sterilization heating requirements.
4. Entry Capsule and Lander Power Subsystems
The capsule requires two separate power subsystems:
one for the entry capsule, and a separate one for the
lander. These two systems are completely independent,
and the loss of one affects only the system which is de-
pendent upon it. Both systems use a separate battery as
the power source and a dc/dc power converter. There are
some small differences in the switching requirements of
the entry and lander, but both converter designs are essen-
tially the same. The high-impact requirements have made
it necessary to use different packaging techniques on the
lander power unit.
Several significant design improvements were realized
as a result of the constraints introduced at the system
level on the CSAD power conversion equipment; con-
straints were specifications of size, weight, volume, effi-
ciency for the power subsystems, and the operational
range of input voltages from the batteries. Initially, this
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led to a decision to fabricate a single, highly integrated
power unit, containing all power switching, conversion,
and regulating fimctions as well. In the case of the lander
power subsystem, this integrated concept was expanded
to include tile pyrotechnic firing function. This produced
size and weight advantages over the standard method
of using a separate unit for pyrotechnic firing circuits.
The pyrotechnic circuits themselves were made smaller
through the use of compact, high-current Darlington
transistor modules. The technique has the further advan-
tage of protection against accidental pyro firing, since the
l)arlington is not very noise sensitive.
Volume, weight, and efficiency considerations led to
two other early decisions. First, following the integrated
concept, was the use of an all-de distribution system
(further ramifications will be discussed later). Second, a
trade-off study was made to determine an optimum
chopper frequency in the booster-regulator (B-R). The
competing factors were the vohnne and weight savings of
a high-frequency unit attributed to the use of smallei" mag-
netics against the increased efficiency of a low-frequency
unit due to smaller core losses. The selected frequency,
5 kHz, was higher than normal B-R designs require and
necessitated a number of design improvements. The range
of input voltages over which the unit was to operate
amplified the inherent instability of the standard push-
pull B-R designs.
As a result of the above considerations, the B-R was
designed around single-ended rather than push-pull cir-
cuitry. The feasibility" of this method was enhanced by
the relatively low power requirements of the capsule sys-
tem and the recent development of semiconductor devices
with higher power-handling characteristics. This resulted
in a substantial reduction in the number of components.
These improvements found wider applicability because
certain features of the improved B-R design were incorpo-
rated in the front end of the de/de converter and also
because the base drive on the switching circuits was made
proportional to load current rather than load voltage. This
increased the low-power effleieney of the unit. The end
result was a highly integrated, highly efficient, low-power
regulated converter.
The use of dc power distribution introduced certain
possible problems relating to isolation and ground loops.
Specifically, the present design of the CSAD data system
joins the signal reference points of all subsystems at a
common point. Since dc distribution prevents isolation of
the power returns from the signal references in most sub-
systems, ground loops would be created if a single con-
verter output winding served more than one subsystem.
This problem was resolved in the CSAD design by requir-
ing a separate output winding for each subsystem load.
Additional consequences of the CSAD effort were the
development of high-density packaging techniques using
cordwood modules, and the first use in a JPL program of
recently deveh)pcd relays capable of surviving high-¢_
impact. The latching relay switching technique featured
routing of the switching current through a capacitor.
This minimizes relay chatter and protects the battery in
the event of a short circuit. Provision is made for dis-
charging the capacitor before each circuit operation.
Prior to the CSAD program, an AD effort had been
established at JPL to develop a heat-sterilizable, high-
impact resistant battery. The work centered around an
Ag-Zn cell because of its high-energy density character-
istics. At the time CSAD was initiated, the battery pro-
gram had produced significant progress in the areas of
electrochemistry, impact resistance, and case sealing, and
a prototype impact-resistant cell had been developed.
Since CSAD requirements called for a battery of the
type under study at that time, a separate effort was set up
within the CSAD program to use this technology and
accelerate the work toward an operational battery. It was
designed around a projected 5 A-h cell of the size required
by the CSAD system design. \Vork was undertaken to
fabricate a 14-cell entry battery and a 12-cell lander bat-
tery. The number of cells was determined by the cell
energy design goal and the anticipated energy require-
merits of the CSAD baseline mission.
The original program had made use of a new case
material, polyphenylene oxide, because it best combined
the properties required for sterilization and impact. The
CSAD battery effort was greatly advanced by the perfec-
tion of techniques for molding this material. As a result
of the impact work to improve the battery plate sup-
ports, significant changes were made in the design of the
cover, subcover, and plate struts. Specifically, the design
introduced metallic substraits bonded to the plate struts
which were brought through slots in the subcover and
pinned to it.
The principal problem in battery sterilization was to
prevent charge capacity degradation. Apparently, during
sterilization, some of the electrolyte is absorbed into the
separator material. Although the process is not fully
understood at this time, the separator appears to absorb
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water from the aqueous KOH electrolyte, lowering the
level of electrolyte within the cell. The result is decreased
effectiveness of the active agent, KOH, in the electro-
chemical process. One of the techniques currently being
used to understand this problem is the use of cell cases
with clear plastic "windows" to allow visual observation
of the electrolyte.
5. Sterilization Operations
The sterilization canister was an outgrowth of the
requirement for the capsule to be sterile when it enters
the Martian atmosphere. The canister contains the entry
capsule and prevents biological contamination after the
capsule has been heat-sterilized. Two biological filters in
the canister allow air to flow in and out in order to main-
tain inside and outside pressure equilibrium. The filters
also prevent biological contaminants in the air from enter-
ing the canister.
It was recognized that it would be important to reduce
the oxygen concentration to a very low level before
sterilization in order to prevent the oxygen in the canister
from reacting with the materials in the capsule at the
sterilization temperature of 125°C. The sterile assembly
development laboratory (SADL) oven is purged with
nitrogen before starting sterilization, but this does not
appreciably reduce the oxygen concentration in the canis-
ter. A simple, yet extremely effective, technique was
developed: the capsule is placed in the 25-ft space simu-
lator, and the simulator pumped down to a pressure of a
few torr. After several hours of outgassing, the chamber is
refilled with gaseous nitrogen. Because the biological
filters keep the internal pressure equal to the ambient
pressure, the air in the canister is exchanged with nitro-
gen. Immediately after capsule removal from the simula-
tor, the oxygen concentration in the canister is measured
and, if found to be acceptable (less than 1_), then the cap-
sule is moved to the oven and sterilized.
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V. Spacecraft Power
GUIDANCE AND CONTROL DIVISION
A. Solar Power System Definition Studies,
H. M. Wick
1. Introduction
Tile overall objective of the solar power system defini-
tion studies is to investigate the problems associated with
developing spacecraft power systems for unmanned plan-
etary missions. The effort stresses development of the
technology required to solve system design problems asso-
ciated with meeting JPL mission requirements. One task
which is presently being undertaken is the investigation
and development of computer programs for power system
design and analysis.
Several computer programs have recently been devel-
oped for battery performance simulation and sizing. The
programs are presently in the state of being verified. Data
obtained from the Mariner IV and Mariner V programs
are being used as input data to the computer programs.
The output from the computer programs is compared
with actual performance to determine the validity of the
simulation. The battery programs now being verified are
described in the following paragraphs.
2. Secondary Silver-Zinc Battery Sizing Computer
Program
The silver-zinc battery sizing computer program deter-
mines, for a given mission power profile, the continu-
ous state of charge of the battery, the depth of discharge,
the required battery capacity, weight, and volume. The
method of sizing silver-zinc secondary batteries which has
been programmed is essentially the same as described in
Ref. 1. This method is shown in Fig. 1.
The mission power profile is divided into consecutive
time intervals during each of which the load power and/or
charge power is considered constant. An energy balance
computation on the battery is made for each time interwd.
Successive time intervals are grouped together into net
charge or discharge periods and the state of charge for
each period is calculated. Activated and unactivated stor-
age deterioration is computed from parametric data to
account for degradation of battery capacity with time.
The program computes the required battery capacity
to meet the power requirements of the mission. Finally,
parametric input data (Fig. 2) are used to determine the
physical characteristics of the battery: weight, volume,
and packing factor.
The output of the computer program is shown in Fig. 3.
The mission power profile, along with the variable input
data, has been included for reference. The significant
results of the program appear in the last seven lines of
the printout. These include: overall fractional capacity,
required battery capacity (A-h), capacity (W-h), packaged
and unpackaged battery weight, battery volume, and
packing factor.
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BAT 1 SECUND&RY SILVER-ZINC 6ATTEPY DESIGN PRUGRAM
PARAMETRIC INPUT I)ATA
JANUARY 17,1968
UNIVARIATE TABLES
TABLE i SIZE 3 × 3 INTERPOLATION ORDER I SCALES LINEAR X, LOG Y
X = IEMPERATURE (DEO C)
Y = TEMPERATURE EXPONENT OF ACTIVATED STORAGE (I/OAY)
X 1.OuOOE 01 2.1100E O1 6.5700E 01
Y 3.OJOOE-04 6.4000E-04 8.0000£-02
TABLE 2 SlZL 3 X 3
X = TEMPERATURE (DEG C)
INIERPOLA[ION ORDER i SCALES LINEAR X_ LOG Y
Y = TEMPERATURE EXPONENT OF UNACTIVATED STORAGE (I/DAY)
X 1.7900E Ot 3.3900E Ol 6.5¢00E Ot
Y 1.0000E-05 3.OOO0E-O5 1.9000E-03
TABLE 3 SIZE 7 X 7 INTERPOLATION ORDER t SCALES LOG X, LOG Y
X : WEIGHT (POUNDS)
Y = CAPACITY [wATT HOURS)
X 2.000OR CO 2.5000E O0 4.OOOOE O0 6.OOOOE O0 1.5003E 01
Y 6.3000E 01 9.OOOOE 31 1.1950E 02 3.4000E 02 1.0700E 03
3.0000E 01 6. DOOOE 3t
2.4000E 03 5.2000E 03
TABLE 4 SIZF 2 X 2 INTERPOLATION ORDER i
X : VOLUME (CUBIC INCHES)
Y CAPACITY (WATT HOURS)
x I.OOOUE O0 1.O000E 02
Y 2.IJOOE O0 4.7000E 02
SCALES LOG X, LOG Y
TABLE 5 SIZE 6 X 6
X = PACKAGIN5 FACTOR
Y = CAPACITY (WATT HOURS)
INTERPOLATION ORDER l SCALES LINEAR X, LOG Y
X 1.4000E O0 1.2000E O0 1.1833E O0 1.1750E O0 1.1667E OO t.[b67E O0
Y 3.9300E O0 2.4000E 02 3.6000E 02 4. BOOOE 02
BIvARIATE TABLES
TABLE 6 SIZE Z x 3 X 2 INTE-RPULATION ORDER 1
X : DEPTH OF DISCHARGE
7.O000E 02 1.O000E 03
SCALES LINEAR X, LOG Z
Y = TEMPERATURE {UEG C)
Z = CYCLES
X ARRAY
0.0000E-39 I.O000E O0
Y : 5.0000E O0
Z ARRAY
7.1000E ,32 8.0000E 00
Y = 2.SGOOE Ol
Z ARRAY
9.8000E 02 5.1300E 01
Y = 3.5000E OI
Z ARRAY
...... 3.050_E 02 5.dOOOE 01
Fig. 2. Typical parametric input data required by the secondary silver-zinc battery sizing computer program
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BAT I SECONOARY SILVER-ZINC BATTERY DESIGN PROGRA;4
28 VOLT 4-3 AMP-H:', 1200 WATT-HR AT LAUNCH, "wO MANUFACTURING LOSS ASSUMED
JANUARY 17,1968
VARIABLE INPUT DATA
28.000 BATTERY VOLTAGE {VOLT)
1200.000 INITIAL STATE OF CHARGF {WATT-HR)
- 0.000 OURATiON OF UNACTIVATED STORAGE {HOUR)
20.000 UNACTIVATED STURAGE TEMPERATURE {DEG C)
0.000 TIME _ETWEEN ACTIVATION AND LAUNCH {HOUR)
20.00C ACTIVATED STORAGE TEMPERATLJRE !DEG C}
MISSION PROFILE
OURATION POWER VOLTAGE CURRENT
*******e*** LOAD ****m******
POWER VOLTAGE CURRENT
PHASE (HOUR) {WART) {VOLT) {AMP)
lJ L+O H_ 1.000 0.000 -O.OOO -O. O00
2) L+I i .000 i]. OOO C6_000 --C.O00
3) L+2 20.000 5.000 25.000 0.200
4) L+22 l.CO3 4.003 -0.000 LO.i)O0
5) L+23 2.000 C.000 -O.OOO -0.000
{WATT) (VOLT) IAMP)
[_3.0OO -0.000 -O.OOO
[99.000 -0.000 -O.500
0.003 -0.003 -O.9OO
0.000 -0.000 -0.000
242.000 -0.000 -O.O00
61 L+25 200.C, 00
7! L+225 9.000
8) t+2J4 2.000
REsuLTs
2.800 28.000 O. lOO
0.500 -0.000 -_..nOD
C.O00 -O.OOO -O. COO
O. OOO -O.QOO -O.O00
100.000 -6.000 -O.O00
25.000 25.000 t.OOO
l A) PHASE
{I_) ENERGY {+)IN (-)OUT (WATI-HR)
(A) 1 2 3
{B) -183.000 -Lgg. JO0 IOO.O00
4 5 5 7 8
4.000 -484.000 560.000 -900.030 -50.300
{A) PFRIOD
(B) SUM OF ENERGIFS {WATI-HR)
(C} ACTUAL STATE OF CHARGE (WATT-HR)
(D) RELATIVE STATE OF CHARGE (WATT-HR)
Z } 4 _ .......
I04.00O -484.000 560.£'00 -950.000
922.000 438.000 998.300 48.01,0
-278.000 -762.000 -202.000 -1152.000
MAXIMUM DEPTh OF DISCHARGE {wATT-HR)
TEMPERATURE EXPONENT OF UNACTIVATED STORAGe_IT/DAY)
FRACTIO_ OF CAPACITY REMAINING AFTER UNACTIVArED STORAGE
TEMPERATURE EXPONENT OF ACTIVATED STORAGE
FRACTION OF CAPACITY REMAINI',G AFTER ACTIVATED STORAGE
DURATION OF ACTIVATED STORAGE {HOUR)
PRELIMINARY ESTIMATE OF CAPACITY {AMP-HR)
CA) L
{C) 818.000
(D) -382.000
-1152.O00
1.1551E-05
1.OOO00
5.9370E-04
0.98665
236.000
4L.700
(I/DAY)
{A) PERIOD
(B) OISCHARGE DEPTh {PERCENT) ._
{C) CYCL ES ExPECTEP
{D) CAPACITY RETAINED
(A) I 3 5
(B) 32.717 65.265 98.665
{C) _J3 102 33-
{O) 3.9_7 0.990 0.970
0.95702 OVERALL FRACTIONAL C_PACITY
43.572 REQUIREO BATTFRY CAPACITY {APP-HR) ......
1220.026 CAPACITY (WATT-HR)
1o.79 UNPACKAGED BATTEt_Y _EIGHI (PrUND)
225,211 _ATTERY V(ILUME (CIIBIC INCH)
I. 1067 PACKAGING FACT(]R
|9.59 PACKAGED BATTERY WEIGHT (POUND)
Fig. 3. Typical output from the secondary silver-zinc battery sizing computer program
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3. Shepard's Equation Battery Discharge Program
(BAT 3)
This computer program was developed to fit Shepard's
equation to battery discharge data for a constant dis-
charge rate. The empirical constants which represent
various physical battery characteristics in Shepard's equa-
tion arc evaluated from a single discharge and are then
used to predict tile battery behavior for other discharge
rates. A subroutine has recently been added to the pro-
gram to plot the output results.
4. Shepard's Equation Battery Discharge Program
(BAT 4)
A computer program to fit Shepard's equation to experi-
mental battery discharge data at two discharge rates was
recently completed. The advantages of this program over
the program described above are twofold. By using dis-
charge data for two discharge rates rather than only one,
additional battery characteristics are computed and an
extra term is included in Shepard's equation to improve
the curve fit.
5. Future Activities
Work will continue in the review of power system
design and analysis programs currently available in in-
dustry and NASA. The in-house computer effort will be
continued to provide programs that are not presently
available for the design and analysis of spacecraft power
systems.
Reference
I. Riess, H., et al., Spacecraft Electric Power System Sizing and
Analysis Computations, Final Report, JPL PO No. BK3-:211739.
TRW Systems, Redondo Beach, Calif., Mar. 15, 1964.
B. Shielding Analysis for Radioisotope Power,
P. J. Gingo
1. Introduction
The overall objective of the nuclear definition studies is
to investigate the problems of integrating a radioisotope
thermoelectric generator (RTG) as a source of power to
the sensitive science equipment which would measure
such parameters as particle and radiation fields.
To analytically and experimentally determine the radia-
tion and science instrument interfaces, computer pro-
grams must be available at JPL which could derive the
radioisotope radiations, such as the spectral components
or leakage spectn_m and dose rate, to establish the tech-
nology concerning allowable radiation levels for science
instruments and electronic equipment.
2. Available Computation Methods
At present, many computer programs have been re-
ceived and made operational into the JPL computer
system. This represents a comprehensive capability to
calculate by the Kernel integration scheme and also by
the Boltzmann transport scheme.
The DTF-IV Los Alamos Boltzmann transport code is
currently available and can be used with neutron group
constants developed from the Livermore "Howerton"-
evaluated nuclear data file or read directly from the
Los Alamos "Carol Mills" 18, 24, and 25 neutron group
constants.
The Livermore "Howerton"-evaluated nuclear data file
is read by the MESNE computer program and generates
neutron group constants with any neutron weighing spec-
trum. The calcttlated neutron grottp constants are read
onto a tape which hccomes a tape library for the DTF-IV
Los Alamos code.
The "Anisn" Boltzmann transport code is also oper-
ational in the JPL computer system and can be used
with neutron group constants calculated from either the
Livermore "Howerton" library or the Atomies Interna-
tional evaluated nuclear data file neutron library. The
two libraries arc read by a computer code called "Grism"
which includes nuclear resonance parameters for the
heavy elements in the Atomics International nuclear data
file. The code "Grism" will calculate the group constants
up to a limit of approximately 40 and place the group
constants on punched cards into the format directly
usable by "Anisn" for DTF-IV.
Neutron group constants have been calculated for the
Hansen-Roach standard grouping with plutonium dioxide
neutron flux weighing and uranium (235) flux weighing.
These group constants will be used to calculate the effect
of flux weighing (measured neutron fluxes) on critical
mass estimates. Once this effect has been evaluated, the
change in criticality can be determined for the bare
spheres due to shield thickness. Such typical shields as
carbon and beryllium will be used. Finally, this para-
metric study will include the effect of the L/D ratio for
cylinders.
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3. Calculations Using Computer Computation Methods
During the eourse of planetary mission definition
studies, a Mars soft lander was studied which had a rov-
ing capability. Snell a vehicle, shown in Fig. 4, could be
carried to the Mars surface by a capsule bus which soft
lands. After touchdown, the vehicle would be off-loaded
to traverse short distances on the Martian surface to
gather visual, geodetic, and lift' science data. As shown in
the figure, three RTGs, each generating 2600 \V (thermal)
(150 W, electrical), could be used to provide power for
the vehicle operation. This vehicle, with the generators
located as shown in the figure, was considered to be
typical and was used to deflm_ the radiation flux and dose
levels generated as a result of using plutonium dioxide as
a fuel source. The resulting radiation map is to be used
to determine what effects can be expected on equipment
and components located within the vehicle and its attend-
ant radiation field.
4. Surface Landed Geometry
The geometric model used for the radiation mapping
was selected primarily to provide a radiation map for the
region above, below, and between the RTGs. It was felt
that this region is needed to locate the scientific instru-
ments and therefore must be completely mapped. The
gamma dose rates and neutron fluxes at each detector
point were calculated as the nunwrieal sum of the gamma
dose rates and neutron fluxes generated by each of the
individual RTGs.
The geometric model and the cartesian coordinate ori-
gin used for the radiation analysis is shown in Fig. 5.
The RTG 1 was used as the source of the neutrons and
gamma emitted by the phltonium dioxide fuel described
in Ref. 1. The RTG 1 was placed on the coordinate
r - 0 era, 0 0 °, and z - 0 em; RTG 2 was placed on
the coordinate r 166.7 era, 0--180 °, anti z =0 cm;
while the RTG 3 was placed on the coordinate r -- 79.4 cm,
0 :: 270 '_, and z 0 cm. The center of the deorbit motor
was placed on the coordinate r 89.9 cm, 0 - 263" 33'7",
z - 106.6 cm.
The neutron and gamma rays emanating from RTG 1
are attenuated by the remaining RTGs only for emission
angles of 180 ° and 270 _, respectively. This attenuation
will be referred to as the self-attenuated beams. The
detector points in the plane above the deorbit motor for
the emission angle of 263 _"33' 7". The neutron and gamma
radiations from the RTG 1 have been combined with the
self-attenuated beams and the deorbit motor attenuation
factors to determine the gamma dose rate and neutron
fluxes produced by the three RTGs.
The radioisotope fuel generator selected for the study
consists of the following regions, proceeding radially from
the central void region and continuing to the outermost
region (cladding).
(1) A central void region which is required to contain
the gases generated by the decay ,ff the fissionable
fuels.
(2) The second interior region is a Haynes 25 alloy clad
0.051 cm thick.
(3) The third interior region contains the phltonium
dioxide fuel described in Ref. 1.
(4) The fourth interior region is a Haynes 25 alloy clad
0.051 cm thick.
(5) The final or outermost region contains the thermo-
electric generator elements. The elements are as-
sumed homogeneous in this region.
The RTG is shown in Fig. 6. The void volume was
assumed to extend axially to each end of the generator.
This assumption does not affect either the material atten-
uation or the geometric attenuation factors in the axial
direction.
5. Results
The completed attenuation gamma dose rates and neu-
tron fluxes are plotted and presented in Figs. 7-13. In
Figs. 7 and 9, the gamma dose rates and nentron fluxes,
respectively, have been given for detector points located
in the various planes which are most representative as
useful planes to completely map the regions. The plane
z = 25 cm passes through the middle of the RTG and will
have the maximum radial dose rates. The plane z = 50 cm,
which has the very same radiation dose rates as the base
plane z = 0 cm, represents the beginning of the transition
region from radial detector points to axial detector points.
The various planes up to z = 100 cm are below the deorbit
motor while the planes z = 100, 120, and 150 cm have
been included to determine the dose rates attenuated by
the deorbit motor.
The gamma dose rates and neutron fluxes attenuated
by the remaining RTGs and the deorbit motor are plotted
in Figs. 8 and 10, respectively. The dose rates given in
Figs. 7-10 were combined to produce the isodose curves
in Figs. 12 and 13 and the isoflux curves given in Fig. 11.
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These contour curves were generated in the following
manner: each detector point was identified in terms of
the three radial coordinates from each of the individual
RTGs. The dose rate or flux was determined for each
radial coordinate and summed for the three radial coordi-
nates for each detector point. The neutron flux to dose
conversion has been averaged to a value of 0.1160 mrem/
h/neutrons/'cm-'-s. This average conversion factor has
been calculated for the neutron group structure used in
QAD B (Los Alamos program).
6. Conclusions
As a result of this study, the degradation of the selected
science instruments utilized in this capsule can be related
to the expected dose rates from the three 2600 W (thermal)
RTGs. In addition, if we refer to Figs. 11 and 13 as radia-
tion maps for the RTG system, the following conclusions
are reached:
(1) The RTG is primarily a neutron emitter. In Fig. 13,
the isodose curve, 1.1 X 10 ' rad/h-W(thermal), corre-
sponds to a total dose rate of 0.03 rad/h. In Fig. 11, the
neutron isoflux curve, 2.0 neutrons/cm:-s-\V (thermal),
corresponds to a total dose rate of 6 rem..h.
This neutron isoflux 2.0 curve of Fig. 9 region will then
yield a neutron to gamma dose rate ratio of approximately
30 to 1. A normally quoted value of tile bare capsule neu-
tron to gamma dose rate is 5 to 1. This increase is due to
the presence of the heavy elements in the generator which
produce a greater attenuation for the gamma rays.
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The neutron dose rate at the surface gamma dose rate
is approximately 15 rem/h while the surface gamma dose
rate is approximately 0.50 rad/h. Although the intensity
levels increased by a factor of 2.5, the ratio of the neutron
to gamma dose rate still remains at 30 to 1.
(2) The total dose rates expected in this vehicle can
vary considerably, depending upon the detector location.
This will mean s()me scicntific instruments which are mar-
ginally operational in the radiation ficld near the RTGs
must be located more carefully on the basis of the char-
acteristics of each science instrument.
(3) The total surface dosc rates of 15 rem/'h are mod-
erate dose rates; but for missions involving long periods
of irradiation, the expected dose rates must be determined
more precisely, including the spectral components.
Reference
1. Stod(lard, i). tl., and Abenesius, E. L., Radiation Properties of
""Pu Produced lor Isotopic Power Generators, Report I)1)-984
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system through a series regulator and a dc-dc converter.
Power for communications is supplied through a boost
regulator upon closure of a relay commanded by a land-
ing sensor or from the lander sequencer and timer
(LS&T). The boost regulator boosts the 13- to 21-V bat-
tery output to 28 V and provides regulation to a voltage
accuracy of ±1_. In addition, pyrotechnic control cir-
cuits located in the lander power control unit (LPCU)
provide high-current pulses for pyrotechnic events upon
command from the LS&T.
The entry power subsystem is similar in design to the
lander power subsystem and performs identical functions.
The major difference lies in the need for a separate source
of regulated power for an entry timer which is activated
well in advance of other entry subsystems' turn-on. This
is obtained directly from the power source across a zener
diode bank for voltage regulation. In addition, the entry
batter), requires more capacity. There is no requirement
for impact survival for the entry subsystem so that design
for this condition has been omitted, thus simplifying the
mechanical design.
C. Capsule System Advanced Development
Lander Power Subsystem, R. G. Ivanoff and
D. J. Hopper
1. Introduction
A development effort is currently in progress to fabri-
cate power subsystems incorporating design requirements
necessary to meet the constraints of a Mars capsule sys-
tem. Power subsystems have been designed and are now
in a stage of fabrication for later integration into the
capsule system. The power subsystems will provide regu-
lated power to the major subsystems during entry of the
capsule into the Mars atmosphere and the subsequent
landing operation after a 2500-g impact.
The capsule requires two separate and independent
power subsystems: a lander subsystem and an entry
subsystem. Each subsystem consists of a sterilizable
silver-zinc battery comprised of 5 A-h cells. Also, each has
a power control unit to provide switching, conditioning,
and distribution of several discrete, regulated voltages.
The lander power subsystem functional block diagram
shown in Fig. 14 illustrates the design and the method
of distribution. An entry sensor that senses a deceleration
of 30-+10 g initiates a power turn-on command to the
power subsystem. The power source is switched on line,
providing all subsystems power except for the radio sub-
2. Development and Testing
At the completion of design of both the entry and
lander power control units, component selection was ini-
tiated to select piece parts capable of being sterilized and,
in the case of parts for the LPCU, impact. An impact test
program was developed to determine if the parts selected
for the LPCU could survive an impact of 2500 g at
112 ft/s with no degradation. A group consisting of each
type of transistor, diode, magnetic component, capacitor,
and relay was subjected to the shock test. All compo-
nents tested met the requirements and were qualified.
A prototype of the LPCU was subjected to load and
line regulation, and high-low temperature tests. Results
of these tests were within design limits. Compatibility
tests between the LPCU prototype and related opera-
tional support equipment (OSE) indicated no major prob-
lems and the test demonstrated the capabilities of the
OSE to support systems tests. Additional integration tests
were performed with the prototype LPCU, the lander
radio subsystem, and the LS&T. No serious anomalies
were observed.
The first LPCU feasibility model hardware was fabri-
cated, tested, then delivered to JPL on January 10, 1968.
This unit, shown in Fig. 15, was tested using the OSE
to indicate operating capability at 25 and 70°C. All re-
sults were within design limits but did not indicate spe-
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Fig. 15. Lander power control unit: (al interior
view, {b) exterior view
cific performance parameters such as efficiency, noise, or
power handling capability. Tests to determine these pa-
rameters are scheduled prior to integration of the unit
into the capsule system.
An entry power control unit has been constructed in
breadboard configuration and tested. Performance was
satisfactory. The first feasibility unit is presently being
fabricated and is scheduled for delivery on February 12,
1968.
D. Advanced Roll-up Solar Array Concepts,
W. A. Hasbach
1. Introduction
This article presents the current status of the feasibility
study of a 30-W/lh roll-up solar array. This study is being
conducted on a level of effort basis in accordance with
requirements of JPL contracts awarded to Fairchild-
Hiller Corp., General Electric Co., and Ryan Aeronau-
tical Co. Each contractor is performing design studies
and analysis, establishing an optimum design configura-
tion, fabricating and demonstrating a deployable scale
model, and providing supporting documentatkm and
periodic reports.
The primary objective of the study program is to deter-
mine the fabrication feasibility of a 250-ft: deployable
solar panel having a specific power capability of 30 W/lb
or greater. The design must be capable of meeting the
environmental and performance requirements as speci-
fied by JPL, must be capable of deployment and self-
retraction, and must be reducible to production status
within one year of completion of the study effort.
This is a report of work effort which has been per-
formed by each of the contractors during the period of
Novemher through December of 1967 and represents a
summary of the contractors' monthly and quarterly re-
ports. Previous accomplishments were reported in SPS
37-48, Vol. III, pp. 51-57.
2, Fairchild-Hiller Corporation {Contract 951969)
Design activities during this reporting period were con-
eentrated on manufacturing feasibility of detail array
components such as the spreader bar, folding arm hinge
points, etc. In addition, an investigation was begun on a
differential drive system which would be capable of both
deployment and retraction of a solar array. It should be
noted that the design investigations were conducted with
the emphasis on manufacturing feasibility of the array
mock-up, rather than the final flight hardware design
configuration, and represent ways to do the job which
will be refined before being incorporated into the final
design.
The spreader bar serves the dual purpose of attaching
the array to the deployment mechanism and supporting
the linkage for launch conditions. It is an anodized alumi-
num, sheet metal channel, designed with enough stiffen-
ers to resist vibration and with flanged lightening holes
to minimize the weight.
The folding arm hinge joint design is constantly under-
going change due to engineering improvements resulting
from parametric investigations. The joints, in addition to
serving as hinges for the arms, will contain the compo-
nents (gears, sprockets, cables, etc.) required for the joint
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programming function. The joints haw_ adjustable stops
for the extended arms, as well as the latches required to
maiv, tain the arms in place while deployed. The fittings
are of machined aluminum or magnesium, bolted and/or
bonded into the ends of the link tubes and treated to
prevent corrosion.
A substrate tensioning device is required to prevent
the array from billowing and deviating from its intended
plane. One design under evaluation maintains tension in
the substrate by applying a constant torque to the array
roller by means of a "negator" spring assembly. This
assembly consists of one "negator" spring, an output
drum, and a take-up drum. Tile spring is stainless steel
and applies enough torque to the roller to provide ap-
proximately 5--10 lb of tension in the array substrate.
The take-up and output drums are machined from alumi-
num or magnesium, treated to prevent corrosion, and
mounted to the array end plate with bearings.
The feasibility of using a differential drive system
which would be capable of both the rewind of the sub-
strate and tile retraction of the arm is being evaluated,
Figure 16 is a schematic of the drive system. Motive
power for tile differential drive system is supplied by a
small dc motor. Force is transmitted through gears from
the de motor to a differential with two output gears. One
output gear drives the inboard spacecraft attachment arm
for deployment and retraction. The other output gear is
used to turn the array roller during retraction.
An investigation of the various attitudes for ground
test deployment of the array was conducted. This investi-
gation was necessary because of the influence the ground
test fixture might have on the final mock-up design. Fig-
ure 17 shows the attitudes considered. The system chosen
is illustrated in Fig. 18. This method allows the fixture
to remain simple but yet to display the deployment
mechanism as it is working,
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Fig. 16. Differential drive system schematic
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3. General Electric Company (Contract 951970)
During this reporting period the major effort has been
concentrated on the detailed design of the major subsys-
tem components. Preliminary design drawings exist for
the following components: (1) array blanket, (2) drum
shell, (3) drum outboard end cap, (4) drum inboard end
cap, (5) outboard end support, and (6) leading edge mem-
ber. These drawings will serve as the basis for the con-
tinuous evolution of the design.
Several major design decisions have been made during
this reporting period. Among them is the decision that
beryllium will be used for all parts where it is feasible
from a producibility standpoint. As presently designed,
the drum shells, outboard end caps, inboard end caps, and
leading edge member will be fabricated using beryllium.
From the weight summary (Table 1) it is apparent that
a=o* B= -90*
PRO
I. EASY TO SUPPORT ARMS
2. EASY TO SUPPORT SUBSTRATE BY LETTING IT DRAG
ON TABLE
5. EASY TO WORK ON FIXTURE AND ARMS
4. SIMPLE FIXTURE
5. DEPLOY AND RETRACT SYSTEM CAN WORK EQUALLY
WELL
CON
I. UVE CELLS EASILY DAMAGED
2. CELLS ARE HIDDEN FROM VIEW AND NOT ACCESSIBLE
3. DIFFICULT TO WORK ON SUBSTRATE
Fig. 18. Ground deployment configuration
some beryllium fabrication is essential to meet the 30-W/'lb
contract goal. For example, if magnesium were substi-
tuted for beryllium in all the above-named parts, the
weight of these parts would increase by at least 30_. The
concept for supporting the outboard ends of the drum
and leading edge member during launch has been final-
ized. The pyrotechnic release device to be used for this
separation of the outboard end support from the drum
is still being studied.
Kapton fulfills the requirements of a lightweight high-
strength temperature-resistant film suitable for use as the
array substrate, and its suitability has been demonstrated
on previous engineering models built by General Electric.
Its major drawback, low resistance of tear propagation
(8 cm/mil), is circumvented by reinforcement of its edges
by bus bars and by the reinforcement over the entire area
by the cell-to-substrate bonds which limit the distance
through which a puncture-initiated tear could propagate.
Clean-cut holes do not behave like initiated tears and may
be used as needed for electrical interconnections between
the cell face and the underside bus bars.
General Electric SMRD 745 compound has been used
in earlier models for both cell-to-Kapton and Kapton-to-
Kapton bonds. Recent tests with this material bonding
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Table 1. Weight summary of solar array components
Component Weight, Ib
Array
Blanket
Bus strip
Storage drum
Shell
Outboard end cap
Inboard end cap
Bearings
Negator -I- mounting hardware
Spiral power takeoff
Support shaft
Outboard end support
Support
Separation system
Center support
Leading edge member
Tube
Clamp -F bearing
Solar panel actuator
Subtotal
Balance remaining for growth, wiring,
and connectors
Specified weight (2500 W at 30 W/Ib)
44.6
3.9
48.5
6.4
0.7
1.0
1.0
2.0
2.1
1.0
14.2
2.6
0.9
3.5
2.0
0.8
0.2
1.0
11.0
80.2
3.1
83.3
gold-plated copper tabs to Kapton have consistently
reached or exceeded 98 psi in shear before peeling was
encountered. Stress in the Kapton at this load was 15,330
psi, suggesting that yield of tile base material was the
probable initiator of the separation.
Bus bars of Schjil Clad L5550 are a lamination of
1/2-oz ft-' copper on 1/2-mil mylar. This material was
tested by physically cycling over a 1-in. radius while
loaded at 8.9 lb in. Under tensile loading, values of 98
and 115 lb.in, were carried. All these loading conditions
are well beyond the loads required by the 30-W/lb
configuration
The bns-bar-to-Kapton bond will use Schjeldahl FT 100.
G.T. 100 is one of the family of polyester resin thermo-
plastic adhesives. Tests have sho_aa it: to be capable of
9.8 lb/in. -_in shear and 3.7 lb/in, of linear stress before
peeling. Although not as strong a bond as SMRD 745, it
is more than adequate for the 30-W/lb loading conditions
and is a good handling material due to practically instan-
taneous curing.
Foamed-button interlayer cushioning of RTV-580 pads,
0.250-in. diameter × 0.040 in. thick, were experimentally
evaluated for their ability to provide sufficient radial and
axial damping of vibration and acoustic test excitation,
with regard to prevention of cell or interconnection dam-
age. This system, which adds only 0.0046 lb/ft 2 to the
solar cell blanket, did provide adequate protection for the
array tested. A weight breakdown for the proposed array
blanket is shown in Table 2.
Table 2. Solar array blanket weight breakdown
Item Item weight, Ib Module area weight,
Ib / ft _
Cover glass
Cover glass adhesive
Cells
Interconnections
Solder
Substrate adhesive
Substrate
Buttons
Total
8.75
0.99
19.43
6.50
0.19
3.40
4.14
1.20
44.60
0.0350
0.0040
0.0777
0.0260
0.0008
0.0136
0.0166
0.0046
0.1783
The basic storage drum is made in two identical sec-
tions, each cantilevered from a single, center support
(Fig. 19). Each drum section is 8.0 in. in diameter by
47.1 in. long and is provided with a removable end cap
on each end. The inboard cap acts as a bearing housing
and provides the primary load path from the drum skin
to the center support. The outboard end cap provides
a load path from the drum to the movable outboard end
support. Both end caps are attached to the drum using
flathead screws that fasten through holes in the drum into
nut plates in the end cap flanges. The caps are made
removable to provide access to the interior of the drum
for installing the internal bus bar power takeoffs, the
constant torque spring motor, and the pre-load drum
bearings.
4. Ryan Aeronautical Company (Contract 9519711
The contractor's activity during this reporting period
consisted of preliminary design, detail design and draw-
ing preparation, supporting analytical studies, and mate-
rials and process evaluations. The baseline configuration
selected for this detailed design is defined in SPS 37-48,
96 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
/
/
/
I
/
/
1
/
/
/
/
i
"..,\ CENTERSUPPORT
N
\
\
\
\
\
x,
\
\
/
/
/
I
/
/
/
VIEW A
OUTBOARO END SUPPORTS
I
LEADING EDGE
MEMBER
STORAGE
DRUM
\
SECTION A-A
4-0955 in. /
SUBSTRATE
STORAGE DRUM _
CENTER SUPPORT
-- I
I-
VIEW A
Fig. 19. Roll=up solar array configuration
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 97
Vol. lII, pp. 51-57. It is anticipated that changes to the
baseline configuration will occur during the detail design
activities where improvements are indicated.
Analysis for tile wrapped panel foam layer separation
pads used to protect the stowed solar cells was revised
to include the effects of (1) higher dynamic damping,
found by test, for the polyurethane foam pads, and (2) an
actual polyurethane foam density of 1.68 lb/ft :_ rather
than 2 lb/ft:L The revised analysis resulted in separating
pad requirements no greater than 38_; (as compared to
87g in the earlier analysis) area to be added to the back
of the panel substrate, which is now compatible with
solar cell working temperatures which will yield an elec-
trical output of at least i0 W/ft _ at i AU. The use of
polyurethane sponge foam yields a lighter medium instal-
lation than silicone sponge foam by a factor of about i0: I
(there is a difference of opinion between General Electric
and Ryan as to silicone versus polyurethane).
The structural damping characteristics test of a small
section of panel with polyurethane foam pads on the
back and wired solar cells on the opposite side was con-
ducted to evaluate the amount of sinusoidal dynamic
energy which can be transmitted at resonance through a
representative pad configuration. With the specimen
draped over and attached to a rigid fixture, simulating
the wrapped panel on the stowage drum, dynamic trans-
missibilities were obtained at various resonant frequen-
cies for different levels of sinusoidal excitation up to 30
(0-peak). Results show a transmissibility not to exceed
4:1 at the stowed panel design frequency of 52.5 ttz
rather than 10:1 used earlier for foam pad configuration
design.
A parametric study was made to show the effects of
wrap drum end plate stiffness on end plate weight and
natural vibration frequency of the wrapped panel for
sinusoidal excitation along the drum axis. This study was
made to determine the optimum honeycomb end plate
sizing which will minimize dynamic loading on the
wrapped panel. An end plate thickness of about 1 in. was
found to be more desirable than 0.7-in.-thick plate con-
sidered earlier; with face plates remaining 0.032-in.-thick
aluminum. To simulate stiffness on the drum end plates
to be used for the deployment test (the plates are already
designed _lo-in.-thick) 0.03:2 titanium face plates will be
substituted.
Dynamic analysis was hegun to determine the natural
frequency and dynamic motion of the wrapped panel
under sinusoidal vibration excitation along the wrap drum
axis. Analysis was conducted which shows that if the
resonant frequency is within the 0.2-Hz sinusoidal range,
response forces will be excessive, requiring a means of
external restraints at the ends of the stowed panel wraps.
The thermal analysis study was completed to deter-
mine the effects on solar cell operating temperatures uti-
lizing 0.001 fiberglass substrate versus 0.001 Kapton sub-
strate. The study was conducted for two sections of the
deployed pane/ representing the extremes in percent
radiation blockage areas provided by the foam solar cell
protection pads. The essential differences between the
configuration analyzed and that selected for design are
the foam pad material (silicone was considered here but
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will be substituted with polyurethane in a later analysis).
Results of the study are:
Area pads,
39.3
9.8
Solar cell operating temperature
near Venus, °F
Kapton
212
164.6
Fiberglass
231
217
Tile weight monitor as illustrated in Fig. 20 continues
to be applicable.
5. Conclusion
A comparison of the three design concepts would indi-
cate that they all exhibit the capability of meeting the
required 30-W/lb objective. However, none of the design
concepts is proven and continued design and develop-
ment effort is required.
E. Computer Description of Parabolic Solar
Concentrator Performance for Solar
Thermionic Studies, F. de Winter
Three Monte Carlo ray tracing computer programs
were written to determine the energy concentration dis-
tributions produced by parabolic mirrors, and to assist in
determining a mirror description in terms of deviations
from a perfect parabolic shape. The running speed of the
programs is typically about 150 rays/s (of equal energy)
on the IBM 7094 computer. This enables energy distri-
butions of great resolution (typically 16,000 rays or more)
to be obtained at a modest cost. One of the computer
programs simulates the Hartmann test, used to examine
individual parts of the mirror for slope errors. Another
program determines the concentration of energy on planes
perpendicular to the mirror axis. A third program deter-
mines the energy distribution in a solar thermionic gen-
erator cavity.
In the calculations, both the mirror and the sun are
divided radially and tangentially. In any particular cal-
culation, the tangential divisions are all equal, and the
radial divisions are made such that all the subdivisions
are of equal areas, so that each ray will correspond to an
equal amount of solar energy. Any number of tangential
and radial divisions can be used. In typical calculations,
both the sun and mirror are divided into 16 tangential and
8 radial sections. Since a ray is used for all possible sun-
division-mirror-division permutations, 16 X 8 )< 16 )< 8 =
16,384 equal-energy rays are involved, for a total IBM 7094
running time of under 2 rain.
The large number of rays involved might produce a
false sense of security regarding convergence. If the rays
were simply originated at sun-division midpoints, and
reflected at mirror-division midpoint, there would still be
a serious error due to the fact that the results are calcu-
lated for a mirror and a sun which are significantly smaller
than the real ones. In order to bypass this difficulty, a
random number scheme was incorporated for the deter-
mination of random area-weighted ray intersection points
in the sun and mirror subdivisions, so that the programs
are really of a Monte Carlo, rather than a straightforward
numerical integration type. This introduced a certain sta-
tistical randomness in results which otherwise would have
been smooth, but increased accuracy. Tests were made
with a 128 X 1, and a 1 X 128 radial-tangential gridwork
on both the sun and the mirror (rather than the 16 )< 8
division mentioned previously), to check the Monte Carlo
provisions, and these gave virtually identical answers.
The tracing of the individual rays is done most con-
veniently with vector analysis, and is rather straight-
forward. Using an X-Y-Z coordinate system, with the Z
coordinate aligned with the mirror axis, the equation for a
perfect parabolic mirror becomes
r_ X 2 + y2
Z-
4f 4f
where Z is the mirror height, [ the focal length, and r the
radial distance from the axis. From the above expression,
it is apparent that the slopes of the X and Y plane tan-
gents, _Z/_X and _Z/_Y, can be calculated easily. The
normal to the mirror is simply the cross product of the
two tangent vectors. At the time the tangents are calcu-
lated, any slope error contributions due to mirror imper-
fections are added in.
The vector specification of the incident ray depends
only on its starting location within the solar disk (32 min
of arc diameter at 1 AU), and on the mirror pointing error.
The vector equations for the incident ray I and the
normal to the mirror N are in hand; the specification of
the reflected ray R is needed. For specular reflection, the
following dot and cross product equations can be written:
I×N =NXR
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and
IeN =NoR
Since the first of these equations involves the equality
of two vectors, the X, Y, and Z components on the right-
and left-hand side must be equal. Of the three corre-
sponding equations, only two are independent. The dot
product equation can be used as the third equation
needed to determine the components of tile reflected ray.
Once the components of the reflected ray have been
found for a given reflection point, the intersection of the
reflected ray with any plane perpendicular to the mirror
axis can be determined. Here it can be determined
whether the ray passes inside or outside of a particular
aperture, or if it falls, for example, on the back part of a
cavity. Intersections with cones, as well as cylinders which
are parallel to the mirror axis, can be obtained in closed
form. If such areas are subdivided into zones, then the
additional flux contributed by any particular ray can be
added in each time an intersection is obtained. Heat
losses due to the mirror reflectivity being less than unity
are handled at the time of reflection.
The computer programs have provisions for the use
of non-uniform reflectivity, non-uniform tangential and
radial slope errors, and non-uniform random slope errors.
Any pointing error can be used, and the mirror specifica-
tions and solar distance are input values which can be
changed at will.
Up to now the programs have been used primarily as
a correlation tool for tests performed at the JPL Table
Mountain test facility on a 2.896-m-diameter mirror with
a 44.8-deg rim angle. Design inputs have also been gen-
erated for a six-converter (thermionie) generator to be
used in conjunction with this mirror. Some typical results
obtained from the computer runs are presented below.
Table 3 shows the results of a typical Hartmann test
calculation. A screen is placed 5.08 em in front of the focal
plane, with a !t-in:diameter hole located 1.413 m from
the mirror axis. The energy passing through the hole is
reflected by the mirror, and projected on the focal plane.
The resulting energy distribution, as simulated by the
computer with 1024 rays, is shown in Table 3. The radial
divisions in the table are such that all entries correspond
to subdivisions of equal area. The typical elliptieal form
Table 3. Intensity distribution in mW/cm _ vs angular and radial position
(V4-in.-diameter Hartmann hole located at radius of 1.413 m)
Angular position, Radial position in image area, cm
deg 0.37 0.65 0.83 0.99 1.12 1.24 1.35 1.45
11.25
33.75
56.25
78,75
101.25
123.75
146.25
168.75
191.25
213.75
236.25
258.75
281.25
303.75
326.25
348.75
6.39
4.79
5.99
5.99
7.18
5.19
6.78
4.79
3.99
6.78
4.79
6.78
5.19
6,78
6.39
4.39
5.19
6.39
4.79
8.38
7.58
5.99
5.59
7,58
8.38
3.99
5.19
5.59
3.19
6.39
4.79
4.79
3.19
1.19
0.39
3.99
7,58
6,78
7.18
4,39
6.78
5.99
0.00
0,00
0.00
0.00
3.59
5.99
5.59
3.19 0.00
7.18
3.99
6.78
4.79
5.19
6.39
7.58
5.59
7.98
3.99
5.99
5.99
3.99
5.19
3.99
5.59
2.79
6.78
5.19
3.59
2.39
6.78
5.59
6.78
0.00
0.00
0.00
0.00
4.39
5.19
1.59
0.39
0.00
0.00
0.00
0.00
0.00
3.99
5.99
0.00
0.00
0.00
0.00
0.39
3.19
0.39
0.00
0.00
0,00
0.00
0.00
0.00
0.39
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.79
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
Zone limits, ¢m 0,00 0,53 0.75 0,91 1,06 1,18 1,29 1,40 1.50
mW in zone a 5.09 5.31 4.85 4.12 2.24 0.86 0.08 0.00
mW in circ}e 5.09 10.41 15.26 19.38 21.63 22.49 22.58 22.58
a0.000 mW fell outside and 22.585 mW fell inside the zoned area.
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of the energy distribution is quite apparent. The farther
the Hartmann hole is from the mirror axis, the more
extended the ellipse.
Table 4 shows a typical intensity distribution at the
focal plane, obtained with the computer program, using
16,384 rays. Again all subdivisions are of equal area. By
comparing entries at different angles, it is obvious that the
results are close to convergence.
Figure 21 shows the intensity distribution at the focal
plane as a function of radius for perfect pointing. This
was obtained with a number of runs, such as tile one
shown in Table 4, each plotted point corresponding to
average values at a particular radial position. The typical
constant intensity region, followed by a sharp drop-off,
can be connected to the Hartmann ellipse results. The
constant intensity region falls within the minor axis of
Hartmann ellipses for any part of the mirror; the drop-off
Table 4. Intensity distribution at focal plane of parabolic concentrator in W/cm: vs angular and radial position
Angular position,
deg
11.25
33.75
56.25
78.75
101.25
123.75
146.25
168.75
191.25
213.75
236.25
258.75
281.25
303.75
326.25
348.75
Radial position in image area, cm
0.37
1745.2
1778.5
1772.9
1667.7
1778.5
1761.9
1723.1
1772.9
1706.4
1756.3
1756.3
1723.1
1706.4
1800.6
1612.3
1817.3
0.65 0.83 0.99 1.12
1750.8
1750.8
1822.8
1684.3
1817.3
1662.1
1795.1
1734.1
1689,8
1689.8
1800.6
1739.7
1678.7
1867.1
1651.0
1761.9
1429.4
1385.1
1529.1
1440.5
1462.7
1545.8
1379.6
1556.9
1473.7
1512.5
1407.3
1429.4
1462.7
1529.1
1468.2
1407.3
504.1
526.3
559.5
432.1
498.6
498.6
482.0
515.2
465.4
576.2
493.1
515,2
537.4
515.2
515.2
548.5
144.0
171.7
149.5
149.5
193.9
216.0
177.2
149.5
166.2
155.1
144.0
177.2
166.2
166.2
177.2
144.0
1.24
49.8
49.8
55.4
55.4
38.7
16.6
49.8
60,9
38.7
44.3
38,7
38.7
49.8
44.3
60.9
33.2
1.35
5.5
0.0
0.0
0.0
0.0
5.5
0.0
0.0
0.0
0.0
5.5
5.5
0.0
0.0
0.0
0.0
1.45
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
Zone limits, cm 0.00 0.53 0.75 0.91 1.06 1.1B 1.29 1.40 1.50
Win zone _ 1539.6 1540.5 I 1293.3 451.9 146.2 40.0 1.2 0.0
Win circle 1539.6 3080.1 1 4373.5 4825.4 4971.6 5011.7 5012.9 5012.9
a0.000 w fell outslde and 5012.5 W felllnsldethe zoned area.
Table 5. Heat flux distribution in W/cm 2on
emitter face of converter 4_
Height in Angular position in converter face, deg _
face, cm 187.50 202.50 217.50 232.50
1.584
1.131
0.679
0.226
124.0
103.0
55.0
10.0
126.0
112.0
67.0
6.0
aTotal radiant heat input to converter is 247.53 W.
_Flux below converter is 0.0000 at each angular position.
134.O
93.0
61.0
10.0
129.0
103.0
66.0
10.0
Table 6. Energy inputs to converter faces for perfect
pointing and for O.002-rad mirror pointing error
Energy input, W (thermall
Converter
Perfect pointing O.O02-rad error
254.87
249.06
253.34
247.53
251.20
253.04
407.86
225.19
104.34
97.30
229.48
407.86
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Fig. 21. Intensity distribution produced by parabolic
concentrator at focal plane vs radius for
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Fig. 22. Intensity distribution produced by parabolic
concentrator I in. behind focal plane vs
radius for perfect pointing
region gets only the major-axis contributions. Figure 22
shows an intensity distribution plot obtained for a posi-
tion 1 in. behind the focal plane (closer to the mirror).
The cross section of the six-converter generator is shown
in Fig. 23. A typical energy distribution obtained for a
RAO,AT,ON / }
ZONESIN /.S
CONVERTERS--_
AREA BELOW
CONVERTER----...1v --
CONVERTER
FACES
_F-2.54-cm APERTURE_
3.43-cm DIAM
T
1.81 cm
2
Fig. 23. Cross section of six-converter generator
perfectly pointed mirror, on one of the converter faces,
for a 16,384-ray run in which 99.9_ of the energy entered
the cavity, is shown in Table 5. It is obvious that the
area below the converter is shaded by the aperture lip
(Fig. 23). Table 6 shows the energy input to each con-
verter face, both for the perfectly pointed case, and for a
mirror misalignment of 0.002 rad.
F. Research in Thermionic Energy Conversion,
O. S. Merrill
1. Introduction
This article is a condensation and summary of the work
performed and reported (Ref. 1) by the Thermo Electron
Corp., Waltham, Mass., under NASA Contract NAS7-508
covering the period September 1966 to September 1967.
This contract was under the direction of JPL. The work
reported is a continuation of an applied research program
which has been in progress for several years. It was last
reported in SPS 37-44, Vol. IV, pp. 2,8-36. The primary
objective of the program is the improvement of converter
performance by the optimization of electrode work func-
tions and the reduction of interelectrode plasma losses.
Both experimental investigation and supporting theo-
retical analyses have led to substantial improvement in
thermionic converter performance, an enhanced under-
standing of the phenomena involved, and a better defini-
tion of the problems requiring further investigation and
solution. Tile past year's effort was divided into four prin-
cipal areas of investigation, the results of which are sum-
marized below.
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2. Plasma Analysis
A detailed theoretical analysis of the plasma properties
of thcrmionie converters was initiated. Thermionic con-
verter plasmas have been analyzed many times in the
past, using various assumptions to reduce the complica-
tions of the problem (Refs. 2 and 3). Howew_r, tile object
of the present stud>, was to calculate the plasma condi-
tions in a converter without the assumptions required for
explicit solutions. To this end the equations describing the
plasma arc solved numerically, using a digital computer
program. Thus, particle density, electron temperature,
field, etc., are obtained as functions of position in the
plasma. Solutions were found for a variety of plasma
parameters. By correlating these results with accurate
experimental data a rigorous physical understanding of
the converter will result. The reader is referred to the
final report (Ref. 1) for the formulation and solution of
tlw problem.
The investigation to date has yielded the following
results: (1) the electron thermal conductivity was shown
to be significant in determining the electron temperature
variation in the plasma and to greatly affect the establish-
ment of local thermodynamic equilibrium, and (2) the
influence of ionization for an ion-rich emitter was shown
to give rise to the upper mode of operation through its
effect on the ion density and on the electrostatic potential
distribution. These results arc important in understanding
the variations in performance produced by changes in
spacing, pressure, and emitter ion-richness.
3. Parametric Data
Two variable-spacing converters were fabricated and
used extensively in taking parametric data over a wide
range of converter parameters. Both converters were of
the design shown in Fig. 24. This design is equipped with
an active collector guard ring which is maintained at the
same temperature and electrical potential as the collector
during operation. Flexible bellows allow the interelectrode
spacing to be varied from 0.5 to 100 mil. The converter is
continuously pumped by an ion pump through the cesium
reservoir. Any cesium that escapes toward the ion pump
is condensed by the baffles and returned to the reservoir.
a. Rhenium converter. The first converter utilized a
rhenium emitter and a rhenium collector. The emitter was
prepared by a technique developed under a previous pro-
gram (Ref. 4) involving electroetching and heat treatment.
The collector was made by machining and brazing two
rhenium sheets of 20-mil thickness to the molybdenum
collector and guard assembly. The collector and guard
THEF_AOCOUPLES_
VACUUM ENVELOPE _j_ ....
TO ION PUMP
!- i
CESIUM
_'"_COLLECTOR
Fig. 24. Schematic of the variable-spacing converter
were assembled with a sapphire spacer and the surfaces
were ground for flatness and parallelism.
The data taken on the rhenium converter yielded results
which, when compared with previous data from a similar
emitter but with a molybdenum collector, showed that
the technique of electroetching and heat treating is repro-
ducible (Fig. 25). Furthermore, the emitter work function
was measured over a cesium reservoir temperature range
of 400 to 520°K, for emitter temperatures of 1560, 1660,
1760, and 1860°K. A comparison of the results is shown
in Fig. 26, where the emitter work function @t,:is shown as
a function of the ratio of emitter temperature to cesium
reservoir temperature. The scatter of the data is unusually
low and is observed to be somewhat dependent upon the
emitter temperature and not only upon T+:/Tn.
A new correlation was tried by: (1) plotting _: versus
kTe In P, where P is the cesium pressure (Fig. 27), and
(2) plotting 4'_:versus kTE In (P/C), where C = 3.6 >( 10 r
is a constant chosen in an attempt to obtain a universal
relation between _:, Te, and P (Fig. 28). The scatter in
the data for this correlation was reduced, compared with
the T_:/Tn correlation (Fig. 26), and observed to be about
0.05 eV as compared with 0.10 eV for the latter.
Families of volt-ampere characteristics were generated
with the rhenium converter by varying the interclectrode
spacing d while all other parameters were held constant.
The cesium pressures P and emitter temperatures in these
families were selected in such a way as to yield the volt-
ampere characteristics at several values of cesium pres-
sure for a given pressure-distance (Pd) product and ion
richness. Three variable spacing families were obtained
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Fig. 25. Performance comparison of the Re-Re
converter vs a Re-Mo converter for various
interelectrode spacings
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Fig. 26. Comparison of emitter work function data
at various emitter temperatures
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Fig. 27. An alternate plot of emitter work function
data vs kL: In P for various emitter temperatures
at cesium pressures of 0.1, 0.8, and 1.6 torr at emitter tem-
peratures of 1610, 1720, and 1870°K, respectively. The
emitter temperatures were so chosen as to maintain ion-
rich conditions. The interelectrode spacings were 1.25,
2.5, 5, 10, 20, and 40 rail, so that when coupled with the
cesium pressures of 0.1, 0.8, and 1.6 torr they yield Pd
values of 1, 2, 4, 8, etc. From these three families, one of
which is shown in Fig. 29, several current density-voltage
eurw's for various pressures are available for constant
values of Pd under ion-rich conditions. Also of interest
and importance is data obtained under electron-rich con-
ditions for cesium pressures of 1.6 and 3.2 torr, the latter
of which is shown in Fig. 30. This type of data is par-
ticularly useful for plasma analysis.
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Fig. 28. An alternate plot of emitter work function data
vs kL: In (P/C) for various emitter temperatures
b. Tungsten converter. The second converter employed
a specially prepared (110) single crystal tungsten emitter
containing less than 10 part/10 '_ of any one impurity and
less than 30 part.10" of total impurities. Photographs of
the surface indicated that it was flat to within 6/tin across
the area facing the collector. X-ray examination of the
crystal showed it to be composed of several distinct
grains misoriented to each other by a few degrees, but all
oriented to within 3 deg of the (110) direction along the
crystal axis. The collector for this converter was made by
machining and brazing two sheets of 20-rail tungsten to
the molybdenum collector and guard ring.
The data taken on the tungsten converter showed a
performance considerably lower than that of a previous
converter that used a similar emitter and a molybdenum
collector (Ref. 5). Figure 31 shows the cesium envelope
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of the W-Mo converter at 5 nail as compared with the
envelopes of the W-W converter at several spacings. The
slope of the 5-mil W-Mo envelope is approximately equal
to the slope of the 2-mil W-W envelope. This implies that
the emitter used in the W-Mo converter is far superior
to that used in the W-x,V converter. Since the emitters of
the two converters were prepared by the same technique,
the discrepancy is not understood at this time. The large
shift in voltage between the 2-mil W-W envelope and
the 5-mil W-Mo envelope indicates that the difference in
performance is not solely due to the difference in the
emitters but is also due to the collector materials used.
Experimental data from a third tungsten emitter is needed
before a definite conclusion can be reached.
Extensive families of volt-ampere characteristics were
generated with this converter at emitter temperatures of
1560, 1660, 1760, and 1860°K for interelectrode spacings
of 0.5 to 40 mil and at optimized cesium reservoir tempera-
tures. The cesium-optimized envelopes at TE = 1760°K
for several spacings is illustrative of the results (Fig. 32).
Also, the work function of the single crystal tungsten
emitter was measured under both ion-rich and electron-
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Fig. 30. Variable-spacing family at T_:: 1690°K
and P = 3.2 torr
15
rich conditions. The summary of this data is presented in
Fig. 33, showing, in the customary manner, the emitter
work function versus the ratio of emitter to cesium reser-
voir temperature (Tt:/Te).
4. Electronegative Additives
a. Cesium oxide. The effect of oxygen on converter per-
formance was studied in a variable spacing research con-
verter of the same type previously described (Fig. 24) but
with a rhenium emitter and a molybdenum collector.
Parametric data in the presence of oxygen was taken over
the emitter temperature range of 1650 to 1850°K and the
interelectrode spacing range of 5 to 20 mil. Under certain
conditions, the addition of oxygen to the converter re-
sulted in the same output power and voltage as that for a
cesium-only converter with an emitter temperature IO0°K
higher, or alternately, with one-fourth the interelectrode
spacing, a significant improvement in either case (Figs. 34
and 35). Performance was stable over a 300-h test period
(Fig. 36). Experimental results indicated that the source
of oxygen must be placed close to the emitter surface to
avoid transport difficulties. Collector surfaces appear to be
a promising location for the oxygen source.
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Another signific_ant result of this effort was that ob-
tained using cesium oxide as the source of both cesium
and oxygen. In a fixed-spacing converter (Fig. 37) with
cesium oxide in the additive reservoir and the cesium
reservoir chilled to prevent the release of cesium, it was
found that the cesium oxide released enough cesium and
oxygen to operate the converter. In fact, the performance
with cesium oxide only was superior to that with cesium
only (Fig. 38) and was stable for the 400-h test period.
Many additional experiments were performed with
cesium oxide as an additive, supplied both from a sepa-
rate reservoir and with cesium oxide formed on the collec-
tor surface. The reader is referred to the final report
(Ref. 1) for further details of this work.
b. Molybdenum trioxide. The behavior of molybdenum
trioxide as an electronegative oxygen additive was investi-
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Fig. 37. Schematic of the fixed-spacing converter
used for additive experiments
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Fig. 38. Performance comparison of converters
containing cesium oxide only and cesium
only at T_:_ 1860°K
gated extensively. Both thermodynamic calculations and
experimental studies were needed because of the con-
flicting information which resulted from an extensive
literature survey. Calculations were performed with ref-
erence to the thermal decomposition of solid MOO:,, both
in the solid and in the vapor phases, and with reference
to the compatibility of solid MoO:_ and the gaseous trimer
with various converter materials. Preliminary calculations
were also performed concerning the possible molybdenum
oxide-cesium reactions.
The experimental program consisted of a series of four
thermionic converter experiments, differential thermal
analysis studies of molybdenum oxides and their reac-
tions with various materials, and compatibility studies of
molybdenum trioxide with converter materials. The four
converters included both planar converters and filamen-
tary emitter diodes (Fig. 39), the former being used to
measure performance characteristics while the latter were
used to measure work functions. The results of the experi-
ments indicated that molybdenum trioxide did release
oxygen but not in the amounts expected or required.
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Fig. 39. Schematic of cesium-molybdenum
trioxide filamentary diode
Because of these results and the extensive lack and uncer-
tainty of thermodynamic and physical data on MoO._, no
further effort using MoO:_ as an oxygen source is planned.
5. Electropositive Additives
The use of electropositive additives to improve the per-
formance of low-pressure cesium converters was investi-
gated. Inasmuch as the work function of a metal surface
is reduced when a fraction of the surface area is covered
by an adsorbed monolayer of a more electropositive metal,
it would appear that multivalent electropositive additives
could be used to modify the emitter work function, result-
ing in improved converter performance. However, any
substantial improvement is doubtful because of the effect
of these additives on the collector work function as well.
Tile selection of ytterbium as the additive to investigate
was based upon its having the most favorable cx)mbina-
tion of vapor pressure (0.1 torr at 900°K) and work func-
tion (2.8 eV).
An experiment was performed using ytterbium in a
fixed-spacing planar converter (Fig. 40) for the purpose
of investigating its effects on the converter output in the
unignited and ignited regions of operation. The converter
CESIUM
RESERVOIR--_
EMITTER _._
INSULATOR ---_ _ //
t
/
ECTOR
COLLECTOR
HEATERS
IO-mil ORIFICE
_ ADDITIVERESERVOIR (Yb)
Fig. 40. Schematic of test vehicle for
electropositive additives
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had a rhenium emitter and sleeve and a molybdenum col-
lector on a niobium body. After a preliminary cesimn-only
test to establish tile validity of the converter operation,
ytterbium was introduced into the interelectrode space
by heating the additive reservoir. It was found necessary
to heat the reservoir to a higher temperature than antici-
pattd, i.e., 1000 to II00'K rather than 800'_K. As the col-
lector temperature was increased to 1000"_K from its
initial value of 920'K, an increase in output current was
observed. However, this increase in current was not
stable. Several transient effects, coupled with an unfor-
tunate emitter-to-collector short circuit, resulted in the
termination of the test without conclusive results.
By opening the converter, examining the converter
electrodes, and analyzing the reaction products found
thereon, the difficulty was deduced to be due to reactions
between the ytterbium and its copper reservoir. This
resulted in a Yb-Cu mixture which was apparently trans-
ported from the reservuir to "cold" areas on the collector
where it was deposited, causing the short circuit, ttow-
ever, the experiments did show that Yb introduced into a
thermionie converter increases the apparent saturation
current observed at a particular cesium reservoir tem-
perature. In view of the doubtful performance improve-
ment and the reported difficulties, this study was not
pursued further.
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G. Planetary Solar Array Development, P. Berman
1. Introduction
The objective of this program is the development of
solar arrays suitable for use on the Martian surface. This
is being accomplished by analysis of mission require-
mcnts and generation of conceptual designs for landed
solar arrays. The ground rules for the array are such that
the array will be capable of surviving the rigors of pre-
launch, launch, transit, capsule landing, and deployment
on the Martian surface with minimum electrical and
mechanical degradation. It will produce at least 200 W
of raw electrical power on the Martian surface at solar
noon for a period of 1 yr or longer. The system will be
optimized with respect to power output, size, weight, cost,
developmental time requirements, and reliability.
2. Phase I Study
A contract was awarded to Electro-Optical Systems,
Inc., Pasadena, California on July 3, 1967 for the perform-
ance of the Phase I study to determine the optimum array
design. Thus far maximum, minimum, and probable
models for the Martian atmospheric conditions have been
developed. The models define such variables as surface
pressure, density, temperature, atmospheric molecular
constituents, wind speeds, and atmospheric absorption.
The ground rules for the landing site have been defined
and assume a possibility of landing error of ±20 deg in
latitude and a maximum terrain slope of 34 deg. These
constraints, coupled with an inclination from the ecliptic
plane of 22 deg, result in a possible fixed panel misorien-
tation of 76 deg. Areas on opposite sides of the lander are
to remain unobstructed to allow for science instruments.
A high-gain antenna is assumed to be mounted on top of
the lander and the resultant shadowing factored into the
design analysis. Further constraints have been imposed
by assuming a Voyager-type capsule to determine allow-
able packing configuration. Structural design constraints
such as low-frequency vibration, random vibration, igni-
tion, staging, and separation shock, acoustic noise, static
acceleration, aerodynamic heating, ascent pressure en-
vironment, deceleration, parachute opening shock, steril-
ization requirements, Martian surface wind, thermal
environment, and ionized particle irradiation, have been
defined and will be factored into the detail design.
3. Conceptual Designs
Three conceptual designs have been evolved for further
study and preliminary drawings have been made. These
designs are described below.
a. Deployable fixed array. The array consists of two
halves of a frustum cone which has an upper and lower
radii of 71.6 and 93.8 in., respectively, with a cone angle
of 66.2 dog. Initially, the two halves are held together and
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placed inside the sterilization can. The extending mecha-
nism consists of two folding trusses. Several deployment
schemes are under consideration.
The substrate will be rigid, enclosed by a rigid-support
frame. Aluminum hollowcore structure is the first choice
for the substrate. A stretched tape substrate is not suitable
for this configuration since it is not adaptable to curved
surfaces.
The advantages of this design are: (1) it is relatively
simple and reliable, (2) no orientation is required, and
(3) there is no shadowing problem. Its disadvantages are:
(1) it is the heaviest among the three designs, and (2) it has
a rather limited growth potential due to its size. This latter
consideration is significant since the exact power require-
ment of the surface laboratory has not been finalized.
b. Two-axis horizontally mounted array. The array
consists of two rigid panels with either hollowcore or
stretched tape-substrate. Each panel consists of 20 basic
circuits. Since the minimum number of circuits required
is 30, the array is oversized by approximately 33_;. The
margin of oversize is based on a complete shadowing of
10 circuits by the 4-ft antenna dish, with the panels
aligned in the east-west direction. If the panel alignment
is in the north-south direction, there will be no shadowing.
For an in-between case, diode blocking must be provided
to take care of the oblique shadowing conditions, i.e.,
since the ground rules assume that vehicle attitude posi-
tion cannot be controlled, diode blocking will be required.
In the stowed condition, the two panels are held (upside
down) in the horizontal position with torsional springs by
two tension cables. The movement of each cable is con-
trolled by a drive motor. Thus, two motors are required
for this purpose. The two panels are attached to a com-
mon shaft, the rotation of which is controlled by a third
motor.
The advantages of this design are: (1) it is light in com-
parison with the fixed array, (2) it has a relatively flat
power profile due to the two-axis orientation capability,
and (3) it is mechanically decoupled from the antenna
structure. Its disadvantages are: (1) it requires complex
mechanisms which include three drive motors, cables, and
a servo control unit, and (2) the electrical design will be
complicated by the diode blocking requirements.
c. Two-axis vertically mounted array. The advantage
of a two-axis orientation is that it gives rise to a light
array with a fiat power profile. In this design, the shadow
problem is eliminated. As a result, there is a minimum
area array with simple electrical circuitry since diode
blocking will not be required. This is accomplished by
integrating the solar array and the antenna into a unified
structure. The basic requirements are that the panels and
the antenna are approximately coplanar and the plane of
tile panel is perpendicular to the plane of the ecliptic. The
solar array always remains perpendicular to the sun vec-
tor, and the antenna is allowed to swing approximately
±45 deg from this plane. This level of antenna movement
permits the antenna to track the earth as the two planets
traverse around the sun.
The advantages of this design are: (1) the panels are
the smallest and lightest, and (2) the power profile is rela-
tively fiat. Its disadvantages are: (1) maintenance of criti-
cal antenna pointing accuracy (±1 deg) under wind
buffeting is difficult, (2) three rotating joints must be
motor-driwm and controlled, and (3) the structural sup-
port weight is heavy.
A schematic summary of the conceptual designs is
shown in Fig. 41. Two versions of the vertically mounted
array are presented that show a one- and two-panel con-
figuration. Work is continuing on a more detailed analysis
of these designs.
H. Effects of Ionized Particle Radiation on Solar
Cells in Deep Space, P. Berman
During the past few years, the effect of irradiation by
solar proton flares on the power degradation of photo-
voltaic solar arrays has been a major concern at JPL. Dur-
ing FY 67, the effects of solar proton flares on N/P and
P/N cells fabricated from 1-fl-cm base material and
having various coverglass thicknesses were investigated
theoretically. These results were obtained by utilizing
existing models of the solar flare flux energy spectrum
and experimental data concerning the damage coefficient
for the cell types as a function of proton energy. Briefly,
the techniqne consists of relating the damage done by
protons as a function of proton energy to the fluence of
1-MeV electrons required to produc_e the same amount
of damage to the various cell configurations considered.
Thus, for any proton fluence-energy spectrum, the equiv-
alent number of 1-MeV electrons can be obtained.
In July 1966, high-energy proton irradiation experi-
ments were conducted by JPL at Harvard University in
114 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
order to obtain information pertaining to the experimental
damage done by these high-energy protons and to corre-
late these results with those predicted by the theoretical
considerations. Protons having energies of 36, 100, and
137 MeV were used in this experiment. The fluence at
each energy was of the order to 2 × 10 _ protons/cm-".
Solar cell current-voltage characteristics were obtained
in a solar simulator and in a tungsten simulator to deter-
mine the amount of permanent electrical degradation.
The data indicated that the actual power degradations of
the various types of solar cells at these proton energies
and fluences were actually smaller by about 6 to 9% for
P/N and 3 to 6_ for N/P cells than had been predicted
by utilizing tile data found in the literature. Thus, the
original predictions were somewhat pessimistic.
The data used to obtain tile damage coefficients for
theoretical predictions invoh,ed the measurement of a
parameter known as the diffusion length. This is mea-
sured by utilizing low flux levels of I-MeV electrons, and
hence does not necessarily represent the eell in its actual
operating mode. It was found that if the damage coeffi-
cients quoted in the literature were reduced by a factor
of two, theoretical and experimental points would then
be in good agreement. An additional problem with the
existing data is that extensive work has been done on only
one cell type of interest. Work has, therefore, been con-
tinued to obtain more extensive data on state-of-the-art
and advanced types of silicon solar cells. A program plan
has been established which defines the types of cells to
be investigated and the experimental data points, with
regard to flux level and energy level, which are desired.
This will be a 2-yr, two-phase program.
The investigation of the radiation characteristics of
silicon solar cells presently being undertaken at JPL will
serve to provide engineering data for the most commonly
used cell types (Mariner Mars 1964, Surveyor, Mariner
Venus 67, and Mariner Mars 1969) and those which will
be used in future programs, such as 8-mil and 4-mil silicon
solar cells. The pre- and post-irradiation measurements
are being made utilizing a JPL X-25 solar simulator. Thus,
the cell will be evaluated in its normal operating mode.
Proton energies from 3 to 30 MeV are being considered
with fluences of from 10;' to I0 '_ protons/cm 2. Fourteen
types of cells, including various cell-coverglass combina-
tions will be investigated. Measurements on the same
14 types of cells will also be made before and after
irradiation by 1-MeV electrons to fluences of 10 '_ to 10_6
electrons/cm _. Thus, a direct comparison or ratio can be
obtained between the damage done by 1-MeV electrons
and protons of various energy levels for the various types
being investigated.
The Michigan State University cyclotron was utilized
to irradiate Mariner Mars 1964 and Mariner Venus 67
P/N solar cells, Mariner Mars 1969 2-cm X2-cm N/P solar
cells, and 8-mil-thick N/P solar cells with protons of
approximately 5, 15, and 39 MeV to fluences of lff _, 10 TM
and 10 _' protons/cm'-'. Some dittlculty was encountered
in the dosimetry due to the relatively low flux rates
utilized in this experiment. The low flux rate was a result
of the requirement that the beam be uniform over a 7-in.-
diameter circle. The integrator was then apparently not
sensitive enough to give a highly accurate count. JPL is
presently designing a system to allow more accurate flux
determination. An additional problem was encountered
in the electrical measurement of the cells. Unirradiated
control samples indicated that there was a 4_; discrepancy
between pre- and post-irradiation measurements on the
18-mil-thick P/N and N/P cells (Mariner-type), and an
8% discrepancy in the 8-mil-thick cell measurements. It
was found that the spectral distribution of the simulator
had undergone a significant change. A number of adjust-
ments to the simulator have been made, and the pre-
irradiation spectral content can now be reproduced. The
18-mil-thick P/N and N/P control cells now appear to
show agreement to within about 2_ but the 8-mil-thiek
N/P cells still show an 85 discrepancy. The system is still
being analyzed to see if this can be accounted for.
I. Study of Optimum Thermionic Diode Sizes,
F. de Winter
A study is being made to determine the optimum therm-
ionic diode size for space power systems of a given power
capacity. Optimization is based upon the highest overall
system efficiency, which is dependent on the diode, dc-dc
converter, and network efficiencies. Network "efficiency"
is based upon the amount of excess original capacity that
must be built into a network to allow for foreseeable com-
ponent failures.
Since individual diodes have an output of about 0.5--
1.0 V and the efficiency of the dc-dc converters decreases
rapidly with decreasing input voltage, it is desirable to
use a number of diodes in series. To minimize the hazard
of an open-circuit failure, several series strings may be
used in parallel with cross connection resistances between
the strings. For a power system of limited capability, this
multiple-diode concept requires that small diodes be used,
the individual efficiency of which is relatively low com-
pared to that of larger diodes.
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Fig. 42. 5 X 5 diode network connected in
flat matrix form
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Fig. 43. 5 X 5 diode network connected in
three-dimensional cylindrical form
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Different types of diode networks which can be used
are shown in Figs. 42, 43, and 44. Of these, the fiat net-
work and the Y network have been proposed in the litera-
ture, and results are available based on a linear diode
model consisting of a voltage source in series with a resist-
ance. The efficiency of the dc-dc converters as a function
of input voltage can be estimated based on the losses of
THERMIONIC
DIODE
INTERCONNECTION
RESISTANCE
LOAD
Fig. 44. 5 X 5 diode network connected in
three-dimensional Y form
the input transistors or tunnel diodes. Simple models can
yield useful results of the thermionic diode efficiency
versus capacity.
For the 50-W system, a four-in-series, two-in-parallel
diode network was found to yield the highest overall effi-
ciency, with a diode size of about 11 W. In the 100-W sys-
tem, a five-in-series, two-in-parallel network with diodes
of 16 W or less seems to give best results. For a 200-W
system, it was found that the optimum diode size is below
30 W.
To continue the study further, computer programs have
been written to describe all three networks shown in
Figs. 42, 43, and 44. It is planned to determine optimum
values for the interconnection resistances and to study
network performance.
J. Electrical Characteristics of 0.018-in. Thick
Silicon Solar Cells as a Function of Cell
Temperature and Solar Intensity, j. D Sandstrom
1. Introduction
The electrical performance characteristics of typical
Mariner Mars 1969 silicon solar cells as a function of cell
temperature and solar intensity have been experimentally
obtained over simulated sun-probe distances correspond-
ing to Venus/Jupiter missions. The cells measured in this
investigation are 2 f2-cm, 2 X 2 cm, N on P solder-coated
devices, having a nominal silicon thickness of 0.018 in.
These solar energy converters have been selected to pro-
vide the power on the forthcoming Mariner Mars 1969
mission.
2. Description of Experiment
The solar cells were illuminated in a specially designed
thermal-vacuum test facility with a filtered xenon solar
simulator. This simulator is designed to reproduce the
spectrum of space sunlight through the use of 19-lens in
a lenticular arrangement and appropriate filters, which
interrupt a 2500-'_V short-arc xenon source. The test sys-
tem is shown diagrammatically in Fig. 45. The test facility
consists of a vacuum chamber evacuated to 5 #m to elimi-
nate water condensation during low-temperature testing.
A protruding portion of the vacuum bell is terminated in
an 8-in.-diameter quartz window which faces the xenon
light source. A vertical test fixture upon which solar cells
are mounted is located within the bell jar on a laboratory
jack, which is adjustable. The test fixture is constructed
from channeled copper for the passage of liquid nitrogen.
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A 350-W nichrome heating pad is sandwiched between
the channelled fixture and a l/_-in, copper plate upon
which test solar cells are mounted. Temperature control
is maintained by a West saturable reactor. Six thermo-
couples are used to monitor temperature gradients across
the test fixture. The temperature is monitored continu-
ously by an automatic 16-channel Speedomax Type G
Leed and Northrup temperature recorder.
The system includes an intensity reference cell which
has been calibrated over sunlight levels found between
0.7 and 5.0 AU. The intensity reference cell is mounted
on a thermal-electric module, which in turn is mounted to
a water-cooled test fixture. This test fixture is isolated
thermally and electrically from the primary test fixture.
The intensity standard cell is maintained at a constant
temperature of 28°C during all phases of testing.
Figure 46 presents a view of the test fixture through
the 8-in. quartz window, showing the solar cells under
investigation. A total of six cells can be measured elec-
trically while the two cells which are diametrically oppo-
site one another are used for temperature reference
purposes. In Fig. 46, notice the top cell, which is the
intensity reference that is isolated from the main test
fixture. The copper-constantan thermocouples that are
Fig. 46. Specimen test fixture
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used to monitor temperature gradients across the test
fixture can also be seen in Fig. 46.
The solar cell temperature was varied in increments of
20')C from temperature extremes of -÷ 100 to IO0°C.
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The solar intensities investigated were 225, 140 (low earth
orbit), 100, 69 (Mars encounter), 25, and 5 mW/cm z of
equivalent space sunlight.
3. Experimental Results
The average solar cell parameters (short-circuit cur-
rent, open-circuit voltage, and maximum power) of the
cells tested in this program are presented in Figs. 47-52.
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The short-circuit current as a function of cell temperature
is shown in Fig. 47; the current increases as the tem-
perature increases. The short-circuit current as a func-
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Fig. 52. Maximum cell power as a function
of solar intensity
tion of light level is given in Fig. 48. The short-circuit
current increases linearly with solar intensity at any given
temperature.
In Fig. 49, the open-circuit voltage as a function of cell
temperature is shown at the six light intensities investi-
gated. The decrease in open-circuit voltage with increas-
ing cell temperature is linear above 0°C. The open-circuit
voltage as a function of light intensity is presented in
Fig. 50. The region of the curves below 5 mW/cm'-' is an
extrapolation of the empirical data.
The maximum power as a function of cell temperature
is shown in Fig. 51. The increase in power with decreas-
ing temperature is approximately linear down to 0°C.
Below this temperature, the power levels off and appears
to approach a constant value around -50°C. The maxi-
mum power as a function of solar intensity is presented
in Fig. 52 for six cell temperatures. The maximum power
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increases in a linear manner with increasing intensity for
any given temperature. Equations have been derived
which describe the maximum power behavior as a hmc-
tion of temperature and solar intensity. Figure 53 is a
nomograph developed from these equations that can be
used as an engineering aid in determining the relative
power output of Mariner Mars 1969 solar cells over sun-
probe distances of 0.68 to 5.3 AU in equivalent space
sunlight.
K. The Thermal Decomposition of Argentic Oxide,
G. L. Juvinall
1. Introduction
As part of a continuing study of the fundamental prop-
erties and reactions of the electrodes used in alkaline bat-
teries, Idaho State University is under contract to JPL to
investigate the reactions pertaining to zinc, cadmium, and
silver electrodes. Dr. G. Myron Arcand is the principal
investigator on this project. A major objective of this effort
is the acquisition of quantitative data relevant to the
thermal stability of argentic oxide. Such information is
of vital and direct importance to battery engineers con-
cerned with the design of spacecraft batteries capable
of retaining full capacity when stored or used at elevated
temperatures.
2. Experimental Approach
Thermogravimetric analyses have been performed on
both chemically and electrochemically prepared samples
of AgO. The thermogravimetric system consisted of a
Cahn Model R G electrobalance, a Cahn "Little Gem"
thermobalance attachment, an F & M Model 240 M tem-
perature controller with a chromel-alumel thermocouple,
and a recorder. The platinum sample pan, about 5 mm in
diameter and 2.5 mm deep, was hung from the balance
beam in an 8-mm ID Pyrex tube (Fig. 54). The thermo-
couple sensing unit was positioned about 3 mm below
the center of the sample pan.
Argentic oxide was prepared chemically by a modifica-
tion of the method described by Bailar (Ref. 1). Analysis
was accomplished gravimetrically by heating to 600°C
for 20 min, cooling, and weighing. AgO was prepared
electrolytically by a modification of the method of Jolly
(Ref. 2). Material was obtained using both platinum-
screen and platinum-foil electrodes. No significant differ-
ence was observed. In addition, samples of commercial
AgO in both powder and pellet form were obtained from
M. Ames Chemical Works, Inc.
38 mm
SAMPLE SUPPORT WIRE
SAMPLE PAN
CONTROL THERMOCOUPLE
SENSING THERMOCOUPLE
FURNACE
THERMOCOUPLELEADS
Fig. 54. Configuration ofthermogravimetric heater
3. Experimental Results
A constant-temperature thermogram of chemically pre-
pared AgO is shown in Fig. 55. The results are normalized
so that the total weight loss is represented as 1.000. The
region of rapid change occurs in the first 5 h. At 4.5 h,
the weight loss corresponds to 47_ of the total loss. This
result corresponds to a 94% conversion to Ag,O in that
period of time. The curve also shows that, after a long
period, Ag_O is converted to Ag. This point is borne out
by the appearance of a surface layer of metallic material.
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Fig. 55. Thermal decomposition of chemically prepared
AgO at 140°C
Constant-temperature thermograms of electrochemi-
cally prepared AgO are shown in Fig. 56. The loss in 24 h
is significant at all temperatures investigated. Fifty
conversion occurs in 24 h at 121°C, 11 h at 131°C, 4 h at
141°C, 2 h at 151°C, and 1 h at 160°C.
O3
O3
q
T
C9
W
W
>
J
W
t'Y
OI
0.2
0.4 .....
0 2
__n
i L
!
i
151
4 6 8 _10 50 50 70 90 I10 150
TIME, h
Fig. 56. Thermal decomposition of electrochemically
prepared AgO at various temperatures
Figure 57 shows the thermograms of electrochemically
prepared AgO and of Ames AgO at 160°C. Obviously, the
Ames material decomposes much more rapidly; the rea-
son for this phenomenon is under investigation.
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Fig. 57. Thermal decomposition of electrochemically
prepared AgO and Ames AgO at 160°C
4. Conclusions
The family of curves summarizing the results of the
constant temperature studies of electrochemically pre-
pared AgO show that the rate of decomposition is approx-
imately doubled for each 10°C increase in temperature.
Taking into account all of the data, it is apparent that
the rate of conversion is dependent on the method of prep-
aration of the original material. The differences cannot be
explained solely on the basis of particle size; the very
similar behavior of the Ames powder and pellets indicates
that additional factors are involved. Investigation of this
problem is underway.
The extent of decomposition is very serious at all of the
temperatures included in the study. This fact must be
considered in the design of a silver-zinc or silver-cadmium
battery which is to be subjected to elevated temperatures
during cruise, encounter, or in landed operations.
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L. Development of 20-W/Ib Solar Array
Technology/D W. Ritchie
1. Introduction
The purpose of this program is to develop the necessary
technology to achieve a power density of 20 W/lb for a
folding modular solar array having a deployed area of
1250 ft. _ It is anticipated that by late-1969 or early-1970
the technology necessary to design and assemble light-
weight arrays of up to 50 kWe will be achieved. The
present program, as previously reported in SPS 37-45,
Vol. IV, pp. 28--41, is planned as a three-phase program.
A revised program schedule is shown in Fig. 58.
The Phase I effort was completed in November 1967.
Results of this effort are reported in this article. The
Phase II effort was initiated in September 1967 and will
provide information necessary for assembling large-area,
lightweight solar arrays. Phase II is divided into six tasks:
(1) Program planning.
(2) Mechanisms development.
'Performed by The BocinK Co. under JPL contract 951653.
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(3) Subpanel assembly and testing.
(4) Deployment model development and testing.
(5) Ground support equipment (GSE) and facilities
(development and testing).
(6) Documentation.
The Phase III effort is not yet clearly defined, and, there-
fore, the scheduled time is tentative.
Activities concluded to date have supported confidence
in attaining the overall program objective. No serious
problems have been encountered which would preclude
the realization of large-area, lightweight solar arrays.
2. Phase I Activities
The Phase I effort has included a thorough evaluation
of the preliminary design established during the feasi-
bility study and has resulted in the complete detailed
design of the 1250-ft _ solar panel.
An additional Phase I effort included the specification
and preliminary design of the GSE required in the over-
all program. This included transportation and handling
equipment for both the subpanel and panel assemblies,
test fixtures, and checkout equipment. A systems test
analysis for the entire program was conducted to estab-
lish test requirements and test equipment configurations.
Detailed design was provided for that GSE used in the
Phase I structural, environmental, and electrical degrada-
tion testing.
In addition, an experimental assembly and test effort
was eondueted to provide three primary types of design
information-criteria, development, and verification. Mate-
rials, including beryllium sheet, 3-mil-thiek fiberglass
tape, and various adhesives, were tested to reveal mini-
mum design parameters and provide detailed process
information. Structures and electrical components were
built to develop fabrication techniques. Finally, a 16-ft -_
model subpanel (SCS-43, shown in Fig. 59) was assem-
bled and tested to verify that the composite assembly
processes produced a panel that would meet configura-
tion and weight requirements.
The significant accomplishments toward meeting the
array design requirements included (1) rolling of beryl-
lium sheet to lengths of 13 ft 8 in., (2) development of
multi-piece steel dies and the processes for hot-forming
thin beryllium channels, (3) development of 3-mil-thick
epoxy fiberglass tape and pretension techniques to form
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Fig. 59. SCS-43 functional test panel
the cell mmmting substrate, and (4) development of
assembly techniques using 8-mil-thick silicon solar cells
and 3-rail-thick filters with controlled I-rail-thick bond
lines.
a. Beryllium forming. More problems occurred in beryl-
lium forming than in any other manufacturing process
developed in Phase I. The forming method originally
planned was not used because of the excessive cost of fab-
ricating integrally heated ceramic tools. Also, manufac-
turing engineering analysis showed that ceramic tooling
could not provide the close tolerances required to pro-
duce uniform bond lines and to avoid internal stresses,
which would result from the bonding pressure used to
avoid mismatch of parts.
For these reasons, stainless steel dies (Fig. 60) were
used that could be heated in available hot platen press
equipment. Although the anticipated tool distortion prob-
lems were obviated, high friction and seizing existed
between the stainless steel tool and the beryllium when
forming with minimum-clearance tools. This problem was
solved by (1) incorporating in the die a pneumatically
operated form rail that allowed forming with large clear-
ances (which minimize galling), (2) pneumatically clamp-
ing the material tightly to the punch, and (3) hot-sizing
the part to the 0.005-in. tolerances required.
Beryllium trimming followed industry practice. Abra-
sive sawing was used almost exclusively, and the only
problems encountered were cracking of some formed
parts due to improper clamping and dclamination and
breakage of a few pieces of defective material.
Chemical milling of beryllium also followed industry
practice, and, after minor problems with solution control,
parts were consistently produced to design tolerance.
b. Fiberglass-tape application. Considerable design
effort was expended in developing a means for locating,
bonding, curing, and then stretching the fiberglass tape.
The original plan, which called for stretching tire tape in
an orthogonal pattern prior to curing, could not be used
because the uncured, or B-stage, tape could not withstand
the desired tension. An alternate method, which proved
successful on the first assembly, was used to fabricate
the 16-ft: model subpancl (SCS-43). The method was to
(1) size tapes to "shrink scale" dimensions (which allowed
for stretch and thermal expansion), (2) bond tape nodes,
and (3) cure, applying only enough tension to hold the
tapes straight and to straighten the glass filaments. Ten-
sioning to the 12-lh. in. design requirement was accom-
plished by thermally lengthening the ahuninum tension
bars that gripped the tape ends while simultaneously
applying tensioning force with air cylinders (Fig. 61).
To allow for the difference in thermal cxpansion be-
tween the beryllium frame and the fiberglass tapes at the
250°F bonding temperature, the tension was increased to
17 lb/in, during cure and incrementally decreased during
cooldown.
c. Structural bonding. Techniques and tooling for bond-
ing this structure were nearly non-existent. Because no
room-temperature-curing adhesive is available that has
the strength required by the design at elevated tempera-
tures, the use of a Boeing AF-126 adhesive (that cures at
250°F) was adopted for all structural bonds. However,
very few of the techniques used with the AF-126 adhesive
to bond commercial airplane components could be applied
for bonding the beryllium structure. The following are the
significant devices and techniques that were developed
and used:
(1) Surface cleaning and adhesive priming to produce
and maintain an excellent bond surface for 30 days
or more after chemical etching and up to six bond
cycles.
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Fig. 60. Stainless steel dies used in beryllium forming
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(2)
(3)
Controlled air pressure to apply bonding pressures
of 17 to 100 psi, using plastic tubing and silicon
rubbcr diaphragms.
PTFE (Teflon) mandrel material, which has non-
sticking, self-lubricating properties and a high co-
efficient of thermal expansion• (During the bonding
cycle the mandrels expand to support the channels
and contract enough on cooling to slip out of the
assembly.)
STEEL
FIXTURE
FRAME
AIR CYLINDER
ALUMINUM
TENSION
BAR
(4) Calibrated fiat and coil springs to apply bonding
pressure through silicon rubber pads to localized
areas such as clips, gussets, and splice plates.
(5) Tools with like coefficients of thermal expansion
made of mild steel in the cold-rolled, as-received
condition, and electric blankets for use directly
under the tools as tile heat source.
(6) Flat and straight tooling, and relatively thin tool
bases supported on fiat insulated tables to minimize
heatup and coo]down time.
(7) Simple tools to minimize mass and all protuberances
that might damage the beryllium or overload bonds
through differential heating and cooling.
(8) Vacuum for bonding half frames to the substrate
while maintaining tension on it.
The manufacturing techniques differed from the indus-
try practice of producing solar cell assemblies consisting
of submodules of 32 seven-cell parallel groups. Cover
glasses were first bonded to cells in groups of 10, using
low-tack adhesive tape to pick up covers and apply to cells
with excess adhesive. The excess adhesive was squeezed
out, and a 1-mil-thick maximum bond line was obtained
by passing the tape assemblies through rubber rollers• The
cells were then properly assembled for pulse-soldering
into seven-cell parallel groups, using paste solder applied
with a stencil. The soldering tool is shown in Fig. 62.
Thirty-two cell strings were assembled and soldered in
the same manner and then masked on the sun side.
RTV-40 was applied to the dark side of the cells for
Fig. 61. Substrate tool used during curing
and pretensioning Fig. 62. Cell soldering tool
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bonding to the substrate; this same material was used as
the thermal control material for the dark side of the array.
The solar cell installation methods developed are also
unique; instead of applying cells to the substrate, the sub-
strate is applied to the cells. The submodules described
above are located face down in the bonding tool, and
the subpanel, with adhesive applied, is lowered over the
modules; pressure is then applied using standard vacuum
bag techniques.
M. Study to Evaluate the Application of Foldable
Solar Array Technology in Various Space
Flight Missions, R. E. Oliver
1. Introduction
A large-area solar-array technology (50 kWe at 1.0 AU)
has been under development by The Boeing Company
for the past year under JPL Contract 951653 (see previ-
ous article, subsection L, by D. W. Ritchie). Results of
this effort suggest that a power-to-array weight ratio of
20 W/lb at 1.0 AU is feasible for the particular mission
requirements, environments, and constraints specified for
the Boeing effort.
The objective of the study discussed in this article is
to determine the extent to which the technology devel-
oped in the Boeing effort can be applied to advantage in
various future space flight missions. Applications of this
technology to future missions may involve array area
scaling (up or down), changes in stowed and deployed
configurations, or changes in materials to satisfy mission
requirements and constraints.
2. Alternative Materials Study
The present Boeing large-area solar-array (LASA) de-
sign uses 712 lb of beryllium in the primary load-carrying
structural members. This represents 35g of the total array
weight (2051 lb). The use of beryllium was dictated by
the specified stowed-array dynamic envelope and weight
constraint. For space flight missions that do not involve
stringent weight and deflection constraints, it may be
desirable to consider materials other than beryllium for
the main structural members.
An analysis has been performed to determine gross
effects on array weight resulting from the use of alterna-
tive materials in the LASA structure. In particular, the use
of all-titanium and all-aluminum alloy structures in the
basic LASA design were considered.
A precise evaluation of the implications of changing
materials in an array structure would require detailed
structural analyses of each of the alternative designs con-
sidered. The purpose of this approximate analysis was to
obtain only rough estimates of the effects of changing
structural materials.
3. Assumptions
The following assumptions concerning the LASA design
were made in order to render the problem amenable to
a simple dimensional analysis approach:
(1) The weight of each material, structural as well
as nonstructural, is distributed uniformly over the
panel area.
(2) All significant structural elasticity is associated with
the beams (spars and intercostals) comprising the
subpanel frames.
(3) The structure is linearly elastic.
(4) Modal damping ratios are independent of structural
material.
(5) The weight of all nonstructural elements (e.g., solar
cells, cover glass, and substrate) is fixed.
Two design conditions were assumed for this analysis:
(1) Stiffness-limited (i.e., due to deflection, buckling, or
elastic mode frequency considerations).
(2) Beam-bending-stress-limited (i.e., there are no stiff-
ness limitations).
Three beam scaling types were considered:
(1) Beam material thickness scaling.
(2) Beam section width and depth scaling by a common
factor.
(3) Beam material thickness, section width, and section
depth, all scaled by a common factor.
Note that scahng-up by means of type (2) or type (3) scal-
ing increases the stowed-array volume and, in general, is
the more undesirable.
4. Analysis Approach
The previously mentioned assumptions, together with
a knowledge of the weight distribution for the basic LASA
design (712 lb of beryllium, 140 lb of titanium, and 1199 lb
of nonstructural material), lead to the following relation-
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Jship for the weights of two arrays with different structural
materials.
W_ 962
--)v"',--= 0.35 x' -- + 0.07 eL' p/z + 0.58 (1)
. pbl Of 1
where
W_,_ = total array weight
X' = volume scale factor applied to beams
//--- volume scale factor applied to fittings
pbl, z = mass density of beam material
Or_.'-' = mass density of fitting material
and subscripts 1 and 2 refer to the two designs being
compared.
By relating the volume scale factors to appropriate
beam and fitting section scale factors for the two design
conditions and three beam scaling types, six versions of
Eq. (1) are obtained. Finally, two alternative materials
were considered: all 7075-T6 aluminum alloy and all
Ti-6A1-4V titanium alloy.
5. Results
The results of this approximate analysis are presented
in Table 7.
Table 7. Ratio of weight of alternative materials array
to weight of LASA beryllium beam array
Type of Stiffness-limited design
scaling 7075-T6 Ti-6AI-4V
(1) (") (_)
(2) 1.73 2.27
(3) 2.44 3.33
Stress-limited design
7075-T6 Ti-6AI-4V
0.99 0.94
1. I 1 1.24
1.07 1.13
aEqual stiffness with type (|) scaling is impossible to achieve.
This analysis indicates a slight weight advantage in
replacing the beryllium with either aluminum or titanium
alloy in stress-limited designs, provided type (1) scaling
is applied. This apparent advantage may disappear, how-
ever, when minimum gage restrictions are considered. For
a titanium-alloy structure, for instance, some beam sec-
tion elements would be reduced in thickness from 0.020
to 0.007 in. Problems associated with handling and fab-
rication could preclude the application of this type of
scaling.
For stiffness-limited designs, the results of this analysis
suggest that a severe weight penalty (73 to 233_) would
be incurred by replacing the beryllium and titanium struc-
ture by an all-ahuuinum or all-titanium alloy structure.
6. Future Work
Future effort in this study program will be devoted to
an investigation of the implications of other types of scal-
ing (subpanel area, subpanel aspect ratio, and number of
subpanels). Specific prospective mission applications of
the LASA technology will also be studied.
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VI. Guidance and Control Research
GUIDANCEANDCONTROLDIVISION
A. Small-Duty-Cycle Data Acquisition in
Thermionics Research, K. Shimada and
P. L. Cassell
1. Introduction
There has been an increasing need among researchers
in the field of thermionic energy conversion for accurate
and efficient methods of obtaining volt-ampere curves of
thermionic converters. In this article, such a method,
which has been developed at JPL, is described. The tech-
nique is composed of: (1) pulsing a thermionic converter
at a small duty cycle, and (2) sampling data in a fraction
of the pulsing period. This method is applicable not
only to thermionic converters but to any other device
that is susceptible to temperature changes due to current
changes through it, or that may be easily damaged as the
result of sustained overheating.
Since the volt-ampere characteristics of thermionic
energy converters are extremely sensitive to temperatures
of the emitter and the cesium reservoir, these tempera-
tures must be held constant during an excursion of one
volt-ampere curve. The emitter temperature unfortu-
nately is strongly influenced by the electron cooling that is
proportional to the current through the converter. There-
fore, it bec¢_mes increasingly difficult to obtain volt-
ampere curw_s for a fixed emitter temperature at large
converter currents. If the measurements are taken stati-
cally, the emitter heating power must be readjusted to
keep emitter temperature the same after the current
through the converter is changed. Because of this inter-
action between the temperature and current, the adjust-
ment must be repeated until the desired condition is
reached. It may require as long as 30 min to attain an
equilibrium. The collector temperatures are also apt to
change during these adjustments. Often it is impossible
to acquire static data at large currents because of exces-
sive heating of the collector. Therefore, most researchers
in the field obtain volt-ampere curves by sweeping the
applied voltage at a power frequency of 60 Hz. Even with
this method, fully repeatable data are extremely difficult
to acquire. In fact, hysteresis appears in the voh-ampere
characteristics; a larger-current trace for increasing volt-
age and a smaller-current trace for decreasing voltage
result because of slightly higher and lower temperatures
for the upward or downward sweeps of the voltage.
The new method described herein utilizes a sequence
of 400-/,s w)ltage pulses which drive the converter to
large-current conditions.
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2. Heavy-Current Pulser
The heavy-current pulser is constructed so that the
quiescent current can be increased or decreased instan-
taneously when the pulses are applied to the thermionic
converter. The duration of each pulse is 400 _ts. This time
interval is one or two orders of magnitude shorter than
the thermal time constant of an ordinary emitter, so the
emitter temperature remains unchanged during each
]
400 Fs t
I i
_f-',,.
I
APPLIED VOLTAGE
50 ms TO
SUBSEQUENT PULSE
I_-----QUIESCENT
LEVELS
CONVERTER VOLTAGE
CONVERTER CURRENT
,A
I
F_- 40 H.s
250 Fs
SAMPLING PULSE
Fig. 1. Pulse waveforms showing time relationship
pulse. The pulse is repeated at every 50 ms (duty-cycle =
0.8%) to assure no appreciable change of emitter tempera-
tures when the converter is driven to either the maxi-
mum or the minimum current from the preset operating
temperatures.
Transients occur in the current and the voltage when a
pulse is applied to the converter, but they diminish after
200 /_s. Larger transients result from the inductance of
the line feeding current to the converter than from the
dynamics of the plasma in the converter. To minimize the
line inductance, the converter current is supplied through
four heavy-current coaxial cables connected in parallel.
The data are acquired by sampling the voltage and the
current for 40 _ts during the 400-rts applied pulse. Various
waveforms of the pulses are shown in Fig. 1. A block dia-
gram of the pulser is shown in Fig. 2.
The maximum amplitude of the output pulse is 10 V,
and the corresponding current can be as large as 200 A,
depending on the characteristics of the test converter.
The pulser allows small negative current, but a nega-
tive voltage up to 3 V is available to obtain volt-ampere
curves in the power-generating quadrant of a converter.
The height of these pulses can be varied linearly in
time by modulating the pulse height with a ramp volt-
age. The up-ramp voltage mode enables the volt-ampere
curve to be acquired as the voltage is swept from nega-
tive (the power-generating quadrant) to positive (the
power-consuming quadrant) values. The pulse height
may also be varied in down-ramp or manual modes. In
RAMP
GENERATOR
UP
DOWN
.-...i.._ o
MANUAL
o
OFF
PULSER
400 Fs
20 Hz
.__ WAVEFORMSHAPER
L_
L
QUIESCENT
POINT I DC POWER I +
SUPPLY
I0 V, 200 A
CURRENT
SHUNT
SAMPLING PULSE
TO CURRENT AXIS
v
COAXIAL CABLES
OUTPUT
Fig. 2. Heavy-current pulser diagram
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any one of the three modes, the quiescent point on which
the pulses are superposed can be adjusted independently.
Volt-ampere curves can also be obtained statically if de-
sired by manually varying the quiescent points after turn-
ing the ramp-voltage off. The transistors in the power
amplifiers are designed to operate continuously at a full-
load current of 200 A.
Volt-ampere curves are normally displayed on an ordi-
nary oscilloscope, or on a memory-scope. The inputs to
the scopes are: (1) the voltage across the current shunt,
(2) the voltage across two potential probes on the con-
verter, and (3) the sampling pulse from the pulser. The
trace of the scope is normally blanked except when the
40-#s sampling pulse is applied to the z-axis of the oscil-
loscope. Thus, one data point is entered at each sampling
pulse. Since it takes approximately 10 s to complete one
excursion of the ramp from -1 to _-10 V, and since the
pulse repetition rate is 20 Hz, approximately 200 data
points are entered in one volt-ampere curve.
3. Sample-Hold Circuit
To facilitate the analysis of the results, a circuit was
devised which transfers fast-rate sampled data into a form
that enables them to be recorded graphically with a rel-
atively slow x-y plotter. To achieve this translation, a
sample-hold circuit that maintains the amplitude of the
sampled signal until a subsequent signal is applied was
adopted. Typical waveforms are shown in Fig. 3. Since
there are as many as 200 data points in one volt-ampere
v
curve, each step in the output of the sample-hold circuit
is quite small. Furthermore, the inertia of the pen carriage
on the x-y recorder smooths out these steps sufficiently.
(Two sample-hold circuits are required to translate the
current and the voltage of the converter simultaneously.)
The sample-hold circuit consists of: (1) a diode gate that
is synchronized with the sampled data, and (2) a data-
storage capacitor that is combined with the output ampli-
fier. The time required for charging the capacitor is
negligibly small and yet the charge is retained for a full
50 ms as the result of an appropriate feedback.
4. Conclusion
An efficient and accurate method has been developed
that enables volt-ampere curves for the thermionic con-
verter to be obtained in the heavy-current region with
negligible effect from electron cooling. The pulsing of a
converter at a duty cycle of 0.8_, synchronous sampling
of the data, and provision for a sample-holding capability
are the major features of the method. Also, a substantial
reduction of the heat delivered to the collector enables
the measurements to be made in a region of the volt-
ampere curve where neither an ordinary steady-state
method nor a 60-cycle dynamic-sweep method could
be used.
The use of the apparatus described herein is not limited
to thermionic energy converters, but is also recommended
for those devices that are sensitive to temperature changes
resulting from current dmnges through the device.
INPUT
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400 50 40 50.4/zs ms
Fs ms"
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_ nn
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Fig. 3. Sample-hold circuit and waveforms
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B. Metal-Insulator-Metal Thin-Film Diodes,
R. J. Stirn
1. Introduction
The electrical and photo-electrical properties of thin-
film sandwiches of metaMnsulator-metal (M-I-M) have
been investigated for some time. An energy diagram for
such a system with an applied voltage V (positive on
metal 2) is shown in Fig. 4.
The flow of electrons through the insulating film
may arise from thermionic or Schottky emission over
the barrier, quantum-mechanical tunneling through the
barrier, space-charge-limited current, or a combination of
these mechanisms with traps in the forbidden gap pos-
sibly participating as intermediaries. Insulating layers
thicker than a few tens of angstroms are nearly impene-
trable to tunneling, except when the tunnel distance is
shortened by the application of a sufficiently large volt-
age, i.e., in the Fowler-Nordheim region.
Light incident on the structure can, under proper con-
ditions (to be discussed below), produce a photocurrent
over and above any current present because of the above
mechanisms. Because of the possible applications of this
response to photodetectors, a research program has been
started to investigate a particular type of sandwich, one
using aluminum nitride as the insulator.
In this initial article, some of the pertinent theoretical
and experimental considerations, which can be used as
background for future articles, will be reviewed.
INSULATOR CONDUCTION
BANDEDGE
LEVEL I ______
METAL 17_ *2
METAL I _ INSULATOR eV ,,_--r^, o
_/ CONDUCTION/_/_/ FORBIDDEN
_J/ BAND -/_ BAND
'E (_c(X)
-x_-L
BOTTOMOFMETAL I 0
CONDUCTION BAND
Fig. 4. Energy diagram for a metal-insulator-metal
thin-film diode with an applied voltage V
2. Electron Tunneling
Which current mechanism will dominate in a thin-film
diode depends principally on the temperature and thick-
ness of the insulator and the relative barrier height _.
Since our sample insulator thicknesses are typically less
than 50A and have barrier heights greater than 1.5 eV,
direct tunneling dominates.
The net tunneling current density /t in the direction
normal to tile insulating fihn from region 1 to region 2 is
given by Refs. 1 and 2:
4_.m,, _ C, (V) xokT 1 - exp [C, (V) x,,eV] }it = c, tr' sin [_ C_ (V) x,,kT] 2 mC_ (V) x(,
e_,(v)
X {exp [-B, (V) x,,]} (1)
The voltage-dependent coefficients B_, C,, and P. relate
to the energy-momentum relationship and barrier heights;
e is the electron charge, m. is the free electron mass, x0
the insulating film thickness, T is the absolute tempera-
ture, and k is the Boltznmnn constant. The first term in
braces represents the effective number of electrons inci-
dent upon barrier 1 in Fig. 4 per unit area per second,
while the second term in braces rrpresents the tunneling
probability for these electrons. Equation (1) is general in
that nonparabolic energy bands can be accommodated;
however, it is required that the barrier shape be trape-
zoidal. Although image-force corrections could modify
the trapezoidal shape, munerical calculations (Ref. 3)
show that their effect is negligible for thicknesses greater
than 20A, values of (b around 2 eV, and dielectric con-
stants in excess of 5.
The main identifying features of tunneling currents are
their nearly exponential dependence on thickness of the
insulator and their extremely small temperature depen-
dence. At low voltages (of the order of tens of millivolts,
i.e., [C, (V)x,,eV < < 1], the first exponential in Eq. (1)
can be expanded and i < V, i.e., the current is ohmic. In
this range,
l
\ V l_lg-*o;
= - B, (0) (2)
_xo
Since the thickness x,, is measured by capacitance tech-
niques, Eq. (2) can be written as
(3)
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where R is the ohmic resistance and C is the capacitance
of the diode. The latter form is independent of the sample
area. Deviations from linearity in the plot of In RC versus
1/C would indicate that currents other than the tunneling
current are present.
At high voltages [C, (V) x.eV > > 1],
8 [ln(jtx_)]
_Xo
- --/3_ (V) (4)
If the attenuation coeflqcient B_ (V) is independent of
thickness, the barrier is trapezoidal.
Also, for temperatures such that C,x,kT < < 1, one can
show from Eq. (1) that
6 1 1 8it (V, T)
C_(V) = . ...x_ jt(V) lr=o 8(kT)" (5)
The barrier heights q_ and q_._,can now be obtained from
the experimentally determined values of C, (V) for the
two different polarities of the applied voltage, since the
functions C1 (+V) and C1 (-V) have cusps at voltages
V = q_. 1/e. It is shown in the first two references how one
can obtain the energy-momentum relationship within the
insulator forbidden-gap region from the knowledge of
either C, (V) or B1 (V) and the barrier heights.
3. Tunneling in the Fowler-Nordheim Region
If su_ciently large positive voltages are applied to
metal 2 (Fig. 4), the bottom edge of the conduction band
can be "pulled down" below the Fermi level of metal 1.
Thus, the tunneling length will be shorter than x0 and it
would be expected that the magnitude; of the tunneling
current would be strongly dependent upon the applied
voltage. Quantitatively, the dependence is given by the
Fowler-Nordheim relation (Ref. 4):
e3 Vz Iiv- N -- 8_h q,_ x_ ¢ (y) exp 8_, (2m*)',':' x,, 13 eh V 4'_/''x(y)
_J
(6)
where ¢ (y) and × (y) are correction factors of order unity,
m* is the electron effective mass in the forbidden gap of
the insulator, and h is the Planck constant. Substituting
for the constants in Eq. (6) and taking ¢ (y) = X (Y) _ 1,
one obtains
V _ 1
iv-'," = 1.54 X 10-6 -- --
x_ 61
m*'_'._-'
(7)
where j,,-x is given in A cm=', the barrier energy ¢, is in
electron volts, V is in volts, and x,, is in cm.
A plot of In (i,._ _x8.. 1/_) versus x,,/V should be a straight
line with slope proportional to ffa/2 (m,/mo),& In systems
with if, equal to 1 eV or more, a rather large electric field
is required to detect currents in the F-N region, and pulse
measurements at low temperatures are used to avoid heat-
ing the sample.
4. Schottky Emission Over the Barrier
Wben the insulator film thickness is made larger, say,
of the order of 100 A or more, additional current meeha-
nisms will dominate the tunneling current. One possible
mechanism is Schottky emission. This process is iden-
tical with tbermionic emission into a vacuum and was
first observed in polymerized silicon oil on gold and in
AI-AI..,O:,-AI diodes (Ref. 5). The mechanism corresponds
to thermal activation of electrons over the barrier 6, with
the added effect that the applied field reduces the height
of this barrier. The current density is given by
i., = AT-' exp L T \ K_xo/ - (8)
where K, is the high-frequency dielectric constant of the
insulator, A - 4_ e m,,k_/h :_= 120 A/cm'-' - (K°) '-', which
is Richardson's constant, and fl_ = (e:3/4_e,,)'._/k = 4.40,
when V is in volts and xo is in cm. The barrier height can
be obtained in principle from Eq. (8) by plotting In (/,/T")
versus lIT. (Actually, the current density used should
be the measured current density with any temperature-
independent current density that may be present sub-
tracted off.) The lowering of the barrier by the applied
field E is given by
( e a )'_ ['E_E_'_'_
.Xq, = _ E'4-' = 3.8 X 10 4 \K,I eV (9)
with E in V//cm.
Experimental data usually do not follow the predicted
magnitudes of the Schottky current. For one thing, Eq. (8)
does not contain a factor to account for the fraction of
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electrons that are reflected at the boundary forming the
barrier. Also, it is believed that the emitting area is often
different from the geometrical area of the barrier. Evi-
dence has been presented that the appropriate dielectric
constant to t)e used in Eqs. (8) and (9) might be the low-
frequency one (Ref. 6), at least when the mean-free-path
for hot eh'ctrons in tile insulator is very short. This would
come about because the interaction time of the electron
in the barrier would be long enough for the ions in the
barrier to "follow" the electron.
The preceding discussion of electrode-limiting processes
has been greatly simplified in that it has ignored modify-
ing effects such as interfaeial states, field penetration of
the electrodes, space charge, and image forces. The latter
two are normally completely negligible and the first effect
is difficult to treat quantitatively. Electric field penetra-
tion of the electrodes (Ref, 7) has been found to be impor-
tant (Ref. 8). The potential drop V, in each of the elec-
trodes due to field penetration is given by
V, =XV (10)
where ,_ = 2/(3K _ 4)!"; K _ K,,,x./KdL; L = (E,.v/2n,,e=)l/_;
K., and K,, are the low-frequency dielectric constants of
the electrodes and insulator, respectively; E,,, is the per-
mittivity of the electrodes; _] is the Fermi energy in the
electrodes; and n. is the free-electron density in the dee-
trodes. Thus, the field E to be used in Eqs. (8) and (9) is
not V/x,,, but rather
E' - (v - 2v,)
- (1 - 2_) e (n)
when both electrodes are of the same metal. The effect
can be significant for very thin insulators. For instance,
for a thickness of 20 A, Ka = 8K,,, and L = 0.5 (which is
typical for many metals), the value of 3. is 0.12. In this
case, the electric field would be reduced by almost 25%!
5. Bulk-Limited Conduction Processes
Bulk-limited processes can begin to dominate the con-
ductivity as x,., the insulating film thickness, becomes
larger. Such processes are ones for which the conductivity
is principally limited by mechanisms within the insulator,
rather than by the electrode properties. In some films,
especially highly ionic films with a large number of de-
fects, ionic conduction can occur due to the drift of these
defects under the influence of an applied field. Films
which absorb moisture might also exhibit ionic conduction.
A conduction process is possible in which an electron
moves between donor impurities (in the presence of some
acceptor impurities which ionize the donors) without acti-
vation into the conduction band. This is possible because
of a small, but finite overlap of the wave functions of an
electron of one donor with neighboring donors. In this
process, which is called impurity conduction, the electrons
interact with phonons and move by a hopping process
from one center to another. With very high concentra-
tions of impurities, the overlapping is large enough to
form a "band" and acceptors are not necessary.
A current due to field-assisted thermal ionization of
trapped electrons in the insulator [the Poole-Frenekel
(P-F) effeet-Ref. 9] is possible. This effect is due to the
lowering of the Coulombic potential barrier of the trap
and hence is quite analogous to the Schottky effect. In
fact, the lowering of the barrier is given by Eq. (9), except
for a factor of two in the coefficient which appears in
the P-F effect because of the immobility of the positive
charge. The resultant current density is given by
(v) v '"l],,_r= c,, g,, e_p LTkK-T#7,,/ - kT"J (le)
where G,, is a constant with the dimensions of a conduc-
tivity, _ is the energy difference between the trap level
and the bottom of the conduction band, and/L is defined
following Eq. (8). One can distinguish between the
Schottky and P-F effects, if the dielectric constant is
known, by plotting In i versus E_.5/kT and comparing the
slope with the theoretical fl_ and /3v._,,. However, if the
right value of the dielectric constant is not known, one
must determine whether the conductivity is bulk-limited
or electrode-limited.
Finally, space-charge-limited current flow is a possible
mechanism in thin-film diodes with injecting contacts,
i.e., contacts allowing an unlimited supply of electrons.
This current is strongly influenced by the presence of
traps. Without traps, the current is proportional to the
square of the voltage, and its temperature dependence is
that of the mobility temperature dependence. Since all
diodes to be investigated in this program will have non-
injecting contacts, this mechanism need not be considered
further.
6. Photoresponse of Thin-Film Barriers
When light is incident upon an M-I-M diode, a current,
due to the generation of hot electrons within the metal
electrodes, occurs when the photon energy hv is greater
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 135
than the barrier height. Since barrier heights in such sys-
tems are typically about one third of the band gap of the
insulator, the threshold energies are of the order of 1-2 eV,
i.e., the wavelengths are in the near infrared and red part
of the visible spectrum. The response will increase with
increasing frequency in some power-law dependence
until the photon energy is equal to the band gap of the
insulator, at which point excitation across the gap will
add to the electrode-generated photocurrent. If more
carriers are generated in one electrode than the other,
or if the barrier height as seen from both electrodes is
different (as can be accomplished by a bias voltage or use
of metals with different work functions), a net photocur-
rent should be sustained.
Tile efficiency of the photogeneratio, n of carriers is
determined in part by the choice of metal electrodes and
their tbicknesses. A thicker metal layer will absorb more
photons, and hence produce more hot carriers, but these
carriers will be formed farther away from the barrier and
have less probability of reaching it. A thinner electrode
will increase this probability, but absorb less light energy.
We can treat this phenomenologically by taking the metal
electrode 1 in Fig. 4 to have a thickness t. The photocur-
rent density generated in metal 1 per absorbed photon
of energy hv and intensity I, is given by
efr
j_,.1 = h,.
- (t - x) 1 dxI,, al exp ( - a_x) exp _,-_
tI,,., exp (- a,x) dx
(13)
where al is the absorption coefficient and L_ is the elec-
tron attenuation length, both for metal 1 and photon
frequency v. Optical reflection at the metal-insulator inter-
face and multiple reflection of the photoearriers within
the metal film have been neglected.
The percentage of hot carriers incident on the M-I
interface relative to the number generated is given by
a __ m
or
(14)
R_Z_ + I (--t)[ i'Z_t'_']Z, exp _ 1-exp[-L-_,jj (15)
where Z_ _ alL1 - 1.
The thickness of metal 1 at which the photoresponse is
a maximum (dR/dt = 0) is found to be
L1 L1
t,, = Z In (Z1 + 1) - a,Ll_ In ,_,L_ (16}
There are two limiting cases of interest:
Case 1: alL_ Z 1, where
L_ In (Z, + 1)
t,,, _ lim - L, (17)
gl _ I} Zl
Case 2:
In alL1
t,_ - (18)
Or1
The more reasonable case physically is the first one.
The maximum photoresponse
R,_ = (a,L1) t/'_-_'L'' (19)
which is derived by substituting Eq. (16) into Eq. (14),
becomes for Case 1:
R,, --* e ' = 36.8%
Maximum theoretical values for R,,, are shown in Fig. 5
for different values of the product a_L1. In practice, values
of a_L, much above unity are not found in most metals.
tO
Fig. 5. Maximum theoretical photoresponse efficiency
R_ vs the product a_L_for the simplified model
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That experimental quantum efflciencies are much lower
(less than 1_ usually) indicates that the neglected effects
are very important. In particular, the percentage of gener-
ated hot carriers which reach the M-I interface have been
calculated; by no means do all of these avoid quantum-
mechanical reflection at tile boundary. Also, when the
optimum thickness of metal 1 is nearly equal to L1, a
length of only a few hundred angstroms, a fair percentage
of light is transmitted through to metal 2 where a photo-
current opposing J,,, is generated. This current can be
controlled in part by an appropriate choice of metal on
side 2 and proper biasing. The density and energy distri-
tmtions of traps within the forbidden baud are crucial to
the efficiency of the photoresponse. This would be par-
ticularly true if recombination centers with a high capture
cross section for radiative recombination were present,
deep in the forbidden band. A principal motivation for
the current project is to investigate such loss mechanisms.
The magnitude of the attenuation length L_ for a given
metal can be found from Eq. (14) for ,_t > 3> 1, Conflict-
ing values have been reported to date, prohably because
the product ,,t is often 2 to 4, rather than much greater
than unity, and because the measured values of ,_ for a
metal such as gold depends on the substrate used'-both
type and smoothness.
One can account for the opposing back current in a
diode structure by using top and bottom illumination
(if metal 2 is kept thin enough to be semitransparent) and
assuming a power law for the frequency or energy de-
pendence on the photo-yield (Ref. 10). Usually the photo-
current is taken to be proportional to (by - 4,)_-the theo-
retical dependence for a free electron gas model. Then
the two photocurrents for a fixed frequency are
jr = j,r - j',r and j_ = j,_ - i"n (20)
where T and B stand for top and bottom illumination and
1 and 2 stand for the metal side in which the current
originates, respectively. The individual components can
be expressed in terms of jr and j_ with the use of constants
obtained under certain conditions of bias and frequency
for which the constants are independent of these variables.
7. Experimental Measurements
Types of measurements that are being performed and
that will be reported in future articles include current-
'Experiments for determining L, are usually performed on metal
films deposited on bulk semiconductors, rather than on a diode as
shown in Fig. 4.
voltage characteristics at several temperatures and photo-
response characteristics measured for different applied
vohages, photon energies, and thicknesses of both metal
electrodes and insulator. Details of forming the diodes
and the experimental techniques will be discussed in the
next article.
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C. Solid-State Triode--Electrical Characterization,
A. Shumka
1. Introduction
Control and modulation of space-charge-limited (SCL)
currents in high-purity near-intrinsic germanium have
been achieved by inserting a gate electrode into the base
of a solid-state diode (SPS 37-45, Vol. IV, pp. 46-48). The
resulting structure is the first experimental solid-state ana-
log of a thermionic vacuum-tube triode. A family of I-V
curves for one of the fabricated structures is shown to
indicate that SCL currents in solids can be controlled and
modulated and that such a structure is suitable for achiev-
ing practical solid-state triodes. Electrical parameters such
as the amplification factors, transconductance, and dy-
namic plate resistance are discussed in terms of the geo-
metrical parameters.
2. Solid-State Triode
A solid-state triode in which SCL electron currents
are controlled and modulated has two p_ gate conduc-
tors inserted into the base of an n_rn * solid-state diode
(SPS 37-39, Vol. IV, pp. 44-50), as shown in Fig. 6. These
gate conductors are connected in parallel to form a gate
electrode which is neither a source nor a sink for the in-
jected charge, but is capacitively coupled with the emitter
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CHANNEL (GROOVE)
GERMANIUM /
WAFER --_MITTER_ _// /
ES // 3cATENDUCTOR/////
2 mils_ lOmils
!OLLECTOR /._, _,L__n7 I
Fig. 6. A solid-state triode with two gate conductors
and collector. This form of coupling enables the gate
electrode to control the electron current flow in the
n+r,n ÷ solid-state diode. For modulation, an ac signal is
applied to the dc-biased-gate electrode. The degree of
modulation will be largely dependent on the position of
and spacing between the two gate conductors. Control
and modulation of SCL hole current can be similarly
obtained by inserting two n + gate conductors into the
base of a p+vp ÷ solid-state diode. In both cases, the roles
of emitter and collector can be interchanged by inter-
changing the voltage connection, although the upper con-
tact is referred to as the emitter.
The structure shown in Fig. 6 is of special importance
because it is the basic element of the more complex con-
figurations which would have a number of these elements
connected in parallel. Therefore, only the electrical prop-
erties of the single element need be considered in order
to determine the electrical behavior of structures having
many elements. At present, these electrical properties are
being correlated with geometrical parameters by chang-
ing the positions of and spacings between the two gate
conductors in the base of the solid-state diodes. The effect
o£ changes in the base width is also being studied.
3. Electrical Characterization
Solid-state triodes were fabricated in which the separa-
tion between the two p_ gate conductors ranged from
4 to 1.5 mil. For each structure, the gate conductors were
closer to the emitter than to the collector. Pulsed saw-
tooth signals were used to provide a linear voltage sweep
across the emitter and collector terminals of a solid-state
c E
E
O
5 V/Oiv
Fig. 7. I-V characteristics of the germanium solid-state
triode ST3 at T _-- 78°K; emitter injecting
L ic,,®.
o
5 V/Div
Fig.8. I-V characteristicsof the germanium solid-state
triode ST3 at T --_ 78°K; collector injecting
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triode. A variable de bias was applied to the gate electrode
to obtain a family of I-V curves for display on the screen
of a memory scope. Electrical measurements were made
at liquid-nitrogen and room tt_mperatures.
I-V characteristics of a solid-state triode that has dimen-
sions similar to those given in Fig. 6 are shown in Figs. 7
and 8. The emitter (E) is the injector in Fig. 7; the collec-
tor (C) is the injector in Fig. 8. Both configurations clearly
indicate a modulation of SCL electron current. For Fig. 7
the amplification factor is 3.4 and the dynamic plate resist-
ance is 24 k,q compared with the corresponding values of
5.5 and 39 k_2 for Fig. 8. Different values for the electrical
parameters are attributed to the different positions of the
gate conductors with respect to the injecting contact. The
general results show that the amplification factor can be
increased by decreasing the spacing between the gate
conductors and by positioning the gate conductors closer
to the collecting contact than to the injecting contact.
The dynamic plate resistance appears to have a relation-
ship with the geometric configuration similar to that of
the amplification factor, while the transconductance re-
mains relatively constant.
More detailed work is being performed to obtain quan-
titative relationships among the electrical and geometric
parameters. The information obtained will be very useful
for designing and developing practical solid-state triodes.
Techniques are also being developed which would make
it feasible to fabricate structures with multiple elements.
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ENGINEERING MECHANICS DIVISION
A. Problem Areas in Heat-Shield Technology
for a 1972 Venus Probe Mission, R. G. Nagler
1. Introduction
A study has been made of the heat-shield requirements
for a 1972 Venus probe mission. Venus atmospheric entry
is much more severe on heat-shield materials than Mars
entry. Average heating rates are generally higher than
experienced in ballistic missile flights because the body is
blunter, the entry velocity higher, and the radiative
heating significant. The baseline entry conditions for the
study are given in Table 1. These conditions were chosen
Table 1. Baseline entry conditions for a 1972 Venus
probe mission
Parameter Condition
Body dimensions
Ballistic coefficient
Initial entry velocity
Initial entry angle
Initial angle of attack
Initial spin rate
Gas composition
Inverse scale height
Base diameter, 4 ft
Nose radius, 4.4 in.
0.6 slugs/ft:
36,000 ft/s
--30 to --60 deg
Less Ihan 50 deg
Less than 6 rad/s
10to 75% CO:
3.9 X I0-5to8.32 X 10_ft a
as borderline for entry-technology-based trajectories with
the peak heating conditions shown in Table 2. Entry into
the high inverse scale height atmosphere at -60 deg
defines the heating rate and pressure extremes, which
determine selection of the material. Entry into the low
inverse scale height atmosphere at -80 deg provides the
maximum total heating, which determines the heat-shield
thickness. Higher heating rates are outside the present or
extrapolated state of the art in heat-shield technology.
Although the study emphasized the baseline conditions,
other possible missions with milder entry environments
provide interesting alternate concepts which interact with
other missions constraints.
Table 2. Peak heating conditions for a 1972 Venus
probe mission
Parameter
Peak convective heating rate, Btu/ft:-s
Peak radiative heating rate, Btu/ft:-s
Peak pressure, aim
Total convective heating, Btu/ft'
Total radiative heating, Btu/ft:
Inverse scale height
High
Nose Edge
4600 2600
600 2000
9.5
9700 2400
850 1600
Low
Nose Edge
2500 630
180 500
2.5
19500 4900
1100 2000
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2. Design Criteria
The following general criteria were used in analyzing
and selecting heat-shield materials for Venus entry:
(1) It must be an efficient ablator with strong char
retention.
(2) It must withstand stresses generated during atmos-
pheric entry due to thermal gradients, external and
internal pressures, and external shear forces with-
out catastrophic failure.
(:3) It must provide an insulation capability that holds
the temperature of the capsule structure below
100°F at peak dynamic pressure and below 600°F
at any time in the trajectory.
(4) The performance of the material must not be de-
graded by sterilization, launch loads, interplanetary
vacuum and particle radiation, or brittleness at
temperatures above - 100°F.
(5) The method of fabricating the basic material and
bonding it to the substructure should be reasonably
well understood.
3. Baseline Heat-Shield Description
Phenolic carbon ablators were chosen for the baseline
mission as the only materials with sufl3eient data to tlt all
of the above criteria. The baseline heat-shield weight and
thickness distribution are shown in Fig. 1. The phenolic
HEAT SHIELD
WEIGHT, Ib
SPHERICAL NOSE 0.8
CONICAL FOREBODY 35.2 "<
AFT COVER 6.0
TOTAL 42.0
z
00.43 in. ,',
30 Ib/ft 2 z
_o0.32 in. _ I-
03
032 in. //" // ,_
i-
zS
131::
hi
n
-r
hi
0,125 in
0.375 Ib/ft 2
Fig. 1. Baseline heat-shield schematic
carbon thickness requirements are constant on the entire
spherical nose because of stagnation-point oscillations
during angle-of-attack damping. The thickness along the
cone is also constant because the larger shock-standoff
distance at the edge provides radiative heating increases
that compensate for the reduction in convective heating.
Low-density silicone elastomer is used on the aft cover,
where the heating rates are low, to provide good insulation
efficiency and ease of fabrication. A plot of the design
regime is shown in Fig. 2.
4. Problem Areas
The Venus entry study uncovered a number of problem
areas that place considerable constraint on the heat-shield
design. These areas are: (13 uncertainties in aerodynamic
heating calculations, (2) the existence of catastrophic
thermomechanical failure modes not modeled l) 7' existing
proven computer programs, (:3) lack of applicable ground-
test data and facilities capable of Venus entry simulation,
(4) lack of flight-test information, and (5) lack of basic
thermal and structural data for computer inputs.
The major uncertainties in aerodynamic heating cal-
culations appear to be in the areas of radiant heating,
heat distribution around the body, and base heating. These
uncertainties place two constraints upon the heat-shield
subsystem. First, the maximum possible reduction in total
heating due to possible (but not necessarily probable)
improvements in the aerodynamic heating calculation
capabilities, alone, represents about a 80% decrease in
total heat-shield weight on the baseline vehicle. This
INITIAL ENTRY ANGLE, deg
Fig. 2. Heat-shield design regime for baseline mission
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means that about 12 lb of weight are potentially transfer-
able from the heat-shield subsystem to the payload or
some other subsystem. Secondly, if lower predictions of
radiative heating were available, these reductions could
be traded for increases in velocity, entry angle, or ballistic
coefficient in the region considered to be a reasonable
extrapolation of state-of-the-art heat-shield technology.
The heat-shield failure modes that are potentially im-
portant to Venus entry are shown schematically in Fig..3,
which is perhaps an exaggerated example of the kinds of
sudden changes in mode of ablation that can happen at
some combination of heating rate and pressure. The first
mode of ablation shown in Fig. 3 is an internal degradation
mode in which the polymer decomposes, a carbonaceous
char builds up, and the front surface remains at a fixed
location. In the second mode, oxidation or sublimation
removal of the charred surface is superimposed over the
first mode. Most of the recent literature emphasizes
analysis techniques applicable to this second mode. The
available techniques adequately handle the transitions
from reaction-rate-limited oxidation to diffusion-rate-
limited oxidation to sublimation at increasingly more
severe conditions.
The third mode of ablation (Fig. ,3) involves thermo-
mechanical removal of the char that takes place when the
THERMOMECHANICAL ' /_
REMOVAL OF CHAR ---_ I / [
OXIDATION OR SUB-
! LIMATION SURFACE / FAILURE DUE TO
REMOVAL _ [ PRESSuRETHERMALGR DIENTAND.f
NO /7k_
_ _ LIMIT ON _VA]LABLE DATA
_'J / _ LOW DENSITY
----"/ ----- HIGH DENSITY
f
/
/ i
f (HEATINGRATES,PRESSURE), f(qc, qr #s)
Fig.3. Changes in mode of ablation
various stress forces exceed the strength of the char. The
stresses include: (1) thermal stress due to the temperature
gradient across the specimen, (2) internal pressure stress
due to the confined evolution of gases at the internal
degradation boundary or region, (3) external pressure
stresses due to compressive forces and bending forces
from the shock-layer pressure, and (4) shear forces from
the motion of the external gases along the body. Stresses
due to vibration are also possible, but are, at this point,
unealculable. This mode of ablation has been reasonably
well studied on low-density materials like the Apollo heat-
shield material--at least well enough to set reasonable
limits on the environments for which the Apollo material
is considered useful. For high-density materials, this mode
has been identified under high shear conditions in laminar
or turbulent flow, but data are scattered and difficult to
rely upon. Shear in the baseline Venus 197"9 mission is
less severe, but the temperature gradients are more severe.
The present entry conditions were chosen to keep the
baseline mission out of this thermomechanical mode of
ablation failure, but there are no data to specifically
back up this conclusion.
In the fourth mode of ablation (Fig. :3), temperature
gradients and flexure pressures combine to exceed the
shear strength at the bond line and the heat shield is
catastrophically removed instantaneously. This mode of
failure has been witnessed, but little effort has been made
to handle it under the environmental regime common to
the Venus mission. In general, the chances of this mode
of ablation being present are greater when the vehicle is
blunter and the heat shield thinner (as in the Venus
mission). All of the flight experience that is even remotely
applicable for the heating and pressure environments of
the Venus mission has been gained on sharper bodies
with much thicker heat shields. Therefore, success in
these flights is in no way indicative of success in a Venus
mission with the present configuration. Present calculation
techniques assume that this mode of ahlation does not
take place.
Ground-test data on heat-shield performance are not, in
general, available. The limited data from ballistic missile
technology match some of the parameters, but usually not
the important ones. Ballistic missile ground-test data are
taken only on small specimens. Because of side-heating
effects, any conclusions based on the data are misleading
when applied to full-scale vehicles. The ground-test facility
capabilities for a Venus mission are shown in Figs. 4 and 5.
From these figures it may be seen that present test capa-
bility is limited to 1000-Btu/ft'-'-s convective heating when
radiative heating is superimposed over it (see Ames present
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and Avco present triangles in Fig. 4). These facilities
were derived in support of the Apollo missions. Facilities
like the Cornell Aeronautical Laboratory wave super-
heater and the Avco 10-MW facility (Fig. 5) were sup-
ported by ballistic missile technology. Although presently
available and capable of simulating the higher convective
heating rates, they do not provide either a radiative heat-
ing or a stagnation pressure match except at generally
milder conditions than those considered for the Venus
baseline. Specimen sizes are also smaller and hemispheri-
cal at the higher heating rates so that interpretation
becomes difficult. The projected Ames 1969 facility (de-
veloped for earth atmospheric entry on a Mars return)
uses a 6-MW arc heater and fourteen 200-kW radiant
sources. The facility will provide more than adequate
simulation for the heating rates, but will be lacking in
pressure simulation (see Fig. 5), which is also a factor
controlling the mode of ablation.
The radiant imaging facilities shown in Fig. 4 are some-
what promising. If it is assnmcd that it doesn't matter
how the heat gets to the surface, then radiant heating
equivalent to the convective heating remaining after
blocking is possible. For high blowing conditions, con-
vective heating reaches a limit (approximately 15% to the
surface in some studies). By using radiative heating to
provide its own heating contribution, plus the equivalent
convective heating to the surface, and then blowing cold
gas over the surface to match pressure and shear, complete
simulation is theoretically possible. In the Southwest
Research Institute facility this is negated by the small
maximum specimen size. If the continuous gas laser proves
applicable (i.e., single wavelength impingement no dif-
ferent than distributed wavelength impingement), then
the laser could solve all Venus entry testing problems.
For a Venus 1972 mission it could probably be used to
indicate whether or not we were safe from either of the
thermomechanical failure modes, but it will not be
sufficiently far along to teach us how to handle the thermo-
mechanical char removal mode.
In Figs. 4 and 5, the high inverse scale height/3 con-
ditions indicate the maximum test capabilities needed.
The particular high /3 used is not too probable. A more
realistic set of maximums are represented by the 60% CO.,
points. The high fl case is also the only condition in which
turbulent transition increases the convective input at the
edge and probably represents the most severe combination
of convective and radiative heating.
Although an exact match of the baseline Venus entry
conditions is not possible with present facilities and is
only marginally possible with presently projected facilities
(providing they will be available on a timely basis and
will weather the wavelength problem), it is felt that ade-
quate confirmation of the baseline heat-shield design can
be made with only reasonable risk.
Flight-test data are also lacking. Typical ballistic mis-
sile flights reach peak convective heating rates at the
stagnation point of :3,000 to 10,000 Btu/ft_-s with high
stagnation pressures. Unfortunately, these rates are only
experienced on a fairly sharp conical nose. For this reason,
the thermomechanical response of the material would be
quite different than for the Venus baseline. Even if the
shape or geometry were similar, diagnostics on most bal-
listic missile flights are insufficient to act as anything but
a go, no-_o indicator. There is also a thickness difference
in comparison with ballistic missiles. For the same heating
rate the surface temperatures would be equivalent and,
similarly, the bond line temperatures. However, since
the Venus mission uses a thinner heat shield, the effective
temperature gradient is much larger. Larger gradients
produce larger stresses in the bond and thus a greater
probability of failure. Earth flight tests are also mis-
matched because of differences in radiant heating (CN
and CO radiators in particular) and in combustion heating;
CO._. combustion is not understood at this time and is
therefore not predictable. Combustion processes in earth
atmosphere create enough additional heat to the surface
to, in effect, more than double convective heating in
certain heating regimes. Uncertainties in Venus atmos-
phere combustion could either halve or triple this,
The last of the critical uncertainties in heat-shield
analysis is the absence of accurate thermal and structural
properties for use as computer inputs. In general, NASA
does not have a capability for obtaining these inputs
accurately, either in-house or in industry as a service.
Where such capability is available, through a contract
with industry, little effort has been made to make the
data meaningful and, in fact, 75% of it can be proven
highly inaccurate or incomplete. Room-temperature values
arc often used as constants, whereas the real material can
vary by a factor of 2 or :3 over the range of variables of
interest.
In general, no manufacturer has enough data to do an
accurate analysis so the present analyses are done with a
selected combination of all data. An example of the range
of data available on a single material is sI_own in Fig. 6.
The three curves represent the data used by three different
manufacturers for phenolic carbon chars. Although there
are slight differences in the density, porosity, and filler
cloth for the different materials, this cannot fully explain
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Fig. 6. Thermal conductance of phenolic carbon chars
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more than a small portion of the differences in data
obtained. A choice of one or the other of these three curves
represents about a 30% change in heat-shield require-
ments without changing any other input. None of the char
conductance measuring techniques used to measure these
curves is particularly reliable. There are other properties
that have even less correspondence.
A partial list of the necessary material property inputs
to do a computer analysis of both the thermal and mechan-
ical response to the transit and entry environments is
shown in Table 3. For the most part, nearly all of these
properties are fairly inexpensive and easy to measure,
once the equipment has been built, checked out, and
proven accurate.
In the present ground-test simulations, "proof" tests,
per se, do not exist since no present facility can simulate
convective heating rate, radiative heating rate, pressure,
enthalpy, gas composition, and geometric size and shape
at the same time. The available facilities can simulate
gas composition and any two of the other factors. The
computer is then needed to pull together the incomplete
simulation, but lack of the remaining computer inputs
allows only coincidental matching. For this reason, all
organizations adjust some specific input value to make
the overall material response from the computer match the
data available. Since the location of the adjustment factor
is normally chosen for convenience rather than reason,
the computer is not accurate outside the range of the
data matched. All earth and Venus missions are outside
the available data. Therefore, without the data listed in
Table 3 being made available, none of the ground or
flight simulations mentioned earlier will be particularly
meaningful. All simulations require evaluation and eval-
uation requires basic data. With no basic data, heat-shield
weights might just as well be calculated on the back of
an envelope.
5. Alternates and Tradeoffs
A number of Venus entry mission alternates appear to
show promise for the heat-shield subsystem. These in-
clude: (1) lowering the initial entry angle -/_:, (2) lowering
the initial entry velocity VE, and (3) lowering the ballistic
coefficient m/CgA. Lowering the ballistic coefficient can
be done by lowering the weight, by raising the drag co-
efficient, by raising the body diameter, or by any com-
bination thereof.
The effect of lowering the initial entry angle is shown
in Fig. 7. Somewhere between -10 and -15 deg the
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Table 3. Necessary material property inputs
Property _
1 Specific volume
2 Linear and bulk thermal expansion coefficients
3 Specific heat
4 Specific heat of the evolved ablation gases
5 Thermal conductance
6 Tensile yield and ultimate strength
7 Compressive yield and ultimate strength
8 Flexure strength
9 Shear strength
10 Modulus of elasticity
1 1 Poisson's ratio
12 Popping strength of char
13 Peel strength of ablator--structure bond
14 Thermal stress resistance
15 Impact sensitivity
16 Abrasion resistance
I 7 Emlttance
18 Absorptance
19 Transmittance
20 Brittle transition temperature
21 Heat of degradation
22 Heat of phase change
23 Heat of combustion
24 Internal gas evolution rate--frequency, order, and activation
energy
25 Porosity
26 Permeability
27 Reaction-rate-llmited oxidation--frequency, order, and
activation energy
28 Diffusion-rate-limited oxidation--frequency, order, and
activation energy
29 Evolved gas species identification
30 Cracking and redeposition of transpiring gases
31 Effect of redeposition on strength and conductance
32 Effect of sterilization on above
33 Effect of vacuum exposure on above
34 Effect of interplanetary radiation on above
"Range of variables:
(1} --200 to 6000°F
(2) 0 to tO atm
(3) Time at temperature
(4) Befere, during, and after ablation, where applicable
(5) As function of wavelength, angle of incidence, and strain rate, where
appllcable.
vehicle skips out of the atmosphere. Since the total heat-
shield weight increases as the lower initial entry angles
are accommodated, little is gained by lowering the initial
entry angle unless new efficieneies in ablation materials
are possible because of the lower heating rate and pres-
sure regimes. An example is the phenolic nylon point
shown in Fig. 7 for entry at -20 deg. This point repre-
sents about a "3_5% decrease in heat-shield weight for that
condition. At about -25 or -30 deg the phenolic nylon
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Fig. 7. Effect of initial entry angle on heat-shield weight
will begin mechanically eroding and the phenolie carbon
becomes more efficient. Therefore, there is nothing to be
gained by going lower in initial entry angle, although
lower initial entry angles are more within present ground-
test capability (see Fig. 4). By the curve in Fig. 7 it would
also seem that increasing the initial entry angle would
decrease the heat-shield weight. Similar to the phenolic
nylon, phenolic carbon cannot be analyzed reliably at the
heating rates and pressures represented by higher initial
entry angles. Therefore, there is nothing to gain from in-
creasing initial entry angles unless new ground and flight
tests become possible that effectively extend this present
artificial limit on phenolic carbon ablators.
The effect of lowering the initial entry velocity is shown
in Fig. 8. Because of time-rate tradeoffs or ablation-
insulation tradeoffs, whichever is more understandable,
the gains from decreasing the initial entry velocity drop
off rapidly. Mass loss by ablation decreases, but the in-
sulation requirements remain similar. What lower velocity
does gain is the possibility of attaining new effieiencies in
ablation materials, as pointed out in the initial entry angle
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discussion. At about 80,000 ft/s the phenolic nylon regime
is reached, with a 25% reduction in heat-shield require-
ments as shown by the square point in Fig. 8. To drop
into Apollo technology, a velocity below 25,000 ft/s is
needed. An additional drop in heat-shield weight would
accompany use of the Apollo material in its applicable
regime. The 29,000-ft/s point is also shown on Figs. 4
and 5, the facilities capability charts. A velocity drop to
29,000 ft/s is sufficient to bring the heating rates and
pressures down within the present facility capabilities.
The retro requirements do not make up for the heat-shield
savings.
The effect of the ballistic coefficient on heat-shield
weights is shown in Fig. 9. Above 0.6 there is no available
technology to select a realistic heat-shield weight require-
ment. From 0.6 to about 0.4, phenolic carbon is more
suitable, with the highest ballistic coefficient giving the
lowest weight because of the shortened duration of
the heat pulse. From about 0.4 to about 0.2, phenolic
nylon technology is similarly applicable. Below about 0.2,
Apollo technology becomes applicable. A comparison of
the baseline Venus mission to a 0.2 ballistic coefficient
mission shows 42 lb of heat shield for a 300-1b, 4-ft-diam
body vs 34.8 lb for a 320-1b, 61k-ft-diam body. This is a
27-Ib increase in potential payload, but requires an entry.
angle dispersion of -30 to -45 deg for the 0.2 ballistic
coefficient mission. The 0.2 and 0.15 ballistic coefficient
l r -T .......
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Fig. 9. Effect of ballistic parameter on heat-shield weight
missions are also shown on the facilities capabilities charts
(Figs. 4 and 5) and are well within presently available
test data from the Apollo program.
6. Implications of the Venus IV and Mariner V Flights
Two major measurements from the Russian and Ameri-
can Venus flights in October 1967 affect the heat-shield
selection: the composition of the atmospheric gases and
the inverse scale height/3. The magnitude of the surface
pressure never affects the entry heat-shield design. The
high CO., contents indicated by both the Russian and
American flights do not change the present baseline de-
sign significantly, although the importance of initiating
research to provide understanding of CO: combustion is
re-emphasized. The new inverse scale height quoted by
Kliore in the Mariner V press conference of October 2,3,
1967, is shown in Fig. 10 as an overlay on the baseline
Venus 1972 mission. If the small uncertainty quoted in
the press conference holds up, then the only effect on the
Venus 1972 baseline heat-shield design is about a 7%
decrease in total heat-shield weight
Reviewing Figs. 4 and 5, this would eliminate the high/3
conditions that control the maximum stagnation point and
edge conditions. The 60% CO._. runs shown on the figures
would actually be quite similar to the maximum condi-
tions from the new inverse scale height limits. This can
be used to provide additional confidence in the baseline
or to adjust the base]ine to more severe entry conditions
with the same degree of confidence.
7. Summary
On the basis of the foregoing discussion, the major
requirements to attain improved confidence in the Venus
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entry, baseline heat-shield design may be summarized as
follows: (1) reliable and accurate sources for computer
input data, (2) a computer program more closely modeling
the actual ablation phenomena antieipated in Venus entry,
(3) ground-test facilities to more closely, simulate Venus
entry, (4) fabrication methods necessary to produce re-
liable Venus entry heat-shield hardware, and (5) an earth
flight test to prove out these advances.
Reference
1. Nagler, Robert G., "The Mars Transit and Entry Enxironment:
A New Problem for Heat Shields," in Proceedings of Institute of
Eneironmental Sciences, 13th Annual Technical Meeting, Wash-
ington, D.C., April 10-12, 1967, Vol. 2, pp. 443-t55. IES,
Mt. Prospect, Ill. Also available as Technical Report :32-1145,
Jet Propulsion Laboratory, Pasadena, Ca/if.
B. Effects of Environmental Exposure on
Silicon Solar Cell Strength and Contact
Pull Strength, R.Moss
1. Introduction
One of the major problems encomltered by users of
silicon (Si) solar cells has been the loss of contact pulI
strength after exposure to various environments _,'-' (also
Ref. l). This can be so severe in the case of vacuum-
metaltized silver (Ag) over titanium (Ti) contacts that it
is necessary to put a protective layer of lead-tin-silver
solder (:36 Pb-62 Sn-2 Ag) over the contact strips. While
this solder coating protects the Ag-Ti contacts from en-
vironmental attack, it creates other problems, such as
added weight of solder, thermal shocking of the cell dur-
ing solder dipping, and the increased possibility of solar
cell cracking or delamination during thermal cycling due
to excessively heavy or uneven solder coating, as discussed
in SPS '37-49, Vol. I, p. 2:3. Therefore, a program has been
undertaken at JPI, to develop an improved solar cell con-
tact that will not degrade under environmental attack,
and will not require a protective solder coating. As part
of this program, the effects of environmental exposure on
Ag-Ti contltcls were determined to provide a baseline for
comparison between the existing and experimental con-
tact systems.
2. Exposure Tests and Results
The ceils used were N on P, nominally 0.008 in. thick,
0.79 in. wi(te, and 0.79 in. long, with standard vacuum-
metallizcd Ag-Ti contacts on the front and t)ack. Cells
from three lnoduction lots were divided into groups of
50 and examined metallographically and electrically' be-
fore and after exposure to various environments. They
also were tested for contact pull strength and beam
strength aflcr environmental exposure.
The exposures used were: 36 h at 145°C; 5 cycles at
1'35 to - 196°C; ,30 days at 24°C, 95% relative humidity,;
4hat0°C ! 4hat65°C, 95% relativehmnidity; 4hat
--125°C t 12 days at 125°C, 10-" torr; and all the preced-
ing exposures combined.
Metallographic examination revealed that most of the
cells had some cracking between the Ag-Ti metallization
and the Si, or in the Si just below the interface. Figure 11
shows a good interface; Fig. 12 shows an example of
cracks in the Si just below the interface. No differences
in type or severity of cracks were ot)served as a result of
the various environmental treatments.
Beam strength of the Si was determined to establish
whether reductions in contact pull strength were due to
weakening of the Si under environmental exposure. This
tPrivate communication with G. P. Rolik, Jet Propulsion Laboratory.
=Informal discussion on solar cell contact problems by William Cherry
of Goddard Space Flight Center and John Martin of Martin-Marietta,
Denver, at Photovoltaics Specialists Conference, Miami Beach, Fla.,
March 1967,
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was done by measuring length, width, and thickness of
each cell to be tested, then inserting the cell into a test
fixture that maintained a constant beam length of 0.500 in.
As anticipated, none of the environmental exposures had
any significant effect on the Si strength. Overall average
strength was 42,7.94 g/in'-'.
Contact pull strength was measured by placing the
cell vertically in a holding fixture and slowly pulling the
soldered contact strap at 90 deg to the plane of the cell.
A grain scale attached to the loading arm gave a direct
contact strength reading at the point of failure. A com-
puter program was developed that can be used to calcu-
late average and standard deviation values of beam and
eoJ_taet strength for each lot of cells, and each environ-
mental exposure. Comparisons of the averages and
standard deviations (<_) may then be made at the 90%
cor_fldet_ce level between the control group and any group
of exposed cells, taking either all lots tested, or any one
or more lots. This program was used to identify the
effects of the various environmental exposures on Si beam
strength and contact pull strength.
Table 4 gives the results of environmental exposure on
contact pull strength for all lots and a given exposure.
Significant decreases in contact strength occurred after
temperature-humidity exposure (4 h at 0°C, 4 h at 65°C,
95% relative humidity), heat soak (:36 h at 145°C), and
after all five environmental exposures combined. Surpris-
ingly, the :30-day room-temperature humidity soak had no
Table 4. Effect of environmental exposure on contact
pull strength of 8-mil solderless cells for all lots
Exposure
Controls
36 h at 145°C
30-day at 24°C, 95*/, relative
humidity
5 cycles at 135 to --196°C
4 h at 0°C _ 4 h at 65°C, 95*/,
relative humidity
4hal --125°C q- 12 days at
125°C, 10 _' torr
All exposures combined
Pull
Standard
strength
deviation,
average,
0.
g
644.33 31.819
433.33 32.476
659.33 46.852
622.00 46.012
579.33 57.440
588.33 43.899
363.33 40.594
3o"
95.457
97.428
140.556
138.036
172.320
131.697
121.782
effect on contact strength, although it had been thought
that high humidity was a major cause of contact failures.
It is concluded that loss in contact strength is not due
to any weakening of the silicon, but primarily results from
a decrease in adherence of the Ag-Ti to the Si.
Reference
I. Dorreil, R., Problem Disposition Report, File 1738, Goddard
Space Flight Center, Greenbelt, Md., February 21, 1967.
152 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. Ill
VIII. Applied Mechanics
ENGINEERING MECHANICS DIVISION
A. Error Analysis of Integrating Sphere With
Center-Mounted Sample, M. W. Wildin
Accurate knowledge of the solar absorptance of space-
craft materials and coatings as a function of direction of
incidence is essential for close control of spacecraft tem-
peratures. Although a number of steps is involved in
obtaining and maintaining such knowledge, attention will
be confined in this discussion to measurements of sample
surfaces, to be distinguished from spacecraft surfaces.
The most widely used technique for evaluating solar
absorptance of a sample for a given direction of incidence
is to first measure the spectral directional reflectance of
the sample for the desired direction of incidence through-
out the range of wavelengths carrying significant solar
energy (approximately 0.29 to 4.0/_m). Then the solar ab-
sorptance is evaluated by weighting the above data with
the solar spectral irradiance and integrating the combina-
tion over the solar spectrum.
The measurement of spectral reflectance for wave-
lengths from 0.25 to 2.7 em and for polar angles of
incidence from '10 to 80 deg is usually performed by
means of an integrating sphere that is coated with mag-
nesium oxide smoke or pressed powder and employs a
center-mounted sample (Fig. 1). Such an instrument was
initially developed by Tingwaldt (Ref. 1), and a more
practical design was evolved by Edwards, Gier, Nelson,
and Roddick (Ref. 2). This instrument is capable of rela-
tively accurate measurements, and it negates an error
source of potentially overriding magnitude; namely, direct
irradiation of the detector by the sample (Refs. 2 and 3).
There is a large number of other error sources, how-
ever, to which reflectance measurements made by this
instrument are subiect. That these error sources lead to
significant differences in values measured on nearly
identical samples is evident from the results of a recent
study (Ref. 4). Some of these errors were identified,
analyzed, and estimated by Edwards et al. (Ref. 2). Their
analyses did not, for the most part, take into account
interactions between error sources, and the values placed
on many of the errors were not explained.
Work has been carried out at JPL in which the litera-
ture has been searched arid an analysis has been per-
formed of errors associated with radiative transfer inside
the sphere. The primary result of this analysis is an
algebraic equation that may be employed in various
degrees of complexity to estimate the error due to any
combination of the following sources: nondiffuse reflec-
tion by the sample, nonuniform reflectance of the sphere
coating, losses of radiation through the port(s), absorption
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Fig. 1. Integrating sphere with center-mounted sample
by the sample and sample holder, dependence of the re-
sponse of the detector on tile direction of incident radia-
tion, and nondiffuseness of the sphere coating as it affects
the first reflection of the reference beam to the detector
and (roughly) as it affects the directional distribution of
radiation leaving the wall due to subsequent reflections.
Before stating the form of this equation, it should be
noted that an integrating sphere with a center-mounted
sample may be used to measure the reflectance of an un-
known sample in two ways (Ref. g). One procedure,
termed the comparative mode, yields the ratio of the
spectral directional reflectance of the sample, p_(x,O,,,4:,,,),
to that of a reference surface, p,.(a,O,,,_b,,), whose value is
presumably known. If the signal obtained from the de-
tector with the sample irradiated is denoted by V_ and
the signal obtained with the reference irradiated by V_,
simplified theory produces the following relation:
p, (x,0,,,6,J _ v,
p, (,x,0,,_,) V, (I)
where 0,, and 4,,, are the polar and azimuthal angles of
incidence, respectively. In practice, this simple exprt's-
sion is used to evaluate p_(_,0,,4,,,) by measuring V, and
V_ experimentally and multiplying the ratio by p_(,x.,O,,,4,.).
A second procedure, termed the absolute mode, yields
the reflectance of the sample directly'. In this procedure,
the signal from the sample is obtained as before, and a
second signal, V,,-, is obtained by irradiating the wall.
Simplified theory indicates that the reflectance of the
sample is related to these signals by
_7,,
p,_(a,o,,,6) - v.. (2)
as shown in ltef. 2. Since the at)solute mode does not
require the measurement or maintenance of the reflec-
tance of a reference, it is much more widely used than
the comparative mode. tlenee the error expression will
be stated for the absolute mode, although a comparable
expression could be obtained for the comparative mode.
In practice, there are many factors that cause the ratio
VJV,,, to differ from p.,(x,O,,,_,,). Consideration of only the
factors mentioned earlier, which are associated with
radiative transfer inside the sphere and with production
of signals by the detector, results in the following expres-
sion for the fractional error that is incurred by using the
ratio of signals for the reflectance of the sample':
V,o = L P'o.'_ q" - _ p ..... K a,, +u.,2 F,,,. -F,o) 1
p,(X,Oo,4,o)
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Table 1. Nomenclature
rw
(1 h
(18
Odw
p_,,(eo, q,o;0., q,.)
p_,,,(e', q,';o.... q,..,,)
,'% area of sphere wall excluding ports and spot obscured by sample
A,.,. area of sphere wall illuminated by relleetion from sample
F., eonfie, uration factor of sample relative to hemisphere viewed from it
F,,.p configuration factor of port(s) relative to sphere wall
F,ep, x configuration factor of port relative to spot illuminated by reference heam
F,,., _ configuration factor of sample holder relative to spot illuminated by reference beam
K" aw'rage detector responsivity for all directions toward sphere wall; defined by
1 _ K(O,.4>,j)dA,,.
e.
K** average deteetor responsivity, weighted with nondit[use coating reflection factor for sample
irradiation; defined by
1tiA,,. K(O, ,4_,_cos"' 0., dA,,.
K_o same as above, except weighting factor pertains to reference beam (wall directly irradiated);
defined by
_fK(o,,,_.,)cos""o,,.,la,,.
proportionality factor between detector output and power incident on detector from spot on
sphere wall illuminated by the reference beam
weighted detector responsivity for first reflection of reference beam to the detector; defined by
K(O,,.,,,ck,_,,)cos"'" 0.....
q_ weighted responsivity ratio; defined by
f K(Od._,) p_,,,.(0,,,4_,,;0.,4_.) cos O, dA,_
.... g p/o,,,4,0 r_
If the sample were diffuse and the responsivity independent of direction, q_ would be unity.
q* weighted responsivity ratio for nondiffuse sphere wall; defined by
f K(O,_,cb,_)p_,,,.._(O,,,4,,,;O_,ck_) cos O,o
._ _* p_(O,,,cb.) cos "_ 0,_-""_ da,,,
radius of sphere wall
hemispherical absorptance of back of sample holder
hemispherical absoq_tance of sample
polar angle of incidence on detector for direct reflection of reference beam to detector
bidirectional reflectance of sample for power incident from the direction 00,4_0and refleeted
into the direction 0_,4,,
bidirectional reflectance of wall at spot illuminated by reference beam; the pair 0',q,' denotes
the incident direction, the pair 0,o._,4_,_ denotes the direction toward the detector from the
spot. For a diffuse wall, this is defined by
i__(p,,,.,,.)
7r
p'_o average reflectance of sphere wall, taking into account ports and nonuniformities
p,o,. reflectance of sphere wall for first reflection of power leaving sample. If the sample is diffuse,
the average reflectance of the hemisphere in front of the sample should be used.
p_,.o reflectance of sphere wall at spot illuminated by source. If reference beam is not incident in
near-normal direction, the directional reflectance should be used.
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 155
The first term on the right-hand side accounts primarily
for the first reflection from the sphere wall, while the
second term accounts mainly for all subsequent reflec-
tions. The assumption leading to this sut)division is that
the radiant power leaving the wall due to the first reflec-
tion is not uniformly distributed, whereas radiant power
due to all subsequent reflections is uniformly distributed
over the wall. This assumption is applied to both the
sample and reference beams. Other major assumptions
inherent in Eq. (,3) are: (1) radiant power is diffusely re-
flected from the wall, except for the first reflection of the
reference beam from the wall, (2) polarization of radia-
tion initially incident on the wall has no effect on the
detector output, (3) the detector receives no radiation
directly from the sample, (4) the bidirectional reflectance
of the sample is invariant with position on the sample,
with direction of incidence, and with wavelength (the
latter two assumptions are necessary because the source
beam subtends a finite solid angle and contains a finite
band of wavelengths), (5) the sample does not fluoresce,
and (6) the detector is photometrically linear.
Although the amount of data appropriate for use in
evaluating Eq. (,3) is quite limited, there are sufficient
data to enable most of the terms to be estimated. Some
interesting and useful results may be obtained by invok-
ing additional assumptions and reducing the equation to
a simpler form. Thus, if one further assumes that the
reference beam is diffusely reflected from the wall
RIC2,W
[_ba. I_, z .--
71"
that neither the sample nor the sample holder absorbs
radiation reflected from the wall of the sphere, and that
there are no losses through the port(s), then Eq. (,3) re-
duces to
V_
v_ p,,(x,o0,4,0)
p,(X,00,¢0)
\ P .......
K
(4)
Consider first the denominator of Eq. (4). Evaluation
of K(O,_,,_,6,t,.)/K" using representative data from Ref. 2 in-
dicates that this ratio is greater than unity, but by not
more than 15 to '.290% at most. Using K(Od,,,,cb,,_)/K = 1.2
and a lower limiting value for _ of 0.95, it follows that
the denominator of Eq. (4) does not depart from unity by
more than 1%. tlence the denominator may be considered
to have the value of unity.
Turning attention to the first term in the numerator,
% was evahmted using data on detector responsivity
from Ref. 2 and reflectance data for specular and diffuse
sample surfaces. The ratio p,,,.,/p,,,.,,- was evaluated using
representative data supplied by Dearth: on spheres
smoked with MgO. These data indicate that the maxi-
mum difference between p ...... and p,,. .... for a carefully
(nonelectrostatieally) smoked sphere is about 0.02, assum-
ing that eracks and chips in the coating are avoided.
Dearth's data were also used to obtain what is considered
a reasonable representative value for _,,, of 0.97. As stated
in l/el. 0 the maximum value of the first term in the
numerator would occur in the case of a sample that re-
fleeted all the power from the source toward the bottom
of the sphere, where the detector is located, so that it
would be only faintly detected. In the extreme case q._
would vanish. Using this value of q_ together with an
extreme value for K(O,I,,,4a,_,,-)/K, of 1.2 results in a lower
limiting value for the first term in the numerator of
about 0.036. A more reasonable, but still conservatively
small, value for q, appears to be about 1.0. This value of
q., together with a more realistic value for K(Oj,,..#),>.)/K
of 1.05, results in a more realistic value for the first term
of 0.002.
Use of this data to evaluate the second term in the nu-
merator results in a maximum value for this term of about
0.02. This value may have either a positive or negative
sign, depending on the variation of reflectance of a par-
titular sphere coating and the orientation and character-
istics of the sample. This value is thought to be reasonable
for the term, although it might 1)e high by as much as
a factor of 2 for a diffuse sample; and it might easily
be low t)y a factor of 2 for a less carefully smoked sphere.
It appears that nonuniformity of reflectance of the
sphere coating is a much more important potential source
of error than either nondiffuseness of the sample or direc-
tional variation of responsivity of the detector. Further-
more, the error due to nonuniformity would probably
retain about the same value even if the average wall
reflectance were to approach unity more closely, whereas
the other two errors would tend to vanish. If nonuni-
formity of the reflectance of the coating could be reduced
by a factor of 10, perhaps by use of the packed-powder
technique developed at the National Bureau of Standards
(Ref. 5), it would no longer be a dominant source of error.
:Private (o n unicati(m, July 2t, 1967.
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However, since each element of the wall irradiated di-
rectly by the sample receives energy from a near-normal
direction, while the reference beam is generally incident
from a direction .35 to 45 deg from the normal, the possi-
bility of significant reduction of the error due to a dif-
ference between p ...... and p ....... depends upon the variation
of directional reflectance of the coating with angle of
incidence. Unfortunately, sufficient data on directional
reflectance of magnesium oxide haw_ not been located to
permit checking the importance of this factor.
In regard to producing a coating with a uniformly high
reflectance, Goebel:' has emphasized the importance of
maintaining a high level of purity of the coating, no mat-
ter what method of application is employed. For a num-
ber of reasons, degradation of coating reflectance may
occur as the coating ages. For example, data from the
Institute of Paper Chemistry (Ref. 6) indicate that cig-
arette smoke may have a significant effect on the reflec-
tance of a coating. Other investigators (Refs. 2 and 7)
have reported declining reflectance of smoked MgO with
age, particularly in the infrared, but the causes of the
decline do not appear to be well understood. Barium
sulfate is reported to retain high reflectance over long
periods with little change (Ref. 8). Although declining
reflectance undoubtedly enhances the errors due to non-
diffuseness of the sample and directional variation of
detector responsivity, there are insufficient data to esti-
mate the effects of the decline on the error due to non-
uniformity of the coating's reflectance.
If one takes into account losses through the ports and
absorption by the sample and sample holder, the picture
becomes more complex. If the sample reflects strongly in
the specular direction, direct loss through the port can
produce a very large error at near-normal directions of
incidence. By taking care to orient a specular sample so
that the reflected radiation strikes the wall of the sphere,
this error can be reduced to negligible proportions. For
a diffuse sample, this error is relatively small. For ex-
ample, for the Gier-Dunkle sphere with a masked port,
the maximum configuration factor of the port relative
to the sample is about 0.004; and if there were no other
error sources, this would be approximately the magnitude
of the error. However, Eq. (8) shows that there is inter-
action between this error source and the sources due to
absorption by the sample and sample holder, as well as
the source due to nonuniform reflectance of the sphere
coating. For example, if the portion of the wall illum-
inated directly by the sample has a higher average reflec-
:Trivatc communication, Oct. 9, 1967.
tance than that illuminated by the reference beam, direct
reflection from the sample through the port will tend to
balance the power remaining in the two beams and com-
pensate for the nonuniformity. Similarly, a higher ab-
sorptance for the sample than for the sample holder will
help compensate for this type of nonnniformity lay caus-
ing greater absorption from the first reflection of the
sample beam from the wall than from the first reflection
of the reference beam.
Although the errors just discussed may tend to com-
pensate one another, it would appear best from the stand-
point of simplicity of operation to reduce all errors as
much as possible, rather than to try to utilize compensa-
tion. The errors to be given first attention are those that
tend to remove a different fraction of radiant power from
the sample beam than from the reference beam. Thus, it
is important to reduce the errors due to: (1) loss through
the port of radiation reflected directly from the sample,
(2) nonuniform reflectance of the sphere coating, and
(8) different absorptances of the sample and sample
holder. If these reductions can be achieved, the errors
due to nondiffuseness of the sample and of the spot on
the wall irradiated lay the reference beam and due to
directional variation of responsivity of the detector will
become relatively important. The effects of these errors
can he reduced by increasing the reflectance of the sphere
coating, as Eqs. (,3) and (4) clearly show.
The effects of nondiffuse reflection from the sphere
coating can be taken into account in a rough fashion by
minor modification of Eqs. (8) and (4). Judging from the
data of Brandenberg and Neu (Ref. 9) and that of Harrison
(Ref. 10), the distribution of reflected energy for near-
normal incidence on magnesium oxide can be repre-
sented in terms of the reflected intensity by
i(o) = i,,cos- 0 (5)
For a diffuse surface, n vanishes. Using the data of
Ref. 9 as an example of reflection in the plane of inci-
dence, it appears that a reasonable value of n for angles
of incidence up to ,30 deg is of the order of 0.10. This is
only a rough approximation, since the radiation reflected
from an element of the wall is comprised of that incident
from all directions in a solid angle of '2_; and the data in
Refs. 9 and 10 indicate that the distribution of reflected
radiation is highly nondiffuse for angles of incidence
above 45 deg. Nonnormal incidence on an element due
to multiple reflections from the sphere wall may tend to
cause the reflected distribution to be either more, or
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. I1! 157
less, nearly diffuse than Eq. (5) indicates. It is therefore
impossible to determine the resultant directional dis-
tribution of reflected radiation without performing a de-
tailed analysis of radiative transfer in the sphere. Despite
the inexact knowledge of the directional distribution of
reflected radiation, however, it is thought that inclusion
in the error expression of a nondiffuse distribution such
as that expressed by Eq. (5) gives a useful approximation
to tile effects of such a distribution.
Using different values of n in Eq. (5) to approximate
the resultant fluxes reflected from the wall with the wall
irradiated (n,.) and with the sample irradiated (n_) results
in the following modified fo;m of Eq. (:3):
V_
v,, p.,(x,0,,,¢,,)
p.,(x,o0,4,o)
(n,,, + 2)p.......K',*,q,_, pb,,.,,,(0',_';aw.,6,O,0p,_.,oK*(a,,,,,,_,,,,,)__l 1-p,,,- 1 _" +2'_ F,,_ - F,,,,
-- K,'--_ .J 5 Fm,-Fwr, + [t - F_ _ - ct,,Fwh._] _,o
+
(n, + 2)p,,......
_ (1 - a._F,, - F,,,p) (1 - F,,) -- (1 - a,F_h,_ -- F,,,v,, ) p--',,,(n,,,+ 2)p ....... ,_
,_p_.w(0',,_';0 ...... 4,,_.0 K*(O,_w,q_,_w)-
(6)
This equation is observed to be much the same as Eq. (,3),
with the exceptions that (1) the ratio
(n,,, + 2)g,,,
appears in each term in the numerator, and (2) cos" 0,.
K(O,I,6,j) appears in Eq. (6) where K(Od_,l) appeared in
Eq. (8) (see Nomenclature). The important difference be-
tween Eqs. (3) and (6) is the appearance of the above
ratio multiplying the ratio of reflectances p,,.Jp,,,.,,, in the
second term of the numerator. The appearance of the
former ratio results from the assumption of different
values of n in Eq. (5) for the cases of wall irradiation and
sample irradiation. If this assumption is valid, the potential
effect of different directional distributions of reflected
energy on the resultant error would appear to be as
important as the effect of nonuniform sphere coating
reflectance. However, evaluation of
(n,,, + 2)K,_.
for small values of n, and n,,, (_0.1) differing by 20%
reveals that the components (n, + 2)/(n,,, 4 2) and K*/K*_
counteract one another so that the value of the product is
nearly unity. This, coupled with the; minor importance
of the first term in the numerator of Eq. (6), would lead
to the conclusion that the effect of nondiffuseness of
the sphere coating on the magnitude of the error is small.
There is uncertainty in the magnitudes selected for n, and
n,,, and in the form of Eq. (5), but this uncertainty appears
to be relatively unimportant to the above conclusion.
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B. Receptance Coupling Program (RECEP), E. Heer
During recent years, analysts have directed their atten-
tion to the analysis and evaluation of the general dynamic
and vibrational behavior of strnctural systems with ever
increasing complexity. While it is desirable to consider
the complete system at once, a direct dynamic analysis
of a large spacecraft system may not be practicable even
with the most powerful computer presently available.
Similarly, it is frequently not feasible to conduct dynamic
tests of spacecraft systems in one piece because of their
size or because different parts of these systems are fabri-
cated and assembled at different geographical locations.
A method of first dividing the system into suitable sub-
systems and then determining the system response from
the subsystem characteristics has, therefore, definite
advantages, particularly when some subsystems already
have flight qualification and are to be combined with
different new subsystems, as for example in the Apollo,
Mariner, and Voyager space programs.
In this first article the method of determining the
dynamic response of a system from the subsystems char-
acteristics is explored. The basic problem is considered
to be that of joining together and determining the dy-
namic response of a number of subsystems which may,
for instance, simulate a launch vehicle, a spacecraft, an
entry capsule, and a lander system.
A system is considered composed of N subsystems
(Fig. 2) that are arbitrarily interconnected by massless
linear coupling units K .... The coupling units represent
pA
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Fig. 2. Representation of coupled system
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coupling phenomena such as local elastic deformations,
joint friction, etc., which appear because of the physical
coupling at a point of one system to another, but which
cannot usually be allowed for by measuring the recept-
ances of an individual subsystem at the coupling points.
These coupling unit_ K .... therefore, describe interface
resilience and interface dissipation and are in general
complex frequency-dependent functions which, when
multiplied by the corresponding constrained forces M_,,
give the relative displacements between the connected
points of different subsystems. The subsystems are as-
sumed to be arbitrarily excited by determinate or random
inputs having frequency spectra, P'_, P,'], '". The struc-
tural properties are assumed linearly elastic with arbi-
trarily large, but linear, damping.
Reference 1 shows how the system receptance matrix
(frequency response function matrix), the frequency
response vector, and the cross-power spectral density
matrix of the coupled system are obtained from analyti-
cally and/or experimentally determined receptanees of
the component systems, assuming that the components'
receptances are available as complex functions of fie-
quency. Following similar lines, the practical aspects of
computerizing this technique are considered.
A computer program, RECEP, has been developed
that is subdivided into four parts.
The first part computes the system matrix
where the coupling matrix [C] has only two nonzero
elements in each row, (-1) and (+1), [_] is the re-
ceptance matrix involving the receptances of all coupling
points of the system, and ['K] is the diagonal matrix of
the coupling units.
The second part of the RECEP computes the systems
reeeptanee matrix
[H] =
where, typically in subsystem 1, [L/Y] is the receptance
matrix between response points and excitation points,
[*//Y] is the receptance_matrix between response points
and coupling points, [QF] is the receptance matrix be-
tween excitation points and coupling points, and [T JJ] is
the corresponding submatrix of the system matrix, which
is partitioned the same as [__].
The third part of this program computes the frequency
response and time response due to determinate exci-
tations:
{X(o,)}= [H(o,)](P(,o)}
{x(t)} = _- {X(o,)}e ''_ d_
oo
The final part of the program computes the response
(power spectral densities) due to random excitations
JK 1 p mp N N
s*(,o)= Z Z Z Z
jk /=1 m=l L=A M=A
LM
JL* KMH;z (_,)H_,_ (_)S p (o_)
lm
where the right-hand terms are: the complex conjugate
of the reeeptance between point i in component system ]
and points 1 in component systems L; the receptance
between point k in component system K and points m in
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component systems M; the excitation cross-power spectral
density between points I in component system L and
points m in component systems M.
With the subsystem receptances of only the coupling
points, the system matrix IT] can be computed, and with
additional reeeptanccs involving excitation and response
points, the system receptanee matrix [H] is computed,
where each matrix element is a complex function of
frequency ,,,.
Using the system receptance matrix and determinate
inputs, the program computes the response in the fre-
quency domain and in the time domain at up to 120 points,
when the entire system is excited at up to 120 points. If the
system is excited by random inputs, the program com-
putes power spectral densities and cross-power spectral
densities of the responses.
The main emphasis in the development of this program
has been given to problems associated with the genera-
tion, handling, and transfer of data from other sources
to this program for the computation of subsystem re-
ceptances. These data sources may be experimental mea-
surements or other program systems, such as SAMIS,
using computed modal data and assumed or measured
damping information.
During the development of this program, various prob-
lem areas of practical implementation have been un-
covered. One of these is the problem of computing the
true reeeptance matrix of a subsystem from experimental
data where the experimental measuring apparatus has
substantially affected the data. Another problem is the
accurate computation of the system reccptance matrix at
frequencies for which one or more components have large
receptances due to component resonance. The solutions
to these problems are being worked out and will be
incorporated in the program as subroutines Extraction
Routine and B-Routine.
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C. Planetary Entry Test Facility, E. Heer, J. A. Garba,
and F. W. Orlik
A task of the capsule system advanced development
(CSAD) efforts at JPL is to conduct structural tests in
which the 6!4-ft-diam CSAD aeroshell will be subjected
to a Martian entry environment. Because of the lack of
suitable facilities for this task, such a facility will be
constructed at JPL utilizing existing equipment as much
as possible. These efforts were initiated in June 1967, and
have since been cooperative efforts between the JPL
Engineering Mechanics Division and Environmental
Science Division.
The objectives in constructing this facility are to pro-
vide capabilities for the simulation of Martian entry
environments in terms of the appropriate correlated
pressure and heat flux histories and to accommodate aero-
shell structures or capsule systems up to approximately
7 ft total diameter. The design of the facility is held
flexible enough to allow for subsequent additions of capa-
bilities simulating the entire mission profile including
sterilization, vibration, rapid pumpdown, vacuum, and
cold soak, as well as entry, pressure and heating.
During planetary entry, the structural integrity of the
entry aeroshell is most heavily taxed by a rapidly increas-
ing and rapidly decreasing bell-shaped pressure pulse
and by a closely correlated similarly shaped heat flux
pulse on the exterior surface of the heat shield. Depend-
ing on the atmospheric model utilized, the entry con-
ditions and the configuration, the pressure levels and the
heat flux levels, as well as their durations between, inflec-
tion points may vary considerably. Taking into account
and allowing for such variable conditions, it has been
decided that the functional requirements for the facility
to satisfy all possible conditions for Martian entry should
be specified by a peak overpressure on the exterior shell
surface of at least 1 atm, by a peak heat flux to the
exterior shell surface of at least 80 Btu/ft-" s, and by an
arbitrary correlation between the pressure and heat flux
history. Details regarding the computational techniques
of the time variations of entry pressures and heat fluxes
associated with various Martian atmospheric models and
entry angles have been given in Refs. 1 and 2.
A 10-ft-diam and 25-ft-long tank (Fig. 8) is being modi-
fied (Fig. 4) to accommodate the various feedthroughs,
including power, instrumentation, vacuum, nitrogen,
water, and viewing port holes. To provide access for the
test specimens, one end of the tank will have a full-size
rolling door with airtight closure. A monorail will be
provided to move the test fixture including the aeroshe]l
test specimen in and out. The support stand, attached to
the tank wall, carries lamp fixtures for high-intensity
6-kW, 480-V GE infrared quartz-iodine lamps, (Fig. 5)
backed by a reflector with water-cooled cooling plates.
This heat bank assembly covers an area of 8t5 X 9 ft.
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Fig. 5. Experimental lamp bank assembly
To prevent rising outgasses from the aeroshell heat
shield during heatup from reducing the e_ciency of the
quartz-iodine lamps, the test specimen will be mounted
above, rather than below, the heat bank assembly.
Before an actual test, the air in the tank is exchanged
for nitrogen at atmospheric pressure. The test is then
conducted by evacuating nitrogen from the space be-
tween the test fixture and the aeroshell using the vacuum
pump. The rubber seal band between test fixture and
aeroshell closes automatically and a time-dependent pres-
sure differential across the shell builds up in a manner
prescribed by a controller, thus simulating the entry
pressure history with the limitation that only uniformly
distributed pressures can be obtained. Simultaneously,
power monitored by the ignitron is being supplied to the
lamp bank in a controlled fashion and correlated with
the pressure history as required, thus simulating the cor-
related entry pressure heat flux histories. The heat flux
variation over the shell surface can be controlled to
some degree by suitable distribution of the heating lamps.
To check the heat flux capacity of the quartz-iodine
lamps (Fig. 5), an experimental lamp bank assembly
consisting of 12 lamps backed by a water-cooled reflector
(Fig. 5) has been constructed and tested in the test assem-
bly shown in Fig. 5 and schematically represented in
Fig. 6. The lamps are placed 1.0 in. above the reflector.
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Fig. 6. Schematic of 68-Btu/ft2s experimental
heat bank test assembly
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Fig. 7. Schematic of test arrangement for measuring
influence of surrounding structure on heat
flux measurements
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With a calorimeter placed 2.0 in. above the lamps, a
maximum heat flux reading of 68 Btu/ft2s has been ob-
tained, shown in the upper right-hand corner of Fig. 6.
It is apparent that the time rise and the time drop of the
heat flux is almost instantaneous, leading to the conclu-
sion that any heat flux time rate of change required for
Martian entry can be simulated. Further evaluation of
the lamp bank utilizing larger power supply will be per-
formed to study the heat flux density at 80 Btu/fC-s and
at higher values.
The validity of the measurements of the heat flux capac-
ity of the experimental lamp bank assembly (Fig. 5)
by a single calorimeter without surrounding structure has
been established by placing the calorimeter at the center
of a 12 X 12 in. steel plate as shown in Fig. 7. The heat
flux measurements with and without plate, but otherwise
for identical conditions, within experimental errors, gives
the identical results as shown in Fig. 8. Hence, it can be
concluded that utilizing a dummy aeroshell for the heat
flux calibration of the final test facility is not required.
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IX. Aerodynamic Facilities
ENVIRONMENTAL SIMULATION DIVISION
A. Transonic Dynamic and Static Stability
Characteristics of Blunt Cones, W. Marko
1. Introduction
Transonic flow has long presented difficult and baffling
problems for the experimenter and continues to do so.
While the qualitative features of transonic flow are gen-
erally understood, experimental techniques are continu-
ously being improved. Early in 1966 a test program was
instituted at JPL for the investigation of the aerodynamic
characteristics of potential entry capsule shapes at sub-
sonic through hypersonic velocities.
The experimental dynamic stability program conducted
in the Ames 6- × 6-ft Supersonic Wind Tunnel during
December 1966 and January 1967 utilized JPL-developed
free-flight techniques and data reduction procedures in
a conventional wind tunnel at transonic speeds. Care was
exercised to adapt schlieren photography, pneumatic
launching, model design, and procedures to the facilities
with a minimum of changes to the facility or the tech-
nique.
Data were obtained for three configurations. Two were
60-deg half-angle cones with edge-radius/diameter ratios
of 0.0 (sharp edge) and 0.05. The third was a 70-deg
half-angle cone with a sharp edge and small afterbody.
All three configurations had a nose-radius/diameter ratio
of 0.10. No attempt was made to investigate scaling
parameters such as dimensionless frequency or center of
gravity. However, amplitude and Mach number effects
were investigated on a limited basis.
2. Experimental Techniques
Experimental techniques were those developed at JPL
in free-flight dynamic stability testing and reported
briefly in SPS 37-43, Vol. IV, February 28, 1967, pp. 148-
150. The tests employed a pneumatic launch gun (Fig. 1)
located downstream of the viewing window. The model
was projected upstream to the forward edge of the view-
ing window. Release of the model occurred when the
launch-gun piston shaft reached its maximum travel or
decelerated. The gun was positioned (Fig. 2) so that the
model release occurred downstream of the viewing win-
dow; this allowed the model wake to become fully
developed before the model came into view. Thus the
influence of the launcher and tunnel sting-support was
negligible during the time photographic data were being
recorded. Also, the method provided a large number of
data points, as two traverses of the window are made
during the flight.
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The model motion was recorded with a high-speed
(4000-5000 frames/s), 35-ram, half-frame motion picture
camera located as shown in Fig. 2. The model was back-
lighted through the sehlieren system, with the camera
located near the knife edge. A multi-flash strobe light
source with a flash duration as low as 1.2 tzs was used to
stop the model motion. A precision wire grid placed over
the viewing window provided a reference for measure-
ments on the film data.
The design of a free-flight model, as shown in Fig. 3,
is somewhat complicated when oscillator}, data are re-
quired. The criteria for making models were (1) to obtain
a maximum number of oscillation cycles, and (2) to pro-
vide maximum amplitude decay. The free-flight technique
minimizes these problems. Experience has shown that
by maximizing the md"/I (d, model diameter; m, model
base; I, model moment of inertia) value, the optimum
models for dynamic stability work will result. This was
accomplished by building a thin-walled model of poly-
styrene plastic weighted with a heavy metal core. Pow-
dered tungsten ballast was used so that the model would
disintegrate on impact with any solid surface, thus elim-
inating the possibility of damage to the wind tunnel.
3. Results
Good agreement of the static coefficients C1_ and C,,_
obtained in this investigation with those of a transonic
static force and moment test is shown in Figs. 4 and 5.
The static balance data were obtained in the Ames Re-
search Center (ARC) 2- )< 2-ft Transonic Wind Tunnel at
the request of JPL. Such agreement enhances confidence
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in the dynamic stability test data. From both the accumu-
lated sting data and free-flight data there appears to be
a large dependence on Mach number of these coefficients.
However, flights that covered a large Mach range
(aM _ 0.4) did not exhibit this dependence, but indi-
cated a mean value associated with the free-stream Mach
number. This phenomenon is yet to be explained and
suggests an area for future study.
Dynamic damping coefficients C,% + C,,;, obtained in
this investigation are shown in Fig. 6. The data, rela-
tively closely grouped, show positive dynamic damping
with the exception of the two data points having positive
values. It should be noted that the data suggest stability
at levels indicated by a Newtonian impact theory pre-
diction in the supersonic regime.
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Fig. 6. Stability vs Mach number
A high-speed motion picture sequence of selected
frames from run 5 in free flight is shown in Fig. 7. Indi-
vidual frames were selected that illustrate several inter-
esting periods in the flight, particularly the transition
from transonic to subsonic flow at about M = 0.9. The
free-stream tunnel Mach number for run 5 was 0.93.
Specific frame numbers are shown.
The results given here do not represent all the data
obtained in the experiment. More analysis of the in-flight
motion is required before all test data and results can be
reported. The final report will include data for the 70-deg
half-angle cone and the 60-deg half-angle cone with
round edge, as well as an in-depth analysis of the com-
plete experiment.
B. Effects of Model-Support Wires on Cone
Wake, J. G. Herrera
1. Introduction
In a recent blunt-cone base temperature test (Wind
Tunnel Test 21-205) in which temperatures were mea-
sured at hypersonic Mach numbers on a sting-mounted
60-deg half-angle cone, there were indications that the
sting mount may have had some effect on the wake flow
and model-base temperature distribution. It appeared
that heat transfer through the sting could have been
sufficient to disrupt the temperature distribution on the
base. Moreover, the presence of the sting could have
prevented the wake from converging properly, thus af-
fecting the base flow, neck location, and transport prop-
erties. In an effort to find a model support that will
produce negligible interference in the base flow region,
Wind Tunnel Test 21-207 was conducted to evaluate the
use of wires as a method of model support and to study
the effects of wire supports on the cone wake.
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2. Wire-Support Configurations
Three different wire-support configurations were tested
in the 21-in. supersonic wind tunnel. The models used
in the test were sharp-edge, 60-deg half-angle cones, 1.5
and 4.0 in. in diameter, with a nose-base radius ratio of
0.2. Wood was selected as the construction material to
eliminate damage to the wind tunnel or windows in the
event of violent model motion.
a. Horizontally oriented wire support. In this config-
uration, a 1.5-in.-diam model was suspended by means
of a horizontally oriented, 0.032-in.-diam wire cable, one
end of which was attached to the east sideplate of the
nozzle and the other to the support sector. The wire,
which was yawed 5 deg, intersected the model down-
stream of the throat. To compensate for this yaw angle, the
wire-hole through the model was also yawed 5 deg with
respect to the model's axis of symmetry. However, since
the wire was free to twist during the starting and running
phases, the model was not always absolutely at zero angle
of attack or yaw.
b. Support by three slanted wires. In this configura-
tion, a 4.0-in.-diam model was supported by three 0.026-
in.-diam wires, which were slanted with respect to the
tunnel centerline. The three wires were connected close
to the model's stagnation point and were equally spaced
on a 0.75-in.-diam circle concentric with the model's axis
of symmetry. Two of the wires, which were slanted at
about 34 deg with respect to the free-stream flow, were
attached at the intersection of the west sideplate of the
nozzle to the floor and ceiling, respectively. The third
wire was connected to the east sideplate of the nozzle
and made an angle of approximately '9-5deg with the flow.
c. Vertically oriented wire support. In this configura-
tion, 1.5-in. and 4.0-in.-diam models were suspended by
a vertically oriented, 0.026-in.-diam wire, which was
notched and inserted through the model and connected
to the wire-breaking mechanism. The.' tests were con-
ducted with the wire-supported models suspended in the
21-in. hypersonic wind tunnel. After flow had been estab-
lished, the supporting wires were severed, and high-speed
motion pictures were taken of the models in free flight.
3. Test Results
The spark sehlieren photographs in Figs. 8a-8e show
the model supported by means of the horizontal wire.
Indicated in this series of photographs is the flow field
around the blunt cone as a function of Reynolds number
at Maeh number 6.0 During the entire test the Reynolds
number/in, included a wider range, which varied from
0.5:3 X 10-' to 3.50 X 10L One of the most obvious effects
of the wire is the flow separation upstream of the cone.
This separation is brought about by a velocity decrement
adjacent to the wire and the pressure increase caused t)y
the blunt cone. As a result of this, the flow field immedi-
ately upstream of the model separated and was unsteady,
as was ttae wire. Close observation of the schlieren photo-
graphs indicates that the separation cone upstream of the
model is both unsymmetric about the wire and unsteady.
At a Reynolds number/in, of 1.05 X 10 _, three photographs
taken of the flow revealed a substantial difference between
the separation patterns, indicating that the flow was
indeed unsteady. As the Reynolds number was further
increased, the separated region ahead of the model de-
creased in a manner shown in Figs. 8a--8c. Unfortunately,
even at the highest Reynolds number/in., 2.10 X 10:', the
separation was still present (Fig. 8c).
The other unfortunate phenomenon associated with
the separation was its effect on the shock-wave shape
and standoff distance. Figure 8b shows a typical example
of the distortion caused by the separation. From this
sehlieren photograph, an asymmetric character associated
with the shock wave can be detected. As a consequence
of the separation and the subsequent shock-wave dis-
tortion, disturbances in the base and wake flow could be
expected. In Figs. 8b and 8e, evidences of disturbances
downstream of the model can be detected. Because of
the difficulty involved with keeping the wire and model
absolutely steady during the run, unsteadiness in the
separated region and wake was always present.
The 4.0-in.-diam, half-angle-cone model supported by
means of three slanted wires is shown in Fig. 9. This
spark schlieren photograph, taken at a Mach number of
6.0 and Reynolds number/in, of 2.1 ;K 10_, clearly shows
the disturbed flow immediately upstream and adjacent
to the model. Unfortunately, because of the position of
the blunt cone and the three-dimensional aspects of the
disturbance, it is not possible to see exactly what the cause
of the disturbance was, or its source.
The vertical wire support was tested on both a 1.5- and
a 4.0-in.-diam model. In both of these runs, when the
impulse load that broke the wire was applied, the wire
was severed at the point where it passed through the
test section floor. Consequently, when the model flew
downstream, the wire was still attached to the model,
thus invalidating both runs. Because the wire broke at
the wrong place, no photographs were taken of the model
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(o) Re in. = 0.90 x 105 (b) Re in. = 1.9 X 10 5
(c) Re in. = 2.1 x 105
Fig. 8. 60-deg half-angle cone supported by horizontal wire; M -- 6.0
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Re/in. = 2.1 × 105; M= 6.0
Fig. 9. 60-deg half-angle cane supported by three
slanted wires
in free flight. In the absence of flee-flight optical data in
this phase of the test to determine the shape of the
interference-free wake, no comparison could be made of
the wake structure of the free-flight and wire-supported
models at identical tunnel-flow conditions.
4. Conclusions
Based upon the schlieren photographs of the 60-deg
half-angle cone supported by the horizontal wire (Figs.
8a-8c), the following conclusions can be reached for the
investigated test conditions:
(1) The starting loads on the model/wire combination
are severe; however, this problem can be over-
come by preloading the wire as was done, or by
placing the model in the boundary layer during
the start.
(2) Because of the model-support problems inherent
with a horizontal wire (allowing three degrees of
freedom), it is extremely difficult to keep the model
from oscillating once flow is established.
(3) The separation immediately upstream of the model
can be minimized by increasing the Reynolds num-
ber, but it cannot be completely eliminated.
(4) The presence of the wire causing the separation
has an adverse effect on the shock shape and stand-
off distance.
(5) In Fig. 8, evidences of flow disturbances in the
wake caused by the wires can be observed. In a
comparable case of the sting-supported 60-deg half-
angle cone shown in Fig. 10, these disturbances are
not detected. (Although there is a difference in
Reynolds number in the two cases, there is no
evidence to suspect this as a contributing factor
in the disturbance.)
(6) AIthough the wire diameter could probably be
decreased, any further reductions would seriously
reduce the probability of model survival.
As a result of these observations, supporting a 1.5-in.-
diam, 60-deg half-angle cone with a horizontal wire is
unsatisfactory for obtaining reliable model-base or wake
data.
For the slanted-wires model support (Fig. 9), the cause
of the flow disturbances, particularly upstream above the
model, is not positively known. There are four possible
sources which individually or in combination might have
created the disturbances:
(1) The clips that were inserted between the nozzle
and sideplate to hold the wires.
(2) An air leak created by the presence of the clips.
(With the clips installed, it was possible that the
seal between the sideplate and Teflon cap-seal
could have been adversely affected.)
Re/in. = 2.8 x 105; M = 6.0
Fig. 10. 60-deg half-angle cone, sting-supported
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(3) The tube that protrudes into the boundary layer
and guides the wire through the east sideplate.
(4) An air leak through the static-pressure orifice used
to bring the wire out of the tunnel.
From a comparison of Fig. 9 with a schlieren photo-
graph of a sphere supported by three slanted wires at
approximately similar angles (Fig. 11), taken during
Wind Tunnel Test 21-41 in the hypersonic wind tunnel
at Mach number 7.3, it seems clear that the wires them-
selves did not create the disturbances observed in Fig. 9.
In addition, in comparing the photograph of the wire-
supported cone in Fig. 9 with the photograph of the
sting-mounted cone in Fig. 10, some obvious differences
in the shock-wave shape and standoff distance can be
detected. One solution to minimize the effect of the wires
is to reduce the wire diameter and relocate the wires on
the cone surface. However, before attempting to use this
three-wire arrangement again, considerable thought must
be given to eliminate any disturbances from seal leaks or
wire-attachment fixtures. In spite of the observed flow
disturbances, this three-wire-support system does show
promise; however, more experimentation is required to
Re in.: 0.57 x IOS; M = 7.3
Fig. 11. Sphere supported by three slanted wires
prove that this is a satisfactory model-suspension system
for acquiring model-base or wake-flow data.
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X. Solid Propellant Engineering
PROPULSION DIVISION
A. Solid Propulsion Binder Investigations,
J. J. Hutchison, H. E. Marsh, Jr., and E. F. Cuddihy
1. Polyesters of Dimer Acid
Continuation of work on the polyesters of Dimer acid
(SPS 37-47, Vol. III, p. 69) has produced the hydroxyl-
terminated prepolymer. Viscosity and glass transition
temperature measurements were performed on the Dimer
acid polyester family to indicate their value as potential
prepolymcrs for solid propellant production.
The synthesis of the hydroxyl-terminated polyester in-
w_lved reaction of 3 moles of hydrogenated Dimer acid
(Emery Industries)with 4 moles of 1,10 decanediol in
refluxing xylcne for 3 wk. As catalyst, 0.1 wt $ of p-toluene
sulfnnic acid was used. Unrcacted decanediol was re-
moved from the product by filtration after refrigeration
overnight. Analysis of the prepolymer showed the correct
hydroxyl content along with 25 of unreacted carboxyl
groups. The number average molecular weight measured
by wlpor phase osmometry in methyl ethyl ketone solu-
ti_m was 1,700.
Viscosity determinations were carried out in a 25°C
constant-temperature bath using a multispeed Brookficld
viscometer. National Bureau of Standards known viscosity
oils were used for calibration. The results are as follows:
Dimer acid (as received) 46.2 P
Dimer acid (after further hydrogenation) 50.8 P
Dimer acid ester hydroxy-tcrminated 111.8 P
Dimcr acid ester carboxy-terminated 163.0 P
For comparison, the commonly used saturated Telagens
(General Tire and Rubber Company) of similar molecular
weight have viscosities as follows:
Telagen-hydroxy-terminated 176.7 P
Telagen-carboxy-terminated 408 P
Clearly, the advantages of the polyesters are in having
low viscosities along with high saturated hydrocarbon
content.
The low temperature properties of these materials were
investigated by two different methods. Union Carbide
Corporation, Boundbrook, New Jersey performed pene-
tration tests with a penetrometer connected to a recorder
(Ref. 1). The temperature at which a weighted need/e
sinks into a small polymer sample is Tz,. This is essentially
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equal to the glass transition temperature Tg if the polymer
contains no crystallinity. The measured values of Tp were:
Dimer acid (hydrogenated) -55.2°C
Dimer acid ester carboxy-terminated --52.5°C
Dimer acid ester hydroxy-terminated -42.7°C
The much higher T_, for the hydroxy-terminated poly-
ester was surprising because its molecular weight is nearly
identical with that of its carboxyl-terminated counterpart.
Hydroxy groups hydrogen-bond less than carboxy groups
and thus should lead to an even louver Tj,. Therefore, the
unexpected disparity in transition temperature is explain-
able by some characteristic other than end group differ-
enee. The hydroxyl-terminated polyester also differs by
containing twice the number of (CH_)I,, residues, sup-
plied by I,I0 decanediol, and these residues may be long
enough to produce some polyethylene type crystallinity.
The presence of crystallinity in these polymer systems
can be confirmed by determining their modulus behavior
as a function of temperature. Below Tg, the modulus
values of polymers are high and change very little with
increasing temperature. At T_, the polymer begins to
soften from the solid state, and a large decrease in modu-
lus is observed with further increase in temperature.
The presence or absence of crystallinity in the polymer
will influence the behavior of the modulus through this
transition region. The polymer molecular weight also
affects the modulus behavior in the transition region, but
we will restrict our attention to low molecular weight
polymers which are the subject of this article. When
completely amorphous, the polymer at its To will pass
from the glassy to the liquid state over a very narrow
temperature range, and this will be observed as an ex-
tremely sharp decline in the modulus-temperature curve
at Tg. Since the crystalline melting point T,, of polymers
is always above T,; (Ref. 2), any crystallinity in the poly-
mer will prevent the low molecular weight material from
completely liquifying above Tu. It will thus serve to raise
the modulus level relative to that for a completely
arnorphous system.
Therefore, a modulus curve for a polymer containing
crystallinity will show some drop in modulus at To; and
then with increasing temperature, the curve will pass
into a plateau of essentially constant modulus until the
melting point is reached. The level of modulus in the
plateau region increases proportionately with an increas-
ing level of crystallinity in the polym_:r.
The modulus curves of the polyesters were obtained
with a Gehman torsion tester (ASTM standards 01053-61).
In this method, the sample, supported by a cellulose pad,
is coupled to a wire which can be subjected to torsion
stress (Refs. 3 and 4). The sample temperature is con-
trolled by a cooled silicone oil bath. Measurement of the
sample's resistance to stress permits calculation of the
Young's modulus as a function of temperature. Figure 1
shows the modulus for hydrogenated Dimer acid and its
polyesters. It is a nearly amorphous material, and the
modulus falls off sharply at about T_,. The relatively high
value of T, (-55.2°C) may be attributed to the high
degree of carboxyl group hydrogen bonding,
The earboxyl-terminated polyester has a much louver
level of hydrogen bonding, but it contains an average of
two (CH:.),,, residues per molecule and the resulting crys-
tallinity produces a plateau. The four (CH_),, residues
in the hydroxy-terminated polyester raise both the pla-
teau and the amount of crystallinity.
It is interesting that T_ as measured by Union Carbide
Corporation corresponds fairly well to the beginning of
the crystalline plateau in both cases. It should also be
noted that Tg is much lower than T_ in all three cases
and compares favorably with To's for saturated hydro-
carbon prepolymers. Obviously 1,10 decanediol was a
very bad choice for producing a polyester. However, it is
also clear that Dimer acid polyesters have suftlcient ad-
vantages to warrant further work with noncrystalline
diols.
2. Partial Hydrogenation of Unsaturated
Hydroxy-Terminated Telagens
A series of partially hydrogenated hydroxyl-terminated
Telagen prepolymers has been prepared from lot 242AM-
148A of unsaturated Telagen supplied by General Tire
and Rubber Company (SPS 37-47, Vol. III, p. 69). Mea-
surements have now been completed which clearly dem-
onstrate the effect of unsaturation on viscosity and glass
transition temperature of the prepolymer.
Viscosity determinations were carried out as in sub-
section 1, above. The results are plotted in Figs. 2 and 3.
Figure 2 shows that most of the viscosity increase, which
occurs on going from the unsaturated to the saturated
prepolymer, takes place at quite low iodine numbers indi-
cating low unsaturation. The semilog graph, Fig. 3, show-
ing a straight-line correlation, gives indication of the type
of mathematical relationship between unsaturation and
viscosity. Most of the scatter in data points is caused by
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difficulty in obtaining accurate iodine numbers. Because
of this uncertainty, the results can only be considered
qualitative, but the value of the conclusions is unaffected.
The glass transition temperature measurements were
performed by Union Carbide Corporation, as described
above. In this ease, however, the prepolymers are known
to have no significant amount of crystallinity, and T, can
be assumed identical with T u. The results are plotted in
Figs. 4 and 5. There is a great deal of similarity to the
viscosity relationship. The Tu increases sharply only at
low iodine numbers, and a semilog plot gives a straight
line.
From these observations, we conclude that an optimum
range of double bond content may exist for particular
applications of polybutadiene-binder solid propellants.
This range will be determined by a trade-off between
requirements for chemical stability and those for low
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viscosity during propellant processing and low tempera-
ture mechanical properties. Fortunately, as demonstrated
here, this optimum should fall at relatively low iodine
numbers and thus high stability. Samples of partially
hydrogenated Telagen are now being supplied by Gen-
eral Tire and Rubber Company for evaluation in pro-
pellants.
3. Preparation of Trifunctional Alcohol
In order to produce a useful crosslinking reagent for
urethane propellants, the synthesis of a branched hydro-
carbon trifimctional alcohol from Trimer acid (SPS 37-47,
Vol. III, p. 69) has been investigated. The synthesis con-
sists of the for, nation of the inethy] or ethyl ester of
Trimer acid followed by catalytic high pressure hydro-
genation of the ester groups to hydroxyl.
hnprovemcnts in the available autoclave permitted
good temperature control at 250'_C during the hydro-
genation step, but small leaks prevented attainment of
pressure greater than 4,500 psi. ttowever, with approxi-
mately 20 g of copper chromium oxide catalyst to 120 g
of triester, the reaction proceeded in a few hours to 95'g
yield. The product triol was an oil with a viscosity simi-
lar to hydroxy-terminated Telagen. After catalyst removal
by filtration through celite was attempted, a significant
amount of copper and chromium compounds remained
dissolved in the product. Because of their potential effect
on propellant burning rate, they werc removed by suc-
cessive repeated extractions of an ether solution of the
product with 7 molar ammonium hydroxide, 4 molar hy-
drochh)ric acid, saturated sodium bicarbonate solution
and water. This series of extractions was performed rap-
idly to minimize hydrolysis of unhydrogenated ester
groups to carhoxyl. Unreacted ester groups will pose no
problems during propellant cure, but they represent a
loss of hydroxyl functionality.
In order to make the reduction quantitative and thus
produce more nearly trifunetional material, at least two
possibilities exist. The hydrogenation could be carried out
under more severe conditions with increased catalyst and
pressure, or it lithium aluminum hydride reduction could
replace the hydrogenation. This latter course will be
investigated.
4. Prepolymer Functionality Determination Using a
Model Polymerization System
Continuing studies of an esterification model polymer-
ization system for functionality determination (SPS 37-
47, -48, Vol. III, pp. 69 and 95, respectively)have now
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produced sufficient results to warrant reporting. The ex-
perimtntal procedure has been kept simple. Five grams of
hydroxyl- or carboxyl-terminated prepolymer of known
equivalent weight is weighed into a vial ahmg with the
calculated amount of carboxylic or hydroxylic curing
agent and covered with perforated ahmainum foil. Weigh-
ings are performed on analytical balances to within
0.1 mg. The samples are then heated to 160--170°C under
a nitrogen atmosphere for a prolonged period. This was
first tried in a heated oil bath in a sealed glove box, but
better results and convenience were obtained in an air-
tight oven flushed with a rapid stream of nitrogen. At
approximately 1-wk intervals the oven is opened; and
the sample vials are tipped over on their sides while hot,
to observe whethcr or not the material will flow. Inability
to flow at 170°C over a period of a few hours is taken
as proof of gelation. Samples which do flow are left in
the oven for further reaction.
Only type II systems (SPS 37-48, Vol. III) have been
amenable to this procedure so far.
Prepolymer A _ A
_A
B B
Curing agents N_ + B B
/
B
where A and B can be carboxyl and hydroxyl or vice
versa. In the type I system
A_A
Prepolymer
_A
A A
N /
agents N,f/ + B BCuring
/
A
the relatively low solubility of the curing agents in the
prepolymer leads to their preferential reaction with one
another and the formation of an insoluble gel under a
layer of unreacted polymer.
An attempt was made to reduce the amount of time
required for reaction by addition of small amounts of
p-toluene sulfonic acid, a commonly used esterification
catalyst. It sharply increased the initial reaction rate but
had little effect on the total time for gelation. An addi-
tional problem of cloudiness and bubbles in the samples
was created.
An analysis of the potential errors in this system shows
that, with one exception, they tend to prevent gelation
and thus reduce the apparent prepolymer fimetionality.
The potential errors are as follows:
(1) Incomplete reaction. The impossibility of achiev-
ing 100% reaction in a polycondensation is well
known, but analysis of samples before gelation
shows a very high extent of reaction.
(2) Side reactions and decomposition. These would in-
clude decarboxylation and etherification. Cycliza-
tion should be insignificant because of the large
size of the prepolymer molecules.
(3) Weighing errors.
(4) Impurities in the curing agents. This has been mini-
mized by purification by means of recrystalization.
One possible error leading to premature gelation is oxi-
dative crosslinking. This has been found to be important
only with unsaturated prepolymers. Even more rigorous
atmospheric control would be necessary to prevent
this occurrence, and possibly other measures would be
required.
The combination of these problems means that func-
tionalities determined by this method should be consid-
ered minimum values. However, results to the present
are in good agreement with expected values, which argues
strongly that the errors are insignificant.
Gelation data are analyzed by one of two methods.
a. First method. The first uses an equation derived by
Stockmayer (Ref. 5).
(p, p,);,., = (f_: - 1) '(g_: - 1)-'
where
p., = p_ = extent of reaction at the gel point for groups
A and B
IF, = weighted average fimetionalities for all molecules
containing group A
g_: = same for group B and is a known value calculated
from a knowledge of the curing agents used.
This equation has been applied by other workers (Ref. 6),
but they determined the point of gelation by viscosity
measurement and then calculated the extent of reaction
at this point by infrared spectrophotometry. This tech-
nique introduces probable error in determination of both
gel point and extent of reaction and may partially explain
the excessively high functionality values determined.
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Ill the method applied here it is assumed that
(P_ P_0 ::: 1. Therefore, by preparing a series of pob, mer-
ization mixtures with a range of values for &: (average
ftulctitmalities of curing agents) and ohserving the mini-
mmn _,: which will just give gelation, the corresponding
value of fc for the prepolymer can be calculated. Since
this f_,:is a weighted average functionality, it is necessary
to convert it to the number average commonly used in
propellant formulation. From the original definitions of
number and weight averages,
and
[(No. av)-- zifiAi
xEiAi
x'if_Ai
f (weight av) - x2ifi Ai
where A_ is the number of moles of reactant bearing f,
equivalents of functional group A. When we consider the
system,
A_ A
"_./-x-/'X-/_ A
with N as the fraction of molecules which are difunctional,
the expressions for functionality become
(2) N+ I(I-N)
f(No. av)= N+I-N :;N+ 1
f (weight av) =
(2) =N + (1) _(1 - N) aN + 1
I
(2) N+ I(1-N) N+I
Combining these expressions and solving for f(No. av)
gives
2
f (No. av) = 3 - [ (weight av)
Similar calculations can be made for materials like Trimer
acid which are essentially
g-  gy
A
A _A
The resulting relationship is
6
f (No. av) = 5 - f (weight av)
It must, however, be kept in mind that these conversions
from number to weight average only apply to the ideal
systems described above. In reality, materials such as
Dimer acid contain a small fraction of trifunctional species
and Trimer acid contains a few monofunctional species.
The appropriate expressions have not been derived yet.
b. Second method. The second method was derived
from the work of Flory and was discussed in detail in
SPS 37-48, Vol. IlI, It uses nonstoichiometric reaction
mixtures in (_mtrast to the method based on Stockmayer
and should permit calculation of more useful information
than functionality, flowever, no significant data have
been obtained so far.
Using the Stockmayer equation, the following systems
have been analyzed:
(1) Dimer aeid (hydrogenated) cured with mixtures of
1,10 decanediol and trimethyol propane.
_j: minimum for gelation - 2.08
[ (weight av) - 1.93
1t (No. av) - 1.87
(2) Telagen lot 242 AM 174AtI-carboxyl-terminated
polybutadiene, subsequently saturated, cured with
1,10 decanediol and trimethyol propane.
_: minimum for gelation = 2.10
f (weight av) = 1.91
[ (No. av) = 1.83
(3) Telagen lot 242 AM 148D-carboxyl-terminated
polybutadiene, but unsaturated, cured with 1,10
decanediol and trimethyol propane.
Oxidative crosslinking produced gelation even
in the absence of any added crosslinker.
(4) Trimer acid (hydrogenated) cured with 1,10 de-
eanediol and 1 octadeeanol.
g_: minimum for gelation = 1.59
f (weight av) = 2.70
It (No. av) -- 2.61
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(5) Sebacie acid cured with 1,10 decanediol and tri-
methvol propane.
_n tninimum for gelation :_ 2.025
f (weight av) : 1.99
f (No. av) -: 1.98
(6) Telagen lot 242 AM 148AH hydroxyl-terminated
polylmtadiene, subs('quently saturated, cured with
sebaeic acid and 1,3,5 tricarboxypentane.
_l.: nlininltnn for gelation 2.30
f (weight av) -- 1.77
f (No. av) 1.62
Nute: These results are possibly nut final. The poor
solubility of the curing agents in the prepolymer
leads to slow reaction.
(7) Telagen lot 242 AM 148A hydroxyl-terminated
polylmtadiene (unsaturated) cured with sebacie
acid and 1,3,5 triearboxypentane.
Oxidative crosslinking produced gelation even in
the absence of any added erosslinker.
(8) 1,10 decanediol cured with sebacic acid and 1,3,5
tricarboxypentane
gj.: minimum for gelation -- 2.025
f (weight av) 1.99
f (No. av) -- 1.98
(9) Polypropylene glycol lot 5201-hydroxy-terminated
saturated polyether cured with sebacie acid and
1,3,5 triearboxypentane.
No gelation occurred even at high values of gt:
due to destruction of ether linkages under these
conditions of temperature and acid concentra-
tion.
Work on other systems is in progress. It can be con-
cluded that this method of functionality determination
can be applied to carboxyl- or hydroxyl-terminated satu-
rated hydrocarbons.
2,
:3.
4.
6.
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B. Application Technology Satellite Motor
Development, R. G. Anderson and R. A. Grippi, Jr,
1. Introduction
In January 1963, JPL initiated a development program
to provide a solid propellant apogee motor for a second
generation SYNCOM satellite. This program, under the
management of the Coddard Space Flight Center, was
designated Advanced SYNCOM. It was to result in a
spin-stabilized, active repeater communications satellite
weighing about 750 lb., operating at synchronous altitude
(22,300 mi) to handle voice communications, teletype, and
nmnochrome and color television signals.
In January 1964, the Advanced SYNCOM communi-
cation program was redirected to include a number of
experimental instruments in addition to the original com-
munication instruments. This expanded program is the
ATS program and will result in a general purpose satel-
lite capable of operation at synchronous altitude with
experimental instruments in the areas of meteorology,
communications, radiation, navigation, gravity gradient
stabilization, and various engineering experiments. For
those satellites to be placed in synchronous orbit, JPL will
provide a solid propellant rocket motor to provide final
required velocity increment at the apogee of the elliptical
transfer orbit. This rocket motor is designated the JPL
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SR-28-1 steel chamber or JPL SR-28-3 titanium cham-
ber. At present, only the JPL SR-28-3 unit is intended for
flight use.
Previous reports of progress on the development of this
motor have been published in SPS 37-20 to -33, Vol. V,
SPS 37-34 to -45, Vol, IV, and SPS 37-47 and 48, Vo], llI.
2. Program Status
The formal motor development and qualification phases
are complete.
Three flight units, processed in September 1966, were
used to support the successfully launched ATS-B (Dec.
1966) and ATS-C (Nov. 1967) satellites. The spare flight
unit (code Z-l) has been returned to JPL-ETS and placed
in ambient storage. This spare unit will remain at ambient
temperature conditions until September 1969 at which
time it will be inspected, x-rayed, and then static fired.
The testing of unit Z-I, 3 yr after it was cast, will extend
the storage characteristics of the ATS apogee unit by
1 yr. The original storage program (SPS 37-48, Vol. III,
p. 85) verified motor integrity for a period of 2 yr by the
testing of three units, one each, after 16-, 20-, and 24-mo
aging periods.
The remaining JPL ATS effort of any scope will be the
loading of four flight units during the early part of calen-
dar year 1968. These apogee units are designated for
the ATS-D (June 1968) and ATS-E (April-May 1969)
launches. Jet Propulsion Laboratory engineering launch
preparation and support will be provided for the remain-
ing two missions.
3. ATS-C Launch
The second synchronous satellite fATS-C) was launched
successfully November 7, 1967 by an Atlas-Agena booster.
Approximately 16 h after launch, the JPL apogee motor
was fired transferring the satellite from its highly elliptical
transfer orbit into a near synchronous, equatorial orbit.
The ATS-C satellite is presently on station over the
Atlantic Ocean near the mouth of the Amazon River in
South America. The velocity imparted to the spacecraft
by the apogee motor was 6025.6 ± 4.7 if/s, determined by
an analysis of the transfer orbit and the final synchronous
orbit. The uncertainty in ,XV of ±4.6 ft/s is the result of
a spacecraft reorientation maneuver accomplished imme-
diately after apogee motor burn and prior to the deter-
mination of the final synchronous orbit.
Table 1 gives the final weight data summary for the
ATS-C spacecraft. Using these data and the motors de-
graded specific impulse (70°F, 279.1S) the calculated
imparted _XV is 6026 ft.,'s. Excellent agreement between
the motor's predicted and actual velocity increment was
achieved.
Table 1. ATS-C weight summary
Item Weighl, Ib
1. Agena payload at liftoff
2. Spacecraft at separation
3. Spacecraft after splnup (prior to apogee motor
ignition)
4. Expendables during motor burn
a. Propellant
b. Inerts--apogee motor
c. Omniantenno
d. VHF antenna (Teflon)
e. Total expendables
5. Spacecraft immediately after apogee motor
ignition (3-4C}
6. Spacecraft immediately after apogee motor
burn (3-4E)
1631.0
1574.4
1568.1
758.1
6.0
3.34
0.75
768.19
1564.8
799.9
4. Special Ignition Test
A special ATS apogee motor ignition test was con-
ducted at the JPL-ETS facility December 12, 1967. The
primary objective of the test was to evaluate the per-
formance of the apogee motor igniter after extended stor-
age at high humidity.
All flight igniters were assembled in October 1966 in
accordance with flight finalized procedures and then
shipped to Cape Kennedy for use on the ATS-B and sub-
sequent flights. During the preflight inspection (October
1967) of the igniter for the ATS-C flight, the ALCLO
ignition pellets were noticed to have a rusty appearance.
Therefore, at that time, it was decided to change both
the ALCLO pellets and grains in the igniter.
Further investigation into the cause(s) of the rusty
pellets revealed that the igniters had been stored in an
uncontrolled humidity environment at Cape Kennedy.
However, the units were enclosed in velostat containers
during the 1-yr storage period. Therefore, it is theorized
that moisture was introduced into the igniters during the
receiving inspection in October 1966.
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ALCLO, a product of Aerojet General Corporation,
Sacramento, California, contains aluminum powder, po-
tassium perehlorate, and iron. The ALCLO igniter pellets
(052 formulation) contain 11.8% iron and the ALCLO
igniter grains (005 formulation) contain 8.6% iron. As in
numerous solid propellant formulations the iron has been
added to increase the propellant's burning rate. In the
presence of a high humidity environment the iron reacted
to form iron oxide and thereby negated its influence as a
burning rate catalyst. Also, the iron oxide would act as
an insulator and inhibit, to some extent, the squib energy
upon the pellets. Therefore, it was decided to test an
igniter that had been stored at high humidity and evalu-
ate the effects of this environment upon the ignition
characteristics.
To evaluate the igniter, the unit was tested in an inert
apogee motor. The motor hardware consisted of the fol-
lowing components:
Motor chamber P-6 (inert grain)
Nozzle F-35
Igniter FIG-2
Squib PC-37, SN 13662
In order to preserve the FIG-2 flight igniter basket the
entire contents were removed and positioned into another
flight design basket. The same pellet orientation was
maintained in the second igniter basket. It was observed
during disassemhly of the unit that all ALCLO pellets
appeared rusty, while the ALCLO grains were normal in
appearance. Next, the igniter basket was sealed with the
standard JPL closure and a PC-37 squib.
The test setup consisted of the assembled motor posi-
tioned on the vertical spin-stand operating at 100 rev/min.
Two pressure transducers measured motor chamber pres-
sure, while a single transducer measured igniter basket
pressure. The output of all transducers was recorded on
an oscillograph operating at 40 in./s. The test setup was
identical to the configuration used during the three omni-
antenna ejection tests so that differences in ignition char-
acteristics could be directly compared and evaluated.
Alter temperature conditioning the inert motor and
live igniter to 60°17 , the assembled unit was fired. The
-----LF--
269 psio
_- __ / IGNITER
BASKET j
___ ___ MOTOR CHAMBER
I
4
I
_0.010 s
L_L_
"_- TIME
Fig. 6. Motor ignition characteristics--high humidity environment test
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 185
Table 2. ATS apogee motor ignition data summary linert motor)
Igniter Test date Temperature,
OF
SYC-277
SYC-284
QIG-3
FIG-2"
12/15/66
2/17/67
3/9/67
12/12/67
60
60
6O
60
"High humidity exposure test.
t#_ f ms tst_, ms
2 28
2 28
ttt, ms ta, ms tln, ms fD_, ms PI_, psia Ptm, psia
39 4 43 17 1693 122
30 8 38 15 1781 12;
30 6 36 16 1863 119
197 8 205 _140 1269 102
results of the recorded motor chamber and igniter basket
pressures are given in Fig. 6. Table 2 summarizes the igni-
tion characteristics of the three (inert motor) omniantenna
tests and the high humidity environment test. Figure 7
defines the apogee motor ignition parameters, as sum-
marized in Table 2,
Tile oscillograph trace (Fig. 6) shows three significant
anomalies. First, a considerable increase occurs in the
delay time td,,, from t, nntil a significant indication of
motor chamber pressure. Second, the peak chamber and
igniter basket pressures are lower than the previous tests.
Table 1 shows a peak chamber and igniter basket pressure
of 102 and 1269 psia, respectively, as compared to 123 and
1779 psia. Finally, a significant decrease in chamber pres-
sure occurs after the nozzle burst diaphragm ruptures. As
shown on Fig. 6, the motor chamber pressure drops from
48 (diaphragm burst pressure) to 25 psia.
Additional exam/nation of the ignition pressure time
traces indicates that the total chamber ignition pressure
integral is approximately the same as previous ignition
tests. However, as mentioned previously, the peak pres-
sures are lower. Also, the ignition event is longer.
Briefly, the iron oxide on the surface of the ALCLO
pellets partially inhibited quick ignition of the pellets.
The iron oxide acted as an insulator and prohibited fast
penetration and propagation of the squib energy to the
consumable ignition material. Once ignition of the pellets
occurred the ignition event progressed slightly inferior to
a nominal sequence of events. However, it is felt that the
igniter would have ignited a live apogee motor. Neverthe-
less, ignition material exposed to high humidity storage
will not be used for flight.
Additional tests will be conducted in an arc-image fur-
nace with rusty and new ALCLO pellets to determine
the differences in ignitability of the two pellet conditions.
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XI. Polymer Research
PROPULSION DIVISION
A. Dynamic Mechanical Properties of Some Cured
Epoxy Resin, E. F. Cuddihy and J. Moacanin
Ever since epoxies gained widespread industrial accept-
ance, a wealth of chemical and engineering properties
have been compiled (Ref. 1), but only a few studies on
dynamic mechanical properties have been carried out
(l_efs. 2-6). Dynamic mechanical properties yield quickly
and simply information about a polymer system such as
the glass-transition temperature To, temperature depend-
ence of the creep compliance which is related to the heat
distortion curve and the distortion temperature DT, the
temperature dependence of the modulus, and the effec-
tive temperature range and magnitude of impact capa-
bility. In addition, dynamic studies provide insight into
the relationships between polymer properties and the
structure of the polymer network as influenced by cure,
crosslinking, molecular weight, additives, and chemical
types and composition.
In order to provide a basis for a systematic description
of structure-property relationships, the present study was
carried out by measuring the dynamic mechanical proper-
ties of five representative epoxy resins. This study con-
_This article represents one phase of research performed by JPL,
California Institute of Technology, sponsored by NASA, contract
NAS7-100.
centrated on the role of the curative on the dynamic
mechanical properties of epoxy resins.
1. Experimental
DGEBA (Epon 828) purified by molecular distillation
was used to prepare the five resins with one of the follow-
ing curatives: aliphatic polyamine (DETA), tertiary amine
(DMP-30), aromatic diamine (MPDA), alieyclic anhydride
(HHPA), and an aromatic dianhydride (PMDA). The
chemical structure of each curative is shown in Fig. 1,
while the compositions and cure conditions for each of
the resins are given in Table 1.
Table 1. Compositions and cure conditions
for the epoxy resin a
Curative type Compositlon b phr Cure conditions
DETA 10
DMP-30
MPDA
HHPA
PMDA
2
18
74
40
Gelled at 250C, postured
4 h at 150*F
4 hol 250"F
4 h at 250"F
4 h at 2500F
4 h at 250"F
aPrepared employing a DGEBA purified by dlstillatlon.
bports of curative based on 100 parts of DGEBA.
,J
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DETA DIETHYLENE TRIAMINE
H
I
H2N--CH2--CH 2- N_CH2--CH2--NH 2
DMP -- 30
OH CH 3CH 3 _ _ /
N -- CH2 I'_ CH 2- NCH 3 / _ CH 3
CH 2
I
N
/ \
CH 3 CH 3
MPDA METAPHENYLENE DIAMINE
NH 2
[_ NH 2
HHPA HEXAHYDROPHTHALIC ANHYDRIDE
CH 2 O
/ \ II
CH 2 CH -- C \
I I o
/
CH^ CH -- C
X_CH2 / IIo
PMD A PYROMELLITIC DIANHYDRIDE
O O
H II
/C_C_O_ C /O
II II
O O
Fig. 1. Chemical structures of
epoxy curatives
A free oscillating torsion pendulum (Ref. 7) (about
1 Hz) was employed to measure the dynamic mechanical
properties between -196 ° and 200°C.
2. Results
The dynamic mechanical properties for the five epoxy
resins are shown in Fig. 2 respectively, as plots of the loss
tangent, the shear modulus G', and the creep compliance
1'. All five resins exhibited a major transition _ above room
temperature and a low temperature transition /3. These
are seen as peaks in the loss tangent curves and as inflec-
tions in G' and ]'. Table 2 summarizes Tv, and the tem-
perature and value at the maximum for the/3-transition.
The table includes literature Izod impact values which are
seen to correlate with the magnitude of the/3-transition.
Table 2. Properties of the cured epoxy resins
Curative type T,; _, °C
D ETA I 12
DMP-30 108
MPDA 130
HHPA 134
PMDA 148
B-transition
T_,,_°C (Tan _1._.
68 0.0626
-- 85 0.0525
64 0.0489
- 65 0.0563
-- 95 0.0415
_*Estimated using Tobolsky's rule (Ref. 41.
hReference 1.
Izod impact _
ft-lb/in.
0.3--0.4
O. 207
0.3
0.1
3. Discussion
a. Glass transition. Tu was estimated using Tobnlsky's
rule (Ref. 8), i.e., T_ corresponds to the temperature whose
modulus value lies halfway between the glassy and rub-
bery levels.
b. a-transition. The ,-transition corresponds to T o as
well as to the large decrease in modulus and the large
increase in creep compliance as T o is exceeded (Fig. 2).
It is to be noted that the creep compliance curves are
similar in appearance to heat distortion curves. This is to
be expected as it is the creep properties of the resin that
determine the deflection-temperature behavior in the heat
distortion test (ASTM D648-56). Even though the epoxy
may be above its T_, structural features, which decrease
the slope of the modulus curves or the creep compli-
ance curves, (i.e., heat distortion curves) will extend the
upper temperature limit of the engineering usefulness for
the epoxy.
Some initial work on epoxy resins to correlate the slope
of the modulus curve with structure was carried out by
Kwei (Ref. 2). He found that the slope increased as
the number of methylene linkages increased in polyfunc-
tional primary aliphatic amines, and T v correspondingly
decreased. This behavior was caused by the increased
flexibility due to the number of methylene linkages.
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Conversely, increasing rigidity should both raise Tg and
decrease the slope of the modulus curve. These are im-
portant conclusions for those attempting to produce
usable high-temperature epoxies.
c. [3-Transltion. All five epoxy resins exhibited a second-
ary //-transition below room temperature. {/-transitions
for DETA cured epoxies were found by Kaelble (Ref. 3)
who reported a maximum tan 8 value of 0.055 which
agrees favorably with our value of 0.062 (Table 2).
fl-transitions for MPDA were reported by May and Weir
(Ref. 4), and Kline (Ref. 5), but were not observed by
Kaelble (Ref. 3). B-transition was found for the HHPA
resin by Shito and Sato (Ref. 6) but not by May and Weir
(Ref. 4). No literature reports on DMP-30 or PMDA could
be found.
Shito and Sato ascribed the/3-transition to a chair-boat
rearrangement of the cyclohexane ring of HHPA. For
MPDA, May and Weir considered the rotation of the
following structure
OH
I
CH--CH_ X
--N--CH,:
I I
X
but could not explain a fl-transition for a phthalic an-
hydride cured epoxy which does not contain a similar
structure. We found by examining Hirschfelder molecular
models that the above structure is not a freely rotating
segment. However, examination of the models revealed
the existence of four freely rotating backbone segments.
These are shown in Fig. 3 as A) the dimethylene ether
linkage of bisphenol A, B) p-Dioxane ring, G) central sec-
tion of DETA, and D) the diether bridges from anhydride
cures. Both ours and literature data for the fl-transition
could be interpreted in a consistent manner in terms of
the presence of these rotational modes.
Rotational modes A, C, and D are associated with
segments which are known to occur in cured epoxy
resins, while p-dioxane rings (rotational mode B) can be
introduced into the backbone by epoxy-epoxy reactions
catalyzed by tertiary amines. Although the presence of
p-dioxane rings in cured epoxy resins has not been dem-
onstrated, their formation from epoxy groups is known
(Ref. 9). This reaction step is shown in part B of Fig. 3.
Thus, only resins cured with tertiary amines or where
tertiary amines are generated during cure would be ex-
pected to have the p-dioxane ring. However, tertiary
amines produced in the polymerization reaction are k_ss
effective in promoting epoxy-epoxy reactions than ter-
tiary amine catalyst (Ref. 1). Thus, resins cured with
tertiary anfine catalyst should have the higher p-dioxane
concentration.
In Table 2 is demonstrated the excellent cx)rrelation
between the magnitude of the/3-transition and Izod im-
pact for the five resins. Heijboer (Ref. 10) has presented
evidence that impact strength will be improved if the low
temperature transition arises from motions in the back-
bone chain rather than from motions of side groups.
Hence, accepting Heijboer's observations, the/3-transition
for the epoxy resins must arise from backbone rotations,
the magnitude being determined by the presence and con-
centration in the epoxy backbone of the four rotational
modes giw'n in Fig. 3.
The DETA cured epoxy resin (Table 2) has the highest
magnitude for the fl-transition and has three rotational
modes. In addition to the dimcthylene ether linkage of
bisphenol A which is present in all five resins, this poly-
functional dianaine generates tertiary amines during poly-
merization which can catalyze an epoxy-epoxy reaction
to yield p-dioxane rings. Finally, if the central secondary
amine of DETA failed to react, then the entire section
between the terminal diamines can contribute a backbone
rotational mode. This is a very probable possibility as this
material's cure schedule included an initial room tem-
perature gelation. It is known (Ref. 1, Ch. 6, p. 7) that this
can result in incomplete chemical conversion because of
steric hindrance. The rotation of the diamine segment
may be responsible for the loss tangent plateau below
the /3-transition. For the others, there is a rapid fall off
below the /3-transition.
The other amine curatives are the tertiary amine
DMP-30 and the aromatic diamine MPDA, both being
able to have two rotational modes A and B in Fig. 3. The
observed higher value of the B-transition for DMP-30 is
expected as it should have a higher concentration of
p-dioxane rings.
HHPA can have rotational modes A and D while
PMDA, a tetrafunctional curative is only allowed the
rotational mode A. Hence, HHPA has the higher magni-
tude for its fl-transition, as compared to PMDA. As PMDA
has only the rotational mode of the dimethylene ether
linkage of bisphenol A, it should have, and is observed
to have, the lowest value for its/3-transition.
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A. DIMETHYLENE ETHER LINKAGE OF BISPHENOL A
c_
I
CH 3
B. EPOXY-EPOXY REACTION IN PRESENCE OF A TERTIARY AMINE
(1) RECOGNIZED REACTION STEP- NO ROTATIONS POSSIBLE
O O
/N /\
--CH2_CH_CH 2 * CH2_CH_CH 2-
I
O
I
._> --CH2--CH--_H 2
O
I
CH2-_-CH -- CH2-.--
(2) CHAIN EXTENSION THROUGH FORMATION OF
p - DIOXANE STRUCTURE ROTATIONS POSSIBLE
O O
/\ /\
_CH2_CH_CH 2 * CH2_CH_CH2_ "__> _CH 2
/CH2--O \
CH -_CH 2 --/
O -- CH 2
C. ROTATION ALLOWED IN DIETHYLENE TRIAMINE (DETA) IF CENTRALLY POSITIONED
SECONDARY AMINE REMAINS UNREACTED
H
"9 t2"N CH2_CH2_N_CH2_CH 2 N
D. DIETHER BRIDGES FROM ANHYDRIDE CURES
O
II
--O--C U
o c_3
C--O--CH2--CH--CH2--O
CH 3
O
I
I
O OH3O--O_C C --O_CH2_CH_CH2_O C O
II II I
O O CH 3
0 --CH 2 --
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Fig. 3. Rotational modes in cured epoxy resins
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Fig. 4. Dependence of mechanical properties and specific gravity on molding pressure for isostatically compressed
polyphenylene: (a) tensile strength; (b) compressive strength;
(c) Shore D; (d} specific gravity
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B. Properties of Isostatically Compressed
Polyphenylene, D. D. Lawson and J. D. Ingham
The synthesis, processing, and some properties of poly
(aromatics) have been considered in previous reports
(SPS 37-30, -38, Vol. IV, pp. 9697 and 86-90, respec-
tively). Polyphenylene exhibits good thermal stability and
radiation resistance, but is insoluble and does not melt
below its decomposition temperature (_450°C). There-
fore, isostatic pressing has been adapted to cold mold the
intractable polymer powder. This process consists of en-
closing the powder in a closed rubber mold which is then
put in a hydrostatic chamber. After applying fluid pres-
sure for a fixed period of time, the pressure is relieved
and the polymer billet removed. A hydraulic press may
also be used for the fabrication of relatively small thin
components having a length to diameter ratio up to --_1.5.
This article is concerned with the properties obtained as
a function of molding pressure and the coefficient of
friction of molded polyphenylene.
1. Mechanical Properties
Results of mechanical property and specific gravity
measurements as a function of molding pressure, with
a dwell time of 2 rain at room temperature, are shown
in Fig. 4. It can be seen that for pressures greater than
_20,0130 psi the properties are relatively constant. Thus,
the hydrostatic chamber does not have to be designed
for maximum pressure for molding polyphenylene.
Table 3. Coefficients of friction _ of Teflon and
isostatically compressed polyphenylene
and polyphenylene-aluminum
Material
"Teflon
Polyphenylene A t'
Polyphenylene B
Polyphenylene C
Polyphenylene D
Polyphenylene-aluminum
(50:50 by weight)
_Coefficlents were obtained using
Frictional
force, g
36.0
38.0
43.5
43.5
42.0
42.0
42.0
41.0
42.5
41.0
55.0
56.0
Coefficients of friction
,u /_ (average)
0.072 0.074
0.076
0.087 0.087
0.087
0.084 0.084
0.084
0.084 0.083
0.082
0.085 0.083
0.082
0.110 0.111
0.112
o Chatillon sprlng balance. All samples were
loaded uniformly with a 500-g weight and drawn over a steel milled surface
at 2 in./s.
t'The designation A, B, etc., represents different samples obtained from one billet
of polymer compressed at 100,000 psi for 2 min.
2. Coefficient of Friction
Since polyphenylene has been considered for bearing
applications, its coefficient of friction has been measured
for comparison with Teflon. The results are shown in
Table 3. The average value of 0.085 compared with 0.074
for Teflon shows that for certain applications polyphenyl-
ene would probably be superior, since it is considerably
more dimensionally stable than Teflon.
C. The Ethylene Oxide-Freon 12 Decontamination
Procedure B. The Quantitative Estimation of
Ethylene Oxide Concentration by Gas
Chromatography, s. H. Kalfayan and R. H. Silver
1. Introduction
The JPL specification VOL-50503-ETS requires a spe-
cific concentration of 600 _+50 mg/1 of ethylene oxide
(ETa) in the decontamination chamber. For a sterilant
gas mixture of known composition, the chamber pressure
necessary to obtain the specified ETa concentration at a
constant temperature can be readily calculated by uti-
lizing the ideal gas relationships. This is the method gen-
erally used to establish ETa concentrations (Ref. 1). The
drawbacks of the method are that it assumes ideal be-
havior on the part of the sterilant gas mixture and that
the composition of the gas mixture introduced into the
chamber is known and remains constant during a run.
It is desirable to utilize an analytical method to deter-
mine the actual concentration of ETa in the decontami-
nation chamber. Analysis by gas chromatography was
selected. This article is concerned mainly with the evalu-
ation of this method.
2. Experimental
a. Apparatus. An F&M Scientific Corporation, Avon-
dale, Pennsylvania, Model 720 chromatograph equipped
with a thermal conductivity detector was used. Peak areas
were obtained with an electronic digital integrator (Info-
tronies, Houston, Texas). Samples were introduced into
the chromatograph by an F&M Model GV-10 gas sam-
pling valve.
b. Sampling. For both calibration and analysis, the
gases were first introduced into 300-ml glass sampling
bottles as a convenience in handling. Sampling was done
from these bottles. Before injection into the chromato-
graph, the temperature and pressure of the gas were
brought to room conditions.
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Table 4. Properties of ethylene oxide at 50°C
Absolute Specific Density, Density, g/cm :_
pressure, volume, _ ib/fr_
Ib/in. _ ft:_/Ib
1
5
14.7
20.0
20.7 b
141.5
27.77
9.423
6.889
0.007
0.036
0.106
0.145
1.121 X 10'
5.766 X 10 _
1.698 X 10 _
2.322 X 10 :'
2.400 X 10 _
_Oiotained from the experimental volumetric data of Ref. 2.
_Chomber pressure.
"Obtained from plot of Fig. 7.
FREON 12
CHROMATOGRAPH: F&M MODEL 720
COLUMN: PORAPAK Q I0 ft X I/4 in
MESH SIZE: 60/80
CARRIER GAS: He
FLOW RATE: 159.5 ml/min
COLUMN TEMPERATURE: 150 ° C
INJECTION PORT TEMPERATURE: 198 ° C
DETECTOR TEMPERATURE: 260 ° C
CURRENT: 150me
ATTENUATION: X8
ETHYLENE OXIDE
0 2 4 6 8
RETENTION TIME, rain
Fig. 5. Chromatogram of sterilant gases
Tile cohunn used and the analytical conditions are
shown in Fig. 5. The calibration curves shown in Fig. 6
were obtained using stainless steel loops of known vol-
times. The volumes of the loops were determined by
filling them with mercury and weighing the amount of
mercury used. The volumes stated in the discussion in-
clude the internal volume of the valve as well as the
volume of tile loops. The value of the internal volume
was 0.27 cm:', as supplied by the manufacturer.
3. Results and Discussion
The peak area measurements for ETO, either during
calibration or during an actual analysis, showed standard
deviations up to lag of the mean value. For Freon 12
the standard deviations were within 1_ of the mean value.
The partial volume of ETO at room conditions, in a
known volume of sterilant gas mixture sampled from the
chamber, was obtained from its peak area and the cali-
bration curve (Fig. 6). If the density of ETO at chamber
conditions, i.e., 50°C and 20.7 lb/in. 2 pressure, were
known, then its mass at these conditions, and therefore
its concentration, in mg/l, could be calculated. This was
made possible by utilizing the experimental volumetric
data of Walters and Smith (Ref. 2) for superheated ETO.
Part of these data is shown in Table 4. When the logs
of pressures in Table 4 were plotted against the logs of
the corresponding densities, a linear relationship was ob-
tained (Fig. 7). The density of ETO at the chamber pres-
sure (20.70 ib/in.'-' at 50°C) could be calculated from the
slope of the curve.
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Fig. 6. Calibration curves
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An example of one actual analysis and calculation is as follows:
Volume o[ chamber sample injected
Peak area of ETO
Partial volume of ETO (from calibration curves)
Density of ETO at 50°C and 20.70 lb/in. _
0.520 cm :_
230 _+1.4_
0.122 cm :' ±1.4_
2.4t) X 10-:' g/em :' or 2.40 mg,. em '_
partial volume of ETO (cm 3) X density (mg/em:') X 1000 = mg/1 ETO
volume of injected sample (cm :_)
0.122 X 2.40
0.520 X 1000 = 563 ±8 mg/l ETO
Using the ideal gas relationship
PVM
tG- RT
where:
w = weight of ETO in sample analyzed, mg
P = chamber pressure, atm
M = molecular weight of ETO, mg
R = gas constant, l-atm/°K
T = temperature, °K
2O
d 6
n-"
if)
u.J 4
a.
I0 °
/o
(1)
/
/
/
/
/
I0 o 2 4 6 8 IO I _-0
DENSITY {AT50 °C), (g/cm 3) X t0 .3
Fig. 7. Relationship of density to pressure for ETO
to compute the concentration of ETO at chamber con-
ditions, the value 549 ±8 mg/1 was obtained. This is 2.3_
lower than the value obtained using the experimental
volumetric data, and can be expected for an easily con-
densible gas such as ETO.
The concentration in mg/l is obtained from Eq. (1),
thusly,
W
mg/l=0.52-----6X 10:'
where 0.520 is volume, in cm _, of sample injected. The
concentration of ETO obtained was lower than expected
for a mixture supposed to have an original 27.3_ by vol-
ume ETO concentration. Analysis of the sterilant gas
mixture in the expansion tank, where the partially liquid
sterilant mixture is expanded into gaseous form prior to
entrance into the decontamination chamber, showed a
concentration of 23_ ETO by volume.
When a sample taken from the supply cylinder itself
was analyzed, the ETO concentration was found to be
29_ by volume.
These findings indicate a problem in tapping the steri-
lant mixture from its container. The rate at which the
liquid mixture is vaporized, fractionation of the gaseous
components and possibly some polymerization of the
ETO, tend to alter the composition of the sterilant gas.
It cannot be shown from these results that the manu-
facturer's stated composition of the mixture, i.e., 27.3_
ETO and 72.7_ Freon 12 by volume, is in error.
4. Conclusions
It can be concluded from the present study that one
cannot rely on assumptions made as to the composition
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of the sterilant gas mixture introduced into the decon-
tamination chamber, although the composition of the
liquid in the cylinder may be known accurately; that
actual analysis of the ETO in the chamber is necessary
to establish the required concentration; that gas chroma-
tography can be employed as an analytical method, with
fairly good accuracy.
References
1. "Sterilizing Gas Mixtures,, '" Bulh.tinof The Matheson Company,
Inc., East Rutherford, New Jersey, Jan. 1963.
2. %falters, C. J., and Smith, J. M., "Vohmwtric Behavior and
Thermodynamic Properties of Ethylene Oxide," Chem. Eng.
Prog., Vol. 48, p. 337, 1952.
D. Reaction of Epoxides With Aziridines,
S. H. Kalfayan and B. A. Campbell
1. Introduction
Polyfunctional epoxides and aziridines have been in-
vestigated as chain extenders and cross]inking agents for
carboxyl terminated prepolymers. Both the epoxides and
the aziridines have been found to homopolymerize under
certain conditions. The eopolymerization of these com-
pounds under suitable conditions would appear to be
possible. Overberger and Tobkes (Ref. 1) studied the
polymerization behavior of monofnnctional aziridines and
monofunctional epoxides and characterized some of their
products. They did not obtain any eopolymers.
When polyfunctional aziridines were reacted with poly-
functional epoxides, infusible polymers were obtained.
Preliminary attempts to characterize these products are
the subject of the present summary.
2. Results and Discussion
The epoxides and aziridines of this study were difunc-
tional or trifunctional compounds and, because of the
inherent difficulties in their purification, they were not in
the high purity state desirable. Amounts used for the re-
actions were stoichiometrie, based on the epoxide and
aziridine values obtained analytically. Catalysts were not
used in this preliminary study in order to avoid possible
side reactions, such as homopolymerization and, in the
case of one aziridine, oxazoline formation.
That there is a definite reaction taking place when the
polyepoxides are mixed with the aziridines is certain.
The nature of this reaction or interaction, if any, is not
definite. Formation of copolymers, blend of homopoly-
mers or block polymers are anaong the possibilities.
In Table 5, the gel times and Shore durometer hard-
nesses of some of these products are given. Product des-
ignations osed in Table 5 are explained in Table 6.
With the exception of the products obtained from
DER 736, all others were hard, infusible resins. Number 7
in Table 5 (NC 1455 with Epon 828) showed flexural
strength up to 18,000 psi and modulus of 0.44 X 10" psi.
3. Possibility of Catalytic Action by Aziridines
It is a well known fact that el)oxides homopolymerize
when catalyzed with tertiary anaines. Aziridines are weakly
basic compounds, and with the exception of IIX 740, the
others used had structures similar to tertiary amines. The
possibility existed, therefore, that the aziridines catalyzed
the homopolyn,erization of the epoxides. To test this,
Epon 828 was treated with 55_ by weight of three aziri-
dines and also with the same weight of benzyldimethyl
amine (BDMA), a com,nonly used tertiary amine catalyst.
Results given in Table 7 indicated that tertiary amine
type catalysis by the aziridines was unlikely. \Vhcreas
BDMA gelled the epoxide in 10 min at 100°C, no gela-
tion occurred after 48 h at 100°C with any of the
aziridines.
4. Results From Elemental Analysis
Two of the products of Table 5, numbers 4 and 6, were
pulverized and extracted with hot, condensing toluene
Table 5. Gel time and hardness of epoxide-
aziridine products
No. Aziridine
1
2
3
4
5
6
7
8
9
10
HX 740
ZC 466
NC 1455
Epoxide
Epon 828
ERL0510
DER 736
Epon 828
ERL 0510
DER 736
Epon 828
ERL O510
DER 736
ShellX 801
Geltime,
h at
100°C
5.5
7.25
5.5
0.5
1.5
3.5
0.2
0.3
0.7
0.5
Shore hardness
24 h at 48 h at
IOO°C 100°C
71 D 75D
6O0
7O A
80 D
85D
76 A
84 D 84 D
87 D 86 D
35 D 70 D
85 D 87 D
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Table 6. Nomenclature and structural formulas
Product designalion Nomenclature Structural formula
HX 740
ZC 466
NC 1040
NC 1455
Epon 828
ERL 0510
Shell X 801
DER 732
(2,2-dimethyl heptanedioyl) 1,1-diazlridine
bis(2-methyl azlridinyl ethyl)sulfone
N-phenethyl aziridine
tris- [2-(1-aziridinyl)ethyl] trimellitote
dlglycidyl ether of blsphenol A based resin
N,N-cliglycidyl-p-amlnophenyl glycidy$ ether
2,6-(2,3-epoxypropyl)phenyl glycidyl ether
dlglycidyl ether of poly(propylene) oxide
_N---COC (CH,_)_ (CH:)4 CO--N_
CHa CH:j
"_ N-'-C H_C H.,SO_CH _CH:--N _"
CH_CH=--N_
C:=_---_COOCH_CH_N__
C,_CH--CH_O_, (CH_--C._C.=>,
",o"
[C,_C.--CH_I_ OCH_CHCH_"o"
Table 7. Catalysis with aziridines
Tertiary Gel time at
epoxlde Aziridine nitrogen 100o C
equivalent
Epon 828 HX 740 5%
ZC 466 5%
NC 1040 5%
BDMA 5%
0.040
0.043
0.034
0.037
No gel after 48 h
Same as above
Same as above
10 min
(Soxhlet extraction) for 6 h. Elemental analyses of the
extracted and the unextracted products were carried out.
The elemental analysis of sample number 4 (product of
ZC 466 with Epon 828) showed a 5% increase in nitrogen
content. This was explained as an indication that some
of the epoxide moiety had remained nnreacted and there-
fore extractible. Less nitrogen would have been found if
more of the aziridine moiety, which contains the nitro-
gen, were extracted. Results with number 6 (product of
ZC 466 with DER 736) led to the same conclusions. Here
the increase in nitrogen content after extraction amounted
to 40%.
5. Results From Infrared Analysis
The reactions of Epon 828 with ZC 466 and HX 740
were followed by infrared spectroscopy. Bands specific
to the aziridine ring were identified first, by homopoly-
merizing the ZC 466 and HX 740. The work of H. L. Spell
(Ref. 2) was found helpful in band assignments. The
absorbance of the pertinent bands versus the reaction
times is plotted in Figs. 8 and 9. Both figures show that
the rate of reduction of the band intensity (or the con-
centration) of the aziridines is much higher than that of
the epoxide. If copolymerization were taking place, the
rates would be the same. Other reactions are indicated
by the faster consumption of fl_e aziridines, probably
homopolymerization, or, in the case of HX 740, additional
oxazoline formation.
The absorbance bands of the epoxy group (10.75 u)
was found to be greatly diminished or disappeared after
prolonged heating of the reactants. Most of Epon 828
was, therefore, reacting later, to form the infusible
products.
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The methods discussed for the characterization of the
infusible products formed by the reaction of polyaziri-
dines with polyepoxides have shed some light on the
nature of the reactions. Work will be continued in order
to have a fuller understanding of these reactions.
v
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XII. Research and Advanced Concepts
PROPULSION DIVISION
A. Further Heat Transfer Results for Partially
Ionized Argon Flowing in a Square Channel
Under the Influence of an Applied,
Transverse Magnetic Field, E. J. Roschke
1. Introduction
An apparatus for studying convective heat transfer
from partially ionized gases in a transverse magnetic field
was described in SPS 37-47, Vol. III, pp. 120-128; a sche-
matic of the test apparatus was shown in Fig. 18 of that
article. The first configuration consisted of a long, 2 X 2-
in. square channel terminating in four copper segments
which formed a test section 4 in. long. This test section
was situated between the pole pieces of an electromag-
net. Gas heated by a conventional electric arc heater was
introduced through a square hole in one of the four chan-
nel walls near the upstream end of the channel. Thus,
the flow was forced to turn by 90 deg from injection to
flow along the channel.
Excessive cooling losses associated with the elbow ar-
rangement resulted in gas temperatures which were much
too low (i.e., low electrical conductivity) to yield signifi-
cant experimental results. The elbow, denoted by sec-
tion(_)in SPS 37-47, was removed and all tests since then
have been performed using an in-line arc configuration.
The anode exit is a circular port 0.75 in. in diameter
placed directly against the square inlet section, so that a
backwards facing step is formed at the interface between
arc-heater and inlet section. The inlet to the test section,
which is approximately 9 in. long, is now aligned with
the axis of the arc heater.
This article describes briefly the results obtained on
the first complete test performed with the new configura-
tion. They apply for the short circuit condition (load
factor K = 0) for argon flowing under the following con-
ditions: nominal static pressure in test section of 1 psia,
flow rate of approximately 0.006 lb/s, and input elec-
trical power of approximately 48 kW.
2. Experimental Results
Gas temperatures achieved with the in-line configura-
tion were considerably higher than those obtained with
the elbow configuration. Fig. 1 shows the distribution of
the bulk or average gas temperature in the direction of
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Fig. 1. Bulk gas temperature along channel from
energy balance, test No. 107-10H
flow. These values were computed from an energy bal-
ance by subtracting the measured heat transfer from the
applied power, segment by segment along the apparatus.
Since the applied electric power and gas flow rate did
not change significantly throughout this test, the lower-
ing effect on temperature produced by the magnetic field
should indicate a net increase in energy transfer from
gas to walls with increasing magnetic field. This is seen
in Fig. 2, where the heat transfer to each of the four side
walls of the second segment of the test section has been
plotted as a function of magnetic field.
The average heat transfer for the second segment fol-
lows the trend but is slightly higher than the result for
wall D alone. The second segment was selected because
it is situated in a uniform magnetic field region whereas
the first segment is situated in a nonuniform field region
resulting from end effects of the pole pieces. Heat transfer
to each wall was measured by calorimetry.
A difference in heat transfer between side walls and
horizontal walls might be expected since the magnetic
field alignment with respect to the boundary layers is
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Fig. 2. Heat transfer in second segment of test
section as affected by applied magnetic
field, test No. 107-10H
IO
different (see inset in Fig. 2). The agreement of the four
walls at zero field is within 13%. This variation may have
been caused to some extent by asymmetrics in the flow.
The differences become larger with increasing magnetic
field. The upper and lower walls agree in trend, but this
trend is somewhat different from the trends of the side
walls. The increase in heat transfer at wall C was 40% for
the maximum field condition compared to the zero-field
condition. Wall B shows a marked decrease in heat trans-
fer and does not agree with wall D.
Static pressure was measured along the four walls of
the inlet section of the channel by means of oil manom-
eters. In the test section, however, only side-wall pres-
sures could be measured because of space limitation.
Results for wall D are shown in Fig. 3. Application of the
magnetic field resulted in a general rise in pressure, but
the change in shape of the pressure distribution is per-
haps more interesting. Application of the magnetic field
resulted in a change of pressure gradient from positive
to negative in the region of the test section. Furthermore,
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the field caused a peak pressure to occur upstream of the
test section, in the nonuniform field region.
Curves for wall B were similar in trend but were
slightly lower at the peak than the results for wall D.
One curve for wall B (for maximum field) is shown in
Fig. 3; in the test section the results of both walls agree
ahnost exactly.
Pressure distributions along walls A and C were avail-
able only in the inlet section; at the locations of the peak
pressure, significantly higher readings were recorded
than for walls B and D. Furthermore, readings for walls A
and C agreed very well. The small changes in pressure
seen in Fig. 3 are significant, since they are well within
the reading capabilities of the manometers.
The relatively large rise in pressure noted in the ap-
proach section of the duct is due to separated flow. The
flow leaving the anode of the arc heater has not yet at-
tached to the four side-walls. Attachment is estimated to
have occurred 3 to 4 in. from the anode exit.
3. Summary
The effect of a transverse magnetic field on heat trans-
fer from a low-speed, partially-ionized argon gas stream
flowing in a square channel has been presented briefly
for one test. The results of that test were:
(1) Significant increases in heat transfer were produced
at the two walls which were perpendicular to the
direction of the magnetic field lines. Compared to
the zero-field case, the largest increase observed
with maximum field was about 40%.
(2) IIeat transfer at the other two walls was affected
differently, and these results did not agree even in
trend with one another. A sharp drop in heat trans-
fer was experienced by one of these walls as a
result of applying a magnetic field. Flow separa-
tion from that wall is considered a possibility al-
thongh this does not appear obvious from studying
the wall pressure distributions for the two walls.
(3) Application of the magnetic field resulted in a
change in sign of the axial pressure gradient within
the test section and resulted in a peak pressure
being produced upstream of the test section.
B. Nuclear System Studies: Electromagnetic
Liquid Metal Pump for an Uninsulated In-Core
Thermionic-Diode Nuclear Reactor, G. M. Kikin
1. Introduction
A liquid metal pump of unique configuration has been
designed to meet the pumping requirements of the
uninsulated in-core thermionic diode reactor described
in SPS 37-46, Vol, IV, pp, 149.2--147. The desirable features
of compactness, light weight, and relatively low power
consumption achieved in this design are due primarily
to the toroiclal pump structure, as shown in Fig. 4.
The reference thermionic reactor contains 200 diodes;
each diode having an output voltage of _0.7 V. Five
diodes are arranged in an electically parallel array. Forty
of these five diode clusters are then electrically connected
in series to give the total unconditioned power output of
50 kW at 28 V. A schematic of the flow loops and the
electrical connections for the five parallel diode matrix
is shown in Fig. 5. For this uninsulated diode-reactor
concept, the paralleled diodes would have their coolant
tubes manifolded to a single tube, which then proceeds
to the radiator. Thus, 40 independent coolant flow cir-
cuits would be established to form the radiator.
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Fig. 4. Liquid metal pump for uninsulated in-core, thermionic diode concept
Initially the apparent drawback to this thermionic
reactor concept was the requirement for 40 individual
liquid metal pumps. This potentially undesirable feature
can apparently be relieved with the present pump design.
The single toroidal pump structure actually consists
of 40 individual pumps formed into a compact ring-
shaped configuration. The ring structure is subdivided
into 20 symmetrical subsections, each subsection being
composed of a 2-pump duct sandwich wherein the ducts
are electrically isolated from each other and from the
magnet pole faces by 10 mils of alumina ceramic insula-
tion (Fig. 6). The magnet copper windings, which are
electrically in series with the pump duct, are also insu-
lated with a 10-rail coating of alumina. The noncritical
electrical insulation requirements of this pump practically
negate any insulation radiation damage problems and
therefore allow the pump to be placed close to the re-
actor, if required, without undue degradation in perform-
ance.
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Fig. 5. Schematic flow loops and electrical
connections for five parallel diode
matrix (two blocks shown)
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Fig. 6. Cross-section of liquid metal pump subsection
Lithium flows to the pump (Fig. 7) in %-in. tubing,
then travels through a transition section which feeds a
5-flattened-tube header assembly. These 5 tubes are sepa-
rated from each other by _ 10 mils of alumina insulation.
This configuration was chosen to minimize the bypass
current _ flow. This assembly, which is welded to the rec-
tangular cross-section pump duct, (0.10 cm high by 4.30
cm wide by 2.15 cm long) carries the lithium to this
pumping section. The exiting lithium flows through an-
other 5-flattened-tube header, then through a transition
piece and finally returns to the _;-in. system piping.
In order to minimize "armature reaction" effects (ex-
plained in the analysis subsection following) the lithium
is in a counterflow arrangement through the twin duct
pump subassembly.
The essential features of this pump design are as
follows:
Pmnp duct
Material .............. Cb-lZr
Thickness ............. 0.020 in.
Fluid channel height ... 0.040 in.
Fluid channel width .... 1.70 in.
Fluid channel length .... 0.85 in.
Pumped fluid ............ Lithium 0 1300°F
Flow rate ............. 1.9 gpm/duct
Total number of ducts ..40
Pressure rise ........... 1.5 psi
Fluid pump power ..... 60 W
Bus bars, magnet wire .... Copper
Electrical insulation ...... Alumina, 10 mils thick
Magnet material ......... High-temperature
cobalt-iron alloy
Operating temperature .. _1000°F
Flux density ........... i0,000 G
Pump supply voltage ..... 0.7 V (per pump)
Pump supply current ..... 165 A
Pump power input ........ 4 kW
2. Analysis
The equivalent electrical circuit which represents the
elementary pump duct (Fig. 8) is shown in Fig. 9.
'Current that bypasses the pump duct and thereby represents a
power ]oss.
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Fig. 7. Typical twin-duct pump section
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Fig. 8. Elementary pump duct section
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Fig. 9. Equivalent electrical schematic of
elementary pump duct
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Equation (1), which gives the total current I flowing
through the elementary pump duct section, is derived
using standard de electromagnetic pump design equa-
tions (Refs. 1--5).
i =\ K,a,, /IE' + LR_)+ L (1)
where
Ec
nw =
the counter-electromotive force developed in the
liquid as it moves through the magnetic field
the resistance of the bypass path through the
tube wall
R_ = the resistance of the effective current path
through the liquid
Rb = the resistance of the bypass path in the liquid
I,, = the current which crosses the tube through the
wall
I b =
the current traversing the liquid which lies in the
strong magnetic field
the current traversing the liquid which passes
through regions of weak fields at entrance and
exit portions of the tube
Equation (2) relates the liquid metal flow to the mag-
netic flux density, fluid channel height, pump developed
pressure, total current, and to the various duct electrical
resistances.
lO_sl _ R_R _ 10ps(Q=--if- I\R,,.+ ,,)-_ Re
where
+ n,o+ n_lj
(2)
Q = liquid metal flow, cm:'/s
p = pressure rise, dyn/cm =
B -= flux density, gauss
s = fluid channel height in pump duet, cm
Rearranging and solving for I gives
E, P/ (R¢+R')I=_+27,, a' (a)
where
and
n'- (K,&)(a,o + n_) (4)
= effective resistance for
all current bypass paths
Pt = fluid pumping power =LE¢
One of the main pump design criteria is minimum cur-
rent consumption at fixed pumping power Pt. Therefore,
Eq. (3) is differentiated with respect to E_. Solving for
Ec gives Eq. (5).
E, (rain current) -- [Pt (R_ + R')] _ (5)
Substituting Eq. (5), into Eq. (3) gives
2
I = _ [e_ (n_ + n')]'_ - 2Et,a, (6)
which gives the relationship between the total pump eur-
ent, the back electromotive force in the pump duet and
the overall bypass resistance R'.
In order to determine the overall bypass resistance,
use is made of an analysis by D. A. Watt (Ref. 5). Fig-
ure 11 in this reference plots resistance ratios versus 1/r
which is the ratio of the length to the width of the pump
duct. Therefore
Rb=r,,Ra,,,, =r,,( R_RL )\n_+ R, (7)
where r,, is obtained from Fig. 11, Ref. 5. ro, for the range
of K's (= I/r) of interest, is closely approximated by
r,, _ 1.8K (8)
Substituting values for R,o and Re into the equation
for duct resistance gives
4.0 X 10 "_
ae_t - r (s + 0.1) (9)
In order to reduce bypass current paths, an inlet and
exit tube configuration, as shown in Fig. 7, was chosen.
The inlet and exit flow headers are formed of 5 flattened
tubes which are separated by _10 mils of alumina elec-
trical insulation. These five-tube headers are in turn
welded to the main pump duct section.
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Suhstituting, Eqs. (9), (8), and (7) into Eq. (4) gives
3.6 X 10 '
R' = (10)
s + 0.9K + 0.1
In terms of E, and s, the magnetic flux density, B is
B = 8.33 ;< 10 :'sE, (11)
Equations (11), (10), (6), and (5) may now be used to
design various pumps with K(= l/r) and s (pump chan-
nel height) as variables.
The magnet flux density in the "air gap" is limited by
tile maximum flux attainable in the magnetic structure
and the flux fringing factor _r. The relationship between
magnet, gap areas, and fluxes is given by Eq. (12).
A,,,B,,, = AgB_,¢ (12)
where B v = air gap magnetic flux, the same as B used in
previous equations.
The maximum flux density attainable in any magnetic
alloy is temperature limited. In all cases the magnet must
be operated below its Curie temperature to maintain
useful magnetic properties.
It is estimated that the magnetic structure will operate
at about 1000°F. For this operating temperature a maxi-
mum allowable magnet flux of 10,000 G was chosen. High
temperature magnetic alloys exist (Ref. 8) which would
allow a higher magnetic flux at 1000°F. But, for this
design, these higher maximum fluxes were not chosen in
order to allow for design margin and, also, to attempt to
equalize the magnet cross-sectional area and the pump
duct cross-sectional area (l X r).
The magnetic flux fringing factors cr for the gap were
calculated using equations obtained from Refs. 6 and 7.
The equations for magnetic flux fringing are of the
form
C.,v
cr(s) = C, + --if- (13)
where
(s) = magnetic flux fringing for a particular value
of s
C,, C.e = constants
v = fluid velocity
K = 1/r
Therefore, for various values of s(v = i0 ft/s in all
cases) and K, _ can be calculated.
Thus for equal magnet and duct cross-sectional areas
the maximum flux attainable in the gap is the maximum
magnet flux density divided by _r. Thus, for example, if
a particular duct configuration required a flux density
of, say, 3000 G and the calculated value for c, is 4, then
Bm _ 12,000 G, which is greater than the maximum al-
lowable (10,000 G). Therefore, the 10,000-G magnet flux
limit provides a part of the design envelope that contains
the cases of practical interest.
Another limitation is a minimum practical value for the
flow channel height s, which was chosen to be 0.1 cm
(0.040 in.) in this study.
Figure 10 shows the minimum pump current as a func-
tion of the channel height s, and the length/width ratio K.
The indicated design area is bounded on one side by the
minimum channel height criterion and on the other side
by the 10,000 G maximum magnet flux density line. As
initially pointed out, a minimum pump current utilization
enables the choice of an "optimum" where the optimum
is heavily weighted by a desire to minimize pump cnr-
rent and thereby reduce the parasitic power loads from
the thermionic power source.
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As seen in Fig. 10, the chosen design point wllnes are
17. = 164 A 1 = 1.96 cm
s = 0.1cm r = 3.92cm
K = 0.5 B,,, = 9100 G
Since the magnet copper winding coil is in series with
the pump duct, the curent in both is the same, namely
164 A. The magnetizing copper wire consists of nine turns
of 0.085-in. square copper wire, which is wound around
the rectangular cross-section magnet structure. Current
flows though each of the twin pump ducts in a counter-
flow arrangement to provide a simple method of compen-
sation to prevent field distortion. As a result of this
arrangement, the lithium flow in each of the twin-duct
subassemblies flows in opposite directions. This flow pat-
tern is easily accomplished by proper routing of the
lithium pipes from the reactor core.
The current paths between the thermionic diode nu-
clear reactor, the primary load and the pump circuit are
shown in Fig. 11, Under nominal conditions the indi-
vidual diode-bank to pump fluid lines carry no current,
as all the diode output voltages are the same and all
the pump resistances are equal. However, should a bank
of parallel connected diodes be subjected to electrical
changes (partial shorts or opens), then the fluid lines will
draw some circulating currents of relatively small mag-
nitude. This effect is being analyzed in more detail.
/
5- DIODE CLUSTER j
-- o.7 v-.l_,
0,07 v_
'91-- 0.7 V'-I_
.,_ ,vvv%%
PRIMARY LOAD
-- 0.65 v
o.o8I
_-MAGNET FIELD
WINDING
_-- PUMP DUCT
0.92[
Fig. 11. Current distribution for uninsulated
diode design
3. Conclusion
A compact, light weight, liquid metal pump of novel
configuration has been designed for an uninsulated in-
core thermionic-diode nuclear reactor. The power re-
quirement of this dc pump is well suited to the basic
thermionic diode output (low voltage, high current); and
therefore, the raw unconditioned diode output may be
directly used to power this electromagnetic pump.
Refinement of this pump design will be continued; fur-
ther pump analysis will include the effects of degraded,
nonnominal thermionic diode operation on pump per-
formance.
An alternate approach of using isolated, conditioned
power for the pump ducts would prevent voltage changes
of individual diode banks from giving rise to circulating
currents in the fluid pipes at the cost of additional power
conditioning requirements.
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C. Operation of a 20-cm Diameter Electron-
Bombardment Ion Thruster With a Hollow
Cathode, E. V. Pawlik and T. D. Masek
1. Introduction
Solar electric propulsion systems are presently being
studied to determine their feasibility. Initial system results
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are presented in Ref. 1, and an improved thruster perform-
ance is reported in SPS 37-48, Vol. III, p. 131. Some bell
jar diode tests were run on a hollow cathode (SPS 37-48,
Vol. III, p. 119) to determine if a cathode of the type em-
ployed in a flight system (Ref. 2) could also be incorpo-
rated in the JPL program.
The initial bell jar tests indicated that the cathode
designed for the smaller (15-cm diameter) flight type
thruster was not adequate for the larger unit. A cathode
redesign was necessary to achieve a proper thermal bal-
ance with the plasma, thus eliminating cathode melting
problems. This article describes the preliminary operation
of a redesigned hollow cathode in the improved thruster
of SPS 37-48, Vol. III.
2. Thruster
A photograph of the thruster is presented in Fig. 12.
A sketch of the hollow cathode is shown in Fig. 13. The
cathode differed from that of SPS 37-48, Vol. III, pri-
marily in the size of orifice used. An 0.064-cm diameter
orifice was employed to provide a greater surface area
within the orifice for heat transfer and thus maintain
lower temperatures in this region. Earlier results indi-
cated high cathode temperatures and melting occurred
at the orifice when a small (0.022-cm diameter) orifice was
employed. This heating is believed to result primarily
from ion bombardment.
L
2% THORIATED /--- i-cm-LONG
TUNGSTEN DISC _ / TANTALUM
016 cm DIAM-- /_ /_-O064-cm-DIAM/ INSERT COATED
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,_ / / // SOLUTION
2_///'/ '_ ;jp .............. _MERCURY
045cm l 010 cm DIAM ,{_
\
ELECTRODE - _ I_ \_-- 0.132- cm - DIAM
0.08 crn_l_ _ '_'_ HEAT SHIELD TANTALUM
TUBING
HEATING
ELEMENT
Fig. 13. Hollow cathode construction
The mounting of the cathode within the thruster is
shown in Fig. 14. Close contact was maintained between
the cathode and the boron nitridc mount to provide an
additional heat sink. Separate vaporizers were employed
for the mercury flow to the cathode and the thruster. The
flow in each case was fed and measured from an external
burette.
A 0.16-cm diameter wire was used as a keeper electrode
to initiate and maintain the cathode discharge. The keeper
was located 0.08 em from the cathode surface. A baffle,
which controls the electron injection geometry into the
main chamber, was mounted on the end of the distributor
pole piece in an optimum location as indicated by Ref. 3.
A pole piece inner-diameter of 6.4 em, as used on the
SPS 37-48, Vol. 1II, thruster was maintained. Runs were
made with 3.8-and 5.1-cm diameter baffles, which were
mounted by four 1.0-cm wide legs.
3. Thruster Operation
The thruster employing the smaller baffle was operated
for approximately 6 h as the mercury flow rate was varied.
The discharge chamber losses (ion chamber power/ion
beam current) as a function of mass utilization (mercury
flow in equivalent amperes/ion beam current) for three
flow rates is presented in Fig. 15 and was obtained by
varying the arc voltage. The keeper current was main-
tained at 0.5 A during the runs. Operation at 10 A arc
current was maintained for approximately 2 h.
Fig. 12. Photograph of a 20-cm diameter electron
bombardment ion thruster
Data obtained during thruster operation for the larger
diameter baffle are presented in Fig. 16. This thruster also
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Fig. 14. Sketch of component arrangement within ion thruster
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O.U
employed a thinner screen grid than that used in the
previous run. These two changes resulted in reduced ion
chamber losses. Total run time was on the order of 5 h,
including about 1 h at 10 A arc current.
03
hi
CO
3
rY
kal
rn
c.)
hi
Cr
G)(D
400
380
360
340
320
50C
280
260
0.55
I I I 1 I
0 0 __
-4
./,.. 81AS VOLTAGE = 2 kV%2
MAGNETIC FIELD = 15 G
ARC VOLTAGE = 26..5-27 V
SCREEN GRID THICKNESS= 0.075 crn
TOTAL MERCURY FLOW = 6.8 g/h
CATHODE FLOW = 08 o/h
k J J I I I
0.60 0.65 0.70 075 080 085 09',3
MASS UTILIZATION EFFICIENCY, %
Fig. 16. Ion chamber performance as a function of
mercury flow rate of 5.1-cm diameter baffle
4. Conclusions
A hollow cathode with a 0.064-cm diameter thoriated
tungsten orifice was found capable of providing stable
operation of a 20-cm diameter ion thruster. Operation at
a maximum arc current of 10 A was maintained for about
3 h. Cathode melting problems were not encountered, and
there was no noticeable wear of the cathode during a
total thruster operating period of 11 h. Some ion chamber
instabilities were noted at low values of mass utilization
and with various ratios of propellant distribution.
Some plasma instabilities were noted during both
thruster runs. Instabilities occurred at low ratios of arc to
equivalent mercury flow current and were evident as
oscillations in the interception current and by visual
observations of the ion chamber plasma. These oscilla-
tions usually occurred at mass utilizations below 50_.
Additional instabilities were noted at both low and high
ratios of cathode to total flow rate.
Microphotographs were taken of the cathode orifice
before and after each run and are shown in Fig. 17. No
cathode melting at the orifice was observed. Some very
slight polishing of the entire cathode surface was the only
evidence of wear.
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Fig. 17. Hollow cathode orifice before and after thruster operation: (al before running; Ib) after 6 h of operation;
|c) after 11 h of operation
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 211
D. Pressure and Heat Transfer Distributions in a
Duct, a Supersonic Nozzle and a Diffuser,
L. H. Back, R. F. Cuffel, and P. F. Massier
1. Introduction
The flow field in subsonic, transonic and supersonic
regions in internal flows through variable cross-sectional
area channels and the convective heat transfer from the
flows pose a formidable problem for the designer and
theoretician. The flow field may consist of (1) an internal
core where viscous effects are negligible, (2) a boundary
layer where shear stresses are important, and (3) in super-
sonic regions, shock waves and their interaction with the
boundary layer. In other regions viscous effects may ex-
tend to the center of the channels.
Knowledge of the structure of the flow is vital, since
heat transfer from hot gas streams to cooled walls involves
the transport of thermal energy across the boundary layer.
Of greatest interest are regions where heat transfer is
high, such as in the throat region of supersonic nozzles, in
some flow separation regions, and in regions of single
shock wave boundary layer interaction or multiple shock
wave (pseudo-shock) boundary layer interactions. Knowl-
edge of the heat transfer may, in some cases, be of critical
importance in maintaining the integrity of a device. There
is also interest in investigating heat transfer reduction,
such as has been found to occur along the convergent sec-
tion of supersonic nozzles as a consequence of laminariza-
tion of the turbulent boundary layer because of flow
acceleration (Refs. 1-4).
In this discussion measurements are presented for
an axisymmetric test section comprised of a constant-
diameter duct, supersonic nozzle, and a second-throat
diffuser. Some heat transfer measurements in the nozzle
throat were reported in Ref. 1, and some pressure distri-
butions along the diffuser with ambierlt-temperaturc air
were described in SPS 37-48, Vol. III, pp. 117-119.
2. System and Test Section
The test section is shown in the upper part of Fig. 18.
Compressed air was heated at a remote distance upstream
of the duct by combustion of a small amount of methanol
introduced by a spray nozzle. Combustion effects were
minimized by separating the combustion chamber from
the test section with a large cahning chamber that con-
tained baffles to promote mixing, and screens to reduce
large-scale turbulence. The flow was accelerated in a con-
traction section of area ratio 11.6, downstream of the
calming section, before entering the duct. A boundary'
layer trip just upstream of the duct inlet produced a tur-
bulent boundary layer where wall cooling began. The
tube, 5 in. in diameter, has a length of 8.7 diameters; the
conical nozzle has convergent and divergent half angles
of 10 dog and a circular arc throat with a 1.60-in. throat
diameter; and the diffuser has a second throat of 4.25-in.
in diameter (additional dimensions are given in SPS 37-48,
Vol. III). The flow discharged into the atmosphere from
the diffuser.
Detailed knowledge of the pressure and heat transfer
distributions along the test section is made available bv
115 wall static pressure taps and 135 circumferential
coolant passages with passage widths relatively small
compared to the radius of the component. Pressures were
measured with water manometers, mercury manometers,
pressure transducers and Heise gages, the selection of
which depended upon the location of the pressure taps.
The local wall heat flux and wall temperature were deter-
mined from the calorimetric measurements. The heat
transfer coefficient calculation was based on the differ-
ence between the stagnation temperature at the entrance
Tt,,, and the wall temperature T,,. The wall was nearly
isothermal with (T,,. (T,,) _ 0.45.
3. Experimental Results
For the test shown in Fig. 18 at a stagnation pressure
of 20 psia and a stagnation temperature of 1455CR, the
flow was subsonic in the duct (M -- 0.07) and was accel-
erated to supersonic speeds in the nozzle. The nozzle did
not flow full and shock-induced flow separation occurred
just downstream of the throat where the flow was shocked
down to subsonic speeds.
The heat transfer coefficient decreased along the duct
because of turbulent boundary layer growth. Boundary
layer measurements were made at stations marked A, B,
and C along the test section. Momentum and energy
thicknesses, 0 and _, calculated from the pitot tube and
temperature probe traverses are shown in the table in
Fig. 18. In the convergent section of the nozzle the heat
transfer coefficient increased primarily because the mass
flux increased, but also because the boundary layer was
reduced in thickness as a result of flow acceleration. The
heat transfer coefficient reached a local peak value just
upstreana of the throat; and for this test, as a consequence
of the comparatively low stagnation pressure, there was
partial laminarization of the turbulent boundary layer
along the convergent section as a result of flow accelera-
tion (Ref. 1).
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Fig. 18. Pressure and heat transfer distributions
In the subsonic separated flow region in the divergent
section of the nozzle, the heat transfer exceeded the throat
value by as much as 50_. The flow reattached somewhere
upstream of the throat of the diffuser. The heat transfer
eoe_cient diminished along the diffuser from the peak
value upstream in the flow separation region.
this regard, if the heat transfer coefficient were based on
the local average stagnation temperature rather than on
the entrance value, values of h would be progressively
higher along the test section than those values shown,
with the increase amounting to 70_ at the end o£ the
diffuser.
Local flow separation and reattachment also occurred
iust downstream of the beginning of the diffuser throat
section where the subsonic flow was unable to flow around
the 6 deg corner at z- 68.0 in. without separating. In
the exit section of the diffuser, the flow again separated
because of the 8 deg corner at z = 110.0 in. and the
heat transfer coefficient increases again in this separa-
tion region.
The total heat transferred to the wall of the entire test
section was 24_ of the energy in the entering flow. In
4. Summary and Conclusions
The measurements shown in Fig. 18 indicate several
flow regimes with the heat transfer generally high locally
in regions of separated flow. The heat transfer distribu-
tions in the divergent part of the nozzle and in the diffuser
are expected to be strongly dependent on the overall pres-
sure ratio, because of expansion of the gas to pressures
below atmospheric in flowing through the nozzle. The gas
must then be compressed to the atmospheric back pres-
sure either by single or multiple shock waves, which can
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lead to high heat transfer at the locations where shock
waves interact with the boundary layer. Tests at higher
overall pressure ratios are planned. At an upstream stag-
nation pressure of 80 psia and higher, the nozzle will
flow full.
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E. Liquid-Metal Magnetohydrodynamic Power
Conversion, t. G. Hays and D. J. Cerini
Nuclear-electric powerplants for electric propulsion
will be required to have operating lifetimes of at least
7000 h. Power conversion systems without rotating com-
ponents, such as pumps and turbines, may be best able
to achieve this lifetime. A Rankine cycle free of rotat-
ing components being investigated is the liquid-metal
magnetohydrodynamic (MHD) system wherein lithium is
accelerated by cesium vapor in a two-phase nozzle, sepa-
rated from the cesium, decelerated in a MHD genera-
tor, and returned through a diffuser and heat source to
the nozzle.
A 50-kW NaK-nitrogen MHD conversion system is
being prepared for testing. Measurements have been
made of the heat transfer between a ceramic and a metal
surface simulating the thermal interface between the
stator blocks and liquid-metal channel in a 2000°F con-
version system.
1. NaK-Nitrogen Conversion System
The fabrication of the conversion system is continu-
ing. The first of the fourteen generator coils fabricated
employed a milling-cutter technique to achieve the con-
ductor cross-section decrease from the end-turn portion
to the slot section of the coil. Interturn insulation was
achieved by the insertion of 0.003-in. thick by 0.060-in.
wide fiberglass tape, followed by vacuum impregnation
with epoxy. The slot portion of the coil was then machined
to match the tapered cross-section of the stator slots; but
this resulted in separation of some of the coil turns, indi-
cating inadequate epoxy impregnation. The remaining
coils are being insulated with porous paper tape, which
has been found to give greater bonding strength.
Figure 19 shows the conversion system in the NaK test
cell after welding of the NaK return lines. The nozzle,
start tank, check valves, and downstream portion of the
return lines are the same parts used previously in closed-
loop tests with a conical separator and no generator. That
experiment was described in SPS 37-34, Vol. IV, pp. 163-
170; the procedure for initiating closed-loop operation
will be the same as in the earlier experiment.
2. MHD Duct Thermal Insulation
High efficiency performance of the liquid-metal MHD
system requires a satisfactory method of insulating the
2000°F (_ll00°C) lithium stream from the cobalt-iron
alloy stator blocks. The insulation must satisfy several
requirements:
1. A high resistance to heat transfer so that the stator
blocks can be cooled to an acceptable temperature
of 300--400°F (_ 150-200°C).
2. Minimum thickness to permit a small gap between
the stator blocks.
3. No metallic structures to cause eddy current losses.
4. Long life in the high temperature environment.
One method which offers promise of meeting all these
criteria is to utilize the contact resistance to heat transfer
between a ceramic surface and the metal of the stator
blocks. Previous lower temperature work on the uranium
dioxide-stainless steel combination (Ref. 1) had demon-
strated heat transfer coefficients for roughened surfaces
which were low enough to acceptably limit heat losses to
about 50 W'cm _ to the cooled stator at a contact pressure
of 60 psi. An experiment was, therefore, initiated to mea-
sure the contact resistance for the materials and tempera-
tures of interest for the liquid-metal MHD system.
The basic test section, shown in Fig. 20, had a niobium-
1_; zirconium body to which an alumina plate was brazed.
The body contained an electron-bombardment heater and
thermocouples. The alumina plate was optically fiat to
within one wavelength to provide a known type of sur-
face. A hohlraum was drilled in the side of the alumina
plate _._-in. from the surface to permit an optical py-
rometer to be used for the primary high temperature
measurement.
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Fig. 20. Contact heater test section
The base was constructed of high purity nickel and was
also lapped to an optical fiat. The base was water-cooled,
and thermocouples were installed to determine its tem-
perature and the temperature rise of the cooling water.
The water temperature rise, together with the water flow
rate, gave the heat transfer rate from the high tempera-
ture alumina plate to the nickel base.
The test piece, assembled with radiation shields as
shown in Fig. 21, was operated in a diffusion-pumped
vacuum chamber to eliminate gas conduction. The pres-
sure varied between 2 X 10 _' and 5 X 10-" torr during
the tests. The contact force was varied by loading the
stems of the test piece externally through a bellows seal.
The complete test series requires varying the surface
finish and the contact pressure of these surfaces to deter-
mine the influence of those parameters on the contact
heat transfer coefficient. The initial tests with both sur-
faces having an optical finish have been completed. The
results are given in Fig. 22 where the heat transfer eoeffi-
Fig. 21. Contact heat transfer experiment
cient, based on the total heat transfer including radia-
tion, is plotted versus the contact pressure. At a contact
pressure of 60 psi (4 atm) the heat transfer coefficient
is about 0.04 W/'cm:-°C. For a temperature difference
of IO00°C this yields a satisfactorily low heat transfer rate
of 40 W/era'-'.
A second test was performed to investigate the feasi-
bility of reducing the heat transfer further by inserting
zirconia microspheres between the two surfaces. With
less than 0.015 in. (0.4 mm), of 10(O200 mesh microspheres
between the two surfaces the heat transfer coefficient was
reduced by a factor of almost three. At 60 psi (4 atm) the
heat transfer coefficient was 0.015 W/cm-'-°C, giving a
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total heat flux of 15 W/cm'-' at a AT of lO00°C. The total
duct area for a 300 kWe system is approximately 1000 cm 2,
so the total duct heat loss would be about 15 kW, which
is no greater than the winding loss.
Further tests are being conducted to investigate the
time dependence of heat transfer with the microspheres
inserted, and to determine the influence of roughening
the surfaces.
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F. Analog Simulation of Current-Voltage
Characteristics for Thermionic Diodes,
H, Gronroos
1. Introduction
Analog computer simulation studies of space thermionic
reactor powerplant dynamics and controls to date have
employed a simplified description of thermionic diode
current-voltage (I-V) characteristics (SPS 37-45, Vol. IV,
pp. 136--141 and Ref. 1). In these investigations the follow-
ing expression was used for the net current I
I = Af_:T'_. exp [-e (qse + IR_,)/kTE]
- AfeT_ exp [ - e _c/kTc]
= 1_,_. - 1,,..t (1)
In Eq. (1), A is the Richardson-Dushman constant; fi: and
fc are normalization constants for the emitter and collec-
tor, respectively; T_ and Tc are the emitter and collector
temperatures, respectively; q,,, is the effective collector
work function; and RL is the electric load. q_ is a constant
which, together with [_: and [_., is selected so as to have
the best possible fit to the selected experimental I-V char-
acteristics. A valne 6_ = 2.10 eV has been used.
Expression (1) may be applied in a limited range to a
thermionic converter operating at higher than optimum,
hut constant, cesium reservoir temperature. As indicated
by Fig. 23, this expression does not permit the character-
istie curves to cross each other, i.e., the I-V values are
determined by a unique temperature. If the cesium reser-
voir temperature is optimized with respect to performance
at a given emitter and collector temperature and given
current density, cross-over will occur, as illustrated by
Fig. 24.
I-V characteristic cross-over may for some operating
conditions lead to an emitter temperature runaway (burn-
out) phenomenon. If for a given electric load, optimum
cesium pressure, and operating point the thermal power
input is increased over a critical value, the converter will
be driven to a high emitter temperature and a small elec-
tric power output. When the thermal power input is low-
ered from this new operating equilibrium, a critical value
is again reached, and the converter will be driven to a low
emitter temperature. Then, to reach the original starting
point, thermal power must be increased. An increase in
the cesium reservoir temperature above optimum may be
required to prevent burnout, but at a penalty in per-
formance.
If a thermionic diode is an integral part of a reactor
core, the interaction between diode burnout behavior and
the temperature coefficients of reactivity, may lead to the
oscillatory behavior, at least for the open loop uncon-
trolled system.'-'
The implications of the above described possibJe be-
havior on thermionie reactor control system design have
=Schock, A., private communication.
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not yet been investigated. To study these questions an
improved analog simulation of thermionic diode char-
acteristics has been developed. Rather than attempt a
complete simulation of relevant equations, an empirical
method is used. Considering the complexity of the under-
lying phenomena, the simulation is simple, with only a
small sacrifice in accuracy.
2. Simulation Method
Several analytical descriptions of thermionic diode per-
formance have been derived. One of the most complete
and successful is the development given by Wilkins
(Ref. 2). Wilkins' computer code results show good corre-
lations with experimental data over a broad range of
practical converter operating conditions. It is not feasible,
however, to attempt a complete adoption of Wilkins' de-
velopment for analog simulation. This is mainly because
the balance equations are different if the electrode plasma
sheaths are accelerating or retarding, and because the ion
current is considered.
If it were sufficient to only consider the electron current
and one form of the potential motive diagram, the
resulting simplification would make analog simulation
feasible. Instead of employing this approximation, and
since Wilkins' results are available, these data may be
used to obtain empirical correlations and normalizations.
By use of function generators, the simulation may be
matched to available information. A major complication
arises because of tile multidimensional nature of the prob-
lem. The electrode temperatures, the cesium reservoir
temperature, and the electric load are the independent
variables. It is, however, possible to find correlations that,
218 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
3 I I I
Jc = 4.972 A-cm "2
Tcollecto r = 1150*K
Tce$ium = 610*K
W EMITTER AND MoCOLLECTOR,
IOmil SPACING
>
LS
,,:%
I--
_1
o
>
o
o
Z//JE = 0.543,5 LINE
EMITTER TEMPERATURE °K =
I00
2000
190O
1800
1700
2400
2300
2200
I
5 I0 15
CURRENT DENSITY, A-cm -2
Fig. 24. SIMCON code calculated I-V characteristics with emitter temperature as parameter
2o
with acceptable accuracy over a range of operating condi-
tions, account for the consequences of variations in these
variables.
a. First case.
Constant cesium reservoir temperature and constant
collector temperature. Consider first the case where the
cesium reservoir temperatures and collector temperatures
are held constant. The net current, which is the sum of
electron ]e and ion ]i current contributions, may at the
emitter plasma edge for the ignited mode be written in
compact form as
1 = 1_ + l_ = ]e (TE, Tc,)
(2)
In Eq. (2), 1_: is the Richardson current
1_: = A T_: exp [ - e_E (Te, T_.,)/kT_:] (3)
where the field free electron work function q,,: is a func-
tion of emitter and cesium material properties and of
emitter and cesium reservoir temperatures. The currents
]e and ]i are complicated functions of the motive diagram
and the temperatures.
To obtain a normalization to Wilkins" calculated data,
an (I/]_:),o .... (I/]) = constant (<1) curve is drawn, as
shown on Fig. 24. The constant is selected to be <1.
Function generators trace I_ (T_:) and output voltage
Vo ....... (TE) dependence on emitter temperature. At con-
stant emitter temperature ]p, = the constant, and I/]1,,
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 219
to verify analytical results expected from a study of the
transverse mode of combustion instability in liquid rocket
motors (JPL contract 951946).
To provide a basis of comparison, the spatial character-
istics of the fully developed disturbance exhibited by the
engine with the so-called full injector were first evaluated.
Following this, the injection distribution was modified
and the wave characteristics were evaluated for:
(1) Main or core flow only.
(2) Boundary flow only.
(3) Boundary flow plus flow from two adjacent concen-
tric rows of main elements (i.e., a so-called annular
distribution).
The results from these experiments are discussed in the
following paragraphs.
2. Experimental Procedure
The general procedures and instrumentation used are
the same as those used previously for the ll-in.-diameter
engine tests and are described in Ref. 1. An exception is
the inability to operate the 18-in. engine reliably in a
steady mode for the present experiments; therefore, most
of the results are for spontaneously excited resonance
rather than for the bomb-induced resonance used previ-
ously. This factor is presumed not to affect the results
so far as the fully developed wave characteristics are con-
cerned, since an earlier comparison of wave properties
for bomb and self-induced spinning modes in the ll-in.
engines did not reveal significant differences in the devel-
oped wave (SPS 37-43, Vol. IV, pp. 224-230). A typical
..,,,_tk-'%--_,_ /_ ENVELOPE OF
_/ PRESSURE OSCILLATIONS
./---SPONTANEOUS INITIATING PULSE
~ 90 psig
_-FIRING TERMINATION _"-'_ O psi(]
O.lO _ _ TIME
Fig. !. Typical firing profile for RC injector 1;
full injector with spontaneous transition
to resonance
firing profile (chamber pressure versus time) used for the
present experiments is depicted in Fig. 1.
3. Wave Characteristics for the Full Injector
Portions of typical pressure records obtained for the
fully developed rotating wave for near-design flows are
illustrated on the right-hand side of Figs. 2 and 3, which
show, respectively, a set of simultaneous measurements
down the length of the chamber and across the injector
face radius. For comparison, analogous measurements
obtained previously for the two ll-in.-diameter engines
are shown to the left in each figure. The geometric orien-
tation of the several measurements is indicated for each
case. All traces are dc analog records of Kistler trans-
ducer outputs.
Qualitatively, the transient characteristics of distur-
bance are the same for all three engines. Briefly, a pres-
sure wave sweeps supersonically (M _ 1.7) around the
chamber circumference, having a shock-like frontal struc-
ture near the comer of the chamber (i.e., the junction of
the face and chamber wall). Additionally, the peak pres_
sure amplitude of the disturbance varies axially and
radially, with the greatest amplitudes occurring near the
injector end of the chamber wall and in the outer half
radius of the injector face. And finally, a phase displace-
ment with position along the chamber wall occurs such
that the nozzle end of the disturbance leads the injec-
tor end.
The spatial and amplitude characteristics of the dis-
turbance, as measured at the chamber boundaries, are
summarized in greater detail in Figs. 4 and 5, where again
they are compared with the ll-in, engine results. Note
that for RC injector 1, data for both clockwise (CW) and
counterclockwise (CCW) wave travel are shown but that
no difference attributable to travel direction is clearly
indicated. Further, no clearly preferential travel direction
was observed in 37 spontaneously resonant firings of the
full injector (21 CW and 16 CCW).
4. Wave Characteristics for Modified Propellant
Distributions
For the ensuing discussion, refer to Fig. 6, which
depicts the various modifications made to the propellant
distribution. The various composite distributions shown
are based on the axial mass flux distribution for individual
elements, as determined for nonreactive propellant simu-
lants (Ref. 2). Starting with the full injector (Fig. 6a) the
modifications were incorporated by simply deleting the
flow from the unwanted rows of elements.
224 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
3 I I I
Jc = 4.972 A-cm -z
Tcollecfo r : 1150*K
Tce$ium = 610OK
W EMITTER AND MoCOLLECTOR,
IOrnil SPACING
w"(.9
<I
5
o
o
o
I/d E : 0.5435 LINE
EMITTER TEMPERATURE *K =
2100
2000
19OO
-- 1800
-- 1700
-- 2400
2300
2200
I
5 I0 15
CURRENT DENSITY, A" crn-2
Fig. 24. SIMCON code calculated I-V characteristics with emitter temperature as parameter
2O
with acceptable accuracy over a range of operating condi-
tions, account for the consequences of variations in these
variables.
a. First case.
Constant cesium reservoir temperature and constant
collector temperature. Consider first the case where the
cesium reservoir temperatures and collector temperatures
are held constant. The net current, which is the sum of
electron 1_ and ion 1_ current contributions, may at the
emitter plasma edge for the ignited mode be written in
compact form as
I = ]_ + ]i = 1_ (T_:, Tc.)
× [L(T.,T.o,T_.,V.,4,_)+]¢ (T,:, T_,)Ji(T¢'T_o'T_"V':'*":) 1 (2)
In Eq. (2), Jr: is the Richardson current
1_ = A T_: exp [ - e4_x (TE, T_,)/kT_:] (3)
where the field free electron work function 6r: is a func-
tion of emitter and cesium material properties and of
emitter and cesium reservoir temperatures. The currents
l_ and ]i are complicated functions of the motive diagram
and the temperatures.
To obtain a normalization to Wilkins' calculated data,
an (I/1_:) ...... (I/1) = constant (<1) curve is drawn, as
shown on Fig. 24. The constant is selected to be <1.
Function generators trace I_: (T,) and output voltage
V, ......... (TE) dependence on emitter temperature. At con-
stant emitter temperature ]e = the constant, and IlL:
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varies depending on the load, sheath and plasma condi-
tions. The problem is to obtain a single representation of
I/JE for all curves in Fig. 24. The theoretical development
suggests an equation of the form
.......,./E(")1/ ] E = [ e k--_sT--_, + --i- ...... -
+[. ..... } (4)
The result of plotting I/IE versus the first two terms on
the right-hand side of Eq. (4)is shown in Fig. 25 for
various emitter temperatures. For I/L,: < 1 there is very
nearly a single curve. For I/]E > 1 there is a family of
curves, but they may be collapsed into a single curve by
inclusion of the third term on the right-hand side of
Eq. (4). Here a is a constant for constant cesium reservoir
temperature. The curve on Fig. 25 is programmed on a
function generator, including the region I/]_ > 1 for a
normalizing temperature T_,.... ,,. If the emitter tempera-
ture varies and I/]E > 1, a relay is activated to add a term
a(J_:,;l--1) .xT_: to the abscissa.
Since the output of the function generator representing
the curve on Fig. 25 forms a dosed loop with its input,
there is concern over the stability and noise in the simula-
tion setup. No stability problems have occurred, however,
and high frequency noise is filtered out.
b. Second case.
Inclusion of cesium reservoir temperature variations
and collector temperature variations. Variations in the
Richardson current ]E due to changes in the cesium reser-
voir temperature may be accounted for by the factor
f_ = exp [-a (1 To8 - 1/T ....... )] (5)
0,8
0.7 --
0,6-
0.5-
0.4-
0.3-
0.2
0.1
0
-35
3.0
Z.O
1.0
Fig. 25. Correlation of I-V characteristics at various emitter temperatures employing SIMCON code calculated data
220 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
or more completely by mocking up the curve for
cb_ (Te/Tc,), and then forming the exponential.
Figure 26 shows how to determine V ...... ,, (TE, To,). In
this figure for I/]E = a constant and for variable cesium
reservoir temperature, voltage versus current has been
plotted. It follows that one may set
With the use of the relationships (5) and (6), the curve
in Fig. 25 for I/I_: < 1 remains the same for varying cesium
reservoir temperature. For I/1_ > 1, the factor a in Eq. (4)
must be made a function of To,.
Finally, to include collector temperature variations, the
change in Vo ...... is accounted for by forming a function
aVo ...... = _e(T& _Io.....
where AI,, ..... is calculated from
zxI0.,o,, = constant. AJE
(6) 1_(To, T.)
z_Vo........ = a (T,_) I (8)
where
(7) 1c = A T_ exp [ --e6z (Tc/Tc.,)/kaT] (9)
>
I..-
J
o
>
2 --
I --
0
0
I I I
I/J E = O. 5455
Tc = 1150°K
W EMITTER I AND
MO COLLECTOR
I0 rail SPACING
TE = 2400 OK
cES,UMRESERVO,R
_- - _ _ _ _ TEMPERATURE *K=,
7;, - "-'---- "" _"-" 650 -
I _ ""--"" -" 630
80 _ 59"0 .....
I I I
5 I0 I,.5
CURRENT DENSITY, A . crn -2
Fig. 26. I/J_: = constant curves for various cesium reservoir temperatures
2O
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3. Simulation Results
Based on the above outlined approach, an analog simu-
lation of thermionic I-V characteristics was developed.
The general simulation diagram is shown in Fig. 27. Rep-
resentative I-V characteristics are shown in Fig. 28. These
curves are in good agreement with Wilkins' computed
results over a large range. Experimental data could also
have been used in developing the normalization and cor-
relation curves. The curves cover the range from 1 A. crn -2
to 35 A • cm -_. Extending the range further leads to scaling
problems on the computer.
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Xlll. Liquid Propulsion
PROPU,StO.o ws o.
A. Resonant Combustion, R. M. Clayton
1. Introduction
A primary objective of the resonant combustion (RC)
project has been to experimentally define the fully de-
veloped wave phenomena associated with the destructive
spinning mode of liquid-rocket resonant combustion. Past
work has dealt with two different injector designs which
utilize ll-in.-diameter chambers, operated at 300 psia
combustion pressure with the Corporal/the NzO, +50/50
(UDMH/N_H,), and the N_O, + N2H4 propellant com-
binations (Ref. 1). z Present work involves a third injector
(designated RC injector 1) having % the nominal propel-
/ant mass flux of the above injectors and operating at
100 psia chamber pressure. The N_O4 + 50/50 propellants
are again used.
In the previous work with the 11-in.-diameter engines,
it was found that a high-amplitude, steep-fronted pres-
sure disturbance, having the essential characteristics of a
combustion-driven shock wave (hence, detonation-like),
_Oxidizer-SFNA (81.3-81.45 HNO:_; 14.0% NO_; 2.5% H20; 0.6_
HF by weight). Fuel-Corporal (46.5_ aniline; 46.5% furfuryl alco-
hol; 75 N..H_ by weight).
*Also, SPS 37-30, -36, -41, -42, -43, Vol. IV, pp. 123-130, 163-173,
134-151, 88--103, 224-230, respectively.
sweeps about the chamber circumference and that the
characteristics of the wave are significantly affected by
variations in the combustion environment in the proximity
of the chamber wall. These observations for one of the
ll-in, engines, where circumferential variations in the
propellant distribution were known to exist, are summar-
ized in SPS 37-41, Vol. IV, pp. 134-151. Here variations in
wave velocity and wave shape were qualitatively corre-
lated with the mass distribution nonuniformity. Later, the
other ll-in, engine was modified to reduce the near-wall
propellant flux by the insertion of an 18-in.-diameter
chamber section near the injector face. As discussed in
SPS 37-42, Vol. IV, pp. 88-103, this experiment resulted
in a drastically reduced wave amplitude, front steepness,
and wave velocity.
In view of the apparent significance of the chamber
wall and the near-wall environment to the spatial proper-
ties of the rotating wave, attention lately has focused on
achieving a more quantitative understanding of this rela-
tionship. Accordingly, RC injector 1 has been utilized for
further experiments examining the above effects, since its
injection pattern of concentric rows of elements is par-
ticularly amenable to producing various propellant distri-
butions (SPS 37-45, Vol. IV, pp. 184-192). Ultimately, it
is intended that the experimental results will be used
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to verify analytical results expected from a study of the
transverse mode of combustion instability in liquid rocket
motors (JPL contract 951946).
To provide a basis of comparison, the spatial character-
istics of the fully developed disturbance exhibited by the
engine with the so-called full injector were first evaluated.
Following this, the injection distribution was modifed
and the wave characteristics were evaluated for:
(1) Main or core flow only.
(2) Boundary flow only.
(3) Boundary flow plus flow from two adjacent concen-
tric rows of main elements (i.e., a so-called annular
distribution).
The results from these experiments are discussed in the
following paragraphs.
2. Experimental Procedure
The general procedures and instrumentation used are
the same as those used previously for the ll-in.-diameter
engine tests and are described in Ref. 1. An exception is
the inability to operate the 18-in. engine reliably in a
steady mode for the present experiments; therefore, most
of the results are for spontaneously excited resonance
rather than for the bomb-induced resonance used previ-
ously. This factor is presumed not to affect the results
so far as the fully developed wave characteristics are con-
cerned, since an earlier comparison of wave properties
for bomb and self-induced spinning modes in the ll-in.
engines did not reveal significant differences in the devel-
oped wave (SPS 37-43, Vol. IV, pp. 224-230). A typical
_ /_ ENVELOPE OF
_/ PRESSURE OSCILLATIONS
_J, /_SPONTANEOUS INITtATING PULSE
~ 90 psig
RESSURE 0 psig
_,_ 0.10 _ _ TIME
Fig. 1. Typical firing profile for RC injector 1;
full injector with spontaneous transition
to resonance
firing profile (chamber pressure versus time) used for the
present experiments is depicted in Fig. 1.
3. Wave Characteristics for the Full Injector
Portions of typical pressure records obtained for the
fully developed rotating wave for near-design flows are
illustrated on the right-hand side of Figs. 2 and 3, which
show, respectively, a set of simultaneous measurements
down tile length of the chamber and across the injector
face radius. For comparison, analogous measurements
obtained previously for tile two l l-in.-diameter engines
are shown to the left in each figure. The geometric orien-
tation of the several measurements is indicated for each
case. All traces are dc analog records of Kistler trans-
ducer outputs.
Qualitatively, the transient characteristics of distur-
bance are the same for all three engines. Briefly, a pres-
sure wave sweeps supersonically (M _ 1.7) around the
chamber circumference, having a shock-like frontal struc-
ture near the comer of the chamber (i.e., the junction of
the face and chamber wall). Additionally, the peak pres-
sure amplitude of the disturbance varies axially and
radially, with the greatest amplitudes occurring near the
injector end of the chamber wall and in the outer half
radius of the injector face. And finally, a phase displace-
ment with position along the chamber wall occurs such
that tile nozzle end of the disturbance leads the injec-
tor end.
The spatial and amplitude characteristics of the dis-
turbance, as measured at the chamber boundaries, are
summarized in greater detail in Figs. 4 and 5, where again
they are compared with the ll-in, engine results. Note
that for RC injector 1, data for both clockwise (CW) and
counterclockwise (CCW) wave travel are shown but that
no difference attributable to travel direction is clearly
indicated. Further, no clearly preferential travel direction
was observed in 37 spontaneously resonant firings of the
full injector (21 CW and 16 CCW).
4. Wave Characteristics for Modified Propellant
Distributions
For the ensuing discussion, refer to Fig. 6, which
depicts the various modifications made to the propellant
distribution. The various composite distributions shown
are based on the axial mass flux distribution for individual
elements, as determined for nonreactive propellant simu-
lants (Ref. 2). Starting with the full injector (Fig. 6a) the
modifications were incorporated by simply deleting the
flow from the unwanted rows of elements.
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TIME
PLOTTED DATA ARE AVERAGE VALUES OF SEVEN
CONSECUTIVE WAVE ROTATIONS _ 60 ms PROM
SPONTANEOUS DISTURBANCE
p, a WAVE cSYMBOL RUN c, rb Z/_ b
pslg f'mb r#b ROTATION
0 81089 94 194 204 1.30 0.098/Q283 CW
A Bl090 92 194 202 1.38 0101/Q274 CCW
[_ BI091 89 196 2.06 1.56 Q106/0274 CCW
81093 74 19t 2.03 1.29 QIO2/Q276 CCW
D B1095 70 190 1.99 1.22 Q100/0.271 CCW
.4 B1097 81 177 I 84 1.28 QIIO/Q270 CW
0 B1099 74 194 2.05 1.27 0.103/Q283 CCW
Q VALUE OF "STEADY" Pc AT TIME OF SPONTANEOUS
DISTURBANCE
bFOR TIME OF PLOTTED DATA
c SINGLE WAVE FOR ALL RUNS
RMIR INJECTOR 5, L = t6.45 in; R = 5.52 in.
RMIR iNJECTOR 7, L =16f8 in.;R= 552 in
RC INJECTOR I, L = 15.86 in ; R = 902 in.
LO
r4
+_
r4
+
4_
8_
..T,:
4o r
30
20
i...... .... //
/z.
, A/" i A /
,o _ : _-- ---'/
I
._':2"
&
_4
ol
400
200
I
02 0.4 0.6 08 I0 0 02 04 06 08
INJECTOR FACE RADIAL POSITION, r_/R CHAMBER WALL AXIAL POSITtON,_/L
Fig. 5. Resonant combustion pressure amplitude versus chamber boundary position;
RC injector 1/18-in. cylindrical chamber
iO
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i ¸ _ i
j_-- INJECTOR REFERENCE
MARK(TYP}
i I
:m=z.l_ Z=%/rh t =O.lO re = 2,11 Z= 0
rb= 1.27 ._'= •hi/CHAMBER FLOWAREA • ; 2.11 _r= 0.31 Ibm/s-in. 2
=0.31 Ibm/s -in, 2
• " 2.00
m
rh " 1.27 Z" hO0 rm = 2.11 Z = 0.163
:_/'b =1.27 _" 0._1 Ibm/s-in. 2
o _ r- t.gs
Fig. 6. Various axial mass distributions used with the RC injector 1/! 8-in. cylindrical chamber; N_O; -t- 50/50 fuel,
nominal design flow conditions noted (all views looking upstream]" (a) full injector (design conditionl;
(b} boundary flow only; (c) main flow only; (d) annular distribution
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By intent, the injector produces a nominally uniform
mass flux distribution for the design flow condition of the
full injector. This was accomplished by having the flow
from each concentric row of elements feed proportion-
ately sized annular areas of the chamber cross section.
Thus, for example, deletion of boundary flow is con-
sidered to reduce the local flux for the boundary annulus
(_ in. wide) to zero while maintaining a constant flux
for the main flow.
Of course, it is realized that even for the nonreactive
case normal spray divergence produces overlap into adja-
cent annuli at some point downstream of the impingement
plane and that combustion effects in reacting sprays may
further modify the actual distribution. For Fig. 6, the
element spray patterns are shown for the so-called model
planes (Ref. 2) of the main and boundary elements which
are 1.67 and 1.52 in. downstream of the respective im-
pingement planes.
Typical pressure records obtained for two measurement
locations near the chamber corner for the various injec-
tion distributions are compared in Fig. 7. Complete sets
of measurements analogous to those shown in Figs. 2
and 3 were obtained for most of the modified-distribution
injection schemes, but since the relative trends were gen-
erally the same as shown for the full injector, these other
records are not shown here. The choice of using the two
particular measurement positions (Fig. 7) for illustrating
the wave characteristics is based on the fact that the most
severe transients for the rotating mode are found in the
region of the chamber corner, since the preponderant
wave-sensitive mass and energy for driving the wave is
apparently released in this region.
The wave periods indicated in Fig. 7 are not necessarily
accurate for establishing the true time scale of the indi-
vidual records, although an approximate scale can be
assumed from the listed values. What is actually indicated
is an average value of period for the particular run. The
pressure values are true, however. Also, neither the pres-
sure scale nor the time scale is the same for each record;
therefore, these factors must all be taken into account
when studying the figure.
For the first time in the JPL resonant combustion
studies, dual waves were observed fl_r two of the propel-
lant distributions. It is not clear what factors contributed
to this occurrence, but it only occurred for the main-only
and boundary-only configurations (Fig. 7)-seemingly con-
tradictory conditions, as far as the near-wall environment
is concerned.
In the case of the single-wave modes, both the ampli-
tude and the sharpness of the wave decreased when
the boundary flow was deleted. Additionally, somewhat
greater wave periods (decreased tangential velocity) were
exhibited. On the other hand, with the main flow deleted
(nozzle flow barely choked) the boundary flow itself sus-
tained a sharp, higher velocity wave of nearly the same
amplitude as main flow only.
In the case of the dual-wave modes, the amplitudes do
not appear to have changed much compared to the single-
wave amplitudes, although some increase may be indi-
cated for the main-only configuration based on the iniector
face measurements-the only set of records available for
comparison. However, a definite increase in wave sharp-
ness is exhibited for this configuration. This was also veri-
fied by other wall measurements (not shown).
The steepening of the dual-wave fronts and the some-
what greater amplitude for the main-only distribution is
not understood at present anymore than the reason for
the dual-wave occurrence in the first place; however, one
postulated explanation would involve an increased vor-
tical gas motion in the chamber, which conspires to force
some of the reactants out toward the chamber boundary.
Thus the actual propellant distribution could be signifi-
cantly different from the assumed configuration, shown
for main-flow only in Fig. 6, and therefore may result in
a propellant distribution more like that of the combined
main and boundary flows.
For the boundary-only distribution, essentially no
change is apparent in the amplitude and wave form at the
face position. Unfortunately, the lack of a record at the
0.56-in. wall position for the single-wave case precludes a
comparison of wave characteristics there, but essentially
no difference was observed in the amplitude for the two
cases at a 2.7-in. wall position (record not shown). Frontal
steepness did not appear to change with the dual wave
exhibited by the boundary-only distribution.
The individual waves of the dual-wave mode were
equispaced circumferentially and appeared to exhibit the
same relative spatial characteristics as for the single-wave
mode; that is, the two waves could each be identified at
respective measurement positions with the proper phase
displacements expected for individual rotating waves.
However, as can be noted from Fig. 7, an increase in wave
period (for 360 deg of rotation of an individual wave) was
observed compared to the single-wave mode.
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The annular propellant distribution produced steep-
fronted single waves, which are depicted in the lower
portion of Fig. 7 for two levels of mass flux. The design
flux (nominally equal to the full-injector flux) yielded
amplitudes only slightly lower than for the full injector.
When the total propellant flow was increased to essen-
tially the design flow for the full injector, eqnivalent to
about 1.7 times the design flux, the amplitude increased
beyond the amplitude for the full injector. Decreases in
the wave periods, compared to the period/or the full
injector, were detected for both flow levels.
Figure 8 is presented more as a summary of results than
as a specific correlation; but it does show, somewhat
more quantitatively, the relative importance of mass and
energy sources near the wall to the velocity and ampli-
tude of the spinning wave. Furthermore, the results seem
to be consistent with the nonsteady tangential velocity
noted for the Rocket Motor Injection Research (RMIR)
injector 7 experiments discussed in SPS 37-41, Vol. IV,
pp. 134-151, where the wave appeared to respond to a
circumferentially nonuniform near-wall mass distribution.
The amplitude and period results discussed above are
summarized more concisely in Fig. 8. Here the various
injection configurations are represented as bars centered
on nominal values of the p,,,_,-to-ppk amplitudes observed
at the 0.56-in. wall station for the several firings of each
configuration. The height of the bars denotes the nominal
value of the associated periods. The noted values of near-
wall mass flux (;-/i) are also averages for several runs and
are defined as the total flow from the outer rows of ele-
ments (two main rows and the boundary row), divided by
the total annular share of the chamber cross section that
these elements would normally supply.
The generally decreased wave periods for configura-
tions with limited amounts of main flow suggest that
reducing the amount of reacting "core" flow in a cylin-
drical combustor reduces the dissipative losses from the
wave. This relationship would be consistent with an analy-
sis of one-dimensional two-phase detonation properties
discussed in Ref. 3, where dissipative losses arc shown to
decrease the velocity of detonation propagation.
The period increases noted for the dual-wave mode
amounted to 15_ and 27_, respectively, compared to the
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Fig. 8. Wave period versus amplitude for various propellant distributions and near-wall mass flux;
RC injector 1/18-in. cylindrical chamber
I000
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 233
_/1 /1_
___ Pro,,7
O psig
TIME
PLOTTED DATA ARE AVERAGE VALUES OF SEVEN CONSECUTIVE
WAVE ROTATIONS DURING FULLY DEVELOPED RESONANCE
(SPONTANEOUS, EXCEPT AS NOTED)
p, o WAVE b
SYMBOL RUN c, rmb fbb _-A b
ps_g ROTATION
IB1102 c 73 20I -- 0.257 SINGLE CW
A. / BI t03 32 212 -- 0.253 StNGLE CW
B1102 73 201 -- 0.257 DOUBLE CCW d
0 BIIO0 e <10 -- il8 00596 SINGLE CW
[] Bill2 c 12 -- 133 00822 DOUBLE CW
-- MEAN CURVE FOR BOTH MAIN AND BOUNDARY FLOW AT
NEAR DESIGN CONDITIONS, SEVERAL RUNS (FROM FIG 5)
70-94 184-2.06 12R-1.38 0.270-0.283 CWANDCCW
°VALUE OF "STEADY" Pc AT TIME OF SPONTANEOUS OR
BOMB DISTURBANCE
bFOR TIME OF PLOTTED DATA
(:BOMB INDUCED RESONANCE; ALL OTHERS SPONTANEOUS
dSINGLE WAVE CHANGED TO DOUBLE WAVE NEAR END OF RUN
eUNSYMMETRiCAL DIMETHYLHYDRAZINE FUEL
2°°I8oo
4 O00
/
\ /i I
/
160
0 0.2 O4 0.6 0.8 1.0 0 1.00.2 04 0.6 08
n./R (=902 in) £2/L (= i5.86 in)
Fig. 9. Comparison of pressure amplitude versus chamber boundary position for main-only and
boundary-only flows; RC injector 1/18-in. cylindrical chamber
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PLOTTED DATA ARE AVERAGE VALUES OF SEVEN CONSECUTIVE WAVE
ROTATIONS DURING FULLY DEVELOPED RESONANCE(SPONTANEOUS
FOR ALL RUNS)
0 psig
_1----- TIME
SYMBOL RUN Pc? rb Z/_ WAvEcpsig rmb rbb ROTATION
BII07 44 1.78 195 120 0159/0.275 CW
0 _81108 4:5 1.61 1.64 144 0.162/0255 CCW
/
L81110 39 1,3t 1.34 121 0.198/0244 CCW
[] 81 II I 30 1.68 1.77 1.32 0 168 / 0.454 CCW
-- MEAN CURVE FOR FULL INJECTOR AT NEAR DESIGN FLOW CONDITIONS,
SEVERAL RUNS (FROM FIG 5)
QO98-QI I0
70-94 1.77-1.96 1.84-2.06 1.22-138 Q270-Q283 CWANDCCW
o VALUE OF "STEADY" Pc AT TIME OF SPONTANEOUS DISTURBANCE
b FOR TIME OF PLOTTED DATA
c SINGLE WAVE FOR ALL RUNS
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Fig. 10. Pressure amplitude versus chamber boundary position for annular injection distribution;
RC injector 1 AN/18-in. cylindrical chamber
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single-wave mode for the main-only and boundary-only
injection conditions. Similar trends of period variations
are reported in Ref. 4 for multiple rotating detonation
waves in an annular combustor; however, it is also noted
that a 33_ period increase per wave is expected for the
second tangential mode based on the linearized acoustic
wave equation for a cylinder. Hence, these particular data
do not elucidate a distinction between detonatiw_ and
acoustical resonance processes.
Overall pressure amplitude variations with chamber
boundary position for the injection configurations in-
vestigated are summarized in Figs. 9 and 10, where they
are compared with the results for the full injector taken
from Fig. 5. It can be seen that the trends for all configu-
rations are the same and that, in particular, the peak am-
plitudes are exhibited near the corner of the chamber.
5. Future Efforts
Future experiments are planned where an inner wall
will be placed within the 18-in.-diameter chamber, form-
ing an annular comtmstor with the annular propellant
distribution described here. In this manner it is hoped
that effects of the radial dimension, present in the cylin-
drical chamber, can be eliminated, thus limiting the
experiments to a two space-dimension problem while
retaining the cylindrical coordinates. As with the past
and present experimental results of the resonant combus-
tion study, the annular chamber results will ultimately be
utilized to support analytical results from the contractural
effort mentioned in the Introduction.
B. Liquid Propulsion Systems, R. W. Riebling and
A. R. McDougal
1. Introduction
Development of a unique throttlable propellant valve
was initiated in 1965, under what was then known as the
advanced liquid propulsion system (ALPS) program, and
has been continued as Advanced Combustion Device
Development. The objective of this effort was to develop
a single ttight-prototype propellant valve which could
perform both on-off and throttling functions in vacuum
without the possibility of cold-welding the components
or allowing excessive leakage. Such a valve would also
be capable of simple and rapid disassembly and parts
replacement, even when welded into propellant lines
aboard a spacecraft.
Further requirements included the elimination, or at
least the minimization, of seals or potential leak paths,
and the incorporation of a short working stroke that pro-
vides the maximum throttling sensitivity commensurate
with good control. Finally, such a valve would provide
an identical flow rate to each injection orifice it feeds to
guarantee positive control of injection hydraulics and to
maintain the design values of mass flux and mixture ratio
across the injector. A constant actuation force at all
throttle levels would also be desirable.
This article will introduce and describe the valve con-
cept chosen to fulfill the above requirements, and also
present the results of a preliminary experimental evalua-
tion carried out on an actual working model.
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2. Functional Description
The basic concept of this throttlable propellant valve
was first suggested by R. N. Porter, formerly of JPL, and
the concept was subsequently reduced to practice by the
authors. Figure 11 is a cutaway schematic diagram of the
valve, showing its key component parts.
Propellant enters the valve assembly through an en-
trance port, and is distributed throughout an annular
manifold of variable area to maintain the flow velocity
constant at about 12 ft/s at full flow. It next passes into,
and fills, the internal cavity upstream of the positive
shut-off plug, including the upper bellows. The flow
encounters first a conical filter screen, and then a trim-
ruing orifice to adjust the overall valve pressure drop.
The support for the filter and trimming orifice serves as
a guide for the valve stem as well.
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Fig. 11. Schematic diagram of propellant valve
The bellows are so designed that the valve tends to be
self-closing. Hence, an external force of nominally 115 lbf
must be supplied by an actuator to open or "crack" the
valve. This is explained in greater detail below. The on-off
function is performed by a laminated plug consisting of
alternating layers of Teflon and aluminum. Throttling is
accomplished by a similar plug, attached to the same
stem, which progressively uncovers more and more ports
as the stem moves down. The ports are arranged in a
series of spirals around the circumference of the bore, and
connected to individual orifices on the injector via lengths
of tubing. Internally, the ports are narrow rectangular
slots, 0.025 )< 0.36 in., so that a minimal amount of stem
travel can completely open (or close) each one. They
undergo a transition to round holes on the outer surface
of the valve, to facilitate their connection to the injector
feeder tubes.
This kind of throttling is known as "discrete-element"
throttling, and is discussed in SPS 37-44, Vol. V, p. 1. The
ports are arranged in such a manner that when the valve
is nearly closed, they are covered (or uncovered, depend-
ing on the direction of stem travel) one at a time, so that
finer throttling can be achieved at the lowest engine
thrust levels. At the intermediate thrust levels, ports are
covered 2 and 3 at a time, and at the high-thrust end, 5 at
a time. The basic valve concept is not necessarily restricted
to discrete-element throttling, however. With appropriate
design changes, the valve could be adapted to a dual-
manifold, pressure/area-step throttling technique, such as
that described in SPS 37-44, Vol. V, p. 7.
The laminated disc seals are being developed concur-
rently by the Propellant Feed System Development
Group. Basically, the aluminum discs will provide a
metal-to-metal seal, desirable in spacecraft applications
because elastomeric materials can be degraded by long
exposure to radiation or by volatilization of binders and
plasticizers in vacuum, etc. The alternating layers of
Teflon are expected to vaporize to a slight degree in
vacuo, coating the metal sealing surfaces with a nearly
monomolecular layer of Teflon, thus preventing their
cold-welding.
Both the on-off and throttling plugs are attached to the
central valve stem, which in turn is fixed to both the top
and bottom bellows, and the whole assembly moves as
one. The position of the stem (and therefore of the plugs)
is determined by an external actuator, being developed
separately, which attaches at the point shown in Fig. 11.
The valve was designed so that when it is open, (that is,
when the shut-off plug is unseated) a constant actuator
force would be required to hold the stem in any position,
since the pressure and spring forces would be balanced.
This was accomplished in the following manner:
Neglecting the force on the stern due to friction between
the throttling seal and the valve bore, the net vertical
force on the stem may be expressed as the algebraic sum-
mation of the pressure and spring forces acting on each
of the bellows (and transmitted to the stem) and the pres-
sure forces acting on the throttling seal. The upstream
side of the latter is exposed to the constant manifold pres-
sure less any pressure drop that occurs within the valve
up to that point, while the bottom is subjected to the
combustion chamber pressure at the particular thrust
level. Thus, if the internal pressure drop is assumed to be
negligible (Table 1)
F. = -emAt - ktx + P_Ab -- kcc - P_A_ + P,.A. - F,,
(1)
where the sign convention is such that ÷ is downward,
tending to open the valve. See Fig. 12. Equation (1) may
be rearranged to give
F. = e., (A. - A,) - x (k, + k,) + e_(A, - 4,4 - F,,
(2)
where x is the distance the stem has travelled after the
shut-off plug has been unseated, and F_, is a preload force
placed on the bellows combination during assembly.
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Table1. Nomenclature
A area, in. =
cd discharge coefficient, dimensionless
F force, lbf
K flow number, lbm-in./s-(lbf) I,_
k bellows spring constant, lbf/in.
n number of ports
P pressure, lbf/in. _
tb flow rate, lbm/s
x stem travel, in.
a proportionality constant, lbf/in3-in.
p liquid density, lbm/ft 3
Subscripts
b bottom bellows
c chamber
e shut-off plug
m manifold
n net
o opening-"cracking"-or open
p preload
p partially open
s throttle seal
t top bellows
The valve was designed so that the effective areas A8
and At of the throttling seal and the top bellows, respec-
tively, were equal. As a first approximation, chamber
pressure was assumed linear with x, that is, with the
number of injector orifices flowing (Pc = ax). This assump-
tion is in basic agreement with earlier firing results re-
ported in SPS 37-44, Vol. V, pp. 1-7. Accordingly, Eq. (2)
can be simplified to
F. = ,_x(Ab -- A,) -- x(L + kb) -- F_ (3)
The actuator force required to hold the throttle seal at
any position x will be equal in magnitude, but opposite
in direction to the net force on the stem given by Eq. (3).
The valve that was actually fabricated and tested was
designed specifically for use with the 78-element, imping-
ing sheet injector described in SPS 37-41, Vol. V, p. 7.
Therefore, the proportionality constant a was taken as
266 lbf/in.2-in. In order to keep the net force constant and
equal to the preload force, it was necessary that the two
coefficients of x on the right side of Eq. (3) be equal:
a (Ab -- A,), = (k, + k'b) (4)
Pm
"T
.+
Pm
TO COMBUSTION
CHAMBER
xk b
FORCE SIGN
CONVENTION
+
Fig. 12. Schematic force balance diagram
The two bellows were then selected so that their
areas and spring constants satisfied Eq. (4) with a =
266 lbf/in/-in. The net effective area (Ab- At) was
0.7856 in. z, while the combined spring rate (kt -]- kb) was
specified as 209 lbf/in. The preload force Fp was to be
28 lbf, and this was the design value of the net force.
It was expected that in actual practice the net force might
not be quite constant due to the simplifying assumptions
made regarding the seal friction and the dependency of
chamber pressure on valve stroke.
When the valve is completely closed, the top bellows
is in compression and the bottom bellows is in tension,
due to the preloads applied during assembly. At the same
time, there is no pressure in the combustion chamber (in
space vacuum), and, therefore no pressure force on the
bottom bellows. However, the top bellows feels the liquid
pressure of the manifold. All of these forces tend to hold
the valve shut, and the external actuator must exceed
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them in order to "crack" the valve open. The cracking
force, therefore, is
Fo z p,,, (At - Ae) + Fp (5)
where At is the effective area of the shut-off plug. For
the particular valve built, Pm = 220 lbf/in?, (At - At) =
0.394 in. _, and Fp = 28 lbf, so that the cracking force was
nominally 115 lbf. Once cracked open, it was expected
that the net force would relax to a value numerically equal
to the bellows preload force.
Examination of Fig. 11 will show that the only sealed
joint on the entire valve is a crush gasket connecting the
lower bellows to the stem assembly. By removing this
single seal, access is gained to the interior of the valve.
The entire stem assembly can then be removed as a unit,
and the throttling and shut-off seals replaced if desired.
With the removal of an internal snap ring, the trimming
orifice may be removed and replaced, and the filter screen
may be cleaned or replaced. It is anticipated that this will
facilitate the servicing of the valve when it is permanently
installed in a spacecraft propulsion system. Such installa-
tion might typically consist of welding the inlet fitting
into the propellant line, and attaching the valve barrel
(containing the ports) to an annular collar (containing the
tubes to feed the injection orifices) by means of brazing,
shrink-fitting, or electron-beam welding.
3. Fabrication and Assembly
The key valve component parts, with the exception of
the bellows, are shown in Fig. 13. The filter screen (shown
unrolled, third from the right in the bottom row) was a
twilled Dutch weave of 400-mesh size, made of 302 stain-
less steel. Since development of the laminated Teflon and
aluminum seals is proceeding separately within the pro-
pellant feed system development group, and has not yet
been completed, the throttling seal and the shut-off plug
were simulated by a piston ring and a solid Teflon plug,
respectively. The piston ring :_ is second from the left in
the bottom row, while the Teflon plug is third from the
::Manufactured by Precision Piston Rings, Inc., Indianapolis, Indiana.
(a) {b) (c)
Fig. 13. Valve component parts
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left. All the other components in Fig. 13 were fabricated
from AM 350 stainless steel and heat treated prior to final
machining. The rectangular ports are visible on the part
second from the right (b) in the top row of Fig. 13.
The components were then combined into the major
subassemblies shown in Fig. 14. The bellows,' also made
of AM 350, were welded to their end caps and attachment
collars by the manufacturer, and each bellows subassem-
bly was heat treated after welding. The body components,
identified in Fig. 13 as (a), (b), and (c), were hydrogen-
furnace-brazed together with an 82% gold, 18% nickel
alloy, the brazing being accomplished during tile heat
treatment cycle. The inlet fitting was welded to the body
and the completed body assembly is shown second from
the left in Fig. 14. The filter screen was brazed to its sup-
port with the same gold-nickel alloy, and is shown second
from the right. The stem subassembly is shown in the
center of Fig. 14, less the piston ring.
The completed valve, shown in Fig. 15, was assembled
by electron-beam-welding the two bellows subassemblies
to the body subassembly, and inserting the filter and stem
subassemblies. The latter were held in place by socket
head cap screws at the base of the lower assembly, and
'Manufactured by Metal Bellows, Inc., Chatsworth, Califon/ia.
sealed with a spring-and-pressure-loaded, soft aluminum
crush gasket.
4. Test Apparatus
A special test apparatus was built to determine the
hydraulic characteristics and actuation force require-
mcnts of the valve and is depicted in Fig. 16. Basically,
this consisted of a rigid frame within which the valve
was mounted, and an annular collar surrounding the valve
outlet ports and containing matching inlets to seventy-
eight individual orifice feeder tubes. Each feeder tube
terminated in an 0.038-in. diameter orifice tube, identical
to those used on the 78-element, impinging-sheet injector
(SPS 37-41, Vol. V, p. 7), and was of approximately the
same length as the feeder tubes employed with that injec-
tor. Instead of being welded, brazed or shrink-fitted to
the valve, as in an actual flight application, the surround-
ing collar was formed as a split ring and clamped in place
for test purposes. Internal leakage between each valve
port and the corresponding feeder tube inlet was mini-
mized by 78 individual "O"-ring seals.
The frame was fitted with a hand-adjustable screw
which moved a shaft up and down, simulating the actua-
tor. Appropriately-installed dial gages indicated the verti-
cal travel of the valve stem to the nearest thousandth of
Fig. 14. Valve subassemblies
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Fig. 16. Valve test apparatus
Fig. 15. Completed propellant valve
an inch, and the "actuator" force, to the nearest pound, at
any throttle setting.
The entire apparatus was installed within the JPL
injector spray test facility, Fig. 17, with each simulated
injector orifice terminating in a flexible Tygon tube to
lead the effluent to one of an ordered array of glass collec-
tion tubes. In this manner, the local flow rate from each
valve port could be measured at various throttle settings,
and the flow characteristics of partially-open valve ports
could be determined.
No attempt was made to simulate chamber pressure
during the hydraulic testing, since flow rate depends only
on the pressure differential across the valve, and this was
controlled via the liquid inlet pressure. For the valve [orce
determination, however, the feeder tubes were capped off
and the bottom bellows pressurized with dry nitrogen to
values eorre.sponding to the expected chamber pressure
at each stem position. Thus, force meast, rements were
made under non-flow conditions.
Fig. 17. Valve test apparatus assembled
to spray collector
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 241
It should be noted that in Figs. 16 and 17 the valve is
mounted upside-down relative to Figs. 11 and 15.
5. Results and Discussion
To determine its overall hydraulic characteristics, the
valve was mounted as shown in Fig. 16 and flowed with
water at various pressure drops and throttle settings.
Thus, the flow was through the valve, the feeder tubes,
and tile simulated injection orifices. In order to represent
the resultant hydraulic data compactly, the results will be
reported in terms of a "flow number" K defined by:
tb
K (,xp)v., - C,,A (2g, p)_.'_, (6)
The flow number determined for the in-line combination
of valve, feeder tubes, and orifices is shown as a function
of the number of valve outlet ports completely open in
Fig. 18 (lower curve). The middle curve is a plot of the
flow number for the feeder tubes and injection orifices
only (as measured on the actual injector, see SPS 37-41,
Vol. V, p. 7). The flow number of the valve alone (top
curve of Fig. 18) was then calculated from the readily-
derived relation,
K2
K,,= K, 2_1
The dashed portion of the latter curve was obtained by
extrapolation, since Eq. (7) becomes sensitive to small
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errors in the measured flow numbers as K_ _ K_. The vari-
ation in the flow number K:_ of the valve alone is due
mainly to changes in the flow area as the throttle seal
progressively covers (or uncovers) more ports, and to a
lesser extent to changes in the internal discharge coeffi-
cient (see Eq. 6). Over the range of conditions studied,
(25 _ Ap _ 150 psid) the flow number was found to be
independent of pressure drop or flow rate.
As an example of the use of Fig. 18, when the valve is
wide open (all 78 ports flowing full),
Ibm-in.
K:_ : 0.40--
s-(lbf)V2
If the valve were to supply fuel (hydrazine) to the
78-element, impinging sheet injector at the design flow
rate of 3 Ibm/s, the pressure drop across it would be
(3.0/0.4)'-' = 56 psid.
The valve delivered remarkably uniform flow rates
from each of the full-open ports, as shown by the levels
of liquid collected over a timed interval in tile glass
sampling tubes of the apparatus of Fig. 17. Figure 19 is
typical of the results obtained. To put the results on a
more quantitative basis, when the valve was wide open
(all 78 ports flowing fidl) the mean flow number of an
individual port (based on the pressure drop across the
valve, feeder tube and orifice) was
lbm-in.
0.004295
and the mean deviation of the individual values from this
mean was only
Ibm-in.
±5.88 >( 10 _'_, or _+1.45
s-(lbt) _.'-'
The mean flow number decreased slightly as the
valve was progressively opened, reaching the previously-
reported value as a limit, because it was based on a
pressure drop which included a contribution due to the
Fig. 19. Array of collection tubes illustrating typical uniformity of flow from individual valve ports
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internal pressure drop within the vah, c. Tile latter in-
creased as more ports were opened because the total flow
path was lengthened. This effect is shown in Fig. 20. The
mean deviation remained less than or equal to -*-1.4_,
however, indicating a very uniform flow distribution
regardless of the number of ports open.
Such controlled flow rates froln each individual orifice
should be instrumental in assuring that each injection
element will operate at its design value of total mass flux
and mixture ratio, thus permitting much closer control of
these key injector variables than can usually 1)e attained
with conventional injeetkm manifold designs.
The hydraulic characteristics of partially-open valve
ports were also studied, Flow rates were measured versus
pressure drop at 0.001-in. intervals as the throttle seal
progressively m_cow'red the rectanguhw slots. The results
are summarized in Fig. 21 for ports in rows containing
one, two and three ports. Not unexpectedly, the flow num-
ber of an individual port was found to be independent of
the number of ports in the row being uncovered by the
throttle seal. These results indicate that at a constant pres-
sure drop across the yah, e, the flow through an individual
port changes most rapidly when the port is only slightly
open, attaining 50% of its final value when the port is only
35_; uncovered. At higher percentages of port area, the
flow number and flow rate are eonsiderahly l('ss sensitive
to variations in port arca.
The information contained in Figs. 20 and 21 could be
combined to develop a throttling program for this vah,e.
It may be shown that at any setting of the throttle seal,
6., (n.K. + n,K.)(-_P)'_ (s)
that is, th(' effective flow nmnlwr is th(, stun of the num-
ber of fully-open ports times the flow number of a single,
fully-open pt_rt, plus the llnlllht,r of partially-open ports
times the tlow nmnbcr of a partially-open port. A knowl-
edge of the internal geometry of the valve gives, for any
distance traveled by the throtth' s_'al, the humidor of
ports fully open, the nmnbcr only partially open, and
the percent area m_covcrcd for the partially-open ports.
Figures 20 and 21 may then tw used for K, and K,, rcspcc-
tivch' and Eq. (S) relates flow rate to pr('ssurc drop.
The actuator force required to hold the' vahe stem in
various positions was mcasm'ed under nonllow conditions,
as described earlier, with simulated chaml)er pressure
applied to the lower bellows (Fig. 11), and the upper
bellows at atmospheric pressure. No ath'mpt was made
to pressurize the upper bellows, since Eq. (3), which
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Fig. 21. Flow number of partially-open individual ports
governs the net force on the valve stem in a frictionless
situation, contains no P,,, term.
The central curve (open circles) of Fig. 22 is a plot of
the force-deflection relation for the valve with the throttle
seal removed. In this "frictionless" case, the net force on
the stem would be expected to be constant with stem
travel, and numerically equal to the bellows preload force
(28 lbf) by Eq. (3). It varies nonlinearly, however, from
37 lbf at the cracking point (0.031 in.) to over 50 Ibf when
the valve is fully open (the maximum stem travel is
0.625 in.). Spring rate measurements made under no-
pressure conditions show that the bellows preload shifted
from 28 to 37 lbf between September 18, 1967 and Decem-
ber 14, 1967-the period of hydraulic testing. This explains
the shift to 37 lbf at 0.031 in., although the cause of the
preload shift has not yet been determined. These mea-
surements also show that the combined spring rate of the
bellows (k_ q kb) varied from 237.5 lbf/in, at the low end
to 227 lbf/in, at maximum deflection, as opposed to the
specified value of 209 lbf/in. Thus, (kt + kb)-/-,_ (At, -- At),
and by Eq. (3) the net actuator force will gradually
increase. Thus, the nonlinear increase in actuator force
with stem traw_l under "frietionless" conditions is attrib-
UPSTREAM BELLOWS PRESSU
z THROTTLE SEAL
_ 20 .... I REMOVED
40 .....
_, THROTTLE SEAL
INSTALLED
0 0 2 0.4 0 6 0.8
STEM TRAVEL DISTANCE, in.
Fig. 22. Measured force-deflection relationships
for throttle valve
utable to a variable, off-design-value of the bellows spring
constant. It should be pointed out that the spring constant
was within specification when the manufacturer delivered
the bellows; the shift apparently also occurred during
the hydraulic test program.
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As a matter of interest, force-deflection curves for the
valve with the throttle seal-in this case, the piston ring-
installed are also shown ill Fig. 22. They arc, of interest
only because tile), show tile effect of friction in the throttle
seal; a flight version of this valve would use a laminated
Teflon/ahnninum seal, for which the absolute levels of
friction might not be tile same. In the case of the piston
ring, the friction force amounted to about 5 lbf, and acted
so as to retard the lnotion of the stem.
It would also be expected that reader flow conditions,
the force relationship might depart somewhat further
from that predicted by Eq. (3) because the internal valve
pressure drop of 56 psid is probably too large to be con-
sidered negligible, as was assumed in the derivation of
Eq. (3). A large portion of that pressure drop can be
attritmted to the filter screen.
A small amount of leakage past the Teflon shut-off plug
was observed, so that positive sealing was not achieved
during the test program. This was traced to a scratch on
the sealing surface. The leak rate was low enough that it
did not adversely influence the hydraulic measurements,
and no attempt was made to rework the Teflon plug, since
it was only a substitute for the flight-type, laminated
Teflon and aluminum seal.
Through the use of aluminum mock-ups, a brief study
was made of the feasibility of using the valve for discrete-
element throttling of the 78-element, impinging-sheet
injector. Figure 23 shows two of the arrangements studied.
Plumbing the valves (one for fuel, the other for oxidizer)
to tile injector proved to be a major problem, with the
spatial arrangement of the feeder tubes being extremely
complex. It should be noted, however, that such configu-
rations would be quite workable for injectors having a
reduced number of elements-on the order of 30 or 40. The
plumbing complexities encountered in certain discrete-
element: throttling applications do not invalidate the basic
valve concept, but merely indicate that it may find more
o I 2 3
I ! I I
INCHES
Fig. 23. Mockups showing several plumbing arrangements between valves and injector
for discrete-element throttling
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practical use if modified to accommodate a different
throttling tcchniqoc, such as the pressure/area step
method mentioned earlier.
The major advantages of this valve, even for simple
on-off applications, are expected to be found in its mini-
mum propellant leakage, the accessibility of its internal
components, and its immunity to the cold-welding of
metallic parts in vacuum. Verification of the expectations
regarding leakage and cold-welding must await the com-
pletion of development of the flight-type seal, and of
suitable space environmental test procedures, respec-
tively. The internal accessibility follows a priori from the
valve design itself.
6. Future Effort
Evaluation of this valve will continue under the cog-
nizance of the Propellant Feed System Development
Group. Vacuum leakage and proof-pressure tests, vibra-
tion and dynamic response tests, and thermal cycling will
be conducted using the flight prototype seals.
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XIV. Propulsion Systems Analysis
Advanced Engineering
PROPULSION DIVISION
and
A. Capsule Sterilization Canister Separation Joint,
D. P. Davis
Any object intended to enter the Martian atmosphere
and land on the planet must be sterilized prior to launch-
ing and maintained in a sterile condition until released to
impact the planet. A sealed canister will be used to con-
tain the entry probe of capsule and assure that the sterile
conditions will not be violated from launch to planetary
entry. At the planet, the canister must be opened by means
of a separation joint and released. A set of requirements
which such a separation joint design must satisfy is sum-
marized as follows:
(1) Survive sterilization environments without degra-
dation.
(2) Provide a biologically secure barrier.
(3) Maintain structural integrity.
(4) Separate quickly on command.
(5) Be completely contained, i.e., no flying debris or
escaping gases.
The use of a flexil)le linear shaped charge or a mild
detonating cord to provide the energy to fracture a con-
tinuous metal joint at a preferred separation plane, offers
great savings in spacecraft weight and electrical power
and provides inherent reliability and simplicity.
A survey was made of the existing explosively actu-
ated sepanaion joint designs, and their status has been
assessed, i.e., whether m_der development or qualified.
As a result of this survey, three joints representing differ-
ent design approaches to meeting the functional require-
ments previously summarized were selected for further
study. The characteristics associated with these three
designs are the following:
(1) Expansion of explosive gases produced by a mild
detonating cord within a plastic tube and expand-
ing to fracture a continuous joint at a preferred
separation plane.
(:2) Controlled expansion of explosive gases in a rein-
forced synthetic rubber bellows which expands to
shear retaining pins.
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(3) Directed release of energy by an explosive linear
shaped charge to fracture the separation joint.
The first design concept described above and shown in
Fig. 1 was selected for evaluation. A contract was let to
Lockheed Missiles and Space Company for a test program
utilizing 1-ft test sections and conventional explosives.
PREFERRED
SEPARATION L_
i, ; i:v
PLASTIC TUBE
Fig. 1. Explosively actuated separation joint
iLMSC design)
During the period covered by this contract, some mild
detonating cord containing high temperature explosives
was also obtained.
The test program was intended to obtain information
on the degree of contamination produced by the con-
tained mild detonating cord, the velocities imparted to
the test sections as they were fractured and separated and
any effects on the separation performance resulting from
thermal sterilization cycling. The sterilization environ-
ment consisted of 6 cycles of 135°C and 40 h duration.
All tests have been completed in this program. Tests
were conducted on the test sections containing the con-
ventional explosive material RDX, and the high tempera-
ture explosive materials HNS, DIPAM, NONA, and HMX.
Control tests were made with materials which were not
subjected to the thermal sterilization environment. The
data obtained from the tests performed by Lockheed
Missiles and Space Company are being evaluated. The
results will be presented in subsequent SPS publications.
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 249

PRECEDING PAGE BLANK NOT FILMED.
XV. Space Instruments
SPACE SCIENCES DIVISION
A. Electronic Improvements in the Low-Field
Helium Magnetometer, D. F. Stout
1. Introduction
As shown by its continuing performance on the
Mariner IV and Mariner V missions, the helium mag-
netometer is a reliable instrument, and the basic operat-
ing concept of the instrument is therefore not being
radically changed by the present advanced development.
Instead, the basic concept will be used to develop a more
versatile instrument for use on missions with distances
of 2-5 AU from the sun. These missions will require a
magnetometer that is capable both of measuring --+20 7
full scale for the interplanetary field (with 0.02-,/ultimate
sensitivity) and of measuring -+2 G for a close flyby of
one of the larger planets. To achieve the first of these two
ranges is the goal of the present task.
2. System Considerations
The redesign of the existing helium magnetometer
system to a very low-field device is being performed as
follows. The Mariner V life-test unit was scaled down
from a --360-,/ instrument to a -+25-`/ instrument (with
-+20- 7 sweep fields) for a preliminary teasibility analysis
of such a low-field system. As a result, the system noise
was lowered to approximately 0.04 `/ rms, or to a factor
of 3 better than before. With this converted helium mag-
netometer, a magnetic field change of 0.1 7 is easily dis-
cernible. The method of scaling down an existing
instrument thus showed the possibility of developing a
low-noise -+20- 7 instrument. However, many more
changes in the electronics and optics are needed to
achieve all the desired low-noise characteristics. The goal
is to have -4-0.02--/ resolution, stability, and ultimate
sensitivity, while also achieving -+0.04--/accuracy at full
scale.
The basic system philosophy of the magnetometer has
been incorporated in the fabrication of an interim sys-
tem with a new signal chain using highly reliable silicon
monolithic integrated circuits. This design has substan-
tially reduced the number of components and simplified
the wiring. Analysis and troubleshooting are also greatly
simplified. The range of this interim system was chosen
to be ±180 7. The block diagram for the system, which
uses the power supply (RF and dc) and sensor of the
Mariner V life-test unit, is shown in Fig. I.
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The ±180--/ system will be converted to a -4-20-,/
system, once the analysis, design, fabrication, debugging,
and thermal characteristic measurements are completed.
The parameter goals of the -4-20--/instrument are shown
in Table 1.
Table 1. Goals for the 4-20_.y helium magnetometer
Parameter Goal
Range, "_- 3'
Absolute accuracy at full scale,
Resolution, "y
Stability, 3'
Noise-limited sensitivity, *y
Bandwidth, Hz
Signal chain and peripheral electronics power drain, W
Sweep vector size, "y
System operating frequency, Hz
Scale factor, mV/'y
Open loop gain
AC gain
DC gain
Output noise, mV
20
0.04
0.02
0.02
0.02
0.3
0.50
±20
200
300
> ! 000
>4
> 250
3-6
3. Subsystem Descriptions
A brief description of the components of the ±180- v
system follows. The ±20-y system will use essentially
the same configuration.
a. Preamplifier. The terminal resistance of the lead-
sulfide detector ill the sensor varies from approximately
200 kf_ at + 125°C to approximately 6 Mf_ at - 55°C. (The
reader is referred to Ref. 1 for sensor operation theory.
Note, however, that the present system carrier frequency
is 200 Hz, whereas that in Ref. 1 is 50 Hz.) Therefore, the
preamplifier input impedance must remain high
(> 10 MO) over the sensor temperature extremes to pre-
vent signal-level changes due to detector resistance
changes. Bootstrapping is used to achieve this high input
impedance while still retaining good low-noise charac-
teristics.
A low-impedance differential output is required from
the preamplifier because the signal must travel several
feet down a boom of the spacecraft to the electronics
compartment. Differential operation assures good
common-mode rejection in this long cabling. The pre-
anaplifier transfer function is K2 = 10 V/V. This gain
nmst be limited because more stabilized gain with a low
output impedance would require higher supply currents.
This would cause larger current loops with their resulting
unwanted magnetic felds. A magnetic moment of, at
most, 0.02 ./ at 2 in. (distance from cell to preamplifier)
is required to prevent injection of a magnetic offset into
the cell mad degradation of the ultimate sensitivity of the
magnetometer.
b. Wideband amplifier and 2F filter. As shown in
Fig. 2, the wideband amplifier has differential inputs for
coupling to the preamplifier.
Wideband response is needed to keep the phase shift
minimized at all frequencies of interest; i.e., 100, 200, and
400 Hz. The transfer function for the wideband ampli-
tier and the other circuits shown in Fig. 2 is
K3= (0.102) S [1 + S-_(1.24 X 10-r)]
volts
[1 + S(5.1 × 10-3)] [1 + S:(1.24 × 10 _) + S(1.41 × lO-S)] volt
At 200 Hz the magnitude of K3 is 8.25, while at 400 Hz
the gain is 40 dB below this. This large attenuation is
accomplished with the twin-tee network. The 400-Hz
component nmst be reiected, both because it is much
larger than the 100- and 200-Hz components, and be-
cause it contains no useful magnetic field information
(Rcf. 1). This rejection does not appreciably affect the
magnitude of the 100- and 200-Hz components. The twin-
tee network drives an FET high-input impedance stage
to minimize disturbances to the twin-tee frequency char-
acteristics. A twin-tee performs best when its load ina-
pedance is infinity.
c. Decommutators and bandpass amplifiers. These
circuits separate the X and Y magnetic field information
from the Z magnetic field information by using decom-
nmtation that is synchronous with the conmmtation pro-
vided to the sensor Helmholtz coils. The Z bandpass
amplifier is not decommutated since the Z sweep is not
commutated. These circuits are shown in Fig. 3.
The bandpass anaplifier utilizes a multiple-feedback
operational amplifier to achieve the desired frequency
selectivity. Multiple feedback reduces both the compo-
nent count and the capacitor sizes with no sacrifice of
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0.1 p,F
FROM I0 p.F 2 k,O, 1.15 k,£1, 0.1H.F
rw,N- _ I_"'- - '_- II
TEE
20O ks'),
2N2432
/ USEDON
\ _ ./ X-AND Y-
"_ AXES ONLY --
320 k,.O,
+12V
FROM DECOMMUTATOR
DRIVER
Fig. 3. Decommutator and tuned amplifier schematic
TO INTEGRATOR
the required circuit parameters, The transfer function
for this stage is
K4 = ( - 3770) S volts
S _ + (62.8)S + 1.58 >( I(Y; volt
d. Demodulators and integrators. Synchronous demod-
ulation is accomplished with a conventional shunt switch
to produce a half-wave rectified signal. The transfer func-
tion for this stage is K5 - 0.,318 V/V. The 2N2482 tran-
sistors are operated in the inverted mode and are selected
for minimum offset. The operational amplifier integrator
has an upper cutoff frequency in the millihertz region
and is the means for establishing the system frequency
response. This circuit, one of which is used for each axis,
is shown in Fig. 4. The integrator transfer function is
K6 - ( - 378) volts
(460)S + 1 volt
4. System Transfer Function
The following definitions are given for the system
transfer function:
A(AC) = ac gain
K1. K2. K3. K4. K5 • K7
(i.e., the product of
all gains in the loop
except the
integator)
A(DC) = de gain
= K6
FO = open loop system cutoff frequency
= integrator upper cutoff frequency
FC = closed loop system cutoff frequency
The approximate relation between the four above param-
eters is
A(AC). A(DC). FO = FC
Measurements indicate that A(AC) is approximately
3.8 Hz while FC is approximately 0.55 Hz. This means
that
A(DC) = FC/[A(AC). FO] = 420
As a check on this figure for A(DC), the de gain of the
integrator will be estimated. Assume RF in the integrator
to be approximately 2 X 10 r ft. This approximate value
was found by taking resistance measurements of back-to-
back pairs of 47-/,F, 35-v tantalum capacitors. The value
for A(DC) is then found by using the conventional oper-
ational amplifier gain formula:
A(DC) = RFIRI = 378
This calculated gain is in fair agreement with that pre-
viously found.
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750 k_
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150 k,_ +12 V t
--12 V
OFFSET
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Fig. 4. Demodulator and integrator schematic
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The loop gain, a parameter that indicates the system's
insensitivity to parameter variations, noise, and nonlin-
earities, is the product of the ac gain and the dc gain:
A(AC). A(OC) = (3.8)(400) = 1520
This number indicates that any of the disturbances noted
above will be lowered in magnitude approximately 1520
times.
The open-loop cutoff frequency of the integrator can
be found, using the estimated value of RF, by
FO = 1/(2_. RF. CF) = 3.45 X 10 -_ Hz
The bandwidth of the closed-loop system is the loop gain
times the integrator cutoff frequency:
FC = (1520)(3.45 X 10-') = 0.562 Hz
This figure compares favorably with the measured closed-
loop-system bandwidth.
The system loop gain is
F= K1-K2"K3"K4"K5"K6"K7
where
KI=
K2=
z
K3=
sensor gain, including the helium cell and lead
sulfde detector
10-' V/7
preamplifier gain
10 V/V
wideband amplifier, phase lead, and twin-tee net-
work transfer function
8.25 V/V at 200 Hzz
K4 := decommutator and
function
= 50 V/V at 200 Hz
K5 = demodulator efficiency
= 0.318 V/V
bandpass-amplifier transfer
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K6 = de amplifier transfer function
= (-878)/[(460)S + 1] V/V
K7 = Helmholtz coil constant
= 25 7/V
If HA is defined as the ambient magnetic field and
EO as the magnetometer output voltage, then the system
transfer function is as follows:
EO K1 • K2 ° K3" K4 " K5. K6 0.124
HA 1 + (K1- K2. K3" K4" K5.K6"K7) S + 3.11
from which the system bandwidth is found to be
FC = 0.496 Hz. This is in fair agreement with the two
values of FC previously found.
5. Conclusions
The _+180- 7 interim magnetometer has successfully
demonstrated the proper operation of the new electronic
design. Transfer functions for each block of the signal
chain show good agreement between design goals and
experimental measurements.
Using the closed-loop-system cutoff frequency FC as a
design checkpoint, the following has been noted:
(1) The calculated FC, using the product of the theo-
retical integrator upper cutoff frequency and the
closed-loop gain, is 0.562 Hz.
(2) The calculated FC, using the system transfer func-
tion, is 0.496 Hz.
(3) The measured FC, using the observed response
time of the system to an applied magnetic step
function, is 0.55 Hz.
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B. Electronic System for High-Altitude Balloon
X-Ray Astronomy Experiment, t. Lewyn
A gondola system for high-altitude balloon X-ray astron-
omy has been constructed and successfully tested in
thermal vacuum. The electronic system includes a pro-
portional counter and two scintillator-photomultipliers.
The photomultiplicr outputs provide information to veto
proportional counter signals from charged particles. The
proportional counter signals are amplified, shaped, and
digitized. The digital data is serialized and comumtated
with housekeeping information for frequency modulation
of a telemetry subcarrier oscillator.
The detector-preamplifier subsystem is shown in Fig. 5.
The 2-in. blocking photomultiplier is mounted on a slide
that may be moved to open, block, or calibrate the de-
tector. The slide mechanism was designed by Rex Shields
of JPL and Tim Harrington of Analog Technology Corpo-
ration.' A momentary contact closure from the command
system overrides the position-sensing switch interrupt
signal and the slide moves to a new position. One of the
switch signals is monitored so that the slide position may
be verified.
The proportional counter and phototubes are powered
by two surplus Ranger ganuna ray power supplies in
series. The 1500-V supply powers the two phototubes;
a 700-V series boost supply furnishes 2300 V to the pro-
portional counter. The resistance-capacitance network
isolates the proportional counter from the high-voltage
supply and couples the signal to the input of the charge-
sensitive amplifier. The charge-sensitive amplifier has a
preamplifier gain of 2 X 10 '_ V/q. The preamplifier is
followed by a shaping amplifier with a gain of 100 and
equal integration and differentiation time constants of 3t, s
each. The amplifier was developed by Robert F. Lockhart
at JPL in 1965 for use with solid-state detectors.
The shield scintillator-photonmltiplier serves as an
active collimator that vetoes proportional eomlter signals
from charged particles that intercept the plastic shield.
The blocking scintillator-photomultiplier is mounted on
a slide so that it may be moved over the entrance ape>
turc of the telescope to block the field of view for inflight
calibration. The veto signals from each phototube are
routed to separate charge-sensitive preamplifiers with
gains of 5 X 10 TM V/q. Each veto signal may, be separately
disabled by the command system.
The pulse height analyzer (PHA), eneoder and com-
mand system, shown in Fig. 6, is a 128-channel device
developed by Ball Brothers Research Corp.: Linear sig-
nals from the phototube veto channels are amplified and
routed to threshold discriminators. These threshold dis-
criminator outputs may be disabled 1)y the action of
individual veto eonunand relays. Thus, the state of the
command switch determines which phototubc veto signal
will prevent the linear gate front passing a signal from
the proportional counter.
Tasadena, Calif.
:Boulder, Colo.
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Proportional counter signals are amplified by a switched
amplifier with gains of 2 or 20. The relay switch position
is determined by the state of the command switch. The
amplified signals must pass a linear gate to be processed
by the analog-to-digital converter (A/DC). The A/DC is
a height-to-time device that gates a 2-MHz clock into a
7-bit output address register. The A/DC output register,
switch position monitor, and command switch status are
commutated and formatted into a serial data stream by
the encoder. The housekeeping and modulator system,
shown in Fig. 7, was constructed by the University of
California at San Diego. The serial PHA and status infor-
mation frequency modulate the 40-kHz subcarrier oscil-
lator. Temperatures are monitored by thermistors that are
switched into the temperature amplifier by a motor-
driven mechanical commutator. The amplifier output
frequency modulates the 3.0-kHz subcarrier oscillator.
The proportional counter lower- and upper-level threshold
discriminators are counted by 28 binary scalars. The scalar
outputs are diplexed to modulate a 7.35-kHz subcarrier
oscillator. The outputs of the shields and blocking scalars
are diplexed to modulate a 1.7-kHz subcarrier oscillator.
The subcarrier oscillator outputs are multiplexed into a
single video channel that frequency-modulates the telem-
etry transmitter. The telemetry transmitter was provided
by the National Center for Atmospheric Research3
C. Spectral Sensitivity Measurements for Lunar
and Planetary Flight-Image Sensors,
w. c. Schaefer
1. Introduction
A flight-imaging experiment requires that the particular
image-sensing device be calibrated either over its entire
usable range of spectral sensitivity or over the range of
spectral interest.
The data from these spectral measurements are uti-
lized, in part, for the following purposes:
(1) Design of color filters for haze reduction and for
spectral comparison of planetary surfaces.
3Palestine, Texas.
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(2) Selection of optical components.
(3) Exposure determination.
(4) Performance of colorimetric measurements.
(5) Reconstruction of color photographs from standard
(black and white) data taken through spectral
filters.
2. Instrumentation Description
The major items of equipment used in these measure-
ments are:
(1) Single-pass grating monochrometer.
(2) Tungsten iodide light source and power supply
with associated control and measurement instru-
mentation.
(3) Thermopile (black-body detector).
(4) Spectrally calibrated photomultiplier tubes with
their associated power supplies and measuring
instruments.
(5) Camera tube test set _ for sensor operation.
Figures 8-10 are photographs of the test instrumentation
and the test setup. Figure 8 shows the monochrometer,
_The camera tube test set is described in SPS 37-30, Vol. IV, Decem-
ber 31, 1964, pp. 138-14_.
Fig. 8. Test setup of monochrometer, thermopile, and electronics
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Fig. 9. Monochrometer and camera-head assembly
262
Fig. 10. Thermopile-chopper assembly
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thermopile, and electronics; Figs. 9 and 10 show the
monochrometer and camera-head assembly, and the
thermopile-chopper assembly, respectively. Figure 11 is a
system block diagram of the test setup.
A Bausch and Lomb high-intensity single-pass grating
monochrometcr is used as the dispersive element. It is
equipped with a 1350-grooves/nun grating covering the
visible range from ,350 to 800 nm in the first order and is
blazed at 500 nm. The reciprocal linear dispersion is
6.4 nm/mm. The scale for this assembly reads direct to
5 nm. Two additional gratings are available in the facility:
one covers the range of 200 to 400 nm in the ultraviolet,
with a reciprocal linear dispersion of 3.2 nm/mm; the sec-
ond covers the range of 0.7 to 1.6 t_m in the near-infrared,
with a reciprocal linear dispersion of 12.8 nm/mm.
Adiustable entrance and exit slits are used. The entrance
slit is supplied with a quartz collective lens, but no optics
are used at the exit slit.
The standard tungsten light source has been modified
to accept a 28-V de, 150-\V tungsten iodide lamp. The
lamp power supply is a Kepeo 36-V, 30-A regulated
supply, which is remotely programmed by means of a
resistance decade box. This permits the lamp current to
be set and reset to within very close limits. The lamp
current is measured by monitoring the voltage drop
across a precision 0.05-ft shunt, located in the positive de
lead feeding the lamp, with a Fluke differential voltmeter.
While the lamp current can be measured to an accuracy
of 0.1%, the main requirement is to obtain accurate,
though relative, numbers that can be used to precisely
reset the lamp current to a given value. Lamp voltage
may also be monitored with the differential voltmeter.
A thermopile is used to measure the energy in the
monochromatic light beam. Formerly, two Eppley 12-
junction bisnmth-silver thermopiles were used in a half-
bridge configuration. These units were mounted in a
three-wall thermally insulated box. Because of the general
lack of sensitivity and slow responses of these two devices,
and their vulnerability to both thermal and pressure
variations, they were replaced by two I/eeder RHL-7
thermopiles, which are presently being used. Where there
is adequate light energy available, a compensated
thermopile is used in conjunction with a Keithley milli-
microvoltmeter for de measurements. An uncompensated
thermopile is used with a Brower thermocouple amplifier
for chopped-beam measurements. The chopped-beam
technique, which minimizes the effects of ambient tem-
perature and completely eliminates dc drift, makes it
possible to measure very low values of radiant energy.
For certain low-light-level measurements in the ultra-
violet and visible region, wavelength-calibrated photo-
multiplier tubes are employed. An EMR 54,30-01-14 tube
calibrated over the region of 350 to 650 nm, and an
RCA 6903 tube with a fused silica faceplate, calibrated
over the region of 250 to 500 nm, are in use at present;
also available is an as-yet-unealibrated RCA 7012 tube
with an S-1 response. The photonmltiplier tubes are
powered by a Fluke regulated power supply; anode
current is measured on a Keithley mierovoltammeter.
In addition to the foregoing maior items of equipment,
a number of minor items are also required:
(1) A series of Osram spectral lamps used for periodic
verification of wavelength calibration.
(2) Filters, as required, for either the reduction of stray
light in the ultraviolet region or for the elimination
of second- and third-order interference in the near-
infrared.
(3) A set of wavelength-calibrated, speetrally flat, Ineo-
nel neutral density filters for light-level attenuation.
3. Measuring Technique
All spectral measurements made on photosensors are
performed by maintaining a constant output from the
sensor as a function of wavelength? This is accomplished
by adjusting the output energy of the monochrometer at
some wavelength, generally 400 nm, to a point where the
sensor is just out of saturation. The amplitude of this
signal is then measured by means of the video sampler,
and a point that is either 0.707 or 0.500 of this measured
voltage is used as the constant-output value to be main-
tained. The requirements of the constant-output point
are that it be (1) below the saturation point of the sensor,
and (2) above the noise level of the system, It has been
determined, through a series of tests, that the g-dB and
the 6-dB points meet these requirements.
After the constant-output-voltage point has been deter-
mined, an Inconel neutral density filter is placed in the
light path so that:
(1) With the filter in position, adequate monochromatic
energy is available over the required range of
spectral measurement.
(2) With the filter removed, sufficient energy is avail-
able for the thermopile, particularly in the blue
region.
SlEEE Standards on Electron Tubes, Methods of Testing, 1962,
Part 8, Camera Tubes, Paragraph 8.5.2, Spectral Sensitivity of the
Vidicon.
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Data are taken, over the range of interest, in 5- or
10-nm increments. The output of the photosensor is main-
tained at its predetermined constant-output value, at each
incremental wavelength, by accurately adjusting the
lamp input power. The lamp input current at the point
of constant output is then measured and tabulated. At the
completion of the test on the photosensor, the sensor and
its camera head are replaced with a thermopile, the
Ineonel neutral density filter is removed from the light
path, and the monochromatic energy is measured, using
the same values of lamp current vs wavelength as deter-
mined from the first part of the test, and these data are
tabulated.
At the completion of the test, the reciprocals of the
thermopile outputs are computed and are normalized
either to a specific wavelength or to the largest figure.
(If the reciprocals of the output are not computed, and
the curve is normalized and plotted, an inverted spectral
response curve will result.) A relative spectral response
curve, which is not corrected for slight variations in the
spectral transmission characteristics of the neutral density
filter, is obtained. A computer program has been written"
to perform these computations and to correct for the
spectral variations in the neutral density filters. Figures 12
and 13 are curves plotted on data for two representative
vidicons.
4. Test Results
To date, spectral measurements have been performed on
a total of 49 vidicons for the Surveyor, Mariner Mars 1964
and Mariner Mars 1969 television systems. In addition,
spectral measurements were performed on several pho-
tometers for the Ran[zer and Mariner television systems
and on a number of photodiodes for the Surveyor and
several supporting research programs. Several special tests
have been performed on vidieons, including an area spec-
tral response test, in which the tube faeeplate is masked
except for a 45-deg sector, a spectral measurement is
made on the unmasked sector, and the mask is then
rotated and the test repeated. Spectral measurements
were performed on the same Surveyor vidieon approxi-
mately two years apart, and the two sets of data agreed
with each other to within 3%. The calculated rms error
of the data, including all possible sources of error (wave-
length, thermopile, measurement, etc.), is taken to be 6%.
This error figure agrees closely with the value of 5%
independently calculated for the Surveyor program.
':The computer program was originally written for the Surveyor pro-
gram and has since been modified for the Mariner Mars 1969
program. The program is written for an IBM 1620 computer.
14o I I I I
OUTPUT OF VIDICON HELD CONSTANT
FOR VARYING LIGHT INPUTS
_20 BEAM CURRENT = 250 FA --
TARGET VOLTAGE = +12 V
DARK CURRENT = 1.95 x IO -9 A
IO0, >00 0 SATURATED LEVEL = 248 mV __OUTPUT L L = 0.707 V(set) = 175mV
0 100% OUTPUT = 0.295p.V o
( EXIT SLIT WIDTH = 1.0 ram(64 A/ram)
80 FILTER = 1.0% TRANSMISSION
0 INCONEL
0
60 0
0
0 Cr_T_ 0 0 o
40 000 0
CURVE IS NOT CORRECTED FOR 0
20 _ VARIATIONS IN FILTER TRANS- --_
MISSION CHARACTERISTICS 0
O(
0 _0¢)
400 450 500 550 600 650 700
WAVELENGTH, nm
Fig. 12. Spectral sensitivity characteristics of Surveyor
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Fig. 13. Spectral sensitivity characteristics of Mariner
Mars 1969 prototype vidicon
5. Conclusion
Future program plans include the continued measure-
ment of photosensors for the various flight and supporting
research programs and measurements on image orthicons
and photomultipliers for the Table Mountain Observatory.
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System improvements currently planned include the
fabrication and installation of a beam splitter at the exit
slit of the rnonochrometer to permit simultaneous irradi-
ation of the sensor under test and a thermopile.
Long-range plans call for the automation and digiti-
zation of the entire system. The sampled video output
will be used to generate a reference-level error signal that
will drive a servo system controlling the light level by
means of an iris or wedge. A recording thermopile on the
output of the monochrometer will measure the light
energy. A slow-speed motor driving the wavelength dial
will provide wavelength position data for a computer or
a drive signal for the X-axis of a plotter.
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XVI. Lunar and Planetary Sciences
SPACE SCIENCES DIVISION
A. 3.4-mm Flux Measurements of Quasars and
Related Objects, R. A. Schorn, E. E. Epstein, _
J. P. Oliver/ S. L. Soter, 1 and W. J. Wilson"_
Since April 1965, we have been making observations to
extend the microwave spectra of quasi-stellar radio
sources to very high frequencies and to search for flux
variations. We have worked at 3.4 mm (88 GHz), using
the 15-ft antenna at the Space Radio Systems Facility of
the Aerospace Corporation, Some preliminary results have
already been published (Refs. 1, 2, and 8) as have the
description of our dual-beam observing technique (Ref. 4)
and our calibration and atmospheric attenuation correc-
tion procedures (Ref. 5).
The system sensitivity is such that we had to integrate
for about 15 h to obtain a signal-to-noise ratio of a few-to-
one on a source of intensity of 10-20 flux units. Because
of the lack of strong point sources at 3.4 ram, our mea-
surements are absolute. We checked these measurements
in several ways. First, observations of '_olank" sky resulted
in signals within 1.5 standard errors of zero. Secondly, we
observed Saturn, a presumably constant 3-ram source,
IAerospace Corporation, El Segundo, Calif.
_U.S. Air Force.
during 1965--1967 (when the rings were nearly edge on).
Saturn showed a constant (to within the measurement
errors) brightness temperature of about 135°K, with no
systematic trends during our period of observing. Thirdly,
we broke down our data into 23.5-min blocks and plotted
the individual values of the antenna temperature ob-
tained during each block of time in a histogram for that
block. We found that these histograms displayed a gaus-
sian distribution whose width was consistent with the
short-term noise fluctuations of our radiometer. Finally,
we have observed Cyg A and Vir A. These are well-
behaved radio sources in that their fluxes at 3 mm can be
predicted with reasonable confidence from values at
longer wavelengths. Our measured fluxes show good
agreement with the extrapolated fluxes. The results of our
observations are presented in Figs. 1 and 2 and Table 1.
"Light" curves for 3C 273 and 3C 279 are presented in
Figs. 1 and 2. Source 3C 273 shows flux variations of
about a factor of 2 in times of the order of months. The
3.4-mm variations are larger than variations at 19.6 mm
(Ref. 6) and the two light curves are similar in shape, but
detailed comparisons are not possible. Source 3C 279 has
definitely been detected and flux variations are indicated,
although the variations are not as clear as in the previous
case.
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Fig. 2. Light curve for 3C 279
We have summarized our observations of other objects
in Table 1. The radio galaxy 3C 84 (NGC 1275, Perseus A)
may be a connecting link between quasars and Seyfert
galaxies (Refs. 7 and 8). Our detection of this object is not
inconsistent with this interpretation. To the present we
have detected no variations in its flux.
Also detected have been the quasars 3C 345, 3C 446,
and 3(2 454.3, all of which show a positive spectral index
(upturned spectra) at short radio wavelengths. The
quasar 4C 39.25 and the Seyfert galaxy 4C 05.20 (3C 120)
also show upturned spectra, and we have indeed detected
them. However, NRAO 91, which has an upturned spec-
trum, has been too faint for us to detect so far. Our failure
to detect CTA 102 is consistent with its spectrum at
centimeter wavelengths, which falls off steeply with no
sign of an upturn.
Because o£ the possible relationship of Seyfert galaxies
and quasars, we have observed the Seyfert galaxies
NGC 1068 and NGC 4151. So far, NGC 1068 has been
detected, but NGC 4151 has not.
In summary, we have detected only objects with turned-
up spectra. In 3C 273, at least, large variations occur in
the millimeter flux and similar variations are suspected
in other objects (3C 279 in particular). Finally, we feel
Table 1. Summary of observations
S, 10 -_ W/m2/Hz
Source Date (Statistical standard error)
3C 84
3C 196
3C 274 (Vir A)
3C 345
3C 446
3C 454.3
4C 39.25
4C 05.20 (3C 120)
CTA 102
NRAO 91
NGC 604
NGC 1068
NGC 4151
Aug/Sep 65
Mar 66
Jul/Aug 66
Aug/Sep 66
Oct 66
Feb 67
Jun/Jul 67
Oct 66
Feb 67
Aug/Sep 65
Jun 67
Jun 66
Jul 67
Aug 66
$ep 66
Nov 66
Feb/Mar 67
Jul 67
Jul/Aug 66
Sep 66
Nov 66
Dec 66
Jan 67
Jun/Jul 67
Feb/Mar 67
May/Jun 67
Feb/Mar 67
Mar 67
Oct/Nov 65
Apr 66
Aug 66
Dec 66/Jan 67
Jan/Feb 67
Mar/May 67
34 -4-11
14-----5
28 -_-7
27 -----7
16±6
23 -_-5
23 -_5
--11 _12
--1 _5
--14±9
5±2
3 -_-6
11 .+3
7---+ 7
12 -'_-7
7 "+-7
8 -----6
4 _5
12 -_-8
8 _-8
46 _---18
18 .+6
20 -4-3
15.+3
10 "_-4
6-+-2
11 _---4
16 _5
1 -I-5
--10.+10
--9 +7
11 .+4
8 _-4
0 -_3
4p
)
q
/
8 "+3
18 -t-3
4-
that fluctuations on a very short time scale (say, days)
might be present. We are now continuing our observa-
tions with an improved system, in which output rms noise
fluctuations have been decreased by a factor of 5 com-
pared to the system used in the bulk of the observations
reported here.
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XVII. Physics
SPACE SCIENCES DIVISION
A. Potential-Independent Features of the
Electronic Band Structure of Crystals,
M. M. Saffren
For the last thirty years the band structure of crystals
has been investigated by means of rather lengthy calcu-
lations. Although in the last ten years digital computers
have allowed the investigations to become more detailed
and precise, the calculations are still lengthy and some-
what tedious. For some purposes, however, such as an
aid in the interpretation of experimentally observed
optical transitions, a semiquantitative understanding of
the band structure can be nearly as valuable as a detailed
understanding. With this in mind, we are trying to
answer the question, "How much do we have to know
about the crystal potential if all we want to do is to arrive
at a semiquantitative understanding of the crystal band
structure?"
In the attempt to answer this question, a rather re-
markable fact has been discovered. It turns out that some
features of the band structure are entirely independent
of the crystal potential. Specifically, the energy levels at
various symmetry elements of the Brillouin zone (points,
axes, and planes) have a relative order that depends on
the particular space group of the crystal alone, regard-
less of what the actual crystal potential happens to be.
These order relations have been obtained by means of
theorems developed in a previous study of the potential-
independent order of levels of a particle moving in a
cuhically symmetric potential (Ref. 1).
While the methods used can be applied to the band
structure of any crystal type, the specific type chosen to
begin the study was the body-centered cubic (bcc) lattice.
Of the many order relations that have been obtained,
those presented in this summary are the simplest and
most striking.
The Brillouin zone appropriate for the body-centered
lattice is illustrated in Fig. 1. The symmetry points, and
symmetry axes of the zone, are labeled according to the
notation of Ref. 2. Figures 2-,5 illustrate the order of levels
for four types of bands. If, in these figures, two levels are
connected by a line, the level closer to the top of the
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page is the one lower in energy. This order is independent
of the crystal potential. If two levels are not connected
by a line, their relative order depends on the form of the
particular crystal potential. Figures 2-5 show the order
of levels of the lowest s-, p-, d-, and f-bands, with each
figure showing the order of the levels of the band rela-
tive to levels both in lower and higher bands.
Perhaps most interesting is the structure of the d-band,
seen to consist of several parts. Within each part, levels
}, =0
I]15
).:2
have a potential-independent order, but the levels in one
part have an order relative to those in the other that
depends on the crystal potential. Thus, depending on the
metal, each part of the d-band could be shifted up or
down relative to the other part, but within each part the
ordering of some of the levels is independent of the par-
ticular metal. We see therefore that in such dissimilar
metals as sodium, chromium, bcc iron, the order of these
levels is the same.
The f-band is a band of particular interest for the rare-
earth metals. While it appears that no calculations have
been performed on any rare earths having the body-
centered structure, the order relations illustrated in Fig. 5
predict what the order of several of the f-band levels
will be.
In the future we plan to extend our analyses to other
lattices: the face-centered cubic (fcc), the hexagonal close-
packed (hcp), the diamond, and the zincblende. Since
most metals are either fcc, bcc, or hcp, and since most
semiconductors and insulators are either of the diamond
or the zincblende type, the band structure of many of the
more important crystals will be analyzed.
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B. Application of MOSES to Polyatomic
Molecules, M. Geller
This article describes the capability and the informa-
tion derivable for polyatomic molecules from the com-
puter program MOSES (Molecular Orbital Self-Consistent
Field Energy System).
In SPS 87-46, Vol. IV, p. 209, the general layout of the
program MOSES was discussed, including its three main
subsections: GPACKG---which generates the necessary
integrals from the given starting functions; SCF--which
solves self-consistently the Hartree-Fock equations,
thereby generating the molecular orbitals; and PROPTY
--which uses the determined molecular orbitals to cal-
culate selected properties of the system under considera-
tion. Future plans for the improvement of MOSES were
also discussed in the referenced SPS.
Calculations have been performed on the systems BeI-I_,
BIJ:, NF_,, NFT,, and 03, and each will be discussed in
future volumes of the SPS. At present, no further calcula-
tions for other molecules of interest are being planned.
1. Capability
From the given input, which includes the coordinates
of the atoms, the orbital parameters, the type of orbitals
(s, p_, pu, p_, or d orbitals), and miscellaneous control
information, the following quantities are computed and
printed out:
(1) Total energy of the system.
(2) Nuclear repulsion energy.
(8) Individual orbital energies.
(4) Coefficients of the molecular orbitals.
(5) Population analysis broken down over each molec-
ular orbital of each symmetry type.
(6) Dipole moment.
(7) Other properties such as force constants, quad-
rupole moments, and field gradients.
(8) Timing information for each section of the program.
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In principle, the program can be applied to any mole-
cule with any number of electrons and any number of
atoms. In practice, it is limited to the use of 60 basis
functions of each symmetry. This restriction (based on
storage capability of the IBM 7094), plus the major re-
striction of allowed computer time, determines how large
a basis can be used for each atom. For example, if one
were to investigate the ONF molecule, a basis of 7_3 ° on
each atom ( a total of 48 basis functions) should very well
determine, after variation of distances and the angle, the
ordering of the levels and the geometry to within about
2%. The integral time for a single set of parameters
would be about 70 min and the SCF time per iteration
would be about 11 min. The total time to analyze this
molecule would be on the order of 50 h. For smaller bases,
the time would be appropriately reduced, as would the
information content. By contrast, on a CDC-6600, the 50 h
would be reduced to about 8 h. Based on experience, it
is estimated that triatomic molecules, tetratomic mole-
cules, and possibly pentatomic molecules (with one or
more hydrogen atoms) can be analyzed within reason-
able amounts of time.
Other restrictions in the program at present are:
(1) Since the package including d orbitals runs much
more slowly, it would be best to work with the
first-row atoms Li to F where the effect of d orbitals
is not expected to be too large in determining
geometry.
(2) Configuration interaction cannot be handled.
The open-shell program, not operational at present, is
expected to be available shortly.
2. Input
As mentioned earlier, the necessary input has been
streamlined and put into a convenient form. As an ex-
ample, for a molecule of C..v geometry using a basis of
5"8 °, the total number of input data cards is only 68. The
program has been written so that multiple runs can be
executed sequentially, even using the results of the
molecular orbitals from one run as starting information
for a successive run. Information has been gathered so
that efficient orbital parameters for the first-row atoms
are available for 8"1 p, 5q °, 5"2 _, 5"8 p, and 7_8 p basis sets.
Further, the program, when run on different computers
requires only a minimal number of changes. 1 There are
no stops in the program and no special operator action
is required at any time once the program is initiated.
'As of tile present, this program has been rtm oil the following
systems: IBM 7094/1 and 7094/2; CDC-6600; and GE-625, -635.
3. Timing Information
As an empirical guide to aid in determining the
timing, the results from many different runs have been
parametrized. On the IBM 7094/1, the integral time is
about 1.17 X 10 -* N *''_s, where N is the basis size. On the
7094/2, this time is reduced by about 40%. On the CDC-
6600, the integral time is reduced by a factor of about
10. The SCF time is approximately 2.06 )< 10-' N _.s s per
iteration without the use of symmetry adapted functions
(SAFs) and 2.8 X 10-* N 3-s s per iteration with SAFs on
the IBM 7094/1. The time is approximately 80% less
on the 7094/2. The reason for the increase in time with
the use of SAFs is that the transformation matrix has to
be generated, stored, and used many times. The time
for the remainder of the calculation_the compilation,
the one-electron integrals, and the properties_is small,
taking only about 10% of the total time.
C. Ozonolysis: Reaction Rates for Several Olefins
in Low-Temperature Solvents, W. K DeMore
Ozonolysis has long been used by organic chemists
for synthetic and analytical purposes. However, current
interest in these reactions is based mainly on the fact
that they are important in photochemical air pollution
(Ref. 1). The present study was undertaken to provide
additional information on the rates and mechanisms of
these reactions. The work concerned with rate measure-
ments in the gas phase will be reported in a future
SPS article.
1. Experimental Methods
The equipment and techniques used in this work were
similar to those previously used in photochemical studies
involving O:_ at low temperatures (SPS 37-39, Vol. IV,
p. 157, and earlier references quoted therein). The
reaction cells are essentially 1-cm cylindrical spectro-
photometric cells, which are suspended in an evacuated
container and which have annular coolant jackets for
either liquid Ar (87.5°K) or liquid N: (77.4°K). Both
an all-quartz cell and a stainless-steel cell with quartz
windows were used. The latter cell was somewhat more
satisfactory because the solutions could be effectively
stirred magnetically. The early experiments were carried
out in Ar solvent, but later a 50-50 mixture (by volume)
of Ar and N_ was used, because the latter solvent could
be used at both 87.5 and 77.4°K without freezing.
Solutions were prepared by first condensing a mea-
sured quantity of olefin in the bottom of the evacuated
cell, and then condensing in the liquid solvent. Ozone
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was swept in along with the last portion of condensing
solvent. Since diffusive mixing is very slow under these
conditions, little reaction occurred before the solutions
were either shaken or stirred.
The reactions were followed by monitoring the 03
absorption at 2560 A on a Cary spectrophotometer, taking
e(2560 A) = 3140 M -1 cm -1 (Ref. 2). In a few experiments
the amount of olefin remaining after reaction was deter-
mined by pumping the cell contents through a U-tube
immersed in liquid N._,, and analyzing for the residual
olefin by gas chromatography.
2. Rate Equations
The rates were measured under conditions of large
excess olefin and moderate excess olefin, using the fol-
lowing equations:
Large excess olefin (pseudo-first order):
ln[O_] t = In[O:,] °- k't (])
Moderate excess olefin:
where
] [o:,] o [ol],
kt = [Ol]o - [0,30 In [0110 [od' (2)
[O1] = olefin concentration
The quantity k" in Eq. (1) is the pseudo-first-order rate
constant defined by
k,-- k[Oll (3)
and applies under conditions where the change in olefin
concentration is negligible during the course of the
reaction. The constant k is the second-order rate constant
defined by
d [Od _ k[O:,] [Ol]
dt (4)
Equations (1) and (2) are based on tile assumptions of
second-order behavior of the reaction rate and a l:l
reaction stoichiometry. As seen later, these assumptions
are borne out by the observed rate behavior.
3. Results
Figure 6 shows the observed first-order decay of 03 in
the presence of excess C.,H_ and C.,F, at 87.5°K and
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Fig 6 Pseudo-first-order reactions of ozone with
ethylene and tetrafluora-ethylene in liquid
argon or argon-nitrogen
77.4°K. A marked temperature dependence is noted in
the C:H_ rates. The C_F_ reaction, which was studied
less extensively, is considerably slower than the C__H,
reaction.
The k' values, for C_H,, determined from the slopes
in Fig. 6, are plotted in Fig. 7 vs the C:H4 concentration.
The expected proportionality to olefin concentration is
found.
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Fig. 7. Dependence of the pseudo-first-order rate
constant k' on ethylene concentration
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Figures 8 and 9 show similar first-order data for
propylene. Most of the data of Fig. 8 were taken in the
early experiments with less effective stirring than was
used in later experiments. These data invariably show
an initially slow reaction rate (by a factor of roughly 1.5),
which slowly accelerates and finally approaches a con-
stant first-order rate. The cause for this effect is not
known with certainty, but it appears to be related to
the appearance of solid product in the reaction mixture.
It is possible that a small heterogeneous component of
the reaction rate is present, in which case the initial rates
would actually be the true rates. This effect is probably
responsible for most of the scatter of points in Fig. 9.
The data of Fig. 10 apply to experiments with moder-
ate excess propylene. These data are more sensitive to
the reaction stoichiometry, and therefore the observed
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Fig. 8. Pseudo-first-order reaction of ozone with
excess propylene in liquid argon at 87.5°K
I
0
X
T
tn
._o ° j
k(875*K)= 29 X 10 .2
0
M-I S-I
I0 15 20
PROPYLENE CONCENTRATION, MX 10 .3
Fig. 9. Dependence of the pseudo-first-order rate
constant kI on propylene concentration
(87.5°K, liquid argon solvent}
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Fig. 10. Reaction of ozone with propylene in
argon-nitrogen solvent at 87.5 and 77.4°K.
Propylene in moderate excess
straight-line relationships tend to confirm the assumed
1:1 stoichiometry. Also, the observed rate-constant k is
in good agreement with that obtained with large excess
propylene.
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Fig. 11. Reaction of ozone with butene-1 in argon-
nitrogen solvent at 87.5 and 77.4aK.
Butene-1 in moderate excess
Data for butene-1 are shown in Fig. i1. The slopes are
quite similar to those of propy]ene at both 87.5 and
77.4°K, which indicates that the activation energies for
butene-1 and propylene must be virtually identical.
The reaction stoichiometry was determined analytically
in two experiments with propylene. The results, summar-
ized in Table 1, are in satisfactory agreement with a 1:1
ratio of 03 and C:,H_ consumption.
The products of the ozonolysis of C,H_ were analyzed
by infrared spectroscopy at room temperature. The infra-
red spectrum was identical to that reported for propylene
ozonide (Ref. 8), and no carbony] absorption was pres-
ent. It appears that the overall reaction is
/O--O\
0._ + C:,H_, _ CH:_ CH_o/CH.,,
(5)
Table 1. Reaction stoichiometry in the ozonolysis
of propylene
Initial concentralion,
M
Propylene Ozone
3.30 X 10-:
0.705 X 10 -3
Final concentration,
M
Propylene Ozone
2.70 X 10 -31 0.0
0.003 0.0
Ratio
_O_/AC_ I%
0.88
0.96
Analysis of the products of the propylene ozonolysis
on an 8-ft Porapak Q-column at 140°C gave strongly
tailing peaks due to CH3COOH, CH:+CHO, and HCOOH
(CH20 was probably present, but not resolved). No peak
attributable to the ozonide itself was present. Evidently
the ozonide decomposes on the column as follows:
j .c.,coo.+c.+o
CH., C CH,,
" _O / """"_HCOOH ÷ CH:,CHO
(6)
4. Discussion
The observed rate behavior, reaction stoiehiometry,
and product analysis all point to a straightforward bi-
molecular reaction between O_ and the various olefins
studied, with no complications due to secondary reactions.
Possible heterogeneous effects may have raised the rate
constants by a factor of not more than 2.
The rate constants are summarized in Table 2, and
are plotted in Arrhenius form in Fig. 12, which also
includes room temperature rate measurements from other
laboratories (Refs. 4 and 5). The butene-1 results are not
plotted in Fig. 12, since they coincide almost exactly
with the propylene data. Several features of Fig. 12 are
discussed below.
The rate-constant differences for C_H+ and C:,H_ cor-
respond to an activation-energy difference of 1.0 ±0.15
keal/mole, both in the gas phase at room temperature
and in the low-temperature solvents. Few data are avail-
able for comparison of activation energies at reactions in
different phases, particularly involving low-temperature
solvents. The present results seem to indicate a remark-
able constancy of activation-energy differences in gas and
Table 2. Summary of rate constants
Olefin
C2 H_
C_ He
C4 H_ 1
C: F¢
O|efin concentration
relative to ozone
Excess
Excess
Moderate excess
Moderate excess
Moderate excess
Moderate excess
Excess
k, M -1 s-_
77.4°K BT.SOK
0.4 X 10 -4 1.5 X lO -4
2.9 X 10 -2
4.4 X 10-:
0.94 > 10 -=
3.9 X 10 -=
0.72 X 10 -2
0.55 X I0-*
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Fig. 12. Plot of log k vs lIT for the ozonolysis
of several olefins
2O
liquid phases. These findings thus support a previous
application of the low-temperature, liquid-phase tech-
nique to measure small differences in a series of oxygen
atom reactions (SPS 37-46, Vol. IV, p. 212).
If solvent effects on the rate constants are ignored, the
data of Fig. 12 permit calculation of the parameters of
the Arrhenius equation, k = A exp(-Ea/RT). For C2H4,
C3HG, and C4Hs -1, the Ea values are 3.8, 2.9, and 2.9
kcal/mole, respectively. A common A-factor of 5.8 M -I s -1
is indicated, which is quite reasonable if all three re-
actions involve a similar transition state. The data for
C2F, in Fig. 12 are inconsistent with the hydrocarbon
results, and the discrepancy suggests either that some of
the measurements are in error or else that the mecha-
nism is quite different for fluoro-olefin ozonolysis.
The question of solvent effects on the rate constants
will be discussed more fully in a future SPS article, at
which time additional gas-phase data will be available.
For the present, it may be said that a semi-empirical
treatment (Ref. 6) suggests that bimolecular reactions
in inert solvents should be faster by a factor of about
exp(650/RT), compared to the gas phase. At 87.5°K,
this corresponds to a rate increase of 10 '._ in the liquid.
In this case the activation energies of the preceding para-
graph would be low by about 1 kcal/mole, and the
A-factor would be low by about 10 °.4 M -1 s-L
It is interesting to compare the measured A-factor of
10 '_'_ (or slightly higher, to correct for solvent effects)
with a value that may be predicted as follows. From
transition-state theory, the A-factor is (Ref. 6, p. 198)
e_kT
A = _e a'_/': (8)
h
For the equilibrium
O:, + CH2 = CH=, _:_
/\
0 0
I I
H..C -- CH, (9)
the entropy change is
aS* = S° (activated complex) - S°(O:,) - S°(C.,H,)
(10)
A reasonable approximation for S° of the activated
complex is to assume that it is equal to S Oof cyelopentane,
since CHz bending modes contribute little to the entropy
at ordinary temperatures. By this approximation,
aS* _ S°(c-C,_,H,o) - S°(O:,) - S°(C_H4) (11)
= -39 gibbs/mole (12)
Since the above aS* refers to a standard state of 1 arm,
a correction of 6.4 gibbs/mole must be added to obtain
txS_ at 300°K. It follows then that
A = 10 _:_."_e :,.,._/RM-_ s-' (13)
= 10';" M-'s' (14)
Thus the calculated value of A is in good agreement with
the observed value, and tends to support the assumption
of a molozonide structure for the transition state.
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XVIII. Communications Systems Research
TELECOMMUNICATIONS DIVISION
A. Sequential Decoding: Possible Suppressed
Carrier Communication Systems With
Sequential Decoding, J. A. Heller
1. Introduction
A method of sequential decoding with carrier phase
estimation based upon the hiphase-modulated informa-
tion bearing signal has been described recently (Ref. 1
and SPS 37-48, Vol. III, pp. 181-187). This scheme uses
tlle tentative path decisions formed by the sequential
decoder in its tree search to effectively remove the modu-
lation from the signal prior to phase estimation. Since
with exceedingly high probability the final decoder deci-
sions are correct, the phase estimates are based on an
apparently nnmodulated carrier. Upper bounds on the
error probability and the distribution of computations per
bit decoded have been found for this system (Ref. 1 and
SPS 37-48, Vol. III, pp. 181-187).
In the analysis of sequential decoding with decision-
directed phase measurement, it was assumed that an oscil-
lator was available at the receiver to beat the received
signal down to baseband prior to matched filtering and
sampling. Figure 1 shows how the local oscillator is used
to obtain the in-phase and quadrature components of the
received signal
(t) = (t) oos(o,0t + 0 (t)) +. (t) (1)
In this figure only the difference frequency components
of r, (t) and r, (t) are shown because the sum frequencies
are eliminated by the matched filters. The signal si (t)
representing the ith message is a binary waveform con-
sisting of N signaling intervals each of duration T. During
each of these intervals si (t) -- ±S __, where S is the signal
power at the receiver.
Sequential decoding with decision direction requires
that the phase of the signal out of the multiplier be con-
stant during the signaling intervals; thus, assuming that
the channel phase 0 (t) varies insignificantly in any time
interval of duration T, the local oscillator nmst be in close
frequency syne with the received signal, or
,,,/. - .... < < I:T
However, it is not required that the oscillator be in fixed
phase synchronization with the incoming signal, because
the sequential decoder provides its own phase sync. This
article will be concerned with a discussion of several
efficient methods of locally generating a waveform in
close frequency agreement with cos,,,,,t.
In conventional deep space communication sy'stems,
the local frequency reference is obtained by allocating a
fraction m of the transmitted power to an unmodulated
carrier and placing the telemetry signal s_ (t) on a sub-
carrier to remove it sufficiently from the carrier (Ref. 2).
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r(z) =2 V2si(t) cos(_o t -8(t)) +n(t)
LOCAL
OSCILLATOR
_eg
21/2 sin _°aL_
rc(Z)=s,.{t)cos((_L- _o) t + o(11)+no(r)
,,(t)=s,.{t)si_((_L-o,o)r+e(t))+,,{t}
Fig. 1. Operation of the local oscillator
TO MATCHED
FILTERS AND
DECODER
The isolated carrier is then tracked using a phase-lock
loop. The output of the voltage-controlled regulator
(VCO) of tile loop provides a phase reference for coherent
demodulation, This method, although widely used, has
several drawbacks:
(1) It diverts a fraction m of the available transmitter
power from the information-bearing signal.
(2) It requires that the telemetry be placed on a sub-
carrier. This complicates synchronization, since a
coherent reference for subcarrier demodulation
must be maintained at the receiver.
For these reasons, only methods of ohtaining a local
frequency reference which leave all of the power in the
information signal will be considered here. Also, the en-
tire raison d'L;tre of decision-directed phase estimation is
to eliminate the need for a separate carrier. Its purpose
would be defeated by introducing this unmodulated car-
rier to obtain a frequency reference.
It is assumed throughout that symbol and code-word
timing are available. At any rate degradation due to error
in symbol and code-word timing can, in theory, be made
negligible compared to that due to carrier phase error.
2. Possible Systems
a. Frequency reference derived from a Costas loop.
In the decision-directed sequential decoding system of
Fig. 2, the frequency reference (and initial phase refer-
ence) is provided by a Costas loop (SPS 37-37, Vol. IV,
pp. 184-186). Here the low-pass filters W(f) are wide
enough to pass the modulation & (t), but are otherwise
as narrow as possible. Note that the signal input to the
loop filter F (f) is proportional to s, (t) = S, and is not a
fimction of the modulation. Assuming that the phase
errors are small enough that the linear mode/ for the
loop holds, it has been shown (Ref. 4) that the phase-
error variance due to noise is
1 ( N., WL,,'_4,=-2 l_ 2s ] (9.)
where ,_--"2S/N,,W_ is the signal to noise ratio in the
loop bandwidth and W,, and WLv are the bandwidth of
the loop and low-pass filters, respectively. Recalling that
W (f) must pass the modulation s_ (t), its bandwidth will
be proportional to 1/T, the rate in symbols/S,
IVLe = KIT (3)
The value of K depends on just how much of si (t) the
filter is required to pass. For the sake of argument let
K = 2, although smaller values are attainable when W (f)
is optimized with respect to the modulation. Substitution
into Eq. (2) yields
1( N,,'_cr_e =7 1 -F E,/ (4)
where E_ :- ST is the energy per symbol. For a sequen-
tial decoder operating on a large-bandwidth white
gaussian noise channel, it has been shown that the mini-
mum energy per bit needed for reliable communication
is E_ = 2N,, In 2 (SP8 37-48, Vol. III and Ref. 3). There-
fore, if R, is the code rate in bits per channel symbol
E, = R_.E,, (5)
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r{t) = al/Zsi(r) cos[_oZ-e (t)] + n(t)
_ ,ictl ,in[eItl- e'lll] +.,<t)
2I/;>sin[o_ot- e'(t}]
z'/zcos[_ot- e'lt)]
_____ ,,,,)co,[O(,)-o',,)] + no(t]
_I MATCHED
FILTER
AND
SAMPLE
"_I MATCHED
FILTER
AND
SAMPLE
Fig. 2. Sequential decoding system using a Costas loop to generate a carrier frequency reference
SEQUENTIAL
DECODER
WITH
DECISION-
DIRECTED
PHASE
ESTI MAT ION
and
,_ -_ 1 + R,. (9.ln2) (6)
Here we have an upper bound because a lower bound
on Eb was used.
By way of comparison with existing systems, if we had
a binary phase-shift-keyed (PSK) signal that allocates a
fraction m of the transmitter power to an unmodulated
carrier, and that carrier were tracked by a conventional
phase-locked loop, the question might be asked: As a
function of Rv, what values of m are necessary to make
the phase-error variance of the conventional system equal
that of Eq. (6)? The phase-error variance for the linear
model of the phase-locked loop with signal-to-noise ratio
2ms/N,,Wz,
1
_g_ m_ (7)
Equating the right-hand sides of Eqs. (6) and (7),
Table 1 is generated.
Table 1. Modulation index for PSK system required
to achieve the same phase error variance as a
biphase system with a Costas loop
versus code rate RN
R_ m
I/2 0.41
I13 0.32
I17 0.17
Obviously, as Rv decreases, the performance of the Costas
loop deteriorates, and a smaller fraction of the power
need be allocated to the carrier by the PSK system to
equate Eqs. (6) and (7). However, it can be seen from
Table 1 that, even at relatively low rates, the modulation
index m still represents a significant fraction of the power.
This coupled with the fact that the information signal in
the suppressed carrier system has a fraction 1/(1- m)
more energy suggests that a Costas loop may be a useful
means of obtaining a carrier frequency reference even
at the low-symbol signal-to-noise ratios encountered in
coded systems.
It is worth mentioning in passing that the energy per
bit required for reliable sequential decoding decreases
as R_. decreases for both coherent channels and time-
varying phase channels using decision-directed phase esti-
mation (SPS 37-48, Vol. III and Ref. 3). Since Costas loop
performance deteriorates with increasing R_., there will
be an optimum Rv for the composite loop-decoder sys-
tem for a given signal-to-noise ratio 2S/NoWL.
Although the Costas loop seems to provide a conve-
nient and efficient means of obtaining a local frequency
reference, an argument can be made for the fact that in
certain situations other frequency references might be
more efficient. The fundamental limiting factor govern-
ing how narrow the loop bandwidth can be in either a
Costas or an ordinary phase-locked loop is the uncompen-
sated doppler shift and spacecraft oscillator uncertain-
ties. Suppose a sinusoid of frequency _,,, were available
at the receiver. If the incoming signal were demodulated
using this sinusoid, no tracking loops would be necessary.
It can be shown (Ref. 5) that the phase-error variance
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incurred by the decision-directed system when tile se-
quential decoder is on the correct path is
X_
= es--7 (8)
where r is the time duration over which the phase ref-
erence is derived. In the equivalent continuous case
T _ 1;W,,p, and hence
1
=- (9)
Thus, knowing the nominal carrier frequency exactly
allows for a reduction of the phase error variance from
that at the output of a Costas loop (Eq. 6). This raises
tile question of to what extent tile use of decision-directed
phase estimation following a Costas loop is better than
using a Costas loop alone for frequency and phase esti-
mation; that is, can the degradation introduced by a
Costas loop operating at a low code rate R_ be partially
offset by decision-directed phase estimation? This ques-
tion will probably be answered best by computer simu-
lation.
b. Frequency reference derived from an ephemeris.
As another possibility, predictions of tile trajectory of a
deep space probe could be used to obtain a frequency
reference for demodulation. The use of a sufficiently
accurate ephemeris could potentially be superior to the
use of a Costas loop, since the later was shown to intro-
duce a perhaps irretrievable degradation. Figure 3 shows
a communication system with an ephemeris-controlled
local oscillator. Note that the phase (,oL - o,,.)t + 0 (t) is
required to remain essentially' constant during time T;
thus f_, f, < < 1_2:_T. As an example, if the communi-
cation system operates at 10,000 bits/s with code rate
Rv- 1/3 then it is required that fL- f,, << 5000 Hz.
This allows for an uncompensated frequency error of
about 1000 IIz or, at S-band, of several parts in 10L
The dashed feedback line in Fig. 3 indicates a means
by which control of the local oscillator might be aug-
mented by the decision-directed phase estimator in the
sequential decoder. This feedback path would be de-
layed by at least r' seconds, when r' is the length of time
between the reception of a channel symbol and the time
at which the decoder makes its final decision on that
symbol. Because of the inherent delay, the error signal
on this feedback path could be only weakly coupled to
the oscillator frequency, or the system might be unstable.
The prime purpose of this feedback path would be to
compensate for a slow drift in the frequency of tile re-
ceived signal which persists for a time interval long com-
pared with r' and which is not accounted for by the
ephemeris.
Note that while an ephemeris may be used to demodu-
late the telemetry signal, the need for precision doppler
measurements to track the spacecraft would still necessi-
tate an auxiliary Costas loop for this purpose.
3. Generalization of Decision-Directed Phase Estimation
If there is a constant frequency error between the
incoming signal and the local oscillator such that
r(t)
EPHEMERIS- ]4_
CONTROLLED
OSCILLATER
2 I/::' cos _.L(_
'+ ec,/]+..I,1
2 I/2 sin
_ r s (t)= S, (f) sin[(toL-WO) t+ 8(,")] + ns(t)
MATCHED 7
FILTER
AND
SAMPLE
MATCHED
FILTER
AND
SAMPLE
Fig. 3. Sequential decoding system with a local oscillator controlled by an ephemeris
and delayed feedback from the decoder
SEQUENTIAL
DECODER
WITH
DECISION-
DIRECTED
PHASE
ESTIMATION
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(,,,_,- .....) < < l/T, then although the phase remains es-
sentially constant during a chamwl symbol, it drifts
linearly from symbol to symbol. This linearly varying
phase, or constant frequency offset will cause a constant
steady-state phase error in the reference derived by the
decision-directed phase estimator (SPS 37-48, Vo]. III
and Ref. 1). This property demonstrates the analogy
between the decision-directed phase estimator and the
first-order locked loop. Both of them track a constant
frequency offset with a fixed phase error dependent on
the magnitude of the frequency offset.
With phase-locked loops, in order to track phase with
zero steady-state error in the presence of a constant fie-
queney offset, it is only necessary to go from a first- to
second-order loop. In decision-directed phase estimation,
it is not clear what can he done. On the other hand, if
the decision-directed estimator is modified to be a dis-
crete phase-locked loop instead of an open-loop estimator,
the properties of a second-order discrete loop can be
easily obtained. From Ref. 1, for each signaling interval
the in-phase and quadrature demodulators generate the
random variables
r,.k = ±(E,/N,,)'_cos O_ + n,:_
r,k = ±(Ev/N,,)'_ sin Oh-+ n.,k
(lO)
where n,, and n.,_, are independent, zero mean gaussian
random variables with variance 1/2. The discrete phase-
locked loop uses these numbers as inputs. The ± sign
ambiguity is resolved by multiplying r_k and r,k by ± 1
depending on the tentative decoder decisions. The phase-
locked loop operates in synchronism with the decoder as
it progresses into the code tree. The system always stores
the outputs of its VCO so that if the decoder has to back
up, the loop can effectively back up and restart again,
using a past-stored VCO output.
The use of an ephemeris-controlled oscillator for de-
modulation and a discrete phase-locked loop within the
decoder itself effectively transfers the job of frequency
tracking from the receiver to the decoder. This is advan-
tageous because the decoder supplies the loop (eventu-
ally) with correct modulation information; thus, an
ordinary discrete phase-locked loop can be used. If fre-
quency tracking is done in the receiver, modulation infor-
mation is not available, hence, a non-decision-directed
(and less efficient) device such as a Costas loop must
be used.
4. Conclusions
Suppressed carrier communication with sequential de-
coding is interesting for several reasons: (1) all of the
transmitter power is available to transmit telemetry,
(2) the data subcarrier is eliminated, and (3) since the
decoder seldom makes errors, with high probability de-
cision direction removes the biphase modulation per-
fectly, resulting in an unmodulated carrier for phase
estimation.
It is clear that it will be extremely difficult, if not im-
possible, to determine analytically the performance of the
various systems described here, beyond what was done
for sequential decoding with decision-directed phase esti-
mation for channels on which cos (_,,,t ÷ 0 (t)) is band-
limited (SPS 37-48, Vol. III and Ref. 1). Thus, as is always
the case with sequential decoding, in order to determine
performance parameters with sufficient accuracy for engi-
neering design, extensive computer simulation is neces-
sary. It is expected that future work will consist of such
computer simulations.
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B. Coding and Synchronization Studies: Optimum
Detection of Binary Sequences in White Noise
With Unknown Mean, S. 8utman
I. Introduction
This article presents a theoretical derivation of the
minimum error (optimum) receiver for detecting a binary
sequence which has been corrupted by additive white
gaussian noise of unkno,a-n mean. The motivation for this
study was to establish a reference for evaluating the per-
formance of the digital dump circuitry in the Mariner
Mars 1969 telemetry system. It is a continuation of the
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theoretical and experimental investigation reported by
G. L. Fultz and F. L. Larson2
2. Formulation
The receiver is presented with the random waveform
where
x (t) = s (t) + n (t) + t_(E/T) 1/_
K
s (t) = Y_ ak rb (t -- kT)
k=l
for(k -- 1) T_t_-kT
otherwise
ak = -- 1 with a priori probability
p(1) = p(-1) = 1,.2
n (t) is zero-mean white gaussian noise of two-sided spec-
tral density N,,/2 W/Hz and /_ is an unknown dc offset.
Because _t is unknown, we assume, with no loss of gen-
erality, that it is a random variable with an underlying
probability distribution p (/_).
Given the waveform x (t) the receiver must determine
with minimum probability of error the binary sequence
(}Ka = ak t,_
In order to accomplish this we consider the K-dimensional
sufficient statistic
x = (x_}_ ,
obtained by projecting (matched filtering) x(t) onto the
signal space spanned by the K-orthogonal basis functions
4_(t-kT) k= 1, 2, . • • ,K, thus
1/xk=-_ x(t) q_(t- kT)dt
ah + n_ + _L
where
rt_= N n (t) _ (t - kr), k = 1,2, • . - ,K
'Fultz, G. L., and Larson, F. L., Analysis o[ the Digital Dump
to Be Used in the Mariner "69 Telemetry System, February, 1967
and Continuation of Analysis of the Digital Dump to Be Used in
the Mariner "69 Telemetry System, September, 1967.
are independent zero-mean gaussian variables with vari-
ance
_r_.= E [n_.]
I_}_E.,f f N"82 (t- r)q_ (t- kT)ch(r- kT) dtdr
= N,:2E
3. The Ideal Observer Decision Rule
The ideal obsen'er decision rule minimizes the proba-
bility of error by selecting the binary sequence _ for
which the a posteriori probability distribution p _[x) is
a maximum overall possible binary sequences of the same
length. There are at most 2A"such sequences. If they are
equiprobable, it is equivalent from Bayes' role
p( a Ix) = p (x la)/9 (a), p (x)
to maximize the conditional probability density p (x[a)
which is
where
p(xla) f
p (x I a, _t) = (E/N,, ,-r)hT-'exp
(1)
- N,-Z (x_- a_ - ..)-'
k = 1
(2)
Now it is necessary to specify p (p.). For the sake of
reaching a conclusion, we will assume that tt is gaussianly
distributed with variance N,,/2XE. This assumption is
equivalent to maximizing our uncertaintly (entropy) of /_
under an average power constraint. There is no loss of
generality in assuming that f,_ has zero mean. Substitu-
tion of
(p (,) = (hE N,, _)!_ exp - _ t*'-' (3)
into Eq. (1) and integrating ow_r tt gives
{E__ff___^/'-'
P(xla)- \_N,,]
]x _ exp - _(x - aFR'(x- a)
(4)
284 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
where
( 1 )R 1 = I 3. _K y.,/r (5)
is the inverse of the eovarianee matrix of the noise plus
unknown dc offset,
R = E [(n + _'y)(n +/z',/) r ] = I + 3.-' _/_/r y
is the K-dimensional vector with components yh-= 1 for
all k, I is the K X K identity matrix and the superscript T
denotes transpose. It is obvious from the definition of _/
that its Euclidean norm is
[Iv!l_ = g (6)
Equation (4) reveals that the optimum decision pro-
cedure is to select from the set of possible binary se-
quences the sequence a which minimizes tile quadratic
form
Q(x,a)=(x a) rR'(x-a) (7)
=E
k=t
[x_ - .,, (_- _)]= _ _(_-_)_
(s)
where
A
1E
/¢ 1
_/?'X
x,_ irvll_ (9)
and
K
1Ea = _ a,_ (10)
g. 1
also,
K2
Q (x, a) = fix - all=" K + 3. (y - if)'-' (11)
4. Mechanization of the Optimum Decision Rule
A brute force approach for determining _ entails the
computation of Q (x,a) for each one of the 2 h possible
binary sequences, followed by a search for the minimum.
However, a more economical procedure is available be-
cause we can determine the optimum sequence in a closed
form when _ is held fixed. We observe that _ can take on
one of the K + 1 values
2I
ffs=_--1, J=0,1,2, ... ,K (12)
where I is the number of ls in a. There are (_) sequences
with I ls and hence if= ffj.
Let Aj denote the set of sequences with a = a._ and let
Q., = min Q (x a)
aE.l.l
g._,
= rain ',Ix- all_ 3. + g (_ - a,)
atLlt
(13)
Then it is clear that the sequence aj corresponding to
Qs is the one with the ] ls opposite the largest ] elements
of x. Next, since
min Q (x, a) = rain Oj = Q j,:: (14)
a J
it follows immediately that _ = aj ....
The process of determining the largest ] components
in x for ] = 0, 1,2, . • • ,K implies that we transform x
into y where the components of y are the components
of x arranged in decreasing order, thus,
Y,_'_Y_, " ' " ,_yK
The transformation is nonsingular and measure preserv-
ing because [Ixl! = !lY[I. Also _ = _. Let U be the K X K
matrix representing this transformation, then it should
become evident that the cohunns of U are a permutation
of the columns of the identity matrix I, and that
UU r = UrU = I. Now, since
and
we see that
y =Ux (15)
b = Ua (16)
Q(y,b)=Q(x,a) (17)
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Since b = a, we see that a is in Aj if and only if b is
in Aj. Therefore, we have
Qj -- min Q (y, b) (18)
J K
k=I k:J+l
because the ordering y, _ y._,2, • • • , _ yn and the con-
straint that b is in Aj imply that the optimmn choice for
bj is bt, = 1 for k_], otherwise bk = -1.
We can compute Qj sequentially from
I 2] - K(ff ÷ 1) - 11 (19)Qj = Qj_, - 4 yj+ K+x
where the initial condition is
E K_Q,, = (yk + 1) a K -+ a (0 ÷ 1)'-' (20)
The index 1" for which Q j, _ Qj for all ] _- 1" determines
that _ = b j,, that is
,, Ill f°r k_/*bh- = (21)for k > ]*
and hence
= tr_ b (22)
A schematic diagram of the operations invoh, ed in im-
plementing the optimum decision rule is given in Fig. 4.
The equipment complexity is of order Klog= K, mainly
to carry out the ordering on x. That is, most of the equip-
ment is for generating the transformation U (which is a
function of x).
5. Suboptimum Decoding
The equipment complexity in the optimum receiver
becomes intolerably large as K increases. A suboptimum
procedure which is much simpler can be derived by ex-
amining the situation as K approaches infinity. We have,
using the Law of Large Numbers, that
and
Thils,
liin ._ = tt (23)
K_m
lim a-= 0 (24)
A_z¢
lira Q (x, a) = " (25)iix - _*V - all = + /-'
k'-+_
and the best choice of _ is in this case
hence
a,, = sgn (xh- - v-) (26)
/x
ak = sgn (xk -- _:) (27)
The above decision procedure is optimum in the limit
as K _ 0o and may be approximated very well by means
of a high-pass filter, in tandem with the matched filter.
This procedure, illustrated in Fig. 5, is currently employed
in the Mariuer Mars 1969 telemetry system.
I MATCHED i_
x(t)'_'1 FILTER I'--_ D-_
TIMING
I TRANSFORM Xl,Xl,. ,x K INTO
ORDERED SEQUENCE YI->Y2 ->, . , • ,>-¥K
2 STORE THE TRANSFORMATION U
FROM ¥ = U x
3 COMPUTE 00,01, . ,OK
4 FIND Oj_ = rnjn Od
^
5 SET b E = I FOR k-< J'AND
^
b K = -I FOR k > J*
^
6 GENERATE a = U/)
Fig. 4. Optimum receiver
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xg0---D HIGH-PASS
FILTER
_[ MATCHEDFILTER
TIMING
Fig. 5. Suboptimum receiver
6. Conclusion
A possible practical application of the optimum deci-
sion rule would necessarily involve relatively small values
of K. This would be the ease if, for example, the unknown
mean fluctuates slowly. Then we may assulne that /_ is
constant ow,r only a short period of time, and thus K
would correspondingly be small.
C. Combinatorial Communications: Difference
Sets, L. D. Baumert and H. C. Rumsey, Jr.
1. Introduction
A difference set D is a collection of k distinct residues
d_, . - - , d/: modulo v, for which the congruence
d; - di _ b modulo t)
has exactly X distinct solution pairs d;, d; in D, for every
b_0 (modulo t;). Obviously, if a difference set is to
exist, its parameters v, k, 3. must satisfy
k (k - 1) -- a (v - 1) (1)
This necessary condition is by no means sufficient. Per-
haps the most important unsolved problem relating to
difference sets is that of determining the parameters v, k, ;t
for which difference sets exist.
With each difference set D associate a binary (1,-1)
sequence (ai} of length v such that ai = 1 if i belongs
to D and ai = -1 otherwise. (For example, the differ-
ence set (0, 1,3} modulo 7 has associated sequence
1, 1, - 1, 1, - 1, - 1, - 1). The associated sequence of a
difference set has a peculiar antocorrelation function, i.e.,
"2 ) _' when i = 0
i ,, aiai,j= Iv-4(k-x),
(Here the subscript i + j is computed modulo v). It is
this antocorrelation fimction( it follows immediately from
the difference set definition), which has led to extensive
use of difference set sequences in digital space communi-
cations (see Ref. 1 for the details of some of these appli-
cations).
We are primarily interested in the difference set exist-
ence question here. In 1956, Marshall Hall, Jr., (Ref. 2)
published the results of his search for difference sets with
parameters k < k < v for 3 _ k _/- 50. Restricting atten-
tion to k < v/2 (which may be done without loss of gen-
erality), he found 268 parameter sets v, k, _ which satisfy
Eq. (1). In 46 of these cases there were associated differ-
ence sets; 12 eases were undecided, and the remainder
had no associated difference sets. ttall's 12 undecided
cases were all resolved negatively through the inde-
pendent and somewhat overlapping efforts of It. B.
Mann (tlef. 3), R. A. Rankin (Ref. 4), R. Turyn (Ref. 5),
and K. Yamamoto (Ref. 6). Using the techniques devel-
oped by these authors, we have extended Ilall's search
through k _ 100 with essentially negative results. That
is, the only parameter sets v, k, _ in the range 50 < k_/- 100
for which difference sets exist are those belonging to
known families. There are 480 parameter sets in this
range, and only 28 of them have associated difference
sets.
The techniques of Mann, Rankin, Turyn, and
Yamamoto, while tremendously effective in this range,
handle only about 90_ of the cases. The others were
eliminated by more detailed analyses; most yielded to
standard multiplier-diophantine equation techniques. The
case v, k, 2_= 891, 90, 9 was particularly difficult. It was
finally eliminated by the application of a result on poly-
nomial congruences which was developed for that pur-
pose (see Sect. 4, following).
2. Known Difference Sets
There are 74 parameter sets _, k, X with 3 _ k/- 100
which have associated difference sets, and there are 85
inequivalent difference sets known whose parameters
have these values. This search shows that any new dif-
ference sets existing with k_ 100 must have the same
parameters as (and be inequivalent to) a difference set
which is already known. The known difference sets in
this range can be divided (with a few exeeptions) into
families.
a. Quadratic residues. For primes p -- 4t - 1 the quad-
ratic residues form a difference set with parameters
v=4t- l,k: 2t- 1, x=t-l.
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b. Biquadratic residues. For primes p = 4x _ + 1, x odd,
the biquadratic residues form a difference set with pa-
rameters v = 4x" + 1, k = x2, h = (x _-- 1)/4. For primes
p = 4x'-' + 9, x odd, the biquadratic residues and zero
form a difference set with parameters v = 4x_+9,
k=x _+3, X=(x -_+3)/4.
c. Octie residues. For primes p = 8a -_+ 1 = 64b 3 + 9
with a,b odd, the octic residues form a difference set
with parameters v = 8a '2 + 1, k = a 2, A = b z.
d. Singer sets. Singer (Ref. 7) discovered a large family
of difference sets related to projective geometries. These
have parameters v - (t '_+1- 1)/(t - 1), k = (t _ - 1)/(t - 1),
X = (t _1 - 1)/(t- 1) where t is a prime power.
e. Hall sets. For primes p = 4x _ + '27, Hall (Ref. 2)
discovered difference sets with parameters v = 4x _ + 27,
k=2x "_ 13, A=x:'+6.
[. Twin prime sets. When p and p + 2 are prime a dif-
ference set exists with parameters v = p (p + 2) = 4t - 1,
k = 2t - 1, _. = t - 1 (see Ref. 8 for a construction).
In this range (3 _ k _ 100) there are 23 quadratic resi-
due sets, 5 biquadratic residue sets, and the v, k, )t = 73, 9,1
octic residue set. In addition there are 47 Singer sets and
3 each of the Hall and Twin Prime categories; additional
difference sets with parameters 133,33,8; 63,31, 15; 3
more with parameters 121, 40, 13 (Ref. 2); and 3 more for
127, 63, 31 (Ref. 9). Because the 7, 3, 1 quadratic residue
set, the 13, 4, 1 biquadratic set, the 15, 7, 3 twin prime set,
the 73,9, 1 octic residue set, and Hall's set 31,15,7 are
also Singer sets, there are only 85 distinct difference sets
in this list.
Multiple inequivalent difference sets occur as follows:
2 for 31, 15,7; 2 for 43, 21, 10; 2 for 63, 31, 15; 4 for
121, 40, 13 and 6 for 127, 63, 31. Gordon, Mills, and Welch
(Ref. 10) have generalized the multiple 63,31, 15 con-
struction and have shown that for any M > 0 there are
parameters v, k, ,k for which at least M inequivalent
difference sets exist.
3. Existence Tests
The 480 parameter sets v, k, x with 50 < k _-_ 100 and
k < v/2 were first screened by four tests (with n - k - x
as usual):
a. Test A. If v is even, then a difference set exists only
if n is a square.
b. Test B. Let p be a prime divisor of n and let w > 1
divide v, with (p, w) = 1. If pt _ _ 1 modulo w for some
integer f > 0, then a difference set exists only if n is
exactly divisible by an even power of p (pC exactly di-
vides n if p" divides n and p_+l does not).
c. Test C. Let p be a prime divisor of n and let w _ 1,
(w,p)=i, when w is a divisor of v for which there
exists an integer f > 0 such that pt __ 1 modulo w. If
p_ exactly divides n and p_ (1 _-_0) exactly divides v, then
a difference set exists only if
pt_/',,l < (v/w) p-i (3)
where [x] denotes the largest integer _ x.
d. Test D. Let q _ 3 (modulo 4) be a prime divisor of
v, and let q_ exactly divide v. Assume any prime divisor
p of n satisfies one of the conditions:
(1) Order of p modulo q is even
(2) Order of/) modulo q_ is qt-_ (q - 1)/2
(3) p = q
Then, a difference set exists only if the equation
4n-- x-' + qy=', O_x, O_y_vq z, x + y_2vq 'l
(4)
has a solution in integers x, y. (If b and c are relatively
prime nonzero integers, then the order of b modulo c is
the least positive integer z such that b"_ 1 modulo c).
Test A is, of course, the celebrated Bruek-Ryser-
Chowla condition for even v. The apparent absence of
the Bruek-Ryser-Chowla theorem (Refs. 11, 12) for odd
v from this list should be explained. It turns out for odd v
that, when one restricts his attention to difference sets,
the Bruck-Ryser-Chowla condition as well as the more
stringent condition of Hall and Ryser (Ref. 13) are both
contained in Test B (SPS 37-41, Vol. IV, pp. 251-253).
Tests B, C, and D are essentially Theorems 2, 3 and 4
of Yamamoto (Ref. 6). However, we should mention that
results similar to B and C were discovered independently
by Mann (t/ef. 3), Rankin (tlef. 4), and Turyn (Ref. 5).
Of the 480 parameter sets with 50 < k_ 100 and
k < v,2, 28 correspond to known difference sets, and 394
were ruled out by one or more of the tests A, B, C, D.
The remaining 58 parameter sets were tested by means
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of standard multiplier-diophantine equation techniques
(SPS 37-43, Vol. IV, pp. 311-314). Fifty parameter sets
were excluded by this means, the case v, k, X = 859, 66, 5
being the most difficult by far, since it involved an ex-
haustive computer search of
possibilities. In three cases the modified multiplier theo-
rem of SPS 37-45, Vol. IV, pp. 267-270, was crucial.
At this point only 8 of the original 480 parameter sets
renmin unaccounted for. Four of these have X = 1 with
n not a prime power. But Evans and Mann (Ref. 14) have
shown that no such difference set exists for n _ 1600. In
fact, Corollary 2.1 of their paper disposes of these 4 cases.
The eases v, k, x = 306, 61, 12 and v, k, ,_ = 286, 96, 32 fail
to satisfy the respective necessary conditions of Theo-
rems 5 and 6 of Yamamoto (Ref. 6); consequently, no
difference set exists with these parameters. Only param-
eters v,k,,k = 441,56,7 and 891,90,9 remain. These re-
quire tile additional theory of the next section.
4. Polynomial Congruences
Instead of the difference set itself, it is often convenient
to deal with the polynomial
0(x) x _'-_ .... _ xa_
In terms of this polynomial the defining property of dif-
ference sets becomes
0 (x) 0 (x-') =
k
x 4' _J_n+2t(l+x+ .... t x"-')
i,j
modulo x'" --- 1 (5)
Thus, if a difference set exists, then for every divisor
w of v there must exist polynomials O,,(x), Oi,,, I (x) with
rational integral coefficients such that
0 (x) _ ol,,,, (x) modulo x" - 1 (6)
o (x) =_ o,,,(_) mo&lo t,,,(x) (7)
where f,,(x) is the irreducible polynomial satisfied by
the primitive wth roots of unity over the rational field.
Furthermore, the coefficients of 0 I,,,_(x) are nonnegative.
Conversely (by the Chinese Remainder Theorem), the
set of polynomials {0,,(x), all w's dMding v} uniquely
determines 0 (x) modulo x"- 1. In fact,
'Eo (x) _-g o,_(x) B, .. (x)
icl c
where
modulo x" -
(8)
B,. ,, _ p. I x" ]
rl w
and /,is the M6t)ius fimction. Similarly
1EOi,,,, (x) =- -we Oa(x) B,.. ,, (x) mod,,lo x" 1
d I w
(10)
A constn_ctive difference set existence test procedure can
be based on congruence (10). If this congruence is used
to construct 0 I..I (x), it requires the knowledge of integral
polynomials O,_(x) for all divisors d of w such that
0 (x) _ 0, (x) modulo f, (x). Neglecting for the moment the
problem of finding an exhaustive list of candidates for
Oa(x), note that given a set of integral polynomials {0a}
(i.e., one Od for each divisor d of w) there is no guarantee
that the polynomial computed from thena by congru-
ence (10) will have integral coefficients, much less that
these coefficients will he nonnegative. Of course, if these
coefficients are not nonnegative integers, then there is no
difference set corresponding to this set of 0,/s. The follow-
ing lemma helps screen the :L/s l>y imposing the restric-
tion that 01,,.l (x) have integral coefficients:
Lemma. Let w be a positive integer and suppose that,
for each divisor d of w, an integral polynomial 0d(x) is
given. Further, assume that an integral polynomial
01,, .,I (x) is known, for each prime p dividing w and that
these are consistent with the given 0a(x)s, i.e., assume
that
0_,,.:,,,(x) =- o.,(x) mMulo/_ (x)
for all divisors d of wp. Then, necessary and sufficient
conditions for the existence of an integral polynomial
0t,,,i (x), such that
of,,,,(x)_O,,(xl modulo/. (x)
for all divisors d of w, are that
o,,,(x) _ 0t,o/,,_(x) modulo (p, fi,;j,' (x)) (11)
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for all primes p dividing w. tIere w p"w' with p
prime to re'.
Congruence(10) can be replaced by tile computation-
ally more convenient
r I w
t'/H"
x" 1
X r [0t rl (X) -- 0,(, (X)] x" 1
modulo x'" - 1 (12)
As pointed out above tile success of this method depends
upon the availability of a complete list of possible Oe's.
For small parameters v,k, X, the relation (3) is useful;
it provides the relations
Oe (x) 0,, (x ') =-- n m(Mulo fe (x) (13)
0e (g) 0a (,_ _) = n (14)
where _ is a primitive dth root of unity. Titus there is a
correspondence between the polynomials 0,_ (x) and a re-
stricted set of principal ideal factorizations of n over the
field of dth roots of unity. If c :-xZai ,_i is an algebraic
integer which satisfies cO-= n (bar denotes complex con-
jugation) then, by a theorem of Kronecker, the only
0a(x)'s associated with the principal ideal faetorization
(c) (c-) = (n) are given by
0e (x) _- -+-x; _2ai x i moduh) [a (x) (15)
Determining all such principal ideal factorizations of n
in the field of dth roots of unity is, in general, an ex-
tremely difficult problem. I towever, for small parameters
v, k, x it can be done.
This method was applied to the two remaining param-
eter sets v, k,)t = 441,56,7 and 891, 90, 9. No difference
sets exist with these parameters, since the polynomials
0t,,;_ (x) and Of._,,;_(x) do not exist. The case 891,90,9
was particularly difficult, since in the computation of the
0,,, (x)'s and 0_,._ (x)'s, it was necessary to show that the
prime ideal divisors of 3 in the respective algebraic
number fields are of order 3 and 9 in their class groups.
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D. Combinatorial Communications: A Note on the
Integral Equivalence of Quadratic Forms,
W, Graves
1. Introduction
The theory of symmetric t>lock designs has been
studied both at JPL and elsewhere in connection with
the construction of ranging sequences and orthogonal
codes (Ref. 1). At present, symmetric l)loek design theory
(Ref. 2) consists of a heterogeneous collection of known
constructions for special cases on the one hand and a
single nonexistence theorem on the other hand. This non-
existence theorem (the so-called Bruek-Ryser-Chowla
condition) is ostensibly only a necessary condition for the
existence of a symmetric block design. However, there
are no examl)les known where a syinmctric block design
has failed to exist when the Bruck-Ryser-Chowla con-
dition was satisfied. Probably this is because the only
methnd (other than the Bruek-Ryser-Chowla test) of
showing nonexistence is by exhaustive search, and these
problems are too large for today's computers to handle
exhaustively'.
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In this article a theorem is proved which represents
some progress towards a strengthening of the Bruck-
Ryser-Chowla condition. Considerable preliminary mate-
rial is necessary in order to understand the scope as well
as the limitations of the Bruck-Ryser-Chowla result, and
to understand in what way it may be improved.
2. Block Designs and Quadratic Forms
A symmetric block design is an arrangement of v ob-
jects into v sets (called blocks) in such a way that every
block contains exactly k distinct objects and that every
pair of blocks has exactly ,_ = k (k - 1)/(v - 1) objects
in common. (It is assumed that 0 < A < k < v; this ex-
cludes trivial solutions.) With every symmetric block
design is associated a v )e t_ matrix A (the incidence matrix
of the design) with entries 0, 1 such that a_j = 1 if the/th
object appears in the ith hlock and ai2 _ 0 otherwise.
From the definition above it immediately follows that
AA' = (k -- _.)I + M
where t denotes transpose, I is the identity matrix of order
v, and J is the matrix of all l's of that same order. The
right side of the ahove equation is usually designated by
B, and it can be shown (Ref. 2) that the matrix A is nor-
mal, i.e., that AA t = AtA. Thus, if a block design with
parameters v,k,A--_ k(k- 1)/(v- 1) is to exist, there
must exist a 0, 1 matrix A of order v satisfying the matrix
equation
AA t = AtA = B (1)
Making the trivial observation that AtA =AtlA shows
that if a block design exists, then (in the language of
quadratic forms) the identity matrix represents B with
a 0, 1 transformation matrix A. That is, there exists a
linear change of variables with coefficients 0, I taking
the quadratic form X_ + • • • + X_ (associated with the
identity matrix) into the quadratic form
(k-,k)(y_+ . • . +y_)+,k(y, + - • • +y,,)z
associated with the matrix B. Unfortunately the theory
of such matrix representations is not fully developed, even
when A is allowed to have arbitrary integer coefficients.
However, if A is permitted rational coefficients, the Hasse-
Minkowski theory of rational equivalence of quadratic
forms (Ref. 3) provides necessary and sufficient condi-
tions for the existence of a solution (Ref. 2):
Theorem (Bruck-Ryser-.Chowla). There exists a ra-
tional matrix A satisfying the equation AtA _ B if, and
only if, (1) for even v, the number k- )t is a square,
(2) for odd v, the equation x 2 = (k - _.)y_ + (-1) _ _/-"
_z 2 has a solution in integers x, y,z not all zero.
Since the general theory of integral representations of
quadratic forms is not known, representations by the
identity matrix will be studied. After all, in looking for
integral solutions to AtA = B that is the only interest.
Nevertheless, to discuss the problem intelligently it is
necessary to define some concepts from the general the-
ory. Given quadratic forms f (x), g (y), and their associ-
ated matrices C,D, we say that [(x) represents g(y)
integrally (respectively, rationally) if there exists a linear
transformation T with integral (respectively, rational)
coefficients such that TtCT _- D. The quadratic form f (x)
represents g(y) rationally without essential denominator
if for every integer m there exists a nonsingular matrix T
such that TtCT = D, where T has rational coefficients
with denominators prime to m. If two forms f(x),g (y)
represent each other rationally without essential denomi-
nator, they are called semiequivalent and said to belong
to the same genus of quadratic forms.
If f (x) represents g (y) integrally and the transforma-
tion matrix T has determinant ± 1, then clearly g (y) rep-
resents f(x) integrally with transformation matrix of
determinant ±1. Two such forms are called equivalent
and said to belong to the same class. Thus equivalent
forms are clearly semiequivalent; in fact, a genus will, in
general, contain several classes of forms.
Returning to block designs we see that the Bruck-
Ryser-Chowla result ensures that ! represents B ration-
ally. Thus, we ask when a rational representation of B
by I implies an integral representation. Toward this end,
Goldhaber (Ref. 4) has shown that if (k, k - 2_) = 1, and
if I represents B rationally, then I represents B without
essential denominator. Thus, there is an integral sym-
metric matrix S in the genus of I which represents B
integrally. But S, being in the genus of I, is rationally
equivalent to I. Hence, one may ask whether S is inte-
grally equivalent to I, in which case I will then represent
B integrally. Any necessary conditions for this integral
equivalence are, of course, further restrictions on the
existence of block designs.
It is proved, in this note, that two nondegcnerate quad-
ratic forms with integral coe_cients from a "product
formula field" F (char F =/=2) are integrally equivalent
over F if, and only if, they are equivalent over F and are
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integrally equivalent over some finite Galois extension K
of F satisfying a condition which is made explieit in
Sect. 4. The proof is bv means of homological algebra
(Ref. 5).
3. Preliminaries
Every field F mentioned in this note is assumed to be a
product formula field. That is, F is either an algebraic
nmnber field or an algebraic function field in one variable.
Let Ir denote the ring of integers in F and Uv tile group
of units in It. Further assuming that char F % 2 allows
the matrix langmage to be used throughout.
Two nonsingnlar, symmetric nmtriees S, T e M (n,11.,)
are said to be F-equiwdent if, and only if, there is
Xe(;L(n,F) such that X _SX- T (here X t ahvays de-
notes the transpose of X). F-equivalence is an equivalence
relation, and for T as above, cls (F, T) denotes the equiva-
lence class of T with respect to this equivalence relation.
Two nonsingular, symmetric S, T E M (n, It) are said to
he F-integrally equivalent if, and only if, there is
XeM(n, Ir) with det(X)eUr (such an X is called uni-
modular) satisfying X' SX = T. F-integral equivalence is
also an e(luivalence relation on the sy'mmetric, nonsingu-
lar members of M (n, Ij, and cls (It, T) denotes the class
of T under this relation.
For a nonsingular symmetric T • M (n, It), O (T, ") de-
notes the orthogonal group of T. More precisely, letting
X = (XiJ (i,j = 1,2, ' - • ,n), then for any commutative
F-algebra A, 0 (r, A) -- Ilomr (F [X].,J, A) where ] is the
ideal in the polynomial ring in n'-' variahles over F, given
by X t TX -- T. In particular, for any finite extension field
K of F, O (T, K) can arid will be identified with the group
of IVeGL (n, K) satisfying 1V t TW : T. We also set
0 (T, 1,,) :- ttomF (F [X]/l, IA)
which we identify with the group of unimodular mem-
hers W eM (n, IA-) satisfying W' TW= T.
Now suppose that K is a finite Gah)is extension of F,
and let G (KF) denote the corresponding Galois group.
For any c¢• G (K'F) and any X • O (T, K), let "X denote
the matrix whose (i,i) entry is the ,r-image of the (i, j)
entry of X. Then O(T,K) is a G(K F)-group (Ref. 5,
p. 1-56). For any (r eG (K/F) and any a _ l_, u E U_, it can
be shown that _r(a) eI, and _r(u)EU,c. llenee, 0(1",I,.)
is also a G (K,F)-gronp. Thus 0 (T, K) 0 (T, L,), the set
of left cosets of O (T, I_,) in () (T, K',,, is a G (K,,F)-set
(Ref. 5, p. 1-56).
4. Statement and Proof of Theorem
It shall be proved that for symmetrie, nonsingular S,
T _ M (n, It), S E cls (It, T) if, and only if, both S • cls (F, T)
and there is a finite Galois extension K of F so that
S _ (As (L,, T) and so that whenever some X E O (T, K) and
for every or¢ G (K/F), "XX _e0 (T,/h-); then there is a
y _ 0 (T, F), such that Xy E O (T, In).
To do so, we employ nonabelian cohotnology. Let K
be a finite Galois extension of F and T a symmetric, non-
singular matrix in M (n, Iv). Then in the nonal)elian co-
homology we have the exact sequence of sets (Ref. 5,
p. 1-64): I-) II"(G(K,,"F), O(T,I.))---_. tI"(G(K,'F),
O(T, K))---) II"(G(K F), o(r, K)/O(T, I_)) _-,II'(G(K F),
0 (T, I_.)) _ 11' ((: (K/F), 0 (T, K)).
In (fief. 6), Springer observes that the equivalence
classes (under F-equivalence) of symmetric members of
GL(n,F) which are K-eqniwdent to T are in one-to-
one correspondence with the elements of ti' (G(K'F),
O(T,K)).
Similarly, we consider the set of all symmetric, non-
singular members of M (n, Ir) which are K-integrally
equivalent to 7', calling elements of S. and Se of this
set equivalent if, and only if, S, and S_. are F-integrally
equivalent. This gives an equivalence relation, and we
denote the resulting set of equivalence classes by
E (K/F, T), with S' denoting the class represented by an
element S in the initially considered set.
Lemma. There is an injection of E(K/F,T) into
H _(G(K:F), O(T,I_,)) with T' nmpping to the neutral
element of It' (G(K F), 0 (T, Ia)).
Proo[. l,et S', • E (K/F, T). Then there is a unimodnlar
X, EM(n,I,_) such that X t,TX, =S,. Since for any
_eG(K F), S,: "S,,we see that
"X, X,' eO(T, IA).
Setting jr, "X.X,' for each e•G(K/F), we have
[r "[r_[<, for any _r, r_G(K F). Thus ((<,) is a ('o-
cvch' representing an element of t1' (G (KF), O (T, In)).
Suppose also that )-t T)'_- S, for some nnimodular
Y, e M (n, I,, ). Then X_ - ([)rl for some (' • O (T, le). Thus,
(r "(_V,,(r ' where V,,- 'q',Y]'. So (V,,) and ((G)
are cohomologous and determine the same element of
If' (G (K F), 0 (T, l.)).
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If for S" E E (K/F, T), S" - S',, then there is a unimodu-
lar W _ M (n, IF) such that 'W t S_ W - S_. For unimodular
X_eM(n,l,-) with X!.TX: :-S,., we have
x_ Tx._, - s, - w,s,w = (x,w), 7(x,w)
Letting V,, "X: X..' it follows from the preceding para-
graph that there is l; e 0 (T, I^) such that
v,, ,,t; (,, (x, w) (x, u') ,) tr ,
,,/7 (,,X, X,') 17 '
_ <,{r(L_{r,
This proves that an clenlcnt of E (KF, T) uniquely
determines all eleinent of ll' (G(K F), 0 (T, 1^.)).
Finally, to show that our map is injective, let us sup-
pose that S_, S'.EE(K.F,T) haw, tile same image. As
above, let (/7,,) ,: ("X, X,') represent the image of S'_ and
(V,,) -:- ("X: X._?) the image of S.'.. We may assume that
IT,, :-V,, for each o,e(; (K/F). Then
,,(x_,x,l(x.,x,) #
(the n by n identity matrix), and so X.; _X, is unimodular
in M(n,I,.,). But (X.?X,)'S.,.(X:'X1) - S.. Hence S_ -: S.':.
The image of T' is clearly the neutral element of
H _ (G(K!'F), 0 (T, IA-)). The h>nnna is proved.
We return now to the exact sequence. For an), G (K/F)-
set A, I1" (G (K, F), A) is the set of elements of A invari-
antbyG(K/F).Thus tI'(G(K F), O(T,L,-))- O(T,I,.),
and ti'> (G (K/F), O (T, K)) _ O (T, F).
I lence,
II '>(G (K F), 0 (T, K)) _ II" (G (K F), 0 (T, K)/O (T, I,,))
is onto if, and only if, whenever <'XX _eO(T, IA-) for
some XeO(T,K) and for all _,EG(K.,.'F), then there is
zeO(T,F) such that X:' EO(T, IA-) [or taking y = z. '
we have Xy E 0 (T, 11,)].
If. in fact,
tI'+(G(K/I:),O(T,K)) _, H'(G(K I+'),O(T,K) O(T,L,))
is onto, one sees from the exact seqnence, that, with
respect to the map
tl' (C, (K...F), 0 (T, l,,))--+ tl' (G (K F), 0 (T, K)),
the inverse image of the neutral eh'ment of
tt, (G (K F), o (T, K))
is precisely the neutral element of ll' (G (K.'F), O (T, IA-)).
Combining tiffs with the aforementioned result of
Springer and the lemma, one concludes that in this set-
ting a symmetric, nonsingular F-integral matrix which is
K-integrally equivalent to T is F-integrally equivalent to
T if, and only if, it is F-eqttivalent to T.
It has been proved:
Theorem. Let S and T he two symmetric, nonsingular
inatrices in M(n, lr). Then S eels(It, T) if, and only if,
S eels (F, T) and there is at finite Gahiis extension K of F
satisfying
(1) Seels(L,, T),
(2) IfXEO(T,K) with "XX'e()(T,I_,) for every
aEC,(K F), then there is y_()(T,I:) such that
Xy_()(T,I,,).
5. Example
In this trivial applieation of tile theorem, let n--'2,
T - l (the 9. by 2 identity matrix), and F : O (the field
of rational numbers). Let m be a square-free, positive
integer which is divisih]e by at least one rational prime
integer p with p :-3 (modn]o 4). I,('t K O(m_-'), and
let cr be the nontrivial member of (; (K f_)).
It wiU he proved that condition (2) of the theorem is
satisfied in this ease. First notice that for any X E O (I, K),
X' --:X r. Now suppose that X_O(I,K) such that
"X X t _0 (I, la). Letting (!t__) _ Y - "X X ¢, one ohserves
that, because y_,,y,._, art' nol'lns from K to Q, then
[t_,, !t_': _Z (Z is the ring of rational integers, Z --_ l?).
NOW we use the equation },I )- _ I to prove that
) .... XX' eO(I,Z).
If y,, =: 0, then y_._.-< 0, y_, ±1. and y,: - _+1. Inter-
changing the roles of y,, and y:.., the above statement
remains true.
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If ]Y,I]=I, then y,=-y:, =0, and lY_'-']= 1. Again,
interchanging the roles of yl, and y.,_ does not affect the
truth of the statement.
Finally, we must assume that l Y,, I > 1, lYz_ ] > 1. Let-
ting (yi_) = (ai; + bi_m'_), ai),biiEQ, we have
yl, + a'_..,+ bi., m + 2a,_ b,., m'_ - 1.
So if a,._,= O, then b_xm = 1 -- y_, < 0 which is a con-
tradiction. Hence b,_ = O, and so also b_ = O.
Thus, in each of the three cases, it has been shown
that _XX t E O (I, Z) as claimed. O (I, Z) consists of the
eight members
-I, Ol 0-1 I I011, -10 ' 1 0 ' 10 '
1j0, 1010_l 01,r0
But noticing that det (¢X) = ¢(det (X)) = det (X), one
sees that only the first four from the above list are pos-
sibilities for "X X t. It will be shown that in fact _X X t = I.
Then taking y ---X t, condition (2) is seen to hold.
Let X = (rlj + s_;m"_-), 7"ij, 8ijEQ. If °XX t is either of
01010:
-1 or 1 ,
then it is easily seen that X = (0) which is a contradiction,
So suppose that "XX t = -I. From _X = -X, it can
be shown that
X = 8_, m'_ 8,,2m !'-'1
s..,,m _5 s.... m'5 I
Then since X t X - I, it follows that m (si, + s_,) = 1. So
1/m is a sum of squares of two rational numbers; hence,
m can be written as a sum of squares of two integers.
This is a contradiction, since m is divisible by a rational
prime p with p _ 3 (modulo 4).
So "XX' -= I, and condition (2) of the theorem holds,
proving:
Proposition. A binary quadratic form /t with rational
integer coefficients is integrally equivalent to the form
X z + Y2 if, and only if, the two are rationally equivalent
and are K-integrally equivalent, where K = Q (m _,_)with
m a positive, square-free rational integer divisible by
some rational prime p _ 3 (modulo 4).
6. Remarks
In order to make the theorem useful, given n, F, and T,
one can try to exhibit conditions for a finite Galois exten-
sion K of F which guarantee that condition (2) holds.
Toward this end, the following partial result is offered.
Let F be an algebraic number field and T a symmetric,
nonsingular member of M (n, IF). For any finite Galois
extension K of F, let PK denote the set of all nontrivial
prime spots on K (i.e., the set of equivalence classes of
nontrivial valuations on K). For each v'e PK, let K,,, de-
note a fixed completion of K at v' containing K, and let
1' " "l," denote the corresponding normalized vahmtion
on K .... If v' e P_- extends v E Pv, write _'] v, and identify
F,, with a subfield F_, of K,,. via a value preserving iso-
morphism.
Following O'Meara (Ref. 3, pp. 285-289), for v'eP^
and X --: (X_)eO(T,K,,,), define
IXl ..... max{lX_2],., : i,j = 1, • . . ,n}
Then if v'e Ph- is discrete,
fXrf, _lxl,,, Irl,,, forX, Y,O (T, K,.,)
Suppose XEO(T,K) with _XX'EO(T, Ia-) for all
• G (K/F). Then for each discrete v' • P_-
I°Xl,.. --=I XX 'Xl,..  loXX '1,,,IXl,,  lXl,.
Ixl,,, = Ix  -Ix I,,.I xl,, , ,
and hence I°X] .... IX I .... Since all the prime spots in
P_ extending a given v•Pv are conjugate, this proves
that for v'lv and w'[v, IXl .... IXl,o,.
For X • 0 (T, K) as above define S (X) to be those ele-
ments o among the discrete members of Pv such that
]X],,, > 1 for v'lv. We then have:
Proposition. Let n be odd, and let T, F, and K be as
above. Suppose that for each X _ O (T, K) satisfying, for
all cr•G(K/F), _XX_•O(T,I^,) there exists, for every
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vvES(X), y,.eO(T,F,) such that ]Xy, I,.,_I for v']v.
Then condition (2) of the theorem holds.
Proof. Let X e O (T, K) with "X X' e O (T, IK) for all
a e G (K/F). Since n is odd, det ( - X) - det (X). Hence,
in finding y e O (T, F) such that Xy e 0 (T, lb.), one may
assmne that det (X) -- 1.
Assume that for each v e S (X) there exists y,, • O (T, F,,)
such that IXy,,[,,, _1 for v'lv (here, y,, is also con-
sidered as embedded in K,.,). One may also assume that
det (y,.) = 1 for all v • S (X).
Let v'lv for v•S(X) and set L,=(IXI,,,) '. Then
Kncser's strong approximation theorem (Ref. 7, p. 191)
gives us y e O ( T, F) such that det(y) - 1, It! - y,: l ,, _ _v
for each v • S (X), and I Y[,' _ 1 for all discrete v ¢ S (X).
So for yeS (X) and v'lv, IXv - Xv,.I,,, _-IX,,, 3,_1_ 1. And
for discrete yeS(X) and v' Iv, IXYI," _1' Since for
v • S (X) and v' I v, ]Xy,. 1,., _ 1, we conclude that I xul,, -_ 1
for all discrete v' e Ph.
Thus, a y eO(T,F) has been found such that
Xy e 0 (T. I^.)
and condition (2) holds.
If, in the setting of the proposition, v e S (X) splits com-
pletely in PK, then one may take X _ for y,, (i.e., if v splits
completely, then K,, --_ F,., for all v'lv). This proves the
proposition.
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E. Combinatorial Communications: On the
Maximum Number of Cycles From a Nonlinear
Shift Register, s.w. Golornb'-' and H. Fredricksen
1. Introduction
A major unsolved problem proposed in Ref. 1 is to
determine the maximum number of cycles which can be
obtained from an n-stage (nonlinear) shift register. It was
conjectured (Ref. 1, p. 174) that the number of cycles
Z (n) obtained from the pure cycling register is the maxi-
mnm, where
'Ez (n) = g _ (d) 2"J"
dl n
(Here the summation is extended over all divisors d of n,
and 6 is Euler's phi function.)
In this article, it will be shown that the conjecture is
at least asymptotically correct. It should be mentioned
parenthetically that all attempts thus far to find a counter-
example to the conjecture have been unsuccessful.
2. The Asymptotic Formula
Definition: Let C (n)= maximmn number of simul-
taneous cycles into which the de Bmijn diagram on 2"
modes can be decomposed.
Theorem: C (n)_ 2"in, as u-_
Proo]: Since
_1[2. + o (2.-)] .0 _2"C (n) _ Z (n) = n n
it will suffice to show that C (n) is also upper-bounded
by a function which is asymptotic to 2"/n.
An upper bound to C (n) is obtained by assuming that
we can use all possible short cycles, starting with (0), (1),
(01), (001), (011), etc., until we have used up 2" vectors.
The total number of distinct possible cycles of length i
is in turn upper-bounded by 2i/i, and if there were this
many cycles they would use up i(2_/i) = 2 i vectors. In
overestimating C (n), we will thus count 2 i vectors for
_Consultant, Electrical Engineering l)epartment, University of
Southern California.
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each cycle length i, 1 _ i---_ n- 1, to get 2" -2 vectors
in the form
L "-_ 2 i2 _ = 2n -- 2, using -7 cycles
J=l i=l
The two vectors left over are insufficient to form another
cycle, if n > 2, and could at most be used to elongate
one or two of the cycles already counted. Thus,
tl- i
C (n) _ for all n > 2
i=l
(Careful inspection actually reveals that the inequality
fails when n = 2, that equality occurs for n = 3, and
that a strict inequality holds for all n >3.) Finally, we
will show
n - 1 . 2 tl
/ 2 at t2
i=1
in the form
"_-"_-- '-"2ii 2m+_m
i=I
2 i 2"1 m
i=l
I m mi + 2(m--l) + 2(m- i)
+ + 2(/- 1)
j=2
(m - 1)
2 (m - 2)
./2" {-- l + p + p2 + pa + . . . + pt,,v2j + (m/2 m)
--m
× +-_+ -- • +_)j
[____ p m . 2[,,,/e>,l___ 1 +ga
,2,,,I- i + o11>]
-_mL T -
where p may be chosen as small as
[m/2] 4- 1 1
2 [m/2] 2 +o(i)
and 1/1 - p = 2 + o(1), whence
L2 i 2mT_m( +o(i)) -
i=l
2m+l
m + i(1 + o (1))
in view of
m
lim - 1
m÷l
m--+_
However, since,
L2 _ 1i --m+l
i=I i=I
we have
2 2._+,t m4-1
i=1
This proves the result.
m+l __ 2
m+l
3. Numerical Bounds
The method used to obtain the asymptotic estimate for
C (n) can also be used to obtain numerical upper bounds
Table 1. Comparison of Z In) and B {n), which are,
respectively, lower and upper bounds for C fn)
.,n Zlnl B (nl '_ [21/11
_=1
I
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
2
2
2
4
6
I0
18
32
56
102
186
341
630
1170
2184
4096
7710
14563
27594
52428
2
3
4
6
8
14
20
36
60
108
188
352
632
1182
2192
4116
7712
14602
27596
52488
2
3
4
6
10
16
26
44
75
131
233
419
759
1388
2557
4740
B834
16542
31103
58693
0
2
4
6
I0
16
26
44
76
132
234
420
761
1391
2561
4745
8841
16551
31114
58708
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for C (n) for each specific n. That is, we assume that all
possible cycles of length i can be used, simultaneously,
starting at i = 1 and continuing until 2" nodes are used
up. If we call B (n) the bound thus obtained, we find
a comparison of Z (n) and B (n) in Table 1.
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F. Stationary and Nonstationary Phase
Distributions for the Practical Second-Order
Phase-Locked Loop, j I<. Holmes
1. Introduction
Modifying a method due to Viterbi and Tikhonov the
stationary phase distribution for the practical second-
order phase-locked loop is derived through an approxi-
mation involving the linear spectral method that appears
to be accurate at both high and low signal-to-noise ratios.
Also the transient probability density p (6, t) is derived
for the linearized loop.
2. Static Phase Error
The equation of operation in operator form is given by
d#(t) + AK F (P) sin 95(t) = -KF(P) n(t)
P P
(1)
where p is the Iteaviside operator d/dt and zero initial
detuning is assumed. For the practical integrator we have
the following loop filter
so that
1 + __,p (2)F(p)- 1 4 .,p
p (1 4- _,p) 95(t)
4- AK (1 q- r..,p) sin 95(t) =
-- K(1 + _.,p)n(t)
To put Eq. (3) in vector Markov form, let
95(t) = r._,fi(t) + u (t)
(3)
then Eq. (3) is equivalent to the two identical equations
in u (t)
r,ii + t_ + AKsin [r2/t + u] = -Kn(t)
d
r,_" + fi + AK_-_ sin [r2i_ + u] = -Kh(t)
(4)
We can now form the Markov vector process in y (t),
where the components are y,, (t) = u (t) and y_ (t) = it (t).
We have
dy, _ AKsin(r,..y, + y,,) -Kn(t) 1dt r, - -c-7y' (t)
(5)
The Fokker-Planck equation can be shown to be (Ref. 1):
_P _ y, _1____[ ?' )VAK sin (_:y, + y,)]p }
1 ? K-'N. _'-'
+ r_ (_y--_,(Y'P) q 4r_ ?yi (p) (6)
where p(y,,y,,,t) is the joint, time-varying, probability
density of y, and y_,. In order to obtain an equation in
p(_,t) we make the following change of variables. Let
z = y0 and 95 - v_.!/, + !t,,, then we obtain
_P_t- _ (95-z) :+G/
_ {[AKsin95+ 1 (95--z)]p}
K-'N,,_ _-'p
+ -- (7)
4H _95_
This equation appears impossible to solve in terms of
known functions. Hence we will obtain an approxima-
tion for the density of 4,. First we integrate out the vari-
able z, set [Op (95, t)]/Ot = 0 and replace 95(t) with ,I, (t) its
stationary phase equivalent. Assuming that p (_, z)] = 0
we obtain the following equation ....
z) dz }
+
T,_AK
rt 0,b [sinOp(O)] = 0
(8)
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Furthermore, since z := ,1_ _.,y,, we have that
f_v(a,, z)& - (_) {. - 72E [y, [_]}P
so that Eq. (8) becomes
r'-- 1 _,{E[Y, lq']p(*)}
7..,AK i:_
r_ _q, [sin ,1,p (,1))]
K'-'N,, t/7,,'_ __._p(_) 0 (9)
This equation cannot be solved exactly, since E (y,],l_)
requires the joint distribution function of yl and _. How-
ever, a generalization of the method of Viterbi's can be
used to obtain an approximation to the conditional ex-
pectation. Multiply both sides of the differential equation
for y, (t) by exp (t./r_) and integrate from t to oc. We
obtain
f( ')id, +Zy, exp(s rJds=
AK exp (u/r_) sin • (u) du --- K n (u) exp (u'r_) du
(lO)
evaluating the terms, making the change of variables
s = t + r, and averaging, conditioned on ,_, we arrive at
E [y, lO] = A K exp(r/r,) E [sinO(t + 7)lq'(t)] d,
TI .
(11)
In order to approximate the conditional expectation, we
make the assumption that q, (t) is a zero mean gaussian
random process with variance _r_;,which is essentially true
when the noise variance is small compared to the signal
power and also when the noise variance is large com-
pared to the signal power. In the former case sin,l, (t)
and ,I,(t) are approximately gaussian; in the latter case
q, (t) is nearly gaussian but sin q, (t) clearly is not. The
expectation term in Eq. (11), due to both mathematical
and physical conditions, should satisfy the following
conditions:
(1) lim E [sin*(t + 7)1¢(0 ] : sin,l)(t)
(2) lira E [sin * (t + _)1_'(t)] = 0
(3) IE[sin(_(t +7)l+(t)]l_l, V _
Let q,_ = q,(t-4 r) and qh = _(t). The approximation
that is made here is to find the best C (r) such that
E [sin%l_q] = C (r) sin _
Hence we seek C (r) such that
E% [(E% [sin_521_b1 ] - C (r) sin abe)z]
is a mininmm. It is not hard to show that C (r) is given by
E [sin ,Ih sin (1,z]
C(r) = E [sin_,I,,] (12)
Price's theorem can be used to evaluate the expectations
in Eq. (12), assuming that q,, and (i,,_,are jointly gaussian.
Let
R, (r) = E [,I, (t + r) • (t)]
then we have, using Price's theorem (Ref. 2), that
sinh [R_ (r)] R, (0) = ag (13)
C (_) - sinh ag '
Since R, (r) is not known, C (r) is not known; however,
we can define a constant 3': to approximate R.<,,e (r) such
that
= a, (,) d,R_,,,o(,)d-_ -.
This has been done by Tausworthe (Ref. 3) and 7_ is
given by
., _ (1 - exp (-ag)) _
r- - (_°),, (14)
for a wide range of shapes of R, (r) satisfy R, (0) = (rg.
Hence,
_C(7)d7
satisfies
'*C dr = (1 - exp - ,r_,)'-'o-?(_)
.... exp ( - ,d,) sinh a_,
f fX R_ (r) dr exp ( - _$) sinh ag
(15)
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which, for small s_, becomes
ff C (T) dr = p, (7) dT (16)
where p. (r) is the normalized covariance function. Hence,
using the above approximations for
E [sin ,1, (t + _)['b (t)]
we have
fAK "r'_ exp (r_/r) R. (,) drE [y, [q_] _ --'r, exp (-o;_.) sinh _,
(17)
After a tedious calculation one can show that p_ (r) is
dominated by the exponential term (-r,//2;:)1; I where
r = AK¢.-',,/'_,. Moreover, for correct design rT/2r.., > > 1/%
so that the Eq. (17) is given quite accurately by
AK ,i,'-' f_ R, (r) dr (18)
r_ exp ( -- ,_?;,)sinh ,_..
Now we shall evaluate the integral of R_ (r). First note
that
n. (_) d; = g. _ -_ s, (o) (m)
Where S, (0) is the value of the spectrum at ,, = 0. The
spectral equation derived by Tauswnrthe will be used to
obtain the value of the spectrum at ,,, = 0. From his
spectral equation (Ref. 4) we have
Hence
and
N_
s, (o) - 2a_ ,/ (20)
R_ (T) d_ 4A: 7 _
AK N,, exp(trg) .
E [y. [a,] -- _l 4A-' sinh o_;,sm ,I, (21)
to a fair approximation. Using the approximation of
Eq. (21) in Eq. (9) and noting that P (_), (_ rood 2_), sat-
isfies the same equation as p (_), since
P (O) = _ p (¢ -_ 2_-n)
n _
is a solution. We have as our solution
LKi\,, r,.. {r,-- (-,-, r:) fl,}
x exp _ b, - 0", - T=)/_,}cos,_
where
(22)
fi® -- 4A:' r., sinh cr?_ (23)
In the high signal-to-noise ratio case (S/N _ 10 dB) fl_
is given quite accurately by
1 AKr:':
and the stationary phase-error density for high S/N ratios
becomes
4Ar_ AKr_ + r..,1p (_,) = (9_)-, L,' LK-_--_,,_."_ + 7
F 4AT, AKC. + r,, ]× eXPLKN,, .__ + _c(,s_ (24)
As a check on our answer, note that if r, = r_, then
F (s) = 1, i.e., a first-order loop and P (_b) is given by
P (_) = (2=)-' I;;' exp _ cos _ (25)
the exact result for the first-order loop (Refs. 1, 4). Fur-
ther, if we let k and r,_ 0o such that K/r_K', F(s)
becomes F (s) = (1 + r,s)/s; i.e., the perfect second-order
loop, we obtain in this case
p(q_)=(2r)__i,,I4A: 1 ]
_,, " AKr.: + l 'r.:
[4A-' . 1 ]X exp L-_. AKr_ ÷ 1/r.,_ COS (26)
which agrees with the results of Viterbi's (Ref. 1). To
use the nonlinear estimate of the stationary phase den-
sity, a_ must be determined from the transcendental
equation
l+r 7 N,.
,r_= i 2(y_ _)],_ 2A _. (27)2r: 1 -_ rv-
where 7 == (1- expog)/_r'g and _ exp- og.
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3. Transient Probability Density
To obtain the probability density of 4' (t) one can resort
to solving the Fokker-Planck Equation in the linearized
form. It turns out that it is simpler to solve this equation
with zero initial conditions and then determine the effect
of the initial conditions from the stochastic differential
equation.
The Fokker-Planck equation for the practical second-
order loop Eq. (2) is given by (with zero detuning)
771 -1 _[E(yll4)t,(¢,t)] + "r, _q)[4P(¢'t)]
K_N,,(TJ a'-'p(¢ t) Dp(4.tl+- _ _4-' - _t (28)
And E [yt ]4] can be shown to be given by (in the linear-
ized approximation)
K
E[y,]4]-A(r+l) ¢
assuming rr, > > re.
To find the solution of Eq. (28) let
we find that
p (¢, t) = y'_ exp ( - Y4"q (29)
where
y_t)
4At1 A K r :-:-F r ., { 1 "_N.Kr:.'_+r," 1- exp27t( (30)
3'= "- 12A(r+l) + r,
To obtain the solution of p(6, t) in an initially non-
locked condition, in particular _- o,, _0, consider the
linearized differential equation of the loop to obtain the
mean value of 4.
¢I_ AK L'd + f it - .) _ (.) d,. =
dO,
dt' 01 = (,_ - ,o,)t + 0,, (31)
We will assume that initially the loop is in phase lock,
and therefore 0,, = 0; however, the loop is not in fre-
quency lock, i.e., o_- o_,,=/=0. Taking Laplace transforms
of the equation we find
(,) + AKr (,), (,) = ,o_(,)
where ,D(s) -= £' [d_(t)] and
1 + r,.,s
F (s) - 1 + _,s
tlence ,1,(s) is given by
0,,O}
+ (o, -- o,.) + -- -_ 0,,s
Ti,9 T1
Inverting this expression we have
$(t) '" _" _ ..../3 e "' sin fl_ + rd3 (a a +/3_)
X {fi -fie _'cos/3t q ,e _tsin/3t} (33)
where
' ±(
. =--, fi: r'-' -4r)'"
T "2 T 2
The solution has the property that
lim _ (t) = O, and lira _ (t) ........
t .... t_ ._ AK
llenee the time-varying probability density is given by
(for high S/N)
[2= (1 - e '-'vt)] '_
P(Gt) - (N,,K,_\4At, " _AK_';-'q+_,)"-'
I 4Ar, AKr_ +r, (4- _(t))'-'qX cxp -- N, Kr._," _ 4 r, (1 7_J (34)
where eft) is given by Eq. (33), and
7= --- 1 2A(r+ 1) + r:
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G. Noncoherent Detection of Binary Signals
Through Randomly Time-Varying Channels,
J. K. Holmes and W. C. Lindsey
1. Introduction
Recently, considerable attention has been given to the
problem of probing the atmosphere of planets (e.g., Venus
or Mars) by means of an instrumented entry capsule
launched from a fiy-by spacecraft. Undoubtedly of great
concern with a system of this type will be the deleterious
effect of fast fading due to the interference by the signal
reflected from the planet's surface with the directly trans-
mitted component• This article analyzes the performance
of a noncoherent detection system in which fast fading,
slow fading, and a spectral component exist; complex
notation will be used because of the simplifications in
later calculations.
assume that
= o
A A _
A (x,t) A (x', u) = A (x, t) a (x', u)
that is, the two components have the same covariance
function and the cross covariance of the two components
is zero. So that we model wk (t) in terms of the following
convolution :
wk (t) =
'"A (_., t) SI k' (t - _) dx, te [0, T] (2)
where S_l'_ (t) is, e.g., the _th sequence of L xr, (t)'s (LT =
[T,,,-k 1]), i.e.,
2. Channel Model
The transmitter transmits re [&(t)], where
.& (t) = x_ (t) exp i_,,,t, te [0, T]
and where k - 1, 2; xk (t) is a complex function and is the
information-bearing portion of the wave; and ,o,, is the
carrier frequency.
The channel output at the receiw_r input will be char-
acterizcd by the following waveform
S_h_ (t) = (xk, (t), xk.., (t), x_a (t), • • • , x% (t) ),
with the last signal being x:.L (t)= xk (t).
k_ = 1,2
(3)
The specular and slow-fading terms can be combined
to yield a signal of the Rice type, i.e.,
(a exp ( - i8) + y exp ( - i¢)) exp io_.t = a exp i (,o,,t + O)
(4)
where a and 0 can be shown to have the following joint
density
u(t) re[x,,(t){,,exp(- i8) + yexp(-i¢)}
X exp i,,,,,t + wk (t) exp i,,,,,t] (1)
a I a_'÷a"--2aac°s(O +8) 1p(a,O) =_exp - 2# 2
(5)
where re [ ] is "the real part of" operator. The first term
is a specular component with a and 8 being fixed num-
bers. The second term is a slowly varying fading term
with ¢ being a uniformly distributed random variable
(r.v.) and v being a Rayleigh-distributed random variable
independent of ¢ and having wlriance 2,F. The last term
is a fast-fading component which is modeled as a time-
varying linear filter. The kernel of the filter A (,k,t) is a
complex, time-variant, ganssian random process with
memory time T .... where
T,, = ,nax [min h' 3A (,_, t) -- 0, V h _X']
t
Let re [a (,\, t)] = A (M t) and I., [A (,_, t)] = A (_., t) and
and the amplitude alone has the density
;o a[p (a) (a, 0) dO = --7.= p exp ae + a e-]
(6)
The receiver is assumed to add additive white, station-
ary, gaussian noise n (t) having fiat two-sided power spec-
trum equal to N,,/2 W/Hz. Hence, the complex random
process available to detect from is of the form
*1(t) = axk (t) exp i (o_,,t + O) + (wk. (t) + n (t)) exp i_ot
= V (t) exp i_,,,t (7)
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3. Receiver Structure
We shall now discuss the noncoherent detector and the
associated multiplier functions. The receiver is shown
in Fig. 6 (the asterisk denotes the complex conjugate).
Where qk (t) '= Ok (t)exp/,_ot and fj, (t) is the solution to
the integral equation
T
xk (t) = (_, (t, u) Qk (u) du, te [0, T] (8)
and :£r (t,u) is the complex autocorrclation function
(Ref. 1) and will be determined presently'. The statistic
l' -'
L_ V (t) Q*k(t) dt (9)
is the decision statistic that is compared in the decision
process (Ref. 1). However, tile decision statistic from the
above figure is
and can be obtained from
R, (t,u) -= re [:_, (t,u) exp/oo (t - u)]
where
/G (t, u) = 1 (V (t) - V (t)) (V (u) - V (u))*
if the double frequency terms are neglected. (The over-
bar indicates the ensemble average.) This is certainly a
good approximation for band-limited signals and noise.
Further one can show that, using n(t)=_(t)+ i_(t),
A /x _. /"x "_ ¢'_(t,u) (t) (u) + n (t). (u) + (t) (u)
(t) n (.) + i (t) w (u)
n (t) n (u) - w_. (t) wk (u) - n (t) n (u)}
(12)
(t) q*h(t) dt = V (t) exp i,,,.t Q; (t)
x exp ( i,,,,,t) dt t
2
/
(10)
which is the same as Eq. (9). Note that
'1 (t) = V (t) exp L,,,,t
the received complex waveform. [V(t) is the complex
envelope.]
The true correlation function is given by
R,(t,u)=re[v(t)--_(t)]re[_(u)- _(u)] (11)
'7(t)
Fig. 6. Noncoherent receiver
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where the A indicates the real part and the - the imagi-
nary part.
Now if the noise spectrum is symmetrical about the
carrier frequency, then "_(t) and _(u) can be shown to
be uncorrelatcd processes and, in fact, are statistically
independent if _ey are gaussian. Furthermore from our
assumption on A (,k, t) and A (X, t), the following is true:
wk (t) we (u) = wk (t) wk (u) and wk (t) wj; (u) = 0
and further _ (t) _ (u) ='_ (t) _ (u), hence
4;_, (t, u) = RJ,_' (t, u) + R_ (t - u) (13)
so that Rt (t, u) is given by
/x /x
R,(t,u) = {R_,'(t,u)+R_(t-u)}cos .... (t-u)
Hence, Q_ (t) is the solution to
fo "/' ,IX A
xk(t) :: [R_(t - u) + ald' (t,u)] Qk(u) du (14)
If n (t) is white noise, then R,, (t - u) = (N,/2) 8 (t - u).
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Let us consider RI,!' (t,u) = wk(t) w_(u)
R!,!,(t, ,) ---
T:n
J/ /k ,_ /X AA (x,t)a(x',,)(SF' (t--. x)S?, (,- x')
s?, (t - x) s2' (T- x')} dx dx'
/% !
using the independence of A'(X, t) and A (2_,u). Hence
X,VC have
Tm
A ['fA _" "_"
=/J R, A,x') (t - _) (_ _')R,/, (t, _) (t, _, {sF, s_k}
Ib
-+ S 'k) (t - X) S {k' (r ,t')} dxdx' (15)
[Even if _(,_,t)= _(_), there appears to be only a de-
generate class of sequences Sp" (t - x) that allows _,p (t, _)
to be a wide sense stationary correlation function.]
For convenience in the error probability calculation,
we assume x= (t) was sent during the time interval be-
tween 0 and T. Then the receiver forms the statistic "m,
where
T
'-'p_,=- ,; (t) [Q)_:(t) exp (-i,,},,t)] dt
_k i iff/., k = 1,2 (16)
b
or using the explicit form of v (t) under hypothesis H:
T''_pk= lax_, (t) Q; (t) e '° + (we (t) + n (t)) Q,* (t)] dt
(17)
and our decision rule is the following
8, (T) : [_p:] :- ]_p,[ _ <>0 (18)
where x_ (t) is chosen if 8, _ 0 and x, (t) is chosen if 8, < 0.
4. Performance
Since our channel model allows for memory we will
obtain the probability of error conditioned on a fixed
sequence of signals S_k_ (t), then average over the pos-
sible sequences.
Recall that
s?' (t) =
{xj, (t),Xiz(t), " " " ,x1,(t)), j,,jo, ' • • = lor2
Now the probability of error P_: is given by
PE _£
2 II'ml
E Pr [SI:'] Pr [8, (T) < 0 I S_:']
I=l
+ Pr [S_'] Pr [8, (r) > 0 [S_ 1) ]
21Tin]E Pr [Sff ) ]
It: 1 1¢:1
Pr [8, (T) (-1) k < 0 ISff)]
(10)
where Pr [S(f }] are the a priori probabilities of the ;th
sequence being transmitted, which contains xk (t) in the
time interval [0,T]. We shall evaluate the error proba-
bility by finding the conditional error probability given
the amplitude a and phase O, and then average over these
random variables•
We now define the generalized correlation ,_ as
T
_. = xk (t) Q;_, (t) (It,
k = 1, 2, and Q._ (t) = Q, (t) (20)
Now consider the covariance of (_oe,_p_)
T
= f(w_(t)cov(%, :PT) .£ -
t)
+ n* (t)) (we (u) + n (u))
× Q: (u) Q* (t) dt du
T
= 2ff[._, (t,u) Q: (u)] du Q*(t) dt
o
= o f[ r x._.(t) 0".: (t) (lt = 2,_ (9.1)
At this point we postulate that the signals arc designed
such that 2, = 0; otherwise, the following calculations
become very difficult to handle. Therefore, this yields, on
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direct expansion of the covarianee,
cov (_o=,_o_) -- cov (%, _,) + coy (%, _,)
.A+ i {cov(>,, _,) -cov (%, %)} -- 0
or
and
A A _
coy (p_,p,) = --eov (p_,p,)
cov (p,, p_) = coy (p,, p_) (22)
Further, in the same manner as above, under the assump-
tions of a symmetric noise spectrum and the independ-
ence of _(t) and A (u), we have
Tffcov (*p2, 20,) = (wk (t) + n (t)) (wk (u) + n (u))
o
X Q2 (t) Q., (u) dt du
[wk (t) wk (u) + n (t) n (u)]
X Q. (t) Q., (u) dt du = 0 (23)
since w_ (t) wk (u) = n (t) n (u) = O. Hence, expanding
directly
oov (-_p_,_,) = cov ( p,,,%/-co,, (_p_,:p,)
+ i "^ coy{coy (>,, =_'_) + (2p., %)} = 0
therefore
and
coy (_, _,) =cov (_..,,_',>
-cov (o_,p_) = eov (o,, 0_) (24)
So that, from both sets of equations, we can deduce
that _, _'_, _^ _'_pz, p2 are uncorrelated; since they are gaus-
sian, they are independent random variables under hy-
pothesis 2 and given the random variables a and 0,
Define d_ in the following manner:
d_ = xk (t) Q_. (t) dt
T
=.ff ,,.., (., ,,, du,
o
k=1,2
(25)
w_
Now the conditional probability of error is given by
e(Ela, O, HO/) = Pr (l%l > I_p_l)
= v(IP_l p (Io, l)
X dtp_ldlp_ I (26)
where
ffv [Ela, O, H_'_] p(a, O) dadO = P [8, (T) < 0lSt _']
Oft
and it is easy to show that
_N(O,d]), _'_eg(O,d_)
2 2 2
_._,_N(acosO d,,d_), "_'_._N(asinOd,,d,)
where p _N (t_, z _) signifies that v is a gaussian random
variable with mean /_ and variance z _.
First, determine p(l_p,[) and p(l_p_[). Let [zp,[ = r,
and [2pz[ = r_, and consider the transformation _, =
r_ cos _, 2_, := r_ sin _,; then
p(r,) = p(]2o_}) = p(r,,_,)d_,,
The Jacobian of the transformation is r, so
f-"_ r, {_Fr_cos'-,@l+r_sin26,]}
hence
(27)
rl
p (r,) = _-_exp (-r'_/2d_)
In order to determine p(r_.), let __, = r=cosq_ and
-'p_ = r., sin _; then
_o"_'r., I(r._cos_._-ad",cos@..,)"p(r_)= _exp --
. z_,a, 2d_
(re sin @z - ad_ sin 6z)_q
-- 2d_ ] d6=
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Upon integrating we get
p (rz)= _-_exp 2d_ ] I,,(ar2) (28)
It is now obvious that P(EI., o, tI.,) = P(E]a,H:) since
p(r..,) and p(r,) do not depend on 0. Hence
p(EIa, H._) = f+ r,, exp ( - r_/2d]) L, (at..,)
x [ff rl dr, ldr.,
_- exp ( - r_/2d_)
After evaluating we get
P (Ela, H_) = _ exp
So that
P [8,(T) < 0IS_ '_)]
_
== P(Ela, H..)p(a)da
I
exp (
× (_ +r%
which yields
[ £< .l
P[8,(T) <0]Sp',] = exp 4__ 2_d_]
2 + _d,
(29)
The probability of error is then given by Eq. (19) in
conjunction with Eq. (29). From the above equation it
is clear that PD,(T)<0Isv'] approaches zero if d_
approaches infinity. However, in the next section it is
shown that d, is, in fact, bounded even for infinite energy
signals.
5. Irreducible Error
It might be expected that there exists an irreducible
error, since the fast-fading signal interferes with the re-
ception in a manner similar to noise, with the exception
that the more signal power transmitted the more fast-
fading noise is received. We shall show that
lira d_ < a finite constant
E-_oc
A
and hence the probability of error is not zero if R,,, (t, u)
is positive definite.
Define E, the energy, as
E = Ix_-(t) l=at
Let x_,(t) = (2E)'_ z_, (t) so that
(30)
"lz_ (t) l'-' dt = 1 (31)
Now we shall solve for Q_, (t) and show the E dependence
explicitly. Now recall
Tm
wk (t) = A (X, t) S__) (t - X) dx (32)
and
Tm
R,,,p(t, ,) (t, ,, x,x')
x {s;_,(t - x) _,_,_,(. - x')
+ SI _, (t -- X) S_,_) (, - X')} dX rlx' (33)
Now formally define L _) [" ] as the operator that maps
Qk (u) into x_ (u), i.e., if
" 7'
x, (t) = ,_',(t, .) 0,,(u)d.
then
x,,(t) = L'" [Qk(t)] = L[/' [Q,,(t)] + L,, [Qk(t)]
where the real operator L[/_ [" ] is associated with the
A
kernel R_,__ (t,u), and the operator L, [. ] is associated
with the kernel R,, (t - u). If we now define energy nor-
malized,, sequence s¢,k) (t) as s'}' (t)= S', k) (t)/(2E)!"-', then
R{[' (t, u) = 2E RI,{)' (t, u), where RI,:I)' (t, u) is independ-
ent of E. Hence, formally solving for Qt: (t), assuming the
inverse operator exists, we have
Q_(t)- (2E)'u L_/"+_L, [zk(t)] (34)
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and since
T
d_ = R, (t - u) Qk (u) Qk (t) du dt
o
I'
+ 2_ffI_l_" (t, u) f,_ (ul Q*_(t)
o
using Eq. (34) in Eq. (35) yields
dt du (35)
T
= R, (t, u) L;,p' + _ L,,
o
X L;p' + _- L,, [zk (u)] dt du
T
+ fR:,',' ,,) +f. {r.,,,L_,,,
o
× L_!)'+v-sL,, [zk(u)ldtdu
then
or
[z_ (t)] }*
[zk(t)] f
T
(d//,)z = lim d_=_:__. 1//R_,p' (t,u){L_''[zk(t,]} *
o
X {LI,_" ' [zk (u)]} dtdu
(36)
'T
, .
0
zk (u)} dt du < oo (37)
since the inverse operator exists. Taking the derivative
ad]/_E and noting that, if Y = R -1 (_,) x,
dy
- R-' (x) _ R ' (x) x
d,_ .a
we have, after some calculation,
7"
ad'_?E- 2ff_. (t, u) {[2E L[,')', _ L.]-' zk (t)}*
o
× {[2E L_" + L,,] ' z_(u)} dtdu_O (38)
since R, (t, u) is nonnegative definite. Therefore, it fol-
lows that the maximum of d_ is d_, (d[,')):_d_ and d_o
will be finite if L_,__-_ [" ] exists. It is not difficult to show
that LI_)-_['] exists if R[,__ (t,u) is positive definite.
Hence, the fast-fading term has the effect of developing
a lower limit on the probability of error that can be
achieved in the noncoherent receiver. This phenomenon
has been observed before; e.g., see Ref. 2 and SPS 37-45,
Vol. IV, pp. 263--267.
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H. Large Sample SNR Estimation for the
Maximum-Likelihood Detector, P. H. Schottler
1. Introduction
The prohlem of estimating bit signal-to-noise ratio has
been considered by Gilehriest and others :_ (SPS 37-27,
Vol. IV, pp. 169-183; SPS 37-48, Vol. III, pp. 209-212)
for a variety of cases including strong signal, weak sig-
nal, and with a de bias present. The problem considered
here is that of estimating word signal-to-noise ratio for
an orthogonal coded telemetry system. The approach
taken is suggested by some results of J. J. StiiCiter in
SPS 37-29, Vol. IV, pp. 285-290.
The prot)lem may be stated as follows: A waveform
y (t) -- Afi (t) -+ n (t) is received where fi (t) is a signal of
time duration T,, seconds, and n (t) is white gaussian noise
with mean equal to zero and single-sided spectral density
of N,, watts/Hz. The signal set [_ (t) i-1,2,''. ,2M
consists of M orthogonal signals f, (t), ' "" ,f,u (t) and
their coml)lements. The constant A is such that the aver-
age signal power is A: watts, that is,
1 t *TuT,,,. , f{(t) dt= l i= 1,2, . • . ,2M
A signal f, (t) is received every T,_. seconds with the phase
of f_ (t) assumed known at the receiver. It is desired to
obtain an estimate of the ratio (SNR) of received signal
energy A_T,, to noise spectral density N. given that the
receiver functions as a maximum-likelihood detector for
the received signal Afi (t) over each interval T_.. The
terminology and notation used here are largely that used
by J. J. Stiltter in SPS 37-29, Vol. IV. Maximum-likelihood
detection is discussed briefly in part 2 in order to establish
:T'. Larson and 1). Secor, memorandmn, Sept. 22, 1967 (JPL
internal document ).
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the necessary notation, and the estimation problem is
discussed in parts 3 and 4.
2. Maximum-Likelihood Detection
The maximum likelihood detector for an arbitrary set
of signals lift) i= 1,2,''' ,N (Ref. 1) is shown in
Fig. 7. The output of the jth correlator is given by
Tw
x; (t) = fj (t) y (t) dt
= A p_; T,,. Is (t) n (t) dt
where p_i is the correlation between the ith and flh
signals,
1 fTu,p,j = _ [, (t) [j (t) dt
Since the input noise process is gaussian, the correlator
outputs x, (t), • . • , xv (t) are gaussian random variables
with
and
E [xj] = Ap_ s T., (1)
N_
var [xfl =E[x_] -E _ [x)] =--ff-T,,_
y(t)_
f_(/)
fZ ( t/
DECISION
DEVICE
Fig. 7. Maximum-likelihood detector
In the particular case considered here, the signal set
lift) consists of M orthogonal signals f_(t),-'',fu(t)
and their complements, that is, a biorthogonal set:
{[, (t)} = {f, (t), • - • , f_ (t), f_+, (t)
= - f_ (t), . • • , f:,, (t) = - f, (t)}
For this signal set, then,
+l, i=jp_s = O, i_j,i:C-2M j + 1
-1, i=2M-I+ 1
With a biorthogonal signal set, it is necessary to corre-
late over only one of the orthogonal halves of the set,
say f_ (t), • • • ,f_ (t). The maximum-likelihood decision
is made in two steps: the correlator having the largest
absolute value of correlation identifies a particular signal
fj (t) or its complement, and the sign of that correlation
value selects between fj (t) and - fj (t), The detector con-
sidered here, then, has M correlators, and the decision
procedure involves selecting
max { Ix; (t) l }
3. SNR Estimation Using Absolute Values
Since the absolute values of the eorrelator outputs are
formed as part of the detection procedure, it is natural
to ask if these values can also be used to estimate SNR.
It turns out that the orthogonality of the signal set yields
a rather simple method of SNR estimation using the abso-
lute values of the correlator outputs. This method is dis-
cussed in this section and compared with an alternative
method in part 4.
With reference to Eq. (1), the following definitions are
made:
/_ = E [xi] = Apij T,_
No
cr_ = var [x;] -_- T,,.
Now, let x be a random variable whose density fimction
is given by
1 (x- t,)_
exp (2)p (x) - (%);_. 2__
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Then
p(Ixl) _P(*')+ P( _')' x>0=. (a)
tO , x<O
from which it follows that
E [Ixlq = _ [x=]= _ + =_
and
(4)
var[Ix I] = E [Ix[ _] - E=[lx[]
Suppose that a sequence of n signals fi(t), each of
duration T,_, is received. Let
Ix,_l= max{Jx),l}, i= 1,.-. ,M
J
denote the maximum absolute value of correlation ob-
tained wtien the ith word is detected, and let [x_i[ denote
the absolute value of correlation in one of the M--1
other correlators, chosen at random, when the ith word
is detected. Assume that the detector makes no errors,
that is, for each of the n received signals the correlator
having the nmximmn absolute value of correlation does,
in fact, correspond to the received waveform. Then
!21x,,I,.
i.1
is the sample mean of n independent samples (since inte-
grals over successive intervals Tw are independent) from
a population whose density is given by Eq. (3) with
= ±AT,_., and
_t
1 EIx__l
i:=l
is the sample mean of n independent samples from a pop-
ulation whose density is given by Eq. (3) with _ = 0.
Two estimators are to be considered, both of the form
K,-- \ ,_ A...alx,,, , q 1,o (6)
where aq is a constant. It will be shown that with suitable
choices for the constants a_ and a._,, and for the ratio
td/a" sufficiently large, R, is an asymptotically unbiased
estimator for t,/, and R_ is an asymptotically unbiased esti-
mator for ,/.
The mean of R,_ is given by
I 1E[R,,] ==,,="_1c_--_lx,,,I-' + 1_,,,IIx,,,Ii 1 i I "
= ="g-_,,E[Ix,,,lq-_ (n-' " .)E=IIx,,,I]}
" - var [[x,,il]
?1 [
(7)
Since
 zzz zz, zz,ag=- "_ = --"5 x,,,l' t4 x,,,l:'lx,.lq 3
i=l 3:1 k:l I 1 i:] 'i-I j 1 "i: 1 ,_:I
i/j icj
i=l j=l ¢¢ 1 i 1 j=l k=l 1=1 }
i_),_l¢, icj,_k,,'l ]
the mean-square value of R,_ is given hy
E [R_,] _. 1_ [Ix,,,I q + 4n(n - 1)E [Ix,,I _]E [Ix,,,I] _-3n(n - J)_= [Ix,,,Iq
-_6_(,- _)(.-.z)E[l:_q, lq_:_[I._,l] +_(,- 1)(n-2)(n-3)E_[]x,,,]] I
x,,,I_lx,,jl_
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and the variance of Rq by
ear [Rq] = E [R_] -- E-' [R,,]
o(1)= 4a:'E"[lx,,_[]var[lx,,,l] _-
n
(8)
The expressions (7) and (8) for the mean and variance
of R, x are expressed in terms of E [[ x:_ [] and ear [I xq, 1].
From Eqs. (4) and (5), it follows that, with tt -0 (q = 2):
and
Taking the constant a, equal to (_.2)',_ gives
and
E [R._,] = _ _ --_-' -- 1 (9)
I1
var [R_] 2_r' (. _ 2)
It is also possible to evaluate in general the mean and
variance of B, by using Eqs. (4) and (5) with :t = ±AT,,,.
It will suffice here, however, to derive an approximation
for E[[x,sl] which will greatly simplify the expressions
for the mean and variance of R,. The approximation
makes use of the asymptotic expansion for the error
function (Ref. 2):
erfz _ 1 exp -_ z:
exp (
==)E (- 1).....
t_t : I
1.3 • " - (2m- 1)
,77J_',- 2 I_ Z2"I+ I
Using this expression in Eq. (4) with /_..(2)'._,, ,- z gives
E []x_,[] = ,,z_ cxp(-S/2a'-')
oo
>_ _"_( - 1) .....
dtt_
1.3 • • • (2m-1)
,: V
for #_,,¢-' sufficiently large, and from Eq. (5),
var[Ix,,l]--_:
Then, with a, = 1, it follows from Eqs. (7) and (8) that
and
1
E [R,] __ _ + -_ (lO)
4
var [R,] _ -- v." ¢':
/'/
From Eqs. (9) and (10) it can be seen that the ratio of
the estimators R_/R.. will, for large n, be closely approxi-
mated by the ratio
t;-' _ (±AT.,)'-' _ 2 ( PY T..'_
,r'-' N,, \ N,, ]
--_-T..
If each signal is assumed to contain k bits of information,
then T,,.- kTn, and
"-'--2kt'a-'
.-' \ N,, .]
4. SNR Estimation Using Squared Values
Estimation of SNR using the correlator outputs requires
some nonlinear operation in order to eliminate the sign
ambiguity in :_. An obvious nonlinear operation is to
square the correlator outputs. A brief discussion of SNR
estimation using squared vahws is given in this section.
With p (x) as given in Eq. (2), it follows that
;and
E [x'-'] = t_'-'4 ¢= (11)
E [x'] = 3a' + 6/_2_ = + t?
In this case, the general form of the estimators is taken
to be
q=l,2
The mean of Sq is given by
[so] = E [x_,] 02)
and the variance of S0 by
1 {E [x,_] - E2[x_,]} (13)
var [ Sq] = n
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Using Eq. (11) to evaluate Eqs. (12) and (13) gives the following matrix:
E[Sd = _,: +.:
and
4
var [S_] = n (a ÷ 2t;" a_) (14)
E [Sz] = or:
2
var [S..,] -- -- _r_
(15)
The results of using both the absolute value and
squared value estimators are summarized in Table 1. The
ratio
var [ R..,] 1.14
var [S_] --
indicates that the estimators Rz and $2 are of comparable
efficiency. Moreover, the absolute-value estimators have
the advantage that they provide independent estimates
of t__ and a s, while the squared-value estimate of t_2 is
obtained by differencing $1 and S_.
Table 1. Summary of SNR estimators
Estimotor Mean Variance
Rt
$1
R2
S_
/(/,2
,r'
_//? 0 2
n
fl
2o .4
-_ I_ - 21
2(7 _
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I. Information Processing: A Note on Reed-
Solomon Codes, R. J. McEliece
1. Solution
A common method of defining an (n, k) Reed-Solomon
code over GF (q) with n = q - 1 is as the nullspace of
nn
I 1 1 ''" 1 I
Xl X., Xn
x_ x_ x,,
x','-_-' x_-_-_ xU '
where the x_ are the nonzero elements of GF(q). The
rank of R,, is certainly n- k, since any set of n - k col-
umns from R, form an (n - k) x (n - k) Vandermonde ma-
trix. Observe that it is possible to assign arbitrary elements
from GF (q) to any k coordinates of an n-vector and then
complete the vector to form a unique code word, since
in order to do so it is necessary to solve a system of
n- k equations in n- k unknowns whose associated
matrix is Vandermonde. In particular, if we set k - 1 of
these coordinates equal to zero and make the other non-
zero, then no other coordinates in the word can be zero,
since the only word with as many as k zeros is the zero
word itself. Consequently the minimum weight of the
code is n-k÷1. In order to count the number of
words of this weight, merely set k - 1 positions (selected
from (k"_) choices) to zero, and let some other coordi-
nate take on each of the q - 1 nonzero elements from
GF (q) in turn. We have, therefore, proved the following:
Theorem, In an (n, k) Reed-Solomon code over GF (q),
the minimum weight is n - k ÷ 1, and there are
n(q -- 1),, ,
words which attain this weight.
2. Application
The purpose of solving this problem was to find an
exact answer for the probability of error in the DSN
teletype code, when the code is used to its full error-
correcting capability. For this code, q -- 16, n -= 15, k = 9,
and n-k+l is 7. Thus, the code is triple error-
correcting, and, if used in that mode, the probability of
error is, for small symbol error probability, merely equal
to the probability that a quadruple error is made which
looks like a triple error made on a different code word.
Assume that the zero code word was sent. Then a quad-
ruple error looks like a triple error from a different code
word if, and only if, the quadruple error consists of four
of the seven positions of a nonzero code word. Since the
code has minimum weight 7, a given quadruple error can
correspond to at most one code word. Hence, if p repre-
sents the symbol error probability, and P the word error
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probability, then for small p
Now in the worst ease for DSN teletype, p = 0.01.
Hence the word error probability P satisfies
P_2.5 × 10 _
This looks low, but for the application intended for space-
craft command links, 10 _ word error probability is de-
sired. Hence, the code will be used to correct double
errors and correct quadruple errors. This mode satisfies
the specifications.
J. Information Processing: Perfect Codes in the
Lee Metric and the Packing of Polyominoes/
S. W. Golomb and L. Welch
1. The Geometry of Shannon's Five-Phase Code
In Ref. l, Shannon considered the problem of coding
to completely eliminate errors in a channel using a
5-symbol alphabet, with the error pattern as shown in
Fig. 8. The alphabet may be regarded as the integers
modulo 5. When the integer r is sent, either r or r ÷ 1
is received, with respective probabilities p and q. If one
forms a code consisting of sending each symbol m times
to represent the fact that it occurred once in the mes-
'Prepared under Contract 951208 with Electrical Engineering De-
partment, University of Southern California.
I
2
5
4 _-"-_ 4
Fig. 8. Shannon's 5-phase channel
sage, then there is still a probability of q"_ that an error
will occur. However, there exists a code using only two
code symbols per message symbol which eliminates errors
entirely (Fig. 9). In this code, if (a,b) is a code word,
then it may be received as either (a, b) or (a ÷ 1, b) or
(a, b + 1) or (a- 1, b + 1). However, we can associate
all four of these received messages uniquely with (a, b)
when we use the code of Fig. 9. This is most readily seen
via the geometric presentation in Fig. 10. The 25 pos-
sible code words (ab) are represented by the 25 cells,
with coordinates (a, b). The code words of Fig. 9 corre-
spond to the cells with dots in them. Each dot is in the
lower left-hand corner of its ambiguity square. (The en-
tire 5 X 5 array is to be regarded as a ton_s.) Since these
ambiguity squares are nonoverlapping, any received mes-
sage can be uniquely interpreted.
The packing of five 2 X 2 squares in the 5 X 5 torus
shown in Fig. 10 is reasonably efficient, but the resulting
code is not close-packed. In particular, there are 5 un-
used cells in Fig. 10. For the channel described by the
error statistics of Fig. 8, no further improvement is pos-
sible. However, if other errors are remotely possible, then
it is advantageous to assign the 5 unused squares to the
ambiguity regions of the 5 code words. This can be done
as in Fig. 11, where the error which occurs when (a, b)
is received as (a - 1, b) will also be corrected. Since there
are no open spaces in Fig. 11, this code is close-packed,
and corresponds geometrically to a tiling of the 5 X 5
torus with P-pentominoes.
--- •L
_^l __ °_ --
U
° u
Fig. 10. Geometric representation of
the code in Fig. 9
0 = (00)
I =(12)
2 = (24)
3 = (31)
4 = (43)
Fig. 9. An error-eliminating code for the
channel in Fig. 8
I•
Fig. 11. A close-packed P-pent•rain• code
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In general, any tiling of an n )< n torus by translations
of a given polyomino shape corresponds to a close-packed
code, using word-length 2 over the n symbol alphabet.
However, the error patterns corrected by such a code are
likely to be unnatural or infrequent ones, unless the shape
of the polyomino is constrained in various ways. We will
next consider a class of polyominoes which satisfy the
appropriate constraints.
2. Two-Dimensional Codes in the Lee Metric
In Fig. 12, we see the polyomino generated by taking
the code word (a, b) and displacing either component by
1 unit, either up or down. The resulting figure, an
X-pcntomino, is accordingly a sphere of radius 1 with
center at (a,b), in the metric (called the Lee metric)
which computes the sum of the least absolute differences
of the corresponding coordinates of two points. For our
purposes, the underlying alphabet is the integers mod-
ulo m, and the least absolute difference between i and j
in this alphabet is tile smaller of i j (rood m) and j - i
(rood m).
In general, a Lee sphere of radius r in two dimensions
consists of q = r-' + (r + 1): =- 2r: + 2r -t 1 cells. The first
few cases appear in Fig. 13. The obvious close-packed
codes to look for are the following ones:
Is there a close-packed code of Lee radius r, with
word-length 2, over the q-symbol alphabet, where
q=2r-'+2r+ 1?
Such a code would correspond to a tiling of the q × q
tonls with polyominoes which are Lee spheres of radius r.
The main result of this section is that such codes exist
for all positive integers r.
Theorem 1. For every positive integer r, there is a
close-packed r-error-correcting dictionary in the Lee
metric, of code words of length 2, over the q-symbol
alphabet, q = 2r _ + 2r + 1.
Note. Geometrically, this theorem asserts that q Lee
spheres of radius r, in two dimensions, can be used to
tile the q )< q torus.
Proof. As code words, we use the set {(a, (2r + 1)a)}
with a-0,1,2,--.,q-1, regarding all integers as
modulo q. Since these code words form a group under
component-wise addition modulo q, the minimum dis-
tance between two code words equals the minimum
weight of any nonzero code word, and the code is r-error-
correcting if this minimum weight is at least 2r 4 1.
(a-l,b)
(a,b+l)
(a, b)
(a,b-1)
(a+l,b)
Fig. 12. The X-pentomino as a Lee
sphere of radius 1
q=t3
r=3
q:25
r=4
q=4i
r=5
q=61
Fig. 13. Two-dimensional Lee spheres
of radius r, for 1 _-_r<_ 5
Consider a _ 0 (rood q). If IIa [I + 11(2r + 1)a II< 2r + 1,
then at least one of the two components contributes --<__r.
If a--r, then (2r+l) a=2r _+r_-(r+l)(modq), so
that Ilall + 11(2r + l) all= r + (r + 1) =2r + 1. More
generally, if a=r-i with 0--<__i_-_r-1, we have
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IIa [I + [I (2r + 1) a [[ = (r -- i) + [(2i + 1) r + (i + 1)] =
2(i + 1) r + 1 :> 2r ÷ 1, as required.
It is not necessary to consider separately the case that
the secorul component is _< r, since (a, (2r + 1) a) can be
rewritten (- (2r + 1) b, b) using
-(2r + 1) b = - (2r + 1)='a
= -(4r _+4r _-l) a_a(modq)
For r = 1, the close-packing of the 5 X 5 torus with
five X-pentominoes (spheres of Lee radius 1) is shown
in Fig. 14. Note that the code words (the centers of the
X's) are at the same positions as the code words in
Figs. 10 and 11. For r = 2, the close-packing of the
D
A = (00)
B=(12)
C : (24)
D:(31)
E : (43)
A
Fig. 14. A close-packed code for the Lee
metric, using X-pentominoes
Fig. 15. A close-packed double Lee
error-correcting code
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13 X 13 torus with thirteen triskaidekominoes (spheres of
radius 2) is shown in Fig. 15.
3. Single-Error-Correcting Codes in n Dimensions
A point in r_-space has 2n other points within a Lee
distance of i of it. Geometrically, we may visualize a
Lee sphere of radius 1 in n dimensions as a central hyper-
cube, which has 2n hyperfaces, to which another hyper-
cube has been affixed to each of its hyperfaees. Tile
X-pentomino (Fig. 12) is tile two-dimensional sphere of
radius 1. The three-dimensional sphere of radius 1 is the
heptacube shown in Fig. 16. We can prove directly:
Theorem 2. In Fig. 16, 49 of the heptacnhes can be
used to close-pack the 7 X 7 X 7 h,vpertorus
Proof. Specifically, we look at a typical 7 X 7 cross-
section of the solution, shown in Fig. 17. The cross-
sections of our heptacnbe will be either X-pentominoes
or single squares. In the cross-section shown in Fig. 17,
Fig. 16. The three-dimensional Lee
sphere of radius 1
\B \o
, A,
B
'B \o
, A,
AJ B \o
\O
, A,
\
x
\
\
"B
\
Fig. 17. A cross-section of the close-packed
7 X 7 X 7 hypertorus
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we see seven X-pentominoes, as well as seven squares
labeled "A" and seven squares labeled "B." Tile A's are
bottoms of heptacubes whose centers are in the plane
above, and the B's are tops of heptacubes protruding
upward from tile plane below. Since the seven A's are
systematically translated (1 unit to the northwest) from
the centers of the X-pentominoes, we are assured that in
the next cross-section above tile one we are examining, tile
X-pentomino sections fit together properly. Similarly the
seven B's are systematically translated (1 unit to the south-
east) from the centers of the seven X-pentominoes, and
are, therefore, consistent as tops of heptacubes from the
layer below. Finally, since 7 is a prime, it is easy to see
that these translations must lead to a periodicity of 7 in
the third dimension.
A much more general result is true. Basically, it asserts
that close-packed single-error-correcting codes for the
Lee metric exist in n dimensions, for all n, as follows:
Theorem 3. In n dimensions, tile spheres of Lee radius 1
can be used to close-pack the hypertorus which is
qXq • • • Xq--q", where q=2n _1.
Proof. As centers of the spheres, we use the set S of
all points (a,, a_., • • • , a,,) of tile hypertorus which satisfy
_, ia;__O(mod2n-_ 1)
i =1
The number of solutions to this congruence is clearly
q"-_, since any choice of a._,,a,, • • • ,a, may be made,
and then there is a unique value of a,, modulo q, to sat-
isfy the congruence. Also, every point of the hypertorus
is within a Lee distance of 1 from some point in this set.
For if B = (b_,b.,, • • " ,b,,) is any point of the hyper-
torus, we compute
ibi_-k(mod2n + 1)
i 1
where -n _--k_ + n. If k - 0, then B is a member of
the set S. If k > 0, we change hie to b_, - 1 to go from B
to a member of S at Lee distance 1 away. If k < 0, we
change b,,l to btkf-F 1 to go from B to a member of S at
Lee distance 1 away.
Each point S has only 2n neighbors at a distance of 1
away. Thus the spheres around these points can account
for at most q" '(2n + 1)= q" points if the spheres are
all disjoint. However, since every point of the hypertorus
is within distance 1 from some point of S, the spheres
must be disjoint and fill up the space. Thus, the code is
close-packed.
4. Some Special Constructions
When q :- 2n + 1 is a perfect power, it may be pos-
sible to construct a close-packed single-error-correcting
code in the Lee metric, in n dimensions, with an alphabet
size less than q. For example, when n = 4 and q = 9,
rather than tiling the 9 X 9 )< 9 X 9 hypertorus with tile
spheres of radius 1 composed of 9 tesscracts, as guaran-
teed by Theorem 3, we may attempt to tile the
3 X 3 X 3 >( 3 hypertorus with such spheres.
A successful attempt at close-packing 9 of these spheres
into tile 3 X 3 Y. 3 X 3 hypertorus is shown in Fig. 18.
The centers of the spheres are indicated by the boldface
letters A through I. The other points of the sphere are
indicated by the same letter as the center, but in fainter
type. The four coordinates of a point are its: (1) superrow,
(2) supercolumn, (3) subrow, and (4) sul)column.
Over the ternary alphabet, a single error in the Lee
metric is the same as a single error in the ltamming
metric. (If one component is in error, this is a single
ttamming error, regardless of the magnitude of the error.
For the cyclic ternary alphabet, an error in a component
is necessarily by ±1 modulo 3.) Thus, Fig. 18 is also a
close-packed single ttamming error correcting code! In
fact, this code was obtained in Ref. 2 by the method of
orthogonal I,atin squares. Two orthogonal Latin squares
0 I
0 I 2 0 I 2
CODEWORDS [olA A A J B H
A 0000 0t_2 A B D B B BB OI II G C E C
C 0222
D 1012 F
E 1120 loA F D E F H
F 1201 I l_ D D D E B DG 202 E G E E
H 2102
I 2210
2 I G D I B H
G G G E G H
2
^
0 I 2
A F C
I B C
C C C
F F
I F
I F
I I
I G
Fig. 18. Close-packed four-dimensional code,
single-error-correcting in both Hamming
and Lee metrics
H
I
C
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of order n ahvays lead to a single Hamming error correct-
ing code for word length 4 over the n-symbol alphabet
as follows:
We label the rows of the squares from 0 to n - 1, the
columns from 0 to n - 1, and the entries are named 0 to
t_- 1. Then we form the set of all quadruples
r, c, ci, c,:)
where r is the row index, c is tile column index, el is the
entry at the (r,c) position in the first square, and e,_,is
the entry at the (r,c) position in the second squares. It
is easy to show that if (r, c, e,, e._) and (r', c', e'., 4) agree
in any two of their components, then they must agree in
all four. tlence, the set of all n_ points (r, c, e,, ea) has a
mininmm Hamming distance of 3 between any two mem-
bers, and is therefore single-error-correcting.
The case n = 3 is illustrated in Fig. 19. The code ob-
tained is the same as in Fig. 18.
0 I 2 0 I
o 0 I 2 0 I
i I 2 0 2 0
2 2 0 I I 2
,, c eIe2
2 0000
2 01 II
0222
I 1012
0 1120
1201
2021
2102
2210
Fig. 19. From orthogonal Latin squares
to a distance 3 code
In the tlamming metric, a sphere of radius r looks even
less round than a sphere in the Lee metric. In Ref. 2,
these Hamming-metric spheres are designated as rook
domains. Specifically, in two dimensions, the single
Hamming errors from the point (a, b) correspond to those
squares to which a rook, located on the square (a,b),
could go in a single move (Fig. 20). In 2 dimensions, rook
domains do not pack efficiently, but in higher dimensions
they may. Besides the theory of rook-domain packing
in Ref. 2, there is also a fundamental outstanding con-
jecture (Ref. 3).
5. Sphere-Packing Constraints
If we denote by V (n, r) the number of points contained
in the n-dimensional sphere of Lee radius r, it is rather
_V
r
Fig. 20. The rook domain of the square (a, b)
easily established (see the proof of Theorem 4, below)
that
k?-o
It is a curious fact that V (n, r) is symmetric in n and r.
The effective upper limit of the summation is at
k = min (n, r). By the usual sphere-packing argument, we
obtain the following sphere-packing bound:
Theorem 4. The number of code words in an r-error-
correcting code dictionary, for word-length n and alpha-
bet size q, where errors are measured in the Lee metric,
cannot exceed
Proo[. The code words must be surrounded by disjoint
spheres of radius r. There are q" points in the sphere,
and each code word uses up V(n,r) of them, so that
there can be at most q"/V (n, r) code words.
To establish the identity
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 315
we regard the n components of a code word as boxes,
and we have r error balls to distribute among these
boxes. For any k <= r, we consider the problem of dis-
tributing up to r error balls into exactly k boxes. There
are (2) ways to choose k of the n boxes to contain all the
balls; each of these k boxes must be designated as either
containing a positive or negative deviation, for a factor
of 21'; and there are (_) ways to distribute up to r balls
into k boxes in such a way that no box is empty. Multi-
plying these three factors together, and then summing
over k, leads directly to the formula for V(n,r).
A close-packed code is one which attains the sphere-
packing bound. Clearly, a necessary condition for a close-
packed code to exist, for given n, r, and q, is that V (n, r)
divide q". This necessary condition is met, in particular,
when q = V (n, r). However, as we shall see, q = V (n, r)
is both unnecessary and insufficient for a close-packed
code to exist.
The underlying geometric problem is this: For what
values of n and r does the n-dimensional sphere of
radius r,S ..... tile n-dimensional space? If the sphere is
incapable of tiling the space, then no close-packed code
can exist. If the sphere does tile the space, then any q
such that the tiling is periodic with period q in each
direction is an acceptable alphabet size.
The spheres S,., and S_._ all succeed in filling their
respective spaces, since S_, _ is simply a line segment of
length 2r + 1, which fills up one-dimensional space with
aperiodically q = 2r + 1; and S:., is the two-dimensional
sphere of Theorem 1, which fills the plane periodically
with a period of q ='2r _ + 2r + 1.
Also, the spheres S.... fill up n-dimensional space, ac-
cording to Theorem 3, with a periodicity of q = 2n + 1.
A smaller q (specifically, a factor of 2n ÷ 1 containing
all the distinct prime factors of 2rt q 1) may sometimes
he possible, as illustrated for n = 4, q = 3 in Fig. 18.
Not all spheres S,,,, are capable of tiling n-dimensional
space. The first counterexample is:
Theorem 5. The sphere S ..... illustrated in Fig. 21 and
made up of 25 unit cubes, is unable to tile 3-space.
Proof. Let S(a,b,c) be the Lee sphere of radius 2,
dimension 3 and center (a, b, c). Assume that E ,_ can be
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Fig. 21. The Lee sphere S:_ ,_,,composed
of 25 unit cubes
tiled and let
{S(a_,b_,<)li--O, 1,2,''" }
be a tiling. We may also assume (a,, b,,, c.) - (0, O, 0).
Let S(a,,b,,Cl) be the sphere containing (2, 1,0), so
that
21 Ib,-ll- I<l
Since S (a_, b,,c.) and S (0, 0, 0) are disjoint,
5 l<l÷lb, l+lc, I
However, hy the triangular inequality,
la, l+lb, l+l<l --Ia,-21+2+lb,- 11+ 1 ÷lc, I
_2÷3=5
with equality holding if and only if a, _ 2, b, _" 1. It fol-
lows that a_-_2 and b, _ 1 and a, ÷ b, -! [c,[ = 5.
If a_ _3, then
a, 3[÷lbll+lc, l=a,-a+b, . Ic,1-2
and (3,0, O) eS(a,,b_,c,).
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The point (2, 1,0) is outside S. and $1 and therefore
in a third sphere S._.. An argument similar to the one
above shows that a_ _ 2 and if a_ "_ 3 then (3, 0, 0) _ S>
Since S, and S: are disjoint, either al = 2 or a2 = 2. Using
a symmetry of E:', we may assume a, = 2 and c, _ 0, and
consider tile three cases:
(1) (a,,b,,c,) - (2,3,0)
(2) (a,,b,,c,) = (2,2,1)
(3) (a,, b,, c,) = (2, 1, 2)
Again a symmetry of E:' can be used to reduce case (3)
to case (2).
Case (1).
S,,=S(0,0,0) and S,- S(2,3,0) are members of a
tiling. Since the point (1, 1, 1) is not in S, or S,, it must
be in another S, say S (a.,, b._,,c._.).We have:
IE(1) la_.I + Ib_l
Io._,- 21 +
la_ 11-t
÷1c_1_5
Ib,- 31 ÷1__,1_5
Ib,_,- ll÷le_-ll_2
Tile only solution to these inequalities is
(a,,b,,c..,) = (1,1,3)
Next, consider the point (1, 2, 1) and the linear trans-
formation of E+' _ (x, y, z) = (2 - x, 3 -- y, z). This maps
(1,2, 1) into (1, 1, 1) and interchanges S. and S_. There-
fore the center of the sphere, S:,, containing (1,2, 1) is
4' ' (1, 1, 3) = (1, 2, 3). S._, and S:, are neither disjoint nor
identical, contrary to the initial hypothesis.
C(I,?(? (2).
S,,=S(0,0,0) and S, -S(2,2,1) are members of a
tiling.
Consider the point (1, 1, 1). Using an argument simi-
lar to Case 1 we have
/E(2) la.,l+lb,l+[c.,l_5
I< - 21-+ I<' - 21 + I_ - 112---5
la_ - 11+ ]b_ - 11+ ]c., + lIL2
The only solution to these inequalities is
(a,,b.,,c..) = (1, 1, -3)
The point (1,2, -1) is not in S,,, Sa or S_ and therefore
is in some S> We obtain the inequalities
/E(3) la:,l+lb_l+lc_l__5
la_-21+lb_-21+ c:,- 11--_5
la:_- 11+ Ib_- 11 +lc:_ +31_--5
la:_- 1] + Ib:, - 21 + Ic:,+ 11__2
The second and fourth inequalities imply
a:, _ 1, c:_--_ - 1
while the third and fourth finply
b:, _ 2, c:,--_ -1, and la_l + b_ - 2 + I< + 31 = 5
\Vith this information, the first and fourth then imply
the unique solution
(a:,b:,,c:,) = (1,4,-1)
Next, let 6 be the mapping of E :_ where 6(x,Y,Z) -
(z + 3, y - 1, x - 1). The tiling produced by applying ¢ to
the hypothesized tiling has, as members, _S_ - S (0, 0, 0)
and (kS,, = S (2, 3, 0). But this is Case (I) which has already
been shown to yield a contradiction.
6. The Equivalent Tessellation With Cross-Polytopes
A general proof of the inability of S,,,, to tile n-dimen-
sional space, for large classes of n and r, can be based
on the approximation of S,., by the n-dimensional cross-
polytope.
Definition. For every Lee sphere S,,,,, we define the
conseribed cross-polytope to be the smallest convex figure
containing the 2 '_ center points of its (n - 1)-dimensional
extremal hyperfaees.
In Fig. 22, the conscribed cross-polytopes are illus-
trated in 2 and 3 dimensions. In 2 dimensions the figure
is a square, and in 3 dimensions, a regular octahedron.
In n dimensions, it is the regular cross-polytope, of
n-dimensional hypervolume
d" (2r + 1)',
V_p (n, r) = n.! n!
where d = 2r + 1 is the Euclidean diameter of S ....
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Fig. 22. Examples of the conscribed cross-polytopes
in two and three dimensions
The significant fact about these figures is that any tiling
of n-dimensional space with the spheres S,,r induces a
(less efficient) tiling with the conscribed cross-polytopes.
In general, the relative efficiency factor is
v_,_ (n, r)
v (n, r)
which is less than unity whenever n > 1.
Fig. 23. The conscribed square tiling
induced by the S_,, tiling
In Fig. 23 we see a tiling of the plane with the
X-pentomino ($2, ,) and the induced tessellation with con-
scribed squares. The efficiency of this square tiling is:
v_,_(2,1) 9/2
v (2,1) 5 - 90_
and we observe that for each square of area 9/2 con-
scribed in a pentomino, there is a left-over square of
area 1/2.
We use this type of argument to prove the following
two theorems.
Theorem 6. The sphere S:_., cannot tile 3-space for any
r _ r..
Proof. If Sa,• tiles 3-space, it induces a packing of
3-space with (conscribed) regular octahedra, with a pack-
ing efficiency of
E:_(r) -- Vce (3, r) _ (2r + 1):76V (3, r) (8r a ÷ 12r z + 16r + 6)/6
(2r + 1) _ = 1/(1 + 5,(2r + 1)=')
(2r+1) 3+5(2r+1)
Now it is known (Ref. 4) that equal regular octahedra
are not capable of completely filling three-dimensional
space. It can be shown that if a figure does not fill space
with a packing efficiency of unity, then there is an upper
bound a to the packing density, with a < 1. (For the
octahedron, there is an obvious construction with a pack-
ing efficiency of 3/4, but we have not located a reference
listing the best possible a.) As soon as E:, exceeds a, the
Lee sphere packing induces an octahedral packing which
exceeds the limit on octahedral packing density. (If in-
deed _ 3/4, then at r= 1, E:_=9/14<3/4, but at
r = 2, E:_ -- 5,.."6> 3/4, so that no close-packing of 3-space
by Lee spheres of radius r > 1 would be possible.) Since
E:_(r) _ 1 as r--* _, E:,(r) > a for r > r..
This is readily generalized as follows:
Theorem 7. For n > 2 and r > o,,, the sphere S,. • can-
not tile n-space.
Proof. In n-dimensional Euclidean space, for n > 2, it
is known (Ref. 3) that the regular cross-polytope does not
tile the space. Again, there is a maximum packing den-
sity _,,, which would be exceeded by the eonseribed
spheres, fi)r r > p,,, if the Lee sphere packing existed.
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This depends only on the fact that
V,,,, (n, r)
E,,(r)- V(n,r) -_ lasr_ ov
Again, references to limiting packing densities for the
eross-polytopes have not been found.
7. Summary
The Let' spheres S,._ are found to tile n-dimensional
Euclidean space, in close-packed fashion, when:
(1) n = 1, for all r.
(2) n = 2, for all r.
(3) r -- 1, for all n.
It is conjectured that these are the only cases for which
a close-packing exists. The close-packing has been proved
not to exist when:
(1) n=3, r=2.
(2) n > 2, r > p,,, where p,, depends on the limit to
packing efficiency of the cross-polytope in n-dimen-
sional Euclidean space.
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K. Data Compression Techniques: Estimating
Bimodal Energy Spectra Using Quantiles,
I. Eisenberger
1. Introduction
The distribution of certain types of energy spectra
can be looked upon as a mixture of two populations
with associated random variables x, and x_ which have
Maxwellian distributions (i.e., for some constants A_ and
,_..,,Xl/,L and x_/)_._, are chi-square distributed with three
degrees of freedom). Thus, the density function g(x) of
the energy spectrum is given by
P
g(x) = x_,_(2_)_ x'/-' exp ( - x/2X,)
(1 -- p)
4- X_/" (2r)"-' x_/_ exp (--x..'2A:),
0<x< _, A_,A2 >0
where p is the probability that a sample value will be
drawn from the first population and 1 - p the probability
that it will be drawn from the second. This type of distri-
bution is sometimes referred to as bi-Maxwellian.
In this paper we assume that g(x) is bimodal with
the first peak higher than the second, the case of inter-
est in applications, and the purpose is to provide esti-
mators for p, _1, and _ using sample quantiles when
the sample size is large. In Sect. 6 it is shown that if
0.10102 ,( _._/_., < 9.899, g (x) is unimodal for all p while
if ,_/,L > 9.899, or if ,_:/,_ < 0.10102, there exist values
of p for which g (x) is bimodal. Hence, for the five cases
that will be considered we will take ,_x = 1 and A,. = 15,
20, 35, 50, 100. Table 2 lists the parameters of the five
cases, the location and amplitude of the maxima of g (x)
and the range of the values of p for which g (x) is bimodal.
It can be seen from Table 2 that, except for case 1, the
amplitude of the first peak is about twice that of the sec-
ond. In fact the values of p were chosen for this effect.
Table 2. Values of the parameters of g Ix), locations XM_and xM.2of the peaks, amplitudes g (xM,) and
g (x._ I of the peaks, and the range of p for which g {x) is bimodal
Case p k_
1 0.06 1 15
2 0.08 1 20
3 0.05 1 35
4 0.04 1 50
5 0.02 1 100
1.4861
1.2151
1.1555
1.1146
1.0828
0.021369
0.023550
0.013663
0.010780
0.005236
13.9117
19.7546
34.999
50.0---
100.0_
0.015228
0.011138
0.006568
0.004646
0.002371
0.0216
0.0191
0.00936
0.00573
0.00213
0.0786
0.2567
O. 9875
0.999999
1.0--
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2. Reviewof Quantiles
To define a quantile, consider a sample of n indepen-
dent values x_, x2, " • • , x, taken from a distribution of a
continuous type with distribution function H (x) and den-
sity function h (x). The quantile of order s of the distribu-
tion or population, denoted by _8 is defined as the root
of the equation H (_) = s, that is
s= f_dH(x)-- fSh(x)dx_
The corresponding sample quantile z._ is defined as fol-
lows: If the sample values are arranged in nondecreasing
order of magnitude
xi_) "_x(2) _ " " " _x(._
then x_, is called the ith order statistic and
Zs _ X[ns]+t
where [ns] is the greatest integer _ ns.
If h (x) is differentiable in some neighborhood of each
quantile value considered, it has been shown (Ref. 1) that
the joint distribution of any number of quantiles is asymp-
totically normal as n _ o0 and that, asymptotically,
E (z0 = Cs
,(i- s)
vat (z._)- uh'-'(C8)
where p,_is the correlation between z_, and z_, sl < s:.
We will denote by F (x) and f (x) = F' (x) the distribu-
tion and density function, respectively, of the chi-square
distribution with three degrees of freedom; that is
/¢
F (x) = i(t) at
where
1
i (x) -- (2_r)',_ x_/'-' exp (--x/2)
Thus, one has
SC fc/x_ ['¢/x:s = g (x) dx = p jo i (x) dx + (i - P). ,. f (x) dx
= pF (C/h,) + (I -- p) F (C/A2)
Since n is assumed to be large, the statistical analysis to
be given will be based on the asymptotic distribution of
the sample quantiles.
3. The Maximum-Likelihood Estimators of p, _.: and hz
In order to assess the usefulness of estimators based on
sample quantiles (sometimes referred to as inefficient sta-
tistics), it is necessary to compare them with efficient
ones, usually taken to be the maximum-likelihood (ML)
,,% /N /N
estimators. Let p, )t_, and )_z denote the quantile estima-
N
tors of p, h,, and _._,, respectively, and let p, _, and "_...
denote the corresponding ML estimators. We then define
• . /N _ A
the efficmneles of p, hi, and X_ as
eft (_) =var (_)
^ var (7,)
et_(_,) = _, i=1,2
Since our concern here is with the variances of the ML
estimators and not with the estimators themselves, we
merely state that they are the solutions of three transcen-
dental equations involving all the sample values. Thus
the task of determining the exact form of the variances of
the estimators is quite formidable.
However, large-sample theory states (Ref. 2) that the
ML estimators 0_,0:., • "" ,0k for the parameters of a
density g(x; 01, 0.., ' " • , 0_,) from samples of size n are,
for large samples, approximately distributed by the multi-
variate normal distribution with means 0,,0._., • "" ,0k
and with coefficients [net _] in the quadratic forin, where
F _'-'In g7
The variances and covarianees of the estimators are
where
[,_.] = [,.'q-,
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Table 3. Variances of the ML estimators of p, X, X:
Case n var (p)
0.2093
0.1710
0.08966
0.06372
0.02898
n var (_11
66.34
32.43
43.50
47.58
83.66
n vor (_1
188.69
326.29
908.98
1797.2
6893.0
By the use of the above result, the approximate variances
of if, _'a, and _.., were determined for the five cases and are
given in Table 3.
4. Estimators for p, Xt, and X_ Using Three Ouantiles
Let zl, z..,, and z:, be three sample quantiles of orders
s_ < s..,< &, respectively, and let ._1, .&, and .G denote the
corresponding population quantiles. Then one has
s, = pF (_/X 0 + (1 - p) F (_/;%), i = 1, 2, 3
(1)
Substituting zi for ._i in Eq. (1) results in
s, = pF (zl/Xl) + (1 - p) F (z,/X.,) (2)
s_,= pF (z_,/x,) + (1 - p) _ (z.,/x._,) (3)
s:, = pF (z:_/Xl) + (1 - p) F (z_/M) (4)
By solving Eqs. (2) to (4) for p, Xl, and 2,2, one obtains
estimates/_, _, and _.._.
Again using large-sample theory, one can obtain expres-
sions for the approximate variances of p, ,M, and _. These
are given by
vat
e._--7a._--7eov (z,, zj)
i_1 ) 1
2E^ _Xe c_kvar (kk) _ _._--7_._7eov (Zi, zj), k = 1, 2
i:1 )-1
where cp_ _;_ denotes the partial derivative of _ with
respect to z_, evaluated at z; = E (z)) = ._;, J: 1, 2, 3, _ = p
and _; x), j= 1,2. ('_./c~_ k 1,2 are defined in a
similar manner.
For each j 1,2,3, (p,(_¢j, (x_/c¢;, and iX., af'j can be
obtained by differentiating implicitly Eqs. (2) to (4) with
respect to zi and solving the resulting system of three
linear equations for the required partial derivatives.
For fixed values of p, X,, and X_, the approximate vari-
ances, and hence the efflcieneies of the estimators, unfor-
tunately depend sharply upon the orders of the quantiles
used. For each case considered, after repeated trials, the
approximate orders of the quantiles, designated as near-
z,
optimnm, that minimized the variances of t'_, ,L, and _'_,
were determined. However, since in practical cases very
often little or no information is available concerning the
magnitude of the parameters, one set of quantiles must
be selected and used for all possible sets of vahles of p,
,L, and _._. By inspection of all the trials, the set of three
quantiles which appeared to give the best overall effi-
ciencies with respect to the five cases considered were
chosen. These will be designated as standard quantiles.
Their orders are
s, = 0.01
s,_,= 0.10
s, = 0,8
Table 4 gives the orders of the near-optimum quantiles
and the efflciencies of the estimators when these are used,
as well as the efficiencies when the standard quantiles
are used.
5. Estimating p, 2_, and X.2From Real Data Using
Quantiles
In order to obtain a sample quantile z._ of order s from
a sample of size n drawn from a population with a dis-
tribution function G (x), a table of random digits can be
used. A set of n k-digit numbers is drawn from the table
and the sample quantile of order s, say v,, is determined
from this sample. Then the desired sample quantile z, of
G (x) is obtained by soMng for z_ in the equation
(v, + 5) 10 k = G (z,)
This procedure was adopted in order to obtain the sample
quantiles necessary for estimating the parameters of each
of the five cases. Three sets of sample values were drawn
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Table4. Efficiencies of p, ,_ and ,\. using near-optimum and standard quantiles
Using near-optimum quantiles Using
A A /_ A
Case s, s_ s_ Eff |pJ Elf (M) Eff (X_) Eff |p)
0.025
0.025
0.025
0.025
0,01
0.15
0.15
0.10
0,05
0.025
0.8
0.8
0.8
0.8
0.8
0.865
0.890
0.802
0.879
0.947
0.746
0.668
0.756
0.616
0.673
0.646
0.644
0.635
0.646
0.619
0.599
0.502
0.806
0.571
0.235
standard quantiles
Eff (_q) Eff (X_)
0.313 0.650
0.220 0.638
0.515 0.636
0.496 0.612
0.232 0,586
from a table of random digits (Ref. 3), samph' A of size
1000 and samples B and C each of size 500. For each
sample both tile near-optimmn and standard quantiles
were calculated and used to estimate p, ,\,, and _,_ from
Eqs. (2) to (4). Since approximate methods arc necessary
to solve these equations, a good first approximation to ,\._>
can be obtained by putting p :: 0 in Eq. (4) and soh, ing
for ,\:. Thus
Then, using this approximation to ,_.> Eqs. (2) and (3) can
be solved to obtain first approximations to p and ,\,. These
can then be used in Eq. (4) for a second approximation to
M, and so on. For the five cases considered, only two or
A
three iterations were required for the estimates 1"_,_, and
,_._..Table 5 gives the results. The near-optimum quantiles
were used in the odd-numbered test cases and tile stan-
dard quantiles used in the even-numbered ones.
The mean /_ and the standard deviation <rof g (x) are
given by
tt 3pX, + 3(1 - p) _,... (5)
[15pM + 15 (1 - p) _._ --/,'-']'_ (6)
Estimates of _, and _rusing quantiles can be had by replac-
ing p, ,_,, and a_. in Eqs. (5) and (6) by their estimates t'_,
,M, and ,\.. By replacing the parameters of g (x) by their
estimates, one obtains _(x), the estimate of the density
function. Estimates of the location and amplitude of the
peaks can then be had from _ (x). Table 6 gives the esti-
mates of the mean, the standard deviation and the loca-
tion and amplitude of the peaks for the thirty test eases
given in Table 5. In test cases 3, 5, 6 and 12, x_.. and
_(x,,r..)Aare not listed because they do not exist. In these
eases)_,_,/_ are such that i'_ does not fall within the range
for which g (_) is bimodal.
6. Conditions for Which g (x) Is Bimodal
\Ve consider the density function
t_) -
>z _C.exp ( --x/2,\ )
(1 -- p) ]
aT/_ exp (-x,2_..,)j,
O_x<_
and investigate the conditions for which g (x) is bimodal.
Putting g' (x) =: 0 one obtains
, exp(
0
(7)
If ;_, = _=., it is obvious that x = _._ is the only solution of
Eq. (7)> and hence g (x) is unimodal for all p. Now sup-
pose A: > ,\_. Since x - ,_: is not a solution of Eq. (7), we
can divide Eq. (7) by the second term of the left side of
this equation. After rearranging, one obtains
h(x) +(x) x.>-x = pxO....[_] (i - ,,) _7/-' (s)
where <h(x) ....exp (-x/2_..: + x.2X )
Since
p,t_ "-'
(1 - p) ,\7','_>0
and this term takes on :ill finite positive values exactly
once on the interval 0 < p < 1 for all positive fixed values
of ,\, and ;_:, each value of x for which h (x) > 0 is a root
of the equation
p,t::.....
#,(x) = (1 - p) x:,','_
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Table 5. Estimates of p, _.1, _._ using near-optimum and standard quantiles for each test case
Test case
I000
I000
9
10
11
12
500
0.025
0.01
0.025
0.01
5 0.025
6 0.01
7 1000 0.025
8 1000 0.01
500 0.025
0.01
0.025
0.01
13 1000 0.025
14 1000 0.01
15
16
17
18
0.025
0.01
0.025
0.01
19 1000 0.025
20 1000 0.01
21 500
23
24
25
26
1000
1000
0.025
0.01
0.025
0.01
0.01
0.01
27 500 0.01
28 0.01
29
30
0.01
0.01
$:J
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
P
0.0599
0.0560
0.0843
0.0684
0.1356
0.1216
0.0802
0.0746
0.1014
0.0850
0.1494
0.1409
0.0525
0.0520
0.0645
0.0637
0.0773
0.0823
0.0412
0.0423
0.0377
0.0546
0.0537
0.0677
0.0188
0.0223
0.0232
0.0352
0.0284
0.0451
1.028
0.719
1.053
0.737
1.111
1.290
1.025
0.744
1.001
0.731
1.011
1.195
1.078
0.805
1.023
0.837
0.871
1.157
1.065
0.813
0.720
0.886
0.757
1.194
0.686
0.825
0.745
1.101
1.050
1.569
A
14.90
14.87
15.39
15.23
14.30
14.16
19.86
19.80
20.49
20.30
18.97
18.86
34.82
34.82
35.70
35.66
32.37
32.47
49.74
49.76
50.54
51.01
45.92
46.30
99.50
99.68
101.36
102.00
91.65
92.50
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Testcase
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
2O
21
22
23
24
25
26
27
28
29
3O
Table 6. Estimates of the mean, the standard deviation, and the location and amplitude of the peaks
M
42.48
55,44
i'
99.90
_p
144.12
I
294.06
I
_r
_ a
42.21 37.00
42.23 I
42.54
42.72
37.54
,i37.79
55.05 49.47
i
55.14 I
!
55.54
55.91
48.86
_V49.11
99.15 86.47
99.15
100.39
100.33
89.81
_r89.68
143.20 123.41
143.07
145.99
144.82
130.48
q
129.74
292.96 246.03
292.43
297.08
295.35
267.23
, i
265.20
^ ^ _, ^o" x,_l xvl g (x_i1) (x_r_l x,_ x,.:
36.75 1.486 1.558 0.0214 0.0211 13.91 13.49
36.71 0.945 0.0246 14.77
38.01 1.398 0.0258 --
37.65 0.919 0.0280 15.11
35.29 1.355 0,0363 --
34.89 1.700 _r 0.0304 --i
49.12 1.215 1.255 0.0236 00232 19.76 19.54
49.02 0.856 0.0279 19.78
50.75 1.158 0.0284 20.21
50.31 0.819 0.0316 20.29
46.97 1.124 0.0399 18.00
i , Ir I!
46.63 1.380 0.0331 _! --
86.04 1.156 1.258 0.0137 0.0137 35.00 34.82
86.08 0.891 0.0173 34.82
88.36 1.143 0.0170 35.70
88.29 0.910 0.0200 35.66
80.24 0.947 0.0233 32.37
80.45 !r 1.300 !t 0.0194 II 32.45
122.78 1.115 1.196 0.0108 0.0105 50.00 49.74
122.89 0.877 0.0136 49.76
124.73 0.772 0.0136 50.54
126.20 0.944 0.0159 : 51.01
11360 0.803 00182 45.92
'I II114.66 II 1.307 0.0150 46.30
244.78 1.083 0.720 0.00524 0.00696 100.0 99.51
245.37 0.870 I 0.00690 I 99.68
249.56 0.778 0.00787 101.36
251.67 1.157 0.00813 102.00
225.84 1.124 0.00700 91.65
_r !
228.53 1.691 I 0.00750 r 92.50
g (x..) _ Ix.,)
0.0152 0.0154
0.0154
0.0148
0.01)I 0.0112
0.0114
0.0106
0.0109
0.0108
r
0.00657 0.00658
0.00659
0.00634
0.00635
0.00690
_r 0.00684
0.00465 0.00466
0.00466
0.00461
0.00448
0.00499
_I 0.00487
0.00237 0.00239
0.00237
0.00233
0.00229
0.00257
II 0.00250
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for some unique p, and hence is a root of g'(x) = 0 for
exactly one value of p. For x _ ,\_ and x < 2,,, h (x) "_ 0,
so that one is interested 011137in values of x on the interval
A, < x < ,\_. Ill this interval, h (x) > 0, h (x) --* _ as x ---, ,\.
and h (X._.)--0. Therefore, since h (x) is continuous on
,L < x < A:,, h (x) takes on all positive values at least once
on this interval. Moreover, if h (x) is monotone decreas-
ing on this interval, all positive values will be attained
exactly once, so that since there will then exist a one-
to-one correspondence between the values of h (x) for
A, ,< .r < ,_ and
1 p) Ai''_ for0 < p <_ 1,_(x)
will have a single maximum for all p and will be uni-
modal. Since decreasing monotonieity is implied by
h' (x) < 0 on ,_, < x < ,\_., conditions for which this rela-
tion is satisfied will now be im, estigated.
For A, <_ x < k:,
,)h'(x) +(X) L,,,x >,,: _
Ix -x,)+(x_-
,I,(x) (._ - ,_,) [(:_, - x) (x - ,_,)
/ 'I' (x)__-_]_#(A"- ,\,) [ (M]q,_,-a,)-' 1]
(9)
if (,_: - ,_,)'-' < 8X,&., or if a:.'a, < 5 g 24':-' _ 9.899, sine('
(A._,--x) (x- ,\,) has a maximum value of (;t._,- ,L)-" at
x = (,x. q- ;%)/2. Thus for values of ,\. and &. satisfying in-
equality (9), h (x) decreases monotonically on ,\, < x < A_,
and for each value of p on 0 < p < 1, there exists only one
value of x for which g' (x) = 0. This must be a maximum
sinceg(x)-0 for x_0andg(x)_0asx_ m.
lIowew, r, for x = (A, + ,\:)/2,
if
(M - M)' > 8A_A: (10)
This result shows that for values of A_, A: satisfying in-
equality (10) there exists an interval ,\, < a < x < b < A:
about x = (,\_-_ ,\:).2 for which h (x) is increasing. For
each x,. in this interval there is an x. < x,,, an x. > x,, and a
value of p such tlmt
h (x,) = h (x,>)= h (x.,) -- (1 -/',:
,v_"-'
Consequently, for this value of p, ._' (x)= ,'-Z"(x,,)=
g'(x._,) :- 0 and hence g(x) has at least three extreme
values. Since g(x) can easily be shown to have at most
two local maxima (since h (x) can have at most one local
nlaximum an ,\. < x < ,\_.) _ (x) must be bimoda].
It is apparent from what has been deduced concerning
the behavior of h (x) on ,\_ <_ x < ,\, that for any given set
of values of ,\. and ,\: there always exist values of I> suffi-
ciently ch)se to zero and one for which g (x) is unimodal.
In fact, for vahws of ,\_ and ,\_ satisfying inequality (lO)
on(, can readily determine the range of p for which g (x)
is bimodal. By putting h' (x) _ O, one finds that the local
extreme values of h (x) on the interval ,\_ < x <,\. are
h)cated at
X :
_,, : a: + [(_,, q x:) _ - ]'2,\.,\_]'._
Substituting each of these values in Eq. (83 and solving
for p provides the upper and lower bomlds of the range of
p for which _ (.v) is bimodaL
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k. Data Compression Techniques: TV Data
Compression by the Slope Threshold
Method, t. gleinrock _
1. Introduction
This article gives experimental results on the applica-
tion of the slope threshold method of data compression
_Consultant, Engineering Dept., University of California at Los
Angeles.
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to television. Experimental results indicate that net com-
pression ratios of 3 to 1 are achievable with no degrada-
tion visible to the untrained observer.
2. Method
The principle of slope threshold compression is to test
the slope (first difference) of a raw data stream and com-
pare it to a symmetric pair of decreasing thresholds.
When either threshold is exceeded, the data is sampled
and transmitted; the thresholds are reset and the test
begins again, as follows.
Let
{f,,} = raw data sequence
-V. =f.-f,,,
n,, = index of the ruth transmitted sample
When the ruth sample has already been transmitted, and
tile search for the m + 1_ sample is in progress, the
upper and lower thresholds T, (n) and TL (n) are (for
a_0, b>0)
To(n) = Af,b_l + aexp -b(n - n,,, - 1)
TL (n) = -kf,,,.t --aexp -b(n - n,_ - 1)
= SAMPLE 0 2 4 6 8"_I I _ lyI6 18[]
-- = RECONSTRUCTED
FUNCTION
THRESHOLD
f REGION iii ;i_iil;i
zxf,,
Fig. 24. Slope threshold compression
SAMPLE I1,(
UNIT (_
DELAY
Fig. 25. Proposed slope threshold compression
circuit diagram
Thus, when
or when
-xL -- T, In) > 0
..Xf, - TL (n) _ 0
f,, , is sampled and n ..... is set equal to n - 1. The recon-
structed function is a linear interpolation of these samples
(Fig. '24).
One of the principal features of this method is that its
implementation is extremely simple. Fig. 25 shows a cir-
cuit diagram. However, the compression described in this
article was done digitally.
3. Results
Some Ranger photos qnantized to 6 bits were used as
the raw data and processed by the JPL Spacecraft and
Command Section. The photo was a 200 X 200 raster of
6 bit samples. Some results are shown in Table 7, with
corresponding pictures in Fig. 26. Part (a) of Fig. 26 is
Table 7. Experimental results of data compression
by slope threshold method
Picture No. a b
16 1 0.05
41 4 0.05
26 6 0.1
25 9 0.1
34 10 0.05
33 15 0.05
Gross
RMS error compression
ralio
0 1
1.139 2.54
1.555 3.65
2.230 5.95
2.909 8.5
3.78 13.18
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Fig. 26. Progression of increasing RMS error (a) raw data, picture 16, (b) picture 41, (c) picture 26,
(d) picture 25, |e) picture 34, If) picture 33
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uncompressed. Figure 26 (b) through (f) shows the pro-
gression of increasing RMS error.
Various schemes exist to transmit the timing informa-
tion n,,,; a penalty of about 20_ in gross compression ratio
can be achieved by an efficient run-length scheme for
?/'m+l -- rim.
Picture 26 in Fig. 26 (c) has a gross compression ratio
of 3.65 to 1, and a net compression ratio of 2.92 to 1. No
difference is apparent to an untrained observer between
Fig. 26 (a) and 26 (c).
Alternatively, one could quantize more finely than
6 bits, compress, and get a better picture than a raw data
picture of 6 bits, and still use fewer bits.
Because of the ease of implementation, the slope
threshold method is ideal for TV compression.
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XIX. Communications Elements Research
TELECOMMUNICATIONS DIVISION
A. RF Techniques: 90-GHz-mm Wave Work,
s. D. Slobin, 1 W. V. T. Rusch,_ C. T. Stelzried, and T. Sato
1. Introduction
The total eclipse of the moon on Oct. 18, 1967, was
observed with the ,¢KI-GHz USC/JPL radio telescope
(Fig. 1). The Venus Station at the Goldstone Deep Space
Communications Complex was used as a location for the
eclipse measurements. This was done for two reasons:
(1) atmospheric hindrances such as clouds, rain, and high
relative humidity would be minimized by making the
measurements in a high-desert location, as opposed to the
Los Angeles area, and (2) a large amount of technical and
logistic support is available at the Venus Station, a re-
search and development facility.
The USC/JPL radio telescope is a 60-in. searchlight,
converted for use as an antenna at a wavelength of
8.8,] mm (90 GHz). Although the 90-GHz radio telescope
has been used for measurements of lunar eclipses, 2
lunations, '_and solar emission," the 1967 lunar eclipse was
the first operational test of a new antenna and radio-
'Consultant from the Electrical Envineering Department, University
of Southern California ( USC ).
"SPS 37-25, Vol. IV, p. 113; SPS 37-26, Vol. IV, p. 181; SPS 37-31,
Vol. IV, p. 279; SPS 37-38, Vol. IV, p. 176.
_'S}'S37-35, Vol. IV, p. 270; SPS 37-36, Vol. IV, p. 255; SPS 37-45,
Vol. IV, p. 313.
'SPS 37-26, Vol. IV, p. 181; SPS 37-48, Vol. III.
metric configuration. A nodding hyperboloidal subdish,
capable of switching the antenna beam between two
points in the sky, was used in a synchronous detection
system, similar to a Dicke synchronous detection scheme.
The previous radiometer system was a standard Dicke
arrangement utilizing a ferrite waveguide switch in the
signal line to sample signals from both the astronomical
source and a reference signal source, usually an ambient
temperature waveguide termination. The ferrite switch
introduced a loss in the signal line, thus degrading system
performance; and comparison with an ambient termi-
nation did not cancel out short-term (10 s) atmospheric
scintillation.
2. Nodding Subdish Description and Performance
The nodding subdish moves between two off-axis posi-
tions, symmetric with respect to the centerline of the
operating mechanism (Figs. 2-6). The axis about which
the dish moves may be indexed to give movement in any
desired direction. Provision is also made for focusing the
subdish by means of an internal motor, gear drive, and
lead screw. Located on the back of the subdish are a small
cam follower and two small bearings. Located on the
circular counterweight are a similar cam follower and
similar bearings. The four bearings fit into a holder
located in a fixed position with respect to the adjustment
plate. The cam followers fit into a two-track cam wheel
that is driven by an external motor.
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Fig. 1. USC/JPL radio telescope at Goldstone Venus Station with control trailer and 30-ft antenna in background
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Fig. 2. Hyperbolic reflector mount assembly
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Fig. 3. Side view of nodding subdish assembly showing
extremes of mirror motion during switching cycle
Fig. 5. Cam wheel showing symmetrical cam tracks
Fig. 6. Focussing and drive unit showing universal joint
for external drive, miter gear housing, focussing
screw and gear, focussing spring, indexing
plate, and bearing holders
Fig. 4. Back view of subdish assembly showing
mirror stiffening ring, bearing holders, cam
follower, cam wheel, counterweight,
indexing plate, and tripod head
Rotation of tile cam wheel causes approximate "square-
wave" motion of both the subdish and the counterweight.
The subdish remains in one off-axis position for about
45% of the rotation of the cam wheel, switches for 5%
of the rotation, remains in the second position for 45% of
the rotation, and then switches back to the first position
during the remaining 5% of the cam wheel rotation.
An extensive series of mechanical tests was made to
determine possible operating frequencies for the subdish
mechanism, since the mechanical problems would be the
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limiting factors in system performance. Although opera-
tion of the suhdish mechanism was made at rates as high
as 8 Hz, it was felt that this was mechanically punishing
to the relatively delicate mechanism, which would have to
operate for several million cycles without failure or re-
pair. It was decided, also after extensive electronic tests,
that 2.7 Hz was a good compromise for optimum me-
chanical and electronic operation. High frequencies
(greater than 5 tlz) were poor from a mechanical stand-
point, and low frequencies (less than 2 Hz) were poor
from an electronic standpoint.
Antenna-pattern measurements were taken using the
tilted hyperboloid in one stationary position, tilted
2.06 deg from its symmetric position (axis of hyperboloid
colinear with axis of paraboloid). The total excursion
from one extreme of tilt to the other is 4.12 deg. The total
antenna beam shift between extremes is 55.5 min of arc.
Hence, the deviation of the beam from its symmetric po-
sition is 27.75 rain of arc.
Figures 7 and 8 show the static antenna patterns meas-
ured with the subdish tilted to its 2-deg-off-axis position.
Comparison of these patterns with the patterns meas-
ured for the symmetrical geometry (SPS 87-26, Vol. IV,
p. 188) does not reveal significant abberations such as
excessively high sidelobes or beam broadening. The side-
lobe level of the reference beam is down approximately
m
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33 dB at the position corresponding to the location of the
primary beam.
3. Radiometer Description
The 90-GHz radiometer used in the eclipse measure-
ments was operated in a synchronous detection mode at
a switching rate of 2.7 Hz, i.e., the subdish switched the
beam back and forth in the sky at the switching rate, and
the net RF signal in phase with a 2.7-Hz radiometer
reference signal was synchronously detected. A block
diagram and photograph of the RF portion of the radi-
ometer are shown in Figs. 9 and 10. A block diagram and
photograph of the electronic system are shown in Figs. 11
and 12.
The subdish drive mechanism not only operates the
subdish but also creates a square wave electrical signal
for use as a radiometer reference input. The square wave
signal is obtained by chopping a light beam with a rotat-
ing slotted wheel. This wheel may be rotated with respect
to the drive shaft to adjust the phase relationship between
subdish movement and radiometer reference. Testing
indicated that the optical sensor in the drive mechanism
did not give a perfectly "square wave," and this would
not switch the AIL radiometer properly. A Hewlett-
Packard function generator was modified to receive the
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NODDING
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REFERENCE TO HEWLETT-
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(30-150 MHz)
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DETECTOR
MODEL I -
E-209A }
TO LOCAL OSCILLATOR
OUTPUT MONITOR
PANEL
Fig. 9. Block diagram of RF portion of
nodding subdish system
reference signal, square it, and present it to the AIL
radiometer in a form suitable for proper operation. This
square wave is also used as input to the ferrite switch
driver, and switches the hot-load signal at the synchro-
nous frequency during calibration measurements.
/
Fig. 10. RFportlon of nodding subdish system
The signal line from feed horn to mixer was made as
short and direct as possibk' to reduce signal loss.
The diagonal fecdhorn is an improvement over the
original dual-mode fecdhorn and matching iris utilized
in earlier systems. Since Cassegrainian optics are used in
the antenna, where the feedhorn illuminates the h,vper-
boloidal subrefleetor, it is highly desirable that the feed-
horn have an axially symmctrie pattern, a relatively
narrow beam, and low sidelobes to minimize forward
spillover. The matching iris in the original fcedhorn
resulted in a horn with narrow frequency bandwidth
performance. Currently available 90-GHz klystrons, one
of which is used in the radiometer as a local oscillator,
are not well frequency-stabilized. The resulting frequency
instability in a narrow-band RF front end leads to degra-
dation of radiometer gain and sensitivity. Consequently,
it was felt desirable to incorporate a different feedhorn
configuration in the radiometer. The design selected was
the diagonal-horn type (Ref. 1). The horn (Figs. 18 and
14) consists of three regions: an E-band waveguide re-
gion with flange, a transition region, and a long tapered
region with rotated square cross section. The completed
unit was gold-flashed. The measured VSWR was less than
1.05 over a frequency range of 89.60 to 90,80 GHz.
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Fig. 11. Block diagram of electronic portion
of nodding subdish system
The only other two items in the signal line were a
TRG Model E 530 manual four-port waveguide switch
and a Baytron isolator having a very low insertion loss
(approximately 0.4 dB). The mixer is a Raytheon Model
WR 10 balanced mixer.
Fig. 12. Electronic equipment for
nodding subdish system
The hot-load calibration line consisted of the heated
waveguide termination, a TRG Model E 162 switching
circulator, the four-port waveguide switch, and the
Baytron isolator. Both the hot load and the ambient load
were fitted with Dymec quartz crystal oscillators, which
enabled the load temperatures to be measured to an
accuracy of about 0.01°K.
The local oscillator line consisted of a Varian Model
VC 113 klystron, a TRG Model E 561 10-dB directional
coupler, an MCS Model Y-244 flap attenuator, a TRG
Model E 5,50 frequency meter, and a TRG Model E 110
isolator.
The electronic system consisted of an AIL Type 2,392
universal radiometer, a TRG Model 171 ferrite switch
driver, a Hewlett-Packard Model 203A function gen-
erator (used for squaring the subdish reference signal), a
Dymcc quartz thermometer, and other pieces of auxiliary
equipment.
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Fig. 13. Diagonal feedhorn assembly
• \
Fig. 14. Diagonal feedhorn
Short-term (minutes) jitter of 3°K peak-to-peak and
long-term (hours) jitter o{ 4°K peak-to-peak were achieved
with this radiometer system. This represents a threefold
improvement over the previous radiometer system.
4. Eclipse Observations
After the radio telescope and radiometer were installed
and made operational at the Goldstone Venus Station,
the transmitter rack and instrumentation were taken
to the Venus Station collimation tower, approximately
1_ mi west of the 60-in. searchlight. The transmitter was
then utilized to accurately collimate the RF and optical
axes of the searchlight antenna. Subsequent measure-
ments made by tracking the leading and trailing and
upper and lower edges of the sun indicated that collima-
tion was accurate to within 1 rain of arc.
Pre-eclipse runs were made with the nodding subdish
system using both the sun and moon as signal sources.
These runs made possible the peaking up of the radiom-
eter for maximum resolution and also the very accurate
positioning of the antenna in its polar mount position.
The total eclipse of the moon was observed on the
night of October 17-18, 1967. A total of 71 tracks of
the moon was made on this night to determine how much
and at what rate the temperature of the moon changed
during the eclipse, due to the removal of incident solar
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radiation for several hours. A "track" consisted of track-
ing the moon for 2 min with subdish switching and
antenna beam moving between moon and cold sky. This
was followed by a 1-min period of tracking the moon
with the subdish not switching, simulating a zero signal in
the synchronous detection system. Five switch/no-switch
cycles were followed with a hot-load calibration and a
cold-sky (2 deg behind moon) switching measurement as
a baseline comparison with the on-moon/no-switch pe-
riod. A typical sequence is shown in Fig. 15. The A por-
tions are on the moon with subdish switching, B is a
baseline on the moon with no switching, C is a hot-load
calibration pulse, and D is a cold-sky baseline with sub-
dish switching. The baseline obtained without switching
has the operational advantage that it is not necessary to
physically point the antenna off source; hence the moon
is tracked continuously. On the following night, October
18-19, 1967, another series of ,38 tracks of the moon were
made to determine a value for equivalent lunar disk
temperature for that phase of a normal lunation. Data
from these lunar temperature measurements are being
reduced by USC personnel, utilizing computing facilities
available at JPL.
Following the two nights of radio-astronomical mea-
surements, the radiometer instrumentation was changed
to the 37-Hz non-nodding eon_guration for antenna gain
and pattern measurements. Greater detected signal sta-
bility at 87 Hz makes possible faster and more accurate
antenna parameter measurements when the radio-
astronomical advantages of the nodding subdish are not
needed. The gain and pattern measurements were made
on the ll/s-mi antenna range for a period of 2 days. Data
from these measurements are presently being reduced
and will be reported in the future along with the eclipse
results.
Reference
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B. High-Gain-Antenna Engineering: Techniques
for Vertex Plate Design for Cassegrainian
Subreflectors, s. A. Brunstein
The proposal for the installation of multiple feed cones
on the Advanced Antenna System (AAS) (SPS 87-45,
Vot. III, pp. 48-51) posed a vertex plate design problem
considerably more difficult than any installation pre-
viously attempted. The difficulty was caused primarily
by three factors: (1) the feed cone will be offset from the
axial centerline of the parabola, (2) the only available
computer program for predicting subreflector patterns
requires axial symmetry (Refs. 1 and 2), and (8) vertex
plate design is an art lacking hard and fast rules. A pro-
gram to allow computer analysis for a nonsyrnmetrical
case has been begun by Ludwig, but it was deemed
advisable to begin vertex plate design at the same time
using presently available tools.
It was felt that in order to develop a vertex plate de-
sign that could be extrapolated from the symmetric to
CHART SPEED 24 in./h
TIME CONSTANT =3s
6,4
68 78 88 9B
F- F--" "--" F'-"
?A 8A 9A
IOB IOD
Ioc
Fig. 15. Lunar eclipse measurement sequence recording, showing moon tracks (A), baselines (B, D),
and hot-load calibration pulse (C)
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the nonsymmetric case, an effort must be made to further
develop the techniques by which the design is accom-
plished. A better understanding of the parameters needed
in a successful vertex plate is required.
The first step was to generate, as a reference, the
radiation patterns of the present AAS subreflector without
a vertex plate. The E- and H-plane amplitude patterns
are shown in Fig. 16, and the phase patterns in Fig. 17.
The patterns are for 2295 MHz as are all other patterns
presented in this article. Zero degrees on the illumination
axis is along the axial centerline of the parabola and
hyperbola, from the hyperbola to the parabola. Analysis
of the patterns using the methods of Ludwig (SPS 37-42,
Vol. III, pp. :37-40) showed that 2.7% of the energy
scattered from the subreflector was intercepted by the
feed horn and its support structure, that an overall an-
tenna gain of 61.90 dB could be expected for this case,
and that only 0.4% of the energy was spilled past the
edge of the parabola. The gain figure from this analysis
had previously been shown to be within 0.:3 dB of the
measured value (SPS 57-44, Vol. III, pp. 100-105), and
computed patterns have been shown to agree closely with
experiment (Ref. 8). This gave the baseline by which
vertex plate design could be measured. It is desired that
the vertex plate reduce the energy in the vicinity of the
feed horn so as to reduce the effects of this energy on
system VSWR and noise temperature without reducing
the antenna gain or significantly increasing the energy
from the subreflector that spills past the edge of the
parabola.
The next step in the investigation was the generation
of an arbitrarily designated "perfect" or desired pattern.
This was done by removing the energy from the central
portion of the pattern, where it would intercept the feed
horn and support structure, and distributing it equally
into the remainder of the pattern. Other patterns could
have been designated as the most desirable (e.g., with a
different redistribution of energy), but it was felt that
this pattern gave a reasonable starting point. Analysis of
this pattern showed 0% of the energy in the horn area, a
predicted gain of 62.00 dB, and 0.4% of the total energy
spilled past the edge of the parabola. This then repre-
sents the best that could be expected with no change in
the subrettector other than the addition of a vertex plate.
The addition of a vertex plate to a subreflector can be
considered to consist of two steps, which can be super-
posed. First, the vertex plate removes the radiation from
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the portion of the hyperbola that it covers, then it intro-
duces new radiation of its own. The use of this analytical
philosophy leads to a method for determining the radia-
tion pattern required from a vertex plate.
Because a previous vertex plate design for the AAS
had given a plate with a diameter of 24.8 in,, this same
size was chosen for initial investigation. Thus, the next
step was to generate on the computer the radiation pat-
tern for the AAS subreflector with a 24.8-in.-diam axially
symmetric hole. This step gives the pattern to which the
vertex plate radiation must add to yield the desired re-
sult. The amplitude and phase patterns for the subre-
flector with the hole in it are shown in Figs. 18 and 19.
Note that the hole in the subreflector, subtending 14 deg
when viewed from the focus of the parabola, does not
cause a null on axis of the amplitude pattern. Such a
result might have been expected from a geometric optics
analysis. Therefore, it is not sufficient to design a vertex
plate to direct the energy from the center of the hyper-
bola in another direction. It must also cancel the on-axis
contribution of the rest of the subrefleetor.
The next step required writing a program to perform
phasor subtraction of the holed subreflector pattern
(Figs. 18 and 19) from the desired pattern (Figs. 20 and
21). The results of this subtraction would be the vertex
plate pattern required to produce the desired pattern
from the holed subreflector pattern. The results of this
subtraction are shown in Figs. 22 and 23.
Science now began to leave the investigation and
art replaced it. Now knowing what the required pat-
tern looked like, it became necessary to guess what
might produce it and determine whether any shape with
a diameter of 24.8 in. would do so. The resemblance of
the pattern to that from a small parabola was noted, and
this shape was investigated along with spherical seg-
ments, flat plates, and hyperbolic segments. To the sur-
prise of the investigator, all these shapes produced similar
patterns, all being close to the required one. All the
shapes were generated using the phase center of the horn
as either the focus, or one of the foci, as required. Thus
the geometry caused all the shapes to have very little
curvature over a 25-in. diam. This doubtless accounted
for the similarity in radiation patterns.
For simplicity, and because a shape was desired that
could be rotated about the parabolic focus to give a
vertex plate that might work adequately in the offset feed
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case, the hyperbolic section was chosen. The hyperbolic
parameters are identical to those of the subrefiector, and
the radiation patterns of the 24.8-in.-diam center segment
of the AAS subreflector are shown in Figs. 24 and 25.
Note that the phase pattern is not as close an approxima-
tion to the required shape as is the amplitude pattern.
Note a]so that the phase pattern needs to be moved in a
positive phase direction, corresponding to moving the
segment toward the feed horn.
At this time, a program was written to change the
phase of the segment in a manner equivalent to physically
moving the segment, and the radiation patterns were
added to the holed subreflector pattern. The optimum
advance was found to be 70 deg, which corresponds to
0.5 in. physical movement. The results are shown in
Figs. 26 and 27. Analysis of this pattern showed that only
0.4% of the scattered energy was in the region of the
horn and support structure, that a gain of 61.90 dB could
be expected, and that 0.4% of the energy was spilled past
the edge of the parabola. Thus, the design significantly
reduced the energy reflected to the horn region, without
degrading gain or spillover.
It must be apparent that an element of serendipity
entered into the success of this particular design. What
is of more importance than the initial quick success is that
the analysis presented gives a technique for determining
a required vertex plate pattern and allows the engineer
to exercise judgment as to whether it can be achieved
before work is expended on it. The previous technique
was to iterate the design by trying it on the subreflector
by means of computer analysis.
Efforts are being made to determine analytical tech-
niques that will allow rapid determination of the right
size and shape for the vertex plate. Some very prelimi-
nary results indicate that a technique for determining
size may 1)e found. A method presently under investiga-
tion consists of integrating the power in a required vertex
plate pattern and comparing it with the energy that is
scattered back from the hyperbolic segment that was
replaced by the hole. The assumption under investigation
is that when the two are equal, the correct size for the
vertex plate has been found. When the required vertex
plate energy is higher than the energy scattered by the
segment, the diameter is too small. In each case the hole
size and segment size are identical in the analysis.
Results of a comparison, made after the vertex plate
design presented above was complete, are shown in
Table 1. They tentatively indicate that the vertex plate is
nearly the right size.
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Table 1. Relative energy required and available
for a trial vertex plate
Segment diam,
in.
16.6
24.8
33.0
Required vertex plate
energy (relative)
2.0694
1.8858
2.0514
Hyperbolic segment
energy (relative)
0.9031
2.0453
3.6767
i,
2.
3.
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C. Low-Noise-Transponder Preamplifier Research,
S. Petty
Work has continued on the evaluation of tunnel diode
amplifiers for application as a low-noise transponder pre-
amplifier (SPS :37-46, Vol. IV, pp. 251-258). A small power
supply has been developed for the commercial tunnel
diode amplifier under investigation that (1) requires only
52 mW of power from the spacecraft power supply (50 V
rms square wave, 2400 Hz), and (2) compensates for
variations in power gain and noise figure as a function of
temperature.
Figure 28 shows a schematic diagram of the power
supply. Temperature-sensitive silicon resistors and diodes
provide the linear variation of bias voltage required by
the tunnel diode for operation over a wide temperature
range (Fig. 29). The silicon regulator diodes maintain
the bias voltage to better than 3% for input voltage
variations of 10%. This corresponds to a maximum gain
change of ±2 dB over the temperature range. If an in-
crease in power dissipation of 8 mW is permissible, this
power gain variation can be reduced to -+-x/- dB. As seen
in Fig. 80, the small number of components in the power
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Table 2. Operating characteristics of tunnel diode
amplifier with power supply
Frequency, MHz
Bandwidth (3 dB), MHz
Power gain variation, dB
--30°C to -_40°C, dB
Power gain variation, dB
--30°C to +70oC, dB
Noise figure _ at 25°C, dB
Noise figure = variation, dB
--30°C to -_-40oC, dB
Noise figure" variation, dB
--30oc to -t-70oC, dB
Spacecraft power required at 25eC, mW
Input power for 1-dB gain compression, dBmW
Power gain variation for "4-10% input voltage
variation, dB
Maximum CW RF input power, mW
2115
80
+ 0.5
-- 1.0
+ o.s
-- 4.0
+ 4.3
-- 0.5
+ o.s
-- 0.5
+ 1.6
52
-- 46
--I- 2
5O
=Measured with automatic noi=e figure meterl Includes contribution from 12.S-dB
followup noise figure.
supply would permit a very small, lightweight package
for spacecraft use.
The performance of the tunnel diode amplifier and
power supply is shown in Fig. 31. For comparison, the
performance with a constant bias voltage is also shown.
Table 2 summarizes the characteristics of the amplifier.
D. Spacecraft Antenna Research
1. Sterilizable High-Impact Square-Cup Radiator, K. Woo
a. Introduction. The S-band circularly polarized square-
cup radiator (SPS 37-46, Vol. IV, pp. 260--265) has been
modified. The antenna is now sterilizable as well as
capable of surviving an indirect impact of 10,000 g.
b. Antenna design. The antenna (Fig. 32) is composed
of an ruggedized square cup (aluminum, internal dimen-
sions 2.1 X 2.1 >( 2.2 in.) having triangular-shaped ridges
extending along the inside surfaces of two opposite walls
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Fig.32. Sterilizablehigh-impactsquare-cupradiator:{a)internalconstruction;
(b)antennabeforesealing;(c)sealedantenna
and a feed probe slanted between these walls, The cup
is filled with a high-temperature dielectric Eccofoam
PT (density 27.5 lb/ft '_, continuous operating tempera-
ture up to 300°F) _ for supporting the probe and the cup
walls to sustain high impact. The aperture of the cup is
sealed with a piece of fiberglass sheet (0.0066 in. thick)
adhered to the dielectric and the outside walls of the
cup. The sealing of the aperture is intended to prevent
contamination of the powdery dielectric surface and to
keep fragments of the dielectric in place if the material
should crack as the result of a high impact.
c. Test results. The sealed antenna was tested in two
steps:
(1) It was sterilized at 275°F for 70 h.
(2) After sterilization, the antenna was subjected to an
indirect impact of 10,000 g (0.6 ms duration).
The electrical performance of the antenna at various
stages of the test is shown in Fig. 88. The dashed, dotted,
and solid curves represent, respectively, the radiation
patterns at 2298 MHz of the antenna before sterilization,
after sterilization, and after impact. It can be seen from
these curves that the electrical performance of the an-
tenna changed very little as the result of sterilization and
:'l)istributed l)y Emerson and Ctuning, Inc.
impact. The input VSWRs of the antenna before steriliza-
tion, after sterilization, and after impact were 1.63, 1.67,
and 1.65, respectively.
A post-impact examination of the antenna showed no
physical damage. There was no visible fracturing of the
filling dielectric Eccofoam PT inside the cup.
Further work on the antenna will include the refine-
ment of electrical performance and an investigation of
power-handling capability.
2. Radiation Patterns of a Turnstile Antenna A/4 Over
an Infinite Ground Plane in a Circular Plasma
Column, R.Woo
a. Introduction. A previous article (SPS 87-47, Vol. III,
pp. 247-257) indicated that an antenna radiating into the
wake region of the trailing plasma of a blunt-body cap-
sule entering into the Martian atmosphere can be repre-
sented by the antenna radiating within and parallel to
the axis of a circular plasma column. The radiation fields
were derived for a horizontal dipole antenna in this con-
figuration. Of practical interest is the turnstile antenna
x/4 over an infinite ground plane which is equivalent to
two crossed dipoles fed 90 deg out of phase and located
x/4 over the ground plane. The radiation patterns of such
an antenna in a circular plasma column are presented in
this article.
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b. Turnstile antenna. By the use of an image antenna
located at z = -x/4 (Fig. 34), Eq. (47) of SPS 37-47,
Vol. III, p. 256, can be used to obtain the radiation fields
for a horizontal dipole oriented in the x direction and
located h/4 above an infinite ground plane in the plasma
column. These fields are
IoL k,, 2 (2 ) e-Jk_e _ c'. J.L (1)Eo - 4_ _o (-_() sin O sin cos 0 -----if-- ,,: o e 2
and
IoL ko (2 \ e_j_.,e _o J_LE_ -- _ _o_ _ sin0sin cos O)z-- --ll_= =d'.e z
(2)
where
B'_ll A_. -- B'_,, A._,n
t
c,, A_ -- A,.,. A3_
and
"AB_. ill- B_ A_.
d. Ai - A_.A_.
and where
' A -
Bill III
x_ k_ _. {A+_(X,po) cos [(n + 1) 4,0- n4] + A-_ (X,po) cos [(n - 1) 4,0- n4,])
"Ira
X k2cos0 H_2Jn (X_ -- ;_) (2_,,a) 1_ (X_a)
a
X_ k_ 2,2 k_ cos 0 ._ {]ll._ (X_po) cos [(n + 1) 4,0 - _u/,] - 1_-_ (X_po) cos [(n - 1) 4,0 - n_] }
_ra
X [X2 1',_ (X_a) H_ "_' (X._,a) -- M 1,, (2_za) H_ _)' (,_a)]
A_ll A_. = - k_ X_ X_ [X_ 1'_ (X_a) H_$ ' (X._,a) - Xl Ill (X_a) H. _' (X,,a)]
_ - M v]_ (Ma) n_'_ (2_.a)]X [X, 1,_ (X_a) H_, 2_' (x.,a) e ' II (3)
I k_ cos 02 _ 'In a-- n (X] - X_) H_, _' (X..a) 1. (x_a)] _
B 21I A .,
)_k_ k2 cos 0 _.{1.+_ (Xapo) sin [(n + 1) 4'0 - ruk] - ].-_(auoo) sin [(n - 1) 4_ - n4,]}
rra
X k_ cos 0 _' (x,,a) 1,_ (x_a)
a
tt
B11I A3. =
-- 2_ k2, x_.k'.", _.(1.+_(x_po) sin[(n + 1) 4,o - n4'] + ].-x (X_po) sin [(n - 1)4o - n4'])
7ra
X [X, 1. (Aza) H_'-"' (A,.,a) -- A2 e, 1'_ (h,a) H_ z' (Xza)l
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situated in a circular plasma column
for
and
a_>o
_,, = 1 whenn=O
_G = 2 when n = 1, 2,8,"'
x_ = k_ (_,,- cos2o)
M = k2 sin 0
k_ = ,o_m,eo
When A2,< 0, &, ].(A_p,0 and ],,(x_a) must be replaced by
J t A. I, ]"I._ (1 & I P °) and j"I. (I xl l a), respectively; I. is
the modified Bessel function of first kind. It should be
recalled that
t
nee 2)2 --
o p me Eo
(4)
Where n, is the electron density, e is the electron charge,
me is the electron mass, and eo is the permittivity of free
space; ,_p is termed electron plasma frequency.
For a horizontal dipole oriented in the y direction, the
fields are obtained from Eqs. (1) and (2) by replacing 4'
and 4,0 with 4,-(,_/2) and _o-(_-/2), respectively. If the
turnstile antenna consisting of the crossed dipoles in the
x and y directions is to radiate right-hand circularly
polarization (RHCP) in the +z direction, the dipole in the
y direction must be fed - 90 deg out of phase with respect
to the dipole in the x direction. If the resulting Eo and E_
components are termed E ...... It and Eo ..... it, respectively,
the circularly polarized E components are given by
ER.cp = E ..... I_ + E_ ..... l_ _
E_jme = E ...... =t -- Ee_..... it
(5)
where RHCP and LHCP are right-hand circularly polari-
zation and left-hand circularly polarization, respectively.
c. Results and discussion. For a turnstile antenna in
free space )t/4 above a ground plane, ER.cr and EL.or
can be obtained using the above procedure by letting
2,1--+ M, % _ 1, 4,o--+ 0, and po --+ 0. The results are
,o,ER.cp -- _ o,tto (1 + cos 0) sin cos 0 e-_k_RR
(6)
4_ ¢ot_o(1 - cos 0) sin cos 0 e-J*-----R---
(7)
The gain function (Ref. 1) is given by
where
4,r'I,(O, 4,) (8)f/"G(O, 4,) -= _ ,1_(0,4') sin 0 dO d4'
. = rE.. pr+IEL,zCpI
The absolute gain in dB is
10 log,,_[G(O, 4')] _
or
10 loglo G(0, O)
Substituting Eqs. (6) and (7) into Eq. (8) and evaluating
gives
absolute gain = 7.1684 dB (9)
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The free-space power patterns calculated for RHCP and
LHCP relative to isotropic are shown in Fig. 35, In Fig. 35
as well as Figs. 36--41, the upper pattern is RHCP while
the lower pattern is LHCP.
The radiation patterns for a turnstile antenna A/4 over
a ground plane in a plasma column were obtained by
evaluating Eq. (5) on the IBM 7094 digital computer.
The results are given in terms of the normalized plasma
column radius k_,a, with k2a assuming values of 1, 10,
and 50. As shown in Table 3, values for k2a of 1O and 50
correspond to a plasma column radius of the order of
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Fig. 35. Free-space radiation patterns for cupped
turnstile antenna and turnstile antenna ,k/4
over a ground plane
100
40 in. for 400 and 2295 MHz, respectively. This plasma
column size is reasonable in view of the 6-ft-diam capsules
being studied for Martian entry flights.
Table 3. Values of plasma column size
f, MHz k, cm k2 a a, ¢m a, in.
,o0[2295 7513.05 1050 109.3 43.1103 40.9
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Figures $6--,39 are the radiation patterns for the case
in which the turnstile antenna is located on-axis. This
case only requires the n = + 1 term in Eqs. (1) and (2).
It is seen that for all cases of k._,a there is an on-axis null
and that the extent of this null increases with an increase
in electron density (a decrease in ep). Thus, as the plasma
increases in intensity the radiation is confined more and
more in the neighborhood of broadside direction. This
behavior of the radiation fields can be explained from
simple physical considerations using the geometric-optic
approach, which is valid when k,a is large. When the
m
O
I--
O
O
I---
Z
12
0
-4
-8
-12
-16
-2O
-24
-28
I
I
I
I
I
I
I
I
I
0
lln ,asOO o:o
II^ A _: o deg
II'"'V%^ _A --.p : o.6
IiI_ -- .... , ---,p =o99
'
¢
/
/
i"v
/
/
^/
I
A
I
I
I
1
20
\\
40 60 80
'\
I00
CONE ANGLE 8, deg
Fig. 38. On-axis radiation patterns k:a = 50,
E_,-'- 0.6, and 0.99
plasma is transparent, it is essentially represented by a
dielectric of real refractive index which is less than unity
(0<e_,<l). If the turnstile antenna is considered as a
source emitting rays in all directions, the rays are refracted
into the free-space region as they reach the plasma-
free-space interface. Due to Shell's refraction law, there
exists a critical angle 0, r that corresponds to a minimum
cone angle permissible for the refracted rays in the free-
space region; in other words, the radiation patterns will
be limited to values of 0 that are greater than 0_. This
critical angle 0_ can be obtained from Snell's law and is
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given by
8c, = cos -1 (G) _ (10)
Some calculated results of #c_ are shown in Table 4. A
comparison of these results with Figs. 36--89 indicates the
very good correspondence for large ks a (k2a = 10 and 50).
It is also seen from Figs. 36--89 that the radiation pat-
terns develop peaks whose number increases with ks a.
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Table 4. Calculated values of Oc_
ep I ec,, deg
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0.9
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This is to be expected since the fields become more phase-
sensitive as k2 a increases. It is interesting to note that
even for intense plasmas (small e_) the axial ratio does
not deteriorate appreciably for corresponding angles in
the free-space patterns.
When the antenna is located off-axis the entire series
of Eqs. (1) and (2) have to be considered. In general it
takes an order of 2k..,a terms for the series to converge.
Shown in Figs. 40 and 41 are the patterns when the
antenna is located at a distance equal to half the radius
of the plasma column at 4 = 0 deg. There is not much
change in the patterns especially when ep is large. As
would be expected, the q_= 180 deg patterns tend towards
corresponding el, on-axis patterns where k,.,a is larger
than 10, while the 4_ = 0 deg patterns tend towards
corresponding ej, on-axis patterns where k.a is smaller
than 10. No patterns were obtained for kz a = 50 since
the calculation of each point would require as many as
100 terms, and computation to include all the peaks would
be quite tedious. Moreover, the expected results would be
similar to those obtained for k., a = 10.
In regards to cases of large k.,a, there are two points
worth mentioning. First of all, when k_ a is large, ray-
tracing techniques can also be applied to obtain the
resultant patterns. Second, the series of Eqs. (1) and (2)
are the harmonic series representation of the fields. For
large k_ a, more convergent representations can be de-
rived by applying a Watson transformation to the slowly
convergent harmonic series and evaluating the resultant
integral using the techniques of Van der Pol and Bremmer
(_ef. 2).
The results of this study can be correlated with the
Martian entry data of Fig. 42. '; As can be seen from
Fig. 42, the duration of blackout for 2295 MHz is approxi-
mately 8.8 s. For communication at a cone angle 0x, the
blackout time will be extended because of the on-axis
radiation pattern null. The additional blackout time intro-
duced by this effect can be estimated as follows. First of
all, find % for which 0_ = 0,,r using Eq. (9). The corre-
sponding electron density can be calculated from Eq. (4)
(see Table 5 for values for 400 and 2295 MHz). With this
result the additional blackout time can be obtained from
Fig. 42. Some results are shown in Table 5. It can be seen
'Priwde communicat'on, J. I). Norgard.
Table 5. Electron density vs ep
n,, electrons/era :_
f _ 400 MHz f = 2295 MHz
0.99
0.9
0.8
0.6
0.2
0.0
1.99 X 10 _
1.99 X 10 _
3.98 )< 10 _
7.96 X 10 _
!.59 X 109
1.99 X ! 0 _
6.53 X 10 s
6.53 X 10 _
1.31 X 10 _'r'
2.61 X lO _°
5.22 X 10 I°
6.53 X 101°
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that for small values of a,, the additional blackout time
can be substantial. For 400 MHz, the additional blackout
time is similar. Therefore, to minimize blackout time, com-
munications should be carried out at the largest possible
cone angle.
The results shown in Fig. 35-41 cover the situation
when the plasma is transparent (e_,>0). When the plasma
is opaque (ep<0), radiation due to space waves is neg-
ligible. This represents the situation when blackout
occurs. When the plasma is opaque, surface waves can
be supported by the plasma column under certain cir-
cumstances. The poles of the integrands representing the
fields give rise to the characteristic equation for these
surface waves. The poles of the integrals are determined
Table 6. Additional blackout time for communication
cone angle 01
Communications cone angle B1 Additional blackout time, s
63.4
39.2
26.6
18.4
5.75
1.0
1.5
2.5
4.4
8.4
from the zeros of the denominator of c' and d_, in Eqs. (1)
and (2), i.e.,
A 2 -- A_.A_. = 0 (11)In
when xl and a,_ are both imaginary. The dispersion re-
lations determined from Eq. (11) have been studied in
detail elsewhere (Refs. 3 and 4). A single mode exists
for each value of n. These surface waves have a maxi-
mum frequency limit _o= _,_,/2'/_; in other words, no sur-
face waves can exist for _ > _oJ2v% This article will not
attempt to make any calculations for these surface waves
since they are rather involved. Physical arguments indi-
cate that the contribution in the far field from these
surface waves is very small and can be neglected. The
power carried by the surface waves is radiated only at
abrupt discontinuities in the plasma column. Since very
few, if any, abrupt discontinuities exist there will be
little chance for radiation. As a result, the majority of
the surface wave power will propagate along the column
and slowly decay because of losses due to collisions in
the plasma. Another point to be considered for surface
waves is the efficiency with which the surface waves are
generated. Surface wave fields decay away from the
plasma-free-space interface both in the free-space region
and the plasma column. The result of this fact is that the
surface waves will be excited with maximum efficiency
when the antenna is located close to the plasma-free-
space interface. For cases where ke a is large (e.g., 10 or
greater), the efficiency with which the surface waves are
excited is considerably low (Ref. 5).
d. Summary. The turnstile antenna ,_/4 over a ground
plane has been examined. When surrounded by a circular
plasma column, the radiation pattern of the turnstile
antenna develops an on-axis null, The extent of this null
is proportional to the electron density of the plasma,
The effect of this null is to increase the blackout time,
In order to minimize this extension in blackout time, com-
munication with the antenna should be accomplished at
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the largest feasible cone angle. As the normalized radius
of the plasma column is increased, the patterns develop
an increasing number of peaks. The presence of the
plasma does not cause a significant amount of cross-
polarization. Surface waves exist only in the frequency
range 0<o_<°,_/2 _/_. Physical arguments have been used
to show that in a practical case very little of the surface
wave power is radiated.
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XX. Spacecraft Telemetry and Command
TELECOMMUNICATIONS DIVISION
A. Microelectronlc Development: Complementary
Metal-Oxide-Semiconductor Components,
o. s. Goda
1. Introduction
The monolithic complementary" metal-oxide-
semiconductor (CMOS) technology shows great promise
for fulfilling the requirements of advanced microelectronic
components in future spacecraft subsystems--namely,
(1) containment of complex digital functions in a very
small package, (2) low power dissipation per function,
(3) speeds from dc to several MHz, (4) low cost, and
(5) excellent reliability.
Current work is directed at the study and development
of CMOS logic circuits. In the future the program will
be directed towards medium-scale integration (MSI) and
large-scale integration (LSI). The basic circuit technique
is based on CMOS transistors connected as an inverter
on a single monolithic chip. Series and parallel connec-
tions to form functions as well as the usage of special
CMOS gates to reduce the total number of transistors
are used in complex networks.
2. Description
In order to meet the requirements of low-power dissi-
pation and high-speed operation, it was concluded that a
single low-power supply voltage, small-geomet_' comple-
mentary" P-channel and N-channel devices, and very-low-
leakage devices would be needed. Low-threshold voltage
of a CMOS device is required because of its relationship
to device stability, power dissipation, and transition char-
acteristic. The transition characteristic (Ref. 1) is a point
on the output voltage vs input voltage transfer curve
where a CMOS inverter switches. The threshold voltage
of an MOS is the key device parameter that determines
its characteristic such as drain current, transconductance,
and stability under environmental conditions (Ref. 2). In
discrete CMOS transistors used for circuit breadboard
purposes, threshold voltages are between 1.5 to 3.5 V.
Threshold voltages that are less than above will be re-
quired for an optimum monolithic structure. In order to
achieve low surface states (which directly contribute
towards low threshold voltage), the oxide over the active
MOS area is completely removed; and an extremely clean
oxide of 101)0 A is grown in this area in the RCA CMOS
process (Ref. 3). RCA reports that this method results in
low pin holes and improved stability and yield. With this
technique, threshold voltages are 1.0 V minimum with a
typical vahte of 1.5-2.0 V for the N-channel MOS and
1.5 V minimum with a typical value of -2.5 V for the
P-channel MOS transistor. In stability tests, very small
changes have been measured in threshold voltages Vr as
a result of exposure of devices to a temperature of 125°C
for 1000 h under +10-V bias. In a space radiation environ-
ment, V,r measurements show a shift of 0.5 V in the
negative direction for both channel types for radiation
exposure simulating 1 yr of orbit in the Van Allen belt. _
Using this measurect value in the expression (Ref. 1) of a
'Private communication with 1)r. A. G. ttollncs-Siedh_, RCA Astro-
Electronics Division, Princeton, N.J., Nov. 29, 1967.
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CMOS inverter, the shift in the transition characteristic
is approximately equal to the shift in Vr; and it is equal
to 0.8 Vr under worst-ease shift in Vr with a 10%
decrease in the supply voltage. Thus device stability can
be assured under these environments.
\Vestinghouse has reported threshold voltages of re-
spectively 5 and 7 V for N-channel and P-ehmmel
devices in a monolithic structure; however, improved
process technique (similar to I/CA) has resulted in 2.,5 to
:3V. l/es('arch in the area of silicon nitride layer over the
silicon dioxide in MNOS devices has been reported
(llef. 4). UltimatCqy, this may result in improved process,
stability, and radiation resistance.
In July 1967, llCA announced the first commercially
available CMOS integrated circuit; type TA5.361 in a
14-lead dual in-line ceramic and metal package. This
package consists of dual ,3-input NOB gates plus an in-
verter as shown by Fig. 1. Series P-channel and parallel
N-channel C_MOS transistors on a monolithic chip are
interconnvcted to form a NOB function. These units were
satisfactorily tested for direct current, transient, and trans-
fer characteristics. Using TA5.361 packages, several JK
flip-flops with various clock steering networks have been
designed and tested at JPL. Clock steering and circuit
racing have been a problem in clocked counters and shift
registers using CMOS JK flip-flops. This was solved by
using four TA 5861 packages in a double-rank JK flip-flop
(master-slave technique). If a chip were specifically de-
signed for a double-rank JK flip-flop, 20 N-channel and
20 P-channel CMOS transistors will be required. This is
within the current industrial standard of 150 to ,300 MOS
transistors per medium-size chip; however, the number
of double-rank JK flip-flops that can be fabricated in this
size chip is limited. Also the percentage of usage of this
type of flip-flop does not seem to justify a development
program. The truth table of a JK flip-flop can be obtained
from an [IS flip-flop and a data-type flip-flop.
RCA has announced the type TA5,362 CMOS dual
data-type flip-flop. Figure 2 represents one complete side
of this package. The circuit is unique in that CMOS
transmission gates are used to gate in the clock input and
to lock two CMOS cascaded inverters in a master-slave
technique. Complementary clock input, which is neces-
sary for gating, is obtained from the inverter on the
extreme left of Fig. 2. The common gate type of input
network is used to delay the clock to coincide with the
output of the inverter. A positive reset pulse turns off the
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P-channel and turns on the N-channel transistors of the
output portion of the inverters, resulting in a reset action
with a zero for the Q output. In advance of receiving
TA5_62 in monolithic form, a breadboard of this flip-flop
has been completed with Motorola discrete CMOS tran-
sistor of the previously described threshold voltages.
Figure 2 shows waveforms of the breadboard data-type
flip-flop for a condition of one data input during clock
time. In the data-type flip-flop, the transmission gate has
interesting characteristics. Figure :3 shows a schematic of
CLOCK
80
AO
Voo : IOV
/ CLOCK
H : 0.5 p.s/cm
V :5 V/cm
IOV
CLOCK
OV
IOV
OUTPUT
OV
A : IOV, 8:0V
IO V
CLOCK
OV
lOV
OUTPUT
OV
A=OV, 8:lOV
IOV
CLOCK
OV
IOV
OUTPUT
OV
IOV
CLOCK
OV
I0 V
OUTPUT
OV
A:B:IOV
Fig. 3. CMOS transmission gate of data-type flip-flop
Xt:B:OV
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the transmission gate and waveforms for various con-
dition of inputs A and B.
Figure 4 shows a stage of a CMOS shift register as
described by Ahrons (Ref. 3). This circuit is expected to
be similar to the RCA shift register. The circuit requires
locking pulses B and B that are wider than shifting pulses
A and A'. The input pulse width from the preceding stage
must be wider than B so that the input transmission gate
can temporarily store a charge in the gate-source region.
o_
INPUT o
0 I/Do : I0 V
0 OUTPUT
GROUND
oA
OB
H : 0.5 Fs/cm
V : 20 V/cm
A
INPUT
GATE
OUTPUT
H = 2.0 /zs/crn
V: IO V/cm
Fig. 4. CMOS shift register
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During the time when A" is a one and A is a zero, the
second transmission gate connects the cascaded inverters.
During the overlap time between pulses A and B, the
third transmission gate conducts and locks the inverters
for a static operation. The shifting operation is shown for
a breadboard circuit using discrete CMOS transistors.
Operation from 10 Hz to .5 MHz has been demonstrated.
The storage characteristic of the first transmission gate is
also shown for the pulse width condition. Note that the
gate output remains at a one until the next zero input
pulse. However, at very-low-pulse frequency the output
waveform decayed exponentially with a time constant of
0.22 ms.
3. Conclusion
Complementary MOS circuits and MSI are becoming
awtilable for digital applications. Although the number
has been limited to a single NOR gate and special circuits
under contract, the future appears promising. The prod-
uct group at RCA has announced that it will provide six
CMOS circuits by the first quarter of 1968. Also, research
groups at RCA and Westinghouse are presently designing
several CMOS LS1 subsystems.
The upper limit on operating speed for CMOS logic
circuits is comparable to that of conventional (single-
channel) MOS circuits. At high speed the power require-
ment of CMOS circuits is comparable to that of conven-
tional MOS circuits, which employ multiphase clocking.
The CMOS circuits have the advantages of operating
down to dc and of having a lower power requirement at
low operating speed. The CMOS circuits have the dis-
advantages of requiring a few additional manufacturing
process steps and of (usually) requiring more chip area
to accomplish a given circuit function. Unique circuit
designs must be employed in CMOS circuits to keep chip
area requirements from becoming too large. This problem
is especially important in LSI developments. Breadboard-
ing of forthcoming monolithic CMOS circuits with dis-
crete devices has proved to be advantageous. It enables
taking informative circuit measurements which cannot
be taken on the complete monolithic circuit. The insight
gained in this way enables design of a more effective test
program for the forthcoming monolithic circuits.
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B. A New Model for the Record-Reproduce
Process on T-Ferric Oxide Magnetic Tape,
J. C. Ashlock
In digital magnetic tape recording many factors--record
and reproduce head gaps, head-to-tape spacing, record-
ing format, bit density, oxide thickness--interact in such
a complex fashion that the designer of a recorder is often
forced to rely on intuition and experience complemented,
perhaps, by a limited amount of trial and error experi-
mentation. In view of this situation, a study has been
undertaken with the aim of generating a mathematical
model of the record-reproduce process based on an
understanding of the physics of the process, as opposed
to an empirical model; the intent was to then use this
model as a design tool to allow parametric studies based
on parameters of interest to the designer. The develop-
ment of the mathematical model has been carried out by
the Ampex corporation under contract to JPL.
1. Model Description and Implementation
Figure ,5 can be used as a basis for a brief description
of the record-reproduce model developed. For orienta-
tion purposes, Fig. 5a shows the basic head-tape con-
figuration and Fig. 5b is an enlargement of the head-tape
interface; the model is basically two-dimensional with
track width being considered as a multiplicative constant
in the reproduce head voltage. In this model, oxide cells
are defined by dividing the tape oxide into a number of
laminae through the oxide layer (typically 5) and a num-
ber of sections longitudinally along the tape (typically
20 per bit). The oxide is assumed to be initially un-
magnetized. As the tape moves past the record head, the
longitudinal magnetization time history of the center of
each oxide cell is computed for a periodic sequence of
data bits assuming the noninteracting model of tape
remanence indicated in Fig. 5c. For the computations,
the longitudinal component of the head field distribution
is determined using the Karlquist arctangent expression
(Ref. 1). Demagnetization and remagnetization effects are
taken into account later. The magnetization is then
averaged throughout the thickness of the tape, and the
resulting series of magnetization values are harmonically
analyzed, typically including all harmonics through the
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362 JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III
20th. The resulting harmonics are then weighted in
accordance with the effects of the demagnetization-
remagnetization cycle as computed by Mallinson (Ref. 2).
The reproduce head voltage is found by computing the
time derivative of this final harmonic series and using it
to construct the output.
The model as described has been reduced to a com-
puter program using Fortran II language. Since the
model is amenable to computer manipulations, the poten-
tial for parametric studies of the effects of various param-
eters on recorder performance is greatly enhanced.
2. Model Performance
An example of model performance is given in Fig. 6.
Figure 6a shows the record head current waveform over a
12-bit interval of NRZ data; this waveform is an input to
the model, Figure 6b shows the computed, average, rema-
nent magnetization on tape, and Fig. 6c shows the cor-
responding computed waveform at the output of the
reproduce head. Figure 6d is an experimentally obtained
reproduce head waveform obtained from a recorder that
had parameters identical with those input to the model.
The agreement obtained between the model prediction
and experimental data is typical of that obtained in the
low thousands of bits per inch of double-frequency coded
data. Efforts are currently under way to determine the
extent of and reasons for model degradation as the con-
trolling parameters are varied.
3. Discussion
The model of the record-reproduce process described
allows parametric studies with a minimum of effort; using
an SDS 920 computer with 8K memory, the computation
time required for each problem is 9 min. Furthermore,
since the model allows the effects of variations of single
parameters to be studied, theoretical predictions of re-
corder behavior for purposes of analysis can be obtained
which can only be approximated by experimental tech-
niques. The model is currently being used at JPL to
study the eflqciency of various detection techniques.
References
1. Karlquist, O., Trans. Ro!/. Inst. Technol. Stockholm, 86, 1,q54.
2. Mallinson, J. C., "I)emagnetization Theory for Longitudinal Re-
cording," IEEE Trans. Matznetics, Vol..MAG-2, No. 3, Sept.
1966.
JPL SPACE PROGRAMS SUMMARY 37-49, VOL. III 363
XXI. Spacecraft Radio
TELECOMMUNICATIONS DIVISION
A. Relay Link RF System Development,
A. G. van der Copellen
1. Introduction
The 400-MHz relay transmitter for a capsule-to-
spacecraft relay link to support anticipated Mariner
and Voyager requirements was described in SPS 37-47,
Vol. III, pp. 269-270. The present article reports further
transmitter development and gives a brief description of
the test receiver.
2. Transmitter
The first phase of the modulator design is complete.
The objectives for this phase were:
(1) Bilevel FSK at 500 bits/s.
(2) 25-kHz deviation at 400 MHz.
Bilevel frequency shifting is obtained by switching a
capacitor in and out of the crystal oscillator feedback
circuit. Frequency shifting occurs in a rather abrupt
manner. Switching is accomplished within a relatively
narrow voltage range, thus making the transmitter fre-
quency less critical to variations in modulation voltage
levels.
No quantitative goal for frequency stability was in-
tended to be achieved during this phase of the design.
Rather, the objective was to be able to predict frequency
stability given:
(1) Certain crystal characteristics.
(2) Required frequency deviation.
Test results showed that frequency stability is mainly a
function of crystal characteristics in the unmodulated
case.
A prototype version of the modulator has been built
and tested. Test results shown in Fig. 1 illustrate the
frequency versus voltage characteristic of the modulator.
Construction of a complete prototype transmitter has
been completed. Test results are as follows:
RF Output power at
400 MHz (P,,)
Input power (dc) at 28 V
Efficiency
Frequency deviation
Minimum P,, over tem-
perature range
Minimum efficiency over
temperature range
Temperature range
13 W
38,2W at25°C
35%
25 kHz
9.2 w (- 1.5 dB)
25.7%
-20 to +75°C
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During the temperature test, the transmitter was mod-
ulated with a 250-Hz square wave. Modulation was
detected in an FM discriminator and continuously moni-
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Fig. 1. Oscillator frequency versus modulation voltage
tored during the test. No change was noted in the
detected wave form.
A sterilization test of the complete transmitter was per-
formed. The sterilization cycle included a 35-h bake at
125°C in a 99% dry nitrogen atmosphere. No change in
performance was noted at the conclusion of this test.
3. Receiver
The receiver will be used for transmitter evaluation
tests and for link performance tests. A receiver that will
satisfy present requirements and yet be easily adaptable
to anticipated future requirements is shown in Fig. 2. It is
being assembled from commercially available modules
and in-house built circuits.
The receiver will have both separate channel detec-
tion and conventional frequency discriminator detection
capability.
A study is in progress to determine the characteristics
that would be required of a flight receiver. The study
includes a determination of gain, channel balance, and an
analysis of such functions as AGC and limiting.
400 MHz FROM TRANSMITTER
\
50 MHz
LOCALOSCILLATOR
TO TELEMETRY
I DEMOOOLATOR
LIMITER
/PREDETECTIONI I AMPLITUDE ]_
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Fig. 2. FSK receiver block diagram
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XXII. Future Projects
ADVANCED STUDIES
A. Asteroid Information for Planning Deep Space
Missions, R. G. Brereton, R. L. Newburn, and
R. R. Marshall
1. Introduction
Even before Kepler announced that his work had estab-
lished that the planetary orbits were elliptical and not cir-
cular, scientists had wondered about the great gulf of
space between the orbits of Mars and Jupiter. Kepler
solved that problem for his calculation when he simply
wrote: "Between Jupiter and Mars, I place a planet." In
1776, ]. D. Titus noted a regularity in the mean distance
of the known planets from the sun, and this observation
came to be called Bode's Law. This law called for a planet
at 2.8 AU, between Jupiter and Mars, and in 1801 G. Piazzi
discovered a small planet (768 km in diameter)at a dis-
tance of 2.77 AU from the sun, which he named Ceres.
In 1802, Olbers discovered a second small body (492 km
in diameter) also at 2.77 AU from the sun, which he
called Pallas. Discovery of Juno (204 km in diameter) at
2.67 AU from the sun followed in 1804, and Vesta (392 km
in diameter) at 2.36 AU from the sun was discovered in
1807. No more such bodies were discovered until 1845,
and then between 1850 and 1870 about 100 more were
identified and their orbits calculated. After 1890, when
Wolf of Heidelberg began using the photographic tech-
niques to search for new asteroids, the number rose
sharply.
Tile asteroid belt is generally considered to lie between
Mars and Jupiter, but because the orbits of individual par-
ticles can be quite eccentric, there is asteroidal material
with perihelia within the orbit of Mars and aphelia beyond
the orbit of Jupiter. Icarus can pass within 2.8 X 10 r km
of the sun, while tlidalgo's orbit extends ()lit at aphelion
to the distance of Saturn.
The particles comprising the asteroid belt are believed
to range in size from bodies like Ceres, which are hun-
dreds of kilometers in diameter, through meteoroids to
micron size dust. The orbits and distribution of the
kilometer-size particles can be studied to derive informa-
tion on tile meteoroids and dust which cannot be seen
from earth. The probability of tile spacecraft encounter-
ing a large kilometer-size particle in its sweep through the
asteroid belt is quite small; however, this isn't necessarily
true for the meteoroids and dust.
Ephemerides of the larger asteroids, or minor planets
as they are frequently called, are published annually by
the Russians under International Astronomical Union
auspices (Ref. 1). The 1967 issue contains fairly reliable
orbital data for 1685 asteroids that have been seen at
more than one opposition. Orbital elements for those
asteroids which have been seen at one opposition only are
published by the Minor Planet Center, Cincinnati Observ-
atory. The Center also publishes data on new asteroids,
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as they are discovered and orbits computed, in the Minor
Planet Circulars. Orbital data on several thousand aster-
oids are presently available through publications of the
Center.
Beginning in 1950, Kuiper and his co-workers under-
took a systematic photographic survey of asteroids down
to magnitude 16.5 using a 10-in. f/7 Ross-Fecker tele-
scope (Ref. 2). They covered a belt 40 deg wide, 20 deg
on either side of the ecliptic, for 23 consecutive monthly
opposition points computed for new moon. Thus, almost
half of the asteroids in the area were covered twice, since
the average synodic period for asteroids is 15 me. This
overlap was one check on completeness, the other being
comparison with known asteroids as published in the
Leningrad catalogue (Ref. 1).
While hundreds of new asteroids are discovered each
year, only a few of these are observed in enough detail
to permit an accurate orbit. Reinmuth at Heidelberg has
actually discovered more than 1000; however, only about
200 of these have been numbered and entered in the
catalogue.
A number of estimates have been made of the total
number of asteroids in the size range of 1-kin diameter
or greater. Main belt material of this size should be ob-
servable from earth at a magnitude of at least 21. Baade,
using the 100-in. Mount Wilson telescope, estimated there
should be at least 44,000 asteroids brighter than the nine-
teenth magnitude, and on a single 48-in. Schmidt camera
photograph he noted 90 asteroid trails of which only a
few had been catalogued (Ref. 3). Kuiper (Ref. 2), from
his photographic survey and a best fit equation, has esti-
mated that 75,000 bodies brighter than magnitude 20 exist
(Table 1).
Modem research has shown that there was almost cer-
tainly never a single planet at about 2.8 AU, which was
somehow disrupted. In fact, there must have been a great
many bodies in the asteroid belt since the formation of
the solar system, although this number may have been
substantially increased by subsequent collisions. No aster-
oid has a known mass or density, so it is impossible to
say much about their internal stn_ett, re or positively to
relate their properties to those of meteorites. Hertz has
attempted to measure the mass of Vesta from its per-
turbation on (197)Areta (Ref. 4). His preliminary value is
1.17 ± 0.10 X 10 TM Me. This value with the measured
radius of 392 km gives a mean density of ,---7.5 g/cm :_.
Table 1. Asteroid distribution a
Mean photographic Asteroids observed Asteroids calculated t'
opposition magnitude P0
7
8
9
10
11
12
13
14
15
16
17
18
19
20
2
1
3
9
30
83
185
269
478
401
133
12
7
3
SSee Ref. 2.
bCalcutoted from best fit linear equation.
I
3
6
13
30
66
148
332
740
1660
3700
8300
18600
42000
Photometric studies of the asteroids have shown that at
least some of them have very, irregular shapes (Ref. 5).
Eros was actually seen in a telescope to have a very elon-
gated shape during a close approach of that asteroid to
earth in 1931. The brightness of Eros varies by 1.4 magni-
tudes as it presents various "cross sections" to the observer.
Periods of rotation from 2h52.2 '" to about 18h have been
measured for various asteroids. All asteroids are slightly
yellowish in color, showing a consistently larger color
index than the sun. Only four albedos are known: 0.06,
0.07, 0.12, and 0.26 for Ceres, Pallas, Juno, and Vesta,
respectively. Many detailed photometric studies have
been presented in the Astrophysical Journal by Kuiper
and his co-workers.
2. Orbital Elements
All of the minor planets have direct motion, but the
inclination and eccentricities of their orbits can vary
wildly. An examination of the Leningrad publication
(Ref. 1) (Table 2) suggests that the average inclination of
the computed bodies is about 9 deg, with eccentricities
about 0.15. The orbit of Hidalgo is inclined 42.5 deg to the
ecliptic, and that of Pallas nearly 35 deg. Of the first 1200
asteroids listed in the publication, 5 have inclinations
exceeding 30 deg and 18 more have inclinations exceed-
ing 25 deg. The one with the greatest eccentricity appears
to be Icanls with a value of 0.8266. There appears to be
a tendency for large eccentricity and large inclination to
go together. Another phenomenon of interest is a definite
tendency for the smaller asteroids to occur farther from
the sun. This is especially evident in Kuiper's data (Ref. 2),
which shows that the group of asteroids located between
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Table 2. Selected asteroids' orbital elements a
Catalogue No. Asteroid Semimajor axis Eccentricity Perihelion distance Inclination Absolute
a, AU e q, AU i, dog magnitude gb
1
2
3
4
7
164
183
341
433
747
898
1036
1103
1134
1566
1620
944
Ceres
Pallas
Juno
Vesta
Iris
Eva
Istria
California
Eros
Winchester
Hildegard
Ganymede
Sequoia
Kepler
Icarus
Geographos
Apollo
Adonis
Hermes
Hidalgo
2.767
2.772
2.668
2.362
2.385
2.635
2.794
2.199
1.458
2.992
2.729
2.658
1.934
2.683
1.078
1.244
1.486
1.969
1.290
5.8139
0.0759
0.2340
0.2585
0.0889
0.2303
0.3447
0.3477
0.1941
0.2229
0.3453
0.3696
0.5425
0.0945
0.4660
0.8266
0.3352
0.5682
0.7792
0.4746
0.6560
2.557
2.123
1.979
2.152
1.836
1.726
1.822
1.773
1.133
1 e_e
1.720
1.216
1.751
1.433
0.187
0.827
0.645
0.435
0.678
2.034
10.6
34.7
12.9
7.1
5.5
24.4
26.4
5.6
10.8
18.1
10.1
26.2
17.8
15.0
22.9
13.3
6.4
1.4
4.6
42.5
4.0
5.1
6.3
4.2
6.7
9.6
10.9
12.6
12.3
8.8
13.4
10.8
13.5
15.3
17.7
15.9
18.0
21.0
19.0
12.0
mSee Rat. 1.
t'SteUer magnitude at 1 AU from earth and I AU from sun,
3 and 3.5 AU from the sun contains only 23_ of the bodies
in the 2.0- to 3.5-AU belt having an absolute magnitude
between 4.0 and 8.0, whereas it contains 95_ of those
having an absolute magnitude between 12.0 and 13.0.
A number of individual asteroids are of particular inter-
est because of their unusual orbits. Icarus has the smallest
semimajor axis (1.0777 AU) and the largest eccentricity
(0.8266) of any known asteroid. At perihelion, it is nearer
the sun than any known object except an occasional comet,
and it can pass within 6 million km of the earth. Hidalgo
has the largest semimajor axis (5.79 AU), the greatest
inclination (42.5 deg), and one of the largest eccentrici-
ties (0.656) of any known asteroid. It comes in nearly to
the distance of Mars at perihelion while traveling out
nearly to the distance of Saturn at aphelion. The so-called
Trojan asteroids are two groups of bodies occupying the
Lagrangian triangular solutions to the three-body prob-
lem in the sun-Jupiter system. They precede and follow
Jupiter by 60 deg in its orbit. There are other bodies of
considerable interest, but Ceres, Pallas, Juno, Vesta,
Icarus, and Hidalgo are certainly outstanding candidates
for additional study.
3. Gaps and Families
In 1866, Kirkwood discovered conspicuous gaps in the
asteroid belt at distances from the sun which would be
occupied by planets whose periods are simple fractions
of the period of Jupiter. It must be emphasized that these
"gaps" have no physical reality-they are gaps in a list of
the mean motions (or periods), but because of the eccen-
tricity and inclinations of the orbits, there are no actual
empty lanes in the asteroid belt. Indeed, every new dis-
covery tends to fill the gaps, and although there may be
a gap at the precise point of commensurability, there is
often a very marked clustering of minor planets on either
side of it.
Thus, in 1918, Hirayama discovered the existence of
families of minor planets with similar secular elements
(Ref. 6). This important work has been extended by
Brouwer and Van Woerkom, utilizing some 1537 aster-
oids to form 29 groups.
Rabe, from knowledge of the groups, attempted to see
what the effect of a larger mass for Jupiter would be on
asteroids (Ref. 7). He found that if proto-Jupiter's mass
decreased to about 1/20 of its original amount, the com-
mensurability gaps in the system of minor planets would
be the direct gravitational consequence of Jupiter's grad-
ual loss of mass. Rabe had a mechanism that explained
the Kirkwood gaps, the Hirayama families, and in addi-
tion, presented a strong argument in favor of the Kuiper
protoplanet hypothesis for formation of the asteroid belt.
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A number of groups of minor planets are recognized,
such as the following:
Mean motion, Jupiter/group
Group in ./day ratio
Trojans
Hilda
Minerva
Hestia
Flora
300
450
750
900
1050
1:1
2:3
2:5
1:3
2:7
The stability of such groups is of much interest.
4. Magnitudes
The brightness of a minor planet is indicated in the
catalogue (Ref. 1) by two different methods. In the first
method, the magnitude m, gives the stellar magnitude at
mean opposition, i.e., when the distance r from the sun is
equal to the mean distance a, and when the distance A
from the earth is a- 1. The second method gives the
absolute magnitude g of the planet when r = a = 1;
the apparent magnitude under other conditions is then
given by
m = g + 5 log r + 5 log ,._x
This formula ignores the effect of phase, which would
be given by an additional term of the form -5 log cos 'J_i,
where i is the sun-planet-observer angle. Such a simple
formula is only approximate, however, since most of the
minor planets have been shown to exhibit a small varia-
tion of light, with a period of several hours. This is taken
to indicate that they are of irregular shape and are rotat-
ing; it can be shown that their axes of rotation are oriented
completely at random. However, this variation of light
can be ignored, and since, in the case we are considering,
the probe would be approaching the planet from the sun-
ward side, the phase effect will also be very small. We
may, therefore, restrict this investigation to the effect of
distance only.
Now, a tenfold reduction in distance will increase the
brightness by 5 magnitudes, so that a minor planet with
g = 10, typical of a body 50 km in diameter with the
albedo of the moon, would be of magnitude 5 at 0.I AU
from the probe, magnitude 0 at 0.01 AU, and magnitude
-5 at 0.001 AU, at which distances its angular diameter
would be slightly more than one minute of arc.
Thus, it is possible for the larger minor planets to
appear as bright as the major planets and to present the
same angular dimensions, although still at considerable
distances, and this may well cause trouble in any form of
light-sensitive guidance.
5, Size and Moss
The figures quoted in works of reference for the size
and mass of the minor planets are mere estimates based
on the apparent magnitude, which is compared with that
of the "big four" (Ceres, Pallas, Juno, and Vesta). For
example, in Allen's Astrophysical Quantities (Ref. 8} there
is a table that gives the size and mass of a minor planet as
a function of its magnitude. The table ranges from a radius
of 250 km for a planet with g = 4 to 5 to a radius of 0.7 km
for a planet of magnitude 16 to 17. If an asteroid has an
absolute magnitude of 9.5, its radius will be 28 km and
its mass about 3 )K 10 *° g; this is about 5 X lff _ of the
earth's mass and, although negligible (astronomically
speaking), it nevertheless represents about 300 trillion
(3 X 10H) metric tons. Even the faintest observed planet,
with a magnitude of 19.5, would have a radius of 0.28 km
and a mass of about 10s tons.
6. Meteoroids and Dust
The distribution of the number of asteroids as a func-
tion of their size has a slope very nearly identical to that
for the meteorites falling to the earth; also, the number of
asteroids appears to increase rapidly as their size dimin-
ishes. This suggests that the total number of particles in
the astcroidal belt could be very large.
The total amount and size distribution of asteroidal
matter can only be estimated. All the observed asteroids
can be added or a total mass can be computed to give
an observable change in the motion of Mars. Using the
latter method, it would appear that the total mass must
be less than one sixth of the earth or about 10_7 g. If it is
assumed that this amount of material is uniformly dis-
tributcd in the ecliptic belt, there are on the order of
0.05 g of matter/km :_.
Another approach is to extrapolate the asteroid size dis-
tribution curve derived by Kuiper for the visible asteroids
(Ref. 2) to the smaller particles. In this technique, the
mass of an asteroid is inferred from its photographic mag-
nitude. Presumably, the magnitude is directly related to
the size of the body and, if a density is assumed, the mass
of the asteroid can be calculated. Kessler (Ref. 9) has used
the relationship between absolute magnitude M0 and mass
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m (in grams) developed by Jascheck and Hawkins. The
equation is:
5
M,, = 43.2 - _ log m
With the preceding quotation, the data of Kuiper, et al.
(Ref. 2) can be treated to obtain a cumulative mass distri-
bution curve for the asteroids which they observed in their
extensive survey. Kuiper, et al. have corrected the num-
ber of asteroids which they actually observed for the limi-
tations of their experiment. The rectified numbers are
tabulated in two rows, one being a minimum estimate,
the other a maximum estimate. Although the two esti-
mates differ by a factor of only 2 to 3 at the fainter
magnitudes, the authors have consistently used the maxi-
mum figure for each of the several zones (i.e., 2.0 to 2.6,
2.6 to 3.0, 3.0 to 3.5 AU, etc.) in which Kuiper, et al.
grouped the asteroids.
Some analysts fit the asteroid data with the following
expression:
N =- CM -l
where N is the cumulative number of mass M and greater.
Brown (Ref. 10), on the other hand, found a less steep,
inverse slope for the distribution curve as a function of
mass. The slope closely matched that which he found for
the meteorites. Because there is so much uncertainty in
the slope (the slope may even vary from approximately
- 1 for the asteroids to -0.7 to -0.8 for small meteoroids,
in the neighborhood of a gram), the flux is uncertain by
1 to 3 orders of magnitude.
The fluxes for various zones and slopes are shown in
Table 3. In the neighborhood of the earth (1 AU), the flux
is derived from Brown's (Ref. 10) estimate for the fall of
meteorites to the densely occupied areas of the world.
While this rate may be a minimum rate, the terrestrial
infall can scarcely exceed this figure by a factor of 10.
In fact, the value may be very close to being exact; it is
Table 3. Fluxes for various zones and slopes
Asteroidal particles _--- 1 g/(m2-sl
Slope Zone, AU
I
--0.77 0.8 x lO -]e
- ;.o
2.0--2.6 3.0-3.5
8 X 10-_s 4 X I@ aa
1.6 X 10 -10 8 X 10-'
quite consistent with the increase in the flux up to the
middle zone of the asteroid belt (3.0-3.5 AU).
Alfven (Ref, 11) has pointed out, in analogy to Saturn's
rings and Jeffrey's hypothesis, that collisions between
particles in the asteroid belt should have reduced their
inclination and eccentricity so that most of the small par-
ticles are in the plane of the ecliptic and in near-circular
orbits. Particles of diameter less than i t_m should be
strongly influenced by solar radiation pressure and blown
out of the asteroid belt, while the Poynting-Robertson
effect within the time frame of the age of the solar system
should have removed the submillimeter diameter particles.
7. Conclusion
The significant data that the investigators would like
to know about asteroids are their size, shape, and distri-
bution within the asteroid belt, their interaction with the
space environment, their density, elemental composition,
isotopic composition, and mineral assemblage, and finally,
their surface appearance and optical properties.
The asteroids will perhaps present key information look-
ing toward an understanding of the origin and evolution
of the solar system.
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