It is a well-established empirical fact that conditional correlations suffer from a bias induced by the volatility of the conditioning set. Failure to account for this bias can produce misleading results. This paper adopts the Forbes and Rigobon (2002) adjustment to account for the heteroscedasticity bias in conditional correlations for 10 U.S. equity size portfolios and 13 industry portfolios. Without the adjustment for heteroscedasticity, all of the portfolios exhibit downside conditional correlation asymmetry, where the correlation conditional on downside market moves exceeds the respective correlation during upside moves. However, after adjusting for the heteroscedasticity of the conditioning set, there is little evidence of a downside asymmetric conditional correlation effect. In addition, the adjusted correlations conditional on extreme market moves are generally statistically less than the respective unconditional correlations. The largest conditional correlations occur when the market experiences normal or average returns. These results also hold for longer return horizons and when conditioning on the market performance from the previous day. These findings have important implications for asset pricing, derivative pricing, market microstructure research, and risk management.
Introduction and Motivation
The conventional wisdom that correlations conditional on downside movements are larger than correlations during either upside movements or calmer markets is beginning to come under attack. Early literature analyzing international return data found an increased correlation during turbulent periods. Papers following this general approach include Bertero and Mayer (1990) , Hamao, Masulis, and Ng (1990) , King and Wadhwani (1990) , Lee and Kim (1993) , Erb, Harvey, and Viskanta (1994) , King, Sentana, and Wadhwani (1994) , Lin, Engle, and Ito (1994) , Longin and Solnik (1995, 2001) , Karolyi and Stultz (1996) , De Santis and Gerard (1997) , Bae, Karolyi and Stultz (2000) , Das and Uppal (2001) , and Ang and Bekaert (2002) .
However, Stambaugh (1995) , Forbes and Rigobon (2002) , and Boyer, Gibson, and Loretan (1999) have illustrated that conditional correlations suffer from a heteroscedasticity bias. Thus, while the unconditional distribution may have a constant correlation, sub-samples conditional on extreme market movements will have larger correlations. Forbes and Rigobon (2002) and Boyer, Gibson, and Loretan (1999) explicitly provide frameworks to correct for this bias.
1 After taking into account the effect of the differing volatility structures of the conditioning information, both papers find that the evidence of increased correlations among international markets during turbulent periods disappears.
One important work on the conditional correlation properties of US equity portfolios is Ang and Chen (2002) . Ang and Chen (2002) document asymmetric correlation patterns where correlations increase more for downside moves than for upside moves for US equity portfolios sorted on size, industry, past performance, and book-to-market ratios. However, Ang and Chen (2002) do not explicitly correct for the heteroscedasticity bias present in conditional correlations.
Rather, they compute exceedance correlations, as originally presented in Longin and Solnik (2001) . The exceedance correlations of Ang and Chen (2002) also suffer from two potentially serious drawbacks. First, rather than explicitly adjusting the correlations for heteroscedasticity effects, the exceedance correlations are calculated relative to the bivariate normal. Thus, the results must be interpreted in conjunction with the hypothesis that the data generating process follows a bivariate normal specification. Yet, as Ang and Chen (2002) note, their results strongly reject the null hypothesis of bivariate normality. 2 Second, the exceedance correlations are calculated conditionally on both the market and the portfolio moving in the same direction.
Consequently, for portfolios with the weakest unconditional correlation relative to the market, which is when asymmetries are strongest, the results are potentially bias because they exclude observation where the portfolio and the market are negatively correlated.
This paper adopts the Forbes and Rigobon (2002) adjustment for heteroscedasticity to US equity data. Results on US size and industry equity portfolios at the daily frequent shows that the heteroscedasticity bias has a significant effect on conditional correlations. Furthermore, a failure to correct for this bias would produce misleading results as to the asymmetric nature of conditional correlations. In this paper, conditional correlations are analyzed using the 7,072 daily returns from January 2, 1974 to December 31, 2001 on both size and industry portfolios.
Prior to the heteroscedasticity adjustment, all 10 of the size portfolios and 12 of the 13 industry portfolios exhibit a statistically significant downside asymmetric conditional correlation pattern.
The unadjusted correlations conditional on extreme downside market moves are all statistically above their respective correlation conditional on large upside market moves. In addition, for all 23 portfolios, the unadjusted correlations conditional on market movements in the middle 80% of the distribution are below their respective unconditional correlation. Thus, the unadjusted conditional correlations exhibit a "backwards J-shaped" pattern with all of the conditional correlations falling below the unconditional level. As previously stated, this pattern is to be interpreted with caution, as the unadjusted conditional correlations are not directly comparable with each other or with their respective unconditional correlation due to the aforementioned heteroscedasticity bias.
After adjusting for the heteroscedasticity bias present in unadjusted conditional correlations, none of the size portfolios exhibit an increased adjusted conditional correlation for sharp market decreases relative to sharp market increases. However, the downside asymmetry is present in six of the industry portfolios. Yet, this asymmetry is the result of decreased correlations relative to the unconditional correlation for upside moves and not an increase in the correlation for extreme downside moves. Furthermore, for all 10 of the size portfolios and all 13 of the industry portfolios, the adjusted conditional correlations during the sharpest market declines are statistically below their respective unconditional level. Likewise, with the exception of the smallest size portfolio, the correlations conditional on market returns in the middle 80% of the distribution are statistically above their respective unconditional correlation.
Analysis on non-overlapping, five-day return windows reinforces the one-day return analysis. At the five-day return horizon, all of the portfolios exhibit a conditional correlation for downside movements that is statistically below the unconditional level and none of the portfolios exhibit a downside correlation in excess of their corresponding upside correlation. Similarly, correlations conditional on market movements in the middle 80% of the distribution are significantly above the unconditional level. When conditioning on the previous day's market performance, the results follow the same pattern as the five-day, non-overlapping returns.
Therefore, rather than exhibiting the asymmetric backwards J-shaped pattern evident from the unadjusted correlations, the adjusted conditional correlations follow a relatively symmetric "inverted U-shaped" pattern. In addition, the extreme correlations are statistically below the unconditional level, while correlations conditional on returns from the middle of the distribution are larger than the unconditional level.
The fundamental implication of these results is that returns from differing percentiles are derived from significantly different data generating specifications. This result has important implications for asset pricing, derivative modeling, microstructure issues, and risk management.
This result also signals the need for a class of asset pricing models that can capture this characteristic of the data. One such class of these models is the regime switching models of Hamilton (1988) and Grey (1996) . These models inherently allow for endogenous switching between various data generating specifications. Ang and Chen (2002) find that the regime switching class of models captures the correlation specification of equity portfolios better than a range of other econometric models. However, none of these models appears to capture the notion that any increase in beta during large market swings is not the result of an increased correlation structure. Rather, the increase in beta during extreme market movements is despite a lower correlation structure. Further implications for asset pricing include the effects on processes like the Scholes and Williams (1977) beta and Fama and MacBeth (1973) regressions.
In both methodologies, a time series is used to compute the average beta for the portfolio.
However, if the data is being generated from a group of distinctly different data generating specifications, the resulting averages are not necessarily indicative of the true beta of the portfolio.
The results from this paper also have important ramifications for derivative pricing. In derivative pricing, the upper moments of the data generating process are of special significance.
However, if the true data generating process is a mixture of different data generating specifications, then derivative pricing is greatly complicated. The current literature prices options under the assumption that the data generating process is known. Frequently, the riskneutral process for the underlying is modeled in a stochastic-volatility jump-diffusion framework that allows for various volatility and jump risk-premiums. However, if one process can not capture the dynamics of the underlying, then it certainly can not be used to price derivatives.
Using a mixture of data generating specifications for the underlying would then theoretically increase the accuracy of option pricing models. In addition, given that the returns in the tails of the distribution for the underlying may come from a different specification than other returns, the interpretations of risk-premiums derived from a single data generating specification should be reexamined. Likewise, there are similar applications to the area of market microstructure research. Researchers using high frequency microstructure data may also need to further decompose their results into positive, negative, and average return classes.
The most important implication of the results of this paper is in the area of risk management. Of particular interest to risk managers are large movements in the market.
Whether in simple delta-neutral hedge or a value-at-risk (VaR) framework, predicting the correlation structure of the assets in question is of paramount importance. The results of this paper show that this correlation structure depends directly on the type of return experienced.
Rather than large portfolio return's being the result of an increased correlation structure, they are in fact the result of a decreased correlation structure. Thus, applications in a VaR framework need to consider this differing correlation structure in their calculations. In addition, in other hedging applications, these extreme movements may be harder to hedge against than previously thought. The lower the correlation between an asset and the hedging instrument, the more costly and less accurate the hedge is likely to be.
The rest of this paper is organized as follows. Section II reviews the effect of heteroscedasticity on conditional correlations using the same set up as Forbes and Rigobon (2002) . Section III details the portfolio formation techniques and descriptive statistics for the 10 size and 13 industry portfolios used in this paper. Section IV analyzes the unadjusted and corresponding adjusted conditional correlations for the 10 size and 13 industry portfolios. A detailed decomposition of the adjusted conditional correlations into the conditional beta, standard deviation ratio, and heteroscedasticity adjustment is provided in section V. Section VI examines some robustness properties of the primary results by analyzing the adjusted conditional correlations for five-day returns and one-day returns conditional on previous market performance. A summary of results and directions for future research are offered in section VII.
II. Heteroscedasticity Bias in Conditional Correlations
As discussed earlier, Forbes and Rigobon (2002) provide a theoretical proof examining the effects of differing conditioning information on unadjusted conditional correlation coefficients.
A brief synopsis of their theoretical work as it applies to this application is provided below.
Let x and y represent the time series for the market portfolio and one of the size or industry portfolios, respectively. Regressing x on y gives
(1) ,
Next, segregate the unconditional sample (u) into a high variance sub-sample (h) and a low variance sub-sample (l) based upon the performance of x t . The main theoretical results in Forbes and Rigobon (2002) follow from the fact that, given the assumptions in equation (2), the estimates of beta from both of the sub-samples must equal the unconditional beta. Thus,
. 3 If the variance of the conditioning set equals the unconditional variance, then delta is zero and no adjustment is necessary. The larger the variance differential (i.e. the larger the absolute value of delta), the larger the bias in the unadjusted correlation coefficient. Given that the most important conditional correlations occur during large, volatile market movements, the need to adjust for the relative volatility over the conditioning set is readily apparent.
It is important to note that the results of this paper do not depend on the betas remaining stationary over the various conditioning sets. 4 Rather, the heteroscedasticity adjustment provides the means to compare the adjusted conditional correlations across conditioning sets and to their respective unconditional correlation. The adjusted conditional correlation represents the unconditional correlation that, ceteris paribus, would have produced the unadjusted conditional correlation. This quantity may or may not be equal to the true unconditional correlation. It is these differences that this paper seeks to explore.
For the purposes of this paper, equation (7) can be decomposed into 
III. Formation and Properties of the Size and Industry Portfolios
The data consist of daily returns for all common stocks listed in the Center for Research in Security Prices (CRSP) database over the 7,072 trading days from January 2, 1974 to December 31, 2001. Equities were restricted to common stocks listed on the NYSE, AMEX, and NASDAQ. During this period, there were over 21,000 equities meeting these requirements listed on CRSP. The stocks are divided into 10 size portfolios based upon market capitalization and 13 industry portfolios based upon two-digit SIC codes.
The 10 size decile portfolios are segregated based upon market capitalization breakpoints from all NYSE listed stocks. The portfolio returns are calculated on a daily basis as the valueweighted return of all stocks falling into the respective decile based upon the previous day's market capitalization. Thus, the portfolios are rebalanced on a daily basis. While daily rebalancing of these portfolios is unlikely in practice, it provides the most accurate characterization of firms within the respective size decile. The 13 industry portfolios are based upon the SIC industry breaks provided in Ferson and Harvey (1991) . These portfolios are also value-weighted according to the previous day's market capitalization. Like the size decile portfolios, the SIC industry portfolios are rebalanced daily based upon the prior day's SIC code.
In addition, the CRSP value-weighted daily index is used to proxy for the market return. 
IV. Unadjusted and Adjusted Conditional Correlations
The conditional correlations are calculated based on the relative market performance.
With the exception of some of the robustness checks detailed in section VI, the conditioning information is based on the relative market performance on the day in question. The market performance is segregated into five performance ranges. These ranges include the days when the market performance is in the lowest 5%, lowest 10%, middle 80%, highest 10%, and highest 5%.
With these divisions, not all of the ranges are mutually exclusive. For example, while the entire range is encompassed by the lowest 10%, the middle 80%, and the highest 10%, the lowest 5% represents a subset of the lowest 10%. Table 2 provides the ranges, mean market return, and standard deviation of the market return for the days falling into the respective ranges. In addition, the same descriptive statistics are provided for the unconditional market performance over the entire sample.
It is not surprising that the range for the lowest 5% and lowest 10% is larger than the range for the respective highest 5% and highest 10%. This simply reflects the empirical result that extreme negative moves tend to be larger than extreme positive moves. However, the magnitude of the average return for the lowest 5% and lowest 10% is roughly equivalent to the returns experienced in the highest 5% and highest 10%, respectively.
As can be seen from the standard deviation column of table 2, of the five performance cuts, only the lowest 5% and lowest 10% have a larger standard deviation than the entire data set. The standard deviations for the other four performance cuts are below the unconditional level. Thus, as noted in equation (6), unadjusted conditional correlations calculated during severe market downturns are overstated. On the other hand, unadjusted conditional correlations calculated during the remaining subperiods will be understated. This effect will be quantified and discussed in more detail in section V part A.
Given the conditioning sets from table 2 and the adjustment for the heteroscedasticity bias present in unadjusted conditional correlations, it is possible to examine the true conditional correlation structure for each portfolio outlined in section III. Thus, the pattern across conditioning sets, the level relative to the unconditional, and the level relative to other portfolios can be directly compared in determining the impact of conditional correlations. Adjusted and unadjusted conditional correlations and their asymmetric distributions are calculated in the usual maximum likelihood manner over a bivariate system with one equation for the market and one equation for the portfolio in question.
Before examining the adjusted correlations outlined in equation (7), it is necessary to investigate the unadjusted conditional correlations for the US equity portfolios in question. Table 3 provides unadjusted conditional correlations for the 10 size and 13 industry portfolios over the six market return conditioning sets defined in table 2. In addition, the table provides the unconditional correlation for each of the portfolios as a reference point. Again, as pointed out by Stambaugh (1995) , Forbes and Rigobon (2002), and Boyer, Gibson, and Loretan (1999) , the conditional correlations in table 2 suffer from a heteroscedasticity bias. However, these unadjusted correlations provide the necessary reference point to determine the extent and implications of the bias.
The last four columns of the table provide p-values for the hypothesis test of equality for four pairs of correlation calculations. These four hypothesis tests are (1) the conditional correlation from the lowest 10% less the respective unconditional correlation, (2) the conditional correlation from the highest 10% less the respective unconditional correlation, (3) the conditional correlation from the lowest 10% less the corresponding conditional correlation from the highest 10%, and (4) the correlation from the middle 80% less the respective unconditional correlation.
In addition, for p-values less than 0.10, the table illustrates the direction implied by the rejection of the null hypothesis of equality.
From the next to last column in table 3, it is immediately evident that during large market decreases, defined as the lowest 10%, the unadjusted conditional correlations are greater than the respective unadjusted correlations calculated during market upswings, defined as the highest 10%.
5 These results follow the general pattern noted for asymmetric exceedance correlations of Ang and Chen (2002) and Ang, Chen, and Xing (2001) . It is interesting to note that while each of the downside correlations exceeds its respective upside correlation by a fairly significant margin (especially for the smaller size deciles and the industry portfolios), the downside correlations are never significantly above their respective unconditional level. However, for all 23 portfolios, the upside correlations are lower than the unconditional level. For 21 of these portfolios, the difference is significant at the 5% level. Lastly, for all 23 portfolios, the correlations conditional on market movements in the middle 80% of the distribution are significantly below their respective unconditional correlation, even at the 1% level. However,
given the bias inherent in unadjusted correlations, these patterns must be interpreted with caution. Table 4 presents the adjusted conditional correlations and unconditional correlations for the size and industry portfolios. As previously discussed, the adjustment in equation (7) for the relative variance of the conditioning set provides the proper heteroscedasticity adjustment necessary to compare conditional correlations. By definition, the heteroscedasticity adjustment for the unconditional correlations is 1. Thus, the unconditional correlations from Table 3 
V. Adjusted Conditional Correlation Decomposition
To gain a better understanding of the conditional correlation patterns observed in the previous section, each adjusted conditional correlation is decomposed as in equation (8) into the unadjusted beta, a standard deviation ratio, and the heteroscedasticity correction. The individual and cumulative effects of the components of the decomposition are discussed in the three sections below.
A. Conditional Betas
The first element in the adjusted conditional correlation decomposition is the beta of the portfolio. The conditional betas are defined in the traditional manner as the conditional covariance between the market and the portfolio divided by the conditional variance of the market.
6 Table 5 provides results for the conditional betas for the same conditioning sets as reported in table 2. The results here are similar to both the asymmetric patterns for beta noted by Bawa and Lindenberg (1977) , Ball and Kothari (1989), Braun, Nelson, and Sunier (1995) , and
Cho and Engle (2000) and the asymmetric covariance patterns modeled as GARCH processes in Conrad, Gultekin, Kaul (1991) , Kroner and Ng (1998) , Bekaert and Wu (2000), and Cho and
Engle (2000).
For the five smallest size deciles, the ninth size decile, and six of the industry portfolios, the beta conditional on large downside movements (lowest decile cut) is significantly larger than the unconditional beta. Likewise, the upside conditional beta (highest decile cut) is larger than the unconditional beta for the middle size deciles and about one-third of the industry portfolios.
However, the upside beta for the largest size portfolio and the basic industries, petroleum, miscellaneous, and food/tobacco industry portfolios are smaller than the unconditional beta. In the extreme size deciles (deciles 1, 2, and 10), the downside betas are statistically larger than the upside betas. This pattern is also evident in six of the thirteen industry portfolios. However, three of the middle size deciles and three of the industry portfolios exhibit downside betas that are statistically smaller than the upside betas.
In summary, there is evidence of asymmetric upside versus downside betas in the extreme size portfolios and about half of the industry portfolios. In addition, with the exception of the largest size portfolio and five of the industry portfolios, at least one of the extreme conditional betas is statistically greater than the unconditional beta. However, the largest size portfolio is unusual because it has an unconditional beta that is statistically larger than the two extreme betas.
B. Standard Deviation Ratio
The second element in the adjusted conditional correlation decomposition from equation (8) is the standard deviation ratio. The standard deviation ratio is defined as the ratio of the conditional standard deviation of the market to the conditional standard deviation of the portfolio. The product of the beta from the previous section and the standard deviation ratio of this section is the unadjusted conditional correlation from table 3. Given that the unconditional portfolio standard deviation is an increasing function of decile size, the standard deviation ratio in table 6 is a decreasing function of market capitalization.
In addition, the standard deviation ratios are statistically larger at the unconditional level in 20 of the 23 portfolios than in either of the two extreme portfolios. The three exceptions are the largest size portfolio, the capital goods portfolio, and the consumer durables portfolio. These three portfolios represent the size portfolio and the two industry portfolios with the largest unconditional correlations to the market portfolio. Relative to the respective unconditional level, the effects for the beta in table 4 and standard deviation ratio in table 5 are frequently offsetting.
For those portfolios where the beta is higher for the extreme conditioning sets relative to the unconditional level, the standard deviation ratio is always smaller. In addition, for many of the portfolios where the beta for the extreme conditioning sets is lower than the unconditional level, the standard deviation ratio exhibits the opposite pattern. However, as can be seen from the results in table 3, the effect of the standard deviation ratio relative to the mean usually dominates the partially offsetting effect for the beta.
The standard deviation ratio is statistically larger for the extreme downside portfolio than for the extreme upside portfolio for the six mid-sized portfolios and 10 of the 13 industry portfolios. In addition, all 23 portfolios exhibit a standard deviation ratio conditional on the middle 80% of the market return distribution that is well below the unconditional level. These two phenomena are the driving force behind the backward J-shaped pattern observed for the unadjusted conditional correlations in table 3.
C. Heteroscedasticity Adjustment
The heteroscedasticity adjustment from equation (8) For deltas greater than one in equation (9), the heteroscedasticity adjustment is increasing in the absolute value of the unadjusted conditional correlation. For deltas less than one, the heteroscedasticity adjustment is decreasing in the absolute value of the unadjusted conditional correlation. Empirically, the delta is greater than one for the lowest 10% and lowest 5% conditioning sets and less than one for the remaining three conditioning sets. Additionally, the heteroscedasticity adjustment is decreasing in delta; thus, it is decreasing in the conditional standard deviation of the conditioning set. By definition, delta equals one for unconditional correlations.
Hence, the delta is likely to be an increasing function of size for the lowest 10% and lowest 5% conditioning sets and an increasing function of size for the remaining conditioning sets.
Likewise, the heteroscedasticity adjustment should be the largest for the middle 80%
conditioning set, as this conditioning set has the lowest standard deviations (as shown in the final column of table 2). This pattern emerges in table 7.
Consequently, the heteroscedasticity adjustment decreases the unadjusted correlations for results conditional on poor market returns and increases the unadjusted correlations for results conditional on either normal or high market returns. Therefore, the heteroscedasticity adjustment decreases and basically eliminates the downside asymmetric pattern noted for the unadjusted conditional correlations in table 3. The asymmetries present in the unadjusted correlations is simply an artifact of an increasing variance for downside market moves, which is also known as the "leverage effect" previously documented by Black (1976) and Christie (1982) . After adjusting for the differing variances of the conditioning sets, this asymmetry all but disappears.
VI. Robustness Checks
Two additional robustness checks are performed to examine the persistence of the results from the previous sections. These robustness checks are designed to determine the effect of lengthening the return window and changing the conditioning set from the current day's return to the previous day's return. The basic results are unaltered and, in many cases, are strengthened by these two additional market return environments.
A. Five-day Returns
The first robustness check is to determine the pattern of the adjusted conditional correlations for return windows longer than a single day. As in the one-day return horizon, correlations for all 23 portfolios conditional on extreme downward market returns are statistically less than their unconditional correlation using a fiveday return horizon. Six of the size portfolios and four of the industry portfolios have upside correlation coefficients that are statistically less than the unconditional level. All of the remaining 13 portfolios have point estimates for the downside correlations that are also smaller, although not statistically smaller, than the unconditional level.
None of the 23 portfolios exhibit evidence of significant downside correlation asymmetry.
Yet, five of the mid-size portfolios, the miscellaneous industry portfolio, and the services industry portfolio have correlations conditional for downside market movements that are less than the corresponding conditional correlation for upside movements. Thus, at the five-day return window, there is slight evidence of an upside correlation asymmetry. This is in contrast to the one-day analysis, where six of the industry portfolios exhibit evidence of slight downside correlation asymmetry. However, for both the one-day and five-day return analysis, any asymmetry is not the result of increased extreme correlations relative to the unconditional level.
In all cases, the asymmetric correlation results from correlations decreasing, relative to the unconditional level, more for one side of the distribution than the other. Therefore, any asymmetry that is present is the not the result of increasing risk for one tail of the return distribution but rather decreasing risk for the other tail.
7 The last two returns from the one-day return analysis are dropped from the five-day return calculations to give 1414 = (7072-2)/5 five-day returns.
Like the one-day return analysis, all 23 portfolios have unconditional correlations for fiveday returns that are statistically smaller than the corresponding conditional correlation based upon market returns from the middle 80% of the distribution. Thus, the basic inverted U-shaped pattern that is present for the conditional correlations in the one-day returns is also present in the five-day analysis. In addition, despite the fact that the range for the unconditional correlations is more constrained for the five-day return windows, the inverted U-shapped pattern for the fiveday returns is considerably more pronounced than for the corresponding one-day returns.
B. Results Conditional on the Previous Day's Return
An additional robustness check is performed to examine the persistence of the results. The idea is to determine if the conditional correlation patterns during certain market events persist past a one-day window. To this end, the analysis for the daily returns is re-run with a slight adjustment to the conditioning set. Instead of conditioning on the market performance during the current day, the conditioning set looks at the market performance on the prior day. Thus, the analysis examines the conditional correlation structure on the days following specified events rather than during the days of the event in question. Conditioning on prior period performance is pervasive in the finance literature. Brown, Harlow, and Tinic (1988), Atkins and Dyl (1990) , Bremer and Sweeney (1991), and Cox and Peterson (1994) examine the pattern of stock returns following one-day stock declines. Also, the momentum effect documented by Jegadeesh and Titman (1993) examines market performance conditional on the prior period's performance. Table 9 provides the empirical distribution of the conditional market return for the six conditioning sets on day t relative to the market performance on the prior day, t-1. As is easily seen in the table, the conditioning events are relatively persistent, as the mass of the table is along the main diagonal. In addition, there is also a tendency for large positive returns to follow large negative returns. 
VII. Summary and Conclusions
Conditional correlations are subject to a heteroscedasticity bias in the point estimation.
Even if the unconditional distribution has a constant correlation, sub-samples based on extreme market movements will have larger correlations. Likewise, correlations conditional on subsamples with lower variances will have smaller conditional correlations. This paper applies the Forbes and Rigobon (2002) adjustment for this bias to conditional correlations between the market portfolio and US size and industry portfolios.
As shown in this paper, a failure to account for this bias leads to the conclusion that the portfolios exhibit a downside asymmetric pattern. Unadjusted correlations conditional on large market decreases are greater than corresponding correlations for larger market increases. In addition, unadjusted correlations conditional on average or normal market returns are lower than their respective unconditional correlation. This leads to a backwards J-shaped pattern for the unadjusted conditional correlations.
However, once the heteroscedasticity bias is taken into account, the downside asymmetric pattern is no longer evident in 17 of the 23 portfolios at the one-day return horizon. The pattern remains in only six of the industry portfolios. Yet, for each of these portfolios, the conditional correlation asymmetry is driven by the upside correlations and not the downside correlations. In all of the cases, the downside correlation is statistically below the respective unconditional correlation. Likewise, the upside correlations are statistically below the unconditional level.
Thus, these portfolios did not get riskier for extreme downside market moves; rather, they simply became safer during large upside market moves. In addition, there is no evidence of downside asymmetry for any of the 23 portfolios at the five-day return horizon or when conditioning on the previous day's performance.
Three important empirical facts are the direct result of the conditional correlation adjustment applied in this paper:
(1) The downside asymmetric correlation pattern basically disappears after the adjustment for the relative variance of the conditioning set is applied.
(2) This adjustment is less than one for extreme downside correlations.
(3) The adjustment is larger than one for upside correlations and correlations conditional on movements from the middle of the distribution.
Given these three results, it appears that the downside asymmetric correlation pattern for the unadjusted correlations is merely the result of the "leverage effect" previously documented by a
Black (1976) and Christie (1982).
For every portfolio at the one-day return horizon, the unconditional correlation is statistically above both of the two extreme correlations. In addition, the correlations conditional on market moves from the middle of the distribution are statistically above the unconditional level for 22 of the 23 portfolios. The exception is the smallest size decile, where the correlation conditional upon the middle of the distribution is larger, but not statistically larger, than the unconditional correlation. Thus, rather than providing for the backwards J-shaped pattern observed for the unadjusted conditional correlations, the pattern for the adjusted conditional correlations is more of a symmetric inverted U-shaped pattern. However, the curvature of the inverted U is not dramatic. These general results also hold for five-day return horizons and results conditional on the previous day's returns. However, the curvature of the inverted Ushaped pattern is more pronounced for the five-day and previous day's returns than in the sameday return analysis.
Contrary to previous research, large market movements in either direction are not the result of increased correlations among stocks. Instead, during large market returns (positive or negative), the adjusted correlations between the market and portfolios of US stocks are less than the unconditional correlations. The greatest correlations occur during normal or calmer markets.
These results imply that returns from differing percentiles arise from differing data generating specifications. This result has important implications for asset pricing, derivative evaluation, market microstructure research, and portfolio management.
Appendix: Heteroscedasticity Adjustment to Conditional Correlations for the Multifactor Case
The following presents the adjustment necessary to correct conditional correlations in the twofactor case. Extensions to three or more factors are straightforward. As in the one-factor case, let x and y represent the time series for the market portfolio and one of the size or industry portfolios, respectively. Furthermore, let z represent an additional factor. Without loss of generality, assume that z has already been orthogonalized with respect to x. Thus,
where Q represents any subset of the realizations in x. Additionally, assume that for both factors the covariance between their mean and their variance does not equal zero. This is a reasonable assumption, as the basic premise of most asset pricing models is a trade-off between risk and return. From this assumption, it is straightforward to see that Table 1 reports summary statistics for one-day total returns for 10 market capitalization and 13 SIC Industry portfolios over the 7,072 day period from January 2, 1974 until December 31, 2001. The market capitalization and SIC portfolios are rebalanced on a daily basis conditional upon the previous day's market capitalization and SIC code, respectively. The size deciles and industry portfolios are value-weighted based on the previous day's market capitalization. The number of stocks column indicates the total number of stocks that entered the respective portfolio for at least one day. The mean and standard deviation columns represent the average daily return and its standard deviation for a portfolio of the respective stocks. The last column indicates the correlation of the respective portfolio with the value-weighted CRSP index. Table 2 provides the range, average return, and standard deviation for the daily market return (as proxied by the CRSP value-weighted index) for six conditioning sets over the 7,072 day period from January 2, 1974 until December 31, 2001. The lowest 5% and lowest 10% represent the days when the market performance was in the lowest 5% and 10%, respectively. Likewise, the highest 10% and highest 5% represent the days on which the market performed in the top 10% and 5%, respectively. The middle 80% represents the days when the market performance was within the range indicated. The unconditional row includes observations for all 7,072 days in the sample. Table 3 provides the unadjusted correlations for the 10 size and 13 industry portfolios with the market conditional on various levels of market performance. For each portfolio, returns are calculated on a daily basis. The correlations are not adjusted to account for the variance of the conditioning set relative to the unconditional performance. The first five columns of the table present the unadjusted conditional correlations for varying levels of market performance. These levels include when the daily market performance is in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional correlation between the portfolios and the market. The last four columns in the table report p-values for the hypothesis test of equality between the indicated correlations. A (+) or (-) following the p-value denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level. Table 4 provides the adjusted correlations for the 10 size and 13 industry portfolios with the market conditional on various levels of market performance. For each portfolio, returns are calculated on a daily basis. The correlations are adjusted to account for the variance of the conditioning set relative to the unconditional performance. The first five columns of the table present the adjusted conditional correlations for varying levels of market performance. These levels include when the daily market performance is in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional correlation between the portfolios and the market. The last four columns in the table report p-values for the hypothesis test of equality between the indicated correlations. A (+) or (-) following the p-value denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level. Table 5 provides the market betas for the 10 size and 13 industry portfolios conditional on various levels of market performance. For each portfolio, returns are calculated on a daily basis. The first five columns of the table present the conditional betas for varying levels of market performance. These levels include when the daily market performance is in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional betas between the portfolios and the market. The last four columns in the table report p-values for the hypothesis test of equality between the indicated betas. A (+) or (-) following the p-value denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level. Table 6 provides the ratio of the standard deviation of the market divided by the standard deviation of the portfolio for the 10 size and 13 industry portfolios conditional on various levels of market performance. For each portfolio, returns are calculated on a daily basis. The first five columns of the table present the conditional standard deviation ratios for varying levels of market performance. These levels include when the daily market performance is in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional standard deviation ratios. The last four columns in the table report p-values for the hypothesis test of equality between the indicated standard deviation ratios. A (+) or (-) following the p-value denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level. Table 7 provides the heteroscedasticity adjustment for the 10 size and 13 industry portfolios necessary to account for the bias in conditional correlation calculations due to the variance of the conditioning set relative to the unconditional variance of the market. For each portfolio, returns are calculated on a daily basis. The first five columns of the table present the heteroscedasticity adjustments for varying levels of market performance. These levels include when the daily market performance is in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional heteroscedasticity adjustment. By definition, this adjustment is always one. The last four columns in the table report p-values for the hypothesis test of equality between the indicated heteroscedasticity adjustments. A (+) or (-) following the p-value denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level. Table 8 provides the adjusted correlations for the 10 size and 13 industry portfolios with the market conditional on various levels of market performance. For each portfolio, returns are calculated over five-day, non-overlapping return windows. Each correlation is adjusted to account for the variance of the conditioning set relative to the unconditional performance. The first five columns of the table present the adjusted conditional correlations for varying levels of market performance. These levels include when the market performance during the five-day period is in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional correlations between the portfolios and the market. The last four columns in the table report p-values for the hypothesis test of equality between the indicated correlations. A (+) or (-) following the p-value denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level. Table 9 presents the distribution of the current market performance given the market performance on the previous day. The market is proxied by the CRSP value-weighted index. The period includes the 7,072 trading days between January 2, 1974 and December 31, 2001. * and ** indicate that the frequency count is statistically above the expected value at the 5% and 1% level, respectively. 0.0000 (-) 0.0000 (+) Table 10 provides the adjusted correlations for the 10 size and 13 industry portfolios with the market conditional on various levels of market performance over the previous day. For each portfolio, returns are calculated on a daily basis. Each correlation is adjusted to account for the variance of the conditioning set relative to the unconditional performance. The first five columns of the table present the adjusted conditional correlations for varying levels of market performance. These levels include when the market performance for the prior day was in the bottom 5%, the bottom 10%, the middle 80%, the highest 10%, and the highest 5%. The next column presents the unconditional correlations between the portfolios and the market. The last four columns in the table report p-values for the hypothesis test of equality between the indicated correlations. A (+) or (-) following the pvalue denotes the direction of the relationship when the null hypothesis of equality is rejected at the 10% significance level.
