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RESUME 
Les compagnies de transport aerien font face a des problemes de logistique diffi-
ciles. Une partie de ces problemes concerne la gestion des ressources humaines et, plus 
particulierement, la gestion des horaires (blocs) des pilotes. Le probleme de construc-
tion des blocs mensuels personnalises avec equite (CBMPE) consiste a affecter des 
taches a des personnes en s'assurant que toutes les taches soient couvertes et que 
l'horaire de chacun des employes respecte ses choix personnels et les normes en vi-
gueur. De plus, les horaires doivent etre les plus uniformes possible pour les heures 
de travail payees (credits) et les jours de conge octroyes. Ce memoire traite de la 
resolution du probleme CBMPE. 
Une methode de resolution a la fine pointe de la technologie, l'agregation dyna-
mique de contraintes, a recemment emerge et a permis des gains spectaculaires en 
temps de calculs pour des problemes en transport urbain, plus precisement pour la 
construction des horaires de conducteurs d'autobus. Dans ce memoire, nous cherche-
rons a appliquer une version heuristique de l'agregation dynamique de contraintes au 
probleme CBMPE. 
Ainsi, pour demarrer la methode, on a besoin d'une solution initiale respectant 
toutes les contraintes du probleme. Pour que le processus dans son ensemble demeure 
efficace, tres peu de temps doit etre consacre a la recherche de cette solution. A cet 
effet, nous developpons une metaheuristique de type recherche taboue auto-ajustee 
qui a ete choisie en raison d'applications precedentes reussies. 
Par la suite, on formule le probleme CBMPE comme un probleme de partitionne-
ment d'ensemble. II est possible d'associer des variables du probleme de partitionne-
ment d'ensemble aux chemins d'un probleme de plus court chemin avec contraintes 
de ressources dans des reseaux acycliques. Puisque la fonction objectif engendre une 
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non-linearite au niveau du sous-probleme on aura recours a une approximation. On en 
propose deux types soit d'une part en utilisant une fonction escalier et d'autre part en 
utilisant une fonction tronquee. Par ailleurs, on utilise habituellement une methode 
heuristique de separation et generation progressive (SGP) (branch-and-price) pour 
resoudre de tels problemes issus du transport aerien, qui consiste a evaluer par gene-
ration de colonnes les bornes inferieures des noeuds de branchement de la methode de 
separation et evaluation progressive (branch-and-bound). On propose done de rem-
placer la methode de generation de colonnes par la methode d'agregation dynamique 
de contraintes multi-phases en SGP. 
On compare done les resultats obtenus par des algorithmes heuristiques de ge-
neration de colonnes et d'agregation dynamique de contraintes et on observe que 
l'agregation dynamique permet d'importants gains autant du point de vue des temps 
de calculs que de la qualite des solutions. En effet, en plus d'avoir des solutions ayant 
un ecart-type sur les heures de travail creditees jusqu'a 35% plus petit, on peut reduire 
les temps de calcul par un facteur trois. La methode de branchement heuristique ex-
plique ces difference dans les qualites de solution. De plus, en comparant les resultats 
des deux types de formulation on observe que le modele en escalier permet d'obtenir 
de meilleurs resultats en terme d'ecart-type des credits et des jours de conges que le 
modele avec la fonction tronquee pour des temps de calcul comparables. 
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ABSTRACT 
Civil airlines face huge logistic problems and one of them is the construction of pilot 
schedules. The personalized bidline scheduling problem with equity (PBSPE) consists 
in assigning tasks to pilots while making sure that all tasks are covered and that each 
person's schedule (bidline) respects constraints imposed by safety regulations and 
collective agreement rules. These bidlines must also respect personal crew preferences 
and must be as uniform as possible for credited (paid) hours and days off. This 
master's thesis addresses the PBSPE. 
A state-of-the-art solution method named dynamic constraint aggregation recently 
emerged, allowing spectacular decrease of computational times over column genera-
tion for a bus driver scheduling problem. In this thesis, we want to apply a heuristic 
version of dynamic constraint aggregation to PBSPE. 
A feasible solution is needed to start the solution process and a small amount of 
time must be spent to obtain it in order to have a globally efficient solution process. 
To do so, we develop a metaheuristic based on a self-tuned tabu search method that 
has been selected because of earlier successful applications on similar problems. 
Thereafter, the PBSPE is formulated as a set-partitioning problem. It is possible 
to associate variables of this problem to paths of a resource constrained shortest path 
problem in an acyclic graph. Since the objective function induces non-linearities in 
the subproblem, an approximative function is used. Two types of approximations 
are used, one is a step function and the other is a truncated function. Furthemore, 
a heuristic branch-and-price method is often used to solve such problems from air 
transport. Such a method proposes to evaluate the lower bounds at the nodes of the 
branch-and-bound search tree by a column generation method. We then propose to 
replace column generation by dynamic constraint agregation. 
IX 
When we compare the results obtained with heuristic column generation and dy-
namic constraint aggregation algorithms, one can observe that the latter can sig-
nificantly improve computational times and solution quality. Indeed, the computed 
solutions had a up to 35% lower standard deviation of the credited hours while the 
computational times were reduced by a factor of up to three. The heuristice branch-
ing method used is responsible for the difference in quality of the computed solutions. 
Moreover, when we compare the two approximate models, one can see the the model 
with the step function improves solution quality over the model with a truncated 
function with a similar computation time. 
X 
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D'une part, la conjoncture economique actuelle fait en sorte que beaucoup de pres-
sion est exercee sur les entreprises pour qu'elles aient une rentabilite toujours plus 
grande. Pour les entreprises de certains secteurs d'activites, la masse salariale repre-
sente une des plus grandes depenses et constitue une cible de choix dans un contexte 
de rationalisation. D'autre part, les horaires des employes doivent souvent respecter 
des regies tres strictes et ce, particulierement dans le domaine des transports, ou les 
planificateurs sont soumis a des demandes ponctuelles disseminees tout au long d'une 
periode de planification. Aussitot que le nombre d'employes et de taches a affecter 
devient un peu grand, une telle planification sans outil informatique devient ardue, 
voire meme impossible. Un outil permettant de produire automatiquement et rapi-
dement des horaires de personnel respectant les regies applicables et ce, a moindre 
cout, s'avere tres utile et meme necessaire. Un tel outil s'attaque done a deux pro-
blematiques importantes pour les entreprises, soit la simplification de la tache de 
planification des horaires et la rationalisation de la masse salariale des employes. 
Ce memoire traite du probleme de construction des blocs mensuels personnalises 
(CBMPE) pour des compagnies aeriennes civiles et l'aspect nouveau est de s'attaquer 
au probleme oil les employes ne sont pas considered comme anonymes, a l'aide d'une 
approche de resolution relativement nouvelle, l'agregation dynamique de contraintes. 
Pour appliquer l'agregation dynamique de contraintes pour la construction de 
blocs mensuels personnalises, plusieurs etapes sont necessaires et seront presentees 
dans ce memoire. D'autres parties s'ajouteront aussi pour aider un lecteur qui est 
peu familier avec le contexte. Ainsi, le present chapitre traite du contexte du pro-
bleme decrivant la nature exacte du probleme resolu et de l'endroit ou il se situe 
dans la chaine logistique de la planification des operations en transport aerien. Le 
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deuxieme chapitre presentera une breve revue de la litterature sur le domaine et une 
presentation du contexte dans lequel s'inscrit l'agregation dynamique. Le troisieme 
chapitre presente la methode utilisee pour trouver une solution initiale rapidement. 
Le chapitre quatre presentera l'application de l'agregation dynamique et le dernier 
chapitre presentera les resultats experimentaux obtenus pour toutes les methodes de 
resolution utilisees. On conclura finalement en presentant des avenues interessantes 
pour une eventuelle poursuite des travaux. 
Ce travail reprend partiellement les travaux de Boubaker (2006) et utilise en 
grande partie les memes donnees, mais le probleme traite ici est plus general que 
celui de Boubaker (2006) qui en est un cas particulier. Par ailleurs, le chapitre de-
butera d'abord par une description des termes utilises tout au long de ce travail, ce 
qui permettra ensuite de presenter une vue d'ensemble des operations de planifica-
tion en transport aerien. Cette partie situera le probleme a resoudre par rapport aux 
autres operations de planification afin de bien introduire la description detaillee du 
probleme. Viendront ensuite les sections sur les objectifs poursuivis par ce memoire 
et la structure de ce dernier pour donner une vue d'ensemble du travail au lecteur. 
1.1 Terminologie 
La terminologie suivante sera utilisee tout au long de ce memoire. 
- Credits de vol : II s'agit de la mesure de la quantite de travail pour le personnel 
travaillant a bord des avions. 
- Station : Une station est un aeroport donne. 
- Base : Une base est une station a laquelle est affecte un employe. 
- Segment de vol : Un segment de vol est un vol sans escale. 
- Connexion : Periode entre deux segments de vol consecutifs dans la meme 
journee, pour un meme employe. 
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- R e p o s : Nuit entre deux segments de vol hors-base, pour un employe. 
- Rota t ion (Pairing) : Une rotation est composee de segments de vol ainsi que de 
connexions et peut comprendre des periodes de repos. Une rotation commence 
a une base et se termine a la meme base. 
- R e p o s post-courrier : Apres chaque rotation, le personnel a droit a une pe-
riode de repos post-courrier d'une duree typique de 12 heures qui ne peut etre 
ecourtee. 
- Jour travaille : Une journee travaillee est comptee de minuit a minuit. Par 
consequent, aussitot qu'une rotation ou une tache preassignee touche a un jour 
donne, celui-ci est considere comme travaille. Par exemple, il est possible qu'une 
rotation durant 26 heures compte pour trois jours travailles. 
- Jour de conge : Un jour de conge est un intervalle de temps de minuit a minuit 
non touche par une tache preassignee, par une periode de vacances ou par une 
rotation. 
- Vacances : Un jour de vacances est une journee non travaillee at tr ibute a 
un employe en particulier avant l'optimisation. Une periode de vacances ne 
compte pas comme conge, mais permet de separer deux series de jours travailles 
consecutifs. Pour chaque jour de vacances, l'employe se voit crediter un certain 
nombre de credits et un certain nombre de jours de conge. 
- Horizon de planification : Periode pour laquelle on desire optimiser l'affec-
tation de l'ensemble des taches chevauchant cet intervalle de temps. 
- Tache preassignee (Carry-in) : Tache resultant de l'affectation d'une rotation 
a une personne lors d'une optimisation precedente pour un horizon de planifi-
cation anterieur. 
- F lo t te : Une flotte est un ensemble d'appareils du meme type possedes par une 
compagnie de transport aerien. Une compagnie possede typiquement plusieurs 
flottes d'appareils; par exemple, une flotte de Boeing 737, une flotte d'Airbus 
320, etc. 
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1.2 Vue d'ensemble de la planification des opera-
tions en transport aerien 
L'objectif de cette section est de dresser un portrait sommaire des operations 
de planification en transport aerien pour avoir une idee du contexte dans lequel se 
situe la construction d'horaires de personnel. Tout d'abord, l'industrie du transport 
aerien faisait face a un probleme de logistique impossible a resoudre dans des delais 
acceptables. Celui-ci a done ete decompose (Medard et Sawhney, 2007; Desaulniers 
et al., 1997; Klabjan, 2005; Barnhart et al, 2003; Kohl et a/., 2004) en plusieurs 
problemes de maniere a obtenir rapidement d'excellentes solutions, mais globalement 
non optimales. 
1.2.1 Planification des vols 
Cette etape consiste a dresser une liste exhaustive des vols que la compagnie a 
l'intention d'offrir, principalement en fonction de ses parts de marche et de celles de 
ses concurrents, des previsions de la demande et des capacites des differentes infra-
structures aeroportuaires, de maniere a maximiser son profit. Cette etape peut etre 
considered comme une planification strategique et est souvent sous la responsabilite 
du departement de marketing. 
1.2.2 Assignation de la flotte 
A la fin de l'etape precedente, on obtient une liste de vols a couvrir avec les flottes 
d'avions disponibles. II faut done assigner a chaque vol un type de flotte ou plutot un 
type d'avions de maniere a maximiser les profits. II faut aussi prendre en consideration 
certaines restrictions comme l'impossibilite de desservir certains vols avec certains 
types d'avions. La taille de la flotte doit aussi etre prise en consideration pour ne 
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pas affecter simultanement plus d'avions que le nombre disponible. Finalement, on 
doit s'assurer du respect des contraintes de conservation de flot d'avion a chacune 
des stations et en tout temps. Si cette verification n'est pas faite, le probleme de 
construction des rotations d'avion ne sera pas realisable. 
1.2.3 Construction des rotations d'avion 
Cette etape consiste a construire des itineraires pour chacun des avions de chacune 
des flottes en y incluant les periodes de maintenance necessaires. Le probleme de 
construction des rotations d'avion est separable par type de flotte et il n'y a aucun 
gain possible a resoudre le probleme pour toutes les flottes simultanement, si on omet 
la mobilisation de ressources, qui sont limitees, pour la maintenance. La construction 
des rotations doit tenir compte des operations periodiques de maintenance sur les 
avions qui ne peuvent etre retardees et doit evidemment prendre en consideration 
l'affectation de la flotte obtenue au prealable et l'ensemble des chemins doit couvrir 
tous les vols. 
1.2.4 Construction des rotations d'equipage 
II faut, lors de cette etape, construire des rotations qui sont des sequences de vols 
commencant et se terminant a une meme base. II faut evidemment que tous les vols 
offerts soient couverts par des rotations. Les rotations d'equipage ne sont pas neces-
sairement les memes que celles des avions puisque les contraintes sont bien differentes 
et c'est pourquoi les problemes sont distincts. Les rotations ainsi construites doivent 
satisfaire les normes et la convention collective en vigueur. Le transporteur ajoute 
habituellement, lui aussi, des contraintes introduisant des ecarts de maniere a avancer 
le debut et a repousser la fin d'une tache pour obtenir un horaire plus robuste. Pour 
le personnel naviguant, le probleme est separable par type d'avions ou par ensemble 
6 
d'avions tres similaires et par famille d'avions, car il n'est pas permis pour un em-
ploye de changer de type d'avions sans effectuer au prealable une longue formation 
qui a habituellement une duree plus grande que celle de l'horizon de planification. Les 
rotations d'equipage ont tendance a suivre les rotations d'avions puisque les temps 
de connexion sont moins longs, done moins couteux, lorsque l'equipage n'a pas besoin 
de changer d'appareil. 
1.2.5 Construction des horaires mensuels 
Ce probleme vise F elaboration d'un horaire de travail pour l'equipage de la ca-
bine de pilotage par partitionnement de l'ensemble des rotations, en un nombre de 
sous-ensembles equivalent au nombre d'employes. L'affectation des rotations doit etre 
faite en respect des normes en vigueur, de la convention collective des employes et 
des politiques de la compagnie. Ce probleme est separable par flotte d'avions et par 
base. Ainsi, un des problemes a resoudre pourrait etre l'affectation des rotations pour 
les employes de la base de Montreal pour les Airbus A320. II existe principalement 
trois paradigmes pour la construction des horaires de personnel aerien soit, le bid-
line, le rostering et le preferential bidding. Le bidline consiste en une construction 
totalement anonyme des horaires et l'affectation est faite ulterieurement principale-
ment en fonction de l'anciennete des employes. Quant a lui, le rostering est un mode 
de construction personnalise et tient compte des preferences des individus. En effet, 
il est possible d'evaluer la satisfaction d'un employe pour un horaire en particulier 
et il s'agit de maximiser les preferences de tous les individus ou plutot la somme 
des preferences de chacun. Par ailleurs, le preferential bidding s'apparente beaucoup 
au rostering, mais le systeme d'attribution des preferences est plus sophistique et 
l'affectation des horaires priorise les employes ayant plus d'anciennete. Les modes 
de constructions bidline et rostering seront decrits plus en details dans le chapitre 
portant sur la revue de litterature. 
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1.2.6 Gestion des perturbations 
A Finstar des autres etapes de planification qui s'approchent plus du niveau tac-
tique, hormis la planification des vols qui releve de la planification strategique, cette 
etape en est une d'ordre operationnel. Cette etape vise a « reparer » les planifica-
tions deja faites lorsque surviennent des imprevus tels que des bris d'equipement, des 
conditions meteorologiques peu clementes ou des indispositions du personnel. C'est 
a cette etape que les ecarts introduits prealablement deviennent utiles et permettent 
la construction de plans de rechange a moindre cout. Cette etape de planification 
est done essentielle pour maintenir les couts operationnels relativement bas etant 
donne que les planifications des etapes precedentes ne sont jamais respectees dans 
leur integralite. 
1.3 Definition detaillee du probleme de construc-
tion des blocs mensuels personnalises avec equite 
Comme on l'a decrit brievement precedemment, le probleme de construction des 
blocs mensuels vise a assigner a chaque employe un certain nombre de rotations 
d'equipage. L'affectation de ces rotations doit etre faite en considerant les taches 
preassignees et les vacances. Les horaires des employes sont soumis a des regies lo-
cales et globales qui doivent absolument etre respectees. Les trois paradigmes de 
construction des hor aires influencent, quant a eux, principalement la fonction a opti-
miser. Comme on l'a deja mentionne, le probleme est separable par type d'avions et 
par base, mais il l'est aussi par type de personnel. Cependant, malgre cette decom-
position, la plupart des problemes issus de cette derniere demeurent de tres grande 
taille, et par consequent, difficiles a resoudre. 
Le probleme CBMPE s'incrit dans un contexte de bidline personnalise qui est un 
paradigme ou une partie des employes ont des exigences particulieres et ou les autres 
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employes sont traites de fagon anonyme. Pour ce probleme, les regies auxquelles on a 
fait reference precedemment sont relativement facilement formulables sous forme de 
contraintes et on peut les rassembler en deux families, soit les contraintes locales et 
globales. Pour terminer la description du probleme on doit aussi presenter la fonction 
a optimiser. 
1.3.1 Contraintes locales 
Ces contraintes sont appliquees de maniere independante a chaque horaire ou a 
chacun des employes et peuvent varier selon la compagnie aerienne. Voici done les 
contraintes locales qui seront appliquees a chacun des horaires dans le cadre de ce 
memoire. 
- Credits : Le nombre de credits assignes a un employe doit etre compris entre 
une valeur minimale et maximale. 
- Chevauchements : Deux taches preassignees, rotations ou vacances ne peuvent 
etre affectees a la meme personne si l'une d'elles se deroule en meme temps 
que l'autre. Un repos post-courrier doit etre considere dans revaluation des 
chevauchements pour les rotations et les taches preassignees. 
- Jours de conge : Le nombre de jours de conge attribues a un employe doit 
etre superieur ou egal a une valeur seuil. 
- Jours de travail consecutifs : Le nombre de jours travailles consecutifs ne 
doit jamais depasser une certaine valeur seuil. II est important de noter que 
les vacances et les journees de conge peuvent mettre fin a une serie de jours 
travailles consecutivement. 
- Personnal isat ion : On doit inclure a l'horaire de l'employe la tache preassignee 
et la periode de vacances qui lui est assignee. Cette contrainte n'est pas presente 
pour tous les employes. 
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1.3.2 Contraintes globales 
Les contraintes globales regissent l'ensemble des horaires des employes et se re-
groupent en deux categories. Voici done les contraintes globales qui seront appliquees 
a 1'ensemble des horaires dans le cadre de ce memoire. 
- Partitionnement : Chaque tache doit etre effectuee par un nombre suffisant 
d'employes (un seul employe pour le probleme traite ici). 
- Disponibilite : On doit attribuer un horaire a chaque employe e'est-a-dire que 
les rotations doivent etre partitionnees selon le nombre d'employes disponibles. 
1.3.3 Fonction object if 
L'objectif du probleme est la construction d'un horaire pour chacun des employes 
de maniere a ce que chacune des contraintes soient satisfaites. A cela peut s'ajouter 
d'autres objectifs complement aires qui mesurent en general le niveau de satisfaction 
des employes. La satisfaction de ceux-ci est mesuree differemment selon le paradigme 
devaluation utilise. Dans le cas du probleme traite dans ce memoire, l'objectif sera de 
minimiser la somme ponderee des ecarts-types du nombre de credits et du nombre de 
jours de conge par horaire. Cette maniere de proceder s'inscrit done dans un contexte 
d'equite qui sera detaille dans le prochain chapitre. 
1.4 Objectifs du memoire 
Comme on l'a mentionne precedemment, meme decompose, le probleme d'elabo-
ration des horaires mensuels demeure de tres grande taille. Ce dernier doit aussi etre 
resolu dans un contexte d'equite ou les employes ne sont pas anonymes, e'est-a-dire 
que certains ont des particularites et preferences qui nous empechent de les traiter 
de fagon anonyme. L'objectif du memoire est done de developper une methode plus 
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rapide que celles existantes pour resoudre ce probleme. Pour y parvenir, on aura re-
cours a l'agregation dynamique de contraintes. Cette methode a deja fait ses preuves 
pour un probleme similaire notamment dans les travaux de Boubaker (2006), mais 
elle requiert une solution initiale realisable. Une metaheuristique de type recherche 
taboue semble appropriee pour trouver une telle solution et sera developpee. Par 
consequent, ce memoire contribuera a : 
- Developper une metaheuristique de type recherche taboue pour le probleme de 
construction de blocs mensuels personnalises dans un contexte d'equite pour le 
personnel de cabine de pilotage de compagnies aeriennes. 
- Developper un modele mathematique approprie a ce probleme. 
- Appliquer l'agregation dynamique de contraintes a ce modele. 
- Comparer les performances de la generation de colonnes par rapport a l'agre-
gation dynamique de contraintes. 
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CHAPITRE 2 
REVUE DE LA LITTERATURE 
Ce chapitre est consacre a une breve revue de la litterature sur la construction 
d'horaires de personnel pour les compagnies de transport aerien. La premiere partie 
sera dediee a la description des modes de construction des horaires applicables au 
probleme traite par ce memoire. Ensuite seront presentees plusieurs methodes de re-
solution qu'il est possible d'utiliser pour resoudre le probleme. Par ailleurs, beaucoup 
de travaux sont consacres au probleme de construction des rotations d'equipage, mais 
ceux sur la construction des blocs mensuels sont un peu plus rares; le sont encore 
plus ceux traitant du mode de construction bidline. Cependant, puisque les problemes 
de construction des rotations d'equipage et celui de construction des blocs mensuels 
peuvent se formuler sous des formes ayant certaines similitudes, il est possible d'utili-
ser des methodes de resolution « propres » au probleme de construction des rotations 
pour resoudre le probleme de construction des blocs. 
2.1 Modes de construction des horaires mensuels 
Comme on l'a deja mentionne, il existe trois principales tendances pour construire 
les horaires mensuels et en voici une description un peu plus detaillee. 
2.1.1 Bidline 
Ce mode de construction des horaires implique deux phases de resolution. La pre-
miere consiste a construire des horaires anonymes qui couvrent toutes les rotations 
et la seconde consiste a affecter les horaires plus tot construits aux individus. Lors de 
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la deuxieme phase, les employes attribuent des cotes (bids) aux horaires qu'ils pre-
ferent et ces horaires sont ensuite affectes selon la priorite qu'ont les individus, cette 
derniere etant souvent basee sur l'anciennete. Le bidline peut done etre considere 
comme le plus simple des trois modes puisqu'il ne tient pas compte des preferences 
de chacun des individus lors de la resolution du probleme de construction des blocs 
mensuels, ce qui le simplifie considerablement. Ce mode a deja ete utilise par plu-
sieurs compagnies, notamment American Airlines (Russell, 1989) et British Airways 
(Wilson, 1981). 
2.1.2 Rostering 
D'une part, le rostering fait appel a la notion de personnalisation des horaires. 
Contrairement au bidline, le rostering ne necessite qu'une seule phase. Celle-ci prend 
done en consideration les preferences et besoins des individus ainsi que les preassi-
gnations lors de la resolution du probleme. D'autre part, les individus emettent une 
liste de preferences servant a etablir un pointage a chaque horaire, et l'objectif pour-
suivi par ce mode de construction est la maximisation de la satisfaction globale des 
employes. Ce dernier est principalement associe aux transporteurs europeens comme 
Air France (Giaferri et al, 1982; Gontier, 1985; Gamache et Soumis, 1998), Alitalia 
(Nicoletti, 1975; Marchettini, 1980; Sarra, 1988; Federici et Paschina, 1990), Luf-
thansa (Glanert, 1984), Swiss Air (Tingley, 1979), mais a deja ete utilise aussi par Air 
New-Zealand (Ryan, 1992) et EL-A1 Israel Airline (Mayer, 1980). 
2.1.3 Preferential Bidding 
Le preferential bidding s'apparente beaucoup au rostering, mais l'objectif differe 
un peu. En effet, les preferences des employes ayant plus d'anciennete sont favorisees 
au detriment de ceux en ayant moins tout en s'assurant qu'il est possible de couvrir le 
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reste des rotations avec les employes encore disponibles. De plus, la definition de pre-
ference est habituellement plus sophisitiquee dans le preferential bidding, c'est-a-dire 
qu'un grand nombre de caracteristiques d'un horaire peuvent etre considerees pour 
etablir raffmite qu'a un employe pour un horaire en particulier. Ce mode de construc-
tion d'horaires est surtout associe aux compagnies aeriennes nord-americaines et a 
deja ete utilise par Canadian Pacific Airlines (Byrne, 1988), Midwest Express Air-
lines, Air Canada (Gamache et al., 1998), mais aussi par Qantas (Moore et al., 1978). 
De plus, une amelioration du modele implante chez Air Canada est parue et propose 
une metaheuristique en support a une methode de generation de colonnes (Gamache 
et al, 2007) 
2.2 Methodes de resolution 
Le probleme a resoudre dans le cadre de ce memoire s'apparente au rostering sauf 
que Ton considere que les employes n'ont pas de preferences et par consequent, la 
fonction a optimiser est differente. En effet, il s'agit plutot de minimiser l'ecart-type 
des credits de vol et l'ecart-type des jours de conge, ce qui a pour effet d'uniformiser les 
horaires sur le plan de la quantite de travail et de la quantite de conges. Cependant, 
le probleme traite peut aussi s'apparenter au bidline puisque plusieurs employes 
sont toujours considered comme etant anonymes et en consequence, l'attribution de 
certains horaires doit etre faite a posteriori. Certains utilisent parfois le terme bidline 
personnalise pour decrire ce mode de construction. 
Dans la section qui suit, plusieurs methodes de resolution sont presentees, mais 
toutes ne concernent pas le bidline personnalise. Effectivement, plusieurs approches 
sont destinees au probleme de construction des rotations d'equipage (crew pairing), et 
meme au probleme de construction de tournees de vehicules et d'horaires de personnel 
(vehicle and crew scheduling problem - VCSP) dans le cas de l'agregation dynamique 
de contraintes. De plus, certaines approches sont traitees de maniere plus generale 
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sans se restreindre a une application particuliere d'un auteur. Cependant, tous les 
elements presented sont potentiellement utilisables pour le probleme de construction 
des blocs mensuels dans un contexte de bidline personnalise et donnent une tres 
bonne idee des recherches et des progres effectues pour de tels problemes. 
Selon Gopalakrishnan et Johnson (2005), les methodes de resolution peuvent etre 
regroupees selon trois approches : l'approche par lignes, l'approche par colonnes et 
l'approche reseau. La section qui suit presente done quelques methodes de resolution 
pour ce probleme regroupees selon leur type d'approche. Toutefois, certaines d'entre 
elles ne peuvent etre apparentees a aucune des precedentes approches, notamment 
les metaheuristiques dont la description de quelques-unes suit. 
2.2.1 Metaheuristiques 
Tout d'abord, on remarque quelques utilisations de metaheuristiques pour la reso-
lution de problemes de construction des blocs mensuels. D'une part, Campbell et al. 
(1997) proposent une methode de recuit simule pour resoudre un probleme multi-
objectifs de minimisation des credits non-couverts {open time), de minimisation des 
horaires generes, e'est-a-dire du nombre d'employes necessaire et de maximisation de 
la qualite de vie induite par les horaires generes (purity constraints). Une phase de 
reoptimisation basee sur une heuristique gloutonne est utilisee pour redistribuer les 
credits non-couverts a de nouveaux horaires en relaxant quelque peu les contraintes 
liees a la qualite de vie et ce, en ne modifiant pas les horaires deja generes. Cette 
approche a ete implantee par FedEx pour des fins d'analyse des regies regissant le 
travail des pilotes lors de la negotiation de la convention collective de ces derniers. 
D'autre part, Christou et al. (1999) proposent un algorithme genetique en deux 
phases pour resoudre un probleme multi-objectifs similaire au precedent. La methode 
construit done une multitude de bons horaires selon la qualite de vie des employes 
a l'aide d'un mecanisme de construction de chemin dans un arbre ou les noeuds 
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representent des rotations. Par la suite, un algorithme genetique oil les individus 
initiaux sont generes au hasard est utilise pour assigner les credits non-couverts a des 
horaires valides. Les individus sont evalues relativement a la population et evoluent 
a l'aide de croisements a un element, d'inversions et de mutations. Les enfants en 
resultant sont conserves si leur valeur est bonne et remplaces par leurs parents sinon. 
Cependant, la plupart des individus correspondent a des solutions non-realisables 
et la methode comprend une procedure de reparation plutot que de penaliser les 
irrealisabilites qui sont trop nombreuses. L'algorithme s'arrete lorsqu'un individu 
correspondant a une solution de tres bonne qualite est obtenu. Cette methode a ete 
implantee chez Delta Airlines et a permis des economies monetaires substantielles 
tout en maintenant le meme niveau de qualite des horaires generes. 
2.2.2 Mo dele de partitionnement d' ensemble 
Toutes les methodes qui suivent jusqu'a la fin du chapitre sont basees sur une 
formulation de partitionnement d'ensemble. Le modele general suivant tient compte 
des contraintes globales de partitionnement et de disponibilite. Les contraintes locales 
sont implicitement incluses dans le modele par la definition de VLm. On utilisera les 
notations suivantes pour definir ce programme lineaire en variables binaires : 
- ttm : Ensemble des horaires admissibles pour l'employe m; 
- k : Nombre d'employes; 
- v : Nombre de rotations a affecter; 
- Cj : Cout de l'horaire j ; 
- a,ij : Parametre binaire — 1 si l'horaire j couvre la rotation i, = 0 sinon; 
- bi : Nombre d'employes requis pour effectuer la rotation i; 
- x j 1 : Variable binaire — 1 si l'horaire j est choisi pour l'employe m, = 0 sinon. 
Le probleme de construction des blocs mensuels peut se formuler ainsi : 
k 
Minimiser : ^ ^ Cjxf (2.1) 
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Sujet aux contraintes : 
k 
J2lLavx?= b* V ie {l,2,...,i;} (2.2) 
m=i j e f i m 
Y^x?= 1 Vme{l,2, . . . ,fe} (2.3) 
^ m e { 0 , l } VmG{l ,2 , . . , fc} ,VjGf i m . (2.4) 
L'objectif (2.1) vise la minimisation des couts des horaires choisis tandis que le bloc 
de contraintes (2.2) s'assure que chaque rotation soit couverte par un nombre suffisant 
de personnes. Le bloc de contraintes (2.3) s'assure qu'une personne ait la charge de 
travail correspondant a un horaire. Ces dernieres contraintes combiners aux suivantes 
(2.4) stipulent que chaque personne doit etre affectee a un seul horaire. 
Cette modelisation met en evidence que Ton se retrouve vis-a-vis un probleme 
tres difficile, principalement parce qu'il est en nombres entiers et que le nombre 
de colonnes ou de variables x™ est enorme : |fim| > 10
8 pour un probleme de taille 
moyenne (Barnhart et at, 2003). Ceci explique done pourquoi beaucoup de recherches 
ont ete faites dans le but de resoudre plus efficacement ce probleme et on presentera 
ici les principaux developpements. 
2.2.3 Approche par lignes 
Tout d'abord, etant donne la grande taille des problemes de construction des blocs 
mensuels et de construction des rotations d'equipage, il y a une vingtaine d'annees, 
les techniques de resolution a la fine pointe de la technologie etaient des methodes 
heuristiques basees sur l'approche par lignes. En effet, une des premieres methodes 
de resolution appliquee avec succes sur un probleme de construction des rotations 
d'equipage consistait, a partir d'un modele de partitionnement d'ensemble ayant 
une solution realisable, a prendre un sous-ensemble de petite taille des rotations du 
probleme. On genere ensuite toutes ou la plupart de celles qu'il est possible d'obtenir 
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en rearrangeant les segments de vols couverts par ces rotations. Plus precisement, 
on decortique l'ensemble des rotations choisies pour en obtenir tous les segments de 
vols couverts et on genere toutes les rotations possibles avec ces segments de vols. 
On choisit ensuite l'ensemble de rotations nouvellement genere de moindre de cout 
qui couvre tous les segments de vols et si la somme des couts de ce nouvel ensemble 
est inferieur a l'original, on remplace celui-ci par le nouveau dans le probleme de 
partitionnement d'ensemble. Puisque le nombre de rotations choisies est relativement 
petit, le probleme obtenu Test aussi et la relaxation lineaire d'un petit probleme de 
partitionnement d'ensemble a tendance a etre presque ou deja entiere. II ne reste 
done que tres peu de travail a faire en separation et evaluation progressive, ce qui 
se traduit par une resolution tres rapide et qui est la principale raison du succes de 
cette approche. Cependant, il est difficile d'etablir des criteres se traduisant par un 
choix efficace des rotations a rearranger et le choix au hasard de ces dernieres est 
la strategie la plus efficace. Cette approche a ete implantee chez American Airlines 
(Gershkoff, 1989). 
Par ailleurs, plusieurs autres travaux utilisent cette approche; mentionnons no-
tamment Housos et Elmroth (1997); Anbil et al. (1991); Baker et al. (1985); Graves 
et al. (1993). Les travaux precedemment cites utilisent tous une methode semblable 
a celle de Gershkoff (1989) qui vient d'etre decrite et qui presente bien l'approche 
par lignes. L'avantage de cette approche est que Ton obtient une solution realisable a 
chaque iteration de l'algorithme, mais l'optimalite globale n'est aucunement garantie. 
2.2.4 Approche par colonnes 
Cette approche peut s'apparenter a l'approche par lignes sauf que lors de la ge-
neration de colonnes, toutes les lignes sont prises en consideration simultanement. 
Cette approche peut converger vers l'optimalite ou en etre tres pres, mais la solution 
optimale de la relaxation lineaire d'un probleme de partitionnement d'ensemble de 
moyenne ou grande taille est generalement hautement fractionnaire. Ainsi, l'obtention 
d'une solution entiere necessite beaucoup de travail et des methodes efficaces. 
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Generation a priori des colonnes 
La generation a priori des colonnes est une methode consistant principalement en 
deux etapes, soit une de generation des colonnes et une de resolution du probleme de 
partitionnement d'ensemble peuple des colonnes generees a priori. Cette methode a 
notamment ete utilisee par Jarrah et Diamond (1997) dans un contexte de bidline ou 
il fallait minimiser les credits non couverts. Les auteurs ont utilise des heuristiques 
gloutonnes pour generer des colonnes en y incluant des regies de decision pour ecarter 
le plus tot possible des solutions partielles menant inevitablement a des horaires 
non realisables. En effet, le generateur de colonnes peut etre modelise comme un 
arbre dont les noeuds correspondent a des rotations. On commence d'abord avec 
une rotation en debut de periode comme racine en ajoutant des rotations pouvant 
etre faites subsequemment en respect des contraintes. Les branches de l'arbre sont 
coupees a l'aide de regies de decisions heuristiques comme une borne superieure sur le 
nombre minimal de credits atteignable par cette branche et comme des dominances 
sur les etats; entre autres, un noeud en domine un autre si son nombre de credits 
accumules est plus grand et que son potentiel de violation de contraintes est plus 
faible, c'est-a-dire qu'il risque moins de les violer. L'avantage de cette methode est 
qu'il est possible pour des personnes comme les planificateurs d'horaires d'interagir 
avec le generateur de colonnes et de modifier manuellement les colonnes a l'aide 
d'interfaces d'utilisateurs avant de lancer l'optimisation. Ainsi, la methode donne plus 
de flexibilite a l'utilisateur et permet de mesurer rapidement l'impact de certaines 
decisions puisque le probleme de partitionnement d'ensemble n'est pas trop long a 
resoudre. Cependant, pour que cette methode soit consideree comme exacte, toutes 
les colonnes ou horaires possibles doivent etre generes, ce qui peut s'averer long, 
rendant par le fait meme le probleme de partitionnement d'ensemble tres gros et, par 
consequent, tres long a resoudre. 
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Programmation par contraintes 
Cette approche utilise la programmation par contraintes pour resoudre le sous-
probleme plutot que la programmation dynamique, plus communement utilisee. Cette 
approche est tout de meme basee sur la recherche d'un plus court chemin dans un 
graphe pour trouver des colonnes de cout reduit negatif, mais cet aspect est trans-
forme sous forme de contraintes (Fahle et a/., 2002). Cette methode de resolution 
a l'avantage d'etre plus flexible que la programmation dynamique dans la formula-
tion du sous-probleme et permet de tenir compte des regies complexes du transport 
aerien plus facilement. En effet, il est relativement simple de considerer des preas-
signations a l'aide de cette approche. Finalement, la propagation de contraintes a 
definitivement un potentiel d'acceleration eleve pour ce probleme de satisfaction de 
contraintes. Les travaux de Fahle et al. (2002) demontrent que cette approche est 
prometteuse quoique pas tout a fait competitive avec des methodes a la fine pointe 
de la technologie comme l'agregation dynamique de contraintes. II s'agit cependant 
d'un bel exemple d'integration de la programmation par contraintes avec la recherche 
operationelle, mais qui demande a etre ameliore. 
2.2.5 Approches reseau 
Ce type d'approche est etroitement lie a celui par colonnes et s'en distingue par la 
maniere de generer les colonnes. Effectivement, les problemes impliquant le deplace-
ment de vehicules ou d'appareils peuvent se modeliser sur des graphes orientes dont 
les sommets correspondent a des emplacements et les arcs a des deplacements. On 
peut aussi avoir recours a des graphes ou a des reseaux espace-temps pour modeliser 
des problemes comme la construction des rotations d'avions et de construction des 
rotations d'equipage. De plus, dans un probleme de construction des blocs mensuels, 
une solution peut etre representee sous forme de diagramme de Gantt qui est aussi 
un ensemble de chemins dans un reseau temporel. Un des principaux avantages d'une 
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telle modelisation est qu'il est relativement facile de considerer des couts hautement 
non lineaires qui sont particulierement presents dans les problemes de planification 
des operations en transport aerien. 
Generation de colonnes 
La generation de colonnes est une methode tres bien adaptee aux problemes de 
construction d'horaires et de rotations puisque ces derniers sont naturellement formu-
lables avec des modeles de partitionnement d'ensemble et que tous les aspects non 
lineaires se retrouvent dans le sous-probleme. Cependant, cette approche a besoin 
d'une methode performante pour resoudre ce sous-probleme et c'est justement avec 
l'introduction d'un algorithme de programmation dynamique specialise que Desaul-
niers et al. (1997) ont eu du succes chez Air France pour le probleme de construction 
des rotations d'equipage. En effet, il est possible de formuler le sous-probleme comme 
un probleme de plus court chemin avec contraintes de ressources, connu NP-difficile, 
mais la programmation dynamique se comporte de maniere pseudo-polynomiale si 
les fonctions de prolongation de cout et de ressources sont non-decroissante. 
Par ailleurs, les travaux de Weir et Johnson (2004) presentent une utilisation de 
la generation de colonnes pour resoudre un probleme de bidline. La methode que ces 
auteurs presentent est composee de trois phases distinctes resolvant chacune un plus 
petit probleme plutot que de s'attaquer directement au probleme en entier. L'objectif 
poursuivi par ces travaux est de construire des horaires mensuels apportant une 
grande qualite de vie aux employes en respectant le plus possible une regularity dans 
la disposition des taches ayant pour effet de diminuer la fatigue. La premiere phase de 
leur approche tente de construire des patrons d'horaires avec des rotations non-datees 
de maniere a couvrir toutes les rotations du probleme. Les patrons sont construits 
par enumeration implicite et une fois que leur nombre est sufBsant, un probleme en 
nombres entiers mixte est resolu avec ces patrons. La deuxieme phase tente de placer 
des rotations datees dans ces patrons d'horaires et se resout de maniere semblable au 
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probleme de la premiere phase. La derniere phase trouve une solution de la meilleure 
qualite possible pour toutes les rotations n'ayant pas pu etre placees dans les patrons 
de la premiere phase. 
La generation de colonnes consiste done en une alternance entre la resolution du 
probleme maitre restreint (PMR) et du ou des sous-problemes (SP). On resout une 
relaxation lineaire du probleme de partitionnement d'ensemble qui nous donne les 
valeurs des variables duales associees a chacune des contraintes. Or, la plupart des 
contraintes dans le probleme de construction des blocs mensuels sont associees a la 
couverture des taches et ainsi, une valeur elevee d'une telle variable duale peut etre 
interpreted comme une « mauvaise » couverture de la tache, e'est-a-dire qu'il y a un 
potentiel d'amelioration de l'objectif en la couvrant autrement. Lors de la resolution 
du ou des sous-problemes, les chemins passant par cette tache auront tendance a avoir 
un cout reduit plus negatif, par consequent, un potentiel d'amelioration de l'objectif 
eleve. Les valeurs des variables duales sont done integrees aux reseaux pour aider a 
trouver des chemins de cout reduit negatif et de tels chemins, qui correspondent a 
des horaires ou a des colonnes, sont ajoutes au probleme maitre dont la relaxation 
lineaire sera a nouveau resolue. Ce processus se poursuit jusqu'a ce qu'aucune colonne 
de cout reduit negatif ne soit generee, ce qui garantit l'optimalite pour un probleme en 
nombres reels. Pour un probleme en nombres entiers tel que le notre, on peut ensuite 
utiliser une methode separation et generation progressive (SGP) (branch-and-price) 
pour trouver une solution entiere . 
On peut avoir recours a l'ajout de coupes au probleme pour resserrer la relaxa-
tion lineaire du domaine realisable du probleme de partitionnement d'ensemble de 
maniere a accelerer la resolution du probleme en nombres entiers a l'aide de SEP. On 
donne le nom de branch-and-cut a cette approche. Un tel solveur a ete developpe par 
Hoffman et Padberg (1993) et est capable de resoudre de gros problemes de partition-
nement d'ensemble (1000 contraintes, 1 million de variables) jusqu'a l'optimalite. Le 
branch-and-cut n'est cependant pas une methode basee a l'origine sur la generation 
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de colonnes, mais il existe des applications qui utilisent des coupes conjointement 
avec la generation de colonnes comme Gamache et al. (1998). 
Par ailleurs, pour obtenir une solution optimale par generation de colonnes, on 
doit avoir recours a nouveau a la generation de colonnes a l'interieur des noeuds 
de branchement de la SEP, ce que Ton appelle SGP. A chaque nouveau noeud de 
branchement de l'arbre, on resout la relaxation lineaire du probleme maitre restreint 
(PMR) et on cherche a generer de nouvelles colonnes qui seront ajoutees au PMR. 
Desaulniers et al. (1998); Barnhart et al. (1998); Klabjan (2005) presentent une revue 
exhaustive de ce type de methodes avec, entre autres, un exemple d'application sur 
la construction de rotations d'equipage. 
La generation de colonnes a cependant ses limites dont la difficulte a resoudre 
optimalement des problemes de tres grande taille. En effet, lorque le nombre de 
rotations est tres grand, le nombre de contraintes dans le probleme maitre Test lui 
aussi, ce qui cause un phenomene de degenerescence faisant exploser le temps de 
calcul en raison des nombreux pivots inutiles de l'algorithme du simplexe utilise pour 
resoudre le PMR. Meme si plusieurs astuces peuvent etre utilisees pour repousser 
les limites implicites du nombre de contraintes ou de rotations, la degenerescence a 
pousse les chercheurs a modifier l'approche. 
Agregation dynamique de contraintes 
L'agregation dynamique de contraintes propose une solution a la degenerescence 
et permet des gains en termes de performance. Cette approche repose sur le principe 
qu'il est possible de combiner plusieurs taches en une seule si ces taches ont tendance 
a etre couvertes une a la suite de l'autre dans un meme horaire dans une solution 
optimale. On peut ainsi reduire considerablement la taille du probleme maitre, mais 
la bonne partition ou le bon regroupement de taches est inconnu au debut de la reso-
lution. C'est pourquoi le processus doit etre dynamique, c'est-a-dire que la partition 
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doit evoluer au fil des iterations. Les idees de base de la methode ont ete presentees 
dans Villeneuve (1999), mais le developpement et l'implantation sont presentes dans 
El Hallaoui et al. (2005, 2008b,a). De plus, ces travaux proposent une methode plus 
appropriee pour obtenir les valeurs des variables duales desagregees rendant ainsi 
l'agregation dynamique de contraintes vraiment efficace. 
L'agregation dynamique de contraintes consiste en une serie d'agregations et de 
desagregations de la partition. Ainsi, un chemin incompatible avec une partition Q 
peut devenir compatible en desagregeant Q. Cette methode s'adapte done au fil des 
iterations a tout chemin ayant un cout reduit negatif, e'est-a-dire ayant le potentiel 
de faire diminuer l'objectif. Or, il a ete prouve par El Hallaoui et al. (2005) que 
l'algorithme converge au meme titre que la generation de colonnes. 
Les travaux de Boubaker (2006) (Boubaker et al., 2008) portent aussi sur l'agre-
gation dynamique de contraintes et sur un probleme de construction des horaires 
mensuels dans un contexte de bidline. Le present memoire est la suite de Boubaker 
(2006) et reprend quelques-unes des idees proposees en raison des resultats impres-
sionnants obtenus comme la reduction du temps de calcul d'un facteur de 61 pour 
les plus grosses instances avec l'application de l'agregation dynamique par rapport a 
la generation de colonnes. 
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CHAPITRE 3 
ALGORITHME DE RECHERCHE TABOUE 
Ce chapitre presente la premiere etape du processus de resolution, soit la construc-
tion d'une solution initiale de bonne qualite. Une telle solution est en effet necessaire 
a l'application de Fagregation dynamique de contraintes comme methode de resolu-
tion. Puisque cette etape ne constitue qu'une petite partie de toute l'approche, peu 
de temps de calcul doit y etre consacree. Consequemment, l'algorithme mis en place 
devra etre tres rapide, ce qui implique que la fonction objectif devra etre evaluee 
tres rapidement et les mouvements vers des solutions voisines devront etre trouves 
tout aussi rapidement. De plus, il est important que la solution trouvee soit de bonne 
qualite pour que la partition initiale, la maniere d'agreger les taches, de l'agrega-
tion dynamique de contraintes soit la moins differente possible de celle de la solution 
optimale. 
Par ailleurs, le probleme de construction d'horaires de personnel traite ici peut 
etre formule comme un probleme de partitionnement d'ensemble et une formulation 
analogue de coloration de graphe sera utilisee dans cette partie pour resoudre le 
probleme. 
3.1 Coloration de graphe 
On peut modeliser notre probleme comme un probleme de coloration de graphe 
en defmissant l'ensemble des sommets V comme l'ensemble des rotations, taches pre-
assignees et vacances. On cherche une couleur, une personne pour effectuer la tache, 
par sommet, seulement dans le cas des rotations puisque les taches preassignees et 
les vacances sont deja affectees a des personnes. L'ensemble des aretes E est compose 
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des paires de sommets ou taches qu'il est impossible pour un employe d'effectuer 
simult anement. 
On obtient ainsi un graphe G = (V, E) dont une petite partie des sommets est 
deja coloree, et on cherche a colorer ceux restant avec un nombre fixe de couleurs, 
soit le nombre de personnes disponibles. On se retrouve done avec un probleme de 
fc-coloration (fc-Col) ou dans notre cas, k est le nombre d'employes. On peut alors 
construire l'horaire d'une personne en cherchant dans le graphe tous les sommets 
ayant sa couleur, la couleur qui lui correspond. On sait empiriquement que le nombre 
minimal de couleurs necessaires pour colorer G, le nombre chromatique x, est inferieur 
au nombre d'employes sans toutefois connaitre le premier. Trouver ce nombre est un 
probleme qui est connu comme etant NP-difficile. En effet, le premier probleme ayant 
ete demontre comme appartenant a l'ensemble NP-complet est SAT-CNF qui est un 
probleme de satisfaisabilite sous une forme normale conjonctive (Cook, 1971) et il 
est possible de lui faire subir une serie de transformations pour qu'il soit equivalent 
a k-Col sous sa forme decisionnelle, demontrant ainsi que ce dernier est lui aussi NP-
complet dans le cas general. Cependant, le graphe G = (V, E) en est un d'intervalles 
(Hajos, 1957; Kolen et al, 2007) et on sait que les graphes d'intervalles sont des 
graphes triangules qui admettent un schema d'elimination parfait (Gupta et al, 1979; 
Kolen et Lenstra, 1995), e'est-a-dire qu'il existe un ordre statique dans lequel on 
peut colorer sequentiellement les sommets en leur affectant la plus petite couleur 
non-utilisee par ses voisins pour obtenir une coloration avec x couleurs. Determiner 
un tel schema est un probleme facile dans le cas des graphes d'intervalles, mais il a 
ete demontre que deux preaffectations suffisaient a rendre le probleme NP-difficile 
(Biro et al, 1992). Ceci rend done cette propriete inutilisable dans notre cas. De 
plus, a chaque sommet on associe un poids correspondant au nombre de credits de la 
rotation, de la tache preassignee ou de la periode de vacances et la somme des poids 
des sommets ayant la meme couleur doit etre comprise entre deux valeurs. D'autres 
contraintes s'ajoutent aussi, mais sont difficiles a modeliser en termes de graphes. 
Ces contraintes, le nombre minimal de jours de conge et le nombre maximal de jours 
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travailles consecutifs, sont evaluees differemment. On ajoute done des contraintes 
supplement aires a un probleme deja connu comme etant difficile, le rendant ainsi 
encore plus difficile. 
Toutefois, certains algorithmes exacts existent et trouvent des solutions pour de 
petites instances (a ce jour, environ 100 sommets) (Herrmann et Hertz, 2002), mais la 
taille du probleme a traiter est beaucoup plus grande et l'utilisation d'un algorithme 
exact pour trouver une partition initiate n'est done pas envisageable. 
3.1.1 Heuristiques 
Puisque les methodes exactes ne peuvent etre utilisees, on doit se replier sur des 
heuristiques pour trouver une solution initiale au probleme, mais ces dernieres ne 
sont pas toutes equivalentes en termes de performance et de qualite de solution. 
Cette partie sera consacree a un bref survol de quelques-unes des methodes qu'il est 
possible d'utiliser pour colorer des graphes. 
Algorithmes gloutons 
Le principe general de ces heuristiques est de prendre a chaque etape ou iteration 
la meilleure decision possible selon un ou plusieurs criteres sans remettre en question 
les decisions prises anterieurement. Une des methodes tres utilisees est l'heuristique 
de saturation (DSATUR) (Brelaz, 1979) qui consiste a colorer, a chaque iteration, 
le sommet ayant le plus grand nombre de voisins deja colores. II existe aussi l'heu-
ristique RLF (Recursive Largest First) (Leighton, 1979) qui affecte chaque couleur 
sequentiellement en ordre croissant au plus grand nombre de sommets possible. Ainsi, 
l'algorithme commence par dresser une liste de tous les sommets non colores de la-
quelle on choisit le sommet ayant le plus grand nombre de voisins non colores et on lui 
affecte la couleur courante. Ce sommet et tous ceux qui lui sont adjacents sont retires 
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de la liste et on colore ainsi d'autres sommets jusqu'a ce que la liste soit vide. On 
passe ensuite a la couleur suivante et ainsi de suite jusqu'a ce que tous les sommets 
soient colores. 
II existe aussi des algorithmes gloutons qui, a l'instar des deux algorithmes prece-
dents, utilisent un ordre statique pour la coloration des sommets. Ces derniers sont 
ainsi classes selon un ordre determine a l'avance, puis colores sequentiellement dans 
cet ordre en affectant la plus petite couleur non utilisee par ses voisins. On peut clas-
ser les sommets selon des ordres differents le plus simple etant au hasard (Random), 
mais il est aussi possible de le faire selon un ordre non-croissant des degres (nombre 
d'aretes incidentes) des sommets (Largest First) (Johri et Matula, 1982). Un autre 
ordre (Smallest Last) (Johri et Matula, 1982) possible est tel que le ie sommet de la 
liste a le plus petit degre dans le graphe induit par les sommets 1,..., i de cette liste. 
La plus performante de ces methodes est sans contredit RLF, suivie de pres par 
DSATUR, tandis que Smallest Last et Largest First ne font qu'un peu mieux que 
Random (Hertz, 2003). La complexite de RLF est en 0 ( | V | ) tandis que les autres 
ont une complexite de 0 ( | V | ). 
M e t aheur ist iques 
Les metaheuristiques sont, en general, des methodes comprenant une procedure 
maitresse guidant des heuristiques specifiques au probleme dans le but d'obtenir des 
solutions de bonne qualite. On peut les differencier, entre autres, selon la maniere 
dont elles manipulent les solutions, soit une seule a la fois ou par population. Les 
premieres, en raison de l'unicite de la solution a chaque iteration, sont souvent ap-
pelees methodes a recherche locale ou methodes de trajectoire. Voici un bref apergu 
de quelques methodes existantes qui pourraient etre utilisees. 
M e t h o d e s a recherche locale Les deux methodes de recherche locale les plus 
connues sont probablement le recuit simule (Kirkpatrick et al, 1983) et la recherche 
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taboue (Glover, 1986). Le fondement du recuit simule repose sur une probabilite, 
principalement decroissante au fil des iterations, d'accepter des mouvements qui de-
teriorent la solution. Quant a eux, les mouvements qui l'ameliorent sont systematique-
ment acceptes. Malgre tous ses avantages, cette methode a recours tres frequemment 
au hasard et ce, meme pour le choix d'une solution voisine. Ainsi, si un optimum 
global est tres pres de la solution courante, il est possible que l'algorithme ne choi-
sisse pas une solution voisine de cet optimum alors que c'etait le meilleur choix. Du 
moins, cette methode dispose d'un theoreme (Aarts et al, 1997) prouvant que les 
probabilites de trouver un optimum augmentent au fil des iterations sous certaines 
conditions. Ce theoreme garantit meme l'optimalite : il existe un L € R tel que 
L 
lim^oo P(k) — 1 si YlT=i eTk = oo ou T/s est la temperature, un parametre, a la ke 
iteration et P(k) la probabilite de trouver un optimum a la ke iteration. Toutefois, 
ce critere sur la temperature fait en sorte que la convergence est excessivement lente, 
rendant par consequent ce theoreme inutilisable en pratique. 
Par ailleurs, la recherche taboue a l'avantage d'examiner chacune des solutions 
d'un voisinage pour en choisir la meilleure (Best Improvement) empechant ainsi de 
passer a cote d'un optimum global. Cependant, il est aussi possible de ne pas passer 
en revue l'ensemble des solutions voisines en prenant la premiere qui ameliore la solu-
tion courante (First Improvement). Cette derniere maniere de proceder a l'avantage 
d'etre beaucoup plus rapide lorsque la taille des voisinages est relativement grande 
et necessite done moins d'efforts dans la construction de voisinages plus petits, mais 
on retrouve ainsi un des defauts du recuit simule, soit la possibilite de passer a cote 
d'un optimum global. Certes, on peut controler le cyclage avec une liste taboue, qui 
est un liste de mouvements interdits, tandis qu'avec le recuit simule, on se fie plutot 
au hasard. II y a cependant un risque que la liste taboue, si on y met trop « d'intel-
ligence », empeche d'aller visiter des solutions interessantes ou qu'elle ne contraigne 
pas suffisamment le cyclage dans certains cas, ce qui implique que les choix a faire 
dans l'utilisation de la liste taboue sont importants et meme cruciaux pour que cette 
methode fonctionne bien. 
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Dans le meme ordre d'idees, il existe d'autres methodes de recherche locale un 
peu plus recentes qui emergent en popularity telles que la recherche a voisinages 
variables (variable neighbourhood search - VNS) (Mladenovic et Hansen, 1997) qui, 
contrairement aux methodes precedentes, utilise plus d'une structure de voisinage. 
Cette methode permet done de diversifier l'exploration de l'espace des solutions et 
ainsi de mettre en evidence plus de regions interessantes conduisant a une methode 
plus robuste que la recherche taboue ou que le recuit simule. 
M e t h o d e s basees sur les populat ions Les deux principales methodes basees 
sur des populations de solutions sont les algorithmes genetiques (Davis, 1991) et la 
recherche dispersee (scatter search) (Glover, 1977). L'idee principale des algorithmes 
genetiques consiste a faire evoluer un ensemble de solutions souvent avec des me-
thodes de recherche locale et de synthetiser l'information contenue dans l'ensemble 
de ces solutions en combinant les elements interessants des solutions prometteuses. 
Les algorithmes bases sur la recherche dispersee, quant a eux, proposent plutot de 
reparer avec une procedure specifique et d'ameliorer a l'aide de methodes de tra-
jectoires des solutions obtenues a partir de combinaisons lineraires d'un ensemble 
de solutions de reference. A l'iteration suivante, on choisit un ensemble de solutions 
parmi celles nouvellement obtenues et parmi celles de references qui deviendront le 
nouvel ensemble de solutions de reference a partir duquel on peut repeter le processus. 
Les methodes basees sur les populations fonctionnent en general tres bien pour 
trouver des regions interessantes de l'espace des solutions et un peu moins bien que les 
methodes de recherche locale pour explorer intensivement une region. Un algorithme 
de recherche locale guide par une methode basee sur les populations fonctionne habi-
tuellement tres bien puisqu'il complemente les forces des deux approches. Cependant, 
la mise en place d'une telle approche est un peu plus complexe et un peu plus lourde 
en ressource machine meme si, apres un certain temps de calcul, cette approche de-
passe generalement les methodes de recherche locale en termes de qualite de solution. 
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3.2 Algorithme utilise 
La recherche taboue a ete retenue comme methode de resolution principalement 
en raison du succes obtenu par Tabucol (Hertz et de Werra, 1987) pour les problemes 
de coloration. Cette methode a l'avantage d'etre relativement simple a implanter et 
de donner des resultats de qualite satisfaisante tres rapidement, ce qui est exactement 
la finalite recherchee. On evite ainsi la lourdeur de VNS et des algorithmes bases sur 
les populations et le hasard du recuit simule. 
Par ailleurs, il a ete choisi d'utiliser une structure de voisinage inspiree par la 
recherche a voisinage variable pour la generation des solutions voisines afin d'accroitre 
l'emcacite de l'algorithme dans le but d'obtenir rapidement des regions interessantes 
de l'espace des solutions ou plutot des mouvements interessants issus de ces regions. 
Cette section est consacree a la description de l'algorithme implante en faisant 
le plus possible abstraction du langage et des structures de donnees utilisees. On y 
trouvera les principaux ingredients composant la methode choisie. On commencera 
done par decrire brievement le contexte general d'un algorithme de recherche ta-
boue suivi de la description de l'espace des solutions considere, de l'objectif evalue, 
du calcul par increment et de la structure des voisinages. Ensuite sera presentee la 
maniere d'obtenir une solution initiale pour demarrer l'algorithme et, finalement, la 
description de la maniere de gerer la liste taboue. 
Nous utiliserons les notations suivantes tout au long de ce chapitre : 
- G(V, E) : Graphe ayant V comme ensemble de sommets et E comme ensemble 
d'aretes; 
- k : Nombre d'employes; 
- v : Sommet du graphe tel que v e V; 
- c : Couleur d'un sommet du graphe; correspond a un employe; 
- Ci(v) : Couleur attribute au sommet v a l'iteration i; 
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- M(v, c, d) : Changement de couleur du sommet v de la couleur c a la couleur 
d ; M(v, c, d) = Ma(v, d) © Mr(v, c); 
- Mr(v,c) : Mouvement partiel : « decoloration » du sommet v de sa couleur c; 
- Ma(v, c) : Mouvement partiel: coloration du sommet non-colore v avec la couleur 
c; 
- S : Espace de solutions; 
- s : Solution s (E S; 
- s* : Meilleure solution rencontree; 
- sl : Solution sl G S a la ie iteration; 
- Spart : Solution s
%
part £ S a la i
e iteration issue de l'application d'un mouvement 
partiel; 
- sl ——> s l + 1 : Application du changement de couleur M(v, c, d) a sl pour 
obtenir sl+1; 
- T : Liste taboue; 
- N(s) : Voisinage autour de s; 
- MinCr : Nombre minimal de credits a octroyer a un employe; 
- MaxCr : Nombre maximal de credits a octroyer a un employe; 
- NbCrc : Nombre de credits dans l'horaire de l'employe c; 
- MinCg : Nombre minimal de jours de conge a octroyer a un employe; 
- NbCgc : Nombre de jours de conge dans l'horaire de l'employe c; 
- MaxJC : Nombre maximal de jours de travail consecutifs; 
- ficr • Moyenne du nombre de credits par employe; 
- [leg '• Moyenne du nombre de jours de conge par employe; 
- ocr '• Ecart-type du nombre de credits; 
- ocg '• Ecart-type du nombre du jours de conge. 
3.2.1 Description generale de la methode 
La communaute scientifique s'accorde generalement pour affirmer que Ton doit 
la recherche taboue a Glover (1986). II s'agit d'une methode iterative qui, selon 
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l'approche utilisee, prend le premier voisin qui ameliore la solution ou le meilleur 
voisin. Une liste de mouvements interdits, la liste taboue, permet a l'algorithme de ne 
pas systematiquement retourner sur ses pas et ainsi de se sortir d'un minimum local. II 
est aussi possible de memoriser des ensembles de solutions en interdisant de revisiter 
une solution deja evaluee, mais cette approche bien que plus efficace pour empecher 
le cyclage, presente des inconvenients majeurs : la memorisation de solutions entieres 
occupe beaucoup de place en memoire et la verification de l'appartenance de la 
solution vers laquelle on veut se deplacer a une telle liste de solutions est couteuse 
en temps de calcul. 
On peut resumer ce qui vient d'etre enonce de maniere tres succinte grace a 
l'algorithme 3.1 tire de Hertz (2004). Tout d'abord, si on definit f(s) comme la valeur 
de l'objectif pour la solution s, on peut definir NT(s) comme suit pour l'algorithme : 
NT(s) = {s' G N(s) | (s' i T) ou (f(s') < /(**))} ' 
Algorithme 3.1 Schema general d'un algorithme de recherche taboue 
Choisir une solution s e S, poser T = 0 et s* :— s 
tant qu' aucun des criteres d'arret n'est pas satisfait effectuer 
Determiner une solution s' qui minimise f(s') dans NT(s) 
si f(s') < f(s) alors 
Poser s* := s' 
Poser s := s' et mettre a jour T 
3.2.2 Techniques d'implant at ion 
Voici un ensemble de recommandations formulees originalement sous forme de 
maximes dans la these de doctorat de Zufferey (2002) qui donnent les grandes lignes 
des qualites que Ton devrait retrouver dans une metaheuristique basee sur une me-
thode de trajectoire ou de recherche locale. 
Tout d'abord, la notion de solution voisine est tres importante pour que l'algo-
rithme soit efficace. Tel que mentionne par Zufferey (2002), une solution voisine s' 
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ne doit pas contenir les memes defauts que la solution courante s, c'est-a-dire que 
le mouvement vers une solution voisine doit regler au moins un des defauts de la 
solution s, quitte a en creer plusieurs autres dans s\ 
Ensuite, la solution optimale devrait etre accessible a partir d'une sequence de 
solutions voisines l'une de l'autre, qu'elles soient realisables ou non. En effet, dans 
certains problemes comme le notre, il est difficile d'obtenir une solution realisable 
et on ne doit surtout pas se limiter a ces dernieres si on veut avoir une chance de 
tomber sur une solution optimale. Le fait de ne pas se limiter a ces dernieres peut 
aussi faciliter grandement les deplacements dans l'espace des solutions. On peut done 
mesurer a l'aide de l'objectif la « distance » a la realisabilite pour guider l'algorithme 
en plus de l'objectif reel. 
Dans le meme ordre d'idees, afin de bien guider la recherche, une solution voisine 
ne doit pas etre trop differente de son homologue original. Ceci facilite en plus la mise 
en oeuvre du calcul incremental qui accelere grandement 1'evaluation des solutions. 
Cette derniere tactique est expressement pertinente dans le cas ou on veut evaluer 
un tres grand nombre de voisins comme e'est le cas ici. 
3.2.3 Approche generate 
L'approche retenue pour resoudre le probleme se decompose en plusieurs etapes 
et le but de cette section est de mettre en evidence l'interaction entre les etapes et 
le cadre general dans lequel s'inscrivent ces etapes. 
La premiere etape consiste a trouver une solution initiale faisant partie de l'espace 
des solutions de l'algorithme de recherche taboue pour pouvoir demarrer ce dernier. 
L'algorithme demarre ensuite la phase I qui consiste a trouver une solution realisable 
et s'arrete a la premiere trouvee. La sortie de cette etape est done une solution reali-
sable qui pourrait etre directement utilisee pour demarrer l'agregation dynamique de 
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contraintes. Cependant, comme elle n'est pas necessairement de tres grande qualite, 
il est facile de l'ameliorer. C'est exactement le role de la phase II qui cherche a mi-
nimiser la somme ponderee des ecarts-types des credits et des jours de conge tout en 
evitant les violations de contraintes. Puisqu'il est tres difficile d'evaluer quels seraient 
les coefficients qui equilibreraient toutes les composantes de la fonction objectif, cette 
phase prevoit des mecanismes d'ajustement des coefficients de maniere a parcourir 
l'espace des solutions en ayant une certaine proportion de solutions realisables sans 
toutefois se restreindre a celles-ci. 
3.2.4 Espace des solutions 
Puisqu'il s'agit en premiere partie d'un probleme de realisabilite, il aurait ete 
etrange de ne pas permettre les solutions non-realisables. En effet, toute solution 
dont tous les sommets sont colores est done consideree comme valide. De plus, les 
sommets correspondants a des taches preassignees ou a des periodes de vacances 
doivent obligatoirement avoir la couleur de l'employe affecte a cette tache ou periode 
de vacances. Une solution ne respectant pas cette derniere condition ne fera pas partie 
de l'espace des solutions. Toutefois, une solution impliquant qu'un employe aie plu-
sieurs rotations pendant sa periode de vacances est consideree comme valide, meme 
si elle viole plusieurs contraintes comptabilisees dans l'objectif (voir §3.2.5) puisqu'il 
sera possible de deplacer les rotations. La couleur des sommets correspondant aux 
preaffectations ne change done jamais. Cette maniere de proceder a l'avantage de 
permettre, a partir de n'importe quelle solution, par une succession de changements 
de couleurs, d'obtenir une solution optimale meme si les chances que l'algorithme 
en trouve une en un temps raisonnable sont minces. La derniere affirmation a in-
troduit indirectement la notion de solution voisine par l'entremise des changements 
de couleur, ce qui permet de definir precisement une solution voisine s' comme une 
solution s a laquelle un sommet a ete change de couleur, e'est-a-dire qu'une rotation 
est enlevee de l'horaire d'un employe, que Ton nommera horaire source, pour etre 
ajoutee a celui d'un autre employe, que Ton nommera horaire de destination. 
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3.2.5 Fonction object if 
Comme mentionne au debut de ce chapitre, pour que l'algorithme soit performant, 
la fonction objectif doit etre evaluee tres rapidement et la meilleure maniere d'y par-
venir passe par l'utilisation du calcul incremental qui sera presente dans la prochaine 
section. Cependant, les increments a appliquer a la fonction objectif doivent etre 
calcules intelligemment pour que l'algorithme soit vraiment performant. Par conse-
quent, certaines composantes de la fonction objectif ne sont pas propices au calcul 
par increment. Cette section et la suivante sont done consacrees a la description de 
1'objectif evalue et a la fagon de l'evaluer. 
La fonction objectif compte six composantes dont quatre pour mesurer la « dis-
tance » a la realisabilite et les deux dernieres servent a discriminer les « bonnes » des 
« mauvaises » solutions realisables. Meme si l'affirmation suivante peut paraitre re-
dondante, il s'avere important de mentionner que toute contrainte dont on ne mesure 
pas la « distance » a la realisabilite ne peut etre violee, notamment les preaffectations 
et la couverture de toutes les taches ou vacances. 
Chevauchements 
On considere que deux taches i et j se chevauchent (voir figure 3.1), etant donne 
que i debute avant ou en meme temps que j , si le debut de la tache j est plus tot 
que la fin de la tache i Le terme de l'objectif comptabilisant les chevauchements est 
note Fi. Lorsque plusieurs taches se chevauchent, on compte les chevauchements en 
Tache i 
Tachej 
Axe du temps • 
Figure 3.1 Illustration d'un chevauchement 
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prenant les taches deux a deux. Ainsi dans l'exemple de la figure 3.2, on compte 5 
chevauchements lorsque les taches sont prises deux a deux. 
Tachej 
Tache m Tache i 
Tache n 
-Axe du temps-
Figure 3.2 - Illustration de plusieurs chevauchements 
Credits 
On associe un certain nombre de credits, qui est l'unite de mesure du travail, 
a chaque tache et la somme des credits des taches assignees a un employe doit etre 
comprise entre une borne inferieure et une borne superieure. Chaque credit en dehors 
de l'intervalle delimite par les bornes inferieures et superieures est comptabilise dans 
la fonction objectif. Si on note k le nombre d'employes, le calcul de la composante 
credits F2 se fait de la maniere suivante : 
Fc 
et 
MinCr - NbCrc 
NbCrc - MaxCr 
0 
si NbCrc < MinCr 





Jours de conge 
L'horaire d'un employe doit comprendre un nombre minimal de jours de conge et 
chaque jour de conge en dega du minimum permis est comptabilise dans la compo-
sante jours de conge F3 de la fonction objectif. Le calcul de cette composante se fait 
37 
de la maniere suivante : 
MinCg - NbCgc si MinCg > NbCgc 
Fc = 3 1 0 sinon 
et 
F3 = J2F, 
c = l 
Jours de travail consecutifs 
Un employe ne peut pas travailler plus d'un certain nombre de jours de maniere 
consecutive. Consequemment, chaque jour d'une serie de jours travailles consecutifs 
en exces est comptabilise dans la composante jours consecutifs F4 de la fonction 
objectif. Soit j ^ a x le nombre de series de jours travailles consecutifs pour l'employe 
c. Si on note L^ le nombre de jours dans la serie j pour l'employe c, j e [1, . . . j ' ^ J , 
le calcul de cette composante se fait de la maniere suivante : 
4 
et 
__,„ , L% - MaxJC si Lc, > MaxJC 
?* = < J J 
L) sinon 
fc J max 
C = l J = l 
Ecarts-types 
Le calcul des ecarts-types est utilise dans la phase d'uniformisation et sert a 
construire des horaires les moins differents possibles les uns des autres en terme de 
jours de conges et de credits. On a plutot recours a des estimateurs que Ton calcule 
avec ficr pour la composante F5 de l'objectif et ncg pour la composante F6, mais ncg 
n'est pas constant. La composante des jours de conge F6 sera done reevaluee a chaque 
fois que ficg change. On negligera cependant cette variation lors de revaluation des 
mouvements, c'est-a-dire qu'etant donne revaluation d'un mouvement qui fait chan-
ger la moyenne, la nouvelle moyenne ne sera pas calculee et on fera le calcul avec la 














On utilise done la somme du carre des ecarts dans Fobjectif plutot que Fecart-type 
principalement parce que les deux mesurent la meme quantite et que le calcul de la 
somme du carre des ecarts est plus rapide. On peut retrouver les ecarts-types de la 
maniere suivante a tout moment au cours de Falgorithme si necessaire : 
aCg = 
Fonctions comple tes 
Lors de la phase de recherche d'une solution realisable, la fonction objectif est la 
suivante : 
4 
F = J2a^ 
ou les coefficients otj sont fixes au debut de Falgorithme a des valeurs determinees 
empiriquement qui permettent a la phase I de Falgorithme de converger rapidement. 
Lors de la phase d'uniformisation, on utilise plutot cette fonction : 
6 
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Les coefficients sont ajustes dynamiquement lors de cette phase de resolution de ma-
niere a obtenir un equilibre entre toutes les composantes de la fonction objectif qui 
ont des ordres de grandeur bien differents (Alabas-Uslu, 2007; Gamache et a/., 2007). 
En effet, a chaque B iterations, l'algorithme observe le nombre de fois ou la solution 
etait realisable au cours de ces B dernieres iterations et on peut ensuite augmenter les 
coefficients des estimateurs d'ecarts-types si la solution etait trop souvent realisable 
et ceux des quatre autres composantes si elle ne l'etait pas suffisamment. On peut 
aussi choisir de ne rien faire si on juge que les coefficients sont equilibres. Cependant, 
l'algorithme ne peut ajuster les coefficients de la variance des credits et de la variance 
des jours de conge l'un par rapport a l 'autre puisqu'aucun point de repere ne peut 
etre utilise pour evaluer objectivement une solution. II revient done a l'utilisateur 
d'estimer les deux coefficients ou plutot la difference d'ordre de grandeur. Typique-
ment, le coefficient a 6 doit etre au moins 100 fois plus grand que a 5 et peut aller 
jusqu'a 50000 fois plus grand si on desire prioriser des horaires equitables du point 
de vue des jours de conge. L'algorithme 3.2 decrit mieux ce qui a ete implante. Soit 
j3 E [0,1] la proportion de solutions realisables visee a chaque tranche de B iterations, 
A e [0,1] et A < (3 la tolerance que Ton se laisse sur (3 et 8 > 1 le coefficient de modi-
fication des otj. On introduit une tolerance autour de j3 pour eviter les modifications 
inutiles aux coefficients, ce qui implique de nombreux calculs, done plus de temps. 
On defmit ainsi un intervalle acceptable de proportions de solutions realisables qui 
implique que lorsque la proportion de solution realisable est a l'interieur de cet inter-
valle, on considere que l'algorithme se comporte correctement. Les experimentations 
ont demontre que les valeurs suivantes des parametres conduisaient a de meilleurs 
resultats : B = 500, /3 = ^ j , A = ^ e t 5 = | . Si on note Nbreai le nombre de solu-
tions realisables au cours des B dernieres iterations, icourante le numero de l'iteration 
courante et F* la valeur de la composante de l'objectif associee au coefficient OLJ a 
l'iteration i, on obtient l'algorithme suivant. 
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Algorithme 3.2 Ajustement dynamique des coefficients de la fonction objectif 
1: si icourante modulo B = 0 alors 
2: si Nbreai < (P - A)B alors 
3: pour j = 1 jusqu'a 4 effectuer 








si Fj>0 alors 
Poser la variable verification := vrai 
si verification = = vrai alors 
Poser OLJ = 8aj 
sinon 
Poser ctj = ^ 
si Nbreal > (/3 + A)B alors 
Poser a5 = Sa^ et ag = ^ 6 
si (0 - A)B < Nbreal <(f3 + A)B alors 
si un des six ctj est superieur a 106 alors 
Poser a.j = ^f \/j G [1, ...,6] 
3.2.6 Calcul par increment de la fonction objectif 
Le calcul par increment a l'avantage de permettre tres rapidement l'obtention 
de la valeur d'une solution voisine. Ceci permet d'evaluer un tres grand nombre de 
voisins dans un delai plus que respectable. C'est cette approche qui, lorsque combinee 
a une etude astucieuse des mouvements, permet d'obtenir un algorithme rapide. Le 
calcul par increment necessite, pour etre mis en place, une ou plusieurs structures 
de donnees capable de contenir, pour une solution s\ l'ecart par rapport a toutes 
les solutions voisines sl+1. Cependant, ici, la notion de voisin n'est pas prise dans 
le sens de N(sz), mais plutot dans le sens de toute solution st+1 qu'il est possible 
d'obtenir en changeant une rotation d'horaire dans la solution s\ Si on note Fj(sz) la 
valeur non-ponderee de l'objectif pour la composante j et la solution s\ AZj(v,c,c') 
l'increment a appliquer a Fj(sl) a la ie iteration pour obtenir Fj(sl+1) etant donne 
sl ——>• si+1, on obtient la relation suivante : Fj(sl+1) = Fj(sl) + A*(v,c, d) 
Seules trois composantes, les trois plus lourdes a evaluer, font appel au calcul 
incremental, soit les chevauchements, les jours de conge et les jours de travail conse-
cutifs. On expliquera d'abord comment on evalue les chevauchements et les deux 
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autres seront alors plus simples a decrire puisque l'idee sous-jacente peut y etre ap-
parentee. Pour clarifier les explications qui suivent, il s'avere plus pratique de definir 
A*-(i>, c, d) comme : Aj(v, c, d) = Aalj(v, d) + Ar](u, c) ou Adj(v, d) est l'impact sur 
la composante j de l'objectif de l'ajout de la rotation correspondant a v a l'horaire 
destination correspondant a d et Ar*(t>,c) est l'impact sur la composante j de l'ob-
jectif du retrait de la rotation correspondant a v a l'horaire source correspondant a 
c. 
Lors du mouvement d'une rotation v d'un horaire source c a un horaire de des-
tination d a l'iteration i, la grande majorite des Aa*+1 restent inchanges. Plus pre-
cisement, etant donne sl ——> sl+1 on a que Aa*-(i/,c")) = Aa*-+1(f', c") V (c" 7̂  
c) et V (c" 7̂  c'). II est done possible d'epargner beaucoup de temps de calcul en ne 
mettant a jour que les increments susceptibles de changer lors d'un mouvement. II 
est aussi possible que dans certains cas qui seront presentes plus loin : 
Aa){v\ c") = Aa)+\v', c") pour c" = c ou c" = d. 
D'une part, on decrira brievement le fonctionnement des procedures permettant de 
mettre a jour les Aa*- en prenant pour acquis qu'ils ont deja ete initialises e'est-a-
dire que tous les Aa° sont connus. En effet, l'initialisation peut etre faite par une 
procedure inemcace et l'impact sur la rapidite de l'algorithme serait minimal puisque 
cette procedure n'est executee qu'une seule fois. Par consequent, la procedure d'ini-
tialisation ne sera pas presentee. Par ailleurs, la solution initiale peut contenir, pour 
certains horaires, des rotations chevauchant des taches preassignees ou des periodes 
de vacances. L'initialisation des Ar° et la mise a jour des ArJ doit prendre cet aspect 
en consideration, mais on l'ignorera dans l'initialisation des Aa^(v, c) et la mise a jour 
des Aalj(v,c) puisque le mouvement Ma(v,c) n'est pas autorise si v chevauche une 
tache preassignee ou une periode de vacances dans l'horaire correspondant a c. II est 
pertinent de rappeller que v ne peut etre qu'une rotation. 
D'autre part, l'initialisation des Ar° ne sera pas presentee pour les memes raisons 
que dans le cas de Aa°. La mise a jour des Arj ne sera pas presentee non plus parce 
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que la procedure n'est pas tres sophistiquee, done peu interessante. En effet, etant 
donne que le nombre z de rotations ayant la couleur c, par exemple, est generale-
ment bas, e'est-a-dire que z <C |V| ou z ~ -^, il n'est pas couteux de reevaluer 
complement les Ar}+1(V, c") V v' \ Ci+1(v') = c ou Ci+i(v') = d. 
L'algorithme pour la mise a jour des Aaf (Ma(vm, cn)) se base sur le principe 
qu'il existe deux cas possibles pour que deux taches se chevauchent. Etant donne 
s% ——> sl+1, on cherchera a mettre a jour : Ac4+ (V, c") pour c" — c ou c" = d. 
En effet, les rotations v' qui chevauchent une autre tache v sont : 
1. Debut de v < debut de v' < fin de v 
2. Debut de v' < debut de v < fin de v' 
On trouve ainsi tres rapidement toutes les rotations v' telles que : 
Aa\(v',c")^ Aa\+1(v',c"). 
L'algorithme necessite deux listes des rotations; l'une triee en ordre croissant du 
moment de debut de la rotation et l'autre triee en ordre croissant de l'instant de fin 
de la rotation. On peut ainsi parcourir ces listes pour trouver rapidement toutes les 
rotations v' qui chevauchent la rotation deplacee v. 
Par ailleurs, pour Aal^l{v',c!') et Aa4+1(V, c"), il est possible de trouver un in-
tervalle de temps [t t,tu], etant donne s
1 ——• s*+1, tel que toute rotation v' che-
vauchant cet intervalle a de tres fortes chances de voir son impact Aa*(V,c") pour 
c" = c ou c" = d changer. Puisque l'algorithme precedent trouve efficacement les che-
vauchements, on s'en est inspire pour la mise a jour des A4 + 1 ( i / , C") et Aal+1(u', c"). 
Reste a savoir comment definir [tt,tu]; ce dernier ne doit etre ni trop grand, pour 
eviter les pertes de temps, ni trop petit, pour evaluer correctement les A. On definit 
tt comme le debut de la premiere journee de conge anterieure au debut de la rotation 
ajoutee ou retiree Vj. De maniere analogue, on definit tu comme la fin du premier 
jour de conge posterieur a la fin de Vj. Ainsi, une rotation v' qui ne chevauche pas 
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[£t,£u] ne sera pas influences par v puisque [£t,£u] peut etre interprets comme la zone 
modifiee d'un horaire et, par consequent, toute rotation v' en dehors de cet intervalle 
aura le meme impact sur l'horaire qu'avant le retrait ou l'ajout de v. On peut done 
utiliser la meme technique que celle pour evaluer les chevauchements et lorsque Ton 
trouve une rotation v qui chevauche l'intervalle [tt, tu], on reevalue l'impact de l'ajout 
de v a l'horaire modifie. 
3.2.7 Voisinages 
D'une part, etant donne l'utilisation du calcul incremental, la forme de voisinage la 
plus appropriee dans notre contexte est l'utilisation de mouvements elementaires (1-
move), e'est-a-dire le changement de couleur d'un sommet pour passer a une solution 
voisine. Cette maniere de proceder est identique a ce qui est utilise dans Tabucol 
(Hertz et de Werra, 1987) qui a deja fait ses preuves. D'autre part, comme on l'a 
mentionne precedemment, l'algorithme utilise une structure de voisinage inspiree de 
la recherche a voisinages variables. II faut noter cependant que la seule idee reprise 
de VNS est la presence de plusieurs voisinages. Par contre, si on observe un peu 
plus la structure proposee plus loin, on constate que Ton a plutot un seul voisinage 
decompose en plusieurs sous-ensembles dont l'intersection peut etre non-vide. II est 
toutefois pratique de faire reference a plusieurs voisinages puisque cette multiplicite 
met en evidence la fonction de chacun. On compte done sept voisinages ou sous-
ensembles et chacun d'eux a pour fonction d'ameliorer au moins une composante de 
la fonction objectif. 
Par ailleurs, puisque les intersections des voisinages ne sont pas necessairement 
vides, il est possible d'evaluer plusieurs fois le meme mouvement, ce qui represente 
une perte de temps. Pour pallier ce probleme, il suffit de se doter d'une structure 
de donnees capable de contenir a quelle iteration on a evalue l'ajout d'une tache v 
a l'horaire correspondant a c et de verifier avant d'evaluer un mouvement s'il a deja 
ete evalue a l'iteration courante. 
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Tout d'abord, pour la partie qui suit, on revient a la terminologie initiale c'est-a-
dire que l'on utilisera une couleur c pour faire reference a un horaire et un sommet 
v pour une rotation. En effet, le deplacement d'une rotation d'un horaire a un autre 
est plus intuitif et facile a comprendre que le changement de couleur d'un sommet 
quoique les deux representations soient tout a fait equivalentes. Voici done en quoi 
consiste chacun des voisinages utilises : 
1. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c dans 
lequel on retrouve au moins un chevauchement et ou v est implique dans un che-
vauchement dans c, vers un horaire de destination d quelconque. Ce voisinage 
regie done les problemes de chevauchements. 
2. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c com-
portant trop de credits vers un horaire de destination d en ayant moins que c. 
Ce voisinage regie done les problemes dus aux credits en exces. 
3. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c n'ayant 
pas suffisamment de jours de conge et ou le retrait de v de c libere au moins 
une journee travaillee, vers un horaire de destination d en ayant plus que c. Ce 
voisinage s'adresse aux problemes de jours de conge insufflsants. 
4. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c ayant 
trop de jours travailles consecutivement vers un horaire de destination d en 
ayant moins que c et ce, en autant que le retrait d e w a c diminue le nombre de 
jours travailles consecutifs. Ce voisinage vise done les problemes dus au nombre 
de jours consecutifs en exces. 
5. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c ayant 
plus de credits que le minimum requis vers un horaire de destination d en 
ayant moins que le minimum requis. Ce voisinage vise done les problemes dus 
au nombre de credits insuffisants. 
6. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c ayant 
plus de credits que la moyenne du nombre de credits vers un horaire de desti-
nation d ayant moins de credits que c. Ce voisinage vise done a uniformiser les 
horaires du point de vue du nombre de credits. 
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7. Ce voisinage a pour but de deplacer une rotation v d'un horaire source c ayant 
moins de jours de conge que la moyenne du nombre de jours de conge vers un 
horaire de destination d ayant plus de jours de conge que c. Ce voisinage vise 
done a uniformiser les horaires du point de vue du nombre de jours de conge. 
Pour un mouvement recherche M(v,c,d), le tableau 3.1 resume les criteres per-
mettant de definir les sept voisinages. La colonne No. indique le voisinage, la suivante 
indique la composante de l'objectif concernee et les autres les criteres pour trouver 
des mouvements satisfaisants. 

















Critere sur c 
F f > 0 




NbCrc > MinCr 
NbCrc > IXCT 
NbCgc < ixCg 
Critere sur d 
-
NbCrc' < NbCrc 
NbCgd > NbCgc 
F( < F4
C 
NbCrc' < MinCr 
NbCrc' < NbCrc 
NbCgc' > NbCgc 
Critere sur v 
Ar\(v,c) < 0 
-
Arl3(v, c) > 0 




L'utilisation d'un voisinage en particulier depend du contexte ou de l'etat dans 
lequel se trouve l'algorithme. En effet, lors de la premiere phase de 1'algorithme, seuls 
les cinq premiers voisinages sont utilises tandis que, dans la deuxieme phase, les sept le 
sont. Dans cette derniere phase, lorsque l'on cherche a uniformiser et que la solution 
est realisable, on choisit au hasard entre les deux derniers voisinages. Lorsque la 
solution n'est pas realisable, on peut se permettre avec une probabilite d'environ 25% 
de choisir un mouvement issu des deux derniers voisinages dans le but de diversifier 
la recherche, mais sinon on utilise les cinq premiers pour redevenir realisable. D'un 
autre cote, lors de la premiere phase, les voisinages sont utilises sequentiellement et 
on ne change que lorsque celui dans lequel on cherche un mouvement est vide. On 
utilise le dernier voisinage ayant genere un mouvement comme point de depart pour 
en generer un autre. Dans la deuxieme phase, on choisit au hasard le voisinage a 
utiliser. 
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3.2.8 Solution initiale 
L'objectif de 1'implantation de l'algorithme de recherche taboue est de fournir 
une partition ou une solution initiale pour demarrer l'agregation dynamique de 
contraintes, mais le premier a lui aussi besoin d'une solution initiale pour debu-
ter. La qualite de cette derniere n'a pas une grande importance, car meme avec une 
solution de tres mauvaise qualite, c'est-a-dire une solution qui viole un tres grand 
nombre de contraintes, l'algorithme converge tres rapidement. 
Si le probleme ne comportait pas de contraintes difficiles a modeliser en termes de 
graphe comme le nombre minimum de jours de conge, l'heuristique RLF aurait ete 
un tres bon choix etant donne les bons resultats qu'elle obtient dans un tel contexte 
dans un temps raisonnable. II aurait ete encore plus judicieux d'utiliser un algorithme 
de coloration sequentiel exact, qui est polynomial pour les graphes d'intervalles, mais 
les preaffectations rendent le probleme NP-difficile. Par ailleurs, en utilisant RLF 
sur un probleme relaxe de certaines contraintes qui brisent la structure du graphe 
comme le nombre minimal et maximal de credits, le nombre minimal de jours de 
conge et le nombre maximal de jours travailles consecutifs, il n'est pas garanti que 
Ton obtienne une bonne solution en tenant compte a posteriori de ces contraintes. II 
en va de meme pour toutes les autres heuristiques presentees precedemment. Etant 
donne la nature du probleme a resoudre, la qualite hasardeuse des solutions de toutes 
les heuristiques presentees en debut de chapitre porte a croire qu'il ne s'agit pas d'une 
bonne approche. 
La solution initiale a done ete generee en attribuant une couleur au hasard C(v) 
a chacun des sommets v E V ou C(v) E [l,fc] est entier et v est une rotation. 
Mentionnons que cette maniere de proceder est differente de Random precedemment 
presentee qui attribuait au hasard l'ordre dans lequel on colore les sommets plutot 
que la couleur directement. L'approche utilisee a l'avantage d'etre la methode sans 
biais la plus rapide puisqu'aucune verification ou validation n'est necessaire. Ceci 
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implique done qu'il est possible qu'une ou plusieurs rotations chevauchent une tache 
preassignee. Ce genre de violation de contrainte devrait disparaitre rapidement de la 
solution puisque les mouvements dermis precedemment permettent de regler un tel 
conflit sans en creer de nouveau. 
3.2.9 Liste taboue 
Une liste taboue a ete utilisee pour empecher l'algorithme de stagner dans des 
minimums locaux. Des mouvements ont done ete interdits pendant un certain nombre 
d'iterations / . Plus precisement, etant donne le changement de couleur du sommet 
v : Ci(v) —>• Ci+i(v) ou Ci(v) 7̂  Ci+i(v), on interdira de donner a nouveau la couleur 
Ci+\{v) au sommet v pendant / iterations. Le nombre I est fixe dynamiquement au 
cours de 1'algorithme selon la fonction i" — y/\N(s)\. En utilisant cette taille on se 
premunit contre le cyclage adequatement sans toutefois creer trop de restrictions, ce 
qui aurait pour effet d'augmenter l'objectif (Hertz et al, 1995). Cette maniere de 
proceder n'est pas vraiment restrictive puisqu'elle permet de changer a nouveau la 
couleur du sommet v venant d'etre colore en autant que cette couleur ne soit pas 
taboue pour ce sommet. Le role de la liste taboue est done uniquement de prevenir 
le cyclage et ne prend pas en consideration 1'intensification de la recherche autour 
d'une solution nouvellement obtenue. 
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CHAPITRE 4 
GENERATION DE COLONNES ET 
AGREGATION DYNAMIQUE DE 
CONTRAINTES 
Ce chapitre est dedie a la description des deux methodes heuristiques basees sur 
la programmation mathematique qui sont utilisees pour resoudre le probleme, soit 
la generation de colonnes et l'agregation dynamique de contraintes. Or, ces deux 
methodes reposent sur une decomposition de Dantzig et Wolfe (1960) du probleme 
et ainsi, partagent une formulation qui ne varie pas beaucoup d'une methode a l'autre. 
La premiere section de ce chapitre decrira tout d'abord la modelisation du probleme 
et decrira ensuite la methode de generation de colonnes. Quant a elle, la derniere 
section presentera l'application de l'agregation dynamique de contraintes. 
4.1 Modelisation du probleme 
On presente ici un modele de partitionnement d'ensemble utilise pour resoudre 
le probleme CBMPE. La formulation introduite ici est semblable a celle qui a ete 
presentee precedemment dans le chapitre de revue de litterature, mais les particula-
rites du probleme de construction des blocs mensuels personnalises y sont explicitees. 
D'une part, ce modele est mieux adapte a la generation de colonnes et a l'agregation 
dynamique etant donne son nombre reduit de contraintes par rapport au premier. En 
effet, les contraintes de couverture des taches sont reduites aux rotations seulement 
et les contraintes sur l'unicite de l'horaire de chacun des employes consideres comme 
anonymes sont d'emblee agregees. D'autre part, cette formulation reflete mieux, ou 
plutot exactement, le probleme a resoudre. Ainsi, l'objectif, meme s'il pouvait etre 
integre implicitement au modele precedent, est enonce de maniere explicite dans la 
49 
formulation qui suit. Voici done la notation utilisee pour formuler le probleme suivie 
de la dite formulation. 
- E : Ensemble des employes; 
- Ep : Sous-ensemble d'employes compose de ceux ayant une ou plusieurs taches 
qui leur sont preaffectees : Ep C E; 
- Ea : Sous-ensemble d'employes compose de ceux n'ayant aucune tache preaffec-
tee : Ea C E, Ea U Ep — E; tous les elements de cet ensemble sont considered 
identiques; 
- E : Ensemble d'employes compose des employes de Ep avec un employe supple-
mentaire que Ton notera anonyme ; 
- Qe : Ensemble des horaires admissibles pour tout employe e E E. 
- V : Ensemble des rotations a affecter; 
- avh : Parametre qui vaut un si l'horaire h couvre la rotation v et zero sinon; 
- xeh : Variable qui vaut un si l'horaire h est choisi pour Pemploye e et zero sinon; 
- NbCrh '• Nombre de credits dans l'horaire h; 
- NbCgh : Nombre de jours de conge dans l'horaire h; 
- ficr : Moyenne du nombre de credits par employe; 
- fxCg : Moyenne du nombre de jours de conge par employe; 
- acr : Poids pour les credits; 
- acg : Poids pour les jours de conge. 
Le probleme de construction des blocs mensuels peut se formuler comme : 
Minimiser 
£ £ U(NbCr^^f + aJNb°%-»<A *J (4.1) 
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Sujet aux contraintes : 
eeE hetie 
xeh = \E
a\ e = anonyme (4-3) 
hefie 
J2xh= 1 VeeEp (4.4) 
hetie 
xeh e {0,1} Ve e E et Wi € fte. (4.5) 
On cherche done a minimiser une somme ponderee de la variance des credits et 
des jours de conge (4.1) en s'assurant que toutes les taches sont couvertes (4.2). Les 
contraintes (4.3) nous assurent que le nombre d'horaires affectes a des employes consi-
der es comme anonymes est egal au nombre de ces derniers, tandis que les contraintes 
(4.4) imposent l'octroi d'un horaire a chacun des employes considered comme iden-
tifiables. Finalement, les contraintes (4.5) imposent l'integrite sur les variables d'ho-
raire. 
Ce modele comporte quelques difficultes majeures empechant l'utilisation de la 
generation de colonnes comme methode de resolution. II est cependant possible de 
contourner ces difficultes en ayant recours a une approximation du modele qui per-
met de conserver le comportement general de ce dernier en depit de quelques petits 
desavantages. Ainsi, les quelques paragraphes qui suivent decriront les difficultes du 
modele ainsi que la nature des approximations faites. 
4.1.1 Une approximation du modele 
D'abord il est facile de calculer / ic r si on definit Crv comme le nombre de credits 
d'une tache v et V comme l'ensemble des rotations, taches preassignee et periodes de 
vacances. On trouve ainsi facilement que /ic r = Y^vtv Crv/\E\. D'une part, contrai-
rement a la valeur du terme /icr qui est connue, la valeur du terme ficg ne se calcule 
pas facilement. En effet, une des principales difficultes de ce modele reside dans le 
£ 
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fait que [icg est en fait une fonction : /j,cg = ]Ceg£ Suen NbCgvxl/\E\ oil x
e
v sont les 
valeurs des variables dans la solution optimale qui ne sont pas connues a priori. On 
peut outrepasser cette difncuite en approchant fxcg a l'aide de la solution retenue de 
l'algorithme de recherche taboue dont le temps de calcul ne represente en moyenne 
qu'une petite partie du temps total consacre a resoudre le probleme. 
D'autre part, puisque Ton cherche a resoudre le probleme par generation de co-
lonnes et qu'avec cette methode, l'une des manieres les plus efficaces de resoudre 
le sous-probleme est de le formuler comme un probleme de plus court chemin avec 
ressources et de le resoudre par programmation dynamique, on est limite dans la mo-
delisation du sous-probleme. En effet, les deux composantes de l'objectif demeurent 
non lineaires au niveau du sous-probleme en plus de ne pas etre non-decroissantes. 
On ne peut done pas utiliser la fonction objectif telle que formuiee en (4.1) et on 
aura plutot recours a une approximation. Or, plusieurs manieres d'approcher un tel 
objectif pourraient etre utilisees pour resoudre le probleme, mais on se concentrera 
sur deux d'entre elles. 
Premier modele : fonction escalier 
II est d'abord possible de remplacer la fonction objectif par une fonction en escalier 
avec Z paliers. On peut definir cette fonction d'abord a l'aide de Mz blocs (marches) 
ou z — 1 , . . . , Z et ou Z est ce que Ton appellera le nombre de niveaux de flexibilite : 
Mz = {(NbCr, NbCg)\ NbCr e [^ - lzcr, ^ + u
zJ , NbCg e [\xcg - l
z
cg, /v, + < J } 
Les valeurs des parametres definissant la largeur des paliers sont croissantes, e'est-a-
dire que lzcr < l
z+\ uzcr < u
z+\ lzg < l
z+l et uzcg < u
z+\ Vz G { 1 , . . . , Z - 1}. Pour 
obtenir une fonction, on construit Z domaines tels que Dl = M1 et Dz = MZ\MZ~1, 
\/z G {2 , . . . , Z}. Pour obtenir la penalite Pz a imposer a un horaire on utilise la 
fonction suivante : 
P>JaJlk^ + aJlk^l\ (46) 
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ou j3lr = max{/^.,w^.} et /3
z
g — m a x { / ^ , u ^ } . Ainsi, la fonction objectif (4.1) est 
remplacee par : 
eeE hede 
^xl (4.7) 
ou z(h) est le bloc tel que {NbCrh, NbCgh) G D
z^h\ 
Cette fagon d'approximer le probleme rend done les couts constants sur les arcs 
du reseau utilise pour modeliser le sous-probleme, ce qui permet l'utilisation de la 
programmation dynamique comme methode de resolution. La figure 4.1 illustre de 
maniere generale la construction des blocs Mz pour les credits ou les jours de conge. 
On y voit entre autres qu'il n'est pas impose que les blocs aient tous la meme largeur 
et aussi que les blocs sont imbriques les uns dans les autres. En effet, les blocs 
ont ete construits dans le modele tels que le montre la figure 4.1, e'est-a-dire que 
Ton a construit 5 regions d'egale largeur, d'une part, entre la borne inferieure et la 
moyenne et d'autre part, entre la moyenne et la borne superieure. Comme le sous-
entend l'afrirmation precedente, les regions doivent etre construites de maniere a ce 
que \icr — l\r = MinCr, ficr + u^ = MaxCr, nCg — l% = MinCg et ficg+ulg = MaxCg 
ou MinCr est la borne inferieure sur les credits, MaxCr est la borne superieure sur 
les credits, MinCg est la borne inferieure sur les jours de conge, MaxCg est la 
borne superieure sur les jours de conge et ou toutes ces bornes sont imposees par la 
convention collective, sauf dans le cas de MaxCg qui est deduite de cette derniere. 
,-f -t 
[i+U 




Figure 4.1 - Illustration des niveaux de flexibilite 
Par ailleurs, la figure 4.2 illustre bien la definition des domaines Dz et leur penalite 
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fl-f fi-l4 jl-t fi-f fl-l' fi fi+u' /U+U2 fl+U3 JU+U4 (1+U5 
Figure 4.2 - Illustration de la fonction objectif 
Pz correspondante. On voit que la fonction en escalier (4.6) a tendance a suivre le 
comportement de la fonction quadratique (4.1), ce qui est un des aspects souhaites 
de l'approximation. Cependant, la partie gauche de la fonction en escalier s'ecarte 
un peu de la fonction quadratique en raison de l'introduction d'une fonction max {x} 
pour la determination des f3z. 
D e u x i e m e mode le : fonction object i f tronquee 
Dans un autre ordre d'idees, il est possible de remplacer la fonction objectif (4.1) 
par une fonction de type max2 {0, x} de maniere a ce que cette derniere soit non-
decroissante par rapport a NbCrh et NbCgh- Cette fonction engendrera toujours des 
couts evoluant de maniere non lineaire au niveau du sous-probleme, mais ils seront 
plus faciles a traiter. On abordera les raisons qui font en sorte que la fonction (4.8) 
est plus facile a traiter que la fonction (4.1) dans la section sur la resolution du sous-
probleme. A l'instar de la precedente approximation, la presente ne necessite pas la 
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construction d'elements au prealable et on peut directement introduire la fonction 
qui remplacera (4.1) : 
^ Y^ / max2{0, (NbCrh -/jcr)} max
2 {0, {NbCgh - / / ^ ) } \ e , . 
l^l^\acr \E\ °9 \E\ ) X h ' ' ^ 
Cette approximation de (4.1) penalisera done fortement les horaires comportant trop 
de credits ou de jours de conge par rapport a la moyenne, mais aucunement ceux n'en 
ayant pas suffisamment, toujours par rapport a la moyenne. Cependant, puisque les 
exces de credits ou de jours de conge sont fortement penalises, les horaires generes 
devraient comporter un nombre de credits et de jours de conge legerement au dessus 
de la moyenne ou en dessous de cette derniere. Les horaires dont ces quantites sont 
clairement en dessous de la moyenne ne devraient pas apparaitre trop souvent puisque 
les horaires dont les exces de credits et de jours de conge, qui compenseront ce 
manque, auront un cout eleve. 
4.2 Generation de colonnes 
La generation de colonnes est une methode iterative qui alterne entre deux etapes 
soit la resolution du probleme maitre restreint (PMR) et la resolution du sous-
probleme (SP). Le PMR est celui formule par (4.1)-(4.5) dans lequel tous les horaires 
possibles ne sont pas connus et dont les contraintes d'integrite (4.5) sont relaxees. 
On resout le PMR par la methode du simplexe primal de maniere a obtenir des so-
lutions primale et duale. A partir des valeurs des variables duales, il est possible de 
generer des variables ou colonnes dont on peut evaluer le cout reduit a l'aide d'une 
modelisation reseau du sous-probleme integrant les variables duales du PMR (voir 
§4.2.1). S'il n'existe pas de colonnes ayant un cout reduit negatif, l'optimalite de la 
relaxation lineaire du probleme maitre est atteinte. Sinon on integre les colonnes de 
cout reduit negatif au PMR et on demarre une nouvelle iteration avec la resolution 
du nouveau PMR. Pour la plus grosse instance, en raison du nombre excessivement 
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eleve de pivots necessaire a l'obtention d'une solution par l'algorithme du simplexe, 
on a plutot opte pour l'utilisation de la methode des points interieurs pour resoudre 
le PMR a chaque iteration. Cette derniere a permis des gains en temps de calcul 
importants pour cette instance. 
Pour trouver une solution entiere, on utilisera une methode de separation et gene-
ration progressive (Branch-and-Price) dont le fonctionnement est montre succinte-
ment dans la figure 4.3. II s'agit d'une methode de separation et evaluation progressive 
dans laquelle les bornes inferieures sur la valeur de l'objectif sont calculees par gene-
ration de colonnes. Cependant, etant donne la tres grande taille des instance traitees, 
on aura recours a une version heuristique de l'approche. En effet, on fixe des variables 
xeh a un si leur valeur depasse un certain seuil. Cette strategic accelere la resolution en 
raison d'un temps d'exploration de l'arbre de branchement considerablement reduit. 
II y a cependant un mince risque qu'en procedant ainsi il ne soit plus possible, apres 
avoir fixe plusieurs variables, d'obtenir une solution realisable. II est possible de limi-
ter cet effet en choisissant un seuil relativement eleve. De plus, etant donne la grande 
taille des instances et la multitude de manieres possibles de couvrir les taches, ce phe-
nomene ne s'est jamais produit au cours de tous les essais. On utilise aussi une autre 
strategie de branchement heuristique qui branche plutot sur les sequences de taches 
plutot que sur les valeurs des variables. En effet, on analyse la solution courante et on 
cherche des paires de taches consecutives qui ont tendance a etre frequemment uti-
lisees. Ainsi, on imposera plusieurs sequences de taches simultanement resultant en 
un seul noeud fils. Toute colonne ne respectant pas l'imposition de cette sequence de 
tache sera ecartee. De plus, puisque Ton utilise plus d'une methode de branchement, 
des mecanismes de ponderations sont mis en place afin de choisir l'une ou l'autre des 
methodes a une iteration donnee. 
4.2.1 Modelisation du sous-probleme 
Comme on l'a deja mentionne, on a recours a une methode de generation de co-
lonnes pour resoudre le probleme de construction des horaires du personnel navigant. 
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Choisir un nceud de 
branchement non 
resolu 
Figure 4.3 - Algorithme de separation et generation progressive 
Pour ce faire, on a besoin d'un probleme maitre que Ton vient de decrire et d'un sous-
probleme que Ton s'efforcera de decrire ici. Comme on l'a mentionne dans le chapitre 
sur la revue de la litterature, il est tres souvent possible de formuler le sous-probleme 
comme un probleme de plus court chemin avec contraintes de ressources dans un 
graphe temporel. C'est avec une telle modelisation que Ton abordera la generation 
d'horaires mensuels valides. En effet, les contraintes locales ne sont considerees que 
lors de la resolution du ou des sous-problemes et la plupart de ces dernieres sont mo-
delisees avec des ressources. On utilisera le premier modele d'approximation a l'aide 
de la fonction en escalier pour decrire le sous-probleme. 
Presentation du modele 
Jusqu'ici, on a toujours fait reference au sous-probleme comme etant un element 
unique alors qu'en fait, pour le probleme CBMPE, on en a plusieurs. De plus, on 
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aura toujours un reseau par sous-probleme, un sous-probleme en particulier etant 
modelise par un reseau. II y aura done un reseau ou graphe par employe identifiable, 
e'est-a-dire un employe ayant au moins une tache preassignee ou une periode de 
vacances, et il existe un reseau pour tous les autres employes. Plus precisement, on 
aura |£"| reseaux ou sous-problemes. Chacun de ces reseaux sera duplique plusieurs 
fois et legerement modifie en fonction du nombre de niveaux de flexibilite Z choisi 
(Z — 5 dans notre cas). On obtient ainsi un grand nombre de reseaux, chacun etant 
capable de generer des horaires realisables. On peut modeliser un probleme de plus 
court chemin de maniere plus formelle en definissant d'abord l'indice z £ Z comme 
le niveau de flexibilite du reseau, e comme l'indice identifiant F employe et prenant 
une valeur particuliere, anonyme, dans le cas d'un reseau anonyme. 
Semblablement au precedent chapitre, on a Gz — (Vz, Aze) qui est le graphe com-
pose de l'ensemble des sommets Vz et de l'ensemble des arcs Az. On aura un petit 
sous-ensemble d'arcs I* C Aze ou chaque arc de ce sous-ensemble correspond a une 
tache preassignee ou une periode de vacances pour l'employe e et qui sont des taches 
imposees. Ce sous-ensemble sera vide dans le cas ou e = anonyme. On definit sze 
comme la source et tze comme le puits ou {s
z,tl} G Vz pour chacun des reseaux, 
ces deux derniers etant des sommets particuliers. On introduit aussi R comme etant 
l'ensemble des ressources utilisees et #"„• la consommation de la ressource r £ R sur 
l'arc (i,j) G Aze. Ceci permet d'introduire [a^, b\\ comme etant la plage de validite de 
la ressource r au sommet i. Le cout reduit d'un arc (i,j) sera note Qj et la maniere 
de le calculer sera presentee plus loin. Du cote des variables, soit x^ le not sur l'arc 
(i,j) £ Aze et T[ la variable qui donne la valeur de la ressource r £ R au sommet 
i £ Vz. Le probleme de plus court chemin avec contraintes de ressources peut se 
formuler comme suit. 
Minimiser : 
/ j Cijxij l ^ . y j 
Sujet aux contraintes : 
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/ ., xji ~ " 
j:(i,j)eA* 
/ v - %
 = * • 
J:(ij ')eA| 
/ y Xji = "*-
i:(*j')eA| 
+ ^ - 7 J ) < 0 
a\<Tl<b\ 
X{j 1 
Xij G {0,1} 
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On cherche done le chemin le moins couteux ou le plus court chemin entre la source 
et le puits (4.9). Les contraintes (4.10)-(4.12) et (4.16) assurent la conservation de 
l'unique unite de not dans le reseau tandis que le bloc de contraintes (4.15) garantit 
que les taches preassignees et les vacances sont effectuees. On verra (§4.2.2) que les 
contraintes (4.15) sont tres faciles a traiter. Les contraintes (4.13) nous assurent que 
la consommation des ressources sur les arcs est juste. Quant a elles, les contraintes 
(4.14) nous assurent que les ressources se situent dans les plages de valeurs permises. 
Description du graphe 
Puisqu'on a un graphe temporel tel que certains arcs corespondent a des taches, il 
est facile de representer l'horaire mensuel d'un employe a l'aide d'un chemin dans ce 
meme graphe. On voit done qu'il y a un partage d'information du probleme maitre 
vers le sous-probleme et que la notion d'horaire et de chemin peut etre equivalente. 
Pour decrire ce partage, on decrira d'abord les noeuds constituant les graphes Gze) ce 
qui permettra de decrire les arcs et il sera finalement possible de decrire les couts Cy. 
La figure 4.3 montre comment s'agencent les noeuds et les arcs dont la description 
suit. 
59 
| p Fin de tache avec repos post-courrier 
i, ) Jonction de debut 
Figure 4.4 - Exemple de reseau anonyme utilise en generation de colonnes 
On peut regrouper les noeuds selon leur type au nombre de sept : 
- Source : Origine du graphe oriente ou point de depart de tous les chemins. 
- Minuit : Noeud sur l'axe du temps representant le debut et la fin d'une journee. 
- Jonction de debut : Noeud sur l'axe du temps associe avec un evenement dans 
la periode correspondant au debut d'une rotation, une periode de vacances ou 
une tache preassignee. Un tel noeud existe pour chacun de ces debuts de tache, 
sauf si cette tache debute a minuit, auquel cas le noeud minuit est plutot utilise. 
- Debut de tache : Noeud associe au debut d'une rotation, une periode de vacances 
ou une tache preassignee. On retrouve un noeud de ce type par tache. 
- Fin de tache : Noeud associe a la fin d'une rotation, une periode de vacances ou 
une tache preassignee. On retrouve un noeud de ce type par tache. 
- Fin de tache avec repos post-courrier : Noeud sur l'axe du temps correspondant 
a l'instant a partir duquel on considere qu'une tache est terminee et qu'un 
employe peut en commencer une autre. On compte un noeud de ce type par 
rotation ou par tache preassignee. 
- Puits : Fin du graphe oriente ou destination de tous les chemins dans ce graphe. 
Ce noeud pour des raisons pratiques correspond au dernier noeud minuit, ce 
que Ton expliquera dans la section sur la resolution des sous-problemes. 
On termine la description de ce graphe avec les arcs qui relient les noeuds : 
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- Attente : Ces arcs effectuent la liaison entre les divers evenements. Ces arcs 
relient ensemble tous les noeuds de l'axe du temps comme le noeud source, les 
noeuds minuit, les noeuds de jonction de debut, les noeuds de fin de tache avec 
repos post-courrier. L'ensemble de ces arcs constituent en fait l'axe du temps. 
- Conge : Arc d'un minuit au minuit suivant representant un jour de conge. 
- Rotation : Arc d'un noeud debut de tache a un noeud fin de tache representant 
la realisation de la tache. 
- Repos post-courrier : Arc d'un noeud fin de tache a un noeud fin de tache avec 
repos post-courrier representant la realisation d'un repos post-courrier. Chaque 
rotation et chaque tache preassignee dispose d'un tel arc. 
- Conge post-rotation : Arc d'un noeud fin de tache au noeud minuit suivant le 
premier minuit croise par Fare de repos post-courrier. Si l'arc de repos post-
courrier ne croise pas de noeud minuit, Tare fin de tache avec conge n'existe 
pas. 
- Depart: Arc entre la source et le premier minuit ou entre la source et la premiere 
tache preassignee. On ne retrouve qu'un seul arc de ce type par reseau. 
Pour definir les couts des arcs (i,j), on doit d'abord introduire les variables duales 
du probleme maitre. Soit a
anonyme \a variable duale associee a la contrainte (4.3), 
<7e, Ve G Ep, les variables duales associees aux contraintes (4.4) et irv,Vv G V, les va-
riables duales associees aux contraintes (4.2). Ceci nous permet d'introduire la notion 
de cout reduit d'un horaire ou d'une colonne. Etant donne un horaire h convenant 
a un employe e € E et un niveau de flexibilite z, le cout reduit ceh de la variable 
associee a cet horaire se calcule comme : 
cl = Pz-ae-J2a^wV- (417) 
v£V 
On peut interpreter le cout reduit d'un horaire, s'il est negatif, comme une mesure du 
potentiel de diminution de la valeur de l'objectif si on introduisait cet horaire dans le 
PMR, etant donne la base actuelle. Apres avoir a nouveau resolu le PMR, on devrait 
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observer que la colonne tout juste introduite est en base et on peut a nouveau utiliser 
les variables duales pour generer des horaires interessants. On peut ainsi iterer un 
nombre fini de fois pour atteindre l'optimalite de la relaxation lineaire du probleme 
maitre. Par consequent, lorsque l'on genere des horaires avec un sous-probleme, on 
doit chercher a minimiser son cout reduit. Pour ce faire, on peut utiliser la fonction 
objectif (4.9) pour qu'elle soit equivalente a (4.17) en plagant convenablement Pz et 
les variables duales de (4.17) sur les arcs (i,j) de Aze. Plus precisement, on cherchera 
a definir Cy, V (i,j) G Aze. Done, pour le reseau d'un employe e G E, pour un niveau 
de flexibilite z, tous les arcs auront un cout nul a l'exception des arcs suivants dont 
le cout sera : 
- Arc de depart : c0j — P
z — ae, V (o,j) G A\ 
- Tache : Si on definit I'zve comme l'ensemble des arcs representant une rotation 
v dans le graphe Gze, alors Cij = —n
v, V(i, j) G I'zve,"iv G V. 
En faisant la somme des couts de tous les arcs d'un chemin comme le mentionne 
(4.9), on obtient bel et bien la meme formulation qu'en (4.17) ou les coefficients avh 
sont unitaires, ce qui est juste puisque les taches sont couvertes une et une seule fois. 
Uti l isat ion des ressources 
Dans un autre ordre d'idees, on utilise les contraintes (4.13)-(4.14) pour modeliser 
toutes les contraintes locales hormis les chevauchements, e'est-a-dire les contraintes 
sur le nombre maximal et minimal de credits, la contrainte sur le nombre minimal 
de jours de conge et la contrainte sur le nombre maximal de jours travailles conse-
cutifs. On a utilise quatre ressources pour les contraintes (4.13)-(4.14) soit une pour 
les credits, une pour les jours de conge, une pour les jours travailles consecutifs et 
une pour corriger une legere lacune du graphe. Voici done une breve description de 
ressources utilisees. 
- NbCrMax : II s'agit de la ressource qui mesure le nombre maximal de credits 
lors d'un horizon de planification. Cette ressource est nulle au depart et croit 
jusqu'au noeud puits. 
62 
- NbCrMin : Cette ressource est utilisee pour que la contrainte sur le nombre 
minimal de credits soit respectee. En effet, on ne peut utiliser la ressource Nb-
CrMax en raison du bloc de contraintes (4.13) (Gamache et Soumis, 1998; Irnich 
et Desaulniers, 2005). Cette ressource prend la valeur du nombre minimal de 
credits a octroyer au noeud source et decroit quand une tache est effectuee. 
- NbCgMax : Cette ressource mesure le nombre maximal de jours de conge a 
allouer. Bien qu'il n'y ait pas de contrainte sur le nombre maximal de jours de 
conge, on a besoin de cette ressource pour evaluer l'objectif. 
- NbCgMin : Pour les memes raisons que pour NbCrMin, on a besoin de cette 
ressource pour s'assurer que la contrainte sur le nombre minimal de jours de 
conge est respectee. 
- NbJCMax : II s'agit de la ressource qui mesure le nombre de jours travailles 
consecutivement. On remet cette ressource a zero chaque fois que NbCgMax 
augmente d'une unite. 
- AjustC : Puisqu'il existe habituellement deux chemins distincts entre un minuit 
et le suivant, il est possible que les ressources NbCgMax et NbCgMin n'evo-
luent pas correctement. En effet, seul le chemin direct via l'arc minuit a minuit 
comptabilisera une journee de conge, tandis que le chemin empruntant les arcs 
d'attente ne le fera pas. Or lorsqu'un horaire depasse la moyenne des jours de 
conge, il devient avantageux d'utiliser le deuxieme chemin, ce qui devrait etre 
interdit. On peut done mettre cette ressource binaire a un en sortant d'un noeud 
minuit et la remettre a zero en effectuant une tache de maniere a ce qu'il soit 
possible de passer la fenetre du minuit suivant qui exige que la ressource soit a 
zero. Ainsi, il devient impossible de franchir un noeud minuit si on arrive d'un 
arc d'attente et que Ton n 'a pas effectue une tache depuis le dernier depart d'un 
noeud minuit. 
On peut maintenant decrire la consommation des ressources ££•, V(i, j) 6 A^,\/r G 
R tel que le fait le tableau 4.1. 
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+1 si depart 
de minuit, 
0 sinon 
Remise a 0 
+1 V minuit 
croise 
+1 si croise 
un minuit, 
0 sinon 
Remise a 0 
0 
AjustC 










Quant a lui, le tableau 4.2 montre les bornes a[ et b\ des fenetres des ressources 
pour les ressources NbCrMin, NbCgMin et AjustC. Celles des autres ressources ne 
changent pas selon le type de noeud du graphe. Ces bornes sont [0, Maxzr] pour 
toutes les autres ressources et tous les noeuds; Maxzr est la borne superieure pour 
la ressource r et le niveau de flexibilite z. De maniere analogue, Mini es^ la borne 
inferieure pour la ressource r et le niveau de flexibilite z. 





























4.2.2 Reseau personnalise 
II est possible de se departir des contraintes (4.15) en effectuant certaines trans-
formation au graphe Gze = (V*, Af). En effet, puisque pour certains employes e G E
p, 
les taches preassignees et les periodes de vacances sont imposees, tout chemin dans le 
graphe doit absolument passer par les arcs representant ces dernieres. La figure 4.5 
donne un exemple de reseau incluant les contraintes (4.15). 
| p Fin de tache avec repos post-courrier 
{^) Jonction de debut 
^ Debut de tache 
#§) Fin de tache 
Periode de vacances 
Rotation 
Puits ) 
Figure 4.5 - Exemple de reseau personnalise utilise en generation de colonnes 
4.2.3 Calcul des bornes pour les niveaux de flexibility 
Tout d'abord, il est important de definir la maniere de discretiser le domaine des 
ressources utilisees pour evaluer l'objectif. Ainsi, on a choisi de decouper chacun des 
deux intervalles entre la moyenne et la borne superieure absolue ainsi qu'entre la 
moyenne et la borne inferieure absolue en z parties preferablement egales. Rappel-
lons d'abord que MaxCr, MinCr, MaxCg et MinCg sont les bornes inferieures et 
superieures pour les jours de conge et les credits et les bornes utilisees pour z = Z. 
Rappellons aussi que les increments pour z = Z sont definis par les precedentes 
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( MaxCr — ficr \ 
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(Hcg - MinCg\ 
K z ) \ 
V2G { 1 , 2 , . . . , Z - 1 } 
Vze {i,2,...,z-i} 
V z e { l , 2 , . . . , Z - l } 





II reste a choisir une valeur Z de maniere a ce que les reseaux issus du niveau de 
flexibilite le plus serre generent des horaires de tres bonne qualite du point de vue de 
la qualite de vie des employes. En posant Z = 5 on obtient un nombre acceptable de 
sous-problemes et les sous-problemes les plus serres permettent un ecart-type d'un 
jour pour les conges et d'environ 120 minutes pour les credits. Ainsi, n'importe quel 
horaire issu des sous-problemes les moins flexibles sera de tres bonne qualite. Une 
solution ideale ne contiendra que des horaires issus de tels sous-problemes. 
Quant a eux les poids acr et acg des composantes de l'objectif sont tels que Ton 
donne la meme importance a la composante credits qu'a la composante jours de 
conge de l'objectif en plus d'eviter la manipulation de trop grands nombres. Si on 
definit P™ax comme la valeur maximale que peut prendre la composante credits de 
la penalite d'un horaire, P™ax de maniere analogue pour les jours de conge et que 
Ton exige que P™ax = P™ax, les deux composantes seront equilibrees. Ainsi le calcul 





max {(MaxCrz - ficr)




max {(MaxCg2 — /icg)





4.2.4 Resolution des sous-problemes 
La methode la plus efficace pour reoudre le probleme de plus court chemin avec 
contraintes additionelles de ressource est un algorithme de programmation dynamique 
(Irnich et Desaulniers, 2005). Tout d'abord, on utilise une etiquette pour definir les 
caracteristiques d'un chemin partiel, nous informant, entres autres, sur les ressources 
consommees et sur son cout. L'algorithme cherche done a propager des etiquettes 
dans le reseau du noeud source jusqu'au noeud puits selon les arcs du reseau. II est 
possible de comparer des etiquettes entre elles de maniere a en reduire le nombre. 
Une etiquette a en dominera une autre b au noeud i si T[(a) < T[(b), Vr G R, et 
si Ci(a) < Ci(b) ou Q(7) est le cout du chemin partiel correspondant a Petiquette / 
et T[(l) est la consommation de la ressource r au noeud i de l'etiquette /. De telles 
regies permettent d'eliminer un grand nombre d'etiquettes, mais quand le nombre de 
ressources est grand comme dans notre cas, ce n'est pas toujours sumsant. 
En effet, pour accelerer la resolution des sous-problemes, il est preferable de res-
treindre les regies de dominance a certaines ressources uniquement, ce qui implique 
que plusieurs etiquettes qui seraient normalement conservees dans une approche 
exacte seront rejetees. Ceci economise beaucoup de temps dans la resolution des 
sous-problemes puisque plusieurs etiquettes et leurs successeurs ne seront pas pro-
pagees. Plusieurs chemins ne seront done jamais generes en raison de ce type de 
dominance. Par contre, puisque Ton utilise deux ressources pour mesurer les credits 
de vol et que les deux evoluent dans des sens opposes, e'est-a-dire qu'une augmente 
en se dirigeant vers la source tandis que l'autre diminue, il n'est pas interessant de 
chercher a dominer sur ces deux ressources simultanement. En effet, une des deux 
ressources empeche toujours de dominer une etiquette par une autre sauf dans le cas 
ou deux etiquettes ont le meme nombre de credits et de jours de conge. 
Pour que les regies de dominance demeurent valides, e'est-a-dire qu'elles nous ga-
rantissent une solution optimale s'il en existe une, la fonction de prolongation des 
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couts sur les arcs doit etre non-decroissante. En effet, il est impossible de decider 
si une etiquette a ayant un cout et des consommation de ressources moindre que 
l'etiquette b sera meilleure que b s'il est possible que le cout de l'etiquette b devienne 
inferieur a celui de a apres que les deux aient ete propagees a un noeud successeur. 
En effet, il est impossible de prevoir, par exemple, qu'un chemin partiel plus couteux 
deviendra le moins cher. C'est ce qui explique que l'on ait recours a des approxi-
mations de la fonction objectif (4.1) etant donne que le cout pouvait decroitre par 
rapport a NbCrMax et NbCgMax. 
Choix des sous-problemes 
Habituellement, lorsque le nombre de sous-problemes est eleve, il est preferable 
de ne pas tous les resoudre a chaque iteration. Soit une liste permanente complete 
de tous les sous-problemes, on resout sequentiellement chaque sous-probleme sequen-
tiellement selon l'ordre dans lequel il se trouve dans la liste. Chaque sous-probleme 
resolu est retire de la liste et place temporairement dans une autre. Une fois un critere 
d'arret atteint, on redefinit un ordre au hasard dans la liste auxiliaire et on ajoute 
les sous-problemes de cette derniere liste a la liste originale dans l'ordre tout juste 
determine. Ceci permet de ne pas favoriser un sous-probleme plutot qu'un autre. Le 
critere d'arret habituellement utilise est de resoudre un nombre predetermine de re-
seaux ayant genere au moins une colonne de cout reduit negatif. Ceci implique done 
que sur une liste de 100 sous-problemes, etant donne que 40 d'entre eux ne permettent 
pas de generer des colonnes de cout reduit negatif, le fait d'exiger 60 succes revient 
a resoudre tous les sous-problemes. 
On peut remarquer rapidement que les reseaux etiquetes comme anonymes ge-
nerent des horaires convenant a plusieurs personnes et, par consequent, que ces re-
seaux ont le potentiel de satisfaire un plus grand nombre de contraintes. II est done 
interessant de prioriser la resolution de ces derniers. On peut ainsi replacer toujours 
au debut les reseaux etiquettes comme anonymes dans la liste permanente. 
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II est cependant possible de faire mieux en resolvant tous les sous-problemes cor-
respondant au niveau de flexibility le plus serre pour favoriser la generation d'horaires 
de qualite. Or on sait grace aux travaux de Boubaker (2006) et a quelques essais nu-
meriques que les instances admettent des solutions dont les horaires sont issus des 
sous-problemes des deux niveaux les plus serres. On cherche done a resoudre a chaque 
iterations tous les sous-problemes associes a ces niveaux de flexibilite. Pour assurer la 
realisabilite, on ne se limitera pas qu'a ces derniers et on choisit de resoudre le tiers 
de ceux restant. Cependant le critere d'arret determine le nombre de succes a obtenir. 
On sait que lors des premieres iterations, la plupart des sous-problemes admettent 
des colonnes de cout reduit negatif, mais le nombre de ces sous-problemes tend a 
decroitre au fil des iterations. La politique choisie implique done que le nombre de 
sous-problemes resolus tend a croitre au fil des iterations. 
Par ailleurs, lorque Ton impose Putilisation d'un horaire et que ce dernier n'est pas 
considere comme anonyme, il n'est plus necessaire de continuer a resoudre les sous-
problemes associes a l'employe qui vient de voir son horaire impose, puisqu'aucune 
nouvelle colonne en provenance de ces reseaux ne sera jamais plus utilisee. 
4.2.5 Modele avec la fonction objectif tronquee 
Ce modele est, d'un certain point de vue, le plus simple des deux. En effet, le 
graphe de ce modele est derive du sous-probleme le plus flexible du modele avec la 
fonction escalier duquel on a enleve les couts associes aux penalites Pz. Les reseaux ne 
sont, par consequent, plus dupliques Z fois. Le calcul des couts est done pris en charge 
par le solveur qui a alors besoin de certains parametres pour ce faire. Effectivement, 
il faut transmettre a ce dernier la valeur des moyennes du nombre de credits et du 
nombre de jours de conge. De plus, puisque les penalites ne sont plus incluses comme 
des constantes sur des arcs, on doit modifier l'objectif pour considerer les nouvelles 
penalites. Ainsi, pour un employe e £ E et une etiquette k existant au noeud puit 
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te, le cout c
k du chemin associe a l'etiquette k sera : 
ck= >r c^+<- (4-24) 
Le terme nouvellement introduit jf est la valeur de la penalite du chemin correspon-
dant a l'etiquette k au noeud i, tandis que les variables x^ nous indiquent si l'arc 
(i,j) est utilise dans le chemin correspondant a l'etiquette k. En prenant la valeur 
de ce terme au noeud puits te, on obtient la penalite totale du chemin. La penalite 
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fe est calculee selon la fonction : 
<y£ = acr (max {0, Tt
mCrMa* - ^ c r })
2 + acg (max {o, Tt
mCgMax - ^g))" . (4.25) 
Dans le meme ordre d'idees, lors de la propagation d'une etiquette au noeud suivant, 
le terme plus haut doit etre recalcule a nouveau en tenant compte de la consommation 
des ressources NbCrMax et NbCgMax sur l'arc utilise pour propager. 
4.3 Agregation dynamique de contraintes 
Cette section porte sur l'agregation dynamique de contraintes d'un probleme de 
partitionnement d'ensemble dans un contexte de generation de colonnes. On presen-
tera d'abord un leger survol de la methode en portant particulierement attention 
au contexte de son emergence pour ensuite presenter la methode et quelques no-
tions theoriques qui s'y rattachent. On pourra finalement presenter l'application de 
l'agregation dynamique de contraintes etant donne l'application de la generation de 
colonnes au meme probleme. 
4.3.1 Introduction 
Cette methode existe principalement parce que la generation de colonnes peut 
mettre beaucoup de temps a resoudre des problemes de tres grande taille. En effet, 
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une methode de generation de colonnes n'arrivera pas a resoudre en temps raisonnable 
un probleme de quelques milliers de contraintes avec des colonnes comportant plus 
d'une dizaine d'elements non-nuls. Les instances resolues dans ce memoire comportent 
heureusement en moyenne moins de six elements non-nuls par colonne, ce qui permet 
de repousser un peu la limite du nombre de contraintes, mais comme en temoignent 
les resultats du prochain chapitre, lorsque la taille de Finstance grandit, le temps 
de calcul devient rapidement trop long. En effet, le temps de resolution peut aller 
jusqu'a un peu plus d'une dizaine d'heures pour un horizon de planification d'un 
mois. Or cette situation est loin d'etre ideale et une amelioration s'impose. 
La principale raison qui explique une telle explosion du temps de calcul en fonc-
tion de la taille du probleme est le phenomene de degenerescence. L'algorithme du 
simplexe utilise pour resoudre le PMR peut alors pivoter un tres grand nombre de 
fois sans changer de point extreme. En effet, dans un probleme de partitionnement 
d'ensemble de grande taille, c'est-a-dire comportant un grand nombre de contraintes, 
le nombre moyen de bases par point extreme est excessivement grand. C'est lorsque 
ce nombre est eleve que la degenerescence est susceptible de se manifester parce qu'il 
est possible de representer un meme point d'un tres grand nombre de manieres. La 
methode du simplexe peut alors faire plusieurs pivots et changer plusieurs fois de 
base, alors que toutes ces bases representent le meme point. Pour limiter la portee du 
phenomene, on peut diminuer le nombre de contraintes et ainsi diminuer le nombre 
de bases par point extreme et le risque d'effectuer des pivots degeneres. L'agregation 
dynamique de contraintes est done une technique qui vise a accelerer la resolution 
d'une iteration de generation de colonnes sans trop en augmenter le nombre et ce, 
en reduisant le nombre de contraintes grace a l'agregation de ces dernieres. En effet, 
pivoter dans un probleme ou les contraintes sont agregees est beaucoup plus rapide 
que dans un probleme ou elles ne le sont pas. 
Par ailleurs, l'agregation dynamique accelere aussi la resolution en nombres en-
tiers du probleme car elle necessite moins de noeuds de branchement en separation 
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et generation progressive (branch-and-price). En effet, lorsque les contraintes sont 
agregees, le nombre de variables fractionnaires a tendance a etre moins eleve, don-
nant lieu a un arbre de branchement beaucoup plus petit. II existe habituellement 
une multitude de solutions semblables dans le PMR du noeud zero et l'agregation 
dynamique a tendance a en choisir une comportant peu de variables fractionnaires. 
4.3.2 Description de la methode 
L'agregation dynamique de contraintes de partitionnement d'ensemble telle qu'uti-
lisee dans le cadre de ce memoire est une methode basee sur la generation de colonnes 
comme on en a decrit les principes de base lors des sections precedentes. Soit un pro-
bleme maitre (PM) comme celui decrit par (4.1)-(4.5). On cherchera a agreger plu-
sieurs contraintes selon une partition Q de toutes les contraintes de maniere a obtenir 
un PM agrege (PMA). Cette partition nous indique quelles taches ou contraintes se-
ront effectuees par une meme personne et par consequent, peuvent etre remplacees 
par une seule tache ou contrainte. La partition Q est telle que les regroupements 
(clusters) sont mutuellement disjoints et que ces derniers couvrent l'ensemble des 
taches. On peut resoudre le PMA de maniere a obtenir les valeurs des variables 
duales agregees desquelles on peut obtenir les valeurs des variables duales desagre-
gees. On expliquera un peu plus loin comment y parvenir. Ces valeurs peuvent etre 
utilisees, comme en generation de colonnes, pour resoudre le ou les sous-problemes. 
On obtient ainsi de nouvelles colonnes qui ne sont pas necessairement compatibles 
avec la partition Q, c'est-a-dire qu'une colonne nouvellement generee peut couvrir 
seulement une partie des taches d'un regroupement, ce qui nous empeche de l'inclure 
au PMA. Une colonne est done compatible par rapport a une partition Q si le chemin 
correspondant a la colonne (voir §4.2.1) passe par toutes les taches du regroupement 
ou par aucune et ce, pour tous les regroupements. Done, comme toutes les colonnes 
ne sont pas necessairement compatibles, il faut choisir s'il faut desagreger les regrou-
pements de taches du PMA qui rendraient compatibles les colonnes incompatibles 
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que Ton veut inclure ou continuer la resolution en n'incluant que les colonnes com-
patibles sans desagreger et conserver les colonnes incompatibles dans une pile pour 
un usage ulterieur. Le critere utilise pour decider s'il faut desagreger est le suivant : 
minpeP» cp 
r = ^—^ < A et min cp < 0, 
minpep^ cp PeP'Q 
ou PQ est l'ensemble des colonnes compatibles generees, P'Q est l'ensemble des co-
lonnes incompatibles generees, cp est le cout reduit d'une colonne p et A est un 
parametre. Les deux relations doivent done etre verifiees pour qu'il y ait desagrega-
tion. Une colonne incompatible ayant un fort potentiel de faire diminuer l'objectif 
par rapport aux colonnes compatibles declenchera done une desagregation de la par-
tition. Ainsi, le parametre A peut prendre n'importe quelle valeur positive, mais les 
meilleurs resultats sont obtenus lorsqu'il est compris entre zero et un, e'est-a-dire que 
Ton n'exige pas que mmpepi cp soit beaucoup plus petit que minpep" cp. 
II existe plusieurs variantes de l'agregation dynamique de contraintes, toutes is-
sues de l'amelioration de la methode initiale. La methode initiale, DCA (Dynamic 
Constraint Agregation) (El Hallaoui et al., 2005), est celle qui a ete decrite jusqu'a 
present et qui a servi de fondement aux suivantes. Toutefois, il faut introduire la 
notion de degre d'incompatibilite d'une colonne par rapport a une partition Q pour 
pouvoir introduire MPDCA (Multi-Phase DCA) (El Hallaoui et al, 2008b) qui est 
la premiere amelioration de DCA. Or, le degre d'incompatibilite est une mesure de 
la difference des regroupements des taches d'une colonne par rapport aux regroupe-
ments de la partition Q. Plus cette mesure est elevee, plus de regroupements de Q 
devront etre scindes pour que la colonne soit compatible avec la nouvelle partition. 
Une definition plus formelle et rigoureuse sera fournie plus loin dans la section sur 
les sous-problemes utilises. MPDCA propose done de controler les colonnes a inclure 
au PMA en fonction de leur degre d'incompatibilite p. Plus precisement, plusieurs 
phases sont effectuees (figure 4.6) et une phase k permet d'inclure toute colonne ayant 
un degre d'incompatibilite p < k. On augmente k iterativement jusqu'a |W| — 1 pour 
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obtenir une solution optimale, mais on peut decider de se limiter aux quelques pre-
mieres phases, ce qui est generalement une technique d'acceleration efficace rendant 
la methode cependant heuristique. En n'acceptant que les colonnes peu incompatibles 
au debut, on s'assure de ne pas trop ralentir la resolution du PMA. En effet, en intro-
duisant une colonne dont le degre d'incompatibilite est p, la partition Q comportera 
au maximum p regroupements ou contraintes additionnelles. Cette approche est ce-
pendant sensible a la qualite de la partition initiale, ce qui signifie que si on dispose 
d'une maniere efficace pour trouver une bonne partition initiale, la resolution du pro-
bleme sera rapide. Pour des fins de concision, la figure 4.6 montre le fonctionnement 
de l'algorithme MPDCA pour resoudre la relaxation lineaire d'un probleme, mais on 
peut aussi l'integrer a un schema de separation et evaluation progressive comme on 
l'a vu en generation de colonnes. 
Partition 
initiale Q 
Agreger le PM selon Q et poser phase k=0 
Resoudre le PMAQ 
Calcul des variables duales desagregees 
Generer et evaluer le cout reduit des 
colonnes p-incompatibles avec p < k 
k:=k+l 
Figure 4.6 - Algorithme MPDCA 
Dans un autre ordre d'idees, les deux methodes presentees convenaient mieux 
a des problemes ou le temps de resolution du probleme maitre etait important et 
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ne garantissait pas vraiment d'economies de temps au niveau des sous-problemes. 
BDCA (Bi-Dynamic Constraint Agragation) (El Hallaoui et al., 2008a) repond a ce 
besoin en agregeant les taches au niveau du sous-probleme aussi d'ou l'appellation 
de Bi-DCA parce qu'il y a agregation aux deux niveaux. C'est un parametre (5 qui 
regit l'agregation des taches au niveau du sous-probleme de la maniere suivante : 
on construit un sous-ensemble Q C Q des j3\Q\ regroupements dont les variables 
duales associees aux contraintes (4.2) correspondantes sont les plus negatives et on 
enleve tout arc du reseau pouvant mener a un chemin incompatible par rapport a 
un regroupement de Q. Les chemins generes par le reseau ainsi reduit peuvent etre 
fortement incompatibles par rapport k Q\Q, mais si la taille de Q est assez grande, 
la partition n'a pas a etre desagregee beaucoup pour pouvoir y inclure les nouvelles 
colonnes. Pour que l'approche demeure une methode exacte, si lors de la resolution 
d'un ou plusieurs problemes de plus court chemin a une iteration donnee on ne trouve 
pas de chemin(s) de cout (cout reduit) negatif dans le ou les reseaux agreges, le ou 
les reseaux seront completement desagregees et resolus a nouveau. Un des avantages 
de BDCA est que seules les valeurs des variables duales associees a Q \ Q ont besoin 
d'etre calculees en plus d'avoir a resoudre un reseau plus petit. 
Desagregation des variables duales 
On a presente plusieurs fois jusqu'a maintenant la problematique de la desagre-
gation des variables duales et c'est assurement la technique proposee pour resoudre 
le probleme qui assure le succes de DC A (El Hallaoui et al, 2005). Pour obtenir les 
valeurs des variables duales desagregees a a partir des variables duales agregees a, 
on doit resoudre un systeme d'equations et d'inequations de tres grande taille. En 
effet, si on definit Wi comme un regroupement de taches, L comme l'ensemble des 
regroupements tel que Q = {Wi : I £ L}, P'Q comme l'ensemble des colonnes incom-
patibles generees et PQ comme un sous-ensemble de P'Q pour lequel on veut que le 
bloc de contraintes (4.27) soit satisfait, on peut definir le probleme de satisfaction de 
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contraintes comme : 
^ aw = &i, V l G l (4.26) 
weWi 
J>wc^<cp , \fpeP^CPQ. (4.27) 
weWi 
Les contraintes (4.26) nous assurent que la somme des variables duales desagregees 
d'un regroupement equivaut aux variables duales agregees pour les contraintes que 
l'on cherche a desagreger et que les couts reduits du PMRA courant soient positifs ou 
nuls. Les contraintes (4.27) nous assurent que les couts reduits obtenus pour les co-
lonnes ou variables incompatibles choisies soient non-negatifs. Resoudre ce probleme 
directement peut s'averer tres couteux en temps de calcul etant donne sa grande 
taille. II est toutefois possible d'appliquer le changement de variable : 
h 
7rf = J > f , Vh£{l,...,\Wl\},leL, (4.28) 
i= i 
qui permet de formuler (4.26)-(4.27) comme un probleme de plus court chemin si 
on se limite a certaines colonnes pour peupler PQ. Le lecteur est invite a consulter 
El Hallaoui et al. (2005) pour connaitre le type de colonnes a inclure a PQ et la 
maniere de construire le graphe duquel on peut trouver les plus courts chemins. 
4.3.3 Application de MPDCA au CBMPE 
Mentionnons d'emblee que l'on utilise toujours un cadre de SGP et que l'arbre 
d'enumeration, quoique plus petit en raison du nombre moindre de variables frac-
tionnaires, est toujours de grande taille. On a done encore recours a des regies de 
branchement heuristiques soit les memes que celles utilisees en generation de co-
lonnes. On a cependant ajoute une autre regie accelerant la resolution. Puisque l'on 
sait que la valeur de la relaxation lineaire a la derniere iteration du noeud zero de 
l'arbre d'enumeration est bien meilleure qu'en generation de colonnes, on cherchera 
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a en profiter. La borne inferieure du noeud pere sera done utilisee comme borne in-
ferieure approximative pour arreter la resolution d'un noeud de branchement, meme 
s'il est possible qu'il existe encore des colonnes de cout reduit negatif a generer a ce 
noeud. 
Par ailleurs, la principale difference dans la modelisation d'un probleme pour l'ap-
plication de MPDCA par rapport a la generation de colonnes est dans la formulation 
du sous-probleme. En effet, il faut modifier legerement cette derniere en y ajoutant 
quelques noeuds et arcs pour inclure des chemins correspondant a la partition ini-
tiale deduite de la solution de 1'algorithme tabou. Tout le reste demeure identique 
principalement parce que la formulation pour la generation de colonnes etait prevue 
en consequence d'une utilisation ulterieure des memes reseaux pour l'application de 
l'agregation dynamique. L'idee derriere l'ajout des noeuds et arcs est qu'il doit etre 
possible pour 1'algorithme de programmation dynamique des sous-problemes de trou-
ver un chemin correspondant a l'horaire d'un employe d'apres la solution initiale sans 
utiliser les arcs d'attente. II existera done un chemin partant de la source visitant 
consecutivement tous les arcs correspondant aux taches d'un horaire de maniere a 
ce qu'aucun arc du reseau courant autres que ceux correspondant a la realisation 
de la tache ne soit utilise. II faut done ajouter des arcs pour que de tels chemins 
existent. Cependant, pour s'assurer que la consommation des ressources soit juste, 
on a besoin de deux arcs entre deux taches d'un meme horaire, d'ou l'introduction 
de noeuds supplement aires. En effet, il est possible qu'il y ait des journees de conge 
entre deux taches, ce qui implique qu'il faille remettre a zero la ressource comptant le 
nombre maximal de jours travailles consecutifs. Cependant, il faut aussi ajouter une 
unite a cette ressource pour comptabiliser correctement le premier jour travaille de la 
rotation, mais il est impossible d'a la fois remettre a zero et consommer une unite de 
la meme ressource sur un seul arc. Les noeuds introduits sont identiques a n'importe 
quel noeud sur l'axe du temps, hormis les minuits. Quant a eux, les arcs (voir les arcs 
en gras de la figure 4.7) valent la peine que Ton s'y attarde; on en retrouve quatre 
types : 
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- Arc source a debut premiere tache : Cet arc n'existe que pour les employes 
anonymes et les employes identifiables n'ayant pas de taches preassignees en 
debut d'horizon. En effet, un arc existe deja entre la source et la premiere tache 
dans le reseau pour la generation de colonnes pour les employes ayant une tache 
preassignee en debut d'horizon. On consommera le nombre de jours de conge 
equivalent au nombre d'arcs de minuit a minuit qu'il aurait fallu emprunter 
pour se rendre au noeud de debut de tache a partir de la source. On ajoute 
aussi un jour travaille consecutif et il existe un arc de ce type par employe. 
- Arc fin de tache a noeud intermediate : C'est sur cet arc que seront consommes 
les jours de conge correspondant a ce qui aurait ete consomme en passant par 
les arcs auparavant presents dans le reseau. Plus precisement, sera consomme 
le nombre de jours de conge qu'aurait un chemin entre la fin de la tache et le 
debut de la suivante. Si le nombre de jours de conge est strictement positif, la 
ressource comptabilisant les jours travailles consecutifs sera remise a zero. 
- Arc noeud intermediate a debut de tache : Cet arc a pour unique but de comp-
tabiliser un jour travaille consecutif si la fin de la premiere tache est au moins 
un jour plus tot que le debut de la tache suivante. On ne pouvait pas a la fois 
ajouter une unite consommee a cette ressource et la remettre a zero et c'est ce 
qui explique qu'on utilise deux arcs plutot qu'un seul. 
- Arc fin derniere tache a puits : La consommation des jours de conge sera ana-
logue a ce qui est fait pour les autres types d'arcs. II existe un arc de ce type 
par employe. 
Le reseau equivalent pour un employe identifiable ne sera pas presente puisqu'il est 
relativement facile de se l'imaginer a partir du graphe presente a la section precedente. 
Par ailleurs, c'est a l'aide du graphe de la figure 4.7 qu'il est le plus facile d'expliquer 
clairement la notion de degre d'incompatibilite. On peut voir cette mesure comme 
une ressource non-decroissante sur le reseau. Tout arc permettant, a partir d'un 
chemin initial, d'aller vers l'axe du temps consommera une unite de cette ressource. 
De maniere analogue, tout arc partant d'un noeud sur l'axe du temps autre que la 
source et se rendant a un noeud sur le chemin initial comptabilisera une unite de cette 
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ressource. Dans le graphe, les arcs consommant la ressource degre d'incompatibilite 
sont marques d'un 1°. Par exemple, pour un chemin initial, il en coutera quatre unites 
de cette ressource pour couvrir une rotation appartenant a un autre chemin initial 
s'il y a des taches avant et apres la rotation dans les deux chemins. II est facile de 
s'imaginer qu'un tel chemin est non desirable puisqu'il modifie considerablement la 
partition Q. 
Rotation Rotation 
>jp Fin de tache avec repos post-courrier ^& Debut de tache 
iv ) Noeuddejonctionde debut | | | Fin de tache 
| 1 | | | Minuit ^ ^ ^ ^ ^ ^ ^ ^ Chemins initiaux 




Ce chapitre est consacre aux resultats des experimentations sur les methodes pre-
sentees. II convient tout d'abord de presenter les instances utilisees pour les tests et 
la maniere de les obtenir. Par la suite seront presentes les resultats des approches uti-
lisees en debutant d'abord par la methode de recherche taboue en tant que methode 
de construction d'une solution initiale. On presentera ensuite les resultats obtenus 
par generation de colonnes et ceux obtenus avec la methode d'agregation dynamique 
de contraintes. Les essais ont tous ete realises a l'aide de Grid Engine du GERAD 
(Groupe d'Etudes et de Recherche en Analyse des Decisions) sur les machines Gauss 
(4x Dual Core AMD Opteron 275 - 2193,82 MHz, 8Gb RAM , linux 64 bit). 
5.1 Instances traitees 
Les donnees utilisees pour tester les methodes de resolution proviennent d'un 
client de la compagnie Kronos Inc. et un seul jeu de donnees de 2924 rotations sur 
un horizon d'un mois a ete utilise. Pour effectuer des tests sur des instances de taille 
differente, des sous-ensembles de 291, 506, 700, 974, 1187, 1507 et 2165 rotations 
prises au hasard ont ete construits. Toutes ces donnees ont ete reprises des travaux 
de Boubaker (2006) et sont identiques. Quant a elles, les taches preassignees et les 
periodes de vacances, qui ne faisaient pas partie des donnees de Boubaker (2006), ont 
ete generees aleatoirement selon certains parametres que Ton s'efforcera de decrire. 
Tout d'abord, a partir d'un jeu de donnees comportant seulement des rotations, 
il est relativement simple d'obtenir une bonne approximation du nombre de taches 
preassignees qu'une instance reelle contiendrait. II suffit de faire une moyenne du 
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nombre de rotations en cours sur plusieurs minuits au milieu de l'horizon de plani-
fication. Ainsi si la fin de l'horizon de planification etait devancee, la fin des taches 
coupees deviendrait des taches preassignees pour l'horizon suivant. Par ailleurs, les 
taches preassignees debutent toutes, par definition, au temps zero et se termine en 
moyenne [id/2 jours plus tard selon une distribution uniforme ou fid est la duree 
moyenne d'une rotation. 
Par ailleurs, la generation de periodes de vacances depend de plusieurs hypotheses. 
On suppose que les vacances peuvent durer 3, 7 ou 14 jours et que ces durees sont 
representees equitablement. D'une part, les periodes de vacances ou les conges de-
butent et se terminent a minuit et peuvent avoir lieu a n'importe quel moment dans 
l'horizon de planification. D'autre part, on a estime, d'une maniere arbitraire, que le 
quart des employes prenant des vacances aurait aussi une tache preassignee dans leur 
horaire. Du cote du nombre de periodes de vacances a generer, on suppose d'abord 
que les employes ont droit a trois semaines de vacances par an. Si on note \E\ le 
nombre d'employes, le calcul du nombre de jours de vacances a generer pour un mois 
est : [ '*2* . En supposant que Ton doit generer autant de blocs de 3, 7 ou 14 jours, 
le nombre de blocs d'une seule des durees est : (3+7+14)^12 • 
Finalement, puisque l'objectif consiste a minimiser la somme ponderee de l'ecart-
type des credits et des jours de conge, les employes ayant une periode de vacances de 
deux semaines sont desavantages par rapport aux employes n'en ayant pas puisqu'ils 
n'ont que la moitie de la periode pour accumuler les credits et les jours de conge. 
Pour palier ce probleme, il suflit de crediter des jours de conge et des credits pour 
les periodes de vacances. On estime a 4500 la moyenne des credits a attribuer a un 
employe pour un horizon de planification d'un mois, ce qui correspond approxima-
tivement a 150 credits par jour. Done 150 credits seront credites pour chaque jour 
de vacances. De maniere semblable, les employes ont droit a au moins 10 jours de 
conge par mois. On credite, par consequent, un tiers de jour de conge par jour de 
vacances et on arrondit a l'entier superieur pour que le nombre total de jours de 
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conge credites soit entier et non mil. Par ailleurs, pour les taches preassignees, on ne 
credite pas de jours de conge, mais seulement des credits. Etant donne la duree deja 
etablie de ces taches, on accorde un credit pour 6,65 minutes de ces dernieres. Ce 
nombre correspond au rapport moyen entre le nombre de credits et la duree d'une 
rotation pour l'instance complete. 
D'autre part, puisque Ton ajoute des taches au probleme, il faut aussi ajuster le 
nombre d'employes pour ne pas affecter la realisabilite de ce dernier. On recalcule 
done le nombre d'employes disponibles en faisant la somme des credits de toute tache, 
incluant les periodes de vacances, et on divise ce nombre par 4500 qui est le nombre 
moyen de credits par employe souhaite. On arrondit le resultat a l'entier superieur et 
e'est pourquoi on obtient un nombre de credits toujours legerement inferieur a 4500. 
Le tableau 5.1 resume les caracteristiques des instances telles que le nombre de 
rotations n, le nombre de taches preassignees Nbcarry-in, le nombre de periodes de 
vacances Nbvacances, le nombre d'employes Nbemp, le nombre d'employes etant consi-
dered comme anonymes Nbanonymes, le nombre de contraintes dans le probleme maitre 
en generation de colonnes NbctrPM, le nombre moyen de credits par employe jicr et, 
finalement, une approximation du nombre moyen de jours de conge par employe faite 
a l'aide de l'algorithme de recherche taboue pour solution initiale. C'est cette derniere 
valeur, arrondie a l'entier le plus pres, qui sert a construire les modeles en generation 
de colonnes et en agregation dynamique de contraintes. On identifiera une instance 
par son nombre de rotations n dans les tableaux subsequents. 
5.2 Resultats de l'algorithme tabou 
Pour ces essais, on a permis a 1'algorithme de s'executer pendant des temps ar-
bitrages comparables aux temps de Boubaker (2006). Le tableau 5.2 indique pour 
chaque instance : le nombre d'iterations necessaires a l'obtention d'une solution rea-
lisable Nblterini, le temps en seconde pour y parvenir Tini, le nombre d'iterations 
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requis pour trouver la meilleure solution NbItersoi, le nombre total d'iterations ef-
fectuees NbItertot, le temps total d'execution de Falgorithme Ttot et, finalement, le 
nombre moyen d'iterations effectuees par seconde IterParSec. On remarque que le 
nombre d'iterations necessaires a l'obtention d'une solution initiale est sensiblement 
le meme que le nombre de rotations, ce qui nous indique que Falgorithme cible bien 
les violations de contraintes et n'effectue pas beaucoup de mouvements inutiles. Tout 
ceci permet d'obtenir une premiere solution realisable tres rapidement. Cependant, 
de maniere generale, le nombre moyen d'iterations par seconde tend a decroitre selon 
la taille de l'instance, indiquant que Falgorithme est sensible a cette taille. Ce com-
portement est du au fait que lors de la phase d'uniformisation des horaires, le nombre 
de minimums locaux est eleve, rendant souvent necessaire Fexploration complete des 
voisinages propres a la phase d'uniformisation dont la taille croit exponentiellement 
par rapport a celle de l'instance. La strategie de la premiere amelioration est impuis-
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sante face a un nombre eleve de minimums locaux, a l'instar de Boubaker (2006) qui 
se limitait a un sous-ensemble de taille constante de son voisinage, rendant l'effort de 
calcul moins dependant de la taille de l'instance. On remarque une legere anomalie 
quant au nombre d'iterations par seconde obtenu pour la derniere instance. II serait 
possible que ce resultat soit du au fait que l'algorithme est beaucoup plus rapide 
lorsque la solution est non realisable en raison de la taille restreinte des voisinages 
lors de cette phase. 
Le tableau 5.3 presente les caracteristiques des solutions obtenues avec 1'algorithme 
de recherche taboue pour chaque instance : l'ecart-type des credits pour la premiere 
solution realisable trouvee a^,°hn\ l'ecart-type des jours de conge pour la premiere 
solution realisable c r^ i m , le nombre de credits de l'horaire qui en contient le moins 
dans la meilleure solution Miner, le nombre de credits de l'horaire qui en contient 
le plus dans la meilleure solution Maxcr, l'ecart-type des credits dans la meilleure 
solution acrt le nombre de jours de conge dans l'horaire qui en contient le moins pour 
la meilleure solution Mincg, le nombre de jours de conge de l'horaire qui en contient 
le plus dans la meilleure solution Maxcg et, finalement, l'ecart-type des jours de 
conge de la meilleure solution acg 



















































































D'une part, peu de statistiques sont fournies sur les premieres solutions realisables 
etant donne la pietre qualite de ces dernieres. En effet, avec des ecarts-types approxi-
mativement cinq fois plus eleves que les solutions de la generation de colonnes pour 
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les credits et presque trois fois dans le cas des jours de conge, il est evident que ces 
solutions ne sont pas directement utilisables. D'autre part, la qualite des meilleures 
solutions trouvees est considerablement meilleure, voire meme excellente compte tenu 
du temps consacre a la resolution. Ces solutions pourraient etre une alternative inte-
ressantes aux solutions obtenues par generation de colonnes dans le cas ou le temps 
disponible a la resolution est tres limite. Cependant, la qualite tend a diminuer en 
fonction de l'augmentation de la taille de l'instance. Toutefois, d'apres le tableau 5.2, 
on remarque que les meilleures solutions des plus grandes instances ont ete obenues 
pres des dernieres iterations, ce qui nous laisse esperer qu'en augmentant le temps 
resolution, on obtiendrait de meilleures solutions. Les resultats obtenus ici sont signi-
ficativement meilleurs que ceux obtenus par Boubaker (2006) en termes de qualite 
de solution pour une duree comparable. 
5.3 Resultats de la generation de colonnes 
Les resultats qui suivent ont ete obtenus a l'aide de la version 4.5 de GENCOL, 
une librairie de fonctions en langage C congue a l'origine par des chercheurs du 
GERAD et permettant d'implanter la methode de generation de colonnes decrite en 
§4.2. L'unite de mesure du temps est la seconde et les resultats des deux modeles vus 
au chapitre precedent seront presentes dans deux sections differentes. 
5.3.1 Modele avec fonction en escalier 
Le tableau 5.4 presente des statistiques sur la resolution par GENCOL du modele. 
Parmi ces statistiques, on retrouve pour chaque instance : le temps total necessaire a 
la resolution TTotai, le temps passe a resoudre le probleme maitre TPM, le temps passe 
a resoudre les sous-problemes Tgp, le nombre de sous-problemes Nbsp, le nombre de 
noeuds de branchement dans l'arbre d'enumeration en SGP Nbnoeuds, le nombre de 
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variables fractionnaires a la derniere iteration du noeud zero Nbfrac et, finalement, 
le nombre d'iterations effectuees. 
On remarque que les temps augmentent rapidement avec la taille de l'instance et 
que ce n'est que pour la derniere instance que le temps consacre au PM devient plus 
grande que celui consacre au SP. C'est done pour cette instance que Ton croit que 
l'application de l'agregation dynamique aura le plus grand impact. Etonnamment, 
moins de noeuds de branchement ont ete necessaires pour la plus grosse instance 
que celle ou n=2165, alors que de maniere generale, plus la taille est grande, plus 
le nombre de noeuds Test. On peut expliquer ce resultat par le fait que les regies 
de branchement sont heuristiques et que pour n=2924, de bonnes decisions ont ete 
prises. On remarque aussi le nombre eleve de variable fractionnaires, ce qui permet 
d'affirmer que la quantite de travail a effectuer en SGP est importante. 
Le tableau 5.5 presente des statistiques sur les solutions obtenues. Ces statistiques 
sont les memes que celles presentees dans les 6 dernieres colonnes du tableau 5.3. 
On voit dans le tableau 5.5 que les solutions que Ton obtient sont definitivement 
meilleures que celles obtenues par la methode taboue (tableau 5.3). De plus, en 
observant les resultats des mesures de dispersion fournies que les horaires des solutions 
finales sont tous issus des sous-problemes associes aux deux niveaux de flexibilite les 
plus serres. Cependant, on observe que la qualite des solutions tend a diminuer avec 
la taille de l'instance, ce qui n'est pas un comportement souhaitable. 
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5.3.2 Modele avec fonction tronquee 
Pour ce modele, nous presentons d'abord le tableau 5.6 qui rapporte les resultats 
concernant la qualite des solutions. 
Les solutions obtenues contiennent toutes le defaut evoque lors du precedent cha-
pitre a savoir que le nombre de credits et le nombre de jours de conge de l'horaire 
en contenant le moins s'approchent beaucoup des bornes inferieures correspondantes 
puisque ce cas est fortement sous-penalise. Ce modele donne done des solutions de 
qualite moindre par rapport au modele avec la fonction escalier pour des temps de 
resolution tres semblables. Les statistiques detaillees sur les temps de resolution ne 
seront done pas presentees. Cette approche est largement supplantee par l'algorithme 
de recherche taboue si on considere les temps de calcul. 
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5.4 Resultats de Pagregation dynamique 
On presente dans le tableau 5.7 les statistiques de resolution des instances avec 
l'agregation dynamique (MPDCA). 
On voit rapidement que les temps de calcul sont moins importants qu'en generation 
de colonnes et que cette baisse est plus marquee au niveau du PM. De plus, un nombre 
beaucoup moins eleve de noeuds de branchement a ete necessaire principalement en 
raison du nombre moins eleve de variables fractionnaires. On voit aussi que le temps 
consacre a la resolution des sous-problemes est considerable par rapport, a celui 
requis pour resoudre le PM alors que le nombre de SP est le meme qu'en generation 
de colonnes. En effet, MPDCA permet de reduire le temps total de resolution par 
rapport a la generation de colonnes en moyenne par un facteur de trois alors que ce 
facteur est plutot pres de 87 pour le PM, mais de seulement de 1,8 pour le SP. De 
plus, avec MPDCA, le nombre de noeuds de branchement resolus est en moyenne 3,3 
fois moins eleve alors que le nombre de variables fractionnaires Test 1,8 fois moins. 
Cependant, alors que Ton s'attendait a une augmentation du nombre d'iterations, 
on constate plutot une diminution. On explique ce comportement par le fait qu'un 
nombre considerablement moins important de noeuds de branchement sont resolus 
en raison du nombre moins eleve de variables fractionnaires. 
Le tableau 5.8 presente les resultats permettant de quantifier la qualite des solu-
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tions obtenues avec MPDCA. Les colonnes sont identiques a celles du tableau 5.3, 
5.5 et 5.6. 
On voit dans le tableau 5.8 que les solutions obenues avec l'agregation dynamqiue 
sont nettement meilleures que celles obtenues avec la generation de colonnes. Les 
ecarts-types des credits y sont considerablement reduits par rapport aux solutions 
obtenues en generation de colonnes, tandis que les ecarts-types des jours de conge le 
sont aussi, mais de fagon moins spectaculaire. 
5.5 Conclusion 
Les resultats presentes demontrent clairement que l'application de l'agregation 
dynamique a un impact important en ce qui a trait a l'amelioration, a la fois des 
temps de calcul et de la qualite des solutions. Cependant, tandis que Ton reussit 
a couper les temps de calcul d'un facteur d'environ deux a trois, les travaux de 
Boubaker (2006) presentent plutot une application ou les temps sont coupes par un 
facteur de 60. Bien que, dans le cas present, le temps consacre au PM est diminue 
d'un facteur moyen d'environ 87, le temps consacre au SP n'est diminue en moyenne 
que d'un facteur de 1,8. 
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CONCLUSION 
Dans le cadre de ce memoire, nous avons cherche a resoudre le probleme de 
construction des horaires personnalises de personnel navigant avec equite. Ce pro-
bleme en est un de tres grande taille et est long a resoudre avec les approches 
traditionnellement utilisees comme la separation et generation progressive (SGP). 
Nous avons done propose de remplacer la generation de colonnes utilisee en SGP 
par l'agregation dynamique de contraintes, une methode a la fine pointe de la tech-
nologie. Cette methode necessitant une solution initiale realisable pour le probleme 
nous avons developpe une metaheuristique de type recherche taboue pour en trouver 
une. Les resultats obtenus montrent que l'approche permet de resoudre les temps de 
calculs en moyenne par un facteur 3 tout en permettant de reduire les ecarts-type 
des credits en moyenne par un facteur de 1,32 et les ecarts-type des jours de conges 
en moyenne par un facteur de 1,19 
Ce memoire a repris en partie les travaux de Boubaker (2006) sur la version 
anonyme du probleme. Bien que les problemes soient similaires, l'implantation des 
memes approches de resolution aux deux differents problemes est considerablement 
differente. L'application avec succes de l'agregation dynamique de contraintes a un 
probleme decompose selon Dantzig et Wolfe (1960) comportant un nombre tres eleve 
de sous-problemes constitue une premiere. La metaheuristique et les mecanismes de 
controle en generation de colonnes utilises ont revele des ameliorations considerables 
par rapport aux travaux de Boubaker (2006). Les resultats obtenus a l'aide de l'agre-
gation dynamique de contraintes sont cependant moins spectaculaires. Ces derniers 
etaient, par contre, previsibles etant donne que l'agregation dynamique est une me-
thode reduisant essentiellement les temps de resolution du probleme maitre et que 
le probleme a resoudre dans le cas present necessite enormement d'efforts dans la 
resolution des sous-problemes. 
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En observant les resultats obtenus a l'aide de MPDCA, on constate que le temps 
consacre a resoudre les sous-problemes devient disproportionne par rapport au temps 
consacre a resoudre le probleme maitre. C'est done au niveau du sous-probleme que 
se trouve le potentiel d'amelioration de 1'application. L'application de BDCA est 
done une avenue interessante et la suite logique a la poursuite des travaux. Cette 
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