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J 1 . The simultaneous solutions of an involutory system of
two linear homogeneous partial differential equations o 1 ' the
second order, with two independent variables , and a similar equa
-
_
tion of the third order .
Let there be given a system of partial differential equations
of the form
A
0) C
where
A'-
and where A, J* are analytic functions of u, and v ,
such that not all of the second order determinants of the matrix
A & C(2)
vanish
.
A' ,B' C'
Differentiation of these equations with respect to^and v
gives
(3)
so that it is possible to express the third, and indeed all higher
derivatives of
^
in the form
provided the determinant o 4 the coefficients,ABC ©
o A £ C
A' 3' C o
o A* £' C
= K

2.
is not identically equal to zero.
The theory o^ the invariants and covariants of system (1),
in the case that K does not vanish identically, forms a basis for
the projective differential geometry of non-developable surfaces.
That theory has been developed by Professor WIICZYUSZI,* The
object of this paper is to give a similar theory for developable
surfaces.^ The writer takes this opportunity to thank Professor
'"ILCZYNSKI for personally directing this work.
We shall consider a system of form (1) for which Kis
identically equal to zero. Since not all of the second order
determinants of the matrix (2) vanish, all of the third order
minors of K cannot be identically equal to zero. Therefore, if,
in addition to equations (1), any linear homogeneous partial
differential equation of the third order,
independent of equations (3) be given, it will again be possible
to express all the derivatives ofy in the form (4).
The new system, composed of a system of equations of form
(1), for which K vanishes identically, and of equation (5), and
for which certain integrability conditions, to be discussed
presently, are satisfied, will be called system (A). The theory
of the invariants and covariants o u ' this system forms a basis for
the projective differential geometry of developable surfaces, as
* E. J. WILCZYUSKI. Projective differential geometry of
curved surfaces . See especially fourth memoir
,
Transactions
of the American mathematical Society, vol. 15 (1909)
,
p. 76. See
also preceding memoirs, vol. 8 (1907), p. 233; vol. 9 (1908),
p. 79; p. 293.
t Unless otherwise stated, the term developable surfaces
will be understood to include cones.
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will be shown.
Let m be a solution ©f system (A), analytic in the vicinity
of (u,0t Vo ) f so that it may be written
where etc., are the values of ^or = 1/0 .
Since all derivatives of
^
can be expressed uniquely in the form
(4), the series (6) may be put in the form
where
^'>y "> • * are analytic functions of -a.-***, 1/ .
The number of linearly independent analytic solutions of (A) is
equal to the number of arbitrary constants in the general solution
(7). On account of equations fl) not all of the six constants,
g", > - -- f^, are arbitrary. The following system of eouations
is always equivalent to system fl),
* + (Ah) n^+fac)^ + (J%)^ + j„ + (M) g
(c/n^-. +(cb)~^ +* + fc3;^+ itM^ =
where = AS'/l'M, etc. The following cases may be distinguished.
I. If the determinants
,
(5C ) , (Ol) are all different
from zero, each of the second derivatives of
^
may be expressed
linearly in terms of any one of them andy,^,^ ; so that every
expression of form (4) may be reduced to any one 0^ the following
forms
( 9 ) <x, aj^si + fl, fl*
+
y. jj+ + £ ff>
(1(3)) dL^ + ft x q„+ j„ * ft
*3 ^ + + Y>fr + ft %
Since K 9 ^AJ 1'- ([lA)CQC)is identically equal to zero, if
one 0^ the three determinants (AB
)
,
{Be)
t
{CA) vanishes, at least
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one of the others must also be equal to zero. We therefore
consider the following additional possibilities.
II. If and (BC) were identically equal to zero, (CA )
would also be identically equal to zero, and the above equations
(8) would reduce to the irst order or disappear. Both possibil-
ities have been excluded by the assumption that the second order
determinants ©i the matrix (2) are not all equal to zero.
III. If (3C) and (CA) are identically equal to zero, while
(AB) is different from zero, every expression of form (4) may be
reduced to form (11).
IV. If {C/t) and (AB) are identically equal to zero, while
i&C) is different from zero, every expression of form (4) may be
reduced to -f'orrn (9).
It is to be noticed that forms (9) and (11) are identical,
except for an interchange of the variables 4t> and ^ , so that
cases III. and IV. may be regarded as identical except for the
notation.
Multiplying equations (3), in order, by the minors of the
first, second, third and fourth elements in the first column of
K
,
and adding, we find
(12) A,^ + 8,g„ +C,g„ + d, g„ + Z,^ + %j = o }
where
B C o
A* ABC
*L + %' /2>'c'o
Ai A'B'C
etc
.
,
Let the left member of equation (12) be reduced, by means
of equations (8) to one of the above forms, (9), (10), or (11),
so that (12) takes the form

5.
where ur stands for
ym^ J ^m v f
or
fl**-
^ a^
"
f
'
our the coefficients
of the new equation are not identically equal to zero, it is
possible, by means of this equation, to reduce any expression of
the chosen form to one involving- not more than three terms. In
this case system (A) cannot have more than three linearly inde-
pendent analytic solutions. If all of the coefficients of equa-
tion (13) are identically equal to zero, equations (1) are said
to be in involution * In this case there is a possibility that
the four quantities y,y^,yf/^,^ remain arbitrary, so that system
(A) has four and only four linearly independent solutions.
It must be noticed, however, that some of the derivatives of
may be computed in more than one way; for example
f
In order, therefore, that the expressions of form (4) "or the
derivatives may be consistent, certain so-called integrability
conditions must be satisfied. They are of tie form (13). Let
there be m independent conditions in the set, from which all
others may be derived,
(14) Pir$~+ y«%< + t*{f st>, I** ~ y
The number of linearly independent quantities,-**?^.,^ , ^ is
reduced by at least one for each non-identically satisfied equa-
tion of the set (14). But if equations (14) are all identically
satisfied, that is, if
oc* . ft* - TV - = : («->.*.
all four quantities^ 4</
'
J*' ^> ma^ reaa-in arbitrary, so
that system (A) has four linearly independent solutions.
The following theorem may now be stated. Given a system of
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part ial differential equations of form (A), consisting of a
system of form (1), for which K is identically equal to zero,
and an equation of form (5), not derivable from equations (1),
all of whose coefficients are analytic functions; (<*) if the
determinants (AA), fjj£j , jcA) are not all identically equal to
zero, (|3 ) if equations (1) are in involution, (y ) i J ' the integ-
rability conditions are identically satisfied, system (A) has
four and only four linearly independent analytic solutions. If
any one of the f.bove conditions (op
, (ft) , (y) , is not satisfied,
the number of linearly independent solutions of system (A) is
less than, or exceeds, four.
To complete the proo 4 of this theorem it suffices to apply
well-known existence theorems.
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§ 2 . Geometric interpretation . The integrating developable
surface .
If the conditions (<* ) , (-/) are satisfied, system (A)
has precisely ''our linearly independent analytic solutions. Let
these he
Interpret tj as the homogeneous coordinates o^ a ooint *js
in space. As u, and v assume all of their values,^- describes
a surface S , an integral surface of the system. This surface
cannot degenerate into a curve, ^or if degenerated in that
way, the ratios of
f***
wou ^- d be functions of a single
variable ^ = and £ ^ ^ themselves would be solu-
tions of some linear partial differential equations of the first
order,* which is contrary to the assumption that the system has
four linearly independent solutions.
The surface *S is not unique. The most general system of
linearly independent analytic solutions of (A) is
where the determinant of the constant coefficients C^does not
vanish. The most general integral sur race o^ (A) is, therefore,
a projective transformation of any particular one.
The integral surface is, moreover, a developable. This
follows from the fact that equations (1) are in involution. Con-
versely, it can be shown that every developable is an integral
surface of an involutory system of form (1). A proof o^ these
statements has been given by Professor WILCZY1ISKI . 1*
Therefore, the theory of a system of partial differential
equations of form (a), tor which the conditions (op, (ft), (y)
are all satisfied, is identical with the projective differential
geometry o^ developable surfaces in three-dimensional space.
*Ibid., vol. 8, p. 237. tloc. cit., pp. 238-240.
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5 3 . First intermediate form . The surface referred to its
generators .
For present purposes, it will be convenient to take system
(A) in the following form
(16) a *^
(18) y¥„ - + y
which will hereafter be called system (3). It was shown in §1,
that system (A) can always be reduced to the form (B), except
that if (CA) and (AB) are identically equal to zero, the vari-
ables u and v must be interchanged. The theory, therefore, can
suffer no essential loss of generality in conseouence of this
choice of the form (B).
^or system (B), the value of A? is , and this is,
of course, assumed to be identically equal to zero.
Differentiation of equations (16) and (17), with respect to
-a- and v
,
gives
( 20
)
where <*, = + a£ + c a** , etc.
Multiplying equation (20) by af
, (21) by —a/ , (22) by
and adding, we find
(23) (n-A' 1)^** = +*<*4)g** + la'/l^-Afc + ^
Since equations (16) and (17) are in involution, all of the
coefficients in equation (23) must be identically equal to zero.
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It will not be necessary to develop the inteprabili ty con-
ditions explicitly at the present moment. It is assumed that
they are satisfied identically, so that system (3) has 4'our and
only -Tour linearly independent analytic solutions.
If a surface is represented by equations of the form (15),
a transformation of the form
(24) JZ = (flex*,*), ~V = if> ,
will modify at most the parametric curves on the surface but not
the surface itself.
Let the transformation (24) be applied to system (3). If
the resulting system be solved for and Zj^ , the new coef-
ficients corresponding to ^ and a/ are found to be
(25) ^ =
2U '
j
= & + 0-4*I - *'4Jv - *'<kfc
-
2*' 4~4* + *4« 4~ - 2*' 4-4* +- ^4?
which gives 0> - &> = o
f
as it should. The other coefficients
of the new equations o r the second order are fractions with the
common denominator
for example,
(26) Ac = (r4^^c.4^^^l^^c^)L4A^^i4.-^'^)
The coefficients of the new equation of the third order, ob-
tained by solving the transforms of equations ( 18 ) , (19 ) , (21 ) , (22
)
for
^,„„
are fractions with the common denominator {^Lv£ *~
<f>*
)
**•
If be chosen so as to satisfy the equation
(27) =
the numerators of (Z and dS will both vanish. The denominators,
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however, cannot vanish; for, if this expression were equal to
zero, it would be necessary to have
which is contrary to the assumption that $ and */* are indepen-
dent functions of u, and »< If, therefore, the transformation be
subjected to the single condition (z7 ) , the new equations of the
second order will be free from the terms in
If a. = = the original system has the desired form
without transformation. -uppose this to be the case, or imagine
that a first transformation of this character has been made.
Then the system to be considered has the form
This will be called system (C), or the first intermediate form
of system(B )
.
Equation (23) shows that the two equations of the second
order, which appear in this system, are always in involution.
It is not necessary, therefore, from now on, to pay attention to
the involutorial conditions.
The integrability conditions ror this new system require
that C be equal to zero identically. This is seen at once, by
differentiating equation (28) with respect to /, (29) with res-
pect to 4a*
,
and equating the coefficients of in the result-
ing expressions for
fl"
L~" '
Since C is zero, equation (28) shows that the curves
^ « const., upon the integral surfaces o f" system (G), are straight
lines. The reduction of a system of form (A) to form (C) is,
therefore, equivalent to~tne determination ot xne straight lm
e
generators~of its developable~integral surfaces.

11
.
§4 . Second lntermed iate f
o
rm . The surface referred to its
plane se ctions.
Equations (£5) and (26) show that the form of system (C)
is not changed by any transformation o r the form
(31) Zl = , V - ^C"h
where <j> and ^ are arbitrary functions of the arguments indi-
cated. Making this transformation, and solving the resulting
equations for , we find for the new coefficient correspond-
ing to Jb- in the original system,
(32) I" (/« + x I
where
+ By + rfy + aV7v
, ^ y = ^
It is possible, therefore, to make i-*-- o
,
by solving a
differential equation of the third order for the function^, viz.
(33) Jr" +X
Imagine this to have been done, or that 4r' is already equal to
zero. Then the system of equations under discussion has the
following form,
(34) ^Wj,
(35) ^ » +
(36) ^ =
which will be called form (D), or the second intermediate "orm
of system (A) •
Equation (36) shows that the curves i*=const
. ,
upon the in-
tegral surfaces of system (D ) , are plane curves. Conversely, if
_
—
'
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the curves -const . are plane curves, the four linearly indepen-
dent analytic func t ions, y ! *f t *ff must satisfy an equation
of this form. Therefore, the reduction of sys tem (C ) to a system
of form (D), or the reduction of system ( A ) to a system which
_
contains an equation of form (56), is equivalent to the determin-
ation of a one parameter family of plane sections o the integral
develonabe surfaces of the original system.
"henever the generators and a one parameter family of plane
sections of a developable are given there may be constructed
immediately a system o J ' form (D) satisfied by the developable.
If, however, a general system o J form (A) be given, so that the
finite equations of its generators and plane sections are unknown,
their determination with reference to the known elements requires
the integrations involved in reducing the given system of ^orm
(A) to the second intermediate form.

13.
f 5 . The integrability condi Lions for a system in the
second intermediate form. The canonical form.
It will be necessary to develoo explicitly the integrabili ty
conditions for system (D). These are obtained by putting
(37) ^ ' TmT ' 2^ $^
From equations (34), (35), (36), we find, by differentiation,
Equations (37) ensure unique values for all third and fourth
order derivatives. That the expressions for all higher order
derivatives will also be unique then follows directly by differ-
entiation. Since these equations must hold for all values of
s*fr, t y^, +fv , /p. f it is necessary to have,
The first and fourth of these equations give
(39) (tL"++'K - ^V^.
It is, therefore, possible to find a function Jo , of <ou and v ,
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satisfying- the -''ollov/ing conditions,
(40) ^ , X&'+4 ^ - «W,
Transform system (D) by putting
(41)
^
. Xf,
where X is an arbitrary function of *o and ^ . -ince the
Coordinates are homogeneous, the integral surface of the system
will remain unchanged under this transformation. The form of the
system, moreover, remains unchanged, and the coefficients of the
new equations are found to be
' c
'-
( 42
)
The expressions corresponding to j*^ and for the new equa-
tions are
(43) ^= iZ'+i = 2c' + 6-**+y't = 4***'',
so that they may be made to vanish by putting
(44)
c?
=A ^' 7i= 4*
Let this restriction be placed upon the transformation (41) which
has just been applied to system (D). Then the new coefficients,
which will be denoted by German letters, are found, by special-
izing equations (42), to be
(45) d*-U-^-L\ » a"-3c\
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where
and, of course,
The new system, , which will be called (E), has the canonical
form
(47> 7" " fy- + +
,
Any system of form (A) can be reduced to such a canonical form.
The integrability conditions for system (E) may be found from
equations (38). They are as follows.
(49) -*4
(50)
(51)
(52)
(53)
1
(54) ..At , d't
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§ 6 . Seminvariants an d semi -co vari ants
.
Let the system of differential equations (D) be transformed
by putting
(41) 1'*f>
where \ is an arbitrary function of u, and V . The result of
the transformation is given by equations (42). Those functions
of the coefficients of (D), of and of the derivatives of these
quantities, which are left unchanged by every such transforma-
tion, will be called seminvariants or semi-covariants , accord-
ing as they do not, or do contain^ and its derivatives. It is
easily verified that each of the coefficients (45) of the canon-
ical form (E) is a seminvariant , also that the derivatives of
these eight quantities are seminvariants. Every seminvariant of
(D) is a function of the six quantities J? ^/ ftt j/' fr" and
of their derivatives, ^or, in the first place, Jr and 0l> are ex-
pressible in terms of and respectively, and, in the second
place, every equation of form (D) can be reduced to form (S) by
a transformation of form (44). But the value of any seminvari-
ant of (D) is the same as r or any system, e.g. (E), obtained
from (D ) by a transformation of ^orm (44), and it therefore re-
duces to a ^unction of the coefficients of (E).
Since all of the derivatives of
^
may be expressed in
lerms o^ the four quantities
^ t »
it is necessary
to find only such semi-covariants as involve these four quanti-
ties .
The transformation gives
(55) ^ • X'(p -X.lj), f„ * X'[g„-2X,y'gv+
(A,^"
1
-
W'Jj,],

17.
while equations (43) give
(56) £m i7 = iS- A „ } ' ;
>
whence may be found the following relat ive serai -covariants
(57) f' t'f^P
((T = ^ - 2 <t'y* ^JC-eJss;
which satisfy the equations
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% 7 . Invari ants and covarian ts.
Equation (32) shows that 'orm (D) is left unchanged by any
transformation o r the form *L =
<f>
C^,^), & = w ,
where ft is an arbitrary function of V} and <p is any function
of aa, and which satisfies the differential equation (33). In
particular, it will be convenient to make the transformation
(58) ZL =
<fi(~),
V = ft M>
where
ft
and ft are arbitrary functions o^' the single arguments
indicated. It will therefore be assumed that a definite family
of plane sections o^ the integral surface has been chosen, and
that this family is to be preserved in the transformation.
The coefficients of the new equations, obtained byspplying
the transformation (58) to system (D) are
7 - <L <L" <*• f« it".
These functions of the seminvariants and their derivatives
which are left unchanged by a transformation of ^"ora (58) are
called invariant s . The seminvariants are all functions of the
six quantities ^ & Aft a9^, /is, ft } and their derivatives.
The effect of the transformation (58) upon these quantities must,
therefore, be investigated. Equations (45) and. (59) give
(60) >Ae = Cte-rj), <te7= -3<? )
,
and also,
l-£*(J.H*i*i 7-- h i'I •
(61) J"- p'w-^r-ht'r+M'z % *r,
(69)
where
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A sum like etc., will be sai^ to be isobar ic if
each of its terms is multiplied by the same power of or ^
Every invariant must be isobaric.
?rom equations f 61 ) , the following relative invariants are
found directly
Assuming that^ is different from zero, the relative invariants
(63) yi'-L'*3l S*' J. -L. J~
are also obtained. In fact, these four quantities satisfy the
equations
x'-wX
The Beminvariants (45) of system fl>) satisfy the integrabil-
ity conditions of system (E). Equations (50) and (52) together
with (62) and (63) show that it is possible to express the six
seminvariants ft £-\ A?} ftt ft and their derivatives in terms
of the four invariants Aa, ^,^> <A* } and their derivatives.
Equations (49 ) , ( 51 ) , ( 53 ) , ( 54 ) show, moreover, that these four
invariants and their derivatives are not independent. In fact,
the first three equations give respectively
The condition that the expression 3 /CC. - - b ^ shall not
vanish, requires, as will be seen, only that the integral sur-
face be not a cone.
Let it be assume that £ is different ^rom zero, and nut
- J£l
X"'
'4-

so that
Let it also be assumed that Aj- and /\, are liferent 'rom
zero, and introduce two symbols of operation
It is clear that
Mi*), V(*'), UUT). VC£),
are invariants. In fact, they satisfy the following equations,
vrom any two invariants a. and for which /l= fL A, f
L ~ <r+* f
4
-,
it is always possible to form a new invariant
their ^ronskian with respect to u , which satisfies the equation
By repeating and combining the ^/ronskian process and the
operations jlL and \/ , an infinite number of invariants can be
deduced from £t
J
C,
,
and It can now be shown that all
invariants are functions of those obtained in this way. It has
been seen that the seminvariants (45) and their derivatives may
be expressed in terms of eC' /C and $ . It has also been
seen that all invariants are ^unctions o^ the seminvariants (45)
and their derivatives. Therefore, any invariant may be express-
ed as a function of &
t \ ^ , <^ > and derivatives.
Let the invariants be divided into two classes, of <j>" and
^-invariants, according as their transforms are multiplied by
powers of ^ or y)v respectively. By a process of induction pre-
cisely parallel to that employed by Professor W3XCZYHSKIi for a
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similar system of invariants,* it can be shown that there are
/m x / 2~* + 2 independent (except for equations (54) and(64) )
<fc
-invariants of orders equal to or less than , and the same
number of ^-invariants df the orders named; moreover, that the
invariants may be chosen so as to contain all the derivatives
of , /C, /C
, ^ ,
up to, and including, those of order/**
;
and, finally, that the two classes of ^-invariants and ^-in-
variants are independent of each other. If equations (54) and
(64) are taken into account, the number of invariants of orders
equal to or less than m must be reduced by t^** *~+3<~ - *-l ).
The V7ronskian , the M> -process, and the i/-process suffice, there-
fore, to deduce all invariants from the four fundamental ones
c^r
/
oC
, ^
,
The number o^ independent invariants of
order equal to or less than rvi is ^"£»« z * S^, + fZ ) , for 4f > 3.
^or /yt g / , there are eight independent invariants.
Applying the transformation (58) to the seminvariants (57),
we find
(65) y=f>, f-fc'(f+il#h =£"(<*r + i fp),
<Q K x (f + -kit*
whence we obtain the following relative covariants
,
,65)
/. Cf. - y /® - ^-J-'j,
They satisfy the equations O
j-j, Of- tz'tf, ft -W , r -
and are clearly independent. All covariants may be expressed in
terms of the covariants (66) and the invariants.
*Loc. cit., pp. 254, H55.
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§Q. Principle o r duality . The adjoint system, and its
Integral curve .
Given a system of partial differential equations in the
second intermediate ~~orm (D), for which the conditions (o<),(/3),
if) are satisfied, so that it has four linearly independent
analytic solutions
which may be interpreted as the homogeneous coordinates of a
point
^
of a developable surface v5* . The equation of the plane
X
f
tangent to <S at
^
}
is
(67) .(«)
- o
V" V" i*' i
3* d' o«
so that the coordinates of A are proportional to the minors of
X> i xzy x3, y each of which may be represented by an expres-
sion of the form
(68) A • If, >|* J,
which stands for a determinant of the third order of the matrix
hi +*\ <*./.».
Equation (68), together with (34), (35) and (36), gives
from which it is possible, by differentiation, to find expres-
sions for all the derivatives of A taken at least once with res-
pect to m> , as >*t^, 7\*4.**, , etc. The following equa -
tions hold ^or the derivatives of X taken with respect to V alone
(70) ^
vv) +fe' * l fr> +c ' = °>
*
23.
wh ^re
fug)
If 'the invariant expression
is different from zero, the determinants Jjj, ^ , ^ '^/>^~»^wi,
|^,^, 'jw / may be eliminated from the above equations so
as to obtain an equation of the fourth order for the coordinates
of the plane A
,
say, for brevity,
I o
I
fc.'
A
- o
(71) *\,
The completely integrable system, composed of equations (69)
and (71), which may be called the adjoint system of (D), repre-
sents the same integral surface as system (D), but in plane-
instead of point-coordinates. The planes whose coordinates are
A°/ A'v) are the tangent planes of the surface, which,
in general, change with V . As changes, each plane remains
fixed. Equation (71) may be thought of as the differential equa-
tion, in plane coordinates, of the edge of regression, C* , of
the integral developable surface %S of system (D). As ^changes,
the plane A envelops the curve C . As <** changes, the plane A
remains fixed, corresponding to the fact that at all points of
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one and the same generator the developable has the same tangent
plane
.
If £ is identically zero, '^.^^"^ Ifr ^, , -Jw /
may be eliminated from the ^irst three of the equations ( 70 ) , so
as to obtain an equation' of the third order for the coordinates
of the plane X
,
(72) > v„ + > v,(^'-^') +^ t^/r ,(J-H-c'^Stn--^-2^-^")
In this case, equations (69) and (72) show that the devel-
opable degenerates into a cone, since the coordinates of its
tangent planes must satisfy a linear homogeneous relation with
constant coefficients. In fact, equation (72) shows that
A**, )a ] A*" satisfy a relation of the form
But according to (69), the ratios of %\ X*] XtS] X*
}
are indepen-
dent of u , so that such a relation would reduce to one with
constant coef icients . Consequently, all of the tangent planes
of the developable have a point in common, that is, the cuspidal
edge of the developable degenerates into a point, and the devel-
opable is necessarily a cone. Therefore, if the invariant £
vanishes identically the integral surface of system (D) is a
cone
.
If the original system is in the canonical ^orm, so that
o t the adjoint system has the comparatively simple form
{ 73
)
+ [at -vz +) + 2*: -J*)] k
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§ 9 . Tho transformation of Laplace . The cuspidal edge of the
Integral developable .
Consider any surface t^not necessarily a developable. We
shall assume that its homogeneous point-coordinates,^, ^ , ^ > <J
,
£.re functions o two param3ters, w and * , chosen so that the two
families of curves, ic= const, and /= const., on it, form a conju-
gate system. DAHBOUX has shown* that this condition is fulfilled
if, and only if, the four functions^^ satisfy an equation o^ the
form
( 74 ) ~ AC"*> ") ff„
+~ i- C -
The tangents to the family of curves ^«const., at the points
aj,
t
form a congruence /, . One sheet of the focal surface of this
congruence is the given surface S . The other sheet is the surface
c Art
O, whose coordinates^ are given by the Laplace transform of
*j,
with respect to p
Indeed, it is easily verified that
*jf satisfies an equation of the
form
which shows that any line tangent to S at
^
along a curve tc=con&t.
on S ^is also tangent to $, at^^ along a curve const, on Sf -
Similarly the tangents to the "amily of curves i^conSt., on
the given surface S
o
form a congruence 12, such that the coordinates
0"r the second shect^of its ^ocal surface are given by the Laplace
transform of
*j, with respect to
*DARB0UX, Lecons sur la theorie .^ene'rale des surfaces, t. I.,
p. 122.
3
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The Laplace transformation may be repeated indefinitely, so
that, in general, there is obtained an unlimited sequence of sur-
faces ( K* .. .-3,-2,-1, 0,1,2,5, ...) f on each of which the curves
«v*v = const. and V - const, are conjugate families; while to each
surface S# corresponds a pair of congruences 7^ , 7^ , formed by
the tangents to the curves ^=con£t., V= const., respectively.
The case in which one or more of the surfaces are develop-
ables is of importance for our theory. We have seen that the
differential equations of any developable^urface may be written in
the form (B). The two families of curves^ const
. ,
l^const v on
an integral surface of system (3) may be chosen arbitrarily without
altering the form of the system. They are conjugate if, and only
if, vanishes identically. But when #/ eouals zero, system (B)
reduces to its first intermediate form fC). One of the conjugate
families necessarily consists o the generators. The form of
system (C) shows that this is the family const. The other family
may be chosen arbitrarily without altering the form of the system.
Consider the covariant of system (C),
(66b) Cj/ =
found in §7. It is the Laplace transform of ^ with rest>ect to u*.
If four linearly independent solutions y ( Ks 1,2,3, 4$, of
system (C) be put for
^
into this expression, and also into C*j(, >
there will be found, two points covariantly connected with the point
+J,.
The second equation of system (C) gives the following relations
between these points,
(75) 6^ = + y(d'-ej).
If u. is constant, while f varies continuously, ^describes , in
general, a space curve u- const. Cj^ is a point on the tangent to

£7.
this curve at the point Oj » Equation (75) shows that G% is also
a point of the generator ( of the surface S ) containing the points
tf'
^& ^°^n t is
,
therefore
,
a point on the cuspidal
edge of the integral developable S . The ratios of
must, then, be independent of us •
The differential equation which characterizes the cuspidal
edge of the integral developable S of system (C), considered as
the locus of the point may be found as follows. Multiplying
equation (66b) by and subtracting from equation (75), we find
(76)
where
is the invariant discussed in §7.
If X. vanishes identically, equation (76) shows that the
ratios of^re independent not only of m. , but also of , that
is, they are constants; and the cuspidal edge is a point, as should
be expected, since the integral surface is a cone.
If £ is not identically zero, differentiation of equation (76)
gives
< 7 7
}
Of*,- -Ulty X~ y+ >
'Then is replaced by Cy
-t c> , The express ions^
^ /y^ t ft**,
may be eliminated from the our equations (76), (77), so that the
desired equation is found in the form
(78) £.CjL, + Gty~+£ty**£*&+'r<>4rm *-
The projective properties of the cuspidal edge of the integral
surface ^ of system (C) may be studied directly from this equation.

The projective theory of space curves, considered rrom this point
of view, has already been developed by Professor WIIiCZYHSKI* We
shall try, therefore, merely to find the relations between the
invariants and covariants of this differential equation and the
invariants and covariants of system (C).
Eor this purpose, we shall assume that system (C) has been
reduced to its canonical form (E). Its coefficients, then, are
seminvariants , which remain unchanged under any transformation of
the form
Therefore, the equation corresponding to (78) may be obtained by
substituting the expression (76) for ^ into equation (48) of
system (E). This gives, for the equation of the cuspidal edge,
or
where, in particular, ^/ - ~^jr£v% '.
By making the transformation
this equation may be reduced to its canonical form
0)
for which ZT is identically equal to zero. The other coefficients
are u>
rr =
where
Proj. Biff. Geom
., Chaps. XIII. and XIV.
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?rom these expressions for the coefficients a comolete system
of invariants and covariants may be readily computed. 7or example,*
we have
6> » yr«> - nf.
If is identically equal to zero, the generators of S
belong to a linear complex. ^
Consider, next, the covariant of system (C)
(66o) M = tf>
which was ^ound in |7. It is the Laplace transform o^ ^ with
respect to V . Therefore, if ^ is interpreted as a point on the
integral surface^, ^ must be interpreted as a point on the sur-
face S./ which constitutes the second sheet of the congruence %J
formed by the tangents to the curves m. - const, on £a . The
differential equations for the surface may be round as follows.
The second equation of system (C) enables us to write
Multiplying (66c) by C 1 and subtracting from (80), we obtain,
,81) M~ - Q»f>
v/here
If the invariant Qy vanishes identically
,
equation (81)
shows that the surface Q_f degenerates into a curve.
If ("J is not identically equal to zero, the desired equations
may be found by eliminating
^
t
^rom equations (66c),
(81), and others derived from them by differentiation. We thus
obtain a system of form (1)
* Ibid., p. 240.
• Ibid.
, p . 254.

(82)
4*
Jf
o
o o 1
o o
o o
= o.
30.
for which the coefficients of the terras o^ the second order are
so that the invariant K has the value ^"<3*f The integral surface
»/
is developable if, and only if, 6~ vanishes identically.
Therefore, if a given surface 61 ( for which the invariant 0%
does not vanish identically) is developable, its Laplace transform
S-t is also developable, if, and only if, the curves 4£ = const, on
vSo are plane curves.
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10 . Canonical developments o r the non-homogeneous coordinat es
of a develooablo surface .
The semi-covariants of system (2) were found to be
<f*g~>
If four linearly independent solutions,y
c
'] y*', » fl,
be substituted
for ^ in these expressions, three points ^ semi-covariantly
related to the point will be found. These points, together
with
^,
,
form a non-degenerate tetrahedron, except ^or certain singu-
lar points. This tetrahedron will be used as a tetrahedron of
reference, and, more specifically, the coordinates of any point with
respect to it will be defined in the following way. If we substi-
tute in'oo any expression of the form
A - *((> + fief + ytti-
//i It-) oi
for sjs the -^our linearly independent solutions
,
-Jr,. y , ft , ^ , we
find four functions } ^ , A , A } A t the homogeneous coordinates
of a point A . The coordinates of the point A referred to the
tetrahedron o: !" reference^
^
f
4f, //J are then defined by the
equations
We shall need expressions for the derivatives of
^
up to and
including the sixth order. We find, for example,
= - 2*!cf + ^ = J-'tp s
All such expressions are of the form
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where the subscript u^j indicates differentiations, & with
respect to u-9 and
/' with respect to >/, The explicit expressions "Tor
the coefficients A 1*
, B* , will be omitted for t!+j > 3 , since
they are rather long, and since their calculation is of little
interest and offers no difficulty.
Te shall assume that the point ^ of the surface corresponds to
the value io,o) of u and v , an assumption which involves no loss
of generality. If the surface is analytical in the vicinity of this
point, for values of **> anAv suf ficiently small, the general solution
of system (E) may be expanded into a power series
which may be written in the form
Y ~- t, f+- t* f t-t3 *r /- t¥
The coefficients, t~3j f«. t are power series, which, in accord-
ance with our convention, represent the coordinates of any point of
the surface , within a certain vicinity o^ the pointy, referred to
the tetrahedron
^j.,
tj-, tf*$- These series are
+±t*J 3*°«, ¥+
,
+~t jj
Let non-homogeneous coordinates be introduced by putting

where
39.
are
- tc
A3
4. - ^ -*Sx£*
Consider that form of the development (94) "for which /l/jis dif-
ferent from zero, that is,
(94a) 2 = X*- + * 2^ f A"X
4 f | x^* V- 7?£ ,
where k'-l^or O, according as Aa(t is different from, or equal to zero.
Let the transformation o^ form (88) which will project the
surface (34a) into the surface (85) "be
If homogeneous coordinates
(95) AT, = Z", ^ = ^' ^^X' Kf
= 1>
De introduced, the relations between these coordinates and those of
;he original system are defined by the equations
At, - ~ X. >
96)
3 >
'3
where
and where l^VJ^ if /}ot,^o. If A o& -o. A/ is to be left arbi-
rary until the f'orm of the remainder 7^ is determined.
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The vertex io,ot ot 1) of the canonical tetrahedron is the point
a^,. Let the coordinates "vhich represent the other vertices [fi o,o1 ^\ %
io,1,o,o) and (o,o,1,o) be denoted by l/*' and (tf respectively.
Since v'- Of^ this vertex of the canonical tetrahedron lies on the
cuspidal e dge of the internal surface .
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§11. The _canqn
i
cal guar tic s croll.
Let a developable surface i^not a cone, be referred to the
canonical tetrahedron (defined by equations (96)), which belongs to
one of its points
^
and consider the quartic surface
(97) 2 =^Vxy,
which shall be called the canonical quartic of the ooint. The
equation of the latter in the homogeneous coordinates (95) is
f.W) X, xi *-X*xZ -XjJKu = o .
The equations of the first, second and third polars of a point
(^^j^i.^u) with respect to the surface are respectively
3
V'
*«- 2p x+x* + 3> K*, x***x-ty.xf -3p*?x* = o
.
The only singular points of the surface (^there-fore , lie on the
line Xz-£*~o, and every point of this line t is a triple point
on the surface. The tangent planes to the surface along the
triple line ~& are given by the equation
(ioo) xi - ~ o.
The three tangent planes coincide for = o
t
or ^x.-Oj so that
0J,t=.{
o,/ f o,o) and
<J>'
-
(/,o,o,o) may be called triple pinch points
on the quartic scroll (Q
*
In order to complete the determination o' the canonical
tatrahedron, we must find out how the scroll Q is determined by
the properties of the surface $, It is easily seen that the most
general quartic scroll which' has the line X3 -
X
¥=o for a triple
This species of scrolls is described by CAYLEY. See Collecte d
Mathematical Papers
,
Vol. VI., p. 312.
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line and a pair of triple pinch points on that line, 13 given by
the equation
(a,x¥ -hkti fx, -h (/rxjt- tcx+fx*. + cx*+ci xjxy + extxf+faxi ^x?* ° •
If this surface passes through the point A - {0,0,0, I') , and has the
tangent plane Z
,
or X, = O t in common with the surface o , we must
have
C - K - d. - o ,
Let the triple line, instead of being XJ ~X¥=o , be the arbitrary
line (not passing through*)
£x> + <*•**'«. - °>
and let the pinch points be arbitrary points of this line, viz. the
points of intersection of this line with the planes
The equation of the most general quart ic scroll having a triple
line with two triple pinch points and touching the surface *S at the
point p, will then be obtained by putting,
x. + AXi, x^fc*/ , *3+fr*,+fx;i y x* f~/x, + ,
in place of Xi,Xx,Xit X+ ? respectively, in
fioi) ^>txn xll xi>M = (ax¥+/x3)Jx,i-6xfxi+4x?xf+fax/+-
(
fx/ = o }
that is, in non-homogeneous coordinates
(102)
<f>
(zi-Zg, dji-fc*,
*~fty>
i + ~o-
We shall assume that this quartic scroll has contact of the
fifth order with ,5 at the pointy. Then the development
(94a) i = xVif^
-^'V^ *
where /C=o
;
or 1
,
according as A £ does^ or does not^vanish, must sat-
isfy equation (102) up to terms of the fifth order inclusive. The
conditions obtained in this way give, if we put 6o=l,
tThis will be seen to imply only that *c is not a point of the
cuspidal edge of S .
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Thus, tc every regular point of the surface \£ there belongs
a family of o*>~ quart ic scrolls, having contact of the fifth order
with S at
*j ^ and carrying a pair of triple pinch points on a triple
line. The equation of the most general quartic scroll of this kind
is
where ^'^i^*^* are tne functions of ^ and (, given above.
Consider a surface iQ of this family. Every plane which contains
the point will intersect the surfaces <£' and. S in plane curves
which have contact of at least the fifth order with each other at j.
Among these planes there are some which intersect & and in a
pair of curves having contact of at least the sixth order with each
other at These planes may be found by substituting the develop-
ment (94a) for S into equation (103) for the scroll $ , and equating
to zero the terms of the sixth order which do not vanish identically.
We obtain in this way a sextic homogeneous equation in x and y,
which may be reduced to
X¥ (tfSx:*-* ¥ Jitj + 2? g
2
- J -o t
where
or in homogeneous coordinates,
(104) AT/ (frTx? +¥ftxjX, ) --o.
This equation determines six tangents of the surface, that is,
the generator^, counted four times, and two lines "t,
,
zJ*a , which we
shall call the tangents of sixth order contact between (Q and
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because every plane passing through such a line intersects (Q ami S
in a pair of curves haying contact of at least the sixth order with
each other at
*j,
The tangent plane %
t
or XrO? to the surface S a^ the point m
intersects the quartic in a quartic curve consisting of the
generator^- counted twice and a conic whose equation is
*>}~+ fax* -x3 x*_ = o.
The polar of the point
jj,
with respect to the conic K IS
2X* 1- 3£X3 ~ °-
This line intersects A' in two points K', t J i^. ) whose coordinates are
respectively,
X, = Xj = o
,
X, - *fx^ - *R Xj =o.
The tangent ~t to AT at the point AL has for its equation
¥xt - /?x 2 =o,
while the tangent of K at A, coincides with ^
»
Consider the -Tour lines They all lie in the plane
Z" and pass through the pointy. The lines and will he harmonic
conjugates with respect to and t"
9
if, and only if, 7\=o. But, when
1\-o, £~~^pij»'> so that there remains a single infinity of quartic
scrolls ^ whose tangents of sixth order contact with divide
^
and t harmonically. For every surface of this family the line £
coincides with the edge X,~Xx-o of the canonical tetrahedron.
Consider one of the scrolls ^ of this family. The plane X^f^t-o^
determined by the pinch point
(J,
1
and the line t
} intersects ^ in a
quartic curve CH whose equations are
(105) X fc *-fix, -o,
where
J'fli^-if
4
-
are a^ cons 'tan 't multiples of positive powers of
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If we refer the curve to a set of non-homogeneous coordinates,
JP^ r *• , f> (MX.+Av , fX 8 rx^, f> - /*,
its equations become
The necessary and sufficient condition that the left member o r the
latter equation can be factored into the form
(4.1- / X ) (d-t cX) (jX*+ k Xi -f-^X + s** i +
f, )f
or that the curve degenerates into a pair of lines and a conic,
is that ^ut when £ ~°f f4-' 1^'^ o,and equation (103) becomes
identical with that of the canonical quartic scroll (98).
The canonical quart ic scroll & of a pointy, is, therefore,
completely characterized by the following properties .
1. It has a triple line with two triple oinch points, Qj,
',
Oj,'
t
the ^irst of which lies at the Intersection the cuspidal edge of
the given surface v£ with the generator^ passing through the points
2 . It has contact of the fifth order with S at
^
3 . The tangent plane T to \S at intersects/? in the generator
counted t vice and a conic K tangent ^e "two tangents "t/t
( distinct from^) of sixth order contact between (y and S at
^
f
divide the cwo tangents
J-
and t>
,
drawn to from
*j y harmonically.
4 . A plane through t and ^'cuts $ in a curve C„ which degen-
erates into a pair of lines and a conic .
^or the canonical quartic scroll, :iven by equation (98), the
point /(^coincides with the point <C, Thus all of the vertices,
Ajj Cp,',4/"', (6*[ of the canonical tetrahedron have now been deter-
mined geometrically. In order to complete the geometrical deter-
mination of the system of coordinates which leads to the canonical
development, it remains to find the unit point of the system.
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This may be done as follows.
Consider those two planes o' sixth or^er contact between the
given surface and its canonical quartic scroll, at the pointy which
do not pass through the generator , and whose equations are,
by (104),
^A- Xj + 4xt o
.
By considering a special case, say that in which £r*o it can easily
be shown that /Sa y , ancl hence A^, is, in general, different from zero.
.Ye shall treat only that case for which Ap^T", We may then assume
so that the equations o^ the two planes are separately
They intersect the surface Q in two quartic curves. C[ C'[ whose
equations are respectively,
X, X* + -5 i x/ - X} X* - o, X, ~ -y L *f = ©
The Hessians, //', H , of C' and C ', are respectively,
X</ Oft* j -*+) °> X * * XV J = o •
Twenty-two of the twenty-four intersections of the curves C
and //'coincide with the pinch point Cp' . The other two intersections
are the points of inflection
where G is a fourth roof of — viz. -^7 /I y- / Vi .
The curves C and hf intersect in ^'counted twenty-two times,
and in the points of inflection
The four points
-3 , determine a non-degenerate tetra-
hedron. If the four fourth roots of —/ are interchanged, these
points are permuted according to the four-group
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These results may "be stated as follows. The vertices p-r the
canonical tetrahedron are the given point y , the tv.-p triple pinch
points ijffj Cjt, o f the canonical quartic scroll^ , and the point of
tangency ,^'of a tangent from j to the conic which the tangent
plane at m to the surface S cuts out of & . The system of coor-
dinates which five rise to the canonical development refers to this
tetrahedron. If the invariant /}nU does not vanish identically, the
unit point is to be taken in such a way that the points inflec-
tion. AtS t C tJJ, described above, have the coordinates indicated .
S ince these points may be permuted in Jour different ways, without
altering the system of coordinates, the canonical development may
be made in four different ways. ?or this reason its expression
contains the fourth root of a rational invariant .
Then J\ o6> =o, K ~ & ; and the lines ~b, , tTi coincide with
In this case it would be necessary to consider terms of higher
order than the sixth in order to determine the unit point o F the
canonical system of coordinates.
University of Illinois, Urbana, 111.
March 11, 1912.
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so that the development of the surface, exact up to terms of the
sixth order, takes the 'orm
I 85 )
where
=- fcj S + %9 7% etc.
the explicit expressions for these coefficients , which do not
van is h identically, are
*> I Mm
* cos ' 3 7-t.t- )
In = -
?„ =
V
\ 86 )
&
"ince the surface is developable, the equation
must be satisfied identically, so that the following relations
among the coef:r icients must hold,
(87)
-
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These equations will be used repeatedly in what follows, without
farther reference to them.
-very term in the right member of equation (85) is divisible
by that is, the plane p=a is cangent to the surface at all
points o* the generator $~f=o • most general transformation
of coordinates which leaves this plane and this generating line un-
changed is
(88) ^ =
^
&'*+c>'z a nx+6"y+o"z r_
where A,^-,^) 4, *t c j are arbitrary constants, which may be
chosen in such a way as to simplify the development into series.
DARBOUX has suggested, the transformation (88) may be replaced by
If, instead of M , the linear combination A x+6\ is taken, as
the following three, ^irst put
(89) *
**** if, J+K * , ->
where 4a., is a linear ''unction of x and^. , say,
and /Ltf, is a constant, follow this transformation by a linear
transformation o^ X and^f }
(90) x = a,'K't $ - A** 1 + 4"}';
and finally by a transformation of the form
(91) 5 = Ax:, *j * f = .
If the values of %, y, if given by equations (89), be sub-
stituted into the development (85), it becomes
The development to terms of the fifth order inclusive is given
by DABBOUX, Bulletin de Sc. Math., 1880, p. 356.
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This, of course, must be of the form
(92) 2 - X s-* l£3 + jbt+ + ;
and, up to terras of the fourth order, the following equation
must hold
where /I represents the operation X +• *'
*
Replacing £ by the development (92 ) , and equating the terms of
Che same degree, we find
The two constants involved in M,
,
may be chosen so as to make
tCy vanish identically. To accomplish this, it is necessary and
sufficient that they satisfy the equations
ak-A +^ --», = o.
If these conditions are satisfied the terms of the fourth order
beonme
Let us suppose that /Ll3 has been reducer) to zoro in the way indicated,
so that for the new development
In order that ^ may remain zero for any subsequent transformation o r
form (89), it is only necessary to have
2jtx =o
y
that is, A^^l, B =o.
Upon making such a transformation, the new <Uy becomes
By putting Ato'Zov it is, therefore, possible to reduce the develop-
/
ment to the form
2 = ^ 4r + <!>(> +
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where
/y being the invariant found in §8.
The development may be further simplified by making another
transformation of the form (89), viz.,
(93) X - j 7 = v > * r —- . ; >
tj-lkx' t+zkx' //-tlx'
where we have taken
so as not to disturb the form o r development already established.
The new development becomes
-hAl3 tr'
3
+3lx'x2'i-3L*x'i'x) te'+K*')(f+ntS*'
x
-*lx'
)
Where
Usr « ~ *#) <"> ' +-
= ft*** -2JL3 i-zJs ) +*",j 9 fcA'a
The coefficient of ^'^may be made equal to zero by putting
kA, 3 - aJL
3 + &os- =o.
The term in X?*y' also may be reduced to zero, by choice of k
,
pro-
vided ^l/j does not vanish identically, that is, whenever the surface
is not a cone.
Suppose that the surface is not a cone, and let the terms of
the fifth order be removed, as indicated. ILS will remain zero
under subsequent transformations of the form considered, only
provided ^~k = o
,
that is
f
only if the transformation is the
identical transformation. The terms of the sixth order become

and, by putting,
the series reduces to the form
It will nc*v be convenient to introduce the linear transformation
given by equation^ 90 ) . But, in order to preserve the form of the
development just found, it will be necessary to employ a combination
of the transformations (89) and (90). Since all of the terms of this
development are of even order, it is clear that the most general
transformation which need be considered is one of the form
1-rci' J+ gZ /-he Z
T7hen such a transformation is made, the development becomes
In order that this may again assume the form
t = X* t- X
3
Y +tt k •• •»
it is necessary to have
of-- \, -ol^c + a'
3
a." - o, ^V 3 - 1
Assuming these equations to be satisfied, the terms of the
sixth order become
Mc - - *^X+ -*') x^ * **T
so that it is possible to reduce either o" the ^irst tv?o terms to
zero by a proper choice of the constant C . Let the term in X V
be removed, so that the series will assume the form
2 = f 4- X JY + a ,x 6 + %XT+
3y applying a transformation of the form (91), viz;
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x' • ax, r . r z'=
this may be made finally to take the form
z'- x'Y+ .x'Vi/r + ,
where K is unity or zero, according as A c does not, or does,
vanish. In fact, to accomplish this, it is only necessary to put
V » V - and, if A* ^ = . If A* *
A may be left arbitrary here, and determined subsequently so as to
simplify the terms of orders higher than the sixth.
In obtaining the terms of the fifth and sixth orders in this
development, we have assumed that the invariant At3 does not vanish,
that is, that the surface is not a cone. If the surface is a cone,
J is necessarily zero, and these terms cannot, be reduced as in
the case just treated. In fact, it can be shown that, in general,
the term in X? must remain.
The results may be summarized as follows . ffor every regular
point of a developabl e surface, a tetrahe d ron of referenc e may be so
chosen, that the development of the surface into series will assume
the form
+ U-K*) K.sr Xtf -f- -£ **jf +-^6,
where each of the quantities /^;may hav e either the value o or the
value 1 ac c ording as a corresponding invariant vanishes or does
not vanish, and where is the remainder after terms o*" the sixth
order .
In reducing the development (85) to the various forms (94),
we have purposely avoided the complications which would be involved
in preserving the explicit expressions for the coefficients in the
several intermediate developments. "hen these expressions are pre-
served, the invariants Ail appear in the process of reduction. They
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