This paper proposes a new approach for incorporating theoretical constraints on return forecasting models such as non-negativity of the conditional equity premium and sign restrictions on the coe¢ cients linking state variables to the equity premium. Our approach makes use of Bayesian methods that update the estimated parameters at each point in time in a way that optimally exploits information in these constraints. Using a variety of predictor variables from the literature on predictability of stock returns, we …nd that theoretical constraints have an important e¤ect on the coe¢ cient estimates and can signi…cantly reduce biases and estimation errors in these. In out-of-sample forecasting experiments we …nd that models that exploit the theoretical restrictions produce better forecasts than unconstrained models.
Introduction
Over the last twenty years, the stock return predictability literature has in ‡u-enced a broad range of areas such as performance evaluation, asset pricing and asset allocation. 1 This in ‡uence is largely due to studies by Campbell (1987) , Campbell and Shiller (1988) , French (1988, 1989) , Ferson and Harvey (1991) , and Keim and Stambaugh (1986) who provided convincing economic arguments and in-sample empirical results that some of the ‡uctuations in returns are predictable because of persistent time variation in expected returns. The in-sample evidence for predictability is accumulating as various new variables have been suggested as predictors of excess returns (Hodrick (1992), Ponti¤ and Schall (1998), Lamont (1998), Baker and Wurgler (2000) , Lettau and Ludvigson (2001) , Polk, Thompson, and Vuolteenaho (2006) , among others). The out-of-sample predictability evidence, however, has been much less conclusive. Recent studies by Paye and Timmermann (2006) and Lettau and Van Nieuwerburgh (2007) argued that predictability weakened or disappeared during the 1990s. Bossaerts and Hillion (1999) and Welch (2003, 2007) provide an even sharper critique by arguing that predictability was largely an in-sample or ex-post phenomenon which disappears once the forecasting models are used to guide forecasts on new, out-of-sample, data.
A shortcoming of the forecasting models used throughout the …nance literature is that, while the common state variables are broadly guided by theoretical considerations, …nance theory provides little guidance for the choice of functional form of the forecasting model. Largely as a consequence, linear forecasting models are used almost exclusively. As pointed out by Campbell and Thompson (2007, CT henceforth), a problem with these models is that the implied conditional equity premium often turns negative. It is di¢ cult to imagine an equilibrium setting where risk-averse investors would hold stocks if their expected compensations were negative. CT argue that the out-of-sample or ex-ante forecasting performance of return prediction models can be improved by imposing theoretical constraints such as non-negativity of the conditional equity premium or a sign constraint on the coe¢ cient of a given predictor variable. Whenever any of these constraints is violated, CT impose their constraints by truncating the return forecast at the unconditional estimate of the equity premium, i.e. the prevailing mean. While this can be viewed as a …rst approximation to imposing moment or parameter constraints, the approach fails to make full use of the information in the theoretical constraints.
In this paper we propose a new method that optimally incorporates theoretical constraints including, but not limited to, those proposed by CT. Our approach is based on Bayesian techniques which make imposing an arbitrary number of constraints computationally feasible. We show how to e¢ ciently update the estimates of the restricted forecasting model every time new observations on returns and the predictor variable become available. Theoretical 1 Papers on time-series predictability of stock returns include Campbell (1987) , Campbell and Shiller (1988) , French (1988, 1989) , Ferson and Harvey (1991) , Keim and Stambaugh (1986) and Pesaran and Timmermann (1995) . Examples of asset allocation studies under return predictability include Ait-Sahalia and Brandt (2001) , Barberis (2000) , Brennan, Schwartz and Lagnado (1997) , Campbell and Viceira (1999) , Kandel and Stambaugh (1996) and Xia (2001) . Avramov and Wermers (2006) and Ferson and Schadt (1996) consider mutual fund performance under time-varying investment opportunities.
constraints on the conditional equity premium can indeed have a big impact on parameter estimates of the return forecasting model. To see this, suppose, for example, that a new observation on returns and the predictor variable becomes available that, under the previous parameter estimates, imply a negative conditional equity premium at some point in the sample. Since our approach makes use of this observation to inform the updated parameter estimate, the old parameter estimates would need to be revised so as to ensure that the conditional equity premium is always positive. The theoretical constraint therefore allow investors to more e¢ ciently update their beliefs about the parameters of the forecasting model. We argue that this is a highly attractive feature of our method since the constraints proposed by Campbell and Thompson such as non-negativity of the conditional equity premium are overwhelmingly supported by equilibrium arguments and hence should be fully exploited.
When implemented along the lines proposed in our paper, the economically motivated constraints turn out to be highly informative and lead to far more precise estimates of the parameters of the return forecasting model. Intuition for this surprising …nding is that every time a new pair of observations on the predictor variable and returns becomes available, the non-negativity constraint on the conditional equity premium is used to rule out values of the parameter that are infeasible given the sign constraint. Since the conditional equity premium must be non-negative at each point in time, in a sample of T observations, we have T constraints rather than just a single constraint.
Through a set of Monte Carlo simulations we show that the better performance of our new forecasting approach can be understood in terms of a reduction in the bias of the slope coe¢ cient known as the Stambaugh bias (Stambaugh (1986 (Stambaugh ( , 1999 ) as well as smaller parameter estimation errors, i.e. a reduction in estimation uncertainty. The bias shifts estimates of the coe¢ cient on variables such as the dividend yield away from zero. To see how this bias will be reduced (and eventually removed as the sample size increases) in our context, suppose that the true coe¢ cient on the dividend yield is zero but that the bias is such that the coe¢ cient estimate is positive in the absence of any constraints on the equity premium. As new observations of the dividend yield below its sample average emerge, the e¤ect of imposing a sign constraint on the conditional equity premium is to shrink the distribution of the estimated coe¢ cient towards zero -otherwise the predicted value would become negative. The smaller the value of the dividend yield, the stronger this e¤ect is likely to be and so the approach ensures faster learning in the sense that the dispersion of the distribution of the estimated parameter gets reduced more rapidly than in the absence of any constraints. Individual observations particularly those at odds with the theoretical constraints can therefore lead to large (and instantaneous) shifts in the entire distribution of the parameter estimates. In contrast, approaches that ignore theoretical constraints when updating the parameter estimates will repeatedly make the same mistakes (i.e. predict negative stock returns). 2 Predictability from individual forecasting variables in monthly return regressions is likely to be relatively weak and the literature on predictability of asset returns has documented predictability from several regressors. We therefore next consider making use of multivariate forecasting models. Return predictability in the context of multivariate regressions poses complications since it is di¢ cult to impose sign restrictions on the coe¢ cients of the individual predictor variables. Yet, this is often the type of restriction that economic theory implies. To simultaneously deal with sign restrictions on the individual predictor variables and incorporate information from several predictor variables, we propose to use combination methods that combine forecasts from several univariate return forecasting models each of which imposes such sign restrictions and also do not allow the conditional equity premium to be negative. We implement this strategy using Bayesian Model Averaging, a technique that has also been used in the return forecasting literature by Avramov (2004) . This approach succeeds in both preserving the individual sign restrictions and in imposing that the conditional equity premium be non-negative. We …nd that there are considerable gains from forecast combinations that satisfy these sign constraints and use multivariate information.
The plan of the paper is as follows. Section 2 shows how to e¢ ciently incorporate theoretical constraints on the forecasting models and outlines our proposed methodology. Section 3 presents empirical estimation results for a range of predictor variables while Section 4 studies the forecasting performance of both unconstrained and constrained return models. Section 5 considers the e¤ect of the constraints on the bias and estimation error in the model parameters while Section 6 concludes.
Methodology
This section describes our new methodology to estimate the return forecasting model subject to a set of constraints motivated by …nance theory. These take the form of inequality constraints on the conditional equity premium or constraints on the sign of coe¢ cients relating state variables to the equity premium. Constraints on the signs of state variables are best understood in a univariate context since many of the predictor variables proposed in the literature are strongly correlated with each other and their signs can change in multivariate regressions.
Constraints on the Return Forecasting Model
The literature on predictability of stock returns is extensive. Early studies such as Campbell and Shiller (1988) and Fama and French (1988) found evidence that stock returns could be predicted by means of valuation ratios, while Fama and Schwert (1977) , Keim and Stambaugh (1986) and Campbell (1987) well explain the di¤erence between the apparently strong in-sample predictability and weak out-of-sample predictability of returns (see Ferson et al. (2003)) found predictability from the T-bill rate or yields on long-term corporate and government bonds. Subsequent studies have explored information in corporate …nancing (Baker and Wurgler (2000) ), consumption-wealth ratios (Lettau and Ludvigsson (2001) ) and the value of high versus low beta stocks (Polk, Thompson and Vuolteenaho (2006) ).
Almost invariably, return predictability has been explored in the context of the following simple unconstrained linear forecasting model for the stock return at time t, r t , measured in excess of a risk-free rate:
Here x t 1 is the lagged value of the predictor variable and t has zero mean and variance 2 . This model is attractive since it is simple to interpret and only requires estimating two mean parameters, and . Finance theory generally does not restrict the functional form of the mapping from the state variable, x t 1 , to the excess return, r t , so the use of the linear speci…cation in (1) should be viewed as an approximation. Campbell and Thompson (2007) argue that …nance theory can be used to improve on the model. In particular, the conditional equity premium should be non-negative since it is di¢ cult to imagine that markets for stocks can clear while the conditional equity premium is negative. They implement this insight by proposing a truncated forecast which is simply the largest of the unconstrained OLS forecast and zero:
where^ and^ are the OLS estimates from (1) . While this truncation prevents the predicted equity premium from becoming negative, the theoretical constraint is not used to obtain improved estimates of and . While potentially an improvement over the simple unconstrained model, this approach therefore does not make e¢ cient use of the theoretical constraints.
To e¢ ciently exploit the information embedded in the constraint that the conditional equity premium is non-negative, the parameters and should be estimated subject to the conditional equity premium constraint that + x 1 0 for = 1; :::; t :
Although the conditional equity premium constraint is not directly a constraint on the model parameters, = ( ; ), it clearly a¤ects these parameters which have to be selected so as to be consistent with + x -1 0 for = 1; :::; t . Note that the conditional equity premium constraint has to hold at each point in time, so the number of constraints grows in proportion with the length of the sample size. The seemingly simple equity premium constraint therefore potentially yields a very powerful way to tie down the parameters of the return forecasting model and obtain more precise estimates.
In many situations …nance theory is informative about the sign of the slope coe¢ cient, , relating returns to the state variable, x. To cover such cases, we also consider a speci…cation that estimates the forecasting model by …rst imposing a sign constraint on and then imposing the conditional equity premium constraint: r = + x 1 + I x 0; + x 1 0 ( = 1; :::; t) ;
here I x is an indicator function that is either +1 or -1, depending on the sign of the constraint. We next explain how the models are estimated and how the constraints are imposed.
Accounting For Constraints through Investors'Prior Beliefs
The theoretical constraints incorporated in the models (3) and (4) are naturally interpreted as re ‡ecting the forecaster's prior beliefs on return predictability. Viewed this way, they can best be imposed using Bayesian techniques. Estimation of return forecasting models subject to these constraints therefore requires specifying priors for the regression coe¢ cients and introducing inequality constraints on the model parameters as speci…ed by models (3) and (4) through the priors. To this end we study two sets of priors: a set of Normal-Gamma priors and a set of conditional Normal-Je¤reys'priors. We consider both types of priors to establish the robustness of our results. In what follows we …rst introduce the priors without constraints and then demonstrate how to incorporate the constraints.
Basic Priors
The …rst prior we consider for the unconstrained univariate return prediction models is the standard Normal-Gamma prior. Under this prior the parameters of the return model, i.e. the mean parameters ( ; ) and the precision parameter h = 2 , follow independent Normal-Gamma distributions:
The …rst two moments of the parameters of interest are:
and var(h) = v s 4 and so the parameters ; V ; s 2 and v fully characterize the priors. Moreover, it follows from the independence assumption that the joint prior distribution is simply the product of each part
Following Wachter and Warusawitharana (2007) , the second prior is a conditional Normal-Je¤reys prior. We assume the investor holds non-informative (Je¤reys prior) beliefs on the intercept and precision parameter, while the prior concerning return predictability, measured by the slope coe¢ cient, , is allowed to depend on the other parameters:
Letting P ( ; h) be the prior probability density on ( ; h), the joint prior distribution on the whole set of parameters is
We start by deriving a limiting Je¤reys prior on the full set of parameters ( ; h): Following Stambaugh (1999),
where I( ; h) is the Fisher information matrix. Lastly, combining this part with the conditional Normal density, we get
Next we show how to incorporate constraints on these priors.
Prior Beliefs under Constraints
Both the constraint on the sign of the slope coe¢ cient, , and the conditional equity premium constraint restricts the mean parameters = ( ; ) and hence take the following form:
where F 0 is the prior distribution of without constraints. In the context of this paper, under the Normal-Gamma prior, F 0 = N ( ; V ), while under the Normal-Je¤reys prior, F 0 = N (0; '=h). I( 2 A) is an indicator function that equals unity if 2 A and is zero otherwise. A is the admissible region for the regression coe¢ cients as re ‡ected in the theoretical constraints on the models (3) and (4). Speci…cally, under (3) A is the set of parameter values satisfying that the predicted return,r 0, = 1; :::; t. Hence the conditional equity premium constraint is equivalent to restricting to lie in the set A :
> 0; for = 1; 2; :::; tg
where = 1 max(X 1 ) 1 min(X 1 ) ; = 1; 2; :::; t
Similarly, letting sign( ) = 1 denote the prior belief on the sign of the slope coe¢ cient; for the model that imposes constraints on both the sign of and on the conditional equity premium, we have:
> 0; for = 1; 2; :::; t; and sign( )
and f (X) = min(X 1 ) if sign( ) = 1 max(X 1 ) if sign( ) = 1 ; = 1; 2; :::; t:
Choice of Priors
So far we have explained how we impose the constraints implied by the priors that the conditional equity premium is non-negative and/or the sign of the slope coe¢ cient . We next explain our speci…c choice of prior parameters ( ; V ; v; s 2 ) in the Normal-Gamma case and ( ; ') in the Normal-Je¤reys case. We assume, …rst, that investors hold prior beliefs that stock returns are not predictable and, second, that investors hold di¤use priors about the remaining parameters.
Starting with the Normal-Gamma case, our prior re ‡ects the "no predictability"view that the best predictor of the stock return is the historical average. At each point in time t; we therefore center the prior intercept, , on the prevailing mean of historical excess returns, while the prior slope coe¢ cient is centered on zero, = 0. The prior precision for the mean parameters is V = I k where I k denotes the k-dimensional identity matrix (we only consider univariate models so k = 2) and is a scaling factor that controls the tightness of the prior. We consider values = 0:1 and = 1. For the prior belief on h, we set v = 1 and s 2 = 4 so the Gamma distribution reduces to an exponential distribution which has a signi…cant probability mass near zero and re ‡ects a di¤ use view.
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Turning to the Normal-Je¤reys prior, we continue to assume "no predictability", i.e. = 0. Besides, it is reasonable to let investors' priors on depend on the variation in the predictor variable (x): A high variance of the predictor variable (captured by x ) might lower the spread of the prior on . Thus, we rewrite ' in terms of x and a prior scale parameter , that is common across all predictor variables irrespective of their variance: ' 2 2
x . We consider values = 0:02 and = 0:2 and, at each point in time; set x equal to the historical standard deviation of the explanatory variable, x. This conditional prior on also re ‡ects a prior on the population
x + 2 ), see Wachter and Warusawitharana (2007): 3 To see this, consider the probability density function (pdf) of the gamma distribution:
; for x > 0. In general, this pdf has a hump shape, but for v = 1 it reduces to f (x ;s 2 ) = s 2 exp( s 2 x), which is the pdf of an exponential distribution. The value of this function at zero is in…nite and it exhibits an exponential decay thereafter.
Posterior Distributions
We next derive the posterior distributions under the two priors considered so far. Assuming that returns are normally distributed, we can use standard results from Bayesian analysis to obtain formulas for the posterior distribution of the mean and precision parameters.
First we introduce some notations needed for our analysis. Note that the return model can be written in matrix notations
where In the following, for simplicity we ignore the subscript t.
Under the Normal-Gamma prior, conditional on h and the data up to time t, the posterior density of is given by:
where and H 1 is the posterior mean and covariance of the parameters. These moments of the posterior distribution are given by H = H + hX 0 X and =
Conditional on and the data, Z, the posterior density of h is given by:
where v = T + 2 and
The unconstrained model (1) is nested as a special case when A = R 2 . Analytical results are available for the unconstrained model (1) which does not impose any restrictions on the parameter estimates and thus preserves the full (non-truncated) distribution so that I( 2 A) is always Identity.
To derive similar results under the Normal-Je¤reys prior, we start from the joint kernel of the posterior distribution:
If we interpret the above formula as a function of h only, then it is a posterior kernel for h conditional on :
This is the kernel of a Gamma distribution:
hj ; Z G(v; S 2 );
where v = T + 2 and (15) is interpreted as a function of only, then it is a posterior kernel for conditional on h:
This is the kernel of a Normal distribution:
whose posterior moments are
Comparing the posterior distributions under the two sets of priors, we see that they could be uni…ed under a single Normal-Gamma prior framework, but with di¤erent speci…cations of the priors [ ,H].
The Gibbs Sampler
Unfortunately, closed-form expressions are not available for the constrained models (3) and (4) . Estimating the parameters of these models requires evaluating the posterior distribution of the parameters given the data up to time t, Z, denoted ; 2 Z . This in turn requires repeatedly drawing from the distribution which is not always feasible in our context. Hence we cannot use Monte Carlo integration methods to simulate posterior moments of functions of the parameters. Instead we implement the Gibbs sampler and use importance sampling techniques which we next describe.
To implement the Gibbs sampler, we partition the parameters = ( ; 2 ) into two blocks: Given an initial draw 
The resulting sequence, f (s) g, is a realization of a Markov chain. Under wellknown conditions the Markov chain converges (Roberts and Smith (1994) ) and any single iterate (s) retains the property that it is draw from the joint density ; 2 Z . The Markov chain (17) requires sampling from the two conditional densities (13) and (14) . Drawing from (14) is straightforward and can be carried out by many statistical packages. Drawing from (13), however, is non-standard and requires using importance sampling techniques. Suppose that random draws s ; s = 1; :::; S can be generated from a density, q( ), the so-called importance function. By appropriately weighting the random draws from q( ), the moments computed from the draws of the importance function, s , converge to the moments obtained from the (unknown) posterior distribution ( j Z t ). 6 For importance sampling to work, q ( ) needs to approximate ( j Z t ) quite well. Otherwise cases can be found where ! ( s ) is equal to zero for virtually every draw and the weighted average involves very few draws. Thus, importance sampling may become inaccurate unless q ( ) is chosen carefully. Fortunately, the problem of …nding an accurate importance function is easily resolved for the linear regression model that is subject to inequality constraints. By setting the importance function equal to the unconstrained posterior distribution, the weights can be computed as
Hence the weights are either one (if s 2 A) or zero (if s = 2 A) and this strategy simply involves drawing from the unrestricted posterior distribution and discarding draws that violate the relevant inequality restrictions. Hence our approach is very simple to implement in practice.
Empirical Results
In this section we present empirical results from applying the methods described in the previous section to forecast stock returns. 6 This property makes use of the result in Geweke (1989) that if s , s = 1; :::; S is a random sample from q( ), then under weak conditions
where the weights of the importance function, !( s ), are given by
Data
Our empirical analysis uses the data on monthly stock returns along with a set of sixteen predictor variables analyzed in Goyal and Welch (2007) . 7 Stock returns are measured by the S&P500 index and include dividends. A short T-bill rate is subtracted from stock returns in order to capture excess returns. Data samples vary considerably across the individual predictor variables. To be able to compare [[ and later combine ]](delete) results across the individual predictor variables, we use the longest common sample which goes from 1940-2005. 8 The identity of the predictor variables is listed in Table 1 . Most variables fall into three broad categories, namely (i) valuation ratios capturing some measure of 'fundamentals'to market value such as the dividend price ratio, the dividend yield, the earnings-price ratio, the 10-year earnings-price ratio or the book-tomarket ratio; (ii) measures of bond yields capturing level e¤ects (the threemonth T-bill rate and the yield on long term government bonds), slope e¤ects (the term spread), and default risk e¤ects (the default yield spread de…ned as the yield spread between BAA and AAA rated corporate bonds, and the default return spread de…ned as the di¤erence between the yield on long-term corporate and government bonds); (iii) estimates of equity risk such as the cross-sectional equity premium (the relative valuations of high-and low-beta stocks), long term return and stock variance (a volatility estimate based on daily squared returns). Finally, two corporate …nance variables, namely the dividend payout ratio (the log of the dividend-earnings ratio), and net equity expansion (the ratio of 12-month net issues by NYSE-listed stocks over the year-end market capitalization) and a macroeconomic variable, in ‡ation (the rate of change in the consumer price index) are considered.
E¤ect of Constraints on coe¢ cient estimates
Before turning to the forecasts of stock returns, we consider the posterior distribution of the coe¢ cient estimates based on the full data sample available at the end of 2005. These contain interesting information about the economic signi…cance of the various predictor variables.
Towards this end, the …rst two columns of Table 1 report OLS estimates of the slope coe¢ cient along with the associated t-statistics for the unconstrained model. Roughly half of the predictor variables generate coe¢ cient estimates that are signi…cant at the 5% level. However, the t statistics for the valuation ratios should not be taken at face value given the well-known biases in their estimates (see, e.g., Stambaugh (1999) ).
Columns 3-10 of Table 1 report the posterior means of under the unconstrained and constrained Bayesian models using four combinations of uninformative Normal-Gamma priors with = 0:1 or = 1 and Normal-Je¤reys' priors with = 0:02 or = 0:2. Since the results are very similar under 7 We are grateful to Amit Goyal for providing this data. 8 One variable, the cross-sectional premium, only has data up to the end of 2003.
the two constrained models (3) and (4), we only report estimates for the latter. First consider the results for the unconstrained models. Under Normal-Gamma priors the posterior means of the slope coe¢ cient tend to be very similar to the OLS estimates more so as is increased from 0.1 to 1 and less weight is put on the prior. Under the Je¤reys' priors, the posterior means of the slope coe¢ cients remain quite close to the OLS estimates although of course slightly closer to zero, the center of the priors when is set to 0.2. Lowering to 0.02, and thus using a prior more strongly concentrated on zero, has the e¤ect of shrinking the posterior mean of more towards zero and so the absolute value of the posterior means are generally much smaller under this prior.
Turning to the constrained models, under either set of priors, the constraints have a clearly identi…able e¤ect on the posterior means of the coe¢ cients which tend to fall between the OLS estimates and the posterior means under the corresponding unconstrained models. The posterior means of the slope coe¢ cients can vary signi…cantly depending on whether the unconstrained or constrained model is adopted and on the choice of prior. For example, in the case of the net equity expansion variable, the OLS coe¢ cient is -0.197 which is very close to the posterior mean of the unconstrained model under Je¤reys priors with = 0:2, but is somewhat smaller than the value (-0.12) obtained under the constrained model with = 0:2 and the values (-0.05 to -0.06) obtained when = 0:02. One of the advantages of our methodology is that it treats the coe¢ cients on the predictor variables as random variables. Hence we can study the entire distribution of the coe¢ cients of the predictor variables ( ) conditional on the data and any restrictions that may have been imposed on the forecasting model. This provides insights into the e¤ect on the forecasting model of imposing constraints on the equity premium or on the sign of . Figure 1 plots the posterior distribution of under Normal-Gamma prior with ' = 0:1 for each of the models described in section 2 (i.e. the unconstrained model (1), the model (3) that imposes non-negative equity premia,r 1 ; :::r t 0 and the model (4) that further imposes a sign constraint on the slope coe¢ cient).
Several points stand out from these plots. First, in many cases, imposing the constraint that the conditional equity premium cannot be negative has a very signi…cant impact on the distribution of the slope coe¢ cients in the return equation. In comparison, the sign constraint on generally tends to have a much smaller additional e¤ect on the posterior distribution of .
Imposing the constraints on the forecasting model has separate e¤ects on the location and dispersion of the slope parameter, . First, the distribution of the slope coe¢ cient, , tends to be less dispersed with higher peaks under the constrained models. For example, whereas the distribution of in the unconstrained return model based on the dividend-price ratio is concentrated between -0.01 and 0.025, it lies in a much more narrow band between zero and 0.01 under the constrained model. Even larger e¤ects of imposing the constraints can be observed for the slope coe¢ cients of variables such as the T-bill rate, long-term return, stock variance and in ‡ation.
The second e¤ect is related to the location or center of the distribution of the slope coe¢ cient, . For most variables (with the possible exception of the default yield spread), Figure 1 shows that the distribution of is shifted towards zero. For example, in the case of the dividend-price ratio, the mean of changes from 0.008 under the unconstrained model to 0.004 under the constrained model. In general, predictor variables whose coe¢ cient estimates are predominantly positive (such as the valuation ratios) therefore see their distributions shift to the left, while conversely variables such as the T-bill rate or the rate of in ‡ation whose unconstrained coe¢ cient estimates are centered on negative values are shifted to the right when the conditional equity premium is required to be non-negative.
Finally, Figure 1 shows the e¤ect of imposing the double constraint that the conditional equity premium at each point in time is non-negative and that the sign of must be positive for the valuation ratios, spread and interest rate variables and negative for in ‡ation and the T-bill rate. The result of the sign constraint is to further narrow the distribution of the slope coe¢ cients. Unsurprisingly the e¤ect of the additional constraint is largest for those models whose slope coe¢ cient has a distribution that is centered near zero with considerable probability mass on both positive and negative values. In practice the constraint has a much smaller e¤ect for variables such as the T-bill rate or the dividend yield whose unconstrained slope coe¢ cients are largely distributed on one side of zero. Because of the asymmetric nature of the slope restriction, imposing sign constraints on generally pushes the mean of further away from zero compared to when only the conditional equity premium is constrained to be non-negative.
Out-of-sample Forecasts of Stock Returns
The key question in the literature on return predictability is whether stock returns can be predicted ex ante. To address this issue, we next study the out-of-sample forecasting performance of the models under consideration here. Some studies (e.g. Pesaran and Timmermann (1995), Bossaerts and Hillion (1999), Welch (2003, 2007) ) have addressed out-of-sample or exante predictability by accounting for the e¤ect of parameter estimation error associated with investors' updating of their models based only on historically available ("real time") data.
Our analysis uses the …rst 10 years of data (1940-49) to obtain initial parameter estimates so the forecasts begin in 1950. More speci…cally, we use our approach to compute recursive parameter estimates both for the unconstrained model (1) and the constrained model (4). In order to avoid look-ahead bias in the parameter estimates we only use data up to the month prior to that for which return is being predicted. 9 For example, the forecast of returns in January 1950 is based on an estimate that uses data up to and including December 1949. To forecast excess returns for February 1950, we extend the data set by one observation (i.e. up to January 1950), re-estimate the parameters of the forecasting model subject to any constraints and then compute a new forecast. We continue recursively with this estimation and forecasting procedure up to the end of the sample in 2005:12. Figure 2 plots the out-of-sample forecasts associated with the unconstrained and constrained forecasting models over the period from 195 0-2005. To preserve space we only show the prevailing mean and the forecasts based on the dividend yield and the T-bill rate. The unconstrained and constrained forecasts from the prevailing mean model are almost identical since the sample estimate of the prevailing mean is always positive so the equity premium constraint has the rather modest e¤ect of truncating a very small part of the left tail of the distribution of the parameter that controls mean excess returns, .
In contrast, the sequence of return forecasts based on the T-bill rate (shown in the middle window) is an example where imposing constraints on the equity premium makes a very big di¤erence. The unconstrained forecasts based on this model are very volatile and negative most of the time from 1970-1985, whereas the constrained forecasts are far smoother and, by construction, never take negative values. The constrained forecasts are mostly higher than the unconstrained values although this is not the case during the last three years of the sample.
The unconstrained and constrained forecasts based on the model that uses the dividend yield as a predictor variable (shown in the bottom window) clearly share a common trend. This is a re ‡ecting of the persistent movements in the dividend yield. However, the unconstrained forecasts are generally smaller than those based on the constrained model and, moreover, turn negative in 1987 and from 1992 onwards. As we shall later see, this explains the poor forecasting performance of this model since on average stock returns were quite high during this period. Imposing that the equity premium is non-negative leads the dividend yield model to perform much better as the restricted model predicts large and positive excess returns that even drift slightly upwards after the mid-1990s.
We conclude from these …ndings that imposing basic equilibrium restrictions on the conditional equity premium can have large e¤ects on the ex-ante predicted return. Comparing the forecasts from the unconstrained and constrained models, the predicted returns can in some cases di¤er by more than 200 basis points per month.
Evaluation of Forecasts
From the substantial di¤erence in the time series of forecasts shown in Figure 2 , we would expect that the unconstrained and constrained models produce quite di¤erent out-of-sample forecasting performance. 
where e t;i = r t r t;i is the forecast error from the ith forecasting model, e t = r t r t is the forecast error from the prevailing mean model (which assumes no predictability) and t = 1; ::; T is the out-of-sample period. The outof-sample R 2 value is one minus the (squared) ratio of the root mean squared error (RMSE) of the ith forecasting model measured relative to that of the no predictability (prevailing mean) model with recursively updated parameter estimates. Forecasting models with smaller out-of-sample RMSE-values than the prevailing mean model generate positive values of R 2 oos;i , while conversely models with greater out-of-sample RMSE-values produce negative values of R 2 oos;i . Because of this one-to-one mapping between RMSE and out-of-sample R 2 , there is no need for us to separately report the RMSE values.
As a benchmark the …rst column in the table shows the full-sample R 2 value obtained under the simple least-squares model. This varies signi…cantly across predictor variables and is quite high (0.6%) for the dividend-price ratio, the dividend yield, the smoothed earnings price ratio, the T-bill rate and long-term return. It is even higher in the case of in ‡ation (1.5%) and the cross-sectional premium (1.14%), but is quite low for many of the remaining predictor variables.
The rest of the table reports out-of-sample R 2 value under di¤ erent methods. Consistent with the …ndings reported by Campbell and Thompson (2007) and Goyal and Welch (2007) , the OLS results in Panel A show that there is only weak evidence of out-of-sample predictability based on the unconstrained forecasting models. In fact, nine of the sixteen forecasting models produce negative R 2 values and the average R 2 value (computed across all 16 models) is also negative. More troubling, perhaps, is that for many predictor variables the out-of-sample R 2 is quite large with negative values that exceed the corresponding positive in-sample R 2 values listed in the …rst column. Basing investment strategies on such forecasts would therefore in all likelihood lead to underperformance compared to a simple model with no predictability.
Similar …ndings hold for the unconstrained Bayesian models. Across all priors, close to half of these models produce negative out-of-sample R 2 values. Following Campbell and Thompson (2007) we also considered the truncated OLS forecasts (2) . The results are listed in the …rst column under "Constrained Models". For 14 of the 16 models under consideration, the out-of-sample R 2 value is improved by imposing the equity premium constraints. This is consistent with Campbell and Thompson's …nding that such constraints can improve forecasting performance.
The truncated OLS forecasts proposed by Campbell and Thompson (2007) do not revise the parameter estimates in view of the constraints. In contrast, the Bayesian methodology which we propose in this paper incorporates this information in the parameter estimates. Table 2 shows that there are clearly considerable gains from adopting our methodology. For example, under the Normal-Gamma prior with = 0:1, the average R 2 value from the univariate forecasting models more than doubles from 0.15 under the constrained OLS forecasts to 0.33. This increase re ‡ects improved forecasting performance under the Bayesian method for 11 of the 16 models.
Similar results are obtained under the Je¤reys priors. Imposing the constraints lead to an improvement in out-of-sample forecasting performance for 13 or 14 out of 16 models, depending on whether = 0:02 or = 0:2: This re ‡ects an increase in the average R 2 value of 0.10 when = 0:02 and an increase in this statistic close to 0.40 when = 0:2. Clearly the constraints matter signi…cantly to forecasting performance. Moreover, under the Je¤reys priors on average the constrained Bayesian models continue to outperform the truncated OLS forecasts.
We conclude from these results that imposing constraints on the equity premium leads to substantial improvements in the out-of-sample forecasting performance of the majority of univariate forecasting models with only four of 16 variables being unable to predict returns. Imposing such constraints cuts the number of cases with negative R 2 values roughly in half from 27 to 15 cases across all priors and univariate forecasting models (i.e. out of a total of 64 cases) and raises the R 2 value for twelve of the sixteen variables. In addition, we …nd signi…cant improvements in the precision of the forecasts by exploiting these constraints to inform the posterior distribution of the coe¢ cients by using our Bayesian methodology as opposed to simply truncating the forecasts at zero.
Stambaugh Bias
Many of the predictor variables used in the return forecasting literature are known to be highly persistent. Moreover, innovations to such variables and innovations to returns are in some cases strongly correlated. Such conditions are known to introduce a signi…cant bias in the coe¢ cient estimates and a resulting bias in the forecast. This phenomenon, which is generally known as the Stambaugh bias (Stambaugh (1986 (Stambaugh ( , 1999 ) is particularly important for valuation ratios such as the dividend yield or the price-earnings ratio. These variables are highly persistent with innovations that are strongly negatively correlated with returns.
A large literature has attempted to address the small-sample bias problem by developing re…ned econometric estimators and bias-reduction methods. Examples include Ang and Bekaert (2007) Our approach provides an e¤ective way to reduce the Stambaugh bias and, as a result, improve on the precision of the forecasts. A feature of our approach which distinguishes it from the more statistically-based methods for dealing with the problem is that it uses an estimator that is economically motivated by a constraint that holds as a consequence of simple equilibrium arguments. Imposing this constraint on the forecast in every period is particularly appropriate for the simple forecasting models which, as pointed out by Ang and Bekaert (2007) , can reasonably be viewed as representing approximations rather than an exact relationship.
Along with most studies in the literature, we consider the following simple model for returns (r t+1 ) and the predictor variable (x t+1 ):
Returns are predictable by means of past values of x whenever r 6 = 0. Moreover, the predictor variable follows a …rst-order autoregressive process whose persistence is measured by x 2 [0; 1]. Another key parameter is the correlation between shocks to returns and shocks to the state variable, uv = uv =( v u ).
As noted by Stambaugh (1999) , OLS estimates of r , denoted by^ r , are biased by approximately
where T is the sample size, uv is the covariance between u and v and x is the persistence parameter for the predictor variable. Valuation ratios such as the earnings-price ratio or the dividend yield are highly persistent with estimates of x close to one and a correlation between u and v that is large and negative. This introduces a large upwards bias in the estimate of the slope coe¢ cient r in (20) given uv < 0. This has the dual e¤ect of making inference on^ r very di¢ cult and also leads to worse forecasting performance since the return forecasts become too sensitive to the value of x. Figure 3 shows how the equity premium constraint works when x 0 (top window) or x < 0 (bottom window). For a given value of x, + x 0 is a joint constraint on both and . When plotted against and , the boundary of this constraint always goes through zero and has a slope = = x (for 6 = 0) that re ‡ects the value of the predictor variable, x: The intercept-slope ratio = must lie between max(x) and min(x). Together with the objective of obtaining the "best …t" by trading o¤ the intercept and the slope coe¢ cient, the equity premium constraint tends to drag towards zero.
Simulation Results
To see how the bias in the slope coe¢ cient and the forecasting performance is a¤ected by the equilibrium constraints, we conduct a series of simulation experiments. We simulate returns under the model (20) …tted to stock returns and the dividend yield, using OLS estimates of the coe¢ cients f^ r ;^ r ;^ r ;^ x ;^ x ;^ x ;^ rx g in place of their unknown values. In particular, we generate 5,000 random draws of time series of returns using sample sizes similar to those studied by Stam-baugh (1999), namely T = 200; 500; 800.
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For each draw of returns and the predictor variable, we next obtain estimates of the slope coe¢ cient, r , using OLS estimation as well as Bayesian estimates based on the unconstrained model (1), the model that constrains the equity premium (3) and the double-constrained model that restricts both the conditional equity premium and the sign (4). Table 3 reports the outcome of these simulations.The true parameters for the simulation are set as: r t+1 = 0:033 + 0:008x t + u t+1
var(u t+1 ) = 0:0018; var(v t+1 ) = 0:0019; cov(u t+1 ; v t+1 ) 0:0018
The table shows the mean, skewness and kurtosis of the coe¢ cient estimates as well as the root mean squared error (RMSE) of the one-step-ahead forecast.
In common with other researchers we …nd that the OLS estimates are heavily biased. In the smallest sample, T = 200, the bias amounts to more than 100% of the true parameter value (0.8) assumed in the simulations. This bias is shared also with the unconstrained Bayesian estimates, which is perhaps unsurprising since we are using uninformative priors in the analysis. As the sample size increases to 500 observations, as expected the bias declines but is still quite substantial. Even in the largest sample with 800 observations some bias remains. Very di¤erent results emerge for the constrained models. Imposing the constraints cuts the bias by more than half in the smallest sample, T = 200, and largely eliminates the bias in the two largest samples with 500 or 800 observations. Moreover, both the skewness and the kurtosis of the distribution of the coe¢ cient estimates are signi…cantly reduced under the constrained models.
Turning to the forecasting performance listed in the …nal column of Table 3 , this is also signi…cantly improved under the constrained models. In the smallest sample with 200 observations, the root mean squared forecast error gets reduced from 1.6% (using OLS) or 1.9 (using unconstrained Bayesian estimates) to 1.2 under the equity premium constraint and only 1.0 under the sign-and equity premium constrained model. Even in the largest samples with 500 or 800 observations, the constraints on the forecasting model continue to lead to a large reduction in RMSE-values both in relative and absolute terms. 1 0 To simulate returns, we use the Cholesky decomposition
where " rt+1 ; " xt+1 are IID and mutually uncorrelated random variables.
Forecasts Based on Valuation Ratios: Results from Longer Samples
As mentioned previously, the Stambaugh bias is a particular concern for the valuation ratios which are highly persistent with innovations that are strongly correlated with returns. For three of these, namely the dividend price ratio, the dividend yield and the earnings-price ratio we have particularly long data samples spanning the period 1871-2005:12, while for a fourth, the smoothed earnings price ratio, the data sample is 1881-2005:12. Recent results that have questioned that these variables can predict stock returns ex-ante (e.g. Welch (2003, 2007) ) have reported results going back to 1927. It is therefore of interest to consider the forecasting performance of these variables in the longer sample. To this end, Table 4 reports the out-of-sample forecasting performance for these four predictor variables using the longest-available sample to estimate the parameters of the forecasting models. The out-of-sample forecast period begins in 1927 and the parameters are updated recursively through time using only data that was available prior to the date of the forecast. For each of the four priors under consideration we report the RMSE and out-of-sample R 2 values for the unconstrained and constrained models.
The forecasting performance of the unconstrained models is quite similar under the Normal-Gamma priors as well as under the Je¤reys prior with = 0:2. Under these priors the out-of-sample R 2 is negative for the forecasts based on the dividend-price ratio or the dividend yield, while it is around 0.25 and 0.08 under the earnings-price ratio and smoothed earnings-price ratio models. Forecasting performance improves for the dividend-based predictor variables under the Je¤reys prior with = 0:02, but it worsens for the earnings-price ratio predictor variable.
Turning to the results under the constrained forecasting models, the forecast precision improves signi…cantly. The out-of-sample R 2 value is now always positive and it improves in 15 of 16 cases, in many cases more than doubling the R 2 value.
Parameter Estimation Error
Our results so far suggest that, for the valuation ratios, the improvement in forecasting performance under the equilibrium restriction on the return forecasting models can be understood in terms of its ability to reduce the …nite-sample (Stambaugh) bias. For variables that are either less persistent or whose innovations are less correlated with returns including managerial decision variables such as the dividend payout ratio and net equity expansion (Baker et al (2006) ) this bias is less likely to be the explanation for the improved forecasting performance of the constrained models. This is also an issue for variables such as the T-bill rate or the in ‡ation rate for which this bias is not a great concern.
To understand why the constraints work for these models, we turn to another explanation, namely the e¤ect of parameter estimation error. It is widely known that it is di¢ cult to estimate the slope coe¢ cients of the return forecasting models with much precision. As a result, the forecasting performance is likely to be improved by estimation methods that reduce parameter uncertainty. Imposing the constraint achieves this objective. As shown in Table 3 , the standard deviation computed across the 5,000 Monte Carlo simulations is much lower for the constrained than for the unconstrained forecasting models. Hence lower parameter estimation error is another way to understand why the constrained return forecasting models work better than the unconstrained ones.
Conclusion
We presented a new approach to forecasting stock returns out-of-sample that optimally incorporates information embedded in theoretical restrictions on the conditional equity premium and on the sign of the coe¢ cient of the predictor variable. When implemented empirically, this approach was found to be highly successful at improving the precision of out-of-sample forecasts of stock returns. The first and second columns show the ordinary least squares (OLS) estimates and their t-statistics. The next four columns show the posterior means of the slope coefficients for unconstrained models estimated using Bayesian methods under different priors. The final four columns show the posterior means of the slope coefficients obtained using Bayesian methods that constrain the equity premium to be nonnegative and also constrain the sign of the slope coefficient. The parameters ψ and σβ reflect the weights on the priors: larger values indicating a smaller weight on the prior. -values show that a forecasting model produces more precise forecasts (lower root mean squared forecast errors) than the prevailing mean model. Columns 2-6 show results for the unconstrained forecasting models using either OLS or Bayesian estimation methods. Columns 7-11 show results using either truncated OLS or Bayesian estimation methods that constrain the equity premium to be non-negative and also constrain the sign of the slope coefficient Note: This table shows the result of 5,000 Monte Carlo simulations for the dividend yield forecasting model with parameters set to match the full-sample estimates for US stock returns: r t = μ + βx t-1 + ε t , x t = μ + γx t-1 + u t . The (posterior) mean of the slope coefficient on the dividend yield in the return equation is shown in the first column followed by the skew and kurtosis of this coefficient. The fourth column shows the root mean squared forecast error based on forecasts of returns for the following period. In all cases an uninformative prior is used with psi = 0.1. 
