Abstract-We propose an analytic model to compute the station's saturated throughput and packet delay performance of the IEEE 802.11 DCF (Distributed Coordination Function) in which frame transmission error rates in the channel are different from each other. Our analytic model shows that a station experiencing worse frame error rates than the others suffers severe performance degradation below its deserved throughput and delay performance. 802.11 DCF adopts an exponential back-off scheme. When some stations suffer from high frame error rates, their back-off stages should be increased so that others get the benefit from the smaller collision probabilities. This impact is then recursively applied to degrade the performance of the victim stations. In particular, we show that the performance is considerably degraded even if the frame error rate of the victim station satisfies the receiver input level sensitivity that has been specified in the IEEE 802.11 standard. We also verify the analytic results by the OPNET simulations.
INTRODUCTION
In recent the Smart Era, IEEE 802.11 Wireless Local Area Network (WLAN) has emerged as a promising technology for wireless access by smart mobile devices. Today most installed WLANs utilize the infrastructure mode that requires the use of one or more access points (APs), even if an optional ad-hoc mode allows users to spontaneously form a WLAN without APs for public-safety and military applications [1, 2] . The IEEE 802.11 standard defines the specification for the two types access methods: the Distributed Coordination Function (DCF), which uses CSMA/CA to allow for contended access to the wireless media; and the Point Coordination Function (PCF), which provides collision-free access via arbitration by a Point Coordinator that resides in the AP. DCF uses two access mechanisms for packet transmission: the basic access or the optional Request-To-Send/Clear-To-Send (RTS/CTS) mechanism. However, the PCF is very rarely implemented in currently available devices, and the RTS/CTS option is rarely turned on in the practical infrastructure IEEE 802.11 WLANs due to high overhead. In this paper we limit our investigation to the basic DCF scheme in the infrastructure WLAN.
A lot of works on the issues of fairness and performance anomaly of the IEEE 802.11
WLANs have been discussed [3, 4] . These works are becoming more important because the radio channels should be shared among the users fairly and efficiently in present-day overcrowded Wi-Fi hotspots. However, to the best of our knowledge, all of them consider the performance variations due to the differences in the transmission rates among wireless stations using link rate adaptation schemes such as an automatic rate fallback (ARF). Recently, as the price of APs has been getting cheaper, we deploy them very densely in public or private places. Therefore, the deployed scope of an infrastructure WLAN is so small that every station has a strong signal quality to operate with its full speed. In this case, the ARF responds to frame collisions that cannot be distinguished from frame transmission errors, and then it significantly decreases throughput when transmission failures are caused by collisions [4] . That is, we prefer to use a fixed transmission rate in this case.
In this paper, we focus on the performance anomaly of the IEEE 802.11 DCF where all of the stations are fixed at the same transmission rate but have different frame error rates (FERs). We show that the impact of this anomaly is totally different from the known results of multi-rate IEEE 802.11 WLANs because the host causing this problem does not penalize other hosts apart from itself. For this purpose, we present an analytic model by extending the throughput analysis introduced by Bianchi [6] . In particular, we show that the performance is considerably degraded even if the frame error rate of the victim station satisfies the receiver input level sensitivity that has been specified in the IEEE 802.11 standard. The rest of this paper is organized as follows: Section 2 presentsan analytic model to compute the station's saturated throughput and packet delay performance of the IEEE 802.11 DCF in which the frame transmission error rates in the channel are different from each other. Section 3 provides several numerical results to show the performance anomaly. Section 4 validates the analytic model through simulation, and finally Section 5 concludes the paper.
PERFORMANCE OF IEEE 802.11 DCF IN DIFFERENT FRAME ERROR RATE CONDITIONS
Bianchi [6] presents an analytic model to compute the 802.11 DCF throughput based on a discrete Markov chain under the assumption of saturated traffic condition. Later Malone et al. [7] extended this model for the non-saturated and heterogeneous traffic conditions, and Ni et al. [8] simply used it to study the impact of frame transmission error on the throughput, and Chatzimisios et al. [9] presented a packet delay analysis for theIEEE 802.1b protocol by extending the Bianchi's model. In this section, for the sake of clarity, we use the same Markov chain model for back-off window size in error-prone networks using the same symbol notations that appeared in [8] . We also extend the equations obtained in [7] [8] [9] for our specific purposes.
Throughput Analysis
Suppose there are M groups of stations labeled i=1,2,…,M. We assume that for all of the groups, stations have the same station parameters including the 802.11 MAC and PHY layer parameters, while they have different frame transmission error rates in each group. Let s(t) and b(t) be the stochastic processes representing the back-off stage and the back-off counter respectively for a given station (STA) at time t. To model the bi-dimensional process {b(t),s(t)} of the random back-off behavior of any given STA in group i, we use the same discrete-time Markov chain in [8] as shown in Fig. 1 , where p f,i is the probability that a transmitted frame in group i fails to transmit due to collision or to medium error. When an unsuccessful transmission occurs at back-off stage k-1, the back-off stage increases, and the new initial back-off value is uniformly chosen in the range of [0, W k -1]. W k is the current contention window (CW) size and ∈ 0, . m denotes the retry limit number of any transmitted frame and 2 • , where W is the minimum CW size. When the back-off stage reaches the retry limit and the last transmission is unsuccessful, the packet is discarded. Using the Markov chain for a given station in group i, the probability that a station in group i transmits in a randomly chosen slot time is represented as follows:
, where L data and L ack are the length of the data and the ACK frames. Now equation (1) and equation (2) provide 2M non-linear equations which can be solved numerically for p f,i and .
We are now able to express S i for the normalized throughput for each group i as S i = P s,i E[P]/E s,i ,where P s,i is the probability that a station in group i successfully transmits as follows:
and E[P] is the expected time spent transmitting payload data, and E s,i is the average length of a slot time. For the ease of discussion about the performance anomaly of the IEEE 802.11 DCF in different FER conditions, we will just consider two groups of stations (M=2) from now on. Let T s be the time for a successful transmission, T c be the time for a collision, and and be the times for transmission failures due to data and ACK frame errors, respectively. Additionally P I , P c,i , , , and , refer respectively to the probability that a time slot on the channel is occupied because of empty, collisions, data frame errors and ACK frame errors. Thus, E s,i becomes
where σ is the duration of an empty slot time,
, and for brevity in the case of FHSS 1Mbps data rate. For the first group i=1, , 1
, and
, . We can also obtain these equations for the second group i=2.
Delay Analysis
We compute the average delay E i [D] for a successfully transmitted packet in group i. Packet delay is defined to be the time interval from the time a packet is at the head of its MAC queue ready for transmission, until its successful reception at the intended destination.
is the average number of slot times for a successful packet transmission. E i [X] can be found as follows: 5 where d k is the mean number of slot times of the back-off stage k, and q k is the probability of the packet to reach the back-off stage k; that is, d k =(W i -1)/2 and , , 0,1, ⋯ , .
NUMERICAL RESULTS
We first consider one group of homogeneous N stations whose BERs p b are the same. The station parameters and additional parameters that were used to obtain numerical results are shown in Table 1 , where the system values are those that were specified for the FHSS (Frequency Hopping Spread Spectrum) PHY layer [5] . The station throughputs in Fig. 2(a) Fig. 2 (b) shows the average packet delay for N=2, 11, and 21. As expected from the previous discussion about throughput variations, the delay also increases sharply after the BER threshold (see Fig. 2 (b) ). From this first scenario, the throughput drops maximally by 8.5% and the delay increases up to a maximum of 9.2% when N=2, respectively. These performance variations will be used as the references for the comparison with the different BER conditions. Now, we consider the second scenario in which a WLAN segment services two groups of stations. We assume that there are n 1 stations in group 1 whose p b,1 is fixed, and there is only one station (STA2) in group 2 whose p b,2 varies between 10 -8 (p e,2 =0.000085) and 10 -4 (p e,2 =0.57549) depending on its location of the STA2 from the AP. Fig. 3 (or Fig. 4) fixed at 10 -8 in Fig. 3 (a) (or Fig. 4 (a) ) and at 10 -5 in Fig. 3 (b) (or Fig. 4 (b) ). That is, we consider the impact of p b,2 on the performance for the following two cases: (i) group 1 is good, or (ii) there are bad conditions. Fig. 3 (a) illustrates that when p b,2 increases, the throughput of STA2 degrades; however the throughput of STA1 increases. This is because the IEEE 802.11 DCF governs the performance anomaly so called "the gap between the rich and the poor is getting bigger". That is, if one station suffers from high FER, then its back-off stage should be increased so that the others get the benefit of smaller collision probabilities. This impact is then recursively applied to make the performance of the victim station worse. On the contrary, Fig. 3 (b) shows a totally different situation compared with Fig. 3 (a) that illustrates the impact of better FER of STA2 on the performance of both groups. An interesting result is that the throughput of STA2 greatly varies in both cases. The throughput of STA2 for the first case sharply decreases by 21.7% (or 13.8%) at the BER threshold 10 -5 when n 1 =10 (or n 1 =1)(see Table 2 ). On the contrary, the throughput of STA2 for the second case increases by 27.1% (or 15.5%) when p b,2 =10 -8 and n 1 =10 (or n 1 =1). Therefore we can easily expect that the percent of the throughput variations of STA2 depends on the number of group 1 as well as p b,1 and p b,2 . However, Table 3 shows that the percent of the performance degradations of STA 2 might be saturated when n 1 =20. If we increase the retry limit number of the DCF parame- ter, the throughput degradation of STA2 should be deeper as thenum ber of stations in class 1 increases (see Table 3 ). Fig. 4 and Table 4 show the performance of average packet delay for our second numerical scenario. As explained earlier in the throughput performance, the delay performance is also considerably worse as compared to the first numerical scenario.
SIMULATION STUDY
In this section, we compare the analytic results in the previous section with simulation using the OPNET [10] . For the simulation, we created a scenario composed of a single BSS connected to a wire-line distributed network with a fixed AP, an Ethernet switch, two servers, and two groups of stations (see Fig. 5 ). We modeled the wireless/wireline network system as a dumbbell network where n 1 stations in group 1 access server1 and a station (STA2) in group 2 accesses server2 through the AP. The stations in group 1 are fixed, and STA2 follows a pre-defined trajectory of 112 meters. We simulate 240 seconds during which the STA2 proceeds to the AP, stops at 32 and 75 meters, and arrives at the end of the trajectory. The STA2 stays at each stop for 600 seconds. Each station generates a single UDP stream of data frames that are 1,023 bytes long at a high data rate in such a way that the WLAN is overloaded. We use the BERs of the frame transmission using a table look-up of the DPSK by the OPNET (see Table 5 ). We also use the same station parameters shown in Table 1 . Fig. 6 (a) plots the system throughput of each group and the received and forward traffic of the AP, where n 1 =1,10. To evaluate the accuracy of the analytic models, we provide the system Table 5 . These results closely follow the simulation results. Fig. 6 (b) plots the average number of slot times for the successful packet transmissions by the two stations of STA1 and STA2 in the simulation scenario. In order not to consider the propagation delay in detail between stations and the AP during simulations, we just plot the average number of slot times instead of the average packet delay. We note that we use an OPNET built-in statistic, which collects the number of slots a station needs to back-off before transmission while contenting for the medium, and the number of slots in the contention window after a station's successful transmission [10] . Table 6 shows the analytic results computed by equation (5) to compare with the simulation results shown in Fig. 6 (b) . When n 1 =1, the numerical results closely follow the simulation results. However, when n 1 =10, it is not easy to compare them since the graphs shown in Fig. 8 fluctuates very widely. The simulation results will be more widely fluctuated as the number of contenting stations is increased because a station transmits packets less frequently in 1 Mbps FHSS WLAN and then the updates of the statistics within the averaging time intervals of the simulation become less frequent. However we figured out that the average of number of slot times for each time interval of 600 seconds are very close to the analytic results for n 1 =10 .
CONCLUSION
We derived equations to compute the saturated throughput and the average packet delay of the IEEE 802.11 DCF in different FER conditions. This analysis is validated by comparison with simulation results. When all of the stations experience the same FER, which satisfied the receiver input level sensitivity, the throughput dropped by a maximum of 8.5% and the packet delay increased by a maximum up to 9.2% in the system values of the FHSS PHY layer. However, in the different FER conditions, the throughput and delay performances of a station suffering higher FER than others dropped under its deserved level. That is, the throughput and packet delay performances of the victim host dropped by over 20% as the number of stations in better conditions or the retry limit number of the DCF parameter was increased. In particular, we show the performance is considerably degraded even if the frame error rate of the victim station satisfies the receiver input level sensitivity that has been specified in the IEEE 802.11 standard. Hence, we must pay a lot more attention to co-channel interference in case of different frame error rates.
