Abstract. The Vector AutoRegressive Moving Average (VARMA) model is fundamental to the study of multivariate time series. However, estimation becomes challenging in even relatively low-dimensional VARMA models. With growing interest in the simultaneous modeling of large numbers of marginal time series, many authors have abandoned the VARMA model in favor of the Vector AutoRegressive (VAR) model, which is seen as a simpler alternative, both in theory and practice, in this high-dimensional context. However, even very simple VARMA models can be very complicated to represent using only VAR modeling. In this paper, we develop a new approach to VARMA identification and propose a two-phase method for estimation.
Introduction
Vector AutoRegressive Moving Average (VARMA) models enjoy many theoretical properties which make them fundamental tools for modeling multivariate time series. In a VARMA d (p, q) model, a stationary ddimensional vector time series y t is modeled as a function of its own p past values and q lagged error terms.
More precisely,
where {Φ ∈ R d×d } p =1 are autoregressive coefficient matrices, {Θ m ∈ R d×d } q m=1 are moving average coefficient matrices, and a t denotes a d-dimensional mean-zero white noise vector time series with d×d nonsingular contemporaneous covariance matrix Σ a . We assume, without loss of generality, that all time series are meancentered such that no intercept is included. VARMA models are, however, rarely used in practice due to identifiability concerns and computational challenges. As such, multivariate time series are primarily modeled using Vector AutoRegressive (VAR) models rather than VARMA models. A VAR model is a special case of the VARMA since the time series are only modeled as a function of their own p past values and no moving average coefficients are included. Hence, VAR models-in contrast to VARMA models-do not account for serial correlation in the errors. Applications of Vector AutoRegressions are found in diverse fields such as biostatistics (e.g., Kirch et al., 2015) , finance (e.g., Tao et al., 2011) , economics (e.g., Matteson and Tsay, 2011) , and marketing (e.g., Gelper et al., 2016) .
The dominant focus on VAR models has led to a well-developed and active research area on VAR estimation. Recently, a growing interest has arisen in VAR models that are high-dimensional, i.e., having a large number of time series d relative to the time series length T . As a result, many advances have been made in developing regularized estimators for these models (e.g., Hsu et al., 2008 , Davis et al., 2016 , Gelper et al., 2016 or Nicholson et al., 2017 , and in discussing theoretical properties of such regularized estimators (e.g., Basu and Michailidis, 2015) . Many of these papers focus on adding an 1 -penalty (Tibshirani, 1996) to the objective function. As such, sparse parameter estimates are obtained, meaning that many autoregressive parameters are estimated as exactly zero.
Although VAR models are more intensively investigated and used by practitioners, several reasons exist for preferring the more general class of VARMA over VAR. First and foremost, VARMA models allow for more parsimonious representations of the data generating process. This parsimonious finite VARMA parametrization of potentially infinite-order VARs gives important advantages in terms of improved estimation and prediction accuracy while also being more amenable to interpretation. Kascha (2012) discuss the improved estimation performance of VARMA over VAR models; Anthanasopoulos and Vahid (2008) provide empirical evidence of the improved prediction performance of VARMA over VAR. Further theoretical reasons for VARMA models over VAR models are discussed by Lütkepohl and Poskitt (1996) . Despite these justifications for using VARMA models over VAR models, only a few estimation procedures (e.g., Chan et al., 2016) for high-dimensional VARMA models have been introduced. This paper aims to (i) introduce a new identification strategy for VARMA models, together with (ii) a computationally efficient estimation procedure for high-dimensional VARMA, and (iii) discuss theoretical properties of the proposed sparse VARMA estimator.
In view of achieving identifiability, it is important to formulate a reasonably parsimonious model (Dufour and Jouini, 2014) . We provide a novel and parsimonious identification strategy. Unlike pre-existing identification strategies-such as the echelon form or the final equations form (Lütkepohl, 2005 ; Chapter 12)-our identification strategy is purposely aligned with our estimation strategy. Our estimator involves two phases and is simple to compute in both low-dimensional and high-dimensional settings. In Phase I, we approximate the true lagged errors of the VARMA model (1) by fitting a high-order VAR. To ensure estimation is feasible in high-dimensions, we use a sparse estimator. Unlike most papers on sparse VAR estimation, we build on recent advances to incorporate lag selection into the estimation procedure by using an "HLag" penalty (Nicholson et al., 2016) instead of the standard 1 -penalty. In Phase II, we approximate the VARMA model with a lagged regression model by replacing the true lagged errors in equation (1) with the approximated lagged errors from Phase I, and sparsely estimate the model parameters. We show in several simulation settings and forecast applications that this parsimonious VARMA model leads to important gains in forecast accuracy compared to a sparsely estimated VAR.
Furthermore, we discuss some theoretical properties of the proposed sparse VARMA estimator. To our knowledge, theoretical properties of VARMA estimates have been studied only in low-dimensional settings (Kascha, 2012; Dufour and Jouini, 2005) . Some recent works have focused on asymptotic analysis of 1 -penalized VAR(p) estimates in high-dimension (Basu and Michailidis, 2015; Han et al., 2015) for finite p ≥ 1. In comparison to VAR, asymptotic analysis of VARMA imposes additional challenges due to its twophase estimation strategy, where Phase I alone requires a VAR(∞) estimation. Dufour and Jouini (2005) rely on the analysis of Lewis and Reinsel (1985) for Phase I estimation. In this work, we extend some of these results to the high-dimensional setting and establish sufficient conditions for consistency of Phase I AR estimates and residuals. As a first step, we only consider Gaussian VARMA and 1 -penalization in this work and leave generalization to non-Gaussian models and the HLag penalty for future work.
The remainder of this paper is organized as follows. In Section 2, we introduce a sparse identification procedure for the VARMA model. The estimation methodology is discussed in Section 3, including details on the computational algorithm. Theoretical results are investigated in Section 4. Simulations are presented in Section 5. Forecast applications are given in Section 6. Section 7 concludes. The appendix includes proofs, an overview of the computational algorithm, and figures of the data used in the forecast applications.
Notation. We use . to denote the Euclidean norm of a vector, and operator norm of a matrix. We reserve . 0 , . 1 and . ∞ to denote the number of nonzero elements, 1 and ∞ norms of a vector or the vectorized version of a matrix, and . F to denote the Frobenius norm of a matrix. We use Λ max (.) and Λ min (.) to denote the maximum and minimum eigenvalues of a (symmetric or Hermitian) matrix. We use |.| to denote the absolute value of a real number or complex number. We denote the sets of integers, real, and complex numbers by Z, R, and C, respectively.
Sparse identification of the VARMA
Establishing identification of VARMA models is a notoriously difficult problem, largely explaining why no previous attempts have been made to introduce identification strategies for high-dimensional VARMA models. In this section, we introduce a parsimonious identification strategy for both low-and high-dimensional VARMA models. The identification strategy detailed below favors parsimonious autoregressive and moving average matrices that contain only few non-zero elements.
Consider the Vector AutoRegressive Moving Average model VARMA d (p, q) of equation (1) with fixed autoregressive order p and moving average order q. We assume the model to be invertible and stable (see e.g., Brockwell and Davis 1991, Chapter 11) . The model can be written in compact lag operator notation as
where the AR and MA operators are respectively given by
with the lag operator L defined as L y t = y t− . The process {y t } has an infinite-order VAR representation
where
The Π-matrices can be computed recursively from the autoregressive matrices Φ and moving average matrices Θ (see, e.g., Brockwell and Davis 1991, Chapter 11) . The VARMA is uniquely defined in terms of the operator Π(L), but not in terms of the AR and MA operators Φ(L) and Θ(L). That is, for a given Π(L), p, and q, one can define an equivalence set of AR and MA matrix pairs, In this paper, we rely on the concept of sparsity, or parsimony, to establish identification for VARMA models. Among all feasible AR and MA matrix pairs, we look for the one that gives the most parsimonious representation of the VARMA. Specifically, we measure parsimony through a pair of sparsity-inducing convex regularizers, P AR (·) and P MA (·). A standard choice for these regularizers would be the 1 -norm; however, our identification results apply equally well to any other convex function. Our focus will be on the HLag penalty, to be defined in Section 3, since it provides a structured form of sparsity that is particularly simple to interpret. Define the sparse equivalence set of VARMA representations by
This sparse equivalence set is a subset of the equivalence set E p,q (Π(L)), containing the sparse VARMA representations, meaning that many of the elements of the autoregressive matrices and/or moving average matrices are exactly equal to zero. If the objective function in (2) is strictly convex, then the sparse equivalence set consists of one unique AR and MA matrix pair, in which case identification is established.
However, for the HLag penalty and for the 1 -norm, the objective function is convex but not strictly convex.
Hence, to ensure identification, we add two extra terms to the objective function and consider
F and analogously for Θ 2 F . The optimization problem in (3) is strongly convex and thus has a unique solution pair (Φ (α) , Θ (α) ) for each value of α > 0.
We are now ready to define our sparsely identified VARMA representation. For any stable, invertible VARMA process, its unique sparse representation in terms of the autoregressive and moving average matrices is defined as
The following theorem, proved in Appendix A.1, establishes that (
) is in the sparse equivalence set SE p,q (Π(L)) and furthermore is the unique pair of autoregressive and moving average matrices in this set having smallest Frobenius norm.
Theorem 1. The limit in (4) exists and is the unique pair in SE p,q (Π(L)) whose Frobenius norm is smallest: Therefore, we proceed in two phases, in the spirit of Spliid (1983) , Dufour and Jouini (2014) , and references therein. In Phase I, we approximate these unobservable errors. In Phase II, we estimate the VARMA of equation (1) with the approximated lagged errors instead of the unobservable lagged errors.
Phase I: Approximating the unobservable errors.
The VARMA of equation (1) has a pure Vector
AutoRegressive VAR(∞) representation if the VARMA process is invertible (see e.g., Brockwell and Davis 1991, Chapter 11) . Therefore, we propose to approximate the error terms a t by the residuals ε t of a VAR( p)
given by
for ( p + 1) ≤ t ≤ T , with p a finite number, {Π τ ∈ R d×d } p τ =1 the autoregressive coefficient matrices, and ε t a mean-zero white noise vector time series with d × d nonsingular contemporaneous covariance matrix Σ e .
Estimating the VAR( p) of equation (5) is challenging since p needs to be sufficiently large such that the residuals ε t accurately approximate the errors a t . As a consequence, a large number of p × d 2 parameters, relative to the time series length T , needs to be estimated. Therefore, we propose to use penalized estimation.
We discuss the corresponding Phase I estimator in Section 3.1.
Phase II: Estimating the VARMA. In Phase II, we use the approximated lagged errors ε t−1 , . . . , ε t−q instead of the true errors a t−1 , . . . , a t−q in equation (1). The resulting model
is a lagged regression model of responses y t on the predictors y t−1 , . . . , y t−p , ε t−1 , . . . , ε t−q , and with u t a mean-zero white noise vector time series with d × d nonsingular contemporaneous covariance matrix Σ u .
Model (6) is, however, heavily overparametrized, i.e., a large number of (p+q)×d 2 "regression" parameters needs to be estimated. To deal with this overparametrization problem, we again use penalized estimation.
Details on the Phase II estimator are given in Section 3.2.
Phase I estimator
For ease of notation, first rewrite model (5) in compact matrix notation
To obtain ε t , we use a Hierarchical VAR estimator (Nicholson et al., 2016) , which places a lag-based hierarchical group lasso penalty on the autoregressive parameters. The autoregressive estimates Π are obtained as
where we use the squared Frobenius norm as a loss function and a hierarchical "HLag" penalty with
This estimator performs automatic lag selection by forcing lower lagged coefficients of a time series in one of the equations of the VAR to be selected before its higher order lagged coefficients. At the same time, each time series has its own lag structure in each equation of the VAR.
The penalty parameter λ Π > 0 regulates the degree of sparsity in Π: the larger λ Π , the sparser Π, meaning that more of its elements will be set to zero. The optimization problem in equation (7) can be efficiently solved using Algorithm 1 in Nicholson et al. (2016) .
Phase II estimator
For ease of notation, rewrite the lagged regression model (6) in compact matrix notation
Our Phase II estimator is similar to the Phase I estimator from Section 3.1. We use a penalized estimator with a hierarchical penalty on both the autoregressive parameters Φ and the moving average parameters Θ. The autoregressive and moving average estimates are obtained as
where λ Φ , λ Θ > 0 are two penalty parameters regulating the degree of sparsity in Φ and Θ, respectively.
Similar to the Phase I optimization problem in (7), the Phase II optimization problem in (8) Optimization Solve equation (7) using Algorithm 1 in Nicholson et al. (2016) Output
Optimization Solve equation (8) using Algorithm 2 (Appendix B) with input
Practical implementation
In practice, one needs to specify the maximal order p in Phase I, and the penalty parameter λ Π needs to be selected. Similarly, in Phase II, the maximal autoregressive order p and moving average order q need to be specified, and the penalty parameters (λ Φ , λ Θ ) need to be selected.
Specifying the maximal lag orders. Throughout the paper, we take p = p = q = 1.5 √ T . We performed several numerical experiments to investigate the sensitivity of the outcome of the algorithm to these choices. The results are not sensitive to these choices, provided that they are chosen large enough.
Overselecting is less severe than underselecting since the Hierarchical VAR estimator performs automatic lag selection. As such, it can reduce the effective maximal order of each time series in each equation of the VAR (in Phase I), or the VARMA (in Phase II).
Selecting the penalty parameter. Following Friedman et al. (2010) , we use in Phase I a grid of penalty parameters starting from λ max , the smallest value for which all parameters are zero, and then decreasing in log linear increments until the value λ max /100 is reached (we take 10 values along this grid).
We select the penalty parameter λ Π using the following time series cross-validation approach. For each time point t = S, . . . , T − h, with S = 0.9 · T , we estimate the model and obtain parameter estimates. This results in ten different parameter estimates, one for each value of the penalty parameter in the grid. From these parameters estimates, we compute h-step ahead direct forecasts y
t+h obtained with penalty parameter λ. We select that value of the penalty parameter λ Π that gives the most regularized model whose Mean Squared Forecast Error is within one standard error (see "one-standard error rule", Hastie et al., 2009;  Chapter 7) of the minimal Mean Squared Forecast Error,
In the simulation study, we take h = 1. In the forecast applications, we also consider other forecast horizons.
In Phase II, we proceed similarly but using a two-dimensional grid of penalty parameters (λ Φ , λ Θ ).
Theoretical properties
Theoretical analysis of our proposed VARMA estimate can be carried out in two parts: (a) analyses of AR estimates { Π τ }p τ =1 and residualsε in Phase I; (b) analyses of AR and MA estimates { Φ }p =1 and { Θ m }q m=1
in Phase II. In this section, we focus on part (a), i.e., analysis of Phase I estimates, in high dimensions. Note that Phase I is essentially a VAR(∞) estimation problem and does not rely on the VARMA identification strategy. In the low-dimensional VARMA analysis of Dufour and Jouini (2005) , consistency of Phase I estimates was established using the results of Lewis and Reinsel (1985) on infinite-order VAR. Our analysis aims to provide consistency results similar to Lewis and Reinsel (1985) in a high-dimensional regime.
We start with a brief discussion of the spectral density based dependence measures (Basu and Michailidis, 2015 ) used in our analysis. Next, we provide deterministic upper bounds on the Phase I estimation error under a suitable restricted eigenvalue (RE) condition (Loh and Wainwright, 2012; Basu and Michailidis, 2015) on the autoregressive design matrix. These deterministic upper bounds depend on the fixed realization of the random variables {y t }. We then present two results to show how these upper bounds change and how often the RE assumption holds, when the random variables {y t } are generated from a sparse VARMA process.
For our theoretical analysis, we consider {y t } t∈Z , a d-dimensional centered, Gaussian stationary time series generated from a stable, invertible VARMA model
where Φ and Θ m are d × d matrices, {a t } is a centered Gaussian white noise process with contemporaneous variance-covariance matrix Σ a . Recall from previous sections the compact VARMA representation Φ(
. is an infinite-order lag polynomial. In Phase I, we work with a truncated version of
for an integerp ≥ 1.
Spectral density based measures of dependence
We adopt spectral density based measures of dependence for Gaussian time series, introduced in Basu and Michailidis (2015) , to conduct our theoretical analysis. Consider a d-dimensional centered stationary
Gaussian time series {x t } t∈Z with autocovariance function Γ x (h) = Cov(x t , x t+h ) for t, h ∈ Z. We make the following assumption:
Assumption 1. The spectral density function
exists, and its maximum and minimum eigenvalues are bounded a.e. on [−π, π], i.e.,
For stable, invertible VARMA processes of the form (9), this assumption is satisfied whenever Λ min (Σ a ) > 0, and the spectral density takes the form
This provides the following upper and lower bounds on M(f y ) and m(f y ):
and µ max (Θ), µ min (Θ) are defined accordingly. Note that for stable, invertible VARMA processes, Φ(z) and Θ(z) do not vanish on the unit circle {z : |z| = 1}. Proposition 2.2 in Basu and Michailidis (2015) provides additional results on how these quantities are related to the model parameters Φ 1 , Φ 2 , . . . , and Θ 1 , Θ 2 , . . ..
In the analysis of Phase I, we often work with the polynomial Π [p] (z). When the VARMA process is stable and invertible, µ min (Π) > 0. In addition, we make the following assumption on the data generating VARMA process:
In other words, we assume that finite-order VAR approximations of the stable, invertible VARMA process are also stable as long as the order of approximation is large enough.
More generally, for any two d-dimensional processes {x t } and {y t }, the cross-spectral density is defined as
where Γ xy (h) = Cov(x t , y t+h ), for h ∈ Z. If the joint process w t = [x t , y t ] satisfies Assumption 1, we define the following cross-spectral measure of dependence
Estimation Error in Phase I
Suppose we have data indexed in the form (y −(p−1) , y −(p−2) , . . . , y −1 , y 0 , y 1 , . . . , y T ). In Phase I, we regress y t on its most recentp lags:
The autoregressive design takes the form
Vectorizing the above, we have a regression problem with T samples and r = d 2p parameters:
In Phase I, we consider an 1 -penalized least squares ( 1 -LS) estimatê
Note that the first stage estimates Π τ , τ = 1, . . . ,p, are related toβ asβ = vec( B), where
Πp] . We also denote the residuals of Phase I regression asε t = y t − p τ =1 Π τ y t−τ . Our next proposition provides a deterministic upper bound on the estimation error of the above regression for a given realization of T +p data points from the VARMA model (9). We first provide an upper bound on the deviation of the estimated residualsε t around ε t without making any assumption on the design matrix Z. This is essentially the so-called "slow rate" of the convergence of Lasso estimates (Greenshtein and Ritov, 2004 ). Next we provide a tighter upper bound on the above deviation, and the deviation of { Π τ }p τ =1 around {Π τ }p τ =1 , under a restricted eigenvalue (RE) condition used in (Basu and Michailidis, 2015) :
Assumption 3 (Restricted Eigenvalue, RE). A symmetric matrix Γ r×r satisfies restricted eigenvalue (RE) condition with curvature α > 0 and tolerance τ > 0 if
These upper bounds involve curvature and tolerance parameters α, τ as well as the quantity Z E/T ∞ , and do not relate directly to the VARMA model parameters. The next two propositions provide insight into how these quantities depend on VARMA parameters, when we have a random realization from a stable, invertible VARMA model (9).
Proposition 1. Consider any solutionβ of the 1 -LS problem (16) using a given realization of {y t } T t=1−p from the VARMA model (9). Then, for any choice of the penalty parameter satisfying λ ≥ 2 Z E/T ∞ ,
In addition, assume the matrices {Π 1 , . . . , Πp} are sparse in the sense 
The proof of this proposition follows standard arguments in the literature of high-dimensional statistics (Bickel et al., 2009; Loh and Wainwright, 2012; Basu and Michailidis, 2015) . We provide a proof in the appendix for completeness.
Our next proposition provides a non-asymptotic upper bound on Z E/T ∞ which holds with high probability for large d,p. If λ is chosen to be of this order, inequalities (18)- (19) then show how the numerators of the upper bounds vary with model parameters.
Proposition 2 (Deviation Condition). If {y −(p−1) , . . . , y T } is a random realization from a stable, invertible VARMA model (9), then there exist universal constants c i > 0, independent of the model parameters, such that with probability at least 1 − c 0 exp (−c 1 (log d + logp)),
The second term on the right hand side is not a function of sample size T , and depends only on the tail decay of the AR coefficients Π τ . For this term to be ignorable with large T , one needs to choosep large
1 The assumption of strict sparsity is made for ease of exposition. In fact, the coefficients Π(L) may not be exactly sparse even when the coefficients of Φ(L) and Θ(L) are. However, some form of weak sparsity is expected to hold, i.e., there are a few large and many small coefficients. The results presented here can be generalized to this setting using recent advances in the theory of misspecified Lasso (cf. van de Geer 2016).
enough so that the tail sum τ >p Π τ is of smaller order than (logp + 2 log d)/T . Note that for stable, invertible VARMA models, there exist C > 0 and ρ ∈ (0, 1) such that Π τ ≤ Cρ τ (Dufour and Jouini, 2005) .
The last proposition of this section investigates sample size requirements for the RE condition to hold with high probability, and also provides insight into how the tolerance and curvature parameters depend on the VARMA model parameters.
Proposition 3 (Verifying Restricted Eigenvalue Condition). Consider a random realization of (T +p) data points {y −(p−1) , . . . , y T } for a VARMA model (9) satisfying Assumptions 1 and 2. Then there exist universal constants c i > 0 such that for T max{ω 2 , 1}k(log d + logp), the matrix Z Z/T satisfies RE(α, τ ) with probability at least 1 − c 1 exp(−c 2 T min{ω −2 , 1}), where
Simulation Study
We investigate the performance of the sparse VARMA estimator through a simulation study. We generate data from a VARMA d (p, q) with time series length T = 100. To ensure identification of the VARMA, we take Φ , 1 ≤ ≤ p, diagonal matrices and set each diagonal element of Φ equal to 0.4/ . For the autoregressive order, we take p = 4. Concerning the error covariance matrix, we take Σ a = I d .
We consider several settings for the moving average parameters. We take Θ m , 1 ≤ m ≤ q, lower triangular with Θ m,ii = θ/m, for 1 ≤ i ≤ d and Θ m,ij = θ/(2m), for j < i. The parameter θ regulates the strength of the moving average signal. The parameter q regulates the moving average order. We investigate the effect of the (i) moving average signal strength: we vary the parameter θ = {0, 0.3, 0.6, 0.9}. The larger θ, the stronger the moving average signal. Note that for θ = 0, the true model is a VAR.
(ii) moving average order : we vary the parameter q = {1, 2, 4, 8}. The larger, the higher the moving average order.
(iii) number of time series: we vary the number of time series d = {5, 10, 20, 40}. The higher, the more parameters need to be estimated relative to the fixed time series length T .
In all considered settings, the resulting VARMA models are invertible and stable.
Estimators. We compare the performance of four estimators: (i) "VARMA(p, q; a t )": the VARMA estimator of model (1) with an oracle providing the true errors a t and the orders p and q.
(ii) "VARMA(p, q; ε t )"
the VARMA estimator of model (6) with approximated errors and an oracle providing the orders p and q.
(iii) "VARMA( p, q; ε t )": the VARMA estimator of model (6) with approximated errors and specified orders p = q = 1.5 √ T , (iv) "VAR( p)": the VAR estimator of model (5) with specified order p = 1.5 √ T .
Performance Measure. We compare the performance of the estimators in terms of out-of-sample forecast accuracy. We generate time series of length T + 1 and use the last observation to measure forecast accuracy.
We compute the Mean Squared Forecast Error
is the vector of time series at time point t in the s th simulation run, and y (s) t is its predicted value.
The number of simulations is N = 1000. We focus on out-of-sample forecast accuracy in the simulation study, in line with the discussion of the applications in Section 6. We also compare the estimators in terms of the estimation accuracy. Similar conclusions are obtained. If the true model is a VARMA (i.e., θ = 0), the VARMA estimators perform better than the VAR estimator, as expected. The larger θ, the stronger the moving average signal and the larger the gain of the VARMA estimators over the VAR estimator. The differences in prediction accuracy between the VARMA estimators and the VAR estimator are all significant, as confirmed by a paired t-test. Among the VARMA estimators, "VARMA(p, q; a t )" and "VARMA(p, q; ε t )" perform equally well for θ = 0.3. Hence, there is no considerable loss in using the two-phase approach. For θ = 0.6, 0.9, the VARMA with true errors performs best. The loss in prediction accuracy by using the approximated errors instead of the true errors is, however, limited to, on average, 15%. Furthermore, the VARMA estimator with estimated errors and selected orders (i.e., "VARMA( p, q; ε t )") performs, for all values of θ, very similarly to the one with known orders. There is, hence, no considerable loss in not knowing the autoregressive or moving average order.
Effect of the moving average signal strength
If the true model is a VAR (i.e., θ = 0), the VARMA estimators with known orders both reduce to a average, 40% of the autoregressive parameters are estimated as non-zero. We thus find the more parsimonious VARMA model to significantly improve prediction accuracy over the VAR model even if the true data generating process is a VAR. For all values of q, the VARMA estimators perform significantly better than the VAR estimator. The VARMA estimator with true errors performs best, but is closely followed by the VARMA estimator with approximated errors (and known orders). The latter's MSFEs are, on average, less than 10% higher than the former's MSFEs.
Effect of the moving average order
The differences between the "VARMA(p, q; ε t )" and the "VARMA( p, q; ε t )" estimators is most pronounced for q = 8. For q = 8, the moving average orders are (on average) underestimated. This occurs since the moving average parameters at the highest lags are very small in magnitude. Nevertheless, the "VARMA( p, q; ε t )" estimator still significantly outperforms the VAR estimator for q = 8: MSFE of 3.20 compared to 3.36 respectively. comparable to the VARMA estimator with true errors.
Effect of the number of time series

Summary of simulation results
The VARMA estimators attain good forecast performance in the considered simulation scenarios. If the true data generating process is a VARMA, VARMA estimators perform better than the VAR estimator in both low-and high-dimensional settings (cf. Section 5.3). The improvement of VARMA over VAR is larger if the moving average signal is stronger (cf. Section 5.1). For VARMA models with limited moving average order, there is no substantial loss in forecast accuracy of not knowing the autoregressive or moving average order (cf. Section 5.2). Finally, even if the true data generating process is a VAR, VARMA estimators might perform better than VAR estimators by giving more parsimonious models (cf. Section 5.1).
We present three forecast applications of the sparse VARMA estimator. We consider ( A full list of the time series is available in Koop (2013) (Table BIII of First, we discuss the model parsimony of the estimated VARMA and VAR models. Secondly, we compare the forecast accuracy of the sparse VARMA model to the sparse VAR model for different forecast horizons.
Model parsimony
Since the sparse VARMA and VAR estimators both perform automatic lag selection, they give information By adding these terms to the model, serial correlation in the error terms is captured. As a result, a more parsimonious VARMA model is obtained, compared to the estimated VAR model. Indeed, 85 out of the ( p + q) × d 2 = (13 + 13) × 16 2 = 6656 autoregressive and moving average VARMA parameters (or 1.28%) are estimated as non-zero. In contrast, 901 out of the p × d 2 = 13 × 16 2 = 3328 autoregressive VAR parameters (or 27.07%) are estimated as non-zero. We find the more parsimonious VARMA to give more accurate forecasts than the VAR model, as discussed in the following subsection.
Forecast Accuracy
We compare the forecast accuracy of the VARMA and VAR estimator. To assess forecast performance, we use an expanding window forecast approach. Let h be the forecast horizon. At each time point t = S, . . . , T − h, we use the sparse estimators to estimate the VARMA and VAR model. For each data set, we take S such that forecasts are computed for the last 15% of the observations. We estimate the model on the standardized time series. We then obtain h-step-ahead direct forecasts and corresponding forecast errors e 
where the average is taken over all time points and all time series. The Mean Squared Forecast Error depends on the forecast horizon h. For the quarterly macro-economic data set, we report the results for forecast horizons h = 1, 4, 8. For the weekly demand data set, we report the results for forecast horizons h = 1, 8, 13. For the monthly volatility data set, we report the results for forecast horizons h = 1, 6, 12. The maximum orders in the VARMA and VAR are equal to 1.5 √ T = 1.5 √ 76 = 13. Diebold and Mariano, 1995) .
Results macro-economic data. The Mean Squared Forecast Errors for the VARMA and VAR estimator are given in Table 1 . For all considered horizons, the VARMA estimator gives a lower MSFE than the VAR estimator. At horizon h = 8, the VARMA estimator attains the largest gain in MSFE over the VAR estimator: it improves forecast accuracy by (on average) 40%. The p-value of the Diebold-Mariano test confirms that the MSFE of the VARMA is significantly lower than the one from the VAR estimator at horizon h = 4 (at the 5% significance level), and at horizon h = 8 (at significance level 10%).
Results demand data. The Mean Squared Forecast Errors for the VARMA and VAR estimator are given in Table 2 . The VARMA estimator improves forecast accuracy compared to the VAR estimator, regardless of the considered forecast horizon. On average, the VARMA attains a gain of 16% compared to the VAR model.
For both estimators, the forecast accuracy lowers with the forecast horizon since the forecast uncertainty increases.
Results volatility data. The Mean Squared Forecast Errors for the VARMA and VAR estimator are given in Table 3 . For all considered horizons, the VARMA estimator gives a lower MSFEs than the VAR estimator. The Diebold-Mariano test confirms all improvements in forecast accuracy to be significant at the 5% significance level. The gain in forecast accuracy over the VAR estimator is the largest for the longer forecast horizons. The MSFE of the VAR estimator at h = 12 is more than three times larger than the one from the VARMA estimator. Figure 5 gives the evolution of the MSFE for the VARMA and VAR estimator for the three considered horizons. In line with Table 3 , the VARMA estimator and the VAR estimator perform very alike for horizon h = 1. For horizons h = 6 and h = 12, the VARMA estimator performs considerably better than the VAR estimator for the vast majority of time points.
In sum, for high-dimensional time series, the sparse VARMA method is a valuable addition to the forecaster's toolbox. It exploits the serial correlation between the error terms and, as a consequence, often gives more parsimonious forecast models with better forecast accuracy than the sparse VAR method.
Conclusion
In this paper, we present a sparse identification and estimation approach for high-dimensional VARMA models. To make VARMA modeling practical, fast estimation methods that are easy to implement with standard software are needed. Our estimator is easy to compute and fast, even in high-dimensional settings.
We also derive sufficient conditions for consistency of infinite-order VAR estimates in high dimensions, a key ingredient of our two-step estimation strategy. Our theoretical analysis suggests that 1 regularized large VAR models can be successfully used to obtain good estimates of unobserved VARMA errors even when the number of parameters greatly exceeds the available sample size. Our simulations show that the sparse VARMA estimator significantly outperforms the sparse VAR estimator if the data generating process is a VARMA. Even if the true data generating process is a VAR, our sparse VARMA estimator, in general, gives a more parsimonious model. We typically find these parsimonious models to improve prediction accuracy.
In our forecast applications, we also find that the more general VARMA estimator can significantly improve forecast accuracy over the VAR estimator. The moving average lag matrix L Θ is estimated in a data-driven way. Indeed, we select the penalty parameter λ Θ using a cross-validation procedure that is based on assessing out-of-sample prediction performance. If the addition of moving average terms does not lead to improved forecast accuracy, all entries of the L Θ matrix might be equal to zero. Then, the VARMA estimator and the VAR estimator perform alike. If the addition of moving average terms does lead to improved prediction accuracy, we observe more non-zero entries in the L Θ matrix. Then, we find our VARMA estimator to improve upon the VAR estimator's forecast accuracy.
There are several questions we did not address, which are left for future research. We focus on forecast applications, but our methodology could be extended to policy analysis. Impulse-response functions, for instance, can be estimated using the sparse VARMA estimator. To obtain confidence bounds around the impulse-response functions, the ideas of post-selection inference for regression models (e.g., Lee et al., 2016) should be extended to the time series setting. Our theoretical analysis only covers Phase I of our two-phase estimation strategy. Consistency of the Phase I estimates can be used to further study theoretical properties of the Phase II estimates along the line of Dufour and Jouini (2014) .
where g(λ) = min x∈L L(x; λ). Now, forλ > λ ≥ 0,
Thus, g is a non-decreasing function, and
Now,
or, subtracting x * 2 from both sides,
By α-strong convexity of f (·, α),
for any y ∈ L.
Applying this with y = x * gives
Taking the limit of both sides, Lemma 1 gives
Thus,
The above results are now easily applied to prove Theorem 1.
Proof of Theorem 1. Denote x = (Φ, Θ). Consider the convex function f (x) = P AR (Φ) + P MA (Θ), and the
B Proofs of Estimation Error: Phase I
Proof of Proposition 1. Sinceβ is a minimizer of (16), we have
Let v =β − β * denote the error vector. Substituting Y = Zβ * + E in the above, we obtain
Moving some terms to the right hand side of the inequality, we get
Since λ ≥ Z E/T ∞ , and the first term on the right is at most v 1 Z E ∞ , we have
The result follows from the fact that
Next, suppose J denotes the support of β * , i.e., J = {j ∈ {1, . . . , r} : β * j = 0}. By our assumption, |J| ≤ k. Inequality (23), together with our choice of λ, then leads to
Since λ > 0, the first inequality on the last line ensures
Using the RE condition (17) and the upper bound on kτ , we have
Combining these upper and lower bounds, we obtain the final inequalities.
Proof of Proposition 2.
In order to obtain a high probability concentration bound, we first state a generalized version of Proposition 2.4(b) in (Basu and Michailidis, 2015) , allowing for correlation between the two time series. The proof follows from minor modification of the above result.
Let {X t } t∈Z and {Y t } t∈Z be two d-dimensional stationary Gaussian centered time series, with autocovariance function Γ X,Y (h) = cov(X t , Y t+h ) and cross-spectral density f X,Y . Assume the process Z t = [X t :
Y t ] is stable, stationary with bounded cross-spectrum M(f X,Y ) < ∞. Let X and Y be T ×d data matrices, with rows corresponding to consecutive observations from the time series {X t } and {Y t }, respectively. Then, for any u, v ∈ R d with u ≤ 1, v ≤ 1, and any η > 0, we have
In our context,
First, note that the entries of Γ X,Y (0) are upper bounded as follows:
The last inequality follows from the fact that for any h ∈ Z, Γ y (h) = π −π e ihθ f y (θ)dθ.
Next, in order to control the three spectral terms on the right hand side of (24) Substituting M(f X ), M(f Y ), M(f XY ) in (24) with η = log(dp 2 )/T , adding the upper bound on Γ X,Y (0) ∞ and taking an union bound over h = 1, . . . ,p, leads to the desired concentration bound on Z E/T ∞ .
Proof of Proposition 3. The proof follows along the same line of Proposition 4.2 in Basu and Michailidis (2015) , where {y t } was generated according to a finite-order VAR process. As a result, the processỹ t = [y t , . . . , y t−p+1 ] allowed a VAR(1) representation with closed form expressions of spectral density and autocovariance. In the present context, {ỹ t } does not have a VAR representation. However, a close inspection of the proof in Basu and Michailidis (2015) shows that it is sufficient to derive a lower bound on Λ min (Γỹ (0)) and an upper bound on M(fỹ), and the rest of the argument follows. Next, we derive these two bounds for the process {ỹ t }.
First we consider Λ min (Γỹ(0)). Note that Γỹ(0) can be viewed as the variance-covariance of a vectorized data matrix containingp consecutive observations from the process y t . Hence, using Proposition 2.3 and equation (2.6) in Basu and Michailidis (2015) , we can show that
To establish an upper bound on M(fỹ), note that for any ∈ Z, Γỹ( ) = Cov This implies Λ max (fỹ(θ)) ≤pΛ max (f y (θ)). Taking supremum over all θ ∈ [−π, π] on both sides, we obtain M (fỹ) ≤pM (f y ). Average DJIA, the stock index of the Eurozone EUROSTOXX, the United Kingdom Financial Times Stock
Exchange Index 100 FTSE, the American stock index NASDAQ, the Japanese stock index NIKKEI, the Swiss market index SMI, and the American Standard & Poor's 500 market index SP500.
