In this article, a two-node single-processor Markovian tandem queueing system with task splitting and feedback is considered. Each node has an infinite buffer before it and, thus, no blocking is possible in the system. Splitting feature is added to the model considered and it makes it a novel tandem queue. The functional equation developed from the generating function applied to the system of difference equations is solved using Riemann-Hilbert problem. The mean of the stationary queue length at each node is found. An Algorithm is given for computation of performance measures. Using approximation, a numerical example is offered to illustrate the workability of the algorithm. 
Background for the research
A simple Poisson tandem queue with infinite buffers has been studied in the literature, see Brockett, Weibo and Yang (1999) as recent ones, for example. They have formulated and solved a number of general questions using the theory of stochastic differential equations together with a systematic use of the Itô calculus as their fundamental modelling methodology. Miyazawa, Sakume and Yamaguchi (2007) studied asymptotic behaviours of the loss probability for a finite-buffer queue. Their model includes a manyserver queue and is described by a truncated quasi birth-death (QBD) process. To avoid large state space, cases that may develop in some systems such as open-networks of mixed finite-and infinite-buffer queues with phase-type distributed service and interarrival times, systems are decomposed in separate systems. This is because matrixgeometric, spectral expansion and other techniques can solve such systems efficiently. However, decomposition is not possible for systems that involve task loss and feedback such as the one we will consider. Retrial queueing systems shown to be good mathematical models for processing information transmission in many telecommunication networks such as telephone switching systems, cellular mobile networks, local and metropolitan area networks under different protocols of random multiple access, etc., see Artalejo (1999) , for example. It seems that majority of publications in this area is considering systems with the stationary Poisson arrivals. To catch the typical features of traffic in modern telecommunication networks such as correlation and burstiness, retrial queuing systems with the batch Markovian arrival processes (BMAP) or its partial case, Markovian arrival processes (MAP) have been studied. Retrial queueing systems with the MAP are described by the level dependent QBD processes, see Artalejo, (1999) and Diamond and Alfa (1998) , for example. Klimenok and Taramin (2007) studied a tandem queue with loss and blocking. The arrival is assumed to be BMAP. They derived the condition for stability and calculated performance measures. Kist, Lloyd-Smith and Harris (2005) studied a simple internet protocol address flow-blocking model. Flow-based networking can help addressing current performance issues in convergent internet protocol networks. They proposed a model that allows the blocking probability calculation in the case where flows have different rates with known mean and SD and verified their model by simulation.
Feedback queues play an important role in real-life service systems, where tasks may require repeated services. Tandem queues with feedback have been widely studied in the literature. Applications of such systems are in manufacturing systems and computer networks. See Tang and Zhao (2008) , for instance. In their article, Tang and Zhao, assumed Markovian arrival and service times. However, upon completion of a service at
Introduction and description of the model
Analysis of many stationary queueing systems involving two servers using generating function leads to a functional equation such as 1 ( , ) ( , ) ( , ) (0, ) A z w G z w B z w G w 2 ( , ) ( , 0) ( , ) (0, 0), B z w G z C z w G whose unknown is the generating function ( , ). G z w Solution of such a functional equation reduces to solve a Riemann-Hilbert Problem. Fayolle and Iasnogorodski (1979) are the first to introduce the theory of boundary value problems to the field of queueing theory. They analysed a two independent parallel M/M/1 queueing systems with infinite buffers. See also Fayolle (1979) and Iasnogorodski (1979) . Cohen and Boxma (1983) applied the technique to solve some standard queueing models. There are other methods for solving a functional equation. For instance, Jeffe (1992) uses automorphy.
Solution of the functional equation mentioned requires analysis of the function A (z, w) . This analysis has been done in the literature. Fayolle, King and Mitrani (1982) consider steady-state analytic solution of a class of 2D birth-and-death process with 'limited state-dependency'. They show that the steady-state distribution of the random walk they consider reduces to the solution of a Hilbert problem on a circle. Although the outstanding problem in this area concerns the ergodicity conditions, they are not able to establish the necessary and sufficient conditions in terms of the parameters of the model they are considering. The authors claim that their method leads to numerical implementation, but they do not show how this is possible while they offer a graphic numerical example. Mikou (1988) studies a two-node Jackson's network in which he considers a functional equation similar to what was mentioned. He has redone the procedure of Fayolle, King and Mitrani (1982) in more detail. Konhein and Reiser (1978) have studied a two-station cyclic tandem queueing system with finite and infinite buffers. For the infinite case, they find the solution as a product-form.
We consider a two-node tandem queueing system, Figure 1 . Each node is a singleprocessing unit with an infinite-sized buffer before it. Tasks arrive from an infinite source according to a Poisson process with mean to the first node. No skipping is allowed. After a task completes its processing in either node, it may leave the system with probability q i , i = 1, 2, or join one of the node with probability j i p , i, j = 1, 2. It is also possible that leaving a node, a task goes for split with probability It should be noted that a model such as described above without splitting and some particular cases have been considered and discussed in Montazer-Haghighi (1976) and the Laplace transform of the generating function for that model is given. It has been noted that no known-method (by then) could solve either the generating function or the particular cases discussed. However, the same model when both buffers are finite and another case when the second buffer is finite has been considered in Haghighi and Mishev (2007) and solutions are offered.
Analysis
Let the random variables ( ) i t , i = 1, 2, denote the number of tasks in node i at time t, including the one being processed. Let also the joint probability of m 1 , 1 0 m , tasks at the first node, including the one being processed, and m 2 , 2 0 m , tasks at the second node, including the one being processed, at time t be denoted by Now suppose that each node acts independently of the other. Then, assuming that arrival rates to the nodes are 1 and 2 , and considering the stationary process, the output mean rate of the first node is 1 and of the second node is 2 . See Burke (1956) or Takács (1962) . From Figure 1 , it can be seen that arrival rates , 1,2 i i to nodes 1 and 2 can be found from the system of linear equations 
The functional equation
The system of balance equations for our model is as follows: 
There are different methods for solving system of equation like (3). For instance, Reiser (1976, 1978) use generating functions, Latouche and Nuets (1980) use matrix analytic method and Grassmann and Drekic (2000) use eigenvalues method. However, in many cases, there are no closed form solutions. In this article, we will apply the standard generating function method, obtain a functional equation, and then based on available discussions in the literature, will offer an algorithmic solution for a numerical solution. . Since from Equation (8) we
it can be seen that this condition is sufficient to determine G(z,0) and G(0,w). Thus, G(z,w) is uniquely determined up to a multiplicative constant. Our focus, therefore, will be on finding G(z,0) and G(0,w).
2 Fayolle and Iasnogorodski (1979) and Cohen (1998) dealt with an equation similar to Equation (8) from two completely different models. We, in this article, use their suggestions in developing our algorithm. . It is, therefore, necessary to examine the algebraic curve defined by A(z, w) = 0. A(z, w) is a third degree polynomial with respect to z and w. However, it is a second degree polynomial in each z and w alone. Thus, the number of zeros and poles of G(z, w) are the same.
5 Ergodicity of the system makes it easy to compute G(0,1) and G (1, 0) . To do that, we note that the factor (w -1) cancels when we replace z by 1 in Equation (8). Hence, setting w = 1 gives the following system of equations: 
The linear system Equation (13) 
6 A(w, z) defined in Equation (9) is the kernel of the functional Equation (8 . Hence, we now will have the following lemmas similar to those of Resing and Örmeci (2003) and Fayolle and Iasnogorodski (1979) that will lead to the solution of Equation (8). 
Proof
Branch points are zeros of the discriminant, D(z), of ( , ) 0 A z w as a function of z, i.e. 
The discriminant of the quadratic Equation (15) Therefore, Equation (15) [ , ]
z z z , the two roots 1 ( ) w z and 2 ( ) w z are complex conjugates. Hence, the interval * * 1 2 [ , ] z z is mapped by ( ) z z onto a closed contour L, which is symmetric with respect to the real line.
The statement of the lemma follows directly from the facts that [ , ] w w is mapped by ( ) w r w onto a closed contour L, which is symmetric with respect to the real line.
Proofs of the last two lemmas are similar to the first two.
Solution of the functional equation
We will now concentrate on G(0,w). Let ( ) w z be an algebraic curve, say L, defined over the complex plane by A(z, (z)) = 0 such that
Similarly, let ( ) w be an algebraic curve defined over the complex plane by
Now from Equation (18), we have
Thus, if we find (0, ) G w , we will have G(z,0) and in turn G(z,w). Note that G(z,0) being real on the cut * * 1 2 [ , ] z z implies that the right-hand side of Equation (19) is real on the cut. We wish to move away from the cut * * 1 2 [ , ] z z and get on the contour L, and particularly on the unit circle o L . This can be done by conformal mapping as we will see below.
For 
where u, v, a and b are real functions of w. Then, Equation (19) can be rewritten as
G z B w w b w u w a w v w i a w u w b w v w w L (22)
Thus, for t such that * * 1 2 z t z , we must have
Equation (23) is a homogenous Hilbert boundary value problem, see Gakhov (1996) or Problem H 0 , with index that needs to be solved. The solution will be the unknown function (0, ) G w analytic in and continuous on L. It is well-known that the Problem H 0 , has a unique solution if and only if = 0, as in our case, see Gakhov (1996) , Muskhelishvili (1953 ), or Smirnov (1964 . Now dividing the boundary conditions Equation (23) 
Thus, Equation (23) can be rewritten as The standard way to solve this type of boundary value problem is to transform the boundary condition (Equation (24)) on the unit circle (see Muskhelishvili (1953) and Cohen and Boxma (1983) ) and then transform back on the region L + . Thus, we introduce the conformal mapping
, where the plus (+) sign indicate the region interior of the curve. Using these mappings, we can reduce the Riemann-Hilbert problem on L to the same on the unit circle. Hence, the new H 0 is as follows:
Determine a function 0 ( ) t such that
where
a f t a t a f t a f t b f t
and
Hence, the solution of Equation (25) is
Therefore, the solution of Equation (26) (27) and (28), respectively. See Cohen and Boxma (1983, p.58) .
Thus, from Equations (29)- (31), we have established the following theorem:
Theorem 1. The solution of the boundary value problem H 0 defined in Equation (23) is given by:
Similar to Equations (19) and (21), we have:
We now introduce the conformal mapping 
Thus, Equations (32) and (35) will give G(z,w) given in Equation (12).
Construction of the conformal mappings
We will construct the conformal mapping for f and g separately.
The conformal mapping for f
The construction of the conformal mapping f(w) may not be trivial. However, we can construct the inverse of it to find the expected value of the queue lengths in each station. To do that let 1 ( ) f t be the inverse of f(w) and write L in polar coordinates with and as parameters, i.e.
:
( )e ,0 2 , ( ) 0 
The variable z can be found from Equation (40) 
where, ( ) ( ( ( ))) F F Re z is given by Equation (42). From Equation (43) we have
Also from the properties of the polar coordinate, we have
Hence, from Equations (44) and (45) we obtain
and thus,
where is a solution of Equation (46). It can be approximated using Newton's method. 
The conformal mapping for g
Now letting ( ( )) Re w and following the same pattern as before, we will have:
where is a solution of Equation (49).
Computation of expected value of the queue lengths in each node
Now if we let (1) f , i.e.
Then,
From Equations (37) and (52) 
Note that to obtain g(1), we will follow the same rout as before. That is, we let (1) g ,
Although, we have solved a functional equation that leads to the generation function of the joint queue length of the system, numerical computation is a challenging task.
However, from the generating function obtained, we can find the mean queue lengths at each node by: 
To find C, from Equations (14) and (32) we have
To numerically evaluate Equation (57), we will parameterise G(0,w) given in Equation (32). Thus, let i s e . Then, Equation (68) 
Thus, from Equations (55), (57) and (59) we will have:
To do this, choose z, say1/ 2 ( 3 / 2)i , such that 1 z . Then, try the values of roots in
Step 2 at this z, choose the one with absolute value less than or equal to 1 and call it ( ) z .
Step 4. From Equation (9), solve A(z, w) = 0 for z. This gives two roots as functions of w, say 1 ( ) z w and 2 ( ) z w .
Step 5 Step 4 at this w, choose the one with absolute value less than or equal to 1 and call it ( ) w . Note that ( ) w is the inverse of ( ) z . Thus, check to make sure that ( ( )) . w w
Step 6. From Equation (21), find ( ) Im( ( )) a w B w and ( ) ( ( )). b w Re B w
Step 7. From Step 6 and Equation (22), find a 1 (w) and b 1 (w).
Step 8. Find ( ) k .
To do that, we do as follows (for more detail see Cohen and Boxma (1983, p .IV.1.3)):
Step 8.1.
We note that the proper choice of a starting point is very important in the Newton's method since it is possible that the method fails. Because of this, we numerically find locations of the roots of Equation (63) through the sign of discriminant of the radical in Equation (42) and bisection method. Then, by inspection, we choose an initial value that leads to a quick convergence of the method.
Step 8.2. Using the Trapezoidal rule, find 1 ( ) k , for each 0,1, ,
The integrand in Equation (64) has a singularity at .
k To deal with this singularity, we can rewrite the integrand as:
The integral of the last term equals zero; the value of the first integrand at k can easily be determined by the l'Hôspital's Rule. Therefore, the resulting integral can be evaluated using a standard numerical integration procedure, i.e. the trapezoidal rule. Thus, we can rewrite Equation (64) as
In applying the trapezoidal rule, denote the integrand of the integral in Equation (64) 
Therefore, for this case, we have
Step 8.3. For 1, 2, , n repeat Step 8.1 and Step 8.2 to find ( ) (61) is satisfied. As we noted before, the condition Equation (61) may be revised in practice. The last iteration in this process will be ( ), 0,1, , .
Step 9. Find f(1).
To do this, use the Newton's method and solve Blanc (1985, p.12) proves that for large value of t, asymptotic expansion of probability that the system is empty, i.e. Tables 1 and 2 and to vary for the sake of illustration as in Table 3 . Implementing the Algorithm's steps, we need to approximate integrals using trapezoidal rule and derivative using Newton's method. For
Step 8, we noticed that results of approximation using K = 500 iterations for Trapezoidal method and N = 10 iterations for the Newton's method are very much closed to the ones with K = 30 (with substancially less time of running the same programme, 778.148865 sec vs. a few hours). We started the Newton's method with the initial value for k = 0 as -1.407 10 +006 and for k = 500 as -1.4065 10 +006 , in the case N 1 and 4.2708 and -45.729, in case N 2 . As in Step 8.1, the initial value for ( ) k was 0 for k = 0 and 6.2832 for k = 500 in both cases N 1 and N 2 . Thus, we decided to continue our numerical computations with k = 30 and N = 10. For
Step 9, N = 5 iterations for the Newton method was enough. As it was mentioned earlier, the splitting feature was considered in a parallel queueing system. Here, in this article, we included this feature in the tandem queue. Thus, including such a novel feature in a combined parallel and tandem queueing system, remains to be considered.
Considering the data we have chosen, these results show that the model is quite efficient as such with all feedbacks and splitting, the queue length at each station is moderately low. In case 10 , 1 50 , 2 60 , for instance, the expected number of the queue lengths in stations 1 and 2 as 0.18762 and 0.37022, respectively, with substancially less time of running the same programme, 778.148865 sec, vs. a few hours. The probability that the first station is busy while the second is empty is 0.90274. On the other hand, the probability that the second station is busy while the first is empty is 0.74357.
Even with very high traffic intensity such as in case 38 , 1 100 , 2 70 , 1 0.92804 , 2 0.96188 , the probability that the first station is busy while the second is empty is 0.68322, while the probability that the second station is busy while the first is empty is 0.51278. The expected queue lengths in stations 1 and 2, in this case are 1.0523 and 1.0077, respectively.
We did, however, observed that there are parameter-values for which results were not acceptable. For instance, see Table 4 for some such values. Theses values seems when we have very low traffic intensity or relatively high one, although, in some cases of the later, no problem was observed. We have noticed that negativity is on the expected value in station 1.
As a final observation, note that when the speed of service increases in the first station, the second service station becomes highly conjested, which intutively makes sences.
