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Abstract
In this paper, we develop an accurate and efficient Nystro¨m volume integral equation
(VIE) method for the Maxwell equations for large number of 3-D scatterers. The
Cauchy Principal Values that arise from the VIE are computed accurately using
a finite size exclusion volume together with explicit correction integrals consisting
of removable singularities. Also, the hyper-singular integrals are computed using
interpolated quadrature formulae with tensor-product quadrature nodes for several
objects, such as cubes and spheres, that are frequently encountered in the design of
meta-materials . The resulting Nystro¨m VIE method is shown to have high accuracy
with a minimum number of collocation points and demonstrate p-convergence for
computing the electromagnetic scattering of these objects. Numerical calculations of
multiple scatterers of cubic and spherical shapes validate the efficiency and accuracy
of the proposed method.
Key words: Electromagnetic (EM) scattering, volume integral equation, Cauchy
Principal Value, dyadic Green’s function, Nystro¨m methods.
1 Introduction
Electromagnetic (EM) wave scattering of random microstructures occurs
in a wide range of applications. For example, the interaction of light with
surface plasmons on roughened metallic surfaces produces surface plasmon
polaritons (SPP) [2,13], which has important applications in solar cells [3],
meta-materials, and super-resolution imaging devices [12,6]. Also, surface en-
hanced Raman scattering (SERS) [14] is closely related to the excitation of
surface plasmons on rough or nano-pattern surfaces by incident light and is a
very useful tool in finger-printing chemical components of a molecule, single
molecule detector, DNA detection, and bio-sensor, etc [7]. In all these ap-
plications, it is critical to have accurate and efficient numerical methods for
computer simulations of the EM scattering of a large number of microscopic
objects such as spheres, cubes, etc.
In this paper, we will present an accurate and efficient Nystro¨m volume
integral equation (VIE) method for the time harmonic Maxwell equations us-
ing dyadic Green’s functions GE(r, r
′). In most applications, the scatterers
are embedded in either a homogeneous or a layered medium. Thus, a VIE can
be derived for the regions occupied by the scatterers using the dyadic Green’s
2
function GE(r, r
′). The resulting VIE is a second kind Fredholm integral equa-
tion and GE(r, r
′) will ensure that the scattered field, expressed in terms of
equivalent current sources inside the scatterer, satisfies the Silver-Mu¨ller radi-
ation conditions at infinity [4]. In the VIE formulation, computing the electric
field inside the scatterer will involve the use of Cauchy Principal Values (CPV
or simply p.v.) associated with the dyadic Green’s function, namely,
p.v.
∫
Ω
dr′ iωGE(r, r′) ·∆(r′)E(r′) = lim
δ→0
∫
Ω\Vδ
dr′ iωGE(r, r′) ·∆(r′)E(r′),
(1)
where Ω is the volume of the scatterers, ∆(r) describes the scatterers’ di-
electric constant difference from the background material, and Vδ is a small
exclusion volume with size δ centered at r. Therefore, one of the most difficult
issues for VIE methods is how to compute accurately and efficiently the CPV
for the dyadic Green’s function with an O
(
1
R3
)
singularity, where R is the
distance between the source and field points.
As the CPV is defined through a limiting process of diminishing size δ of
the exclusion volume Vδ, in practical computation, a small finite δ > 0 has to
be taken. Then, a simple and naive approximation could be written as
p.v.
∫
Ω
dr′ iωGE(r, r′) ·∆(r′)E(r′) ≈
∫
Ω\Vδ
dr′ iωGE(r, r′) ·∆(r′)E(r′).
(2)
Here, we will be faced with two issues; it is the objective of this paper
to address these two issues for the Nystro¨m methods and find easily imple-
mentable solutions:
Firstly, we need to decide the size of δ to be taken and the effect of error
by using a finite δ in the calculation of the CPV. As for any finite δ, there will
be a truncation error, which we name correction terms,
p.v.
∫
Ω
dr′ iωGE(r, r′) ·∆(r′)E(r′) =
∫
Ω\Vδ
dr′ iωGE(r, r′) ·∆(r′)E(r′)
+ correction terms. (3)
Consequently, the correction terms will play an important role in deter-
mining the accurate numerical solution. The correction terms were derived by
Fikioris [5] using a mixed potential formulation of the electric field. In this pa-
per, we will re-derive the VIE using vector and scalar potentials such that the
CPV can be computed with explicit expressions for the correction terms and
the resulting VIE is in a form more suitable for numerical implementations.
Previous work on how to handle singular integrals for VIE methods include
singularity subtraction [8], locally corrected Nystro¨m scheme [10], direct inte-
gration of the singularity [17], etc.
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Secondly, we need to find accurate and efficient ways to numerically com-
pute the integral over Ω\Vδ for a fixed exclusion volume Vδ.
To address the second issue, we will use special quadrature weights over
tensor-product quadrature nodes in a reference element Ω (a sphere or a cube
in this paper) by using an interpolation approach. Specifically, first a brute-
force computation of the integral, using Gauss quadrature in polar coordinate
centered at the singularity, will be done to a given accuracy with a large num-
ber of evaluations of the integrand. The integrands in the VIE matrix entries,
except for the singular denominators involving Rk, 1 ≤ k ≤ 3, are smooth
functions, therefore they can be accurately interpolated using values only on
a small number of the tensor-product nodes inside the domain Ω. Then , the
brute-force integration formula weights can be converted into new integration
weights for the tensor-product nodes. Moreover, the new integration formula
can be tabulated for integrating general functions. The Nystro¨m collocation
method based on the simple tensor-product nodes will be used to solve the
VIE for the scattering of a large number of scatterers with a high accuracy
using a minimal number of unknowns.
The rest of the paper is organized as follows: Section 2 presents the for-
mulation of a VIE where the CPV can be computed with a finite exclusion
volume Vδ accurately. Then, numerical algorithms are given in Section 3: the
Nystro¨m collocation methods, an efficient quadrature formula, and numerical
implementation. Section 4 includes various numerical tests such as the ac-
curacy of CPV computation, δ-independence of matrix entries, p-refinement
convergence for the VIE for spheres and cubes, and results of scattering from
multiple scatterers. The paper ends with a conclusion in Section 5.
2 Volume Integral equations for Maxwell equations
2.1 VIE and Cauchy principal values
In this section, we will follow [4] to show briefly how the VIE for the
Maxwell equations can be derived using a vector form of Green’s second iden-
tity for the following vector wave equations for the electric field E(r),
LE(r) − ω2(r)E(r) = −iωJe(r), r ∈ R3\∂Ω, (4)
where ω is the frequency, µ is the permeability, and L is a differential operator
defined by
L = ∇× 1
µ
∇×,
4
source Je(r) produces the incident wave impinging on the scatterers from
above, i.e.,
Einc(r) = −iωµ(r)
∫
R3
GE(r, r
′) · Je(r′)dr′, (5)
and GE(r, r
′) is the dyadic Green’s function to be defined later. A scatterer Ω
is characterized by a different dielectric constant from that of the background
dielectrics L(r), i.e.,
(r) = L(r) + ∆(r), (6)
where ∆(r) = 0, r /∈ Ω. Then, (4) can be rewritten as
LE(r) − ω2L(r)E(r) = −iωJ(r), (7)
where
J(r) = Je(r) + Jeq(r), (8)
and the equivalent current source Jeq(r) is defined to characterize the presence
of the scatterer Ω:
Jeq(r) = iω∆(r)E(r). (9)
Let us consider any point r′ ∈ Ω and a small volume Vδ = Vδ(r′) ⊂ Ω
centered at r′. The dyadic Green’s function GE(r, r′) is defined by
LGE(r, r′)− ω2L(r)GE(r, r′) = 1
µ(r)
Iδ(r− r′), r ∈ R3. (10)
In case of free-space, we have
GE(r, r
′) = GE(r′, r) =
(
I +
1
k2
∇∇
)
g(r, r′), (11)
where k2 = ω2L(r)µ and
g(r, r′) =
1
4pi
e−ikR
R
, R = |r− r′|. (12)
Next, we multiply (7) by GE(r, r
′) and (10) by E(r), form the difference,
and integrate over the domain R3\Vδ. After some manipulation [4], we arrive
at the following equation (after switching r and r′):
− iωµ(r)
∫
R3\Vδ
dr′ GE(r, r′) · J(r′)− µ(r)
∫
Sδ
ds′
[
iωGE(r, r
′) · (n×H(r′))
− 1
µ(r′)
∇×GE(r, r′) · (n× E(r′))] = 0, r ∈ Ω, (13)
where Sδ = ∂Vδ(r), n is the normal of Sδ pointing out of Vδ(r).
As δ → 0, the first integral will approach the CPV of a singular integral,
while the surface integrals depends on the geometric shape of the volume Vδ.
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In order to estimate the surface integrals, we have the following asymptotic
approximations for kR 1[18]:
GE(r, r
′) =
1
4pik2R3
(I− 3u⊗ u) +O
(
1
R2
)
, (14)
∇′ ×GE(r, r′) = 1
4piR2
u× I +O
(
1
R
)
, (15)
where u = (r′−r)/R, which implies that:
lim
δ→0
∫
Sδ
ds′ n× E(r′) · ∇ ×GE(r′, r) = − [I− LVδ ] · E(r), (16)
lim
δ→0
∫
Sδ
ds′ n×H(r′) ·GE(r′, r) = − 1
k2
LVδ · ∇ ×H(r), (17)
and the L-dyadics for Vδ of various geometric shapes are given in [20]. We
have
LVδ =
1
3
I (18)
for a sphere as used in this paper.
Substituting (16) and (17) into (13), and using Ampe`re’s law, we have the
VIE for the electric field for r ∈ Ω:
C · E(r) = Einc(r)− iωµ(r) p.v.
∫
Ω
dr′ iωGE(r, r′) ·∆(r′)E(r′), (19)
where the coefficient matrix is given by
C = I + LVδ ·∆(r). (20)
As mentioned in the introduction, in most numerical implementations of
(19), the CPV integral is computed by selecting a finite δ as in (2). The
numerical solution thus obtained does not satisfy the original VIE (19) and
will have an intrinsic error related to the correction terms in (3).
2.2 Reformulation of the VIE and computing CPV with a finite δ
In this section, we will re-derive the VIE for the electric field where the
CPV in (20) can be computed with a finite exclusion volume Vδ together with
some correction terms. Based on the Helmholtz decomposition, the electric
field E(r) can be expressed as follows [4],
E = −iωA−∇V,
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where A and V are vector and scalar potentials, respectively. Using the Lorentz
gauge condition [16],
∇ ·A = −iωµV, (21)
we can have a vector potential representation
E = −iωA + 1
iωµ
∇(∇ ·A) = −iω
[
I +
1
k2
∇∇
]
A. (22)
Meanwhile, it can be shown that the potential A satisfies the Helmholtz
equation component-wise [16],
∇2A + k2A = −µJ. (23)
Thus, the solution A of Eq. (23) can be rewritten in an integral represen-
tation:
A = µ
∫
R3
dr′J(r′)g(r, r′)
= µ
∫
R3\Ω
Je(r
′)g(r, r′)dr′ + µ
∫
Ω
Jeq(r
′)g(r, r′)dr′
= µ
∫
R3\Ω
Je(r
′)g(r, r′)dr′ + µ
∫
Ω
dr′iω∆(r′)E(r′)g(r, r′), (24)
where the second equality on the right hand side of Eq. (24) is due to the
assumption that supp(Je(r)) ∩ Ω = ∅.
The first integral of (24) is well-defined if r ∈ Ω and after being plugged
it into Eq. (22), it yields the incident wave Einc(r) according to relation (5).
For the second integral over Ω , we split it as follows:
µ
∫
Ω
dr′iω∆(r′)E(r′)g(r, r′) = µ
(∫
Ω\Vδ
+
∫
Vδ
)
iω∆(r′)E(r′)g(r, r′),
and along with the first integral term in Eq. (24), it follows from Eq. (22) that
E = Einc(r)− iωµ
∫
Ω\Vδ
iω∆(r′)E(r′)
[
I+
1
k2
∇∇
]
g(r, r′)
− iωµ
[
I+
1
k2
∇∇
] ∫
Vδ
dr′iω∆(r′)E(r′)g(r, r′)
= Einc(r)− iωµ
∫
Ω\Vδ
iω∆(r′)GE(r, r′) · E(r′)
− iωµ
[
I+
1
k2
∇∇
] ∫
Vδ
dr′iω∆(r′)E(r′)g(r, r′). (25)
Next, we separate the singular part in g(r, r′) as follows:
g(r, r′) = g0(r, r′) + g˜(r, r′), (26)
7
where
g0(r, r
′) =
1
4pi|r− r′| , g˜ = g − g0. (27)
Then, using the fact that [9,20]
∇∇
∫
Vδ
dr′
1
4pi|r− r′| = −
∫
∂Vδ
ds′
(r− r′) un(r′)
4pi|r− r′|3 = −LVδ , (28)
we can compute the following integral as
∇∇
∫
Vδ
dr′∆(r′)E(r′)g0(r, r′)
= ∇∇
∫
Vδ
dr′
1
4pi|r− r′|∆(r)E(r) +
∫
Vδ
dr′∇∇g0(r, r′) [∆(r′)E(r′)−∆(r)E(r)]
= −LVδ∆(r)E(r) +
∫
Vδ
dr′∇∇g0(r, r′) [∆(r′)E(r′)−∆(r)E(r)] , (29)
where the second integral has a removable singularity O
(
1
|r−r′|2
)
through the
use of spherical coordinates centered at r, provided the function ∆(r)E(r) is
differentiable in the interior of Vδ, which we assume it to be.
With (29) and the fact that g˜ = g−g0 is a smooth function, (25) becomes
C · E = Einc(r)− iωµ
∫
Ω\Vδ
iω∆(r′)GE(r, r′) · E(r′)
+ ω2µ
∫
Vδ
dr′∆(r′)E(r′)g(r, r′)
+
ω2
k2
µ
∫
Vδ
dr′∆(r′)∇∇g˜(r, r′) · E(r′)
+
ω2
k2
µ
∫
Vδ
dr′∇∇g0(r, r′) [∆(r′)E(r′)−∆(r)E(r)] , (30)
with same coefficient C as in (20).
The VIE in (30) is similar to those obtained by Fikioris [5]; however, our
derivation is based on a splitting of Green’s function in (26) and the identity
for LVδ in (28). A comparison study between CPV formulation (19) and finite
exclusion volume formulation (30) can be found in [19]. Now expression (30)
holds for any finite δ > 0 as long as Vδ ⊂ Ω, and all integrals involved on the
right-hand side are well-defined provided that ∆(r)E(r) is Ho¨lder continuous.
We can see that the last three integrals can be understood as the correction
terms for computing the Cauchy principal value with a finite-sized exclusion
volume Vδ. It should be noted that these integrals are all weakly singular inte-
grals whose singularities can be removed by a spherical coordinate transform.
In particular, we can estimate their magnitudes in terms of δ. Namely,
|
∫
Vδ
dr′∆(r′)E(r′)g(r, r′)| ≤ C1||∆E||∞δ2, (31)
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|
∫
Vδ
dr′∆(r′)∇∇g˜(r, r′) · E(r′)| ≤ C2||∆E||∞δ2, (32)
and
|
∫
Vδ
dr′∇∇g0(r, r′) [∆(r′)E(r′)−∆(r)E(r)] | ≤ C3||∆E||1,∞δ, (33)
where C1, C2, C3 are constants, and ‖·‖∞ and ‖·‖1,∞ represent the L∞ norms
of a function and its first derivative, respectively.
Remark 1 Equations (31)-(33) explicitly show the accuracy of approximat-
ing the CPV (1) by the integral (2) with a finite δ > 0, i.e., the truncation
error is of the order O(δ). Hence the numerical solution of the VIE will have
this O(δ) truncation error in general regardless of the integration quadratures
used if terms in (31)-(33) are not included.
Moreover, in case that Vδ is a ball of radius δ centered at r, one can
obtain a better estimate than (33) due to the anti-symmetry of the singular
term ∇∇g0(r, r′) in the spherical coordinates, i.e.
|
∫
Vδ
dr′∇∇g0(r, r′) [∆(r′)E(r′)−∆(r)E(r)] | ≤ C4||∆E||2,∞δ2, (34)
where C4 are constant.
3 Numerical Methods
3.1 Nystro¨m collocation method
We use Nystro¨m collocation methods to solve (30). First, we assume
the computational domain Ω comprised of an N−number non-overlapping
elements (cubes and balls) Ωi , i = 1, 2, ..., N . On each element Ωi, we as-
sign M tensor-product nodes for which M scalar interpolant basis functions
φij, j = 1, 2, 3, ....M are defined. Then, we can write the solution as
E(r) =
N∑
i=1
M∑
j=1
cijφij(r), r ∈Ωi, (35)
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where cij are the unknown vectorial coefficients. Inserting (35) into (30), we
obtain the following equations for cij:
C · cij = Eincij + ω2µ
N∑
n=1
M∑
m=1
[∫
Ωn\Vδij
dr′∆(r′)G¯E(rij , r′)φnm(r′)
]
· cnm
+ ω2µ
M∑
m=1
[∫
Vδij
dr′∆(r′)g(rij , r′)φim(r′)
]
· cim
+
ω2µ
k2
M∑
m=1
[∫
Vδij
dr′∆(r′)∇∇g˜(rij , r′)φim(r′)
]
· cim
+
ω2µ
k2
M∑
m=1
∫
Vδij
dr′∇2g0(rij , r′)
[
∆(r′)φim(r′)−∆ijφim(rij)
] · cim. (36)
When n 6= i, we have Vδij /∈ Ω, then the first integral of (36)∫
Ωn\Vδij
dr′∆(r′)G¯E(rij, r′)φnm(r′) (37)
is regular in the whole domain Ωn and hence it can be evaluated by regular
Gauss quadratures, i.e.,
∫
Ωn
dr′∆(r′)G¯E(rij, r′)φnm(r′) =
(
an
2
)3 M∑
m=1
∆nmG¯E(rij, rnm)ω
s
m, (38)
with ωsm being the standard Gauss weights in 3-D, which are obtained from
the tensor product of the Gauss weights in [−1, 1] or uniform weights for the
periodic direction in φ ∈ [0, 2pi] in the cases of spheres.
When n = i, although the singularity rij is excluded from the domain Ωi,
the calculation of the integral∫
Ωi\Vδij
dr′∆(r′)G¯E(rij, r′)φim(r′) (39)
is still challenging. Therefore, we present an efficient quadrature formula to
evaluate this integral in the following subsection.
3.2 Interpolated weights on tensor-product nodes for integrals on Ω\Vδ
For the sake of generality, we consider the following integral:
Is =
∫
Ω\Vδ
f(r; r′)h(r; r′)
Rk
dr′, r ∈ Vδ, (40)
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where k = 1, 2, 3 corresponds to weak-, strong-, and hyper-singularity of the
integral, respectively. The function f(r; r′) is assumed to be a general smooth
and well-defined function, while h(r; r′) is some fixed function resulting from
the directional derivative in the definition of the dyadic Green’s function.
Because the function f(r; r′) is smooth over the whole domain Ω, it can
be well approximated by the following simple interpolation:
f(r; r′) ≈
J∑
j=1
f(r; rj)φj(r
′), rj ∈ Ω, (41)
where {rj}Jj=1 are J-nodes in Ω formed by a tensor product of Gauss nodes in
[−1, 1] or uniformly spaced nodes in [0, 2pi] for periodic direction. Replacing
f(r; r′) in (40) with (41) yields
∫
Ω\Vδ
f(r; r′)h(r; r′)
Rk
dr′ ≈
J∑
j=1
f(r; rj)ωj, (42)
We call ωj the interpolated weights, or just interpolated weights, defined through
the integral
ωj =
∫
Ω\Vδ
φj(r
′)h(r; r′)
|r− r′|k dr
′. (43)
Note that the interpolated weights ωj depend on the location of the singularity
r and relies on accurate calculations of (43), which can be accomplished in
two steps: for the case of a cube domain Ω, first Ω is subdivided upto 18
subcubes (the number of subcubes depends on the location of the singularity)
with one containing the singularity r in its center. For the cube including the
singularity, a straight-forward, brute-force approach involving a large number
Nb (Nb  J) of Gauss points is adopted in local spherical polar coordinates to
obtain satisfactory accuracy. While for the other cubes, regular tensor product
Gauss quadrature is applied. Details of the computations and resulting weight
{ωj} tables and also similar approaches for sphere and cylinder domains could
be found in [21].
The computation of weights ωj only needs to be performed once and tabu-
lated for the reference domain; they can be used for general cubic or spherical
domains. Due to the smoothness of function f(r, r′), the number J is relatively
small, especially if the element size is small as in meta-material designs, so
the computation of (39) is efficient once ωj are obtained.
Remark 2 As the CPV is used in the VIE, the VIE depends on the specific
shape of the exclusion volume. Thus, the interpolated weights can only be used
for the shape for which it was calculated, namely, a cube or a sphere shape
here. So, for a general element obtained by an affine mapping as in a finite
element triangulation, we will need to isolate the singularity by a cube or a
11
sphere with the singularity at its center, then the pre-calculated interpolated
weights defined in (43) can be used where integral over the rest of the region
within the element of a more general shape can be computed with regular Gauss
quadratures.
3.3 Computation of VIE matrix entries
In this section, we will show how to compute the matrix entries accurately
for the VIE in the following steps.
• Step I: calculate interpolated weights {ωj} on the reference (cubic or spher-
ical) domain.
For Eq. (43), we take Vδ = B(rj, δ), where δ > 0 is a prescribed small
quantity and rj, j = 1, 2, ...M are the M tensor-product nodes in the refer-
ence domain, and we let J = M in Eq. (41).
Next, we have the dyadic Green’s function for the free-space in the fol-
lowing form,
GE = gI +
∇2g
k2
=
e−ikR
4piR
(I− u⊗ u)
− ie
−ikR
4piR2k
(I− 3u⊗ u)− e
−ikR
4piR3k2
(I− 3u⊗ u). (44)
Since the value of function u ⊗ u is multi-valued at R = 0, in (40) we will
take
h(r; r′) = u⊗ u, (45)
and hence (43) will produce a set of 9 interpolated weights. However, due to
the symmetry of the matrix u⊗u, only 6 components need to be considered.
For the identity matrix I term in (44), we need a set of scalar interpolation
weights by assuming h(r, r′) = 1 in (43).
Additionally, for the scalar and matrix weights, we will consider k = 1, 2,
and 3 for weak, strong, and hyper singular integrals, respectively.
In summary, for each collocation point (also the singularity location)
rj, j = 1, 2, ...,M in an element, scalar weights ωj,m, ω¯j,m and ω˜j,m,m =
1, 2, ...,M are calculated for weak-, strong-, hyper-singular integrals, respec-
tively. And the corresponding matrix weights are denoted as Λj,m, Λ¯j,m, and
Λ˜j,m. Here the first index j indicates the location of the singularity of the
integrand while the second one m is the quadrature weight index. These
weights only need to be calculated once and then stored for future use.
• Step II: We consider the computational domain consisting of a collection of
fundamental elements with size ai, i = 1, 2, ..., N and assign M collocation
12
points in each elements. For the j-th collocation point rij in the i-th element,
we construct the equation:
−ω2µ
N∑
n=1
M∑
m=1
Anm ·cnm−
M∑
m=1
Bim ·cim+
(
1 +
1
3
∆ij
)
I3×3 ·cij = Eincij , (46)
The matrix B originates from the correction terms of the Cauchy principal
value
Bim = ω
2µ
∫
B(rij ,aiδ)
dr′∆(r′)g(rij, r′)φim(r′)
+
ω2µ
k2
∫
B(rij ,aiδ)
dr′∆(r′)∇2g˜(rij, r′)φim(r′)
+
ω2µ
k2
∫
B(rij ,aiδ)
dr′∇2g0(rij, r′) [∆(r′)φim(r′)−∆ijφim(rij))] , (47)
and it can be calculated by standard Gauss quadrature through spherical
coordinates since the Jacobian will eliminate completely the singularity of
the integrands.
When n = i, we calculate the integral (39) as
Aim =
1
4pi
Ji
M∑
j=1
∆im
[(
e−ikRmωij,m − ie−ikRmω¯ij,m − e−ikRmω˜ij,m
)
I3×3
e−ikRmΛij,m − ie−ikRmΛ¯ij,m − e−ikRmΛ˜ij,m
]
, (48)
where Rm = |rij − rim| and Ji is the Jacobian from the reference domain to
the physical domain Ωi.
Note that the interpolated quadrature weights are rescaled from the ref-
erence domain. In the cube example, the reference domain is [−1, 1]3 and if
the physical domain has length ai, then Ji =
ai
2
and recall the definition of
the interpolated weights (43), we have
ωij,m =
(
2
ai
)
ωj,m, ω¯
i
j,m =
(
2
ai
)2
ω¯j,m, ω˜
i
j,m =
(
2
ai
)3
ω˜j,m
Λim =
(
2
ai
)
Λj,m, Λ¯
i
j,m =
(
2
ai
)2
Λ¯j,m, Λ˜
i
j,m =
(
2
ai
)3
Λ˜j,m
, (49)
when n 6= i, we have
Anm = Jn
M∑
j=1
∆nmG¯E(rij, rnm)ω
s
j . (50)
• Step III: (46) for all the N ×M tensor-product nodes can be assembled as
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the following linear algebraic equation system
V · ~c =

Vxx Vxy Vxz
Vyx Vyy Vyz
Vzx Vzy Vzz
 ·

cx
cy
cz
 =

Eincx
Eincy
Eincz
 . (51)
Based on the properties of the Green’s function, the 3NM ×3NM matrix
V is partitioned into nine blocks, each block is a NM ×NM sub-matrix. The
solution of the VIE contains three NM × 1 vectors, which represent the field
in x, y, and z directions. Then, the system is solved by a matrix solver. In this
paper, we used the generalized minimal residual (GMRES) method [15].
4 Numerical Results
In this section we test the accuracy of the interpolated weights on tensor-
product nodes, the δ-independence of the solution of the VIE, and convergence
of the p-refinement of the Nystro¨m collocation method.
4.1 Accuracy of the interpolated weights on tensor-product nodes for comput-
ing matrix entries
In this subsection, the accuracy of the interpolated weights on tensor-
product on a cube is presented. The study on a sphere can be treated in a
similar way.
In (46), the calculation of matrix B from the correction terms is straight-
forward; so we will focus on validating the interpolated weights in computing
matrix A. For convenience, we consider the integral of a real-valued, tensor
function
cosR
R
(I− u⊗ u) + cosR
R2
(I− 3u⊗ u) + cosR
R3
(I− 3u⊗ u), (52)
which is similar to the Green’s function in (44) in the domain Ω\Vδ. Without
loss of generality, we take Ω = [−1, 1]3 and rj as the 27 points constructed
from the tensor product of the Gauss points of order 3 in [−1, 1]. Thus, we
have j = m = 1, 2, ..., 27 as in (49) and the integral can be written as
Gj ≈
27∑
m=1
cos(|rm−rj|)
[
(ωj,m + ω¯j,m + ω˜j,m) I¯− Λj,m − 3Λ¯j,m − 3Λ˜j,m
]
, (53)
which is a 3× 3 matrix depending on rj.
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Table 1
Convergence of the integral when the singularity is at center. g11 = g22 = g33 and
g12 = g13 = g23 = 0.
δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
g11 3.985701 4.017024 4.024872 4.026835
error -4.1784E-2 -1.0461E-2 -2.613E-3 -6.5E-4
order - 2 2 2
Table 2
Convergence of the integral when singularity is at a corner. Reference solution g11 =
g22 = g33 = 0.982526 and g12 = g13 = g23 = −0.998097.
δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
g11 0.940714 0.972063 0.979913 0.981876
error -2.80425E-1 -7.3424E-2 -1.8102E-2 -3.983E-3
order - 1.93 2 2.1
g12 -0.998084 -0.998094 -0.998097 -0.998097
error 1.3E-5 3.0E-6 0 0
order - 2.1 - -
For each Gj, we use the direct brute force method introduced in [21] to
obtain the reference value of the matrix entries with a small δ = 10−3. Then we
calculate the integral using the interpolated weights as in (53) with different
values of δ. According to the previous analysis, the error should decay on the
order O(δ2).
We classify the 27 sets of weights into four categories, based on the position
of the singularity rj, as being near the corner, edge, face, and center of the
cube. The matrix Gj is symmetric, so we only check the three diagonal entries
(g11, g22, and g33) and the three upper triangular entries (g12, g13, and g23).
Table 1 presents the numerical results when the singularity rj is located
in the center of the cube, in which case g11 = g22 = g33 and the off-diagonal
entries are all zeros. The reference solution is g11 = 4.027477 while the g11 com-
puted with δ = 0.1, 0.05, 0.025, and 0.0125 are 3.985701, 4.017024, 4.024872,and
4.026835, respectively.
In a similar fashion, Tables 2−4 show the accuracy when the singularity
is located near the corner, edge, and face of the cube, respectively. When
compared to the reference values, the expected O(δ2) behavior is confirmed.
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Table 3
Convergence of the integral when singularity is at an edge. Reference solutions
g11 = −1.515302, g22 = g33 = 3.39234, g23 = −1.579086 and g12 = g13 = 0.
δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
g11 -1.559532 -1.526351 -1.518059 -1.515987
error -4.423E-2 1.1049E-2 2.757E-3 -6.85E-4
order - 2 2 2
g22 3.35175 3.38217 3.389798 3.391707
error -4.059E-2 -1.1017E-2 2.542E-3 -6.33E-4
order - 1.9 2.1 2
g23 -1.579072 -1.579082 -1.579085 -1.579085
error 1.4E-5 4.0E-6 1.0E-6 1.0E-6
order - 1.8 2 0
Table 4
Convergence of the integral when singularity is at a face. Reference solutions g11 =
0.877428, g22 = 0, g33 = 6.494784, and g12 = g13 = g23 = 0.
δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
g11 0.83442 0.866672 0.874742 0.87676
error -4.3008E-2 -1.10756E-2 -2.686E-3 -6.68E-4
order - 1.9 2 2
g33 6.455419 6.484909 6.492315 6.49417
error -3.9365E-2 -9.875E-3 -2.469E-3 -6.14E-4
order - 2 2 2
4.2 Exclusion volume δ-independence of the VIE solution
Equation (30) provides a formulation with which the solution of the VIE
will be independent of the choice of the exclusion volume size δ. In the following
tests, we take µ = 1, ∆ = 4, ω = 1 and solve the VIE. The computational
domain is taken as [−pi/2, pi/2]3, while the incident wave is
Eincx = e
ik(−y+0.5z), Eincy = E
inc
z = 0.
We first check the δ-independence of the matrix entries in (51). Fig. 1 displays
the differences of one row of entries in the matrix V between the choices of
δ = 0.1 and δ = 0.001, in which the solid lines are for the entries from a
diagonal block (Vxx) and dashed lines are for the entries from an off-diagonal
16
0 5 10 15 20 250
0.5
1
1.5
2
2.5
3
3.5x 10
−3
Column number in a row of matrix entries
D
iff
er
en
ce
 
 
Vxx real part
Vxx imaginary part
Vxy real part
Vxy imaginary part
0 5 10 15 20 250
1
x 10−11
Column number in a row of matrix entries
D
iff
er
en
ce
 
 
Vxx real part
Vxx imaginary part
Vxy real part
Vxy imaginary part
(a) (b)
Fig. 1. Differences of matrix entries with δ=0.1 and δ = 0.001. (a): without correc-
tion terms; (b) with correction terms.
block (Vxy). The blue curves are for real while red curves are for imaginary
parts. From Fig. 1(a) we can see that the differences between entries in the
corresponding positions can be as large as 3.0 × 10−3 when the correction
terms are not included. In contrast, the corresponding differences are reduced
to below 2×10−11 when the corrections are included. Hence, the matrix entries
are δ-independent when the correction terms are included.
Next we check the δ-dependence of the overall solution of the VIE. The
solution of VIE with a very small δ = 0.001 is chosen as the reference solution.
Then, the numerical solutions are computed with δ = 0.1, 0.05, 0.025, and
0.0125 and compared with the reference solution. The differences are measured
in the L∞ norm for the three components Ex, Ey, Ez and they are listed
without and with the correction terms in Tables 5 and 6, respectively.
Table 5
Comparison of solutions of the VIE without the correction terms
δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
‖Ex − Erefx ‖L∞ 3.360E-3 8.264E-4 2.044E-4 5.039E-5
‖Ey − Erefy ‖L∞ 1.476E-3 3.696E-4 9.258E-5 2.358E-5
‖Ez − Erefz ‖L∞ 2.533E-3 6.387E-4 1.597E-4 3.969E-5
Table 6
Comparison of solutions of the VIE with the correction terms
δ = 0.1 δ = 0.05 δ = 0.025 δ = 0.0125
‖Ex − Erefx ‖L∞ 8.0E-12 1.0E-12 0 0
‖Ey − Erefy ‖L∞ 2.0E-12 1.0E-12 0 0
‖Ez − Erefz ‖L∞ 1.0E-12 0 0 0
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From Table 5 it can be seen that without the correction terms, the solution
of VIE has an obvious dependence on the choice of δ and the differences
decreases in the order of O(δ2), while the solution is indeed δ-independent
when the correction terms are included, as shown in Table 6.
4.3 p-convergence of the VIE solution
For numerical convergence study, we can either discretize the computa-
tional domain into smaller elements (increasing the number N, h-refinement)
or use higher order polynomial basis (increasing the number p, p-refinement)
in computing the integral in the VIE. In the current work we focus on the
latter since the emphasis is on the accurate calculation of the CPV of the in-
tegral. We will check the solution of VIE on a sphere and a cube. To verify the
rate of convergence, we consider the linear relation between the log10 of the
energy error and p, the effective number of collocation points in one direction,
i.e.
log10(Error) = αp+ β,
where
Error = ‖Ep − Eref‖L2(Ω),
and Ep is the solution computed with p collocation points in one direction,
Eref is the reference solution, and α and β are fitting parameters. In previous
sections we know that the solution does not depend on the choice of parameter
δ, so we take δ = 0.001 for the rest of calculations.
• Case 1: Solution of the VIE for the MIE scattering of a sphere
The analytic solution of the VIE in a sphere is given by the Mie series
[11]. For an incident wave
Einc = ixe
ikz, (54)
where ix is the unit vector along x-direction in the Cartesian coordinates, the
exact solution of electromagnetic fields inside a sphere can be expressed as the
following series, in unit vectors of spherical coordinates,
E(r, θ, φ) =
∞∑
n=1
in(2n+ 1)
n(n+ 1)
(
cnM
(1)
o1n − idnN(1)e1n
)
, (55)
where the coefficients are
cn =
jn(ka)[kah
(1)
n (ka)]
′ − h(1)n (ka)[kajn(ka)]′
jn(mka)[kah
(1)
n (ka)]′ − h(1)n (ka)[mkajn(mka)]′
;
dn =
mjn(ka)[kah
(1)
n (ka)]
′ −mh(1)n (ka)[kajn(ka)]′
m2jn(mka)[kah
(1)
n (ka)]′ − h(1)n (x)[mkajn(mka)]′
.
(56)
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and the vector special harmonics are defined by
M
(1)
o1n =

0
cosφ · pin(cos θ)jn(mkr)
− sinφ · τn(cos θ)jn(mkr)
 , (57)
N
(1)
e1n =

n(n+ 1) cosφ · sin θ · pin(cos θ)jn(mkr)
mkr
cosφ · τn(cos θ) [mkrjn(mkr)]
′
mkr
− sinφ · pin(cos θ) [mkrjn(mkr)]
′
mkr
 . (58)
In the above formulas, m is the refractive index of the sphere relative to the
ambient medium, a the radius of the sphere and k is the wave number of the
ambient medium. The functions jn(z) and h
(1)
n (z) are spherical Bessel functions
of first and third kind, respectively, and their derivatives have the relations [1]
[zjn(z)]
′ = zjn−1(z)− njn(z); [zh(1)n (z)]′ = zh(1)n−1(z)− nh(1)n (z). (59)
pin(cos θ) and τn(cos θ) have the relations
pin =
2n− 1
n− 1 cos θ · pin−1 −
n
n− 1pin−2; τn = n cos θ · pin − (n+ 1)pin−1, (60)
with
pi0 = 0;pi1 = 1;pi2 = 3 cos θ; τ0 = 0; τ1 = cos θ; τ2 = 3 cos 2θ. (61)
To find the interpolated quadrature weights in (43), Lagrange interpola-
tion is used along the r-direction andmr Gauss nodes are used while Fourier in-
terpolation is applied for the φ ∈ [0, 2pi) and θ ∈ [0, pi]. In total mθ+1 and 2mφ
grid points (namely, the collocation points in the Nystro¨m method) are equally
distributed for θ and φ, respectively. Therefore, the equivalent number of col-
location points in each direction is calculated as p = 3
√
mr(2mφ(mθ − 1) + 2).
The specific quadrature weights for these nodes can be found in [21].
Fig. 2 shows the error in terms of the equivalent collocation points in one
direction. In this case, the Mie solution (55) is used as the reference solution
with the parameters a = 0.2, k = 1, m =
√
2 (or ∆ = 1). From the fitted
lines, it can be seen that the log10(Error) decays linearly with respect to p.
Quantitatively, we have
α = −0.38, β = −1.95.
Hence, we conclude that the exponential convergence is achieved for the errors
against the number p. Fig. 3 plots the numerical solution of the VIE in the
sphere with 42 collocation points.
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Fig. 2. log10 errors of solutions against number of collocation points along one
direction for E in a sphere.
(a) (b) (c) (d)
Fig. 3. Numerical solution of scattering of a sphere (radius a = 0.2) with 42 collo-
cation points. (a) incident wave; (b) Ex; (c) Ey, (d)Ez.
• Case 2: Solution of the VIE in a cube
In the second case, we examine the convergence of the solution in a cube.
A regular Lagrange interpolation is used with Gauss nodes in each direction.
As there is no exact solution, the numerical solution with collocation point
p = 7 in each direction is chosen as the reference solution Eref . The differences
between the reference solution Eref and the solutions Ep, p = 3, 4, 5, 6 are
computed.
Fig. 4 plots the log10 error against p, the number of collocation points
along each direction, as well as the fitted line, for the solution Ep. It can be
seen that the log10(Error) decays linearly with respect to p. Quantitatively,
we obtain
α = −0.464, β = −0.092.
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Fig. 5. Incident wave (a) and electric field (b)-(d) for a cubic scatterer with 27
collocation points.
Hence, we conclude that exponential convergence is achieved for the errors in
terms of the order p. Fig. 5 shows the 3-D plot of the incident wave Einc =
ixe
ik(−y+0.5z) and the resulting electric fields over the cube with 27 collocation
points.
4.4 Scattering of multiple scatterers
Microstructures made of random scatterers, such as the rough surface
of solar cell panels or meta-atoms in meta-materials, can be modeled as an
array of single scatterers of fundamental shapes like cubes and spheres. In
this subsection, we present the capability of our algorithm to handle multiple
scatterers, either in regular or random distributions.
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Fig. 6. Electric field (x-, y-, and z-components) in a 3× 3 cube array
Fig. 6 displays the electric field Ex, Ey, Ez in the free-space where nine
cubic scatterers are present. In these tests, the incident wave is set as
Eincx = E
inc
y = 0, E
inc
z = e
ik(−2x+2y). (62)
Each cube has a length of 0.5 and they form a 3 × 3 array align in the x-y
plane. The center of the first cube is (0.25, 0.25, 0.25), and the remaining cubes
are placed 0.1 apart from each other. The parameters are taken as ∆ = 4
and µ = 1. Here, 27 collocation points are used for each cube.
Fig. 7 displays the electric field Ex, Ey, Ez in the free-space where nine
spherical scatterers are present. In these tests, the incident wave is set as
Eincx = e
ikz, Eincy = E
inc
z = 0. (63)
Each sphere has a radius of 1 and they form a 3 × 3 array align in the x-y
plane. The center of the first sphere is (0, 0, 0) and and the remaining sphere
are placed 0.1 apart from each other. The parameters are taken as ∆ = 1
and µ = 1. Here, 42 collocation points are used for each sphere.
Due to the small number of new quadrature points needed in the Nystro¨m
VIE method, the VIE method can handle hundreds of scatterers of the funda-
mental shapes. The left panel of Fig. 8 show the electric field in 675 cubes of
size 0.5 under the incident field (62); these non-overlapping cubes are arranged
in a 15 × 15 × 3 random array. Here, only 27 collocation points are needed
for each cube. On the right panel of Fig. 8, the electric field in 432 spheres of
radius 1 with the incident field (63) are shown. Only 42 collocation points are
needed for each sphere and these non-overlapping spheres are arranged in a
12×12×3 random array. In all the computations, the matrix filling is the most
time consuming part. Therefore, it is computed in parallel using OpenMP.
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Fig. 7. Electric field (x-, y-, and z-components) in a 3× 3 sphere array
5 Conclusion
In this paper, we have developed an accurate and efficient Nystro¨m method
to simulate the scattering of multiple cubes and spheres, using the volume
integral equation (VIE) for the electric field with the Cauchy principal value
(CPV) of the singular dyadic Green’s function. The new formulation allows the
computation of the CPV using a finite size exclusion volume Vδ and avoiding
the usual truncation errors by including missing corrections terms. As a result,
the numerical solution of the VIE is shown to be δ-independent. In addition,
an efficient quadrature formula is employed to accurately compute the 1
R3
singular integration over the domain Ω\Vδ. Together, an efficient, accurate,
and δ-independent Nystro¨m collocation method for the VIE is obtained.
In various numerical tests, we demonstrated the convergence of the VIE for
p-refinement with increasing order of basis functions (i.e. collocation points)
inside a spherical and a cubic scatterer. Numerical results for the scattering
of multiple scatterers of these two shapes with a small number of collocation
points in each scatterer are also provided.
One of the remaining issues is the treatment of possible field singularities
due to the geometric corners/edges in cubes and cylinders [18] where specially
designed interpolation algorithms may be needed and corresponding interpo-
lated quadratures will be produced. We will also study the VIE method for
scattering of multiple objects embedded in layered-media for which treatment
of the singularity of layered Green’s functions and fast solvers for the linear
system from the Nystro¨m method will be addressed.
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Fig. 8. (left) Ex, Ey, Ez in a random 15 × 15 × 3 cube array with 27 collocation
points for each cube of size 0.5; (right) Ex, Ey, Ez in a random 12 × 12 × 3 sphere
array with 42 collocation points for each sphere of radius 1.
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