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I. STATEMENT OF THE PROBLEM 
Suppose that and Xg are two independently distributed 
Normal random variables, with means and and variances 
p - q 
CTf and (Jg respectively. Such variables will be referred to 
JL ^ p p 
as N( y 2* and N( ^, CT^) for convenience. Samples of sizes 
n^ and n^ drawn from the corresponding populations are denoted 
by Xjj (i = 1, 2; j = 1, 2, ... ni). It is desired to test 
the hypothesis HQ : = )X ^  against two-sided alternatives 
2 2 
Hi ^ y* 2' without making the assumption that 0*^ = (Jg. The 
problem is to find a statistic and a critical region based on 
this statistic for making the test. That is, we wish to find 
a statistic S and a critical region C such that if S lies in 
C then H0 is rejected, and if S does not lie in C, then H0 is 
accepted. 
The following functions of the samples are used: 
j=l 
v X1 ( - ^  
z_i = 2_ 
1 
p p 
Also let R denote the ratio (7 of the true population 
variances. This parameter R is in general unknown. 
The main purpose here is to investigate the effect of 
departures of R from unity on the size of various tests of HQ, 
and to select certain statistics with corresponding critical 
regions which have optimal properties in some sense. 
In general it is desirable that if the size of a test 
cannot be constant for all values of R, then it should be 
kept as close to a constant value as possible. Often it is 
advisable for the size to be kept less than or equal to some 
preassigned value. However the power of the test, namely the 
probability of rejecting H0 when S = ^as a certain 
non-zero value, should not be allowed to remain low Just to 
achieve constant size. Consequently the power of the tests' 
considered will be computed and compared with the power of 
known tests which are analagous and comparable, to see if the 
tests with almost constant size also behave reasonably well 
in regard to power. 
The present work consists of three somewhat different 
approaches to the problem of testing H0. The first (Chapter 
III) considers an optimal statistic of a form suggested by 
Welch (27) which generalizes the well-known t-statistic. 
Welch himself attempted to improve upon the t-statistic by 
considering two other statistics which are described in Chap­
ter II, one of which has a denominator which is an unbiased 
estimate of the variance of the numerator, and the other has 
equal variances for R = 0 and R = 00 .  
In our more general approach the size and power of a 
3 
certain class of statistics are examined, and the best statis­
tic in the class, as defined later, is then chosen. 
The second approach (Chapter IV) uses almost the same 
general form of statistic as in Chapter III, except that 
%-variables rather than "X^-variables are used in the denomin­
ator . This statistic arises through the consideration of the 
overlapping of tne confidence intervals for the means of the 
individual populations. 
The third approach (Chapter V) investigates the effect 
on the main test of H0 of a preliminary test employing the 
sample variances. On the basis of the preliminary test it is 
decided which of two statistics, in the case of one type of 
size control, and which of three statistics, in the case of a 
second type of size control, to use for the test of H . The 
distributional structure of the combined tests is investigated 
and optimal statistics are derived. 
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II. REVIEW OF LITERATURE 
A. Papers 
The problem being considered here is sometimes known as 
the Behrens-Fisher problem because a solution was given by 
Fisher (9) using the point of view of fiducial probability. 
However much controversy has arisen about this approach (see 
for example Keyman (16) and Welch (&6)), leaving its validity 
somewhat in doubt. In addition, the fiducial argument con­
siders sample statistics like x^ and 21^ to be fixed quan­
tities, and probability statements cannot be interpreted in 
terms of relative frequencies in repeated sampling. In this 
dissertation the approach as used by Welch, Neyman, and 
others, based on classical probability, will be followed. 
Consequently the size and power can be given a frequency 
interpretation for repeated experiments. This means that if 
the size is 0.05, for example, then b% of the tln.e in re­
peated experiments, the hypothesis will be rejected when it 
is true. 
Assuming familiarity with the Normal and the dis­
tributions, we can now define "Student's" t-distribution with 
n degrees of freedom by 
As this distribution is extensively tabulated, no specific 
tn = 
reference need be given. If P j" |tnj > C j = , where p|" j de­
notes the probability of the relation in brackets, then C is 
written as t" , and is called the two-sided 100 (*•% point of 
V 
Much of the literature on this problem has considered 
two specific statistics, 
u = 
xi -
^ i 
fl 4- t,c n£j 
which is Student's t-statistic, and 
1/2 
(2.1) 
v = %1 -
nlfl nicf2 
172 
( 2 . 2 )  
which reduces to Student's t-statistic when n-j_ = n^. The 
justification for the use of v is that the denominator is 
an unbiased estimate of the variance of the .numerator. The 
exact distribution of these statistics has the form 
. U.3) 
\Ttl * 2^%fr. 
For the u-statistic, Xn = 
H(ni + ng) 
and X p = 
"l + "k 
( fl + nl + Rn2^ 
and when R = 1, the distribution becomes 
( f 2 + f g) ( + Rn^ ) 
that of t„ „ . For the v-statistic, An = tt-t 
1+ c 1 flUl 
Rn, 
—v and 
n-i + Rng) 
6 
nl Xo = 7—7 —5—v and when R = 1 and n, = nP, the distribu-
'
x2 f^ln^ + Rn^) 1 ^ 
tion becomes that of t^. 
Welch (27) considers these two statistics and also a 
third one of the same distributional structure: 
z = %1 - *2 
1/2" 
nl' n2 3 • ( 2.4), 
I I -  , .  z ,  
njjTn^ — 3 ) n^( n^ — 3 ) 
The statistic z has the property that its variances for R = 0 
and R = &*> are both equal to one. Welch approximates to the 
distributional form of these statistics by using gin the 
denominator rather than + A ^ The constants g 
and f are obtained by equating the first and second moments 
of the respective distributions. Welch then finds the value 
uQ for which P j*|u) > uQ | R = 1 j = Oi , and plots P j|u| > uQJ 
against R for other values of R. He goes through a similar 
procedure for the v and z statistics for several different 
pairs of sample sizes. Hsu (12) found an exact expression for 
the size of the tests using u and v, and worked it out for 
the cases (n^, n^) = (3, 5), (7, 7) and (5, 15). He also 
investigated the general behavior of the size curves in the 
cases n^> n^, n^ = n^, and n-^< n^. Many of Hsu's as well as 
Welch1s tentative conclusions have been confirmed by the 
present investigation, including the observation that the size 
of the tests using the u and v statistics is subject to large 
variations with respect to R, and that v controls the size 
? 
better than u when nj_ ^ n^. 
Chand (7) has used some of Hsu's expressions to investi­
gate the question of utilizing an approximately determinate 
knowledge about R, for example on the basis of past experience 
of the populations considered. Gronow (10) has computed the 
approximate size and power of the tests using the u and v 
statistics by means of an asymptotic expansion as far as the 
first four moments. 
Rosenberg (22) has like Hsu found an exact approach to 
the distributional form of the u and v statistics. His series 
expansions, which are stated in Chapter III, for the size and 
power of statistics of this form are available in Hsu (12) 
but are stated by Rosenberg in an easier and more generally 
applicable form, using results found in Box (5). Rosenberg 
derives a statistic z' where 
for use in the case = 3, n^ = 5 where z is inapplicable, 
and finds that z' like z improves the control of size over 
the u and v statistics. Rosenberg also begins an investiga­
tion of the power using an expression which consists of a 
finite number of infinite series, and he develops a bound on 
tne remainder term of tnis expression which is stated and 
used in Chapter III. 
(2.5) 
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A different approach was made to the problem by Welch 
p p 
(26) where he considers a critical point h(s^, s^, oC ) which 
is a function of the sample variances = X^/fj_ and of the 
desired size of. He finds the function h such that 
pfl(*l " V " ( ~ > h(sl' al> " )J '= • 
Welch finds two methods of evaluating the function h. The first 
is by a series where terms of order f"^* are grouped, and those 
with k > 3 are neglected. The second is by an approximation 
to ZI by a Pearson Type III curve. 
Aspin (1) extends Welch's series to more terms, considers 
a rearranged form of the expansion, and investigates the 
numerical behavior of the two forms of the expansion in some 
particular cases with n-^ = = n, n = 7, 13, 19. Aspin (2) 
continues the investigation for unequal sample sizes n^ and 
n£ = 7, 9, 11, 16, k,l, oc. 
Ura (£4) investigates the power function of Welch's 1947 
statistic for the case R = 1 only, and compares it with that 
of the t-te-st. It is shown that the two tests have about the 
same power unless the ratio of the two sample sizes is large, 
or the sample sizes themselves are both small. 
Another statistic wnich uses a random critical point 
which is a function of the sample variances has been proposed 
by Wald (%5) in the case of equal sample sizes. 
The number of papers on the use of a preliminary test in 
testing equality of means is rather small. As an example of 
9 
the need for such a test, it is stated in Cochran and Cox 
2 2 (8), p. 101, that if 0"^ = CJg then the u statistic is used 
and the critical point is tT ^  , but if the variances are 
12 
considered to be different, then the v statistic is used and 
an approximate critical point is given by t1 = ( t^ ) + 
a ^  -y (t* ), where a = %^/^l^l 8110 b = ZLg/n^fg. However no 
way is given for distinguishing between the cases of equal and 
unequal variances. 
Bancroft (3) deals with the bias present in an estimate 
of variance when a preliminary test for homogeneity of vari­
ance is made. He considers an F-test using the statistic 
t0 test H : = , ^  §• If the hypothesis is accepted, 
u ( n-i g ^  -j 
then a f is estimated by , and if the 
1 \ fl f2 / "1 + nï o 
hypothesis is rejected, then 2 l/^l is used to estimate 0" ^ . 
Paull (IS) considers the consequences of performing a 
preliminary test in the analysis of variance in order to see 
if variances are equal and can be pooled. He finds that the 
use of a or even a 25% size for the preliminary test re­
sults in disturbances that are frequently large enough to lead 
to incorrect results in the final test. The disturbances 
take the form of changes in the size of the final test, fre­
quently to much higher values than the experimenter realizes 
or desires. Paull recommends an approximate method of pre­
liminary testing which tends to stabilize the size. 
Huntsberger (13) considers the use of a preliminary test 
of significance when there are two unknown parameters 0]_ and 
10 
A A 
6^, with estimators 9^ and & g which have known variances. 
The cases & ^ = 6 % and 0^ ^  8g are distinguished by a pre­
liminary test, and different estimators of 6 but ones 
A A 
which use information provided by both & and 6 g are used 
in each case by using weights which are determined by the 
observed values of the preliminary %est statistic. Different 
forms of the weighting function are considered and their 
biases and relative efficiencies are investigated. 
Bozivich et al. (6) provide an extension of paull1s in­
vestigation to cover all the important degrees of freedom 
combinations occurring in the analyses of variance under dis­
cussion. 
B. Tables and Formulae 
The tables which have been used in the present investiga­
tion are now described end some relations among the 
distribution, "Student's" t-distribution, and the Incomplete 
Beta Function are given. These formulas will be used con­
stantly and are presented here to facilitate reference. 
The Incomplete Beta Function Ix(p,q) is defined by 
P fX 
Ix(p,q) = p| ^  ^ J tp 1(1 - t)q x dt and is tabulated 
in Pearson (19). The formula for Ix(p,q) when q is an integer 
11 
ix(p,q) 
rte S-""" 
r ,(p+q-l)(q-r-1)(p+r-l)(r)/+r 
where = n( n - 1) • • • ( n - m + 1) . Some actual algebraic 
formulas for small values of p and q are given in Appendix A. 
When it was necessary to interpolate in Pearson's tables, the 
four point Lagrangian interpolation coefficients from (15) 
were used, and when it was necessary to compute Ix(p,q) 
values, some recursion formulae and other relations from 
Bancroft (4) proved very useful. 
A new random variable Fffi n is now defined by 
Fm,n - %m/%a ' <2'6> 
The distribution function of Fm n is given by 
rx 
m, n 
( x) = 
n/m 
2 '(I 
J - 1  
(1 + F)2-±-G 
dF , Oé x ^  oo (2.7) 
and this may be transformed to the Incomplete Beta Function 
%) where y = -r—^— . Another relation is F, = tt/n 6/ 1+x l,n nz 
The following relations follow directly from the above 
definitions . 
'iFm,n>C = I 
'n| >C = PiF, 
1+C 
, 2 "  
n m 
1 n 
= I 
n 
n+C 2 
n 1 
2' 2 
(2.8) 
(2.9) 
If p[Fljn>c] = o< , then 
12 
G = (t^/n , (£.10) 
and if Ix^ |, = (X > then 
x = S . (£.11) 
n + (t*) 
The tables of Resnikoff and Lieberman (21) give values 
of tne density function, the cumulative distribution function 
and the percentage points of the non-central t-distribution 
defined by 
t' =. M ^  ' 1) (2.12) 
vw 
where & is called the non-centrai!ty parameter. The tabula­
tion is done for f = 1(1)24, 29(5)49, and for 6 = \jî + 1 kp 
where k_, is the standardized Normal random variable exceeded 
with probability p, for p = .£5, .15, .10, .065, .04, .025, 
.01, .004, .00^5, .001. These tables are used to calculate 
the exact power of some of the tests described in the follow­
ing sections. The power is usually expressed as a ratio of a 
non-central to a central variable. To reduce this to 
a non-central t we see that 
-y\'c 
{tl& , £  '  f  • 
X 
/v,i c ^  t.p 
Therefore - — and 
Xf 
13 
pfer > cj*pH.'I > °W 
= 1 - pjt'< CVf j + p[t' < - CjffJ (2.13) 
and the last two probabilities can be found from the cumula­
tive distribution function section. 
Tang's tables (c3) have been used to calculate values of 
the power of some t-tests which have been used for comparison 
with tests that are developed here. To interpolate in these 
tables the values were plotted and for each required degree of 
freedom a smooth curve was drawn from which intermediate values 
were read. 
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III. TESTING- EQUALITY OF MEANS USING WELCH-TYPE STATISTICS* 
A. Description of a General Statistic 
and Its Distribution 
In many of the works dealing with the behavior of the 
tests of H0 using the u and v statistics (e.g. Welch (27) and 
Hsu (lb)), a more general statistic of the form 
Y(rx, r2) = —^ X£)— (3.1) 
rl^-l + r2 2 
is also suggested. In this chapcar we shall use this general 
form, and shall derive expressions for the constants r^ and 
r£ which provide the corresponding test of HQ with certain 
desirable features. 
In dealing with the statistic y, there is no loss in 
generality in using a critical point of unity, because if a 
different critical point were suggested it could simply be 
incorporated into the constants r^ and r%, leaving a critical 
point of unity again. Therefore the test which is made using 
Y is to reject H0 if Y ^ 1. and to accept HQ if Y< 1. The 
selection of r^ and r^ completely determines the statistic 
and the test. 
The distribution of Y under H0 is that of 
*5ome of the material in this chapter has appeared in 
keCullough et al. (14). 
15 
+ A82lg 
-x Rr-, n-i no -\ rpnn no n,2 
where /, = —1 , and A P = %— and all the X 1 n1 + Rnfc ^ nx + Rn£ ^ 
variables are independent. Under the alternative hypothesis 
J41 % JJ £, the distribution of Y is that of 
L* (3 .3 )  
+ A 2%% 
where the denominator is as in (3.2), the variables are all 
independent, and ^ is distributed as a non-central '/in­
variable with one degree of freedom and non-centrallty A 
given by 
> - S p i f f e d  
à + £ 
nl n2 
where £ = ~V 
It is now shown that, as the parameter R approaches its 
two extreme values of zero and infinity, the distributional 
structure of Y simplifies. The symbol^-- shall be used to 
mean "is distributed as". 
R = 0. When R is set equal to zero in (3.2) it can be 
seen that A ^  = 0 and Àg = n rg. Therefore under H , 
16 
_ «i. ^  h' îk (tfrV 
ngfa n%r% 
Y(r n >  r ?)w-s lli—= â— (3.5) 
and under the alternative hypothesis 
-V'2 
Y(rl' • 
n2rÈÀf2 
The distributions for R = 0 depend on the values of ng and rg 
only. 
R = • When R is permitted to approach infinity in 
(3.c), it can be seen that À j_ approaches n^r^ and A g 
approaches zero. Therefore under HQ, 
x(ri- r2)v^ "i^r (3-6) 
and under the alternative hypothesis 
r* 
«rl, rg)^ i-ig 
n9r >z 
The distributions for R = oO depend on the values of n^ and 
rj only. 
B. Techniques for Evaluating the 
Required Probabilities 
1. Calculation of size 
In order to calculate the size of the test using Y(r^, r^) 
it is necessary to calculate probabilities of the form 
F j ï » l f  -  P ) F l i f .  >  n ^ r g  
17 
I >1 j Rj under H0 where Y is distributed as (3.2), and where 
the vertical line is equivalent to the word "given". For 
specific values of n^, n^, r^_ and rg, the size can be plotted 
as a function of the parameter R. Using (3.5), (3.6) and 
(£.8) it is seen that in the case R = 0, 
: I
_i (r- l) ,3-7) 
l+ngrgX 
and in the case R = oo 
r[ï > l] = P^ljfi>/ = I i (^, §)• (3.8) 
1+nlrl 
For other values of R it was necessary to use the following 
theorem froc Rosenberg (22). 
Tneorem 1. Let Y be a random variable with the structure 
Xg Y = 
where the variables are independent, the fj = 2g, are even 
integers, and the Aj are positive constants. 'Then the dis­
tribution function of Y is given by 
- 5Z ZI <*js V1 (3-9) 
J=1.8=1 
where F^^g 16 defined by (2.7). The constants 0(jg are given 
by , e> 
) (Q) 
" 
J
" " ~tsj -
18 
where f^(0) Is obtained by differentiating fj(x) h times 
with respect to x, and then setting x = 0, and where 
£i 
2 
fj(x) = Aj - Ai À ^ x| 
Aj 
After performing the above operations it can be seen that 
°<la = 
SI-8 Hfgj. + - b) A f£ A I1™8 
rtg^Pei - • + « (X1 - ^ >gl*g£r 
s = 1, 2, 3, • • • g1 
and 
^ide = ("1) 
82 -s 
n i \ ) sg-B N gi 
I (g% + - s) A]_ A 2 
r(gi)ri(g2 - s +1) ( A0 - A-,) 
C -L 
gl+gg -s 
s = 1, 2, 3, ••• gE 
It is also possible to use the Incomplete Beta Function 
here rather than Fn £g( A,y) by transforming as in (2.8). We 
then get 
c gj 
FY(y) 1 2Z 2Z ^ js Ixj 2^ 
J=1 s=l 
(3.10) 
where x, = 
J =  l + Ajy J  =  x' '' 
This formula has been used in computing the sizes of the 
various tests described in section G. 
19 
2. Calculation of exact power 
In computing the power of the tests proposed, it is neces­
sary to evaluate probabilities of the form pj~Y^l j R j under 
the alternative hypothesis where Y is distributed as (3.-3). 
In the case R = 0, 
p JÏ » 1 }  ,  
and in the case R = 00 , 
Pfï >ij, A 
^-Vi 
1 
and these may be solved by the use of the tables of Resnlkoff 
and Lieberman _(2l) as shown in (2.13). For other values of R 
use was made of the following theorem from Rosenberg (22). 
Theorem 2. Let Y be a random variable with the distribu­
tional form 
% 1 = ; 
+ AgXfg 
where the Xe variables sre independent, and the numerator is 
a non-central with non-centrality A • Then Y has the dis­
tribution function 
_ A_ 2 ,r 
Fy(y) = e * IT Fn^r ^  ( A, ;•) 
J=1 8=1 r=° ' (3.11) 
where tne notation is the same as in Theorem 1. 
20 
As in the case of Theorem 1, Fy(y) may be written in the 
form 
-A JL 8J_ «  r  
Fï(ï) = 1 ' 6 Z Z <*JBZ S (s'§ + r) 
(3.12) 
r> i pj 
J=1 s=l r=0 c 
where x, = -= 4- j = 1, 2. 
J 1 + Ajy 
Since this expression consists of ^ (f^ + fg) infinite 
series, it is desirable to determine the number of terms re­
quired in each of them in order tc achieve a given accuracy. 
A discussion of this, and several different formulae, have 
been given in Rosenberg (2b). The most convenient of these 
results is now reproduced here. 
Let Rp be the remainder in (3.11) after taking (p + l) 
terms in each of tne infinite series. Then 
* SJ. «L . A. 
RP " Z 2Z ^  J S e £ "JT-j" Fn+ zr, is ( A j y ) 
j = l s=l r=p+l ^ r-
and it can be shown that 
21 * T& <3.13) 
j = l s=l r=p+l 'c 
where if ofjg >0 
O If (Xjg <=0 . 
Tnis bound (3.13) was used in deciding how to truncate the 
series when values of power were computed. 
21 
3. Calculation of power using 
the Patnalk approximation 
Since the calculation of exact power was fairly lengthy 
it was decided to calculate approximate values of power as 
well. The approximation that was used was Patnaik1s approxi-
as described in detail in Patnaik (17). Using this approxi­
mation the structure of the statistic Y under the alternative 
hypothesis becomes that of 
and tnis can be dealt with by Theorem 1, using (3.10). There­
fore the approximate power does not involve an infinite 
series, and can be computed in exactly the same way as the 
size. In addition to this simplicity in calculation, it can 
be seen from Table 7 that the approximate power is very close 
to the exact power in every case. 
4. Applications to the statistic Y(r^, r^) 
In the case of the statistic Y(r , r%) defined by (3.3), 
the constants in Theorems 1 and 2 have the following values: 
by rXy wbere r = ± ^  and v = i-j- * \ S mation 
%1 + Rn% 
r%ni%2 
gl - f]_/k 8% -
22 
n = 1 A = 6 Y 12 
ÇJ 2 J ni + Rn2 
Substituting in the formulae it is seen that 
= (-1)81"8 r,(gi + B£-s) (Rri)82 r2x a 
IS 
«ks - (-D 
H<62>pei - s + 1)- (Rri _ r2)8i+S£-' 
8 = 1, 2, • • • g]_-l 
p (g1 + gk - s) (Rr^)8* (r£)Bl 
r(gi)r(G% - s + 1) 
Some recurrence formulae which arise from these, and which 
have been used in the computations, are 
/g% + s _ 1^ / r% A cx 
c< 
l,gl"S s / \ r^ - Rr1 / 1>Si-8"1"1 
s = 1, z, ••• g -l 
S = 1, c, ••• gg-l. 
The computations using Rosenberg's finite series for size and 
approximate power, and his infinite series for exact power 
were carried out on the IBM 650 Data Processing Machine at 
the Statistics Laboratory, using the Bell Lab system of 
interpretive programming, as described in (28). This system 
was also used for many of the computations carried out in 
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later chapters. 
It is clear from Rosenberg's theorems that they are 
applicable for even degrees of freedom, or odd sample size 
values, only. It can also be seen that as the sample sizes 
become large the number of terms in the series becomes corre­
spondingly large. Consequently the theoretical results which 
are octained in this and in later chapters are illustrated by 
and tables are given for small sample sizes only - in most 
cases sample size combinations of 3, 5, 7 arid 9. 
C. Determination of Some Optimal Statistics 
1. Statistics with unilateral control of size 
In using the u, v and z statistics as defined by (2.1), 
(%.%) and (2.4) to test H0, the critical points of the tests 
were so chosen by Welch (%7) that the size of each test was 
exactly equal to a preassigned value o< when R = 1. However 
this means that the size for other values of R varies consid­
erately , in some cases being much greater than cX and in some 
cases much less. Some examples are shown in Figure 1 for the 
case n-^ = 3, n^ = 5 and o< = .05. It can ce noted that as 
the ratio r^/r^ increases, the size curves pivot around in a 
clockwise direction. The values of this ratio for the u^, vc 
p 
and z statistics are 1, 3 1/3, and 6 2/3 respectively. As 
the ratio is increased the curves become flatter in the region 
R > 1, and for the value r^/r^ = 37.54, the size has an 
Figure 1- Size curves (size plotted against R which is on a 
log scale) corresponding to several different 
statistics as shown in the accompanying guide, 
for the case n^  = 3, n^  = 5, and ot = .05 
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asymptotic value of .05 for R = oo , ana is only slightly less 
than .05 for the entire range l < R < . A similar result is 
found to be true for all sample size combinations and any 
value of <% , namely that values of r^ and r^ can be found for 
which the size curve of the corresponding test passes through 
the two points: size = oc , R = 1; size = cx , R = cO , ' and lies 
below CK for 1 < R< . It is felt that the statistics with 
these values of r^ and vc can be extremely useful in cases 
where it is known a priori that one specific population has a 
2 2 larger variance than the other, say 0" ^  ^  0" ^ . Such statistics 
shall be called "statistics with unilateral control of size", 
or more briefly "unilateral statistics". 
An example of a situation where R is known to be ^-1 is 
when the populations consist of measurements made by two dif­
ferent techniques, a particular one of which is known to give 
wore precise results than the other. The accuracy of the two 
techniques could then be compared. Another example is in a 
split plot experimental design where it is known that under 
certain models, the whole plot expected mean square ( E. h . S. ) 
is greater than the split plot E.h.S: A whole plot mean could 
then be compared with a split plot mean using a unilateral 
statistic. In such cases the information that R ^  1 is 
utilized by keeping the size less than or equal to ex , and 
close to (X over the relevant range R > 1. Since it is known 
k, 2 
that C2. C7 the behavior of the size on the range 
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0 ^  R < 1 is irrelevant. 
From the behavior of the size curves it is clear that of 
all possible curves with corresponding size below <x , the ones 
for the unilateral statistics can be considered optimal in the 
class of statistics (5.1), because no others keep the size as 
nearly constant and also ^ « , for all R >1. 
Unilateral statistics can be found for all combinations 
of sample sizes. The two conditions which are used to specify 
rj_ and rg are 
p[ï(r1, rg) > 1 ) R = l] = or1 
p|Y(r1, rg) ^  1 | R =<%?] = ^ . (3.14) 
The second of these becomes I , ( —, î) = and using 
(2*10) we see that r-i = ± . The first equation must be 
nlfl 
solved by using Theorem 1. This is done by substituting the 
value of r^ from the second equation, and adjusting the value 
for r^, until the probability becomes od-^ exactly. The result­
ing values of r. are tabulated as rr = , and <b is given in 
C n2f2 
Table 1 for the cases = o< , oC = .05 and .01, and for 
the sixteen sample size combinations with n-j_ and n% equal to 3, 
5, 7 and 9. Values of r-^ can be found directly from Table 2. 
In Tables 3 and 4, values of the size of the optimal uni­
lateral statistics are given for various values of R between 1 
2? 
and oo in order to show the control in size that was achieved. 
These values were calculated using (3.10). It can be seen 
that the best control of size occurs for n1 n^, where the 
smaller sample is from the population with the larger vari-
anc e. 
In Table 7 values of the power of the unilateral statis­
tics for the case of = .05 are given. The three values of 
the non-centrality were chosen in each case to give power in 
the neighborhoods of 0.3, 0.6 and 0.9 respectively. The pur­
pose of this is to give a more extensive picture of how the 
values of /\ and of &>/ (7^ affect the power over the whole 
range of probabilities. The relationship between fy(Tc pr.d X is 
given by (3.4), and as in Gronow (10) the power is expressed 
as a function of /(7^ for convenience. 
The approximate power, using the Patnaik approximation 
-v, 2 
to ^ , is also shown in Table 7. The closeness of the 
approximation can be seen, which in addition to its time sav­
ing features, justifies the extensive use of the approxima­
tion in the computation, of power. 
To gain some insight into how these tests behave, the 
power of the tests using the unilateral statistics is com­
parer witn the power of an analagous t-test in which the ratio 
of the variances is assumed to be known. A t-statistic that 
could then ce used for testing HQ is 
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u g - (\- (3.15) 
2.1/R +2_ 2 (R_ + 1. 
fl + f2 \nl n2. 
2 
where R is assumed to be known. Under H0> Ug is distributed 
2 2 
as t~ f , and under the alternative hypothesis, UR is dis-
tributed as a constant times - — , where À is given by 
"V2 
Afi+fg 
(3.4). The power of the tests using have been computed 
using Tang (<cô) for the same values of X and R used for the 
unilateral statistic. These are included in Table ? also, and 
permit a comparison of the t and unilateral statistics under 
analagous conditions. It appears that although the power of 
the t-test is always the greater, in many cases the differ­
ence is inconsequential. Some general remarks can be made 
about the two sets of power values. The difference between 
the two increases as R departs from unity, decreases as n^ 
increases for fixed n< , and increases as n^ increases for 
fixed n^ ^  n^. For fixed n^ + n , the difference is smallest 
for equal sample sizes, anc. is larger for n^ < rig than for 
nl ^  n2' However since thè U ^ statistic changes for each 
value of R, and its power can only be computed when R is 
known, whereas the unilateral statistic applies for all R 3>1, 
a direct comparison of the power of the two is bound to be 
disadvantageous to the unilateral statistic at first glance. 
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A comparison must be carefully interpreted, and in this case 
it appears that the unilateral statistics behave very well 
with respect to both size and power-
2. Statistics with bilateral control of size 
If it cannot be assumed that one specific population 
variance is greater than the other then all values of R, 
0 4 R ^  00 , must be taken into consideration in constructing 
a statistic which controls the size effectively. 
It is clear that the two parameters r^ and r^ in the 
statistic Y may ce determined respectively from the two condi­
tions 
p{Y(r1, r£) > 1 I R = e*9 ] = 
P^Y(ri, r%) ^  1 | R = o] = Ofg . (3.16) 
It follows that 
CC 2 
(tf ) 
• 
and °^p 2 
(tf/) 
^ = ~4r • (3-17) 
If the values of anc^ are both taken to be equal to , 
then all other values of the size for 0 ^  R ^ oo will be 4 of . 
This was empirically verified for the cases with which we 
dealt, but may also ce proved rigorously, as in Wald (25) for 
the case of equal sample sizes. Again the statistic for which 
the constants satisfy the conditions (3.16) may be considered 
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an optimal one in the class (3.1) because its size curve lies 
above all others for which the size does not exceed °< over 
the whole range of R. Statistics which satisfy conditions 
(3.16) are called "statistics with bilateral control of size" 
or more briefly "Dilatera 1 statistics". 
These bilateral statistics may be found for any pair of 
sample sizes from tables of the percentage points of ^ "Stu­
dent's" t. For convenience Table & gives values of 1 ^ f 
rmji 
for o< = .01 and .05, and for degrees of freedom from 1 to 19. 
In Tables 5 and 6, values of the size of the optimal bilateral 
statistics are given for c< equal to .05 and .01, and for n^ 
and n^ equal to 3, 5, 7 and S. Although the size for any n^ 
arid n^ could have been calculated, the above sample sizes 
were used in order to compare the results with the correspond­
ing unilateral ca ses. It can be seen that the size curves 
are not as close to the desired size <X as in the unilateral 
case, and that the size is particularly low in the region 
near R = 1. 
In Table 8, values of the approximate power of the 
optimal bilateral statistics for the case 0< = .05 are given, 
using the same non-centrality parameters as in the unilateral 
cases. It appears that the unilateral statistics always have 
the greater power. However in many cases the difference is 
not great. In addition it might be expected that the uni­
lateral statistics would have the greater power, not only 
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because their size curves lie above those of the bilateral 
statistics, but also because they control the size for R 
greater than one only, whereas the bilateral statistics con­
trol the size for all R. 
D. Use of the Tables 
The following example will illustrate how the <£> values 
in Table 1, and a set of t-tables, are used for tests involv­
ing the unilateral and bilateral statistics. Suppose there 
are two Normal populations as described in Chapter I, and it 
is known a priori that (7^ > CFg. It is desired to test 
HQ = /J g at the b% level. A sample of size 5 is drawn 
from the first population, and one of size 9 from the second 
(n^ = 5, ng = 9). The sample means and sums of squares of 
deviations are 
x^ = %*9 zL ^  = 15 
Xg — 0.2 o = 30 . 
Using a unilateral statistic, <£> is found from Table 1 to be 
2 .630 .  Therefore r, = 0-38 54 from Table 2, and r9 = 2,-630 _ 
x £ 72 
0.03653. The statistic Is 
(  »  9  — 0 . 2 )  _  1  ng  
(.3854)15+ (.03653)30 ' ' 
and H0 is rejected. 
If we were to ignore the information that <7^ > C7g and 
use a bilateral statistic, the values of the constants are 
r^ = 0.3854 r% = -07386 . 
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The value of the statistic is 
( <c«  9 - 0 .  £ )  ^  n  g i  
(.3854)15 + (.07386)30 ~ ' 
and H0 is not rejected. 
It should be noted that if the information that R > 1 is 
ignored it is possible to arrive at a different decision than 
if the information is used. 
E. Discussion 
Using the general statistic Y( r^_, r^) we have been able 
to give criteria to determine r^ and r% which satisfy our re­
quirements with respect to size and power. These criteria, 
(3.14) for the unilateral case and (3.16) for the bilateral 
case, involve conditions on the distribution of the statistic 
for R = 0, R = 1 and R = oo . The extreme values of R = 0, 
R = oo are not likely to occur in practice, but they were used 
here because they are algebraically simple to work with, and 
because a finite or non-zero value of R would be necessarily 
arbitrary. However it would ce possible by choosing the 
and o<£ appropriately to get size curves which lie below a 
desired level for only a certain range of R values, and in 
this way tne size could be made closer to the desired value. 
It would have to be known for any problem in which such statis­
tics were used that the actual value of R lies in the range. 
For example in a bilateral case it is possible by choosing 
cxfand oCr. properly to get a size curve which lies below .05 
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for 1/10 ^  R ^10. Then if it were known from previous ex­
periments that the ratio of the two variances could never be 
greater than 10, the statistic which results from the evalua­
tion of the constants using (3.17) with suitably chosen values 
of an<* °^2 would be very useful and would have very good 
control of size. However this procedure would require the 
tabulation for eacn sample size combination of values of 
and corresponding to certain ranges of R. 
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Table 1. Constants for optimal unilateral Weloh-type 
statistics 
Sample sizes f n2f2r2 
n]_ n^ Test size .05 Test size .01 
3 3 2.327 2.682 
3 5 1.644 1.836 
3 7 1.444 1.597 
3 9 1.395 1.477 
5 3 5.468 9.600 
5 5 3.337 4.886 
5 7 2.849 3.953 
5 9 2.630 2.630 
7 3 7.668 17.976 
7 5 4.304 7.360 
7 7 3.607 5.733 
7 9 3.309 5.068 
9 3 9.222 26.040 
9 5 4.910 9.374 
9 7 4.029 7.568 
9 9 3.719 6.089 
Table 2. Values of 4 ^  
nf 
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for o( = .05, . 01 
Sample size 
n 
Degrees of 
freedom 
f 
.05 
nf 
.01 
nf 
2 1 80.721 2026. 
3 2 3.086 16.42 
4 3 0.8440 2.843 
5 4 .3854 1.060 
6 5 .2203 0.5419 
7 6 .1426 . 3js73 
8 7 .09985 .2187 
9 8 .07386 .1564 
10 9 .05686 .1174 
11 10 .04513 •09131 
12 11 .03670 .07308 
13 12 .03043 .05981 
14 13 .0%565 .04986 
15 14 
.02191 .04220 
16 15 .01893 .03618 
17 16 .01652 .03136 
18 17 .01455 .02745 
19 18 .01291 .02423 
60 19 .01153 .02154 
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Table 3. Size of optimal unilateral Welch-type statistics 
( cx = .05) 
nl n2 
R = 1 R = 4 R = 10 R = 100 R = oo 
3 3 .0500 .0450 .0465 .0494 .0500 
3 5 .0500 .0479 .0487 .0498 .0500 
3 7 .0500 .0488 .0493 .0499 .0500 
3 9 .0500 .0491 .0495 .0499 .0500 
5 3 .0500 .0389 .0407 .0482 .0500 
5 5 .0500 .0453 .0469 .0495 .0500 
5 7 .0500 .0474 .0484 .0498 .0500 
5 9 .0500 .0483 .0490 .0499 .0500 
7 3 .0500 .0357 .0364 .0466 .0500 
7 5 .0500 .0433 .0451 .0492 .0500 
7 7 .0500 .0461 .0475 .0496 .0500 
7 9 .0500 .0475 .0485 .0498 .0500 
9 3 .0500 .034% .0335 .0451 .0500 
9 5 .0500 .0412 .0435 .0489 .0500 
9 7 .0500 .0454 .0467 .0495 .0500 
9 9 .0500 .0468 .0479 .0497 .0500 
Table 4. Size of optimal unilateral Welch-type sta tistics 
( CX : = .01) 
nl n* R = 1 R = 4 R = 10 R = 100 R = oo 
3 3 .0100 .0088 .0092 .0099 .0100 
3 5 .0100 .0095 .0097 .0100 .0100 
3 7 .0100 .0098 .0098 .0100 .0100 
3 9 .0100 .0098 .0099 .0100 .0100 
5 3 .0100 .0065 .0070 .0093 .0100 
5 5 .0100 .0085 .0090 .0099 .0100 
5 7 .0100 .009% .0095 .0099 .0100 
5 9 .0100 .0094 .0097 .0100 .0100 
7 3 .0100 .0052 .0051 .0084 .0100 
7 5 .0100 .0076 .0081 .0097 .0100 
7 7 .0100 .0086 .0091 .0099 . 0100 
7 9 .0100 .0091 .0094 .0099 .0100 
9 3 .0100 .0046 .0041 .0074 .0100 
9 5 .0100 .0068 .0074 .0095 .0100 
9 7 .0100 .0076 .0084 .0097 .0100 
9 9 .0100 .0087 .0092 .0099 .0100 
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Table 5. Size of optimal bilateral Welch-type statistics 
( <X = : .05) 
nl n2 
R = 1 R = 4 R = 10 R = 100 R = oo 
5 3 .0127 .0171 .0247 .0438 .0500 
3 5 .0191 .0302 .0384 .04 82 .0500 
3 7 .0240 .0362 .0427 .0490 .0500 
3 9 .0275 .0391 .0447 .0493 .0500 
5 3 .0191 .0178 .0229 .0424 .0500 
5 5 .0241 .0301 .0375 .0481 .0500 
5 7 .0278 .0362 .0424 ' .0490 .0500 
5 9 .0306 .0396 .0447 .0493 .0500 
7 3 .0240 .0189 .0219 .0408 .0500 
7 5 .0278 .0300 .0365 .0478 .0500 
7 7 .0308 .0361 .0419 .0489 .0500 
7 9 .0330 .0395 .0444 .0493 .0500 
9 3 .0275 .0201 .0214 .0394 .0500 
9 5 .0306 .0302 .0356 .0474 .0500 
9 7 .0330 .0360 .0413 . 0487 .0500 
9 9 .0348 .0394 .0440 .0492 .0500 
Table 6. Size of optimal bilateral Welch-type statistics ( a = : . 01) 
nl n2 R = 1 R = 4 R = 10 R = 100 R = oo 
3 3 .0004 .0009 .0016 .0059 .0100 
3 5 .0012 .0030 .0052 .0091 .0100 
3 7 .0020 ' .0048 .0070 .0095 .0100 
3 9 .00%8 .0060 .0078 .0097 .0100 
5 3 .0012 .0010 .0014 .0051 .0100 
5 5 .0018 .0028 .0046 .0089 .0100 
5 7 .0024 .0045 .0066 . 0095 .0100 
5 9 .0031 .0057 .0076 .0097 .0100 
7 3 .0020 .0011 .0013 . 0045 .0100 
7 5 .0024 .0026 .0042 .0087 .0100 
7 7 .0030 .0043 .0063 .0094 .0100 
7 9 .0036 . 0055 .0074 .0096 .0100 
9 3 .0028 .0013 .0013 .0042 .0100 
9 5 .0031 .0028 .0039 .0084 .0100 
9 7 .0036 . 0043 .0060 .0093 .0100 . 
9 9 .004& .0054 .0072 .0096 . 0100 
Table 7. Exact and approximate power of optimal unilateral Welch-type statistics, 
and power of corresponding test using u^ ( = .05) " 
A 
R = 1 
Exact Approx 
unil. unil. u R 
0\ power power power A 
R a 4 
Exact Approx. o 
° unil. unil. uR 
(Jg power power power X 
R = 10 
Exact Approx. o 
o unil. unil. uR 
C7g power power power 
n- n2 
3, 3 
3. 5 1.53 • 269 .266 .30 5, .0 2-89 .282 .282 .40 6 .0 4 .69 .304 .305 .47 
9 . 0 6-45 .539 .540 . 6 c 14 .0 4. 83 .579 .580 .80 16 .0 7 .66 .591 .592 .84 
64 . 0 4.00 .877 .880 .95 30 .0 7. 07 .837 .839 .98 35 .0 11 .33 .851 .852 .99 
nl> n2 
3, 5 
4. 6 1.50 .289 .289 .41 5 . 2 6. 82 .283 .284 .47 6 • 2 4 .68 .308 .308 . 55 
15. 0 6 • 83 .677 .680 .90 16 .0 4. 95 .605 .607 .91 17 .0 7 .75 .602 .604 .93 
30 . 0 4.00 .893 .895 .99 35 .0 7. 33 .862 .863 1.00 40 .0 11 .89 .878 .879 1.00 
ni, 
3, 7 
4 . 8 1.51 .303 .303 .45 5 .5 « 85 .690 .290 .54 6 .4 4 .72 .312 .313 .60 
15. 0 6.67 .647 .649 .96 60 .0 5. 43 .673 .674 .97 20 .0 8 .34 .654 . 655 .97 
35. 0 4.10 .907 .908 1.00 40 .0 7. 68 .887 .888 1.00 40 .0 11 .79 .874 .875 1.00 
n 1, "2 
5.1 
15.0 
55-0 
1.65 .305 
6 • 83 . 667 
4.32 .894 
.305 .61 6.0 
628 .97 63.0 
895 1.00 40.0 
6.94 .305 .305 .60 6.5 4.73 .314 .314 .63 
5.76 .715 .715 .99 63.0 8.90 .700 .701 .99 
7.60 .883 .883 1.00 40.0 11.74 .872 .873 1.00 
Table 7. (Continued) 
R = 1 R = 4 R = 10 
c Exact Approx. p ç Exact Approx. g I Exact Approx. ~7T~ 
- o unil. unil. u^ ^ à> unil. unil. uR - b unil. unil. 
À CJ^ power power power A (jg power power power A (Jg power power power 
n 
6. 5 
7.0 
6 0 . 0  
2.6 
8 . 0  
6 0 . 0  
6 . Q 
7.0 
60 .0  
1.16 .661 
1.93 .586 
3.67 .948 
1.06 . 690 
1.79 .686 
6.83 .968 
0.98 .305 
1.55 .661 
6.66 .964 
, 655 
.587 
.955 
,681 
689 
.975 
.696 
. 666 
970 
67 3.5 
.60 9.0 
96 60.0 
.30 
.70 
,97 
.34 
.66 
.97 
1> n2 
5, 3 
1.99 .300 .694 
3.19 .646 .650 
4.76 .935 .943 
n- n< 
5, 5 
3 .6 
10.0 
60 .0 
3.8 
7.0 
60 .0 
1.90 •368 .361 
3.16 .705 .710 
4.47 .936 .946 
nl n2 
1.89 .346 .336 
6.57 .551 .551 
4.34 .931 .937 
nl« n2 
.35 4.5 3.24 .367 .363 .43 
.71 9.0 4.58 .631 .635 .71 
.96 20.0 6.83 .923 .930 .96 
.39 4.6 3.18 .386 .382 .47 
.80 9.0 4.45 .638 .640 .75 
.97 20.0 6.63 .926 .927 .97 
.43 4.8 3.60 .399 .395 .51 
.66 7.0 3.87 .533 .533 .66 
.98 20.0 6.55 .919 .924 .98 
3.0 0.97 .317 .309 .36 4.0 1.91 .354 .349 
8.0 1.58 .665 .669 .74 9.0 6.86 .649 .652 
60.0 6.49 .958 .965 .96 60.0 4.69 .927 .933 
.45 4.0 6.91 .343 .339 .45 
.78 10.0 4.59 .675 .679 .82 
.98 20.0 6.50 .917 .922 .98 
Table 7. (Continued) 
R = 1 R = 4 R = 10 
X 
G 
0"2 
Exact Approx. ^ 
unil. unil. u# 
power power power À 
S 
(?2 
Exact Approx. g 
unil. unil. . 
power power power A 
£ Exact Approx. 
unil. unil. 
i O£ power power 
"1 
power 
3.0 1.60 .691 .687 
7.0 1.83 .556 .559 
lb.0 6.68 .843 .850 
nl> n2 
' 7, 3 
.34 3.0 1.65 .669 .26% 
.64 7.0 6. 56 .559 .559 
.9c 15.0 3.68 .876 .866 
.34 3.0 
,64 7.0 
,92 15.0 
2.30 .277 
3.51 .574 
5.14 .889 
270 
575 
.901 
.34 
.64 
.92 
6•0 0.83 .648 .638 .6o 
5.5 1.37 .560 .557 .56 
16.0 6.03 .874 .887 .88 
6.5 
6.5 
13.0 
nl> n2 
7, 5 
1.39 .669 .260 
6.24 .596 .591 
3.17 .875 .886 
30 3.0 
.63 7.5 
.90 14.0 
2.21 .310 
3.50 .641 
4.78 .885 
301 
.643 
896 
.36 
.69 
.92 
ni, %2 
7, 7 
1.8 0.76 .634 .224 .64 6.5 1.34 .676 .266 .31 3.0 2.17 .314 .305 .36 
6.0 1.31 .611 .609 .61 7.0 6.64 .669 .629 .67 7.5 3.43 .642 .643 .70 
16.0 1.85 .885 .899 .89 16.0 6.93 .849 .859 .89 16.0 4.34 .834 .843 .89 
ni, n% 
1.8 0.68 .634 .663 .65 6.5 1.31 .277 .267 .36 3.0 2.15 .314 .305 .37 
6.0 1.^4 .610 .608 .66 7.5 6.26 .656 .658 .71 8.0 3.51 .669 .671 .75 
16.0 1.75 .884 .897 .90 16.0 6.86 .84 5 .855 .90 12.0 4.30 .832 .841 .90 
Table 7. (Continued) 
R =  1  R = 4  R = 1 0  
c Exact Approx. o c Exact Approx. % c Exact Approx. g 
° unil. unil. uR o unil. unil. uR > o unil. unil. Ur 
(Jg power power power A (Jg power power power A (7g power power power 
*1, "2 
9, 3 
2 .0 Û .94 • 20 2 .198 . 25 3, .0 1.53 . 262 . 253 .36 3 .0 2 .08 .275 .265 .36 
7 .0 1 .76 . 5 20 . 522 .66 7 .0 2.33 . 545 .542 .66 7 .0 3 .18 . 578 .575 .66 
17 .0 2 .75 .841 .846 .96 15 .0 3.42 .859 .867 .94 15 .0 4 .66 .894 .905 .94 
9, 5 
2 .0 0 .79 = 248 . 238 . 26 3 .0 1.39 .32? .314 .36 3 .0 1 .98 .326 .315 .36 
6 .0 1 .37 .595 .593 .60 6 .0 1.97 .579 .576 .60 6 .5 2 .92 .611 .610 .64 
15 .0 2 .16 .93c .943 .94 15 .0 3.11 .932 .944 .94 15 .0 4 .43 .928 .940 .94 
nl> n2 
9, 7 
% .0 u .71 . 263 .251 . 26 2 .5 1.21 .291 .279 .32 2 .5 1 .77 .287 .276 .32 
b .0 1 .13 . bol .543 . 55 6 .0 1.88 .595 .591 .62 7 .0 2 .96 .651 .652 .68 
14 .0 1 .89 .935 .949 .94 14 .0 2.87 .920 .933 .94 14 .0 4 .19 .912 .924 .94 
%!, ^ 2 
9, 9 
2 .0 0 .67 .264 . 25c . 2? 2 . 5 1.18 .294 .281 .29 2 .5 1 .75 .289 .278 .29 
5 .0 1 .05 . 555 . 547 .56 6 .0 1.83 .596 .593 .63 7 .0 2 .93 .651 .651 .69 
14 .0 1 .76 .939 .95c .94 14 .0 2.79 .920 .932 .94 14 .0 4 .14 .912 .923 .94 
ïacle 8. Approximate power of optimal bilateral Welch-type statistics, and power 
of corresponding test using uj^ ( o( = .05) 
R — 1 R = 4 R = 10 
Approx. Approx. Approx . 
C bi- g ç bi- 2 r ^i- o 
o lateral u^ ~ o lateral ur 6 lateral up 
n]_, n^ A (7^ power power A (j2 power power A 0"% power power 
3, 3 3.5 1.53 .120 .30 5.0 2.89 .180 .40 6.0 4.69 .249 .47 
9.0 2.45 .434 . 62 14.0 4.83 .479 .80 16.0 7.66 .553 .84 
24.0 4.00 .776 .95 30.0 7.07 .793 .98 35.0 11.33 .837 .99 
5 4. 2 1. 50 .191 .41 5. 2 2 • 82 .250 .47 6.2 4.68 .295 .55 
15.0 2 • S3 .607 .90 16.0 4.95 .586 .91 17.0 7.75 .596 .93 
30.0 4.00 .870 .99 35.0 7.33 .856 1.00 40.0 11.89 .877 1.00 
3, ? 4.8 1.51 .239 .45 5.5 2.85 .27% . 54 6.4 4.72 .306 .60 
15.0 2.67 .609 .96 20. 0 5.43 .665 .97 20.0 8.34 .652 .97 
35.0 4.10 .898 1.00 40.0 7.68 .885 1.00 40.0 11.79 .874 1.00 
3, 9 5.1 1.65 .260 .61 6.0 2.94 .293 .60 6.5 4.73 .310 .63 
15.0 2.83 .601 .97 23 .0 5.76 . 711 .99 23.0 3.90 .699 .99 
35.0 4.32 .888 1.00 40.0 7.60 .882 1.00 40.0 11.74 .872 1.00 
Table 8. (Continued) 
R = 1 
Approx. 
5 bi­ 2 
1 lateral UR 
1' n2 À power powe: 
5, 3 2. 5 1.16 .116 .27 
7.0 1.93 .317 .60 
20.0 3.27 .72? .96 
5, 5 2. 6 1.02 . 220 .30 
8.0 1.79 . 630 .70 
20.0 2.83 .932 .97 
5, 7 2.8 0.98 .218 .34 
7.0 1.5c . 526 .66 
20.0 2 • 62 .952 .97 
5, 9 3.0 0.97 .245 .36 
8.0 1.5b .601 . 74 
20.0 2.49 .952 .98 
R = 4 R = 10 
Approx. Approx. 
r bi- g y- bi- n 
1 lateral UR -\ p lateral UR 
0" 2 power power /v (7g power power 
3.5 1.99 .174 . 3 5 4 . 5 3.24 .270 .43 
9.0 3.19 .462 . 71 9.0 4.58 .528 .71 
20.0 4.76 .833 .96 20.0 6.83 .885 .96 
3.6 1.90 .267 .39 4.6 3.18 .354 .47 
10.0 3.16 .660 .80 9.0 4.45 .616 .75 
20.0 4.47 .927 .97 20.0 6.63 .921 .97 
3.8 1.89 .303 .43 4.8 3.20 .380 .51 
7.0 2 . 57 . 519 .66 7.0 3.87 .518 .66 
20.0 4.34 .929 .98 20.0 6.55 .921 .98 
4.0 1.91 .325 .45 4.0 2.91 .329 .45 
9.0 2.86 . 632 . 78 10.0 4.59 .671 .82 
20.0 4.29 .928 .98 20.0 6. 50 .920 .98 
Table 8. (Continued) 
À  
a = i 
Approx. 
r bl- 2 
p lateral uR 
nl» n2 A 0"% power power 
7, 3 3.0 
7.0 
15.0 
1.20 
1.83 
2.68 
.156 
.33 7 
.609 
.34 
.64 
.92 
7, 5 2.0 
5. 5 
12.0 
0.83 
1.37 
2.03 
.159 
.421 
.783 
.25 
.56 
.88 
7, 7 1.8 
6.0 
12.0 
0.72 
1.31 
1.85 
.194 
. 521 
.815 
. 24 
.61 
.89 
7, 9 1.8 
6.0 
12.0 
0.68 
1.24 
1.75 
.174 
. 533 
.856 
.25 
. 62 
.90 
R = 4 R =» 10 __ 
Approx. Approx. 
(C bl— g s~ bl — 
& lateral UR n ^ lateral uff 
À (J2 power power A a £ power power 
3.0 1.65 .161 .34 3.0 2 • 30 .191 .34 
7.0 2. 52 .384 .64 7.0 3.51 .452 .64 
15.0 3.68 .723 .92 15.0 5.14 .814 .92 
2. 5 1.39 .210 .30 3.0 2.21 .271 .36 
6.5 2.24 . 5C2 .63 7.5 3.50 .611 .69 
13.0 3.17 .847 .90 14.0 4.78 .881 .92 
2. 5 1.34 . 234 .31 3.0 2.17 .288 .36 
7.0 2. 24 .591 .67 7.5 3.43 .627 .70 
12.0 2-93 .837 .89 12.0 4.34 .833 .89 
2. 5 1.31 .244 . 32 3.0 2.15 .294 .37 
7.5 2. 26 .633 .71 8.0 3.51 .661 .75 
12.0 2.86 .841 .90 12.0 4.30 .83 5 .90 
Table 8. (Continued) 
n 1» n2 X 
R = 1 
Approx. 
c bi- . 
° lateral u^ 
ÇJ^ power power A 
R = 4 
8 
Approx. 
bl- o 
lateral ug 
power power A 
R = 10 
Approx. 
r bi-
o lateral ug 
<7 g power power 
9, 3 2.0 0.94 .117 .25 3.0 1.53 .166 .36 3.0 2.08 .194 .36 
7.0 1.76 .341 .66 7.0 2.33 .388 .66 7.0 3.18 .458 .66 
17.0 2.75 .649 .96 15.0 3.4k .713 .94 15.0 4.66 .814 .94 
9, 5 2.0 0.79 .168 . 26 3.0 1.39 .261 . 36 3.0 1.98 .284 .36 
6.0 1.37 .471 .60 6.0 1.97 .507 . 60 6.5 2.92 .574 .64 
15.0 2.16 .876 .94 15.0 3.11 .915 .94 15.0 4.43 .927 .94 
9, 7 2.0 0.71 .191 .26 2. 5 1.21 .247 .32 2. 5 1.77 .260 .32 
5,0 1.13 .453 . 55 6.0 1.88 . 550 .62 7.0 2.96 .633 .68 
14 .0 1.89 .910 .94 14.0 2.87 .918 .94 14.0 4.19 .917 .94 
9, 9 2.0 0.67 .240 .27 2. 5 1.18 .258 .29 2.5 1.75 .267 .29 
5.0 1.05 .535 .56 6.0 1.83 .565 .63 7.0 2.93 .640 .69 
14.0 1. 76 .934 .94 14.0 2.79 .922 .94 14.0 4.14 .919 .94 
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IV. TESTING EQUALITY OF MEANS USING %-VARIAS LE S 
A. A Statistic Involving^-Variables 
1. The statistic Q, 
A different approach to the problem of testing HQ is the 
following. First considering each sample separately, a 
100(1 - (X)% confidence interval for y. is 
X1 t ' i = 1, 2 . (4.1) 
1 i 
cx 
Let tf^ = tj_ for convenience- One possible criterion for 
rejecting HQ is if the two confidence intervals for y and 
jA r. fail to overlap - The conditions for this are 
or 
Define 
'i - "i v ^ 
(Xn -  Xo) 
Q 
- FT fT ' (4'3) 
Then the two conditions for rejection of Hq (4.2) can be 
replaced by the single condition 
0| < 1 . (4.4) 
The distribution of Q under H0 is that of 
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N(0. 1) 
Ail(ff1 + X zl(tz 
"
here A1 • h]/ fl(np Rig ana À2 • ' 
It can be seen that Q, has the same distributional form as the 
u and v statistics except that -variables rather than 7(C-
variables are involved. As before the size of the test using 
the Q, statistic is a function of R. 
It would be possible to change the test and get a dif­
ferent size curve b\ changing the value of c* which was the 
parameter in the confidence intervals for y. j and y. g• An­
other change that could be made would be to introduce some 
constant c as a critical point rather than unity, and in this 
way arrange for the size to be equal to a preassigned value 
l'or a particular value of R, as Welch did for the u and v 
statistics. However it seems preferable to use a general form 
of Q in the same way that u and v were generalized by the use 
of Y(r1; r%). 
2. Generalization of Q. to the form W 
Consider a statistic 
W(rx, r2) = —^I " . (4.5) 
ril/2-ï + 
The distribution of W under HQ is that of 
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N( 0 , 1) (4.6) 
Ai Xfn + AaTfc, 
wnere Ai = rii/nRTl  ^A2 = Tl • Agaln aa 
nl + Rn2 nl + Rn2 
in the case of Y(r^, r%), a critical point of unity can always 
be used when H0 is tested by means of W. In the cases R = 0 
and R = °0, the distribution simplifies. 
R  = 0  • = 0 ,  A  g = Tp l/ri 
—N(0, 1]_ _ £2— . (4.7) 
Kt2 rzf¥s. 
r = °° • ai = riv^ï ' = 0 
w N(0, 1) = tfl 
ril/HT 'iV5!^ 
(4.8) 
For other values of R the distribution was found to be very 
difficult to deal with. It was therefore decided to use an 
approximation in order to proceed with the investigation. 
B. An Approximation to a Weighted Sum 
of Two "X - Variables 
1. The form of the approximation 
1 
We approximate to the denominator in (4.6) by (m An) 
where the constants m and n are found by equating the first 
two moments of mOfn ( ÀiXf]_ + 2 moment 
of n Is Jn(n + 2) • • • n + 2(k - 1) The first two 
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moments of m ^ are mn and m^n(n + 2). The k^*1 moment of ^ Xn 
% / \ 
is 2^|~Y ^  t; j / pf |) and the first two moments are 
r(iLT~)/r(i)and n respectively. Therefore the first 
moment of ( Ai^f1 + ^g^f is 
= ÀJfx + A 2f2 + tqlq2 ^ 1 ^ 2 — ^ 1 
where qx = j/2 P^—y—^)/ P(p) anâ 
The second moment of ( À i Kf-< + A ^  is l & i p 
E 
fg + 2 
(4.9) 
E * yfjîh + a aiaB\^  
2 
= X^f1(f1 + 2) + Apfp(fv + 2) 6 c % + sk'(klhi2 
+ 4 XJ Ajdq1q2(f1 + 1) + 4 A1 A^q^q^(f^ + 2) = kg . 
(4.10) 
The equations which then erise are 
mn = ki 
m n(n + %) 
and the solutions are 
m = 
k2 - kl 2ki 
2k 
n = 
1 k2 ~ kl 
(4.11) 
(4.12) 
Given values for n1, n^, r^, r^ and R, the values of m and n 
for the approximation can be found. 
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2. The approximate distribution of W 
Using the approximation from section 1, the approximate 
distribution of W is 
mo. i) = Js. 
Vi 7n Vs 
This approximation must be used where 0 < R < . For the 
cases R = 0 and R = oo the exact distribution is used. 
tfo 
W VA -
r2Vncf2 
= 42(jr' 
If P j"] V/| > 1J = then rg is given by 
r2 
R = 0. 
where = 
1 + n2r,c 
, 
'fp 
R = oo tfl 
Ll/nlf] 
> l( = Sil1' Î 
1 + n, r 
where y-j_ = . If Pj| w j  ^ Ij = , then r^ is given by 
I'l 
rl = 
CK 
Vnifi 
In the cases where the approximation is used we have 
W| > if - Iy(|' \ 
where y = j—-
m 
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C. Optimal Statistics of the Form W (r^, rg) 
Some optimal statistics are now found using the same 
criteria as in Chapter III. Again we consider unilateral and 
bilateral cases. 
For the unilateral case, in which it is assumed that 
R ^ 1, the following conditions are used to fix r^ and r^ and 
consequently the statistic and the test for HQ. 
p[|w| > 1 , given R = l| = # 
pj~|w) >1 , given R = ooj = 
From the second of these r^ can be found exactly as r^ = 
, and then r^ can be found approximately, using a 
trial and error procedure. Table 9 gives the values of rg 
for a few sample size combinations, and Table 11 gives the 
approximate size for selected values of R. 
For the bilateral case, r^_ and rg can be found exactly 
from the two conditions 
p[ |  W) > 1  , give n  R  =  o j  = #  
p[|wj >1 , given R = ooj = (X 
and r-j_ = t^/yE^f-^ , rg = t^/^/ngf^ . These constants may be 
found from tables of the t-distributlon, but for convenience 
values of tf /yf( f + 1) are given in Table 10. 
D. Discussion 
The unilateral statistics which are found by the approach 
in this chapter give a feirly satisfactory control of size, 
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but the size for the bilateral statistics becomes rather small 
near R = 1. However in both cases the size is kept less than 
or equal to o( over the appropriate region of R. 
Since an approximation to the distributions was required 
in general, except for the cases R = 0 and R = oo , it is not 
possible to draw definite conclusions about the statistics 
derived. Further investigation will have to be done on the 
exact distribution of a weighted sum of ^ -variables before 
tne statistic \\ can be fully evaluated with respect to the 
size control which it can possess. However it is felt that 
tne approximation that was used does give a reasonably accu­
rate picture of the overall behavior of size. 
This approach to the problem of testing H0 is incomplete 
because no study of the power of the optical statistics is 
presented. This approach is given to show that it is possible 
to use a statistic of a different form than Y(r^, r%), given 
by (3.1), and still have the same type of size curves result­
ing fro hi optimal statistics found using similar criteria. 
This approach is also given to show the result of using 
the criterion of the overlapping of confidence intervals to 
test an hypothesis. 
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Table 9. Values of rg for "T-statistic unilateral case 
(<% = .05) ^  
nl n2 r2 
3 3 0.296 
3 5. 0.120 
3 7 0.069 
5 3 0.446 
5 5 0.172 
7 3 0.578 
Table 10. Values of 1 for oC = .05, .01 
VfU + IT 
Degrees of ç*01 
Sample size freedom _£— —— 
n f = n - 1 Vnf ")Jnf 
2 1 8.9858 45.013 
3 2 1.7566 4.0518 
4 3 0.9187 1.6862 
5 4 .6208 1.0295 
6 5 .4693 0.7362 
7 6 .3775 .5720 
a 7 .3160 .4677 
9 6 .2718 .3955 
10 9 .2385 .3426 
il 10 . 'c\'c4 .30k2 
is 11 .1916 .2703 
13 I* .1744 .2446 
14 13 .1601 .2239 
15 14 • 1480 . £054 
16 15 .1376 .1902 
17 16 .1285 .1771 
18 17 .1206 • 1657 
19 18 .1136 .1556 
•cO 19 .1074 .1468 
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Table 11. Size of optimal -statistics ( o( = .05) 
(n%, n%) 3, 3 3, 5 3, 7 5, 3 5, 5 7, 3 
Unilateral statistics 
R = 1 .0500 • 0500 .0500 .0500 .0500 .0500 
2 . 043 5 .04 56 .0468 .0378 .0413 .0349 
4 .0415 .0444 .0459 .0330 .0385 .0275 
10 .04%0 .0449 .0463 .0329 .0389 .0259 
20 .0433 • 04 58 .0470 .0351 .0405 .0280 
40 .0447 .0467 .0476 .0377 .0424 .0313 
100 .0464 .04 78 .0484 .041% .0447 .0361 
oo 
.0500 .0500 .0500 . 0500 .0500 .0500 
Bilateral statistics 
R = 1 
.0049 .0087 .0119 .0087 .0054 .0119 
c .0055 • Olcc • 0172 .0066 .0061 .0091 
4 .0078 .0170 .0203 .0061 .0085 .0073 
10 .0140 .0225 .0268 .0075 .0139 .0070 
•cQ .0176 .0277 .0319 .0105 .0193 .0086 
40 .0228 .03%S .0363 .0149 .0251 .0117 
100 .0301 .0383 • 0408 .0222 .0320 .0180 
OO 
.0500 .0500 .0500 .0500 .0500 .0500 
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V. TESTING EQUALITY OF hEAKS USIKG A PRELIMINARY TEST . 
A. Description of the Preliminary Test 
1. Introduction 
A different approach to the problem of testing HQ, which 
involves a preliminary test using the sample variances, will 
now be presented. The preliminary hypothesis that is tested 
is Hq : 0"= Cr In the unilateral esse where it is assumed 
that R ^ 1, the alternative hypothesis is CT^ > <J. , and in 
the bilateral case where no assumptions ere made about R, the 
alternative hypothesis is 0% k CT, • In both the unilateral 
and bilateral situations and for some significance level which 
must oe suitacly chosen, two alternatives can be distinguished: 
either H0 is accepted or it is rejected. For the alternative 
selected, the appropriate statistic must be used to test H . 
, However before statistics can ce cnosen to test H0, a suitable 
statistic must oe used to test the preliminary hypothesis . 
Tne statistic that is used here to test HQ is 2Z , and 
its distribution is that of 
-Xf]_/%f^ (5.1) 
ic. Tne unilateral case 
The preliminary test for tne unilateral case is 
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0 ^  Xi/Zg ^  a. , accept HQ 
a < Z"i/2l"2 - reject Hq . (5.2) 
The constant "a" is determined by selecting [2 , the size of 
the preliminary test, defined by 
(3 = P ( Z1/Z2 >a I R= lj . (5.3) 
Such a choice will fix "a", and criteria for this choice will 
be given later. 
The probabilities involved in the unilateral case, and 
the formulae used for evaluating them, are 
(5.4) 
Therefore, 
3. The bilateral case 
The preliminary test for the bilateral case is 
>"•: . 
O If 0 ^  ^bj, reject H 
If bj < ^b%, accept HQ 
If b% < , reject Hq . (5.5] 
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Define 
1 - (S = p|bl< Si <b£ 
A = p[° 
H - ^  < & 
R = 1 
J 
-ft' b1 1 R = 1 
R = 1 . (5.6) 
Then (3 = is the size of the preliminary test, and 
assigning values for (2> 1 and (3% will fix the constants b^ and 
b^. In the presentation here we shall deal with the case 
(^ \ = only. Then ^ is the only unknown quantity and 
assigning it will fix b-j_ and b%. 
The probabilities and formulae used for the bilateral 
case are 
P-fos; =A i b, I = p)o é 
1 K k  ébll = I»iu 2 
bj_+R 
h < 2^ 1 < ^  
R /ya ~ R 
1 b2 
fc 
fl f2 
- I b 
b^-t-R b1+R 
/fl 
12 1 F 
= I 
R _ I 
b]_+R b2+R 
% I ^ (5.7) 
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" 1 H.0 ^  
b%+R 
Therefore 
p f s -  1  6 b i f  = 1  b i  f r -  tt, 
1+b 
1 
/ 3 a - r - p K < 4 i 1 / - I n  ( r -  ^  
l+b2 
B. Description of the Combined Tests 
1. Introduction 
If the test of HQ is not significant at the level /5 , 
i 
that is if H0 is accepted, then one particular statistic is 
i 
used to test H0• If the test of H0 is significant at the 
level f3 , that is if HQ is rejected, then a different statis­
tic is used to test H0. It was decided as a first approach 
to this problem to use the statistic 
2  (X i  -  )  
U = ± _ 
Z, • Z,. 
'i (—> i-
fl + f2 \nl n2/ 
i 2 
to test Hq if H is accepted, and to use ku , some constant 
2 1 
multiple of u if HQ is rejected, and to use a critical point 
c in both cases, where c like k is a constant to be determined 
later. 
60 
y 
The distribution of u under H0 is that of 
/^1 , nl + n2 where d = 
d(R^ +%f ) (^1 + + Rng) 
In the case R = 1, the distribution of u^ becomes 
(5.8) 
rv 2 
(fl + /-y2 1 = tfi+f2 ' (5,9) 
2 In the case R = 0, the distribution of u becomes 
n2^fl + ^1 n2^ fl + f2^ (5.10) 
nl + n<i ;£l^nl + n2^ f 1 
O 
In the case R = ^ , the distribution of u becomes 
. M£jJ_£Ê) t* . (5.u) 
+ %2 1(2 f2(*l + n%) 1% 
It will prove useful later to note that the distribution 
,of uc for n^, n2 and R is the same as its distribution for 
n^, n^ and l/R, so that 
Pju > c J nx, n£, R ( = P 2 . u > c n2' nl' R ( ' ^5-12). 
The unilateral case 
The statistic used for the test of H0 in the unilateral 
case is Y^ where 
Yn = I u£ if 04 5-^ 4a 
•i ~ i ^ 2 
ku£ if a . (5.13) 
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Therefore we can write the size of the test using Y^ as the 
sum of two joint probabilities 
pJy-l > c] = P1(a, c) + P2(a, §) (5.14) 
where the probabilities are computed under H0, and 
P1(a, c) = P< 
Po( a, c) = P 
Zîi 
X?8 
% 
rt 
< Ë 
^ cd 
>1 ; 
*TÏ. t X' 
^ cd 
f. 
(5.15) 
To get the formulae for power, ls replaced by 3Q ^  where 
À is given by (3.4). 
3. The bilateral case 
The statistic used for the test of HQ in the bilateral 
case is Y^ where 
r \ = k^ u' if 0 b-
u 
kg" 
if bl< _1 =£bg 
if b2 <|i . 
Z- 9 
(5.16) 
Therefore the size of the test using Y% can be written as the 
following combination of joint probabilities: 
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c f= P{04 
7 fi < bi 7Î 
I F ,  ~ R  '  ^  
> cd 
+ Pi 
< ry2 
bl ^  ^ fl ^  ^2 . - X I  
R ^ ^L/% 
ryti 
* p^ <2fx 
R ' nl/2 T% ^ 
R/lfl + 
>- cd 
9C? 
> cd 
? 
%. ' *Vr. <• n ^  
Since 
rt 1 „ by n 
V < ^ |  -R ' xJI + XI 
^ cd 
'2 % 
> cd 
1 . 
y. 
r-yC 
- Pi^<f 
R 7K, ' »ïï. * K 
O V" > cd 
<s 
we can write tne size as 
c_ 
kn + ?2ri' ° 
(5.17) 
(5.18) 
> °i * pi[bi' 
- r2fa' °? • p2{b2. 
where P-^ and Pg are defined by (5.15). Techniques for evalu­
ating the probabilities P-j_ and Pg will now be presented. 
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G. Techniques Used for Calculating Size 
1. Size for general values of R 
We shall here present methods of calculating Pj(s, c) and 
p^(a, c) defined by (5.15). Let represent Xg repre­
sent K.I and X3 represent Then 
P1(a, c) = pfacdXi + cdX2 - X3 4 0 ; HXX - aXg 4 oj 
P % ( a ,  c )  =  p f a c d X i  +  c d X g  -  X 3  4  0  ;  R X ^  -  a X %  > o j  .  
Consider in general the joint distribution of ( 3j_Xj_ + agXg + 
83X3) and ( Cj_Xj + b2X2) . It is known that the joint density 
of Xj, X^ and X3 is 
wnere 
Let 
- 1 - 1  -  1  - i  - i ( x 1 + x v + x 3 )  
p(x,,x^,xj) = c* 
(5.19) 
Y1 = alxl + acXz + a3x3 
Yg = b^Xi + b^ 
Y3 = Xo " 
Then the joint density of Y^, Yg and Y3 is 
1 - fl+f% -1 
p(yi,y%,ya) = ^(a^b2 - a^) % 
^3 
fl 
- 1 
to 
- 1 
(t<yi - - b<a3y3)^ (-b^y^ + a^y2 + 0^83^3)^ 
yiCb^-bi) + y^( a]_-a2) + y3( a3bl^^lb2~^3b2~^2bl^ 
exp -
^®lb2 ~ skbl' (5.20) 
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In order to evaluate and Pr,, we must substitute 
a^ = Red, Be. = cd, a3 = - 1, b]_ = R and bg = - a, and inte­
grate with respect to y-j_, and y3 between the appropriate 
limits . 
It is shown in Appendix B that the actual limits of inte­
gration are, for P^: y3 = 0 to oo s y^ = - to 0, and 
yi = - y3 to 0, and for P2 are y3 = 0 to <#, y% = 0 to 
+ y^ and yj_ = - y3 to 0. The formulae which must therefore 
cd 
be obtained through integration are 
-oo r 0 r 0 
" . , ! ^ = -TÏ  ^ TITTc 
R% [cd(a+l)] % ^ y.j=o yi = -y3 y%=-
^ - 1  ^ - 1  
( ay1^cay^+ay<3) . (y1-cdy£,+y j) 
Ç yq ( e+R) + yccd(l-R) + y3[R+a+Hcd( a+l)j ( 
[ ^ %Rcd(e+l) j  ayidygdyg 
r~oo p o r- yi+y,^ 
R' [od(8+ l)l * y3=° y l=-y3 y^° 
£i-i £s-i 
( ay1+cay;c+ay3) ( y1-cay;d+y3) 
f" y-, ( a+R) + y.-.cd(l-R) + y, pR+a+Rcd( a+1 )~] 7 
exP |- -ï ^asîriîir- { ayia^ay3 • 
These integrals can be evaluated directly for even values of 
65 
f2 ana f^, which means odd sample sizes. The polynomials can 
then be expanded and the integrations with respect to y% and 
y1 carried out. The integration with respect to y3 was made 
using the Gamma function integral 
The formulae which arise from these integrations for six 
combinations of sample sizes, namely (-3, 3), 3, 5), (5, 3) , 
( 5, 5), (3, 7) and (7, 3), are given in Appendix C. It can 
be seen that the formulae become very long and involved for 
even these relatively small sample sizes, and no more cases 
were attempted here. 
&. Size for R = I 
In the case R = 1 it can be shown (see Appendix D) that 
the distributions of U.^ and are independent. There­
fore the joint probabilities can all be written as a product 
of simple probabilities. 
From (5.14) and ( b. y ) it is seen that the size for the 
unilateral case is 
k' 
0 
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4ï>c)H = xî - 4%^^ 
r 
+ P 
% 
% 
r 
> a /  P  
X 
n 
>, V 
fl+fk 
k(fi+f ) 
fi + f. 
(1
-
/3)Iy1(^-^' l)*Ph-c\ 2 
fl + f2 1 (5.^3) 
vjnere 
fl + ^ 
= c + fi + r, ^ = c + i • -a 
Fro in (5.17) and (5.9) it is seen thrt the size for the 
bileteral case is 
P^Y^cj R = 1( = p]o< ^ b % 
2 
K^+f ki(fi+f2) 
r<; 
ê Iyi (Hr~- l)+ 11 -Z5»^ 
fl + f'c 1 
T 
+ r" yj 
f% + ^  i 
(5.L4) 
wnere 
Kl^fl+1'i 
yl ~ c + k%Tfîïf-T'  ^= 
f% + k^tfi+fg) 
^  c + f ^ + f ^ '  ^  c  +  k . c  (  f  2 _ +  f  g T  
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Size for R = 0 and R = oO 
In the case R = 0 it follows that CT-^ = o. Therefore 
must ce zero, and 5"is less than any positive number "a 
For the unilateral case, the preliminary test will always be 
accepted. The size of the test of H0 is, using (5.10), 
nl^fl+fV Kl 
II o " 
P c R = 0 = P ^ >c u , = vj = r)  ^  -yg- ^  
= y = c(n +n_) ' (5.^5) 
1 4- JL C 
ni(fi+f^T 
For tne bilateral case, the preliminary test will always be 
rejected, and the size of the test of H is 
If 
2 
P)Yfc»o I H. o( = P^ ^  : B'k ~t > h 
h 
' T-Xt' z)' y = 7~ Cl^ nZT' (5'26) 
klni^fl+f£) 
In the case R = oo , it follows that 0"% = 0. Therefore 
^2_ 2 must be zero and is greater than any finite num­
ber "a". Therefore the preliminary test will always be re­
jected. The size for the unilateral case is, using (5.11), 
P ^ » c  I R = « , (  .  P|  ^  I I Al_ »c |*k(fl+f%) %1 
'l + "2 %% 
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Iy\ï ' 2/' y oTn1+n^T~ 
k^ n^ Tf^ +f^ T 
( 5 . 2 8 )  
4. An alternative method of calculating size 
An alternative method of finding the size is available 
using some results from Gurland (11). As in the first method 
the size is found by first evaluating P1(a,c) and Pg(s,c) as 
defined by.(5.15). These two expressions have the form 
p ) alXl + aA + a3X3 < ^ ; blXl ^ 
where Xj_, Xg and X3 represent %f ^ and ^ £ respectively. 
Let Y2 = a^Xj_ •+• a^X^ + a3X3 and Y^ = blxl o^X^• If the 
joint distribution function of Y^ end Yg is defined by 
^(^1'^%)' then we need to find F(0,0), and substitute the 
appropriate values for the constants a^, s-c, a3, b-, and b^, 
for each of the two expressions P.(a,c) and Pg(s,c). These 
expressions are then combined as in (5.14) and (5.IS) to give 
the actual size. In the following description the general con­
stants will be retained for the sake of brevity. 
Theorem 3 from Gurland (11) gives an inversion formula 
for multidimensional distribution functions which in the case 
considered here has the following form : 
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4F(0,0) = 1 
ri f * Y1(tl) V1 1 1T i L2 
dt-, dt,-. 
< S - 2 9 »  
(tr i)^ v u ' xi'x2 " ^ "i 
where ^  is the Cauchy principal value of the integral, de 
fined by 
Urn 
€. —> 0 
<p —>• oo J 
- T  
and the <p1 s are characteristic functions. Since the char­
acteristic function of is t) = ( l-bit)£, the chara.c-
n 
teristic functions corresponding to Y^ and Y^ are : 
1 f> 
(t-^) = ( 1 - bia^t-^) ^ ( 1 — cia^t^) ' (l -
_1 
£ 
*Py, ( t^ ,) — ( 1 - ci'o^ tr.) ( 1 - isiD^ t/,) 
£i 
c 
fo 
and tne joint characteristic function of Y^  and Yg is 
^Y1,ï;c(tl,tic) " \} ~ ^i(a1t1+b1tj| 
f.-
^1 — 2i( ^t^+b^t^,; ' (l — iia^t-^) 
The original theorem was more general, and contained expo­
nential terms which drop out when the values of y^ and yg in 
Fly^y^) are set equal to zero. The problem now is to evalu­
a t e  t h e  t h r e e  i n t e g r a l s  i n  ( 5 . c 9 ) .  
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A useful technique of integration is also contained in 
Gurland (11)- Let X^ and X^ have the joint distribution func­
tion H(x-px^) and corresponding characteristic function 
^(t-^t^), and assume that Xg is a positive random variable. 
Then if G(x) is the distribution function of X^/Xg and if x 
is a continuity point of G, 
wU) =. 1 - 1 j" 
IT i ' - Qt 
Therefore if X^ and X^ represent "/C^n and respectively, 
we have the result 
*GU) = 1 " #r f f 
or rewriting this 
f. 1 dt =  T T i ( l  -  L G ( x ) )  .  ( 5 . 3 0 )  (l-kit)^(l+kitx)l/< ^ 
But G(x) is equal to P j'Z^n/<Xl ^  and from (2.7) and (2.8) 
this can be written as F n (x), and has the value I (n 1). 
^
Ll 
> •*- JS 2 
I+x 
Therefore tne integral in ( 5 . 3 0 )  may be evaluated given n and 
x. In add' ..on if x = 0, 
dt 
= 1T1 
(l-£it)nt 
and if x < 0, the integral also has the value Ui. 
It follows directly from these results that the integral 
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f a t  (l-ala^t)* (l-kla2t)î72 % 
has tne following values 
ar 
1 jl - %Fkn.l(- If S-, > 0, a. < 0 c 
(5.31) 
fTi if > 0, 0 
-TTi^l - 6F%n,l(- j If *1 < 0, > 0 
-TTl if ai <0, e% ^ 0 . 
Another integral which needs to be evaluated is 
£ « _  
J ( l-^-ia^t )n (l-cia^t)^/^ 
For the case n = 1 this was integrated using the calculus of 
residues as described in Phillips (£0). Transforming by 
t1 = - t to put the pole at t1 = -A_ in the upper half plane, 
cal 
the residue et this pole was 
i a ' 
so that using the theorem on p. 119 of Phillips ( 2 0 ) ,  the 
integral has the value 
^ 
dt 
_ 1T (5.32) 
J (l-^ia1t) (l-cia^t)1^ 
As an example of this method of finding size we shall go 
through the case n^ = 3, n^ = 3. Then 
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4F(0,0) = 1 - ^ 1 
dtn 
rr. ( 1—2i&jtj ) ( 1—) ( 1—1 
#T f 
a t ,  
c. 
1 J (l-clbit%)(l-21b%t%) u2 
(5.33) 
1 dtidtg 
(fTl).^  J J l-Li(aiti+bi& ) l-2l(a%ti+b%t2) (1-2183^ ) 
-
1 
- m xi - ikT* • ^  ^ "*• 
The three integrals 1-^, 1^ and I g can now be evaluated using 
the results just described, namely (5.31) end (5.3%). 
Il = 
Qt-
( 1—ici a^t-^ ) ( 1— icis^t-^ ) ( 1—<^i a^ 12_ ) ^  ^ 
*1 " 
Sv dt-
1 - Lia^ti 1 - kla^tiJ ^ (^ia^t^)^ 
1Ti 
&i - &3 
1  -  i ( -
I . .  =  
1 dtr. 
1 _ %F(_ f3) 
S2 • 
(5.34) 
( 1—icit'^ tfj ) ( 1— 'ci c^tf_) t^ 
]L__^ _ D% 
D1 "fc 
TT i(bj_+b. ) 
1 - 2ib]_t^ 1 - Eib^tr 
at. 
t, 2 
Cl - %2 
TT i ( D-i + b. ) 
•— 
if bi >0, br < 0 
if b± < 0, b% > 0 (5.35) 
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X3 = 
C 
1—ici(  ^) 1—<si ( a^ ,t-^ +b^ t^ , ) ( 1—'ci.8.^ "t) 1/2 
qt^ 
~h X  
a t -
(l-fcia1t1)(l-i;ia;&t1) (l-fciagti)-1^ tl 
dt. 
l-^ ik^ t-J ( t. 
wnere 
and 
kl = 
'1 b1 + bia^c^t^ 
1 
" 
!iialtl 1 + 4a£tJ 
v = = b% + 
~ i - ïi-^h 1 + 4sctt 
The second integral has the value 
"1 K. c L 1 - 2ik, t. 1 - £ik. t. _L C> Cu 
5= 
t. 
+ TT iCk-i-rk ) 
--r^r 
, where + applies if b^ > 0, b^ < 0 
end - applies if b^ < 0, b^ > 0 
V, ow 
kl + k2 
ki — k> b, — 
bj_ + — tit^ ( 3-ip^) _ rj — tit^s^ 
b - kit-, ( a.^.b, - a, b,. ) r. 
 ^ <C> x X <£» Lit^s^ 
say . 
in en 
i% = 
= ±.(1.3 - 13 ), where (5.36) 
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ij = 17l r2 1 
dtx 
1 — 211j —— ( 1—) ( 1— cia^t^ ) ( 1—cia^ t^ ) ^ 1 
and 
i" = 1Î 
kit 
S1 
Qt-C . _JL J. 
]_ _ £<* (l-cia^t^) (l-cia^t^) (l-^lagt^)^/^ ^1 
Therefore, 
13 = 17 i 
1 
- < rl 
rc 
alrc 1 
( 8-]l— s^ ( 1— ci&2 
2 
+ 
a2r2 1 
Ta^-ai)(a^-s-) fï-cia^t^T 
S: 1 
1 rc J 
(171 2 
rl 
dtj_ 
( 1—cia^t^ ) 
( a-,-a. J*( a, r, -s ') ( a. r, -e,J ) 8lrc^ a£r£ Sc' 
-L jC J- <C Cs c* 
1-2F. , (- --) 
£J y -L 2 ^ 
a 
- avrv ( a-, r^-s., ) \ 1 - cF>^1(- —) 
C J 
+ s%(ei-e^) 
Kxr.. 
1 
- ^ .it- -M (5.-37) 
Also , 
I3 = (171)21 « 
S1 
j^ ( &i-a%)( s^ rg-s^ T ( l-21a1t£7 
2 _ 1 
(^ -aïT(a^ -8^ T (T^ iâ^ tfT 
a^
s 2  
( V2-S2^^2-^) 
1 
n 
dt 
( l-k.ia.3t2_ )1/7^  
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y fl ( -C , 
k(fT 1) (^ 
/ [SXÏT^ JpTÏ 
- <r^V^} , _L (5.38) 
as' afc"a3y 
v* 
r2 rc. 
"Ï7Ï r 
When the results (5.34), ( 5.35), ( 5.36,', (5.37) and (5.38) 
are substituted into the expression (5.33), F(0,0) is found. 
The actual coefficients may then be substituted for the gen­
eral coefficients a^, a^, a j, and b^ to give numerical 
values for Pj_ and Pr,. The results which were obtained by this 
procedure for the case n^ = 3, n = 3 checked exactly with 
the results found by the method of direct integration as 
described in section G.I. Since this letter method was found 
to be easier for larger sample sizes, the inversion formula 
method was not used in any further work. 
D. Techniques Used for Calculating Power 
1. Introduction 
Under the alternative hypothesis = y\ r. the distribu­
tion of u^ is 
7 
I c 
a(R7?x *">%: 
The power of the test of H0 is now investigated, and formulae 
for the exact power and for the approximate power using an 
approximation to ^^ are given. The actual computations are 
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cased mainly on the approximate power. 
2 • Exact power 
2 
If we let X-j_ = 'Xf^» Xr, = %f^ and X5 = '"Xl then the 
joint density of X-^, and X? is 
r " 1  2 s " 1  - | l * l + x * + x 3 >  „  x  m - i  
Xi x.„ e ^— _-A y-z a t v *1 *2 c V-p(x^,x^,xg) = —- 2_ x3 
m=0 
r ( m - *  
2m+l 
In other words the single term —~—r-70 in (5.19) has been 
replaced by the summation as shown. Making the substitution 
of , Yr, and Yg as in section C we can find 
p(y1,yk.,yj) 
( ai by-a^bi 
_i ~~1 
y^(b£-C]_) + y^(&i-a^) + y3(agb^+a^b£-8gb£-a^) 
n 1 
f ]_+ f g+ 2m+1 
i,=0 1 <mtiU * 
where again a. supination has replaced the single term in (5-20) 
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The calculation of the expressions and Pg is followed 
through as in section G, except that the final integration with 
respect to will involve the integration of an infinite 
series of terms for m = 0, 1, 2, . . . oo . Since the approxima­
tion described in the next section was available, the exact 
power was not calculated for general values of R. However in 
the cases R = 0, 1 and oo the power can be computed exactly 
fairly easily using the tables of Resnikoff and Lieberman (21), 
as described in Chapter II, expression (2.13). 
The formulae for the exact power for the unilateral case 
are 
R = 1 
+ 
R =40 
The formulae for the exact power for the bilateral case 
are 
R = 1 
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-X* ' fl • f2 
/3 J % I 6 
R = OO 
* TT ' > U(î%i\) 
Xfl+ft 
: ( n^ +ri; 
y* * k£nt'-?l + rï> 
Addroximate power 
In order to calculate more values of the power of our 
tests it was decided to use an approximation to the non-
central 'X^ • The approximation due to Patnaik (17) was used 
as in Chapter III and it consisted of substituting r^y where 
r and v are constants. Again, r = ^ ^ and v = . 
1 + /A, It c A 
For the unilateral case the approximate power is given by 
'c 
cd 
r 
•1 
T v \ cd 
«V 
— p^(a,c) + ' s ®-y • 
For the bilateral case, the approximate power is given by 
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P Y ^  c 
R x rk» 
Define c1 = c/r. Then 
,Y^ cj = P^(b^, cl) + p^(b^,c' ) - P^(bg,c' ) + Pg(b%, 21) 
where the expressions for and Pg pre similar to those for 
Pj_ and P^, except that has replaced X^ and c1 has re­
placed c. 
i i 
In order to calculate ?]_ and P^ the same approach is 
used as for the evaluation of P^ and P^, where Xg now repre­
sents 'X y rather than Thus the final integration with 
respect to will involve an integral like (5.cl) with the 
power of yG equal to 1 rather than 1. 
The first two integrations give use to exactly the same 
polynomial as in the case of size, with c' replacing c. 
Therefore the difference between the two cases will be 
shown as follows : 
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Size formula 
Exponent 
of 
(1 £ 
Result of 
integration 
with respect 
uï3 
Approximate power formula 
Result of 
Corresponding integration 
exponent with respect 
iz up 
1 
2 V { W *  
r (I)A1 V 2 
V 
2 
3 
2 
o 
E r iv* 
+ i 
+• c 
IWk 
r(i^> 
r(H/k 
i+i 
T & 
r a + 3 
The new formulae, from column (4), for the approximate power 
have been incorporated into the appropriate size formule by 
replacing square roots by - rcots, and by multiplying by the 
factors P^l + l) / P(^)> etc., whichever applies 
to the term considered. 
Once tne suitacle adjustments have been made in the com­
puter program, the length of time required for the computation 
of an approximate power value will be almost exactly the same 
as the length of time required for a value of the size. Con­
sidering the time saved as compered to the time that would be 
needed to calculate exact pov.er, arid also the closeness of 
the approximation as demonstrated both in Chapter III, and 
in the present chapter for R = 1, it would seem very reason­
able to use the approximation. 
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E. Determination of Some Optimal Statistics 
1. Introduction 
i 
When the tests of H0 and of H0 were described, certain 
constants were introduced. For the unilateral case these 
constants are (2 , the size of the preliminary test, c, the 
£ 
critical point of the main test, and k, the multiplier of u • 
In the bilateral case there are four constants, namely {3 , c, 
kj_ and k^. It will now be shown how these constants may be 
chosen to give the size of the test of H0 some desirable 
properties. The criteria that are used are somewhat the 
sape as in Chapters III and IV, and they result in the size 
being either <x, or else confined to a small range about ex., 
c. The unilateral case 
The conditions which are used to determine two of the 
three constants in the unilateral case are that the size be 
equal to <X at H = 1 and R = oo . Stated algebraically, using 
( b. co ) and (o.%7), the conditions are 
1 = (X 
c c 
where 
Zl\ A (5.-39) 
Iy3(A è) = <*• 
y-, = * ** , y. = = 1 
c + î1 + f.d c c + k(f1+f7~7 ' c(ni+nfc) 
kn%lfi+f%) 
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From the second of these, the ratio c/k is found to be 
, OC \2 
ç 
k 
n£(fl+f2) (tf1) 
n]_ + n, £ 
Then if a value of |3 is given, we can find 
- I = _L_ 
-yi\ % _ p cX - (3 -y> 
fl+f2 1 
2, 
(5.40) 
and c may be found as c = ( f^+f^) Ç ^y^~) where y is the 
Iy^ + j- _• p- point of Irjj- This computation was 
carried through for various values of for each sample size 
pair considered, and for each value of |3 a size curve re­
sulted when size was plotted against R. In order to choose 
among these curves corresponding to different values, two 
different criteria have been adopted. 
(1) Conservative case : The curve is chosen for which 
the size is less than or equal to c< for R ^  1. 
(c) Balanced case : The curve is chosen whose maximum 
deviation above ck is equal to its maximum devia­
tion below <x for R ^  1. 
Thus for each pair of sample sizes (n.,n^) considered, these 
two values of (2 and the corresponding values of c and k can 
be found. These constants for the six sample size combina­
tions (3, 3), (3, 5), (3, 7), (5, 3), (5, o) and (7, 3) have 
been found and are tabulated in Table lc for o< = .05. The 
corresponding values of size and power are also given for 
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certain values of R in Tables 14 and 16-18 respectively. A 
discussion of these results, including s comparison with the 
results from Chapter III, is given in sections F and G-
3. The bilateral case 
The conditions that are used to determine three of the 
f_;ur constants in the bilateral case are that the size is 
eQ.ual to CK at R = 0, 1 and co . Stated algebraically, using 
(5.£4), (5.86) and (5.&8), the conditions are respectively 
Jy4 (r' t)= 
I i ) *  f  h 3 ( ^ .  §>« 
Iy» (r1- |) = (5.41) 
where 
v = &l(fl+f%) = fl + f2 k%(fl+fg) 
1 c + ki(fi+f%T ' c c + fx + î.c ' 73 c + ' 
^ " i + c(nl+n^ ' 75 ~ , , c(ni+^ TT 
i£r^ TfJ+fby k^ n^ (fl+f HJ 
The first condition gives 
and the third condition gives 
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o_ . . 
nl + n2 f2 
If these are substituted into y^ and y?, and if' a value of 
is assigned, then 
(3 
I v , :  
fl+f% 1» * 
z fZfl+f£ l) . t (fl+f2 1 
1/ = ' 1 -p 
(5.42) 
and y g cari be found. Then c = (f]_+fg) • The same two 
criteria, the conservative and the balanced cases, were chosen 
as in the unilateral situation to pick desirable size curves, 
except that the range 0 < R < oo is used. Again for each pair 
(nl>n2^ the two values of (3 and the corresponding values of 
c, kj_ and kg may be found • 
The constants for the same six sample size combinations 
as in tne unilateral case are given in Table 13. Because of 
the relation (5.1c), it follows that the size and. power curves 
for sample sizes n^ and n^ will be the mirror images about 
the line R = 1, when R is plotted on a log scale, of the size 
and po. er curves wita the sample sizes reversed, when the same 
value of (3 is used for each pair of sample sizes. This means 
that the same (3 value will apply for the conservative cri­
terion for sample size pairs (n^ng) and (n^.n^) for the bi­
lateral case• Similarly the same (3 value will apply for the 
criterion of balanced size curves. The reason for this is 
that the whole range of R is used, end the portion of the size 
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curve for R > 1 for (rv^ng) is the same as the portion of the 
size curves for R < 1 for (n^,n^), and vice versa. This also 
means that a tabulation of size and power is only necessary 
for R ^  1. Size and power for the bilateral cases are given 
in Tables 15 and 19-21 respectively. 
A comparison with the unilateral case, and with previous 
bilateral cases, as well as further discussion is given in 
sections F and G. 
4. Comments on the existence of solutions 
It can be seen that in Tacles lb and 15 the constants 
for the unilateral balanced case with n^_ = 5 and n^ = 3 do 
not appear. The explanation for this is as follows. In order 
to find the value of (3 which corresponds to either the con­
servative or balanced criteria it is necessary to solve ex­
pression (u.40) for the unilateral case and (5.4%) for the 
bilateral case. Each of these has the form 
order for a solution of this to exist the numerical value of 
g(p ) must be between zero and one inclusive since that is 
the range of values of the Incomplete Beta Function. The 
numerical value of g( (3 ) will not lie in the required range of 
values for every Ç> . Rather there is a certain set of values 
where g( Ô ) is the particular function of (3 .  However in 
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of (3 which permits a solution, and values .of p outside this 
set are inadmissible. 
Consider now the unilateral case with n^ = 5 and n^ = 3, 
Then expressions (b.39) become 
(l-|C)Iy^(3, ^ ) + (3 Iy^(3, 1) = .05 
Iyg(%, ^ ) = •05 
wnere yx = ^  , y£ - - y3 = ^ 7^ ' From the 
18k 
Q 
second condition we get ^  = 4.3360 and therefore yg = 0.580497 
and Iy^(3, i) = 0.08247%. Expression (5.40) gives 
iyiu, i) = -05 Ï :°^47;d p = g(p> • 
It follows then that g( (3 ) has a maximum of .05 for (3 = 0, 
decreases as (3 increases, until it becomes zero for (3 = 
u.60627. The admissible range for (3 is then zero to 0.60627. 
It turned out that this range was not sufficient to include 
the balanced case. The conservative case had a (3 of 0.58 
and (3 for the balanced case would be larger, possibly about 
0.7. However this is not in the set of admissible (3 values. 
The fact triât this difficulty only arose in one case out 
of twenty-four here might indicate that it is not to be con­
sidered a serious pro clem. The range of (3 is shortened most 
when Iy^ -, is greater tnan <*, , and it appears that 
tnis occurs wnen n-j_ > n^. However since it is difficult to 
say for which values of (3 the size curves will satisfy the 
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two criteria of balance and conservstiveness, no general re­
marks can be made about the existence or non-existence of 
solutions . 
In addition to the one case which is missing, there is 
another esse (n-]_ = 3, n^ = 5, conservative, bilateral) for 
which some of the constants are of a different order of mag­
nitude than the other cases. This is because the value of ^ 3 
is so large (0.99), a fact which does not prevent the size 
curve from satisfying the required condition of conservative-
ness. However this case is an example of a solution existing 
but being on tne borderline, while in the previous case 
(nj_ = 5, n^ = 3, balanced, unilateral) the solution was also 
close to the borderline cut did not exist. 
F. Description and Use of the Tables 
The taules of all the constants for the two types of size 
control are given in Table lc for unilateral statistics and 
in Table 13 for bilateral statistics. In making a test of H0 
the procedure is the following. Compute the values of the 
statistics zL and u^ from the samples, and decide on 
either a "balanced" or a "conservative" type of size control. 
Tnen in the unilateral case H0 is rejected if < a. and 
\xc ^ c, or if > a and ku6, ^  c, and is accepted other­
wise. In the bilateral case HQ is rejected if ^ b^ 
and k]_u^ > c, or if b^< ^ b^ and u^ > c, or if 
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> bg and. ^ c, and is accepted otherwise. 
The tables of the size of the various statistics (Table 
14 for unilateral cases and Table 15 for bilateral cases) are 
given so that the actual control of size may be seen over the 
relevant range of Ft. In practically every case the size for 
the "balanced" statistics is between .04 and .06, and for the 
"conservative" statistics is between . 0-3 and .05. 
The tables of power (Tables 16-21) give the power of the 
statistics for R = 1, 4 and 10, and for the same values of À 
and Sj 07- for each sample size combination as in Tables 7 and 
6 for the Welch-type statistics. The power is computed using 
tne exact method for R = 1, and using the approximate method 
for R = 1, 4 and 10. In addition the power of the correspond­
ing unilateral or bilateral statistic from Table 7 or 6, and 
the power of are included for comparison. 
G. Discussion 
As in Chapter III the Patnaik approximation to the power 
appears to be a good one, and we can expect that the approxi­
mate power values are fairly close to tne exact power, when 
conclusions are arawn on the basis of them. 
One principal difference that is obvious between the • 
results in this chapter and those in Chapter III is the treat­
ment of the bilateral case. For the preliminary test statis­
tics the size for both unilateral and bilateral cases is 
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forced to be the desired value ^ at R = 1. Consequently the 
size curves for both cases are fairly close to the constant 
value c< and to each other. For the Welch-type statistics 
however only the unilateral statistics had value at R = 1. 
This means that the size curves using the Welch-type statis­
tics for the bilateral cases are considerably lower than for 
the corresponding unilateral cases. In the present case the 
size and power of the unilateral statistics are very close 
to, but usually greater than, the respective size and power 
of the corresponding bilateral statistics. Also the size and 
power for "balanced" cases are generally greater than for 
"conservative" cases. 
A comparison is also made, in Tables 15-18, between the 
power of the unilateral Welch-type statistics from Table 7 and 
the power of the statistics developed in Chapter V. It does 
not appear that there is a definite pattern of behavior, the 
respective values usually being very close to each other. 
It was observed however that the power of the Welch-type 
statistics is larger than the power of the unilateral bal­
anced statistic in about 60,* of the cases. Also it can be 
seen from Tables 19-cl that the power of the bilateral Welch-
type statistics is generally less than the power of the corre­
sponding bilateral statistics in the case with a preliminary 
test. The difference is greatest for small À and becomes 
less as ?[ increases. 
90 
In the case of the statistics in this chapter the use of 
a finite or a non-zero R rather than R = oo and 0 in the condi­
tions (5.38) and (5.40) would not be desirable under the 
present procedure. The algebraic difficulties would be many 
and it is doubted if any real improvement in size or power 
could ce effected, especially in the region around R = 1. 
The use of the statistic to test the preliminary 
hypothesis Hq  is fairly natural since it measures the rela­
tive sizes of the sample sums of squares of deviations which 
are related to the variances and in addition it has an easy 
distri cution to work with. Tne choice of a statistic to test 
the main hypothesis H0 in the cases when HQ is accepted or 
rejected is a more difficult one• However if HQ is accepted 
it seems natural to use the nc statistic because if the vari­
ances were known to be equal this is the statistic that would 
be used. The fact that it is the best statistic under these 
circumstances is well established. However as was shown in 
Chapters II and III, the \xc statistic is not satisfactory when 
R departs from 1. Therefore a different statistic should be 
chosen when Hq is rejected and a logical choice might be to 
use the optimal statistics that are developed in Chapter III. 
Because of the distributional difficulties that arose when 
this was attempted, the method of simply changing the critical 
point was adopted in the case HQ is rejected. This was done 
by inserting the multiplier k for the unilateral case, or kj_ 
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and k^ for the bilateral case, as described in section B. 
In this way the advantages that u possesses of simplicity and 
optimal!ty were not sacrificed when R ^ 1, es can be seen from 
the tables of size and power. 
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Table lb. Constants for optimal 
preliminary test ( <X = 
unilateral 
= .05) 
statistics, us ing 
Kl,%2 
balanced or 
conservative Q B c k 
3,3 Bal. 
Cons. 
. 3 3 
.39 
2.030 
1.564 
6.137 
5.787 
0.331 
0.313 
3,5 Bal. 
Cons . 
.37 
.58 
0.644 
0.313 
4.477 
3.336 
0.129 
0.096 
3,7 Bal. 
Cons. 
.38 
.64 
0.381. 
0.160 
3.998 
2.704 
0.077 
0.052 
5,3 Bal.^ 
Cons . .58 1.84b 18.382 4.239 
5,5 Bal. 
Cons . 
.09 
.13 
4.406 
3.427 
5.171 
5.099 
0.671 
0.662 
7,3 Bal. 
Cons. 
.30 
.16 
7.9bl 
16.711 
18.239 
7.054 
7.615 
b.945 
aSee Chapter V, section E.4. 
Table 13. Constants for optical bilateral statistics, using 
preliminary test ( c< = .05) 
Ll' n2 
Balanced or 
conservative (3 bl b2 c 1 
l—I M kb 
5, 3 Bal. 0.73 0. 575 1.740 3 .140 0.170 0 .170 
Cons. 0.84 0. 7^ 4 1.381 1 .84b 0.099 0 .099 
•3, 5 Bal. 0.74 0. 260 0.644 4 .693 1.082 0 .135 
Cons • 0.99 0. 407 0.4bl 0 .0313 0.007b3 0 .000903 
3, 7 Bal. 0.47 0. 093 0. 6b0 ? .837 •3. b7b 0 .151 
Cons • 0.61 0. lb9 0.486 18 .157 7.581 0 .350 
5, 3 Bal • 0.74 1. 553 3.848 4 .693 0.135 1 .082 
Cons. 0.99 b • 373 b.456 0 .0313 0.000903 0 .00723 
5, 5 Sal. 0.23 0. 268 3.734 4 .900 0.633 0 .636 
Cons. 0.54 0. 518 1.930 4 .00b 0.519 0 .519 
7, 3 Bal. 0.47 1. 612 10.707 7 .837 0.151 3 .272 
Cons. 0.61 2. 059 7.755 18 .157 0.350 7 .581 
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Table 14. Size of optimal unilateral statistics in case with 
preliminary test ( o( = .05) 
Values of R 
1 2 4 10 40 100 oO 
Balanced cases 
3,3 .0500 .0493 .0510 .05%4 .0508 .0479 .0500 
3,5 .0500 .0567 .0591 .0519 .0414 .0426 .0500 
3,7 .0500 .0609 .0634 .0504 .0359 .0385 .0500 
5, 3 
5,5 .0500 .0501 .0516 .0512 .0481 .0485 .0500 
7,3 .0500 .0489 .0482 .0500 .0518 .0511 .0500 
Conservative cases 
3,3 .0500 .0484 .0492 .0495 .0481 .0470 .0500 
3,5 .0500 .0449 .0418 .0384 . 042% .0464 .0500 
3,7 .0500 .0480 .0415 .0297 .0280 .0358 .0500 
5,3 .0500 .0453 .0438 .0460 .0491 .0498 .0500 
5,5 .0500 .0493 .0497 .0486 .0473 .0483 .0500 
7,3 .0500 .0406 .0367 .0400 .0489 .0500 .0500 
Table 15. Size of optimal bilateral statistics in case with 
preliminary test ( & = .05) 
Values of R 
il,*2 1 2 4 10 40 100 oo 
balanced esses 
3,3 .0500 .0509 . 05^5 .0520 .0477 .0473 .0500 
3, b . 0500 .0560 .0586 .0515 .0413 .0426 .0500 
3,7 .0500 .05o9 .0601 .0554 .0409 .0405 .0500 
5,3 .0500 .0452 .0436 .0457 .0491 .0497 .0500 
5,5 .0500 .0510 .0524 .0508 .0477 .0484 .0500 
7,3 .0500 .0455 .0440 .0469 .0512 .0511 .0500 
Conservative cases 
3,3 .0500 .0500 .0492 .0466 .0447 .0461 .0500 
.0500 .0500 .0493 .0413 .0372 .0411 .0500 
3,7 .0500 .0475 .0422 .0350 .0328 .0377 .0500 
5,3 .0500 .0467 .0444 .0450 .0487 .0497 .0500 
5,5 .0500 .0497 .0485 .0455 .0464 .0482 .0500 
7,3 .0500 .0493 .0487 .0493 .0499 .0500 .0500 
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Table 16. Power of optimal unilateral statistics, in case 
witn preliminary test, for R = 1 and tk = .05 
Unilateral 
Balanced Conservative power Power 
r Exact Approx. Exact Approx. from of 
nljHj, A /(Jg power power power power Table 7 u^ 
to to 
3.5 1.53 . 285 . b80 .285 .275 .269 .30 
9.0 6.45 .559 .567 .551 .554 .539 .62 
24.0 4.00 .875 .883 . 86b .869 .877 .95 
3,5 4 e b 1.50 .336 .328 . 266 .271 . 289 .41 
15.0 2.83 .662 .666 .512 .515 .677 .90 
30.0 4.00 .806 .806 .696 .696 .893 .99 
3,7 4.8 1.51 .367 .369 .b56 .264 .303 .45 
15.0 6.67 .616 . 6 be .390 .394 .647 .96 
35.0 4.10 .737 .737 .557 . 557 .907 1.00 
5,3 6.5 1.16 . bb3 . 2b6 .261 .27 
7.0 1.93 .487 .490 .586 .60 
bO. 0 3.b7 .819 .8b4 .948 .96 
5,5 b. 6 1.02 .301 .284 .294 . 283 .290 .30 
8.0 1.79 .686 .698 .680 .696 .686 .70 
bO.O 2.83 .969 .978 .967 .976 .968 .97 
7,3 3.0 l.bO .b03 .209 .29b .290 .291 .34 
7.0 1.83 .369 .367 ".573 .579 .556 .64 
15.0 b. 68 .604 .599 .879 .889 .843 .92 
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Table 17. Power of optimal unilateral statistics in case with 
preliminary test, for R = 4 and o = .05 
Unilateral 
Balanced Conservative power Power 
~ Approx. Approx. from of ^ 
nl>n2 X o/GV) power power Table 7 ur 
3,3 
3,5 
3,7 
5,3 
5,5 
7,3 
5.0 2.89 .303 .288 .282 .40 
14.0 4.83 .574 .556 .579 .80 
30.0 7.07 .815 .809 .837 .98 
4.c 1.50 .328 .193 .289 .41 
15.0 <c « 83 .666 .438 .677 .90 
30.0 4.00 .806 . 771 .893 .99 
4.8 1.51 .%42 .144 .303 .45 
15.0 c.67 .470 .413 .647 .96 
35.0 4.10 .766 .755 .907 1.00 
3.5 1.99 .306 .300 .35 
9.0 ' 3.19 .652 .646 .71 
%0.0 4.76 .931 .935 .96 
3.6 1.90 .344 .333 .328 .39 
10.0 3.16 .7c4 .711 .705 .60 
bO.O 4.47 .941 .937 .936 .97 
3.0 1.65 .277 . <-45 .269 .34 
7.0 %.5% .527 .514 .559 .64 
15.0 3.68 .764 .831 .876 .92 
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Table 18. Power of optimal unilateral statistics in case with 
preliminary test, for R = 10 and (X = .05 
"l'K% X 6/c2 
Balanced 
Approx. 
power 
Conservative 
Approx. 
power 
Unilateral 
power 
from 
Table 7 
Power 
3,3 5.0 4.69 .300 .L90 .304 .47 
16.0 7.66 .566 .563 .591 .84 
35.0 11.33 .838 .838 .851 .99 
3,5 6. k, 4.68 .%46 .%18 .308 . 55 
17.0 7.75 .5k6 . 5c0 .60% .93 
40.0 11.89 .851 .851 .878 1.00 
3,7 6.4 4.7c .%10 . 175 .31% .60 
20.0 8.34 . 54k. .536 .654 .97 
40.0 11.79 ,830 .830 .874 1.00 
5,3 4.5 3.64 .380 .367 .43 
9.0 4.58 .651 .631 .71 
%o.o 6.83 .934 .9%3 .96 
5,5 4.6 3.18 .383 .375 .386 .47 
9.0 4.45 .634 .628 .638 .75 
kO.O 6.63 .9kl .92c .9? 
7,3 3. 0 • 30 .303 .301 .k77 .34 
7.0 3.51 .606 .606 .574 .64 
15.0 5.14 .887 .905 .889 .92 
97 
Table 19. Power of optimal bilateral statistics in case with 
preliminary test, for R = 1 and c* = .05 
n-i , no X 6, 
Balanced Conservative 
Exact Approx. Exact Approx. 
/G^ power power power power 
Approx. 
bilateral 
power Power 
from ofn 
Table 8 
3, 5 1.53 .%37 .233 .206 .204 .120 .30 
9.0 %.45 .446 .448 .393 .393 .434 .62 
%4.0 4.00 .773 .777 .740 .744 .776 .95 
4.2 1.50 .330 .3%8 .280 .%79 .191 .41 
15.0 %. 83 .659 .666 .566 .57% .607 .90 
30.0 4.00 .80S- .806 .741 . 741 .870 .99 
4.8 1.51 .348 .353 .260 .266 .%39 .45 
15.0 2.67 .681 .691 .487 .489 .609 .96 
35.0 4.10 .834 .836 . 744 .747 .898 1.00 
C • O 1.16 .%26 . %%2 .195 .193 .116 .27 
7.0 1.93 .46% .467 .389 .395 .317 .60 
%o.o 3.%? .7%1 . 7c4 .635 .637 .727 .96 
%. 6 1.0% .&94 .281 .%72 .%71 .220 .30 
8.0 1.79 .677 .689 .646 .661 .630 .70 
%0.0 %.83 .965 .973 .951 .962 .93% .97 
3.0 1.20 .245 .%47 .197 .199 .156 .34 
7.0 1.83 .450 .461 .3%2 .330 .337 .64 
15.0 %. 68 .681 .691 .487 .489 .609 .92 
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Table 20. Power of optimal bilateral statistics in case with 
preliminary test, for R = 4 and cK = .05 
Approx. 
bilateral 
Balanced Conservative power Power 
Approx. Approx. from Of n 
À power power Table 8 UR 
3,3 5.0 2.89 .278 .246 .180 .40 
14.0 4.83 .543 .516 .479 .80 
30.0 7.07 .807 .801 .793 .98 
3,5 4. 2 1.50 .328 . .216 .250 .41 
15.0 2.83 . 666 .455 .586 .90 
30.0 4.00 .806 .774 .856 .99 
3,7 4.8 1.51 .292 .194 .272 .45 
15.0 2.67 .528 .486 .665 .96 
35.0 4.10 .780 .771 .885 1.00 
5,3 3.5 1.99 .303 .258 .174 .35 
9.0 3.19 .643 .548 .462 .71 
20.o 4.76 .913 .794 .833 .96 
5,5 3.6 1.90 .343 .316 .267 .39 
10.0 3.16 .719 .689 .660 .80 
20.0 4.47 .939 .931 .927 .97 
7,3 3.0 1.65 .247 .238 .161 .34 
7.0 2.52 .548 . 525 .384 .64 
15.0 3.66 .839 .754 .723 .92 
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Table il. : Power of optimal bilateral statistics in case with 
preliminary test, for R = 10 and OC = .05 
Approx. 
bilateral 
Balanced Conservative power Power 
r, Approx. Approx. from 
ni'*2 X 0/0% power power Table 8 UR 
3,3 6.0 4.69 .588 .273 .249 .47 
16.0 7.66 .563 .558 .553 .84 
35.0 11.33 .838 .838 .837 .99 
3,5 6.2 4.68 .246 .227 .295 .55 
17.0 7.75 .526 . 521 .596 .93 
40.0 11.89 .851 .851 .877 1.00 
3,7 6.4 4.72 . 242 .208 .306 .60 
20.0 8.34 . 550 . 544 .652 .97 
40.0 11.79 .830 .830 .874 1.00 
5,3 4,5 3.2,4 .379 .367 .270 .4-3 
9.0 4.58 .648 .632 .528 .71 
20.0 6.83 .931 .917 .885 .96 
5,5 4.6 3.18 .380 .364 .354 .47 
9.0 4.45 .630 .620 .616 .75 
%o.o 6.63 .921 .921 .921 .97 
7,3 3 .0 2.30 .301 .308 .191 .34 
7.0 3.51 .606 .607 .452 .64 
15.0 5.14 .905 .887 .814 .92 
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VI. CONCLUDING REMARKS 
In Chapters III, IV and V, statistics have been developed 
for testing the hypothesis H0 using the general criterion of 
Keeping the size as close to a preassigned value as possible. 
The statistics have satisfied particular requirements as to 
size, and in addition the power of these statistics was 
studied and was found to be satisfactory. 
The cases of unilateral and bilatéral statistics have 
been treated separately throughout. It appears that the uni­
lateral statistics from Chapters III end V (conservative case) 
give about the same control of size and similar power, al­
though those from Chapter V are available for different types 
of size control. The unilateral, statistics from Chapter IV 
behaved fairly well with respect to size, but a study of their 
power was not available. 
The bilateral statistics from Chapter V give an improve­
ment in size control and in maintaining a high power over 
those from Chapter III, and in addition the power of these 
statistics compares favorably with the unilateral power. The 
bilateral statistics from Chapter IV give lower values of size 
than those from Chapter III. 
An improvement in the control of size for the statistics 
in Chapter V was attempted, by increasing the number of inter­
vals into which ]/z.£ could fall in the test of the prelim­
inary hypothesis Hq, and by similarly Increasing the number of 
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statistics with which to test H0. For example, the case of 
one such "step" being added to the unilateral case gives the 
following combined test. 
If 0 6 ^ a^, accept Hq, and use u^ to test HQ. 
If a^< ~ a£> re*3ect Hg, and use k^u^ to test HQ. 
| Q 
If b..c < reject HQ, and use k^u to test HQ. 
This gives a total of five constants to be determined. Mew 
criteria connected with the size or power for particular 
values of R would have to be introduced in order to find the 
additional constants. Some work was begun on this and on the 
corresponding bilateral case, and although it appeared that 
a small improvement in size was possible, complete results 
are not available and are not included here. 
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IX. APPENDIX A: SOME ALGEBRAIC FORMULAE CONNECTED 
WITH THE INCOMPLETE BETA FUNCTION 
The Incomplete Beta Function•Ix(p,q) is defined by 
It car. be seen that if either p or q is an integer the inte­
gral can be evaluated very simply. Some general formulae 
which have been used in some of the computations in this work 
are : 
• r%T 1 
Ix(n,l) = x* 
ixa,|) = i - -yi - x 
If I%(1,T) = # , then x = 1 - (1-*)^. 
= 1 — i(x+<i)/yï - x 
If Ix(<;,^) = o< , then x^(x+3) = 4 ) . 
I%(3,^) = 1 - g<3x^+4x+8)'yr~=~x 
If Ix( 3,^) = (X , then x^( 9x^+15x+40) = 64 c*(2-£X). 
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IX(4,i) = 1 — ^G(5x + 6 x +8 x+16)YÏ — x 
If =(* , then x^(25x^+35x\56x+140) = 256<*(2-f<), 
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X. APPENDIX B: PROOF OF A RESULT FROM SECTION V.C.I 
CONCERNING- LIMITS OF INTEGRATION 
Following the notation of section V.C.I we are integrat­
ing the expression for p(ylJy^)y3)-
p(y1,y ï,y3) = — c* — y.: 
1 
2 
R 
£_i^  „ fi!fa -1 
2 
3 
jcd( a+l)J 
( ay^cdy^ay^) (y1~cdy^+y3) 
f y-j ( a+R) + y^cd(l-R) + y^ [Ri-a+Rcd( e+l)J 
exP t cRcd(e+l) 
within the regions described by 
y-j_ < 0, y^ < 0, 0 < y3 < oc for P1( a,c) 
yi < 0, y^ >0, 0 < y3 < ctf for Pg( a, c} . 
However the actual limits of integration are not simple and 
a geometrical approach is now used in order to find them. It 
is known that x-^, x_ and x3 are all positive random variables. 
Therefore 
ay 2 + cdy^ + ay3 
Xi = 
1 Rcd( a+1) 
Yl - cdy^ + y3 
> 0 
xc = Rcd( s+1) ^ ° 
%3 = ?3  ^0 
end so ( ay1 + cdy^ + ay3) , (y-j^ - cdy^ + y3) and y3 pre also 
positive . Consider now the space ( y]_ >-Yg > Y3 ) for s fixed 
109 
positive 3/3, as shown in Figure 2. The planes ay^ + cdy^ + 
ayg = 0, and y^ - cdy^ + y^ = 0 which are straight lines for 
fixed y3 are shown, and it is seen that they intersect at 
(-y3,0) on the negative y-^-axis. Since a, c, d and R are 
all positive it can ce easily verified that the positive sides 
of the lines are the sides containing the origin (y^ = 0, 
y>c = 0) . This means that for points on the origin sides of 
the lines ay^ + cdy. + ay3 > 0 end y-j_ - cdy^ + y^ > 0. Since 
these are the necessary conditions for the y^, y. and y^, all 
regions over which integrations are performed must be on the 
origin side of both these lines, or planes in three dimen­
sions. Since the other conditions on P,(a,c) are that y^ 
be negative and y^ negative, it is clear that v/e must inte­
grate over the region A, so that the limits for y^ are -y3 
to zero, and for y., are - s^ylty^ to zero. The conditions 
^ cd 
for P^(a,c) are that y^ be negative, and y^ positive so we 
integrate over the region B, and the limits for y^ are -y3 
to zero, and for y,. are to zero. 
c cd 
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yx - cdy. 
Region A 
Region B 
cdy ay 
-ay 
Figure Plane section of (yi,yc,y%) space for a fixed 
positive y3 
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XI. APPENDIX C: FORMULAE FOR SIZE OF TEST OF Hn WHEN 
A PRELIMINARY TEST ON Hq IS USED 
The formulae ere given in the form of an expression for 
pj(a,c) and for P^(a,c) for each of the sample size combina­
tions (3,3) , (3,5), (3,7) , (5,3), (5,5) and (7,3). 
Pj_( a, c) = a 
a + R R - 1 
cd 
1+cd 
Po(a, c) = 
R(a+l) 
( a+R) ( R-ÏT 
R 
1 + Rcd(Ll) 
1 
a + R  n  —  1  
Red 
1 + Red 
+ (e+R)(R-l) 
r  
1 + _s_+_5 
Rcdimy 
,i 
3,5 
P-j_( a,c) a ( a+ iR ) + k.R-1 
( a+R) ^ ( R-l) ^ 
~)Z 
ca 
1+cd icd(R-l) 
cd 
1+cd 
R ( a+l) ( bR+a-l) 
(s+R)%(R-l)% 
1 + i+a 
Rcd(a+l) 
1 
2 
r 
R 
ccd(a+R) (R-l) 
1 + s _ 
Rcd(a+l) 
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Pf)(a,c) = 
,2 
(a+R)% (R-l)' 
Rg(a+1) (2R+a-l) 
Red 
1+Rcd 
(a+R)%(R-l) 
„ R 
+ 2cd(a+R) (R-l) 
1 + R+a 
Rcd(a+l) 
1 
2 
1 + R+ a Rcd(a+l) 
3 
2 
5,3 
P](a,c) a 
(a+R)^ (R-l) 
cd 
1+cd 
R( a+l) [R-a(R-%j| 
(a+R)^(R-l) 
1 + R+a 
Rcd( a+l) 
_1 
2 
a 
2cd( a+R) (R-lT 
jl + %+e 
Rcd(8+1) 
1 
3 
2 
P%(a,c) = H(R+^a) _ R(R-2) 
( a + R f  (R-l) 
Rc.d 
1+Rcd 2cd(R-l) 
Red 
1+Rcd 
3 
2 
R(a+1) [R-a(R-b)l 
(a+R)%(R-l)% 
r 
l + —— 
Rcd(a+l) 
1 
'c 
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ô,5 
P1(a,c) = &+3RJ - 3R-1 
(a+R)' (R-l)^ 
cd 
1+cd 
cd 
2cd(R-l)c L1+Cd 
R^(a+l)[a%(R-3) + a(R-3)(5R-l) - R(3R-LJ] 
1 
(a+R)3(R-l)3 
R [a^V 3 a( R-1 ) -R~] 
kcd(a+R)%(R-l)% 
1 + a+R Rcd(a+l) 
3 
'c 
oa 
4(cd)^(a+l)(a+R)(R-l) 
1 + a+R 
Rcd(a+l) 
5 
2 
1 + 8+R 
Rcd(a+l) 
P..(a,c) = R~(R+3a) R^(R-3) Red 
(a+R)' (R-l) 3 1+Rcd ccd(R-l)^ 
HCQ 
1+Rcd 
R^(a+l)[a^(R-3) + ô(R-3) (3R-Î) - R(3R-l)] [ 
(a+R)3(R-l)3 
R [a^+ 3 a( R-1 ) ~rJ 
6Cd( a+R)c(R-l)^ 
1+ a+R 
Red (a+l) 
3 
1 + a+R 
Rcd(a+l) 
oa 
4(cd)^(a+l)(a+R)(R-l) 
1 + a+R 
Rcd(a+l) 
5 
2 
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3,7 
3 
, _ + 3a"R + 3aR" _ 39: - 3R + 1 U,C) = —5 + _ , 
(a+R) 
2R - 1 cd 
(R-l)' 
cd 
l+cd_ 
5 
ccd(R-l) 2 1+cd 
2 
8(cd)%(R-l) 
cd 
1+cd 
- (a+l)R3 [a^+a(3R-I)+3R^-3R+l. 
(a+R)3(R_i)3 
R^( 2R+a-I ) 
6Cd(a+R)%(R-l)^ 
3R_ 
8(cd)^(a+l)(a+R)(R-l) 
i a, a+R 
Rcd(a+l) 
1 + -
_3 
k 
a+R 
Rcd( a+IT 
1 
2 
1 + s+R 
Rcd(a+l) 
5 
k 
q3 _3 
P, (a,c) = =• - =r 
^ (a+R)3 (R-l)J 
Red 
1+Rcd 
( a+l)R5 [a^+ a( 3R-1 )+3R^-3R+l] 
(a+R)3(R_i)3 
a+R 
_1 
2 
+ Red(a+l) 
+ R^(iR+a-l) [x + 
%cd(a+R)^(R-l)^ 
a+R 
Rcd(a+lj 
3R 
6(od)^(a+l)(a+R)(R-l) 
1 + a+R 
Rcd(a+IT 
.5 
2 
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7,3 1 
2 
Pl(a,C) ( a+R)3 + (R-l)3 [1+cd] 
_ R( a+l) [a*( R*-3R+3)_a( R^-3R) +Rfc] 
( a+R)3(R-l)3 
l + a+R 
Rcd( a+lT 
1 
" 2  
1 + a+R 
c i Rcd( a+l) 
a( sR—ii—£.a) 
Lcd(R-l)%( a+R) 
3afL 
8R(R-l)(cd)%(a+l)(s+R) 
1 + a+R 
Rcd(a+l) 
P>(a,c) = 3a^R + 3aR^ + R3 _ R^ - 3R^ + 3R 
( a+R)' (R-l)' 
Rod 
3 
B. - 'c 
icd(R-l)' 
I" Red 
[1+Rcd R (cd)^R(R-l) 
1+Rcd 
Red 
1+Rcd 
s+l)[i R(e l)La^(R^-3R+3)-a(R"-3R)+R 
( a+R)3( R-l)* 
<] 
1 + 2+ n 
Rcd(a+l) 
.1 
2 
a(aR-n-ca) 
:cd(R-l)^(a+R)' 
± + a+R - j 
Rcd( a+l)j 
3a^ 
6R(R-l)(cd)^(a+l)(a+R) 
1 + cl-b R 
Rcd(8+1) 
116 
XII. APPENDIX D: TO SHOW THAT THE DISTRIBUTION OF U IS 
INDEPENDENT OF THAT OF *E±/Tz IK THE CASE R = 1 
The distribution of u is that of 
and the distribution of is R^Cf /Off. • It is suffi­
cient tnen to ignore the multiplicative constants and the %-
variable, and to show that (R'Xf^-t-'Xfr,) is independent of 
Off 3/ Off, when R = 1. Let X^ represent 0( ^  and X^ represent 
1 % 
Then the joint probability density of and X.- is 
1 f> 1, 
p( ) = c x 
•K 1 -P(X]_+X b )  
xvnere 
r(^r 
fl+f; -1 
Let y = Rx^ + x. , J. = x./x . Then 
x-, = 
y iy% 
1 
" 
Ry, • 1 
x. = yi 
* Ryv. + 1 
The Jacobien of the transformation is yi There-
( -°y 2 * 1 )c 
fore the joint procability density of y^ and y^ is 
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p(yx,y^) = c 
îi - i  i—
1 
yi " yiyj/" yi " c 
( l + R y % ) *  ^ l + R y^j i+Ry> 
= c 
exp 
il L 
'c  ^'C 
yl 
i yi(i+y&) 
c 1 + Ryo 
c
-1 
-l 
( 1 + R y % )  
2'l+f; 
2 
exp f _ i 
l « 1 + Rys ! ' 
In the esse B = 1 this becomes 
yi fi 
p(y^,y^) = c y 
fl+fç , D: fï 1 
1 (1+^> " 
which factors into parts involving end y, separately 
Multiplying and dividing by P(*— ) gives 
p(y^,y^) = 
ri+f^ _i Jj, 
fi+î-d) fi+f2 yi 
fl+f. n(£ii£i) a.. 
which is the product of density functions of 'X'f^+fr. end 
Ff. variables respectively. Therefore the two variables 
are independent when R = 1. 
