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Abstract&A new improvement of author’s techniques of bilinear aggregating, uniting and canceling, is
presented and applied to accelerate multiplication f matrices of moderate sizes. This results in the Exact 
Computing algorithms for II x n matrix multiplication i  only (n t 2)[1.75(n + 2) t (n* + 4~ + 3)/3] essential 
multiplication steps for arbitrary even n. Also the new techniques allow us to simplify the design of the 
fastest known APA-algorithms for matrix multiplication. 
INTRODUCTION 
During the last four years substantial progress was done in the acceleration of matrix 
multiplication (MM). This progress can be conveniently described in terms of the number 
M(N) of arithmetic operations involved in the evaluation of the product of two N x N 
matrices. If M(N) < cN@, N arbitrary, c > 0, /3 > 0 then 0 is called an exponent of MM, 
c = c(p) is called the constant of the exponent /3. Trivially, we can choose /3 = 3, c(3) = 2. In 
1968 Strassen discovered the following upper bounds on p and c(p), p = log, 7 < 2.808, 
c(p)<5, see [l]. The upper bound on p was successively reduced in 1978-80 to /3 ~2.7801 
([2,3]), /3 < 2.7799 ([4, S]), p < 2.5448 ([61), /? ~2.5219 ([7-g]), p ~2.5161 ([6,9,10, ll]), p < 
2.4956 ([12]). (The announcement[8] appeared in the result of the comparative xamination of 
the techniques of [6,7].) 
The three basic techniques behind this development are trilinear aggregating (TA) due to 
[2,13], closely related to it Disjoint MM (DMM) due to [6], and the use of Any Precision 
Approximation (APA) algorithms due to [4,5]. The drastic reduction of /3 occurred when the 
three techniques (TA, DMM, APA-algorithms) were combined together (see [6-121). TA seems 
to remain the most mysterious among the three. Perhaps this caused some attempts to describe 
the asymptotically fastest known algorithms for MM ignoring the underlying influences of TA on 
their design. Such a line formally avoids TA but in fact only by the transition to the equivalent 
though seemingly different representations of the same designs which historically were due to TA, 
see [6,9]. On the other hand, as we will show, the best known designs for fast MM can be very 
naturally described in terms of TA. This makes them easy to understand and perhaps will help to 
improve them. As an immediate reward of our revision of TA, we obtain faster algorithms for the 
multiplication of matrices of moderate sizes. 
The latter problem deserves to be stated separately from the problem of the asymptotic 
acceleration of MM because all asymptotically fastest algorithms for MM are superior over 
Strassen’s [l] only if the matrices to be multiplied are of enormously large sizes. This is 
probably inherent for those MM designs that use APA-algorithms and DMM, see [6,9]. On the 
other hand, the acceleration of MM without he use of APA-algorithms is closely related to the 
theoretically important Direct Sum Conjecture (DSC) for MM due to [14] (see also [15]). 
In the case of MM, the DSC can be stated as follows. The simultaneous evaluation of two 
matrix products (where all entries of the four given matrices are indeterminates) i  never faster 
than their separate valuation. (Traditionally, in this case the time is measured by the number of 
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non-scalar multiplications involved.) It is known that TA enables us to disprove the DSC over 
the class of APA-algorithms for MM. (The first formal counterexample was given in [7, Remark 
on p. 371 although the DSC was not the subject of [7]. See simpler counterexamples, also based 
on TA, in [6] and ([9], Section 20). For the Exact Computing arithmetic algorithms (that is 
ordinary arithmetic algorithms called so in contrast o APA-algorithms, see [4, S]), the problem 
is still open. In [9] several Exact Computing algorithms based on TA were designed for the 
simultaneous evaluation of some pairs and triplets of independent matrix products. These 
algorithms were faster than the best known algorithms for their separate valuation. With the 
acceleration of MM in the present paper, all such unfavorable to the DSC existent designs 
become limited to the cases of pairs of n x n matrix products where n is 10 or 14. 
Our new addition to TA can be also of technical interest itself. We demonstrate how the 
acceleration of MM can be obtained from the study of a certain class of linear transmormations 
of a trilinear form where TA guides us in our search of appropriate particular transformations. 
We use the following order of presentation. In Section 2 we reproduce the basic theorems 
that reduce MM to the design of some special decompositions of trilinear forms. In Section 3 
we illustrate the applications of TA to MM. In Section 4 we describe general Procedure 4.1 for 
the construction of the decompositions for fast MM. We also comment how that procedure 
could relate Polynomial Multiplication, PM to MM. (The attempts to understand such a relation 
go on for at least a decade, see ([16], p. 49). Procedure 4.1 might give a new insight into that 
problem.) We concede that so far in its most general setting, Procedure 4.1 only leads to 
interesting open problems. However, in Sections 4-6 we demonstrate its efficiency in com- 
bination with TA. (We call that combination Trilinear Aggregating with Implicit Canceling, 
TAIC.) In Sections 4, 5 we simplify the basic designs of [6,9,12] using TA and TAIC. (As a 
result, some of the designs loose their apparent mystery.) Meanwhile, we describe and justify 
the basic steps of TAIC which are then applied in Section 6, in order to accelerate the 
multiplication of matrices of moderate sizes, (We do not use the APA-algorithms and con- 
sequently do not need to involve very large matrices.) 
Most of our paper is self-contained, except Theorems 2.1, 2.2 and some designs of trilinear 
decompositions which can be found in [9]. (See also an excellent concise survey on MM in 
U71.) 
2. BASIC REDUCTION TO TRILINEAR DECOMPOSITIONS 
Notation 
If V is a vector uI = (V), is its Ith entry. If D is a g x h matrix, then (D),, = d, is its entry 
from row v and column p, D is the &dimensional vector such that (D),,, = (D),, u = 0, 1, . . ., 
h-l 
g-l,I*=O,l,..., h - 1 and if g = h then Tr D = C. d,, is the trace of D. The entries of D*, 6, 
I=0 
V*, v are designated by d,,, &, vlr 6, respectively. If DC’) for s = 0, 1,. . ., r are matrices D is 
the vector (D(O), D”‘, . . ., D”‘). F is the field of constants, A is a parameter, F[A] and F(A) are 
the ring of polynomials in A, and respectively the field of rational functions of A with the 
coefficients from F. L,(D) and L,“(D, A) are linear forms of the entries of D with the coefficients 
from F and F(A) respectively. f(A) = g(A) mod A means that f(A) - g(A) is divided by A. 
The next two theorems reduce the problem of fast MM to the design of some special 
decompositions of trilinear forms. 
THEOREM'~.~, see [1,13,18,19]. 
Let A, B, C be m x n, n xp and p x m matrices. Let there exist decomposition such that 
Tr(ABC) = 9 L:(A)L,‘(B)t,2(C) 
q=I 
identically in A, B, C. Then 
(2.1) 
P(O) = 3 log M/log (mnp) (2.2) 
is an exponent of MM. 
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Here and hereafter, “identically in V” (where V is a vector) means “identically in the entries 
of the vector V”. (The entries are considered indeterminates.) 
THEOREM 2.2, see [4-6,121. 
Let AcS), B@), Cc’) be m, X n,, n, x ps, ps x m, matrices respectively for s = 0, 1,. . ., r. Let 
there exist decomposition where 
S$O Tr(A(S)B(S)C9 = Amdqz L:(A, h)L,‘(B, A)Lt(C, A) mod A (2.3) 
identically in A, B, C, A. Let 
m,n,p,)‘(O’ = M,/3>/?(0)=3~(0)>0. (2.4) 
Then /3 is an exponent of MM. 
REMARK 2.1. 
The equations of (2.4) turn into (2.2) if r = 0. If d = 0 only the A-free terms of (2.3) are of 
interest so that A can be removed from (2.3). If d = r = 0 (2.3) turns into (2.1). Equating the 
coefficients of the entries of C in decompositions (2.1), (2.3) we could obtain the equivalent 
bilinear versions which are not used in this paper. Hereafter, the reader may assume that in 
decompositions (2.3) all L,S are polynomials in A. Although we start with Theorems 2.1, 2.2 and 
then give the examples of the decompositions, in the reality rather new designs of the 
decompositions (2.1), (2.3) while appeared influenced the appearance and then the generaliza- 
tions of the theorems. The main advantage of the reduction of MM by Theorems 2.1,2.2 is that 
the construction of the trilinear decompositions with relatively small M can be easily done using 
different versions of TA, in particular the so called 2-Procedure and 3-Procedure, see [2,3,13]. 
(Of course, the same and similar decompositions can be equivalently rewritten in bilinear form, 
see [12], but is was easier to find them using TA. In fact, so far only in the cases where m, n, p 
are small in (2.1) or r = 0, mo, no, p. are small in (2.3), we have the examples of nontrivial 
decompositions for MM which do not lend their origin to TA, see [ 1,4,20].) 
3. ILLUSTRATIVE EXAMPLES OF TRILLNEAR AGGREGATING 
In this section, we describe TA by showing how to design decompositions (2.3) where r = 1. 
Those designs are called 2-Procedure, see [2,3,13]. To the end of this section we assume that 
the shapes of the matrices A, E, 2 are (m x n), G, X are (n x p), H, Y are (p x m), B is (n x 1), 
C is (1 X m), U is (1 X l), V is (1 x mn), W is (mn x 1). The following identities in A, B, C, U, V, 
W, X, Y, Z, A can be verified. 
Tr(EGH) +Tr(XYZ) = A-l(z (Aeij + Xjk)‘(gjk + yki)(hki + A+) 
- 8 J+gjkT (k + Azij) - z T (Aeij + J+jk)ykihki) mod A. (3.1) 
Tr(ABC) + Tr( UVW) = A-‘( c (A’ aij + u&(bjo + AU~,i+jm)(coi + Aw; bjm.0) 
- 7 :mbjo( T (coi + AWi+jm,o) -AT em? uo,i+j*coi)) mod A. (3.2) 
(3.1), (3.2) are particular cases of (2.3) where r = 1, M = mnp t (m t n)p, d = 1 in (3.1) and 
M = mn t m t n, d = 2 in (3.2). If we write m = n = 7, p = 1 then Theorem 2.2 gives the 
exponents of MM less than 2.66. 
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The decomposition (3.1) (3.2) can be illustrated by the following tables, (see Tables 19.2, 
19.3 in [9]). 
Table 3.1 Table 3.2 
kj gjk hki A2aii bi, CCC 
xjk Yki hj &30 hvO,i+jm Awi+jm.O 
If the (two) entries of each column of Table 3.1 (or Table 3.2) are summed, then the 
products of the three sums (the aggregates) are the terms of the decomposition (3.1) (or 
respectively (3.2)). Altogether there are mnp aggregates in (3.1) and mn aggregates in(3.2) to be 
compared with 2mnp terms of Tr(EGH) + Tr(XYZ) and 2mn terms of Tr(ABC) + Tr( UVW) in 
the straightforward ecompositions. The power of this approach stems from the fact that 
comparatively few correction terms, (m + n)p in (3.1) and m f n in (3.2), suffice to match the 
difference between the left parts of the decompositions (3.1), (3.2) and the sums of the 
aggregates in their right parts. 
4. TRILINEAR AGGREGATING WITH IMPLICIT CANCELING (TAIC) AND THE 2-PROCEDURE 
The transition from the class (2.1) to the larger class (2.3) enables us to ease the search for 
the desired decompositions. Another natural way to try initiated by Theorem 3 of [13] and 
continued in [21] and then in [6,12] is the preliminary use of linear transformations of the 
indeterminates. This can be formalized as follows, see [12]. 
PROCEDURE 4.1 
Given three vectors, A, B, C defined as in Theorem 2.2 but li priori not assumed to satisfy 
(2.3), then find 
A* = A*(A), B” = B*(B), C* = C*(C), (4.1) 
three linear vector-functions of A, B, C respectively with the coefficients from F[h] and a 
trilinear form T* = T*(A*, B*, C*) of the entries of A*, B*, C* such that identically in A, A”, B*, 
C” 
T* = 1~~2, L,O(A*, A)L,‘(B*, A)Lt(C*, A) mod A (4.2) 
and identically in A, B, C 
T* = i Tr(A(S)B(S)C(S)) mod A. 
s=o 
(4.3) 
As is obvious, (4.1)-(4.3) imply (2.3) so that indeed Procedure 4.1 defines a (desired) 
decomposition (2.3). Hence it is tempting to do as follows. Start with a trilinear form 
T*(A*, B*, C*) that is readily decomposable as a sum of a small number of terms. (For instance, 
if 
T*(A*,B*, C*) = 2 aTbTcT+i 
i.j=O 
(4.4) 
then, as is well-known, see [22], there exist decompositions (4.3) where d = 0, it4 = 2m + 1.) 
Then use Procedure 4.1 to obtain the desired decomposition (2.3) that generates mall 
exponents of MM. The problem is how to choose the linear functions (4.1) such that the m,n,p, 
are not too small in the resulting identity (4.3). In this paper we show how such a choice can be 
defined by TA. On the other hand, we encourage the reader to seek other choices of linear 
functions (4.1) in Procedure 4.1 (not necessarily in the case (4.4) and similar ones). The success 
might mean a drastic acceleration of MM. If on the contrary, the transition from (4.4) to 
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Tr(ABC) requires that the sizes of the matrices A, B, C be rather small then the proof of that 
will illuminate the fundamental difference between the problems of MM and polynomial 
multiplication. 
This problem can be stated in terms of linear transformations of tensors or matrices 
associated with the trilinear forms T and T*. Such matrices represent the multiplication tables 
of the algebras associated with given bilinear computational problems, see [15]. Procedure 4.1 
defines the linear transformation of rows and columns of those matrices and of the set of their 
entries (indeterminates) that finally transforms the matrix of a problem into the matrix of another 
one. We could drastically accelerate MM by reducing itto PM if the transformation ofthis kind had 
turned, for example, the general n* x n* Tiieplitz matrices into the a* x n* block-diagonal matrices 
whose n diagonal blocks are the same n x n general matrix. 
The following obvious lemma shows how to combine TA (2-Procedure) with Procedure 4.1. 
LEMMA 4.1 
Let the entries Uo,i+imt Wi+jm.o, i=l,...,m-1, j=l,...,n-1 of lX(m-l)(a-1) and 
(m - l)(n - 1) x 1 matrices V and W respectively be indeterminates. Let for i = 0, 1,. . ., m - 1, 
j=o, 1 , . . ., n - 1 the entries at,i+jm, WT+jm,o of 1 X mn and mn x 1 matrices V*, W* be the linear 
functions of V. W such that 
V~,j~ =Ws = 0 for all i, j, (4.5) 
a$i+jm =aO.i+jm, WLjm.0 =Wi+jm,O if i 2 1, j 2 1, (4.6) 
n-l m-l 
uZ=-x a$,i+sm, W&o=- z Wg+jm,O for all i, j. 
s=l q=l (4.7) 
Then 
Tr( V* W*) = Tr( VW). (4.8) 
In fact (4.8) immediately follows from (4.9, (4.6). We add (4.7) to express all entries of V*, 
W* as linear functions of V, W. As is easy to verify, the expressions (4.5)-(4.7) are consistent 
with the requirement that the entries of V, W be indeterminates. (The consistency is tantamount 
to the requirement that no dependencies among the entries of V, W be implied by (4.5)-(4.7).) 
COLOLLARY 4.1, (Schbnhage’s version of TA, see [6]) 
Given positive integers m, n, then there exists a decomposition (2.3) where 
r=l, d=2, m,=m, n,=n, p,=l, m,=n,=l, p2=(m-l)(n-1). (4.9) 
M=mntl. (4.10) 
Proof. Consider decomposition (3.2) where V*, W* substitute for V, W. Use (4.5)-(4.8) to 
rewrite the left part of the decomposition as Tr(ABC) t Tr( UV* W*) = Tr(ABC) t Tr( UVW) 
where V is 1 x (m - l)(n - 1) and W is (m - l)(n - 1) x 1 matrices, and as in (3.2), U is 1 x 1, A 
is m x n, B is n x 1, C is 1 x m matrices. (4.9) holds if we write A(O) = A, B(O) = B, 0” = C, 
A”’ = U, B”’ = V, Cc’) = W. Also (4.10) holds because (4.7) implies that the sum of correction 
terms of (3.2) equals the only term, u&Z bj$ coi cl 
i I 
REMARK 4.1 
Corollary 4.1 appeared ad hoc in [6], although its close relation with TA (see Table 3.2) was 
clear. The existence of the exponents of MM less than 2.55 follows from Corollary 4.1 (Choose 
m = n = 4 and use Theorem 2.2.) A further study in [12] has shown that the decompositions of
that kind can be used recursively. This leads to the exponents below 2.496. 
CAMWA Vol. 8, No. I4 
28 V. YA. PAN 1 * 
The basic idea of the above construction is the cancelation of correction terms generated by 
TA. This motivates the name TAIC (trilinear aggregating with implicit canceling) which will be 
used for such combinations of TA and Procedure 4.1. 
In the remainder of this section we illustrate the way of the recursive use of TA and TAIC 
(ZProcedure) which is the basic step of [12]. 
We assume that a decomposition (2.3) is given and apply TA where the aggregates are 
defined by the following table. 
Table 4.1. (see Table 3.2) 
AzNLqo(A, ) L,‘(B, A) L;(C, A) 
43 A N+dl voq AN+4Wqo 
Here N, d,, dz are nonnegative integers, d, + d2 = d < N Table 4.1 defines the following 
decomposition. 
$ Tr(A”‘B’“V”‘) + Tr( UVW) = KdeZN ($,(A2NL,D(A, A) + u,)(L,‘(B, A) + hN+dl~Oq) 
x (L,z(C, A) + AN+d2~q~) - uooL,‘(B, A)(AN+d2~q~+ L,z(C, A)) 
+ A~+~~u~u~&~~(C, A)) mod A. (4.11) 
Let v and p designate the numbers of the entries of the vectors B and C respectively so that 
b, = (B),, ch = (C)h, &(A) E F(A), r,/,(A) E F(A) for all g, h, 4. Let it4 > v, ikf > /.L. Then We Can 
reducethe number of correction terms in (4.11) to v + p using the following identities. 
2 &‘(B, A)(ANfd2w,o+ Lq2(C, A)) = 2 bpLg3(W, C A), q=l g=l 
2 uo,Lq2(C, A ) = $ L%‘, Ah, 
q=l =1 
L,3(W, C, A) = q$, &~(A)(AN+dz~qO+ L,2(C, A)), 
Hence Theorem 2.2 defines the exponents /3 = 37(O) + E where E > 0 arbitrary, 
2 (wws) +I) + MT(O) = M + v + pa (4.12) 
s=o 
(Assume that U = A(‘+‘), V = IP1), W = Ccr+‘) to derive (4.12).) For many decompositions 
(2.3) equation (4.12) generates maller exponents of MM than (2.4) does. 
We used TA in its original version (see [2,3,9,13]) to obtain (4.12). Now we will get a tiny 
improvement using TAIC in the case M > p. (For simplicity, assume that all yqh(A) E F. Then 
all Lh4(v) = Lh4(v, A) do not depend on A.) 
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Substitute V*, W*, V*, W* for V, W, V, W in (4.11) where V*, W* are 1 x M and M X 1 
matrices respectively. Introduce new V as the 1 x (M - p) matrix and new -,W as (M - p) x 1 
matrix whose entries are indeterminate% Represent V*, W* as linear vector-functions of V, W 
such that 
L,,“(V*,h)=O, h=1,2 ,..., p, Tr(V*W*)=Tr(VW) 
and the entries of the vectors V, W are indeterminates. Then C u&L,~(C, A) = 0 and only v 
4 
correction terms remain in (4.11). The associated equation for r(O) becomes the following one. 
2( m,nsp,)“O’ + (M - p)“” = M + Y. 
The solution to the latter equation is less than the solution to (4.12) (for ~(0) < 1). A much more 
elaborate treatment of that approach leads to the exponents below 2.496, see 1121. 
5. TAIC AS 3-PROCEDURE 
In this section we use TAIC to define some decompositions (2.3) where r = 2 (see [7,9]). 
Hereafter, X, C designate 5 5 respectively, Z*, X* 
i k i=O’ k=O 
We will apply Procedure 4.1. At first, for the o:iginll trilinear 
T* = Tr(A*B*C*) + Tr( U* V* W*) + Tr(X* Y*Z*) (5.1) 
where A*, W*, Y* are (m t 1)x 1 matrices, B*, U*, Z* are 1 x(p t 1) matrices, and C*, V*, 
X* are (p t 1) x (m t 1) matrices. The entries of those matrices are the linear functions of the 
entries of the m x 1 matrices A, W, Y, of the 1 xp matrices B, U, 2, and of the p x m matrices 
C, V, X such that 
Th$j=qff =o for ir 1, 




g$=gio, f$=fOk for kzl, irl, (5.4) 
7 g$, = hfo = 0 for all k. (5.5) 
Here f stands for b, u and z. g stands for a, w and y. h stands for c, u and x. 
Next we verify that (5.2HS.S) are consistent with the requirement that the entries of A, B, 
C, U, V, W, X, 2 be indeterminates. (In (5.2)-(5.5) those entries are designated by fok, gio, hki.) 
The consistency means that (5.2H5.5) imply no dependences among the fok, gio, hki. This 
property follows from the next lemma. 
LEMMA 5.1 
Let p t 1 # 0 in F and hkb k = 1,. . ., p be indeterminates. Then for all i the h$ for k = 1,. . ., 
p defined by (5.3) are linear functions of hkr, . . ., hkp with the coefficients from F. 
Proof. For all i systems (5.3) for h$ has the matrix s = (Q.,), sw = 1 if k# 1, skk = 2, 
(k,l=l , . . ., p). The determinant of that matrix is equal to p t 1. 0 
Next we verify the property (4.3) of Procedure 4.1. 
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LEMMA 5.2 
If (5.2)-(U) hold then 
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Tr(A*B*C*) = Tr(ABC), 
Tr(U* V* W*) = Tr( UVW), Tr(X* Y*Z*) = Tr(XYZ). 
(5.6) 
(5.7) 
Proof. We will prove (5.6) ((5.7) similarly). We have that 
Tr(A*B*C*) = * 
77 
*a$,b,*,c$ + ~*a&b&,c,$ 
i 
since C& = 0 for all k, see (5.5). As follows from (5.2), b&, = - Z*b&, c$ = - E*cB for all k 2 1. 
k k 
Hence 
Tr(A”B*c*) = T*T*a$b&( c& t 2 CT;). 
Comparing the latter identity with (5.3), (5.4) gives (5.6). 0 
We can see that if p + 1 # 0 in F then (5.2)-(5.5) indeed define Procedure 4.1 for T* where 
7’* is given by (5.1). Now we redefine and refine a version of the 3-Procedure due to [7,9]. At 
first we present he next table for aggregates and then use that table and (5.1)-(5.5) to write the 
whole decomposition, see (5.8). 
Table 5.1. (see Table 19.3 in [19]) 
Here S E F, Sf 0. The reader may assume that S = 1. 
T* = A-* CC (U~tA4U%+h6X~i)(A3b~kt s-‘A4U~ity~)(A5C~itSWjrot A*Z&) ,i 
- 6(p + l)z a$,y&w$- A6~a$,u&Zjk/S) mod A. 
I ,i 
The correction terms Tr(V*A*Z*) are numerous but we cancel them by adding (5.8) to 
another similar decomposition where the matrices I?, C, 0, @‘, Y, X substitute for B*, C*, U*, 
W*, Y*, X* respectively and where F and -S substitute for T* and 6 respectively. 
(We assume that the shape of fi and H* is the same but their entries are all different 
indeterminates where H stands for B, C, U, W, X, Y.) 
This gives the following decomposition. 
T* t f = Tr(A*(B*C* + @)) t Tr( V*( W* U* + F$‘??)) t Tr((X* Y* t XY)Z*) 
t(UstA4Cok t A6fki)(A360k -6-‘A4V$t jio)(A’Eki - SK’iotA*Z~k)) 
- 6(p t 1)x a$(y$wj$- jio+io) mod A 
, > 
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There are only 2(m + l)(p t 2) terms in the right part of (5.9). After the linear substitution 
(5.2~(5.5) for the entries of A*, B*, C*, . . ., Z* and the similar substitution for the entries of A, 
B, C, . . .) 2 the left part, T* t f of (5.9) turns into the trilinear form 
T = Tr(ABC) t Tr( UVW) t Tr(XYZ) (5.11) 
where A, B, C, U. V. W X Y. Z are the matrices of the shapes (m x 1), (1 x 2p), (2~ X m), 
(2 x p), (p x m), (m x 2), (p x 2m), (2m x 1), (1 xp) respectively. Applying Theorem 2.2 for 
m = 5, p = 11, and assuming that 12 # 0 in F we obtain the exponents of MM that are less than 
2.522. More refined analysis of the same decomposition which exploits the fact that each a$, 
appears in two terms of decomposition (5.9) yields the exponents of MM less than 2.5161, see 
[6,9-111. Using algebraic extension method (see for instance Section 3 of [9]) and varying the 
aggregation step, we can remove the requirement p + 1 f 0 in F. 
6. TAIC FOR FAST MULTIPLICATION OF MATRICES OF MODERATE SIZES 
In this section we apply TAIC to design decomposition (2.1) with small M. Initially we rely 
on the design of Sections 7,8 of [9] where TA is defined by 
[91. 
thefollowing table, see Table 7.1 in 
Table 6.1 
Here a’T, = UT, if I# s, UT; = 2768. (The aggregating of terms 
Then the following decomposition has been obtained. 
a,,bl,c,, requires a special treatment.) 
T” = Tr(A*B*C*) = T$ - 
?i 
(a$b$c$ t afb$cf)- Tz. (6.1) 
1.1, 
Here A*, B*, C* are (n t 1) x (n t 1) matrices, Tz is the sum of ((n t 1)3 t 2n t 2)/3 aggregates, 
Tr is the sum of correction terms such that T: is identically zero if 
~hQ=~h$=Ofor i,j=O,l,..., n. 
i 
6.2) 
In (6.2) and hereafter, h stands for a, b, and c. In (6.1), (6.2), and hereafter, B is the sign of the 
summation from 0 to n, while X* will designate the sums from 1 to n. 
Similarly to the previous section, we apply a combination of Procedure 4.1 and of the 
3-Procedure, but this time our objective is a decomposition (2.1). We write 
hij=h$t 
7 
*hfi for i,j=l,Z ,..., n. (6.3) 
Let the linear transformation of the entries of A*, B*, C* into the entries of n x n matrices 
A, B, C respectively be defined by (6.2), (6.3). By the virtue of Lemma 5.1, we can assume that 
the entries of A, B, C are indeterminates if n t 1 # 0 and use our linear transformation i  
Procedure 4.1. The next lemma shows that (4.3) is satisfied in this way. 
LEMMA 6.1 
If (6.2), (6.3) hold, then 
T* = Tr(A*B*C*) = Tr(ABC). 
Proof. (See the Proof of Lemma 5.2). We write 
T* = Tr(A*B*C*) = T at (yb$cB+ b$c$,). 
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Since 
* 
cf, see (6.2), 
We continue similarly and obtain that 
c$~=-T* C~i, a&=-T* af, see (6.2), 
see (6.3). 
Similarly we can prove that 
afb&c$= aijbkicjk = Tr(A’B’C’), (6.5) 
Here and hereafter H’ designates the transpose of a matrix II. 
Since Tf = 0 under (6.2), we obtain from (6.1), (6.4), (6.5) that 
Tr(ABC)+Tr(A’B’C’)= Tz+(n + l)z afb$c$. 
i.J 
(6.6) 
Hence Tr(ABC) + Tr(A’B’C’) has been decomposed as the sum of ti = ((n + 1)3 + (2n + 2))/3 + 
(n t 1)’ terms for arbitrary n x n matrices A, B, C. 
Next we cancel Tr(A’B’C’) as is described in Section 11 of [9] (compare also the previous 
section). This results in decomposition (2.1) for Tr( UVW) where U, V, W are 2n x 2n matrices 
and the total number of aggregates and correction terms is S&f. On the other hand, the total 
number of terms can be reduced further. The sum of 8(n + l)* remaining correction terms 
equals Tr = C t(i, j), where, see Tables 11.1-11.8 in [9], 
i.j 
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Applying Strassen’s algorithm[l] for 2 x 2 MM we can decompose ach t(i, j) as the sum of 7 
terms. The total number of terms, M in the decomposition becomes 8M - (n + l)*. 
A further reduction of M stems from the observation that 2(n + 1) triplets of identical 
aggregates appear in decomposition (6.1) after canceling Tr(A’J3’C’). Those are 6(n + 1) aggre- 
gates among the 8(n t 1) ones generated by the aggregates of Table 6.1 for all triplets (i j, k) 
where i = j = k, see [9, p. 921. Furthermore, the remaining 2(n t 1) those aggregates are canceled 
if the basic table for the aggregating is changed from Table 6.1 to the following one. 
Table 6.2 
(We leave the details to the reader.) 
Finally, we have reduced M to the value M = Sh? - (n t l)* -6(n t 1). If we write 
4 = 2n then M = (q t 2)(((q + 2)* t 8)/3 t 7(q + 2)/4- 3) = (4 t 2)(4* t 4q)/3 +7(q t 2)/4 t 1) = 
(q3 t 32q)/3 t 3.754* + 9. 
We state this result shifting back to the notation of Section 2, see (2.1). 
THEOREM 6.1 
Let n > 0 be even and n t 1 # 0 in F, A, B, C be n x n matrices. Then there exists 
decomposition (2.1) where 
M = (n3 t 32n)/3 t 3.75n2 t 9. (6.7) 
This is the smallest known values for M in decompositions (2.1) in the case where n 2 20, n 
even and not enormously large. Moreover, for moderate n 2 20 no decompositions (2.3) with 
d = 0, r > 0 are known such that A’“), B@), C(‘) for s = 0, 1,. . ., r are n x n matrices and 
M/(r t 1) < (n3 + 32n)/3 + 3.75n2+9. The latter fact favors the DSC in the sense which is 
explained in Section 1, although the designs that do not favor DSC are still known for n = 10, 
n = 14, see [9]. 
The associated equation (6.7) for n = 44 gives the exponent of MM 3 log 36133/lag 44 < 
2.7734, see Theorem 2.1. This is again the best known exponent of MM whose constants are not 
large. 
REMARK 6.1 
We could see that our decomposition of Tr(ABC) t Tr(A’B’C’) require fewer terms than our 
decomposition of Tr(ABC). Equivalently, we can evaluate AB +(A’B’)’ faster than AB (in 
terms of the number M of nonscalar multiplications). 
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