We systematically derive a linear quantum collision operator for the spinorial Wigner transport equation from the dynamics of a composite quantum system. For suitable two particle interaction potentials, the particular matrix form of the collision operator describes spin decoherence or even spin depolarization as well as relaxation towards a certain momentum distribution in the long time limit. It is demonstrated that in the semiclassical limit the spinorial Wigner equation gives rise to several semiclassical spin-transport models. As an example, we derive the Bloch equations as well as the spinorial Boltzmann equation, which in turn gives rise to spin drift-diffusion models which are increasingly used to describe spin-polarized transport in spintronic devices. The presented derivation allows to systematically incorporate Born-Markov as well as quantum corrections into these models.
I. INTRODUCTION
The modeling of transport phenomena in electronic devices is one of the major challenges in modern solid state physics. While in most physical applications a full quantum mechanical treatment by means of the Schrödinger equation or the von Neumann equation is far too complex, it is a beneficial and legitimate approach to employ effective models. Well-known and prosperous examples are the drift-diffusion equations to treat systems in local thermal equilibrium and the Boltzmann equation (BE) to capture non-equilibrium phenomena.
It is a major challenge to clarify the simplifactions and approximations posed in a microscopic theory which lead to such an effective model. We state spintronics as an example 1, 2 where spin-drift-diffusion equations proved to be a powerful tool for describing spin-polarized transport 3 and spin-transfer torques 4, 5 in magnetic mulitlayers. It has been demonstrated that these equations can be derived from a spinorial BE [6] [7] [8] . Hence, the missing link in a systematic, qualitative understanding is the derivation of a spinorial BE starting from a full quantum mechanical treatment. This is the main goal of the present study.
Let us briefly discuss some well-established results in order to position the present work in an appropriate context: The generic form of the scalar BE is
where f (x, η, t), f ≥ 0, is a probability distribution on the 2d-dimensional phase space
η , h(x, η) stands for the energy of a non-interacting particle and {h, f } x,η = ∇ x h · ∇ η f − ∇ η h · ∇ x f denotes the Poisson bracket with respect to the position coordinate x and the momentum coordinate η. The collision operator C on the right-hand-side (rhs) of (1) models short range interactions between particles or with obstacles, e.g. impurity centers or phonons in case of electronic transport in semiconductor devices. C is usually an integral operator and, moreover, non-linear in case that it describes interactions between identical particles or accounts for quantum statistics. Eq. (1) is referred to as the semiclassical BE since microscopic properties like the electronic bandstructure and quantum scattering rates can be described in terms of h(x, η) and C(f ), respectively.
The incorporation of further quantum phenomena like coherence and entanglement [9] [10] [11] creates a need for either quantum corrections to the BE or quantum versions thereof, called quantum Boltzmann equations [12] [13] [14] . Moreover, the recent emergence of spintronics 15 raised the question of how to describe scattering of spin-coherent electron states in magnetic multilayers or domain walls by means of a kinetic equation 6, [16] [17] [18] [19] . In the spin-coherent regime, the BE (1) is replaced by
where F (x, η, t), Ω(x, η, t) are hermitian 2 × 2 matrices defined on the phase space and
[Ω, F ] = ΩF − F Ω denotes the commutator. F is the distribution matrix, the eigenvalues of which give the scalar distribution functions of the two spin species. The term Ω is an exchange field that mixes the two spin distributions. Equation (2) is referred to as the spinorial or matrix Boltzmann equation (SBE) 7, 8 . Possanner and Negulescu 8 studied linear collision operators Q which feature spin-dependent scattering rates, for example
Here, S = S(η, η ′ ) is a strictly positive, hermitian 2 × 2 matrix, whose eigenvalues denote the scattering rates from η to η ′ for the two spin species 20, 21 and S ′ = S(η ′ , η). The lefthand-side (lhs) of Eq. (2) has been derived on a rigorous basis by Hajj 7 . A derivation of (3), which is able to relate the scattering matrices S to a microscopic Hamiltonian will be accomplished in the course of this work.
The derivation of QBEs or the SBE starts at the microscopic level by defining a suitable model Hamiltonian. Then, the natural framework to pass from the quantum to the kinetic level is the Wigner-Weyl formalism of quantum mechanics 22, 23 . There exists a plethora of results regarding this passage for the scalar (spin-less) case, some of them we shall briefly mention here (for further information the reader is urged to view the references in the articles cited below). We remark that for the case that the eigenvalues of S are identical, performing the trace in Eq. (2) leads the scalar BE (1) . QBEs have been obtained in the framework of generalized Kadanoff-Baym non-equilibrium Green's functions 12, 13, 24 and by a monitoring technique 14 . On the rigorous level, the linear BE has been obtained from the single particle Schrödinger equation with a Gaussian random potential in the weak-coupling 25, 26 and in the low-density limit 27 , respectively. The non-linear BE was derived by starting from the many-body Schrödinger equation with weak pair interaction potential and by studying the quantum version of the BBGKY-hierarchy.
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In this work we apply a different strategy for passing to the kinetic level. Our starting point for the semiclassical analysis will be a master equation of the Lindblad form 29 describing a single quantum particle in contact with its environment 30, 31 . (1) In the quantum regime, one performs a Markovian limit that leads to dynamics described in terms of a quantum dynamical semigroup (Born-Markov limit 33 ), (2) in the Markovian regime, one performs the semiclassical limit (scaled → 0) in order to obtain the BE.
Corrections to the BE arise at each of the two stages. One obtains non-Markovian corrections at the first stage and quantum corrections in ascending powers of (scaled) at the second C -App. E. In Sec. V we discuss the quantum collision operator and, finally, in Sec. VI we introduce the semiclassical scaling and define the different semiclassical scenarios which we will regard in this work. Moreover, we draw the semiclassical limit for these scenarios and, thus, derive the spinorial BE with a collision operator of the form (3) as well as the Bloch equations. Conclusions are drawn in Sec. VII.
II. NOTATIONS AND MODELING
We consider the evolution of a single quantum particle with two spin degrees of freedom (spin 1/2-particle), henceforth called the 'system'. This particle interacts with the 'environment' B which in turn is composed of N identical spin 1/2-particles.
The dynamics of the system's particle are governed by a master equation of the Lindblad form 33 ,
Here,ρ is the density matrix defined on a one-particle Hilbert space H, denotes the Planck constant,Ĥ =Ĥ 0 +Ĥ mf , whereĤ 0 is a one-particle
Hamiltonian and one defines the mean-field operator
Here,Ĥ I is an operator acting in the composite Hilbert space H ⊗ H B , which describes the interaction between the system's particle and the environment (or bath),1 acting on H is the unity operator in H andχ B is a predefined equilibrium density matrix on H B .
The operation tr B (·) stands for taking the trace over the degrees of freedom of the bath.
Moreover, the action of the dissipator D is defined by
where τ 0 denotes the characteristic timescale 35 of the system's dynamicsĤ be emphasized that due to the assumptions incorporated in the derivation of Eq. (4) we restrict our discussion to a case in which the system's particle is distinguishable from the particles constituting the environment. Furthermore, we note that under certain premises,
Eq. (4) may account for the dynamics of the system's particle towards a unique equilibrium state.
36
Let us briefly comment on the physical picture employed: We assume that Eq. (4) provides a proper description of the quantum dynamics of the system's particle in contact with its environment. It is the aim of this work to draw the semiclassical limit of Eq. (4),
i.e. to regard the dynamics of the system's particle in a regime in which quantum effects cease to be observable. This goal is achieved in three steps: in a first step we shall rewrite
Eq. (4) as an equation for the integral kernel ρ(x, x ′ , t) = x |ρ(t) | x ′ in position space, in a second step we shall derive the Wigner representation of Eq. (4) and, finally, in a third step we shall draw the semiclassical limit of Eq. (4).
However, we need to clarify some notations first. In what follows we shall denote the position and momentum coordinates of the system's particle by x ∈ R d x and η ∈ R d η , respectively, and the position coordinate of the n-th particle in the environment B by z n ∈ R d zn . Moreover, we introduce the short-hand notation Z = (z 1 , z 2 , . . . , z N ) ∈ R N d Z . For multiple integrals we use the abbreviations
The spin degrees of freedom of the system will be labeled by roman lower case letters, such as i, j ∈ (1, 2), while the spin degrees of freedom of the n-th particle in B are labeled by Greek letters, i.e. α n , β n ∈ (1, 2). In what follows we shall use the multi-index notations
{α, β n } = (α 1 , . . . , α n−1 , β n , α n+1 , . . . , α N ) .
In particular, for the multi-indices (8a)-(8d) we employ the abbreviation {α} ≡ α 1 α 2 ···α N and write the matrix elements of a 2
In what follows the set of hermitian 2 × 2 matrices is termed H 2 (C) and we shall use the notation σ = (σ 1 , σ 2 , σ 3 ), where
are the three Pauli matrices. Hence, any matrix G ∈ H 2 (C) can be written in the Pauli basis (1, σ) with coefficients g 0 ∈ R and g = (g 1 , g 2 , g 3 ) ∈ R 3 , respectively,
where 1 is the 2 × 2 unity matrix. The eigenvalues of G can be expressed as g 0 ± | g|, hence we call | g| the spin polarization of G. Moreover, we refer to g as the spin (spinorial) part or directional spin polarization and to g/| g| as the direction of spin polarization of G.
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Moreover, we remark the following property: let A, B ∈ H 2 (C), then with the help of the decomposition (10) and the properties of the Pauli matrices we have
where a and b denote the spinorial part of A and B, respectively.
With the help of these notations, let us further concretize the physics of the system under investigation. In the following we denote operators with a hat, such asÂ, and their integral kernels (matrix elements in the position space basis) without the hat, i.e.
A(x, y) = x Â y . The integral kernel ofĤ 0 is assumed to be of the general form
Similarly, for the bath reference stateχ B we write
Z . The interaction Hamiltonian accounts for spin-dependent two particle interactions and is assumed to be diagonal in position space,
n=1 H 2 (C), where
Here, 1 k denotes the 2 × 2 identity matrix referring to the k-th bath particle and V(r) ∈ H 2 ⊗ H 2 stands for the spin-dependent pair interaction potential that depends on the distance r > 0 between the system's particle and one bath particle as well as on their spins.
With the help of the multi-index notation, we can write the matrix elements of Eq. (12) as
where δ ij denotes Kronecker's δ and we note that V αnβn (r) are 2 × 2 matrices in the system's spin degrees of freedom which obey V † αnβn (r) = V βnαn (r) due to the hermiticity of V(r). The particular form of the pair interaction V(r) is given by the system of interest and, therefore, depends on the type of particles or quasiparticles constituting the system and the environment. Independent of its actual form we may express V(r) with the help of Eqs.
(10) as
where
⊗ σ i and we defined the hermitian matrices
Here, we already employed that V 21 (r) = V † 12 (r) and, hence, V i (r) ∈ H 2 (C). We shall frequently employ the representation (14) in what follows.
Hence, we regard the dynamics of a single quantum particle in contact with its environment. It is assumed that the dynamics are described in a proper fashion by the Lindblad Eq.
(4) where the matrix element of the free particle HammiltonianĤ 0 is of the most general form x Ĥ 0 y = H 0 (x, y) and the interaction H I between the system's particle and the environment, Eq. (12) , is composed of two particle interactions V(r) which is a function of the distance r between the interacting particles.
III. INTEGRAL KERNEL OF THE DISSIPATOR
It is the aim of this section to rewrite Eq. (4) 
where we defined the integral kernel of the commutator
for some general operator
We note that Eq. II, in order to obtain
To further simplify expression (19), we note that inserting the interaction Hamiltonian (12) gives contributions in which we can take the partial trace over all but one or two bath particles. It is therefore advantegeous to define the partial traces ofχ B over all but one or two bath particles, respectively, as
where the indices n, m still refer to specific particles. Since we assume that the bath particles are indistinguishable (Sec. II), we may omit these indices. It follows immediately that the
Moreover, due to the indistinguishability it turns out to be beneficial to define the one-and two-particle spin-density matrices
respectively. Let us briefly comment on this definitions: Employing the notation (10), we call
the spinorial density of bath particles. Here the scalar part n 0 (z) is the density of bath particles at z and the spin part n(z) is the directional spin polarization of the bath at z.
The spin part n(z) is proportional to the magnetization m(z) of the environment 38 , thus, the spin-density matrix N (1) (z) at position z contains the complete spin resolved information about the probability of finding a bath particle at position z. In a similar fashion we regard the matrix N (2) (z, z ′ ) as the spin-resolved two-particle density matrix of the environment.
With the help of the above definitions a straight forward calculation allows to express the mean-field interaction Hamiltonian H mf (x),
as well as the integral kernel of the dissipator (see App. A)
for the system under investigation.
Here and in what follows we shall employ Einstein's sum convention. Moreover, κ αα ′ ββ ′ (z, z ′ ) are the matrix elements of the modified density-density
we introduced the spinorial density-density covariance matrix (or environmental covariance matrix)
Hence, we determined all components of the evolution equation of the integral kernel ρ(x, y, t), Eq. (16). The particular form of the integral kernel of the commutator as well as of the dissipator were determined for the interaction potential (12) to be of the forms (17) and (24). The action of the dissipator Q on ρ is, thus, determined by the matrix elements of the modified spin-resolved density-density covariance matrix K(z, z ′ ) (25) and the interaction potential V(r). Furthermore, the explicit form of the mean-field Hamiltonian H mf (x) was obtained, Eq. (23). The derivation of the Wigner equation in Sec. IV will essentially be based on these equations.
However, before proceeding to the next section let us briefly discuss the integral kernel of the mean-field interaction, H mf (x), Eq. (23), in more detail. The mean-field interaction H mf (x) can be regarded as the partial trace tr 1 (·) over the bath's particle spin degrees of freedom of the convolution of the potential V(r), Eq. (12), with the spinorial density N (1) (z),
where the sum runs from i = 0, . . . , 3 and the matrices V i (r) ∈ H 2 (C) have been defined in Eq. (15).
The mean field interaction (27) is easily concretized for two particularly interesting physical situations. As a first example we regard the case that the interaction is spin independent, i.e.
where v(r) ∈ R and we obtain the familiar expression
which is known from spin independent mean-field theory 39 . Here the mean-field interaction is substantially determined by the total density of bath particles n 0 (z) at position z and, therefore, insensible for any spin-polarization of the environment. On the other hand, in the case that
i.e. a distance-dependent 3-polarized spin-spin interaction, we have
which is a mean-field interaction that depends on the 3-spin polarization of the environment
Since the spin polarization of the bath may be connected to a magne- In what follows we shall refrain from an explicit notation of the time argument t. Let us define the Wigner transform of ρ(x, y) ∈ H 2 (C) and its inverse. The element-wise Wigner transform reads
and the corresponding inverse transform is given by 
which is the Wigner transform of the integral kernel of the commutator, L(A) defined in Eq. (17) . In the general case, we remember that
, where the mean-field interaction H mf (x, y) = H mf (x)δ(x − y) was concretized in Eq. (23) . Let 
where the Wigner representation of the dissipator (24) reads
with
Eq. (35) 
, with the particle's mass m, the scalar external potential u(x) and the exchange field Ω(x, η) · σ, one obtains the free flight term of the Vlasov equation
Here, L (u1) is of the well known form (see App. B)
The mean-field correction in Eq. (37) is a first contribution stemming from the interaction between the system's particle and the environment and its particular action depends on the form of the two particle interaction V(r). As illustrated in Eqs. (29) and (31) the mean-field interaction may give rise to a scalar as well as to a spinorial contribution to the one-particle Hamiltonian H 0 (x, y). In particular, if V(r) is spin-independent, i. 
Here,h This will prove to be crucial in the semiclassical analysis of Eqs. (35), (34) and (36) in Sec.
VI. We insert inverse Fourier transforms (see App. C) of the interaction potential,
and of the modified spin resolved density-density covariance,
into Eq. (36) and subsequently integrate over x ′ , z and z ′ in order to obtain
We denote this as the representation of the collision operator (36) as a momentum space integral. Whether or not this representation is more convenient than Eq. (36) depends on the system under investigation. However, we shall now discuss the special case that
) and it will turn out that in this case representation (41) is the more convenient one. We stress that it has to be checked carefully whether or not the simplification
is valid for the system under investigation. For the sake of a simplified discussion, we shall assume it to be a valid approximation in what follows.
From definition (25) we remember that
If we further restrict our discussion to the case of a constant particle distribution, i.e. N (1) (z) = const, we also have
It is, therefore, a sufficient condition to assume a space homogeneous environment whose spinorial density is constant in space in order to justify the above simplification.
Hence, we regard the case thatK(ξ, ξ ′ ) =K 
with W = W (x, η, t) and 
i.e. as a sum of collision operators of the form of the Boltzmann equation, Eq. (3). Hence, in the particular case that the modified covariance fulfills K(z, z ′ ) = K(z − z ′ ), the quantum collision operator (36) turns out to be of the form proposed for the semiclassical SBE, Eq.
(3). However, since W can take negative eigenvalues it is not a collision integral in the classical sense as already emphasized at the beginning of this section. Here, Let us briefly clarify the terminology used in the subsequent analysis: According to Eq.
(10) we may express W as W = w1+ w· σ, where we denote by w = 1/2 tr (W ) the scalar part and by w = 1/2 tr (W σ) the spin part of W . Furthermore, we call N = dηW the spinorial particle density (or distribution) and M = dxW the spinorial momentum distribution, which may also be decomposed according to Eq. (10). Again, the corresponding terms are referred to as the scalar and the spin part of N and M, respectively.
The collision operator (43) may be decomposed according to
and
We note that Q (1) is of the general master equation form 'gain term − loss term'. It is easily observed that we have
for arbitrary W , i.e. the spinorial particle density N is conserved by Q (1) . To be more specific, the particle distribution N(x, t) is not affected by the action of Q (1) while the scalar as well as the spin part of the momentum distribution M(η, t) are changed.
In a similar fashion we obtain for
for arbitrary W , i.e. the scalar part w of the Wigner function W is conserved by Q (2) . Thus Q (2) acts solely on the spin part w. Interestingly, the conservation of w signifies that both, the scalar particle distribution n(x, t) as well as the scalar momentum distribution m(η, t) remain unaffacted. The operator Q (2) may therefore be identified as accounting solely for local spin-flip processes.
Combining Eq. (48) and Eq. (47) gives the property
for arbitrary W . Thus the scalar part of the spinorial particle density, n(x, t) is conserved by Q as in the well-known scalar case. 41 However, the spin part and in particular the local spin polarization | n(x, t)| is changed, i.e. Q accounts for spin-flip processes due to its part
We now investigate in more detail the operator Q (2) . Due to its particular form (46) we may regard the arguments x, η and t of W as parameters and assume that the domain of Q (2) is H 2 (C) in the following analysis. At first, we are interested in its kernel denoted by Ker(Q (2) ), because, as will become apparant in what follows, we may under certain premises reason from the structure of Ker(Q (2) ) on the stationary spin distribution of W for some given V(r). The Ker(Q (2) ) is defined as the set of all matrices A ∈ H 2 (C) for which Q (2) (A) = 0. As demonstrated in App. E we have
if detailed balance is requred for A. Since Q (2) is linear and self-adjoint with respect to the Hilbert-Schmitdt scalar product tr (AB), A, B ∈ H 2 (C), its domain D(Q (2) ) may be decomposed into
is the space orthogonal to Ker(Q (2) ).
If we knew the projection of some particular state W on Ker(Q (2) ), we could assume that Q (2) can be approximated by a relaxation time ansatz
where W denotes the projection of W on the kernel of Q (2) for some given V(r) and τ 2 is the mean relaxation time. The action of the operator Q (2) as defined in Eq. (53) on some function W is that it relaxes W into W , where tr (W ) = tr W since tr Q (2) = 0.
We stress that, again, whether or not Eq. (53) is a valid approximation has to be checked carefully for the problem of interest.
It is the aim of the following paragraphs to determine the equilibrium distribution W ∈ Ker Q (2) for a given two particle interaction potential V(r). First of all, we deduce from Eq. (50) and (11) that for A ∈ Ker(Q (2) ) we have
Since A does not depend on η ′ , this is for s i (η ′ (54) is a = 0. In particular, it follows that in this case the spin part of W is zero. Hence, the unique projection W → W reads
i.e. the operator Q (2) destroys spin polarization on a finite time scale τ 2 whenever the interaction potential's direction of the spin polarization
In a similar fashion, we note that Eq. (55) is the sole solution to Eq. (50) if the directions of the spin parts of S i are not identical for different i. We highlight that this mechanism of spin depolarization is not based on spin orbit interaction 1,2 but on direct spin-spin interaction between different particles. Again, we emphasize: Whenever the direction of the spin part of the interaction S i is a function of η ′ or not equivalent for different i, the action of Q (2) unavoidably leads to spin depolarization on a finite time scale, as described in Eq. (55).
We now concentrate on the special case that the direction of the spin part of S i (η ′ ) is constant in η ′ and identical for all i. If s i (η ′ ) = 0 then Q (2) (·) = 0 and the operator Q does not account for spin-decoherence at all. However, if
identical for all i, i.e. we may write
where γ i (η ′ ) is some scalar function and | λ| = 1. Hence,
Let Σ be the matrix which diagonalizes λ· σ and, according to Eq. (50), also W ∈ Ker(Q (2) ).
We then obtain that the unique equilibrium spin configuration W reads
In order to prove the result Eq. (58) we note that we may decompose an arbitrary matrix 
is solely diagonal. In a similar fashion
is solely off-diagonal. 42 Hence, with the help of Eq. (51), since
defines the unique projection onto Ker(Q (2) ). Finally, inserting into (61) the expression
and solving for W proves statement (58).
Hence, it was possible to identify the equilibrium spin configuration W for a given two particle interaction potential V(r), provided that Q leads to a unique equilibrium distribution in the kernel of Q (2) . This analysis of the quantum collision operator will show to be a crucial ingredient in the following section in order to derive the Bloch as well as the Boltzmann equation. Furthermore, in the above discussion we identified the necessary criteria which allow for the treatment of spin depolarization via a relaxation time operator of the form Eq. (53) together with W given by Eq. (55). Such an operator was employed by
Possanner et al. 8 to derive spin drift-diffusion equations from a semiclassical BE.
However, before we proceed to the semiclassical analysis of the Wigner equation (35) let us briefly discuss the two particular examples already illustrated in Secs. III and IV.
First, we regard an interaction potential of the form (28), i.e. a spin-independent interaction. In this case Q (2) vanishes for all W , i.e. spin polarization is not destroyed. Hence, the quantum collision operator (45) takes on the form
where we defined
We note that the collision integral Eq. (63) independently acts on both spin directions and for each spin species it is of the classical scalar form, however, it has to be kept in mind that W is not a proper distribution function. The weight ω 1 (η ′ ) is given by the matrix trace of the corrected density-density covarianceK(η ′ ) (note that the trace is basis independent).
In a similar fashion we obtain for a spin-spin interaction with a potential of the form (30) the collision integral
In particular, according to Eq. (58) the projection of W on the kernel of Q (2) is of the form
i.e. all particles are spin-polarized in 3-direction in the equilibrium state.
VI. SEMICLASSICAL LIMIT: SPINORIAL BOLTZMANN EQUATION
We shall now study the Lindblad Equation (4) Before discussing the mathematical subtleties of this transition we shall connect the semiclassical limit to the following physical picture: suppose λ 0 is a characteristic length on which quantum effects dominate the physics of the system and let V 0 = λ This is performed in three stages: (i) all functions f (x, η, t) which appear in Eq. (35) are rewritten in such a form that we explicitly emphasize their characteristic wavelength and amplitudes. In particular, we rewrite f (x, η, t) = α c f In a second step, we introduce dimensionless variables
where we introduced the semiclassical scales of the macroscopic world B s × T s . According to the above considerations the semiclassical scales are connected to the quantum scales via
It follows from the definition (68) of quantum scales that the above definition implies that
with ǫ s = ǫ 0 and π s = π 0 , i.e. the energy and momentum scales remain unaffacted while, by expressing Eq. (35) in the dimensionless variables (69), we regard a long-time, large-scale limit.
In the third and final step, we define the characteristic lengthscale as well as the characteristic amplitude of all quantities which appear in Eq. (35) by posing suitable scaling assumptions. These assumptions determine the properties of the system under investigation.
To be specific we assume in the following semiclassical analysis:
where we omitted the overlines on the rescaled functions, however, indexed all quantities by (ε) which implicitely depend on ε. Further, a, b and ℓ are scaling parameters which will assume different definite values in the following subsections. Depending on the particular choice of these scaling parameters we shall derive different macroscopic transport models.
Let us briefly interpret the scaling assumptions (72). The free particle Hamiltonian h 0 varies on the macroscopic scale λ s . We note that the weak scaling of the spin part Ω · σ of the free particle's Hamiltonian h 0 is necessary in order to preserve spin coherence in the limit ε → 0, as it was demonstrated by Hajj In what follows we shall denote the rescaled Wigner distribution matrix W by W In a similar fashion, all -s appearing in Eqs. (34) and (36) are replaced by ε. We obtain the rescaled version of Eq. (35) as
where L ε and Q ε denote the rescaled operators (34) and (36) and h
mf . For ε = 1, the domain on which Eq. (73) is defined is equivalent to the microscopic world B 0 ×T 0 while for ε → 0 we approach the macroscopic world B s × T s .
We assume that a solution W (ε) of Eq. (73), for suitable intial and boundary conditions, can be written as
normalized, slowly varying function of x, η and t, called the spinorial distribution function.
This assumption is necessary in order to obtain a well posed semiclassical transport equation because then for ε → 0, W (ε) → F is a proper distribution matrix in the classical sense.
Before we refer to the specific limits, we shall briefly regard the system's particle free Hamiltonian h (ε) 0 since this part is independent of the scaling parameters (a, b, ℓ). It is demonstrated in App. F that one obtains
which is commonly referred to as Moyal's bracket 22 . From the scaling assumption (72a)
we deduce that in zeroth order the spin part Ω of h (ε) 0 appears in the commutator while the scalar part h1 enters Poisson's bracket. Hence, provided the semiclassical limit of the mean-field term L ε and of the quantum collision operator Q ε exist, we may write Eq. (73) in the macroscopic world B s × T s , i.e. for ε → 0 as
where L(F ) denotes the semiclassical limit of the mean-field term and Q(F ) the semiclassical limit of the collision integral, see Eq. (73). Please note that the quantity F in Eq. (75) (23) gives
Let us briefly discuss the two different scenarios for ℓ for arbitrary a, b:
mf (x) is strongly varying in x and N (1) (z) enters only as constant, i.e. N (1) (0). We remark that the contribution of a strongly varying mean-field interaction H Here, we study the semiclassical limit of Eq. (35) under the scaling assumption Eq. (72) for (a = 1, b = ε, ℓ = λ 0 ), i.e. a short-range low density scaling and (a = ε, b = 1, ℓ = λ 0 ), i.e. a short-range weak coupling scaling. It is important to realize that we restrict our discussion to potentials which are integrable in
, such as the Yukawa potential (screened Coulomb potential). Please note that this excludes the bare Coulomb interaction. However, since in this case V (r/ε) = εV (r), the strongly varying Coulomb interaction is equivalent to the slowly varying Coulomb interaction in the weak coupling scaling and will therefore be discussed in Subsec. VI B.
First, we note from Eqs. (76) that the mean-field contribution vanishes in both scalinges, i.e. L(F ) = 0, since
due to the Riemann-Lebesgue lemma andṼ αβ (r) ∈ L 1 (R d ). Here, the Fourier transform
In order to evaluate the semiclassical limit of the collision integral, we make the following hypothesis on the environmental covariance C defined in Eq. (26),
i.e. we regard a space-homogeneous environment whose covariance has a microscopic and a macroscopic part, Γ 0 and Γ s , which are assumed to be behave as γ when approaching the macroscopic regime.
In the low density scaling, the resulting collision integral is for γ = ε of the form
where we have (App. G)
with F = F (x, η, t) and From Eq. (76) we deduce for both scalings
where H mf is the macroscopic mean-field interaction of the form (23), i.e. independent of ε.
In the case of long range interactions we employ the following ansatz for the environmental covariance C:
i.e. in contrast to Eq. (78) we do not restrict to the space homogeneous case.
In the low density scaling, the collision operator Q(F ) takes on the form (App. H)
where for γ = ε
stems from the slowly varying part of the environmental covariance and
stems from the matrix D (ε) . In the long-range weak coupling limit Q(F ) reads for γ = 1/ε (App. H)
Please note that we refrained from writing Eqs. (84a) and (84b) as momentum space integrals and in the basis described in App. D for the sake of a more transparent notation.
Of course, we may obtain such a representation by replacing the interaction potential by its (macroscopic) Fourier representation and carrying out the steps in App. D. (In particular, for Eq. (84a) we note that in the case that the environmental covariance obeys
the representation as a momentum space integral will turn out to be more convenient. Moreover, the form of Q s (F ) will in this case be very similar to Eq. (80),
i.e. one obtains a Boltzmann collision integral.)
Let us briefly discuss the ensuing transport equation in the long-range weak coupling limit for γ = 1/ε. According to the above discussion we have
The transport equation of the spin part f of F is of the form
where we employed Eqs. (10) and (11) Let us consider a spin located at a certain lattice point ('system') which interacts with other spins located at different lattices sites ('environment'). Since the system's spin cannot move on the lattice the scalar part of the free particle Hamiltonian vanishes, h = 0, i.e.
it has no kinetic part and no scalar field is externally applied. We recognize that in this particular case Eq. We investigated the dissipative dynamics of a spin-1/2 quantum particle, referred to as the system, in contact with its environment, which is ni thermal equilibrium. (42), provided that the spinorial density of the environment is constant and that the spinorial density-density covariance of the environment is space homogeneous. The 2 × 2 hermitian scattering matrices S i are uniquely determined by the spin-dependent two-particle interaction potential V(r) and by the modified spinorial density-density covariance K(z, z ′ )
of the environment, defined in Eq. (25) . The eigenvalues of the scattering matrices S i are the scattering rates for the two spin species.
Moreover, the quantum collision operator (42) is composed of two qualitatively rather different parts. The first part changes solely the spinorial momentum density of the system while the second part accounts for local spin flip processes. Hence, the second part modifies the local spin polarization of the system in a fashion uniquely determined by the scattering matrices S i and the eigenvalues of the modified spinorial density-density covariance K(z, z ′ ).
Furthermore, it is possible to identify clear criteria under which the interaction between the system's particle and the environment leads to spin decoherence or even spin depolarization in the long time limit.
Finally, we performed a semiclassical analysis of the spinorial Wigner equation (35), i.e.
we regarded the dynamics of the system's particle in a regime in which quantum effects other than spin-coherence cease to be observable. We restricted our discussion to the well established low-density and weak-coupling limits. In principle, several semiclassical evolution equations for a positive definite, hermitian distribution matrix F can be obtained. As two particularly interesting examples we note the derivation of the Bloch equations for long range interactions and the spinorial Boltzmann equation for short range interactions and a spatially homogeneous environmental density-density covariance. 43 This form of the Boltzmann equation has already been used for deriving spin-coherent drift-diffusion equations in magnetic multilayers 8 .
In summary, we remark that within this work it was possible to systematically establish the link between a full quantum-mechanical treatment of a composite quantum system by means of the von-Neumann equation and macroscopic linear spin-transport models featuring dissipation such as the spin drift-diffusion models. This makes the derived equations particularly interesting for applications involving graphene 44 (pseudo-spin formalism) or magnetically doped semiconductors 1,2 .
possible to augment the resulting transport models with corrections which result from the Born-Markov limit as well as from the semiclassical limit if deemed necessary. Within this work we restricted to the zeroth order equations in both scalings but the evaluation of higher order corrections is straight-forward.
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Appendix A: Derivation of Eq. (24) We evaluate the matrix elements of the dissipator (19) by investigating the terms con-
In what follows we employ Einstein's summation convention in order ot simplify the notation. We obtain
where χ (2) ββ ′ αα ′ (z, z ′ ) ∈ C stems from Eq. (20b) for identical particles (indices n, m omitted).
In a similar fashion one obtains the following relations tr B Ĥ Iρ ⊗χ BĤI (x, y) = N(N − 1) dzdz ′ χ (2) 
βα (z)χ
(1)
(1) 
Using that N(N − 1) ≈ N 2 , applying definitions (21) together with (25) and (26) Within this appendix we derive the phase space symbol of the commutator Eq. (34), i.e. the Moyal bracket. We calculate the Wigner transform of the element x Âρ y = Âρ (x, y) for some operatorÂ as
where we used Eq. (33) and x Â y = A(x, y) = (2π )
We rearrange the exponential terms as
which suggests the substitutionξ = ξ − ξ ′ and ξ = 
In a similar fashion we define the Fourier transform of a function K(x, y) which stems from a two particle operator i.e. K(x, y, x ′ , y ′ ) = K(x, y)δ(x − x ′ )δ(y − y ′ ) as
In particular, if K(x, y) = K(x − y) we obtaiñ
Moreover, we will frequently employ the identities
where δ(·) denotes Dirac's delta distribution.
The semiclassical Fourier transform is obtained by replacing all appearing -s in Eq. (C1) by ε. Hence, we haveṼ
and, therefore, also
for a single particle operator which is diagonal in position space. Here, the index (ε) signifies that V may still be a function of ε. In the particular case that V (ε) (x) = V (x/ε) we obtain the important result that
is independent of ε. In a similar fashion we obtain that
is independent of ε for K (ε) (x, y) strongly varying. In particular,
where we defined S = UV ∈ R 4 ⊗ H 2 (C). Denoting by S i the components of the vector S, and by ρ i the diagonal elements of R where S i ∈ H 2 (C) and ρ i ∈ R, we obtain
We remark that this convenient form of the sum Eq. (D5) is a result of the indistinguishability of bath particles, which assures that K is a real, symmetric matrix.
