Abstract
Introduction
The test data volume required for testing increasingly complex system-on-chip (SOC) designs continues to grow rapidly and is outstripping the capabilities of ATE (automated test equipment). One well-known solution to this problem is to use built-in self-test (BIST). BIST involves performing test pattern generation and output response compaction on the chip. The most economical BIST schemes are based on pseudo-random pattern testing. The problem with pseudo-random pattern testing, however, is that it generally does not provide high enough fault coverage due to the presence of random-pattern-resistant (r.p.r.) faults [5] . There are two solutions to this problem. One is to modify the circuit to eliminate the random pattern resistance by inserting test points [5] , and the other is to modify the test pattern generator by adding additional hardware to generate patterns that detect the hard faults [6, 10, 11, 15] . Both approaches have significant drawbacks. Test point insertion requires modifying the function logic which can degrade system performance, and modifying the test pattern generator can require large amounts of additional silicon area.
In order to reduce the hardware overhead for BIST, a hybrid approach between external testing and BIST can be taken. A "hybrid BIST" scheme is one in which some external data from the tester is combined with the BIST hardware to achieve the desired fault coverage. A hybrid BIST scheme reduces the test data stored on the tester compared with full external testing, but it does not require as much hardware overhead as full stand-alone BIST.
A simple hybrid BIST scheme is to use a STUMPS architecture [1] to apply pseudo-random patterns to detect the random pattern testable faults, and then use deterministic vectors from the tester to detect the random pattern resistant (r.p.r.) faults. Results for using this scheme on large industrial designs have shown that it only achieves around a 30-50% reduction in tester storage requirements compared with conventional external testing [8, 14] . More sophisticated hybrid BIST schemes have been developed including using hybrid patterns [2] , folding counters [7] , twodimensional compression [13] , weighted pattern testing [9] , and RESPIN [3, 4] .
In this paper, a new hybrid BIST scheme is proposed which is based on using an "incrementally guided LFSR." The hardware overhead is very small. A conventional STUMPS architecture is used with only a small modification to the feedback of the LFSR which allows the tester to incrementally guide the LFSR so that it can embed patterns that detect the r.p.r. faults in the pseudo-random sequence. Compared with external testing, the proposed approach achieves dramatic reductions in tester storage requirements while using very simple on-chip hardware. Results indicate that the proposed approach provides very attractive tradeoffs between test length and tester storage requirements.
Overview of Proposed Scheme
The proposed scheme embeds deterministic test cubes (test vectors where the unspecified bits are left as don't cares) that detect the r.p.r. faults in the pseudo-random sequence generated by an LFSR. The architecture of the proposed scheme is shown in Fig. 1 . A conventional STUMPS [1] architecture is used except that an extra exclusive-or (XOR) gate is added in the feedback of the LFSR. The extra exclusive-or gate is controlled by the tester and allows the tester to incrementally guide the LFSR. Some control logic is required to obtain data from the tester only during the first few clock cycles of every test vector generation. In order to be able to generate the test cubes with a high degree of probability, the LFSR length, r, is at least s max + 20 where s max is the maximum number of specified bits in any test cube. The r-bit LFSR can be initialized with a starting r-bit state, or it can start from the reset state. Since the length of the scan chains is m-bits, the LFSR needs m clock cycles to generate a test vector within the scan chains. During the first clock cycle while a test vector is being shifted into the scan chains from the LFSR, one bit of deterministic data is obtained from the tester and XORed with the feedback of the LFSR. During the remaining m-1 clock cycles while the LFSR is filling the scan chains with the test vector, the tester does not shift any data into the LFSR. This process is repeated for all the test vectors that are generated by the LFSR. So the test data storage requirement is one bit per test vector applied to the CUT. While the LFSR shifts in the test vector, the output response contained in the scan chains is shifted out into a multiple-input signature register (MISR).
The one deterministic bit coming in from the tester for each test vector can be chosen to be either a zero or a one. It is essentially a "free-variable" whose value can be chosen in a way that incrementally guides the LFSR towards a state in which it will produce a required test cube. The impact of each free-variable on the subsequent test vectors that are applied to the CUT can be determined by symbolic simulation of the LFSR. Assume that the LFSR starts in state 1011, and one bit comes in from the tester which is represented by the free-variable a. The LFSR then runs in autonomous mode to fill the scan chains with the first test vector. The first test vector is computed by symbolic simulation and is shown in Fig. 3 . Then the next bit comes in from the tester which can be represented by the free-variable b. The LFSR is then symbolically simulated to determine the second test vector (which now is in terms of both free-variables a and b). This process continues as more and more free-variables are introduced. At some point, it may be possible to embed a test cube for an r.p.r. fault by assigning values to some of the free-variables. For example, the test cube X1XX, X1X0, 1X01 could be embedded in the third test vector by assigning the values a=1 and b=0. Note that the equations for each bit in the test vector are linear (sum modulo 2), so finding an assignment to the free-variables to embed the test cube can be solved very efficiently using a linear equation solver [12] . By using the computed values for the free-variables, the data from the tester incrementally guides the LFSR into a state in which the test cube for the hard fault gets applied to the CUT. This process of adding more freevariables and embedding additional test cubes for hard faults can be repeated until sufficiently high fault coverage is achieved. This is the basic approach for BIST based on an incrementally guided LFSR. The approach is very efficient because there are a lot of degrees of freedom for embedding the test cubes for the r.p.r. faults. The degrees of freedom are the following: selecting the values of the free-variables, selecting which test cube to embed, and selecting which test vector in which to embed the test cube.
So far we have been assuming that only one bit of data will come in from the tester for each test vector. However, this may result in too long of a test length for this BIST scheme. The test length for this BIST scheme can be reduced by increasing the number of channels by which data is brought in from the tester. For example, if we used 3 channels, we could bring in 3 bits of data from the tester during the first clock cycle each time a test vector is shifted into the scan chains. This would increase the rate at which free-variables are introduced and hence reduce the overall BIST test length because the test cubes for the hard faults could be embedded sooner. The degree of freedom in choosing which test vector in which to embed each test cube would be reduced since the test length is reduced, and hence the encoding efficiency would be slightly degraded. However, this provides a very easy way for trading off test data bandwidth requirements, test data storage requirements, and test length.
Note that the proposed scheme can also be used to implement traditional "stand-alone" BIST where no data comes from the tester. In this case, a ROM would be used. The ROM would supply the deterministic data to guide the LFSR instead of having that data coming from an external tester.
Determining Data on Tester
Given the set of test cubes for the r.p.r. faults and the maximum allowable test length (L), this section describes how to obtain the data that is stored on the tester. Since the test cubes will be embedded within a pseudo-random sequence of test vectors, only the test cubes for the r.p.r. faults are required.
An important parameter that needs to be determined for the proposed scheme is the number of bits of data that will come in from the tester for each test vector. If n bits of data need to be brought from the tester for each test vector, then n channels are required between the tester and the LFSR in order to XOR these n bits of data with the contents of the LFSR during the first clock cycle. These n bits can be XORed with the contents of the LFSR at regularly spaced tap points within the LFSR.
The amount of storage required on the tester for storing the test data can be obtained from the test length and the number of channels from the tester. For a test length of L vectors with n bits coming from the tester per vector, the number of bits that need to be stored on the tester is L*n. This provides an upper bound on the amount of tester storage. If the test cubes can be embedded in less than L vectors, then the amount of tester storage is reduced.
Given the set of test cubes T and the test length L, an initial estimate can be found for the number of bits n to be used per test vector. Given the total number of specified bits within the set of test cubes, the initial estimate of n is given by: n = Max[  Total number of specified bits / Test Length , 1 ] Based on this initial estimate of n, the proposed scheme tries to embed the test cubes for the r.p.r. faults within the maximum allowable test length L. If the test cubes cannot be embedded within the test length L, then more data needs to be introduced per vector in order to embed the given test cubes. Thus the value of n has to be increased, and this process is repeated with the higher value of n. If the test cubes can be embedded within L test vectors, then fault simulation is done in order to ensure that this sequence of vectors with embedded test cubes provides sufficient fault coverage. If the fault coverage is not satisfactory, then automatic test pattern generation (ATPG) can be performed on the undetected faults to obtain a set of top-up cubes. The T test cubes and the top-up cubes are then together embedded within the given test length L. Once this is done, the amount of test data that needs to be stored on the tester is given by L*n.
The steps of this procedure are as follows:
1. Fault simulate L pseudo-random vectors 2. Do ATPG for faults not detected by the pseudo-random vectors to obtain set of test cubes, T 3. Embed test cubes T with n channels to obtain embedded vectors, L' 
Improving Compression Using Lookahead
The compression achieved using the basic hybrid BIST scheme described earlier can be improved further by performing a lookahead while generating the test data. The idea is that the data from the tester is used to guide the LFSR towards a test cube in a manner that also facilitates the embedding of subsequent test cubes. Thus once a test cube has been embedded, the subsequent test cube can be embedded within fewer cycles than the previous approach. The previous approach is equivalent to using a lookahead of 0, since none of the subsequent test cubes are considered while generating the current test cube. A lookahead of k means that the equations for the subsequent k test cubes are considered while solving the equations for the current test cube.
With this feature, the degrees of freedom in the solution space of the linear equations for a test cube t i are used to help solve for a subsequent test cube t i+1 since the free-variables occurring in the equations of t i are used to ease the problem of finding a solution for t i+1 . Since the subsequent test cube is being embedded using fewer cycles, fewer bits have to be stored on the tester to guide the LFSR towards t i+1 . This helps to improve the compression achieved using this BIST scheme.
This procedure for a lookahead of k is described as follows. As explained in Fig. 4 , each test vector is determined by a symbolic simulation of the LFSR using the free-variables from the tester. After it is determined that a test cube t i can be embedded by solving the linear equations, an assignment of values to the free-variables is not done immediately. Instead, more freevariables are introduced until another k test cubes can be embedded within the vectors generated by the LFSR. This is done by concatenating the equations for the k test cubes with the equations for t i to form a system of linear equations. A solution to this system of equations indicates that it is possible to embed the subsequent k test cubes using all the free-variables introduced until then. Based on this solution, an assignment of values is done to only the free-variables that occur in the equations for t i . The values assigned to these free-variables are then used to update the equations for the subsequent k test cubes as well as the state of the LFSR. Thus the assignment of values to the free-variables occurring in t i is done in a manner that helps to solve for the next k test cubes.
The concept behind this can be shown with a simple example. Let a and b be two freevariables occurring in the equations for test cube t i , and {01,10} be two possible assignments to these variables. For a lookahead of 0, either of these two assignments can be used. But if a lookahead greater than 0 is used, it is possible that assigning 01 to the variables might help to embed test cube t i+1 earlier than would have been possible by using the assignment 10. This degree of freedom is utilized by concatenating and solving together the equations of t i and t i+1 . This ensures that the variables in t i are assigned values which also help to solve the equations of t i+1 and thus guide the LFSR towards generating t i+1 earlier than would have been possible with a lookahead of 0.
Experimental Results
Experiments were performed on the largest ISCAS 89 benchmark circuits. Given different values of n (the number of bits that are used per vector), the proposed hybrid BIST scheme was used to embed test cubes in a pseudo-random sequence to detect all non-redundant faults. The resulting test length and tester storage requirements are graphed in Fig. 5 in a log-log plot. A lookahead of 0 was used in generating these results. As can be seen, the proposed scheme provides a tradeoff between test length and tester storage requirements. As the test length increases, the tester storage requirements are reduced. As n is increased, the test length reduces towards that of conventional external deterministic testing. As n is decreased, the tester storage requirements drop and if the test length were made long enough to detect all faults, the tester storage requirements would go to zero as in conventional stand-alone BIST. A designer can determine what test length is desired and use the proposed scheme to minimize the tester storage requirements for that test length. This is achieved with very little hardware overhead beyond what is needed for a STUMPS architecture. Table 1 shows results for the proposed scheme for different values of lookahead. The number of scan elements is shown for each circuit. The next column shows the different number of bits per vector (n) that are used for each circuit. If n is less than 1, it indicates that a single bit is received from the tester every (1/n) test vectors. Thus the value n=0.25 means that at the beginning of every fourth test vector, a single bit from the tester is XORed with the contents of the LFSR. For each circuit, results are shown for three different values of n using a lookahead of 0, 1, and 4. For each combination of n and the lookahead factor, the test length (L) required to embed the top-up cubes is shown, followed by the amount of data that needs to be stored on the tester. As can be seen, using a lookahead of 1 and 4 did reduce the storage requirements for some of the circuits, though not significantly. Table 2 shows a comparison of four different techniques. The first is simply using normal pseudo-random BIST to apply 10,000 pseudo-random patterns followed by top-up vectors (to detect the remaining undetected faults). The number shown is the storage requirements for the deterministic top-up vectors. The second and third are the results for RESPIN which were taken directly from [3] and [4] . In [3] , no special ATPG is used, however, in [4] , a special ATPG tailored for RESPIN is used. Note that the test length and test storage for RESPIN are the same. Lastly, results are shown for the proposed scheme with a lookahead of 0. For each value of n, the test length (L) required to embed the top-up cubes is shown, followed by the amount of data that needs to be stored on the tester. Lastly, the percentage compression that is achieved using the proposed scheme compared with normal pseudo-random BIST followed by top-up vectors is shown. As can be seen, the storage required for the proposed scheme is less than the storage required for the basic RESPIN architecture in [3] for all the cases. When compared with the RESPIN plus tailored ATPG technique in [4] , the proposed scheme shows better results for some of the circuits. One of the advantages of RESPIN is that it facilitates the use of a tailored ATPG, however, the runtime for that ATPG can be longer than that of conventional ATPG. The results for the proposed scheme were for using conventional ATPG.
Conclusions
The proposed hybrid BIST scheme provides a range of options in the continuum between external testing and stand-alone BIST for the designer to choose from. Based on tester storage requirements and the desired test length, the designer can select the one that best fits the particular test environment. The proposed scheme can also be used to implement conventional stand-alone BIST by storing the deterministic data in an on-chip ROM instead of on the tester.
