Introduction
The need to effectively integrate decision making together with the knowledge representation tasks and inference procedures that model an expert's thought process has provoked recent research efforts to integrate decision support systems (DSS) with knowledge-based expert systems (Steinke and Nickolette, 2003; Wang, 2001; Eom, 1999; Nord and Nord, 1997) . Various forms of this integration have been examined and a variety of systems architectures have been proposed (see for example Metaxiotis et al., 2002 , Prasad, 2000 Balachandra, 2000; Walker, 2000; Beckett et al., 2000; Portougal and Janczewski, 1998; El-Najdawi and Stylianou, 1993; Armstrong and Collpoy, 1993; Assimakopoulos et al., 1993; Fildes and Beard, 1992; Gottinger and Weinmann, 1992; Edwards, 1992; King, 1990; Turban, 1990; Lin and Hatcher, 1989; Rockart and De Long, 1988; Turban and Watkins, 1986) . Moreover, based on broad classification of current types of information systems, Mentzas (1994a) identified some of the essential features for intelligent decision-making support. Among them, issues related to interpretation, reasoning, and learning seem to be the most crucial for enhancing the mission-critical elements of corporate decision making; see e.g. Mentzas (1994b) for an illustration of these features in the production management environment.
Business forecasting seems to be an area in which such an integration of decision support with intelligent features could generate critical advantages for corporate users (see for example Fliedner, 2001; Flores and Pearce, 2000; Adya et al., 2000; Spedding and Chan, 2000; Aiken, 1999; Lemos and Porto, 1998; Liu and Ridway, 1995; Sanders, 1995; Brownlie, 1992; Collopy and Armstrong, 1992; Assimakopoulos and Konida, 1992; De Lurgio and Blame, 1991) . Assimakopoulos and Konida (1992) , based on the fact that the forecasting process in a complex decision-making task, in which the manager can benefit significantly from assistance in the identification of available data and scientific resources, as well as from access to domain knowledge and forecasting expertise, argue that forecasting constitutes an area rich in potential for the development of knowledge-based techniques.
On the other hand, it has been argued that while the forecasting practitioner is reliably assisted by existing software in the selection of appropriate model specifications, there remain a number of topics where he/she is left largely to his/her own devices, expertise and judgment (Tashman and Leach, 1991) .
The work of forecasters would be greatly enhanced if the computer-based systems available to them were able to provide intelligent assistance in: establishing a systematic and methodical approach to the forecasting process; comprehending the effects of past actions/events and their consequences on causing changes on established patterns or relationships; filtering the historical data for various types of anomalies; and judgmentally adjusting forecasts, by embodying knowledge from historical experience and similar cases.
The present paper presents the architecture for a computer-based system that attempts to cover the above requirements, the theta intelligent forecasting information system (TIFIS). Besides the traditional components of a decision-support system (i.e. database, dialogue management systems) the architecture includes four elements that try
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to model the expertise required: a process expert, a data expert, a judgment expert and the theta expert an expert module that exploits the theta model as presented by Nikolopoulos (1999, 2000) , a model that performed particularly well in the M3-Competition (Makridakis and Hibon, 2000) . The paper is structured as follows. The next section gives in brief the managerial implications of forecasting while in section an extended survey of business forecasting software is presented. In section 4 the proposed system is discussed in detail. The fifth section presents the evaluation of the system. The final section outlines the conclusions of the present work and gives directions for further research.
Forecasting: industrial and managerial implications
Forecasting is one of the crucial factors so as to improve the performance of various industrial and managerial operations; it is important to firms because it can help ensure the effective use of resources (Klassen and Flores, 2001; Makridakis et al., 1998; Waddell and Sohal, 1994; Newbold and Bos, 1994) . Nowadays, companies are in need of new forecast procedures, which will put them in a position of producing more accurate forecasts. Poor forecasts lead to inefficient capital management. In particular, the opportunities created by the use of a new but more accurate forecasting method are plenty and at the same time substantial for improving the functionality of the company (Zhao et al., 2002; Wacker and Sprague, 1998) .
More accurate forecasting on the company's monthly sales will ensure better stock policy, more efficient warehouse management, better product distribution to the company's branches and finally, minimization of the company's risk in covering the market demands. Planning orders, requires precision so as to reduce the declinations from the final sales; accurate forecasts in ordering ensure cash management and cash flow optimization. Finally better sales' forecast ensures better exchange policy for the transactions between the company and its clients.
It is clear that managers can improve resource planning by understanding the limitations of forecasts. According to Wacker et al. (2002) , these limitations are exemplified through several strategic forecasting paradoxes that managers should recognize. The paradoxes suggested by Wacker et al. (2002) (Lines, 1996) .
Business forecasting software
Seven large categories can be identified for business forecasting software (Nikolopoulos, 2002) : 1 Commercial business forecasting packages.
In the market today there is a great variety of specialized business forecasting packages. Their abilities and functionalities vary according to their price ($150-150,000) . In the recent years several surveys have pointed out the pros and cons of such software (Yurkiewicz, 2000; Ku È sters and Bell, 1999 Minitab, SAS, SPSS, S-Plus (Makridakis et. al., 1998, pp. 578-9 Five academic forecasting information systems are widely referenced in the international bibliography: Flores/Pearce (Flores and Pearce, 2000; Vokurka et al., 1996) , RBF (Adya et al., 2001; Adya, 2000; Adya et al., 2000; Collopy and Armstrong, 1992) , AAM, (Melard and Pasteels, 2000) , AutomatANN (Balkin and Ord, 2000) , ARARMA (Meade, 2000) . All these systems have participated in the M3-forecasting competition and produced promising results (Makridakis and Hibon, 2000 ) 7 e-Forecasting. We define e-forecasting as`t he ability of making forecasts by distance using the Internet''. e-Forecasting stands for the most promising evolution of business forecasting software. A survey (Nikolopoulos, 2002 ) that took place recently indicated that there is very little research in the field of e-forecasting and there are not many forecasting services on the Internet. The survey was made under the basic assumption that a user wants and needs to have forecasts for his data over the Internet only by using a Web browser.
In this survey, the existing sites were categorized into five categories: 1 online forecasting services; 2 forecasting software packages; 3 offline forecasting services; 4 sites that provide forecasting over specific data; and 5 sites that provide forecasts over specific data.
The main drawbacks against the adoption of the existing business forecasting software are the following (Nikolopoulos, 2002) :
The majority of business forecasting software reminds mini statistical packages, far from the business logic required by managers and marketers. The majority of business forecasting software demand users with advanced forecasting and mathematical background.
Only a few packages present full automation or an expert method (a method that delivers automatically forecasts according to the specific time series data and relevant knowledge).
The most advanced of these systems are very expensive. Only a few of these systems provide the ability for abetted judgmental adjustments or multiple scenarios.
TIFIS: theta intelligent forecasting information system
In this section, TIFIS is presented, a forecasting information system that successfully copes with the most of the drawbacks referred in the previous section.
The architecture
Based on a former architecture described by Assimakopoulos and Mentzas (1994) and the forecasting procedure adopted by Armstrong (2001) in his recent outstanding work Principles of Forecasting, we propose an architecture for the TIFIS that makes use of the potential of knowledge-based techniques and exploits the theta model engine. The knowledge-based part of the system incorporates knowledge about``procedures'' rather than domain-specific knowledge.
Besides the traditional components of a decision-support system (i.e. database management system (DBMS) and dialogue management system (user interface)) the proposed architecture includes four components ( Figure 1 ): the process, data, theta and judgment experts. In Figure 1 we also see the data and judgment bases, where the quantitative and the judgmental data are stored.
The heart of the architecture is the process expert, representing the whole problem and controlling the other experts modules. In other words, the process epxert is the omniscient component about the state of the whole system and contains the problem-solving scheme. The data expert has direct access to the DBMS and enhances its function by providing an interactive searching mechanism. Data expert also performs several operations on the data such as differentiation, mathematical transformation, etc.
The basic steps that incrementally lead to the solution of the problem at hand may be through as a predefined algorithmic process,`s tored'' in the process expert's inference engine. The functions of the expert Components are described below: 
Novel aspects of the proposed system
TIFIS is a fully automated, managerial-oriented system. The problemsolving scheme adopted presents some fundamental advantages, making TIFIS pretty attractive relatively to the competition. In detail: Automation. Fully automated simulation of the forecasting process (exactly as if executed by an expert) ARBA. Automated rule based adjustments for the identification and repair of time series anomalies such as outliers (OTL), level shifts (LS), changes in basic trend (CBT), unusual last observations (ULO) (Adya et al., 2001) . As a result a filtered time series is prepared and the extrapolation models can more easily fit to the historical data. Theta model. TIFIS exploits the forecasting engine of the theta model, one of the top performers in the M3 forecasting competition (Makridakis et al., 2000) . Theta model was presented by Assimakopoulos and Nikolopoulos (1999, 2000) and performs particularly well for monthly series and for microeconomic data.
AJA. Abetted judgmental adjustments: TIFIS provides a framework of judgmental adjustment procedures (Lee et al., 1998) helping the user to introduce properly his/her domain knowledge in the forecasting process.
The problem-solving scheme
The problem-solving scheme is described in detail in Figure 2 . The steps described in Figure 2 are analyzed in the next section.
Step 5 from Figure 2 ,``Data judgmental adjustment: remove impact of judgmental instances'' is further analyzed in Figure 3 .
Step 13 from Figure 2 ,``Forecasts judgmental adjustment: additive adjustment for expected judgmental occurrences, automated or user defined'' is further analyzed in Figure 4 .
Steps of the forecasting procedure
The analysis of the steps of the forecasting process follows (in parentheses is referred the expert module that is responsible for the execution of each step): Theta expert performs tests and automated adjustments for unusual observations ± anomalies such as outliers (OTL), level shifts (LS), change in basic trend (CBT) or unusual last observation (ULO) (Adya et al., 2001) . Outliers are isolated observations that deviate substantially from the pattern in the rest of the series. Such deviations can be due to an unusual, non-recurring event or, sometimes, simply due to mistakes during data transcriptions.
Level discontinuities are defined here as permanent shifts in the level of a series. For instance, sales may abruptly increase as a result of an increase in plant capacity that was provided to meet demand.
Comparing the slope in the early part of the historical data, with that in the more recent past, identifies a change in the basic trend of a series. If there is a large difference in slopes, a change in the basic trend could be assumed to have occurred.
An unusual last observation occurs when the last data point deviates substantially from the previous pattern. The detection of this instability is important because it has a strong effect on the level and trend estimates of mast extrapolation methods. An unusual last observation can be regarded as a special case of outlier. This feature is detected using first differences. If the first difference for the last point t n , is greater than three standard deviations from first difference t n±3 , then an unusual observation exists at the last data point. An unusual last observation is replaced by the average of its original value and the forecast from regression (Adya et al., 2001 applies additive adjustment to the theta model extrapolation. Finally the user revises the adjusted forecasts so as to produce forecasts for the next step of the procedure. 14 Scenarios: step or level shift or target scenario (process expert). The user has the capability of altering the forecasts by hypothesizing a scenario for the future. He/she can choose between a:
Step scenario: an additive (positive or negative) stable shift per horizon. Level shift scenario: a shift upwards or downwards of the forecasts. Target scenario: update of the forecasts so as to sum to a certain target value (usually set by the highest level of management in a company). 
TIFIS forecasting procedure: an example
In order to make the forecasting process adopted by TIFIS crystal clear, the following real life example is presented. The time series presented in Figure There are no missing values (step 3) so basic statistic indices are calculated (mean, standard deviation, e.t.a. ± step 4).
The user is the requested (step 5), if special events have appeared in t the historical data. In this series a promotion have been done in the second quarter of 1998. A total of 10,000 were spent on TV commercials and as a result an increase of approximately 38 per cent appeared in this quarters final sales. The value for this period is adjusted according to the inserted percentage (introduction of user's specific knowledge).
The system decides that the time series presents no seasonal behavior (step 6).
The system makes ARBA checks (step 7) and finds out an outlier in the third quarter As a result after these modifications a filtered time series has been constructed (dashed line in Figure 5 ).
The user sets the forecasting horizon equal to 4 (step 10 ± one year = 4 quarters) and theta model extrapolates the filtered time series (step 11). As a result, four forecasts are prepared ( Figure 6, dotted line) .
Supposing the user has the specific domain knowledge (step 13) that the company is planning a promotion for the 3rd quarter of 2001. A total of 4,000 will be spent on TV commercials. TIFIS from a hybrid model of regression and analogies calculates an expected impact of 15 per cent and proposes a corrected forecast ( Figure 6 , circle above forecasts). The user accepts or not the proposed adjustment and saves the forecast set.
Knowledge and capability requirements
For the implementation of TIFIS architecture we must define the knowledge and capability requirements for each expert component. It is more than obvious that the process expert has a prominent role in the system's organization and thus it must possess abilities such the ones of reasoning, perceiving, communicating and acting. The other expert components should be limited reassures and perceive only a part of the entire problem, but they must as well communicate and act concurrently with each other. Consequently, the requirements for each one are separately considered and presented in the following points.
The process expert must: communicate with the user and adapt to his/her needs; know what tasks the other components can execute; be able to communicate commands to them; have a reasoning mechanism to organize the information provided by the other expert components into higher level`k nowledge chunks'' that incrementally lead to the solution of the problem; and use a global``formal language'' for communication with the other expert components
The other expert components in general must have:
be able to interpret the commands received by the process expert and perform the appropriate tasks; and communicate the results using thè`f ormal language''
The user communication characteristics of the system are achieved via the user friendly, event-driven, standard windows user interface adopted during the implementation phase. The communication between the experts is achieved, technically through the Ms Windows API messaging procedures. Each expert (object oriented software module), in its interface part, has a set of messages that is obliged to respond to (and relatively act) and a set of messages that is capable of sending to other modules.
Implementation
Initially the system was designed as an academic forecasting information system. Later, and after the success of the theta model the need for a customer-oriented application came up and as a result amore formal forecasting development procedure was imposed. TIFIS has been implemented on the basis of the architecture previously defined. As a result an object-oriented tool was more suitable for the implementation of such a software project.
Primarily and up to version 1.0, the object-based programming environment Microsoft Visual Basic 6.0 (sp4) was used. In the current phase of the evolution of the system, since advanced object oriented characteristics become essential, the fully object-oriented programming language Delphi 5.0 is adopted. The choice of an object-oriented tool was imposed by the fact that the forecasting process can easily modeled with objects (Assimakopoulos and Konida, 1992) and also by the need to upgrade the system to three-tier and N-tier architectures (Tavanidou et al., 2003) as well as the integration in ERP systems.
For the implementation of the system thè`w aterfall'' model (Pressman, 2000) , was followed. In the analysis and design phase the case tool MS Visual Modeler was used. As a DBMS was selected the MS Access 97 (up to version 1.0), while in later versions the MS SQL Server 97, due to the fast increase in the size of the time series databases (especially for retail applications). TIFIS 1.0 (as presented in the screenshots in Figures 7-9 ) is a client-server application for the MS windows environment, eventdriven that produces easily and fast, accurate forecasts, while at the same time provides the user with the capability of adjusting the data and forecasts following his expertise and judgment. The system can easily communicate with external applications (ERPs, MS Excel), that is import data and export forecasts.
The heart of the application, the graph is presented in Figure 7 , from where the user can see his data and forecasts and make all necessary adjustments (simultaneously for more than one time series ± batch forecasting).
Evaluation
The evaluation of the system has been conducted towards two directions: forecasting accuracy and end users' satisfaction.
Forecasting accuracy
The validation has been done on the M3-competion (Makridakis and Hibon, 2000) monthly data, that is 1,428 time-series from a wide range of business, industrial and financial activities. M3-Competition (sponsored by the International Journal of Forecasting) compared the accuracy of 26 different approaches used to prepare 3,003 forecasts based on historic ± strictly positive ± demand data (the largest dataset ever used). The data were selected to cover microeconomic, macroeconomic, industrial, financial and demographic activity, and included different time intervals between successive observations (yearly, quarterly, etc.). The approaches were implemented by forecasting experts from academic institutions (the Wharton School, Case Western Reserve, INSEAD, and the Imperial College, . . .) as well as from commercial fully automated forecasting packages (Forecast Pro, SmartForecasts, ForecastX, Autocast and Autobox).
Our forecasting accuracy goal was to implement a forecasting system that outperforms the theta model (the top performer in the monthly M3 data with a SMAPE of 13.85 for the 1428 time-series ( Table I) ).
Since the M3-competittion is a situation lacking domain knowledge (no detail were given for the time series under consideration except from a description) no judgmental adjustments can be implemented as described in Figures 3 and 4 .
However, there are several time-series anomalies (OTL, SOTL, LS, CBT, ULO) that should be treated via the ARBA procedures, so as to help Theta Exert produce more accurate forecasts.
TIFIS out of the 1,428 monthly time series has identified and adjusted: a total of 19 time series with LS or CBT ( Figure 8 ); a total of 148 time series with ULO ( Figure 9 ); a total of six time series with SOTL; and a total of 63 overall OTL.
These adjustments although applied only in 1/6 of the time-series (out of 1,428) resulted in a significant reduce of the SMAPE index for the 18 horizons of the M3-Competition monthly data. TIFIS presented a SMAPE of 13.58 for the 1,428 time-series.
End users
TIFIS was also evaluated as an information system from the end user's perspective. Four end users groups were used in the evaluation process lasting for over three years. 1 Students. TIFIS was primarily designed as an academic information system in the Forecasting Systems Unit, in the School of Electrical and Computer Engineering (ECE) of the National Technical university of Athens, Greece (NTUA). As a result the first target group was the students. TIFIS was used in the academic years 2000, 2001, and 2002 for the semester projects from the students (about 50 each year) of the fourth year coursè`F orecasting techniques''. The project was a mini forecasting competition among the students towards the production of accurate forecasts for 100 products. The students used TIFIS as a software forecasting tool in their study. (In the academic version of TIFIS a variety of classical forecasting models ± exponential smoothing, ARIMA, e.t.a. is also offered). The results from this evaluation phase indicated a very friendly and fast-to-learn system. 2 Academics. The next target group was members of the academia. Several users were involved in the production of experimental forecasts with TIFIS, and actually were surprised with the forecasting accuracy presented National Technical University of Athens in close cooperation with the well-known in Balkans software house Delta-Singular.
During this project, beta testers ± software engineers from the Greek Software House Delta-Singular were involved in the evaluation of the system.
Feedback indicated some problems with the response times of the system to batch forecasting with over 1,000 time series simultaneously. On the other hand once more the friendliness and the ability for use from non-expert users were surfaced. 4 Pilot users (managers, marketers) .
Delta-Singular decided for a period to distribute TIFIS along with the ERP Singular Enterprise (SEN) to a few number of pilot users ± customers (managers, marketers). The users were keen on the functionality and forecasting accuracy of the system but were troubled regarding the lack of compatibility of the UI with the ERP and the compatibility of the databases. TIFIS is not a commercial product yet, thus no evaluation results from a large sample of end users are available.
Conclusions and prospects
This study has presented the architecture, the implementation and the validation of the theta intelligent forecasting information system. The purpose of the system is to integrate decision support and expert systems technologies in the area of business ± industrial forecasting. We believe that forecasting process itself is a complicated decision-making task that involves expertise and requires judgment in order to select an appropriate forecasting model for the extrapolation and interpretation of the results. Moreover, statistical forecasts should be judgmentally adjusted in order to become reliable for critical corporate decisions to be based on them. The presented system is oriented to these goals as it provided the means for an effective management of quantitative information and the utilization of qualitative information. The Process expert module is the one that emulates the skills of an experienced forecaster and represents his/her reasoning throughout the forecasting process.
TIFIS is a fully automated, managerial-oriented forecasting information These features are the basic novel aspects of the work presented in this study and we strongly believe that they create a critical advantage for TIFIS against the competition. TIFIS application is implemented with an object-oriented approach, making feasible the extensibility of the system (Tavanidou et al., 2003) and the scalability to more complex systems (ERPs).
TIFIS evaluation process indicates sufficient results both for forecasting accuracy (TIFIS outperforms theta model in the M3-competion monthly data) and end user's perspective (friendliness, easy to use for non forecasting experts).
As far as the managerial impacts and limitations are concerned the following must be mentioned: The main advantage of the system is that it produces accurate baseline forecasts, forecasts on which managers should anchor while integrating their judgment. TIFIS supports abetted judgmental adjustments producers for the introduction of managers' domain knowledge. On the other hand TIFIS is not a panacea for forecasting. If unexpected forthcoming events arise (not expected by the user or not introduced to the system though expected) the system will present great declinations from the real data. The systems relies exclusively to the user for the introduction of the domain knowledge.
TIFIS is primarily oriented and tested for business forecasting and especially for sales, inventory, demographics and financial time series. However promising results have been presented in several studies from other industrial and economic activities .
However, there is still room for a lot of work. Future research should be concentrated on the following topics (regarding the forecasting methodology and information system):
Exploiting even more theta model engine, e.g. optimizing the model parameters per time series. Full compatibility with the popular ERP systems Development of an business forecasting e-service (SOAP, UDDI) for third-party developers via a forecasting community portal.
