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Accurate control of quantum systems requires precise measurement of the parameters that govern
the dynamics, including control fields and interactions with the environment. Parameters will drift
in time and experiments interleave protocols that perform parameter estimation with protocols
that measure the dynamics of interest. Here we specialize to a system made of qubits where the
dynamics correspond to a quantum computation. We propose setting aside some qubits, which we
call spectator qubits, to be measured periodically during the computation, to act as probes of the
changing experimental and environmental parameters. By using control strategies that minimize
the sensitivity of the qubits involved in the computation, we can acquire sufficient information from
the spectator qubits to update our estimates of the parameters and improve our control. As a result,
we can increase the length of experiment where the dynamics of the data qubits are highly reliable.
In particular, we simulate how spectator qubits can keep the error level of operations on data qubits
below a 10−4 threshold in two scenarios involving coherent errors: a classical magnetic field gradient
dynamically decoupled with sequences of two or four pi-pulses, and laser beam instability detected
via crosstalk with neighboring atoms in an ion trap.
I. INTRODUCTION
One of the key challenges in constructing a quantum
computer is keeping the error rate under an acceptable
threshold, which will be a requirement even for future
fault–tolerant quantum computation [1–7]. The optimal
control strategy for each quantum gate depends on the
parameters that characterize the underlying error chan-
nel E . There has been an increasing interest in tailoring
control strategies to the error channel, such as variability-
aware qubit allocation and movement [8], optimal quan-
tum control using randomized benchmarking [9], robust
phase estimation [10], noise-adaptive compilation [11],
and quantum error-correcting codes designed for biased
noise [12–15].
Although an initial calibration may be sufficient for
simpler devices, a fully functional quantum computer will
have to deal with the possibility of assessing changes in
the error parameters in real time. Many reduction tech-
niques have been proposed for errors that vary slowly
in time, such as composite pulses [16–27], optimal con-
trol [28–31], dynamical decoupling [32–37], and dynam-
ically corrected gates [38–40]. In this work, we analyze
the use of a subset of qubits – called spectator qubits –
to perform real-time recalibration.
Spectator qubits probe directly the sources of error
and thus do not need to interact with the data qubits,
so they can be distinguished from ancilla qubits used for
syndrome extraction [7, 41] in quantum error correction.
As long as the error channel of the spectator qubits is cor-
related to the error channel of the data qubits, it is possi-
ble to estimate E by measuring the spectators. Although
sensor networks [42], machine leaning techniques [43, 44],
and even spectator qubits [45] have been proposed to
keep track of error parameters that vary in space or time,
most of the time these techniques are not suitable for
real-time calibration because of how long it takes to ex-
tract useful information about the error parameters from
the experimental data. Here we describe the complete
feedback loop between the information extracted from
the spectator qubits and the recalibration of the control
strategy on the data qubits, estimating how this informa-
tion can positively impact the control protocol. When
the necessity for feedback is taken into account, acqui-
sition of information via the spectator qubits has to be
sufficiently fast such that the rate of errors in the data
qubit does not exceed the rate at which the parameters
are being estimated. Such feedback schemes could in
principle deal with general classes of errors, but in this
work we will limit our discussion to particularly damag-
ing coherent errors.
We illustrate the difficulty of using feedback against
coherent errors with a simple example. Consider con-
stant overrotations around the x-axis characterized by
the error parameter θ. If the error rate is the same as
the rate of acquisition of information, the estimate of θ
after N overrotations will have an imprecision propor-
tional to N−1/2. For this reason, any attempt to correct
the error with the inverse unitary will result in an extant
error that still grows with O(N1/2):
eiNθσxe−iN[θ+O(N
−1/2)]σx = eiO(N
1/2)σx . (1)
This kind of difficulty is common to coherent errors in
general, but can be contained with the help of quantum
control techniques that reduce the speed with which the
errors accumulate in the data qubits. On the other hand,
if we are only interested in keeping the error rate per
gate under a certain threshold (rather than recovering
the initial state of the qubit), and the error parameter θ
is changing in time according to a random walk, by the
time we have an estimate of θ with a precision of order
N−1/2, the error parameter will have also fluctuated by
an amount proportional to N1/2. This condition is eas-
ier to be satisfied, as θ − ϑ ∼ O(N1/2)O(N−1/2) almost
2balances. However, the exact expressions for the fidelity
might still require some proper tuning between the rate of
measurements and the rate of changes in the calibration,
if we want to keep the system under a specific threshold.
In this work, we propose that real-time calibration with
spectator qubits can in principle improve the fidelity of
any system undergoing coherent errors, as long as: (1)
the information available to the spectator qubits is suf-
ficient to keep track of the rate of change of the error
parameters; and (2) we have a quantum control method
capable of sufficiently suppressing the speed with which
the coherent errors accumulate in the data.
This work is structured as follows: in Sec. 2, we present
the theoretical framework for studying multipartite sys-
tems composed of spectator qubits and data qubits in
presence of coherent errors. Next, in Sec. 3, we pro-
pose some applications for spectator qubits and, using
the error model described in Sec. 4, we present analyti-
cal and numerical simulations of the performance of the
spectator qubits in Sec. 5.
II. THEORETICAL LIMITS
A. Conditions for recalibration
Suppose we have an initially perfectly calibrated sys-
tem, so that the coherent error parameter θ and its esti-
mate ϑ are the same. Given θ and ϑ, the qubits evolve
according to an effective error parameter φ(θ, ϑ), which
is the combined result of the error channel and whatever
procedure we use to compensate for it. When there is
perfect calibration, the effective error parameter φ(θ, θ)
is zero, and the evolution of the system is ideal. The
unitary U(φ), which is a function of the effective error
parameter, can then be used to calculate the process fi-
delity:
F (φ(θ, ϑ)) =
∣∣∣∣∣Tr
{
U †(φ(θ, θ)))U(φ(θ, ϑ))
}
Tr {I}
∣∣∣∣∣
2
, (2)
which is proportional to the average fidelity [46].
If this initially perfectly calibrated system undergoes
a change ∆θ in θ, the new value of the error parame-
ter θ′ = θ +∆θ will start causing coherent errors in the
system, unless we recalibrate it. This recalibration will
depend on the new estimate ϑ′ = θ′+ δϑ of the error pa-
rameter, whose average imprecision 〈δϑ2〉 is at least the
inverse of the quantum Fisher information fθ available
to the spectator qubits, according to the Crame´r–Rao
bound [47]:
〈
δϑ2
〉 ≥ 1
fθ
. (3)
The spectator qubits will be beneficial to the system
if the process fidelity after recalibration is greater than
in the case where we keep using the miscalibrated value
ϑ = θ′ − ∆θ. Calling φs = φ(θ′, θ′ + δϑ) the effective
error parameter when the spectator qubits are present,
and φn = φ(θ
′, θ′ − ∆θ) the effective parameter when
they are not present, the condition to be satisfied is:
〈F (φs)〉 > 〈F (φn)〉. (4)
Assuming that the fidelities for these coherent errors are
continuous up to the third derivative in the vicinity of
φ = 0, we expand the F (φ) functions as a Taylor series
around the maximum value F (0) = 1:
〈(φ2s − φ2n)F (2)(0)〉 > 〈R2(φn)〉 − 〈R2(φs)〉, (5)
where R2(φ) is two times the Lagrange remainder:
R2(φ) =
∫ φ
0
dx (x− φ)2F (3)(x), (6)
and where F (n)(x) represents the nth derivative of the
fidelity with respect to the effective error parameter:
F (n)(x) =
dnF
dφn
∣∣∣∣
φ=x
.
While the inequality (5) is a necessary condition for
the spectator qubits to be effective, it can be satisfied by
the following three sufficient conditions:
〈|φs|〉 < 〈|φn|〉, (7)
〈φ2s〉 ≫
〈∣∣∣∣ 1F (2)(0)R2(φs)
∣∣∣∣
〉
, (8)
〈φ2n〉 ≫
〈∣∣∣∣ 1F (2)(0)R2(φn)
∣∣∣∣
〉
. (9)
The first condition simply means that the norm of the
effective error parameter has to be smaller when specta-
tor qubits are present than when they are not, while the
other two guarantee that the approximation where we
can discard higher-order terms of the power expansion is
still valid. In a picture where the errors are overrotations,
the last two conditions mean that we must not lose track
of how many times the Bloch vector of the data qubit
has rotated around the Bloch sphere.
Condition (7) depends mainly on the quantum Fisher
information fθ available to the spectator qubits, as the
lowest average value of |φs| is limited by (3):
〈|φs|〉 ≥ 1√
fθ
∣∣∣∣∂φ∂ϑ
∣∣∣∣
(θ′,ϑ=θ′)
+O(〈δϑ2〉). (10)
By increasing the Fisher information available to the
spectator qubits, the lower bound on |φs| will eventu-
ally be small enough for condition (7) to be satisfied.
As for conditions (8) and (9), although they might seem
straightforward for small φ, they can become difficult to
be satisfied if we are trying to recover an initial state and
the spectator qubits have to be measured multiple times
for a good estimate of the parameters.
3B. Impossibility of initial-state recovery in the
exactly proportional case
Suppose we have a system consisting of one spectator
qubit and one data qubit, both undergoing overrotations
U(φ) = eiφH , where H is a Hamiltonian. After each
overrotation, we measure the spectator qubit, and after
N cycles we use the information acquired to undo the
overrotations in the data.
The quantum Fisher information in the end, assuming
pure states, will be [47]:
fφ = 4NTr
{
ρ
(
∂ρ
∂φ
)2}
= 4N
(〈H2〉 − 〈H〉2) . (11)
If H is a Pauli matrix, fφ will be at best 4N , limiting our
precision in the measurement of φ to something of the or-
der f
−1/2
φ ∼ (2
√
N)−1. As our precision in measuring φn
will correspond to the extant φs after the correction is
applied, we have to choose N so that (2
√
N)−1 is of the
same order or smaller than |φn|, otherwise our impreci-
sion will be too high to satisfy condition (7).
However, N overrotations also mean that the fidelity
will have been reduced considerably. If H is a Pauli ma-
trix, the process fidelity is simply cos2(Nφ). Considering
as well that φs ∼ (2
√
N)−1, the right-hand side of con-
dition (8) becomes:
∣∣∣∣ 1F (2)(0)R2(φs)
∣∣∣∣ =
∣∣∣∣∣ 14N + cos(
√
N)− 1
2N2
∣∣∣∣∣ , (12)
For large N , this becomes of the same order as φ2s ∼
(4N)−1, which does not satisfy condition (8).
C. Keeping the system under a threshold in the
exactly proportional case
If our objective is to keep the rate of errors per gate
under a certain threshold rather than to recover the ini-
tial state of the system, then the relevant measure is the
fidelity per gate, which is simply cos2(φ). However, if we
assume that the error parameters are changing accord-
ing to a random walk, then the second moment of the
effective error parameter, 〈φ2n〉, will grow linearly with
N – which is also true for 〈φ2s〉 in the interval between
recalibrations.
Assuming perfect initial calibration and random steps
of average size ∆φ, the left-hand side of condition (9) will
be:〈∣∣∣∣R2(φn)F (2)(0)
∣∣∣∣
〉
≈
∣∣∣∣∣N(∆φ)2 + cos(2
√
N∆φ)− 1
2
∣∣∣∣∣ . (13)
As the number of steps N grows, the term φ2n = N(∆φ)
2
will predominate, thus violating condition (9) by making
the right-hand side of the same order as the left-hand
side. While N ≪ (∆φ)−2 can be satisfied for a longer
period of time than the condition in the previous setting,
it will eventually break down, unless there are limits to
the random walk.
D. Error suppression in data qubits
If conditions (8) or (9) are not being satisfied, but we
have quantum control methods available that are capable
of suppressing the effective error on the data qubits by a
fraction κ, so that φ becomes κφ, we obtain a condition
that is easier to be satisfied:
〈φ2〉 ≫ κ
〈∣∣∣∣∣ 1F (2)(0)
∫ φ
0
dx (x − φ)2F (3)(κx)
∣∣∣∣∣
〉
. (14)
In this inequality, the left-hand side does not depend on
κ, while the right-hand side goes to zero when κ→ 0, as
long as F (3)(x) is a continuous function in the vicinity of
the origin. This means that for every value of φ we can
find κ small enough so that conditions (8) and (9) are
satisfied.
The suppression factor κ can be obtained by different
approaches, depending on the control strategy. We can
achieve it by linear suppression, when φ(θ, ϑ) ∼ c(θ − ϑ)
and we have control over the constant c. In this case, we
have to choose the new c to be a κ fraction of the original
value. It can also be obtained via a polynomial suppres-
sion, when φ(θ, ϑ) ∼ (θn − ϑn) and we have control over
n. In this case, we need a new power n′ that satisfies:
n′
n
θn
′−n . κ. (15)
In the applications below, a suppression from linear
(n = 1) to quadratic (n = 2) was sufficient to make
the spectator qubit scheme effective, as long as the pa-
rameter θ is small. This kind of suppression is available
in many control strategies [24, 35, 37, 39].
III. APPLICATIONS
A. Magnetic field noise
A qubit precessing around an axis in the Bloch sphere
due to some external coherent error source will behave
in a manner that is analogous to a spin-1/2 subjected to
an external classical magnetic field. Calling this exter-
nal classical field B, the error will be described by the
unitary U(t) = e−itB·σ, where we are incorporating any
constants into the magnitude of B.
If we know the direction of the classical field B, we
can achieve perfect dynamical decoupling by applying pi-
pulses in a direction nˆ that is perpendicular to B [32].
If we do not keep track of the direction of B, protection
against first-order errors can still be obtained via repe-
titions of an XYXY sequence of pi-pulses [32, 48], also
4known as XY-4 [37, 49] or modified CPMG [50]. How-
ever, if we acquire information about the direction of B
and rotate the X and Y pulses to a new plane x′y′ that
is perpendicular to B, this new tailored X′Y′-4 sequence
will not only cancel perfectly the errors caused by a static
B, but will also be robust against small changes in the
direction of the classical field.
By placing spectator qubits around the data, as de-
picted in Fig. 1(a), we can detect drifts in the direc-
tion of a magnetic field. We measure the components
of B = Bxxˆ + Byyˆ + Bzzˆ, by suppressing the unde-
sirable parts of the qubit evolution [51] via dynamical
decoupling – a process that can be extended to the spec-
troscopy of non-unitary errors as well [52] and interme-
diate situations that involve both kinds of errors [49].
To achieve this, we measure one component at a time,
applying pi-pulses in the direction that we want to mea-
sure, and preparing and measuring the spectator qubit in
two distinct bases that are not eigenvectors of the pulses
applied. Meanwhile, the data qubit must undergo a dy-
namical decoupling that suppresses the linear terms of
all the components of the magnetic field.
B. Laser beam instability
In ion trap quantum computers, the laser beams used
to drive gates, cool ions, and detect states can suffer from
common calibration issues such as beam pointing insta-
bility and intensity fluctuations [53]. Moreover, they can
cause crosstalk, the rotation of the neighboring qubits
that occurs when the laser beam overlaps with more
qubits than the one being addressed. In principle, the
amplitude and pointing instability can be probed by mea-
suring the neighbors [42], although in practice a series of
such measurements can affect other qubits in the chain,
creating an additional source of errors. If we assume
the system allows non-disruptive measurements of single
qubits, two spectators closely surrounding a data qubit
become a possible way of assessing laser beam miscali-
brations, as depicted in Fig. 1(b).
Variations in the amplitude of the laser beam change
the Rabi frequency Ω by an amount (1 − ε). Moreover,
small errors in the direction of the laser beam are re-
sponsible for underrotations. Assuming a Gaussian form
for the laser beam, a small pointing displacement of δ
results in a quadratic change in the amplitude Ω of the
laser beam affecting the data qubit:
Ω (1− ε) e−δ2 ≈ Ω (1− ε) (1− δ2) . (16)
At a distance ±x0 from the center of the Gaussian, the
spectator qubits sense a change in amplitude that is lin-
early proportional to the pointing displacement δ:
Ω (1− ε) e−(±x0−δ)2 ≈ Ω
c
(1− ε)
(
1± 2δ
√
ln c
)
, (17)
where c = ex
2
0 . This allows the spectator qubits to be
sensitive enough to estimate δ before this pointing error
B⃗1 B⃗d= (B⃗1+ B⃗2)/2 B⃗2
x0 x0
(a) Spectator qubits measuring a classical field
Ωε
δ
(b) Spectator qubits measuring laser beam instability
FIG. 1. The two spectator qubits schemes, where we assume
an equal distance x0 between spectators (red) and data qubit
(black). In (a), a classical field is assumed to vary linearly in
the position coordinate, so the field in the data (Bd) can be
estimated as the average of the field in the equidistant specta-
tors (B1 and B2). In (b), a laser beam has its ideal Gaussian
profile (dashed) changed into an actual beam (solid), which
is characterized by the error parameters δ and ε.
grows too much in the data qubit. For ε, the problem of
having linear errors both in the data and in the spectator
qubits can be overcome by applying composite pulse se-
quences such as SK1 [25]. This kind of sequence reduces
the effect of the error in the data qubit to a higher order,
while preserving the linear effect on the spectator qubits.
IV. ERROR MODEL
We performed numerical simulations of the applica-
tions above and compared the results with analytical or
semi-analytical calculations. The error parameters θ are
assumed to start at a fixed value θ0 and fluctuate in time
according to a randomwalk with unbiased Gaussian steps
of average size ∆θ, so that the probability of it having a
value θN after N steps will be:
p(Θ = θ|Θ0 = θ0) = N (θ0, N(∆θ)2; θ), (18)
where the random variable Θn gives the value of the error
parameter after n steps, and N (µ, σ2;x) is the normal
distribution with mean µ and variance σ2:
N (µ, σ2;x) = 1√
2piσ2
exp
{
− (x− µ)
2
2σ2
}
. (19)
Suppose that, given an actual value of the error param-
eter θ and an estimate ϑ, we know the expression of the
process fidelity per gate, F (θ, ϑ). Then, if the param-
eter drifts in time but our estimate is not updated, we
can use the probability distribution of the random walk
5to find the average fidelity per gate after N steps when
spectators are not recalibrating the system, Fnospec:
〈Fnospec〉 =
∫
dθ p(ΘN = θ|Θ0 = θ0)F (θ, ϑ). (20)
This expression can be analytically calculated for all the
cases above (see Appendix C).
If spectator qubits are present, the estimate ϑ is up-
dated after every cycle of M measurements. After the
kth cycle of measurements of the spectators, the next es-
timate is obtained via an estimator θ
(est)
kM that consists of
the average of the error parameter sampled at the previ-
ous M steps of the random walk:
Θ
(est)
kM =
Θ(k−1)M+1 +Θ(k−1)M+2 + . . .+ΘkM
M
, (21)
where we assume that the parameters change sufficiently
slowly so that θ has a precisely defined value during each
measurement. For this reason, the variance of the Gaus-
sian in Eq. (18) can always be rescaled so that the num-
ber of steps of the random walk matches the number of
measurements.
The probability distribution of the estimator will be a
Gaussian, as this is a random variable consisting of the
average of the Gaussian random variables ΘkM+n:
p(Θ
(est)
kM = θ
(est)
kM |ΘkM = θkM ) = N (µk, σ2k; θ(est)kM ).
Therefore, the probability distribution will be entirely
characterized by the two cumulants that can be calcu-
lated from Eq. (21), which are the mean µk:
µk = θkM +
M − 1
kM
θ0 − θkM
2
, (22)
and the variance σ2k:
σ2k =
M − 1
3
4kM − 3M − 3k + 2
4kM
(∆θ)2. (23)
Finally, the measured value θ¯ may differ from the es-
timator, according to the lower limit of the Crame´r–Rao
bound (3), by an amount that corresponds to the inverse
of the Fisher information fθ times the number of mea-
surements:
p(Θ¯ = θ¯|Θ(est)kM = θ(est)kM ) = N (θ(est)kM , (Mfθ)−1; θ¯).
Given these probability distributions for θkM , θ
(est)
kM ,
and θ¯, the average fidelity N steps after the kth spectator
cycle, which we call Fspec, can be calculated from the
average fidelity for a fixed calibration given in Eq. (20):
〈Fspec〉 =
∫
dθkM
{
p(ΘkM = θkM |Θ0 = θ0)
×
∫
dθ
(est)
kM
[
p(Θ
(est)
kM = θ
(est)
kM |ΘkM = θkM )
×
∫
dθ¯ p(Θ¯ = θ¯|Θ(est)kM = θ(est)kM )〈FN (θ0, θ¯)〉0
]}
. (24)
Using the assumption that the error parameters are
small, we solved the triple integrals analytically for ε and
δ (see Appendix D) and numerically for the magnetic field
case.
V. RESULTS
A. Magnetic field noise
In the simulation of the dynamical decoupling of a
magnetic field, we assumed the field gradient to be lin-
ear, so that measurements in two spectators are sufficient
to determine the field in the data qubit. We choose the
zˆ axis to coincide with the initial direction of the mag-
netic field. Using τ to denote the time spacing between
instantaneous pi-pulses, we choose the initial value B1
of the magnetic field in one of the spectators to satisfy
τB1 = 2·10−3 zˆ when the data qubit undergoes a 2-pulse
sequence, and τB1 = 3.8 · 10−2 zˆ when it undergoes the
tailored XY-4 sequence. The second spectator is assumed
to experience initially half of the value of this magnetic
field (B2 = B1/2).
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FIG. 2. Average process fidelity per sequence of four pi-pulses
spaced by a period τ , calculated numerically and averaged
over 1000 runs (dashed), analytically (solid for the case with-
out spectator qubits), and semi-analytically (solid for the case
with spectator qubits) when we apply (a) just pulses perpen-
dicular to the direction of the field; (b) a tailored XY-4 se-
quence where the xy-plane is chosen so that it is perpendicular
to the magnetic field. Insets show the long term behavior of
the fidelity, where the spectators stay indefinitely below the
threshold. We assume the pi-pulses to be instantaneous.
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(a) Random change  of parameter δ
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FIG. 3. Evolution in time of the average process fidelity
per gate for fluctuating parameters (a) δ; and (b) ε. Dis-
continuities in the average solution over 1000 numerical runs
(dashed) and the analytical approximate solutions (solid) rep-
resent points where there is a recalibration. Insets show ana-
lytical solutions for the longer time scales, showing the point
where the recalibrated systems cross the threshold.
Each component of the magnetic field was assumed to
perform an independent random walk, with steps of dif-
ferent size. We choose standard deviations ∆Bx/B1,x =
3%, ∆By/B1,y = 2%, ∆Bz/B1,z = 1% for each random
walk. These components are then assessed separately
and sequentially in the spectator qubits, which is done
by preparing and measuring the spectator in eigenbases
of two distinct Pauli matrices that are perpendicular to
the component of B that we want to measure. The other
components of B are decoupled by applying a sequence
of pi-pulses to the spectators between each measurement,
so that we can approximate our estimates of Bx, By, and
Bz by:
B˜x =− arcsin
( 〈0|U †(nτ)σyU(nτ) |0〉
4nτ
)
,
B˜y =arcsin
( 〈0|U †(nτ)σxU(nτ) |0〉
4nτ
)
,
B˜z =arcsin
( 〈+|U †(nτ)σyU(nτ) |+〉
4nτ
)
,
where 〈ψ|U †(nτ)σiU(nτ) |ψ〉 represents the averages of a
measurement of σi in a system prepared at a state |ψ〉 and
left to evolve for a time nτ . The number n of pi-pulses
before each measurement was chosen as 20 for specta-
tors aiding the perpendicular 2-pulse sequence, and 4 for
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FIG. 4. Numerical simulation averaged over 1000 samples
for the same situation as Fig. 3 (b), but with the SK1 turned
off, so that the effect of the error parameter ε is linear in
both spectators and data qubits. Under these circumstances,
it is never possible to keep the average error under the 10−4
threshold: either (a) we take too long to use the informa-
tion from the spectator qubits and the correlation is already
lost, or (b) we update before sufficient Fisher information is
available, causing further miscalibration of the system.
spectators whose information was used to tailor a XY-
4 sequence. After M = 700 measurement cycles, we use
the new estimate of the direction ofB to update the pairs
of perpendicular pi-pulses in Fig. 2(a), and the tailored
XY-4 pulses in Fig. 2(b). In both cases, the spectator
qubits stabilize at a level that remains indefinitely below
the threshold. We believe this is possible because the er-
ror in this setting depends mainly on the angle between
the classical field and the pulses, a parameter whose value
is not allowed to grow indefinitely.
B. Laser beam instability
For spectator qubits used to reduce the underrotation
caused by pointing instability of the laser beam, we sim-
ulate a series of σx gates applied to the data qubit and
assume the presence of either a fluctuating parameter δ
or ε. The δ parameter is assumed to start the random
walk at δ0 = 0.02 and proceed with Gaussian steps of
standard deviation ∆δ/δ0 = 5%, while the ε starts at
ε0 = 0.002 and proceeds with steps of standard devia-
tion ∆ε/ε0 = 35%. We assume an initial calibration that
allows us to estimate δ to a precision δ¯/δ0 = 99%, and ε
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FIG. 5. Heat maps of base–10 logarithm of the: (a,b) ratio of 1 − 〈F 〉 with and without spectator qubits at fixed time
N = 4000; and (c,d) ratio between the points where the 10−4 threshold is crossed, with and without spectator qubits. These
control landscapes are heat maps showing the effect of spectator qubits for different values of measurements per cycle (M) and
step size. Initial values of the error parameters and ion distance are the same as in Fig. 3, and the values of ∆ε, ∆δ, andM that
correspond to those from Fig. 3 are marked by the white circle. Blue regions represent settings where the spectators improve
either (a,b) the fidelity; or (c,d) time it stays below the 10−4 threshold. Regions above the black curve represent situations
where: (a,b) the system with spectators cross the 10−4 threshold for the process fidelity; or (c,d) where the 10−4 threshold is
crossed before there has been time to complete the first spectator cycle. Spectator qubits perform worse (red areas) when very
few measurements are performed before updating (left extremity of the graphs), or when the rate of change is so small that not
recalibrating is a better strategy, as in the bottom of (a) and (b). Discontinuities along the x-axis in (a) and (b) correspond
to situations where the end of a spectator cycle occurs at the point N = 4000, and are analogous to the discontinuities seen in
Fig. 3.
to a precision ε¯/ε0 = 75%.
The δ errors naturally cause a greater effect in the
spectators than in the data, as can be seen from Eqs.
(16) and (17), where the difference is between a linear
and a quadratic dependence. After four σx gates, we
measure the spectator qubits, which we assume to be at
a distance x0 = (ln 12)
1/2 from the data (x20 is measured
in units of twice the variance). To maximize the Fisher
information for uncorrelated probes, the two spectator
qubits are prepared and measured in an eigenstate of σz.
The averages 〈σz〉1, 〈σz〉2 of the M measurement results
in spectator qubits 1 and 2 are then used to estimate δ
according to:
δ¯ =
1
2x0
arccos(〈σz〉1)− arccos(〈σz〉2)
arccos(〈σz〉1) + arccos(〈σz〉2)
,
which follows from Eq. (17). As only δ2 affects the data,
the sign of our estimate of δ is irrelevant. After M = 400
repeated measurements, we build sufficient confidence in
our estimate δ¯ so that, for future gates, we adjust the
Rabi frequency to Ω/(1−δ¯2) to compensate for the point-
ing instability.
As the parameter ε is linear in all qubits, we apply
an SK1 composite pulse sequence [18] to slow down the
8error accumulation in the data qubit. Measurements on
the spectator qubits – assumed to be at a distance x0 =
(ln 1.8)1/2 from the data (where x20 is measured in units of
twice the variance) – are performed after each regular σx
gate is applied, but before the application of the second
and third pulses of the SK1 sequence. The value of ε is
then estimated from the measurement results of 〈σz〉1,
〈σz〉2:
ε¯ = 1− ex20 arccos(〈σz〉1) + arccos(〈σz〉2)
2pi/(1− ε˜) ,
where ε˜ is the previous estimate of ε. After M = 1000
measurements, we update the Rabi frequency to Ω/(1−ε¯)
to compensate for the errors.
In Fig. 3, we compare the process fidelity (2) for the
case where we maintain the initial calibration with the
case where the spectator qubits are used for recalibration.
Spectator qubits are able to keep 1 − 〈F 〉 below a 10−4
threshold after the non-recalibrated system has crossed
it. Although some codes have thresholds of the order of
1% [5, 54–56], a more strict threshold would allow fault-
tolerance using fewer resources.
The improvement in fidelity in the examples from Fig.
3 is linked to the fact that we are acquiring information
fast enough to be able to recalibrate the system before
the errors become too large. If spectator qubits and data
both were subjected to an error linearly proportional to
ε, the recalibration would not be able to keep the errors
under the same threshold for the same values of the pa-
rameters, as can be seen in Fig. 4. It is therefore crucial
to choose a measurement strategy that balances the rate
of acquisition of information and the rate with which the
errors increase. We define τnospec to be the time when
〈Fnospec〉 crosses this threshold and τspec when 〈Fspec〉
crosses the threshold. In Fig. 5, we show which com-
binations of random walk parameters and measurements
per spectator cycle M are still capable of providing an
effective recalibration mechanism.
Although we have simulated the fidelity of a single gate
(σx) due to miscalibration, it is straightforward to ex-
tend our approach to an arbitrary computation. We can
do this by interleaving cycles composed of gates that we
want to calibrate on data qubits and spectator qubit mea-
surements between gates of the algorithm.
We notice in Fig. 3 insets that even when we are using
spectator qubits, the average gate fidelity crosses over the
threshold at a later time. We believe this is because the
error parameter becomes very large as the random walk
is unbounded. This contrasts with the magnetic field
parameters, whose random walk was bounded. When
the error parameter becomes very large (ε, δ > 1), data
qubit (error is quadratic) becomes more sensitive to the
error than the spectator qubits (error is linear). One
possible way to fix this is to include an external classi-
cal controller that restricts the maximum variance of the
fluctuating error parameters and prevents the crossing of
the threshold.
VI. OUTLOOK
We have shown that spectator qubits are capable of re-
calibrating an error reduction scheme for coherent errors
with a precision that is only limited by the Fisher infor-
mation available and by our capacity of slowing down the
rate with which the data qubit changes with time.
The possibilities of applications of spectator qubits are
not limited to the two coherent errors that we simu-
lated above. Protection against magnetic fields, for ex-
ample, besides being relevant to ion traps and nuclear
spin qubits, could be extended to detection and dynam-
ical decoupling of a classical external electric field E for
qubits that are instead sensitive to electric fields, such as
antimony nuclei [57].
In future full-fledged quantum computing systems,
spectator qubits would be able to keep the error rate
for a longer time below a threshold for fault-tolerance,
thus allowing for longer quantum computations. For near
and medium-term applications, however, enhancements
would be required in order to reduce the prohibitive num-
ber of measurements necessary to obtain a reliable esti-
mate of the change in the calibration. It would be par-
ticularly desirable to implement small corrections in the
calibration after fewer measurements, possibly assuming
some prior knowledge of how the calibration changes, or a
specific biased drift of the error parameters. These could
be combined with other venues for improvement, such as
using Bayesian learning protocols [44, 45] to make more
accurate previsions of future evolution of error param-
eters or to implement adaptive measurements [58, 59],
and using entangled states [60], many-body Hamiltoni-
ans [59], quantum codes [61], or optimal control [62] to
maximize the information available.
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Appendix A: Details of the linear vs. linear case
To derive Eq. (12), we take into account that the fi-
delity F (φ) = cos2(Nφ) has the following second and
third derivatives:
F (2)(φ) =− 2N2 cos(2Nφ),
F (3)(φ) =4N3 sin(2Nφ).
Replacing these expressions on the right-hand side of
9condition (8), we find:
∣∣∣∣ 1F (2)(0)R2(φs)
∣∣∣∣ =
∣∣∣∣∣2N
∫ φs
0
dx (x− φs)2 sin(2Nx)
∣∣∣∣∣ ,
which becomes, after integration,∣∣∣∣ 1F (2)(0)R2(φs)
∣∣∣∣ =
∣∣∣∣φ2s + cos(2Nφs)− 12N2
∣∣∣∣ .
For large N , the term of the order of φ2s predominates.
If φ2s = (4N)
−1, this expression becomes the same as Eq.
(12). How these terms become similar as N grows can
be seen in Fig. 6.
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FIG. 6. |φ2
s
| and right-hand side (RHS) of condition (8) for
φs = (4N)
−1, as in Eq. (12). After ∼ 10 gates, the two sides
are already of the same order of magnitude, and condition (8)
is no longer satisfied.
As for Eq. (13), one just needs to set N = 1 in the
equation above and then replace φs with φn, whose av-
erage modulus is
√
N∆φ for large N .
Appendix B: Probability distribution of the
estimator
In Eq. (21), we defined a random variable Θ
(est)
kM that
was the average of the Gaussian random variables ΘkM ,
ΘkM−1, . . ., ΘkM−(M−1). The probability distribution
of this random variable will therefore also be a Gaussian,
and can be fully characterized by its first two cumulants,
µk and σ
2
k. To find these two, we just need the means,
variances and covariances of the individual Gaussian ran-
dom variables Θk, as can be seen from the following:
µk =
1
M
M−1∑
n=0
〈ΘkM−n〉,
σ2k =
1
M2
M−1∑
n,q=0
[〈ΘkM−nΘkM−q〉 − 〈ΘkM−n〉〈ΘkM−q〉] .
Therefore, we just need the probability distribution for
the individual positions in the random walk. As long as
space is isotropic, the conditional probability distribution
for ΘkM−n will be proportional to the product of two
random walks starting at Θ0 = θ0 and Θ the extremities
and ending at θkM−n:
p(ΘkM−n = θkM−n|Θ0 = θ0,ΘkM = θkM )
∝ p(ΘkM−n = θkM−n|Θ0 = θ0)p(Θn = θn|Θ0 = θkM ).
After normalization, we find a Gaussian distribution of
the form given by Eq. (19):
p(ΘkM−n = θkM−n|Θ0 = θ0,ΘkM = θkM )
= N
(
θkM−n; θkM + n
θ0 − θkM
kM
,
n(kM − n)
kM
(∆θ)2
)
.
The mean of the estimator Θ
(est)
kM can then be found from
the average of the random variables ΘkM−n:
µk =
1
M
M−1∑
n=0
(
θkM + n
θ0 − θkM
kM
)
,
which trivially yields Eq. (22).
To find σ2k, we will also need the covariances between
any two random variables ΘkM−n and ΘkM−q , which can
be found from the correlation function ρ:
〈ΘkM−nΘkM−q〉 − 〈ΘkM−n〉〈ΘkM−q〉
=
√
n(kM − n)
kM
√
q(kM − q)
kM
(∆θ)2ρ.
The correlation function can be found from the coeffi-
cients that multiply the quadratic terms in the exponents
of the joint Gaussian distribution:
p(ΘkM−n = θkM−n|Θ0 = θ0)p(Θq = θkM |Θ0 = θkM−q)
× p(Θn−q = θkM−q |Θ0 = θkM−n)
∝ exp
{
− kM
(1− ρ2)n(kM − n)
θ2kM−n
2(∆θ)2
}
× exp
{
− kM
(1− ρ2)q(kM − q)
θ2kM−q
2(∆θ)2
}
,
where we assumed n ≥ q, without loss of generality.
Comparing with the known probability distributions
for the random walk, we find:
ρ2 = 1− kM(n− q)
n(kM − q) =
q(kM − n)
n(kM − q) .
Then, we find a simple expression for the covariance of
the individual random variables, which can be translated
into the variance of the estimator:
σ2k =
1
M2
M−1∑
n=0
[
n(kM − n)
kM
+ 2
n−1∑
q=0
q(kM − n)
kM
]
(∆θ)2.
Using Faulhaber’s formulas to calculate
∑
n2 and
∑
n3,
it is straightforward to recover the result from Eq. (23).
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Appendix C: Analytical expressions for the fidelity
without spectator qubits
1. Pairs of perpendicular pulses
A sequence of four pulses in the direction eˆx spaced by
time intervals τ , while a system undergoes a rotation by
a classical magnetic field B, will result in the following
process fidelity:
F =
1
4
∣∣∣Tr{[e−iB·στ (eˆx · σ)]4}∣∣∣2 .
The average of this fidelity can then be written in terms
of components that are parallel (B‖), and perpendicular
(B⊥) to eˆx:
〈Fnospec〉 = 1− 16〈B2‖〉τ2 +
16
3
〈B2‖B2〉τ4 + 16〈B4‖〉τ4
+O(B6τ6).
The extant sum of averages of components of B are re-
placed by the appropriate moments of the random walks
of Bx, By, and By, which correspond to Gaussians cen-
tered in the initial value of B and with standard devia-
tions that grow with
√
N . eˆx is chosen to be proportional
to the cross product of the current estimate of the mag-
netic field, B˜ and some random vector, being therefore:
eˆx =
3
2B˜
(√
1− u2 sinφB˜z − uB˜y
)
xˆ
+
3
2B˜
(
uB˜x −
√
1− u2 cosφB˜z
)
yˆ
+
3
2B˜
(√
1− u2 cosφB˜y −
√
1− u2 sinφB˜x
)
zˆ,
where u and φ are sampled uniformly from intervals
[−1, 1] and [0, 2pi], respectively.
2. Tailored XY-4 dynamical decoupling
Given alternated pulses in the eˆx and eˆy directions,
the average process fidelity of a qubit under a classical
field Bˆ will be, after a sequence of four pulses spaced by
a time τ ;
F =
∣∣∣∣1− 8(eˆx ·B)2(eˆy ·B)2 sin4(Bτ)B4
∣∣∣∣
2
.
The unit vectors eˆx and eˆy are chosen to be perpendicu-
lar to each other and the current estimate of the magnetic
field, B˜. The vector eˆx is proportional to the cross prod-
uct between B˜ and some random unit vector nˆ, while yˆ
is proportional to the cross product between B˜ and eˆx,
so that average the process fidelity will be:
〈Fnospec〉 = 1− 2
〈∥∥∥∥B− 1B˜2 B˜(B · B˜)
∥∥∥∥
4
〉
τ4 +O(B6τ6).
The extant moments of B are then replaced as in the
case of perpendicular pulses.
3. Pointing instability
The process fidelity of an X gate affected by a pointing
instability δ, when we estimate this parameter to be δ¯, is
given by the exact expression:
F =
∣∣∣∣Tr
{
exp
{
−ipi
2
(
1− δ2
1− δ¯2 − 1
)
σx
}}∣∣∣∣
2
=
1
2
+
1
2
cos
(
pi
δ¯2 − δ2
1− δ¯2
)
.
Multiplying by the probability distribution and integrat-
ing, we find the following expression for the average pro-
cess fidelity:
〈Fnospec〉 = 1
2
+
1
2
√
1− δ¯2
1− δ¯2 + 2iN(∆δ)2pi
× Re
{
exp
{ −iδ20pi
1− δ¯2 + 2iN(∆δ)2pi +
iδ¯2pi
1− δ¯2
}}
.
and where δ0 is the initial value, and the ∆δ is the stan-
dard deviation of the Gaussian steps of the random walk.
4. Amplitude instability
If we apply an X gate affected by the ε parameter via
an SK1 pulse sequence, the process fidelity will be:
F =
[
7
8
+
1
8
cos2
(
pi
ε¯− ε
1− ε¯
)]2
cos2
(
pi
2
ε¯− ε
1− ε¯
)
+
1
4
sin
(
2pi
ε¯− ε
1− ε¯
)
sin
(
pi
ε¯− ε
1− ε¯
)[
7
8
+
1
8
cos2
(
pi
ε¯− ε
1− ε¯
)]
+
1
16
sin2
(
2pi
ε¯− ε
1− ε¯
)
sin2
(
pi
2
ε¯− ε
1− ε¯
)
,
where ε¯ is the current estimate of the error parameter.
Multiplying by the probability distribution, writing all
the trigonometric functions in terms of complex expo-
nentials, and integrating, we find the following final ex-
pression:
〈Fnospec〉 = 9
211
C5− 15
210
C4−155
211
C3+
15
28
C2+
585
210
C1+
467
210
,
where the Cq are defined as the real part of a product of
exponentials:
Cq = Re
{
e−q
2Npi2(∆ε)2/(2(1−ε¯)2)e−iqpi(ε¯−ε0)/(1−ε¯)
}
.
As usual, ε0 is the initial value, and the ∆ε is the stan-
dard deviation of the Gaussian steps of the random walk.
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Appendix D: Analytical expressions for the fidelity
with spectator qubits
1. Pointing instability
We find an approximate analytical expression for the
fidelity after k spectator cycles by integrating the formula
for the fidelity given in Appendix C 3 according to Eq.
(24). To calculate the integrals, we need the Fisher in-
formation, which we find from Eq. (11) with H replaced
with the terms that multiply δ in Eq. (17):
Ωt
c
± 2
√
ln c = ±4pi
√
ln c
c
,
where we choose Ωt = 4(pi/2), which is the ideal duration
of four X gates in sequence. We then find the following
value for the Fisher information after M measurements
of two qubits:
fδ = 2M ln c
(
8pi
c
1
1− δ¯2(k−1)M
)2
≈ 2M ln c
(
8pi
c
)2
,
where we are neglecting the effect that the quadratic cor-
rection of our previous estimate δ¯(k−1)M will have in the
Fisher information. Calling:
J =
1
2kM(∆δ)2
,
K =
M − 1
2kM
,
W =1 + 2iNσ2pi,
we find the following approximate analytical expression
for small δ:
〈Fspec〉 = 1
2
+ E
√
Jeαe−δ
2
0
J
√
(J − γ)−1
× exp
{
(Jδ0 + β/2)
2
J − γ
}{
A+B
[
Jδ0 + β/2
J − γ
]
+C
[
1
2(J − γ) +
(
Jδ0 + β/2
J − γ
)2]}
+O(δ3kM ),
where in all integrals we discarded terms of higher order
than the third power of the variable being integrated.
The parameters A, B, C, E, α, β, and γ are:
A =1− iN(∆δ)
2pi
W
{
1
2z1
+
1
8(∆δ)4
1
z21
[
w1 +
w21
2σ4k
J2δ20
]}
,
B =− iN(∆δ)
2pi
W
[
f2δ
8
1
z21
w21
σ4k
(1−K)Kδ0
]
,
C =
1
2
[
w2
w1
− z2
z1
]{
1− iN(∆δ)
2pi
W
{
1
2z1
+
f2δ
8
1
z21
[
w1 +
w21
2σ4k
K2δ20
]}}
− iN(∆δ)
2pi
W
{
− z2
2z21
+
f2δ
8
1
z21
[
w21
2σ4k
(1−K)2
−2w1 z2
z1
(
1 +
w1K
2δ20
2σ4k
)
+ w2
(
1 +
w1
σ4k
K2δ20
)]}
,
E =
f2δ
4σ¯
√
w1
Wz1
,
α =
(
w1
4σ4k
− 1
2σ2k
)
K2δ20 ,
β =2
(
w1
4σ4k
− 1
2σ2k
)
(1−K)Kδ0,
γ =− ipi
Z
+
(
w1
4σ4k
− 1
2σ2k
)
(1−K)2 + w2
4σ2k
K2δ20 ,
where σ2k is the variance of the estimator given in Eq.
(23), and we defined the complex numbers w1, w2, z1,
and z2 as:
w1 =
4σ2kz1
2z1 + 2z1σ2kf
2
δ − f4δ
,
w2 =
4σ4kf
4
δ z2
(2z1 + 2z1σ2kf
2
δ − σ2kf4δ )2
,
and:
z = z1 + z2δ
2
kM =
(
f2δ
2
− ipi
)
+
(
ipi
W 2
)
δ2kM .
2. Amplitude instability
For the case of ε errors, we follow the same procedure,
so that the Fisher information for two qubits after M
measurements is obtained using Eqs. (11) and (17), and
assuming a single X gate (Ωt = pi/2):
fε = 2M
(
pi
c
1
1− ε¯(k−1)M
)2
≈ 2M
(
pi
c
1
1− ε¯kM
)2
.
Here, ε¯(k−1)M is the estimate of the error parameter in
the previous cycle. For purposes of calculating the Fisher
information, we assume that the estimate is not very dif-
ferent from the value in the current cycle, ε¯kM .
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To integrate the expression derived in Appendix C 4
according to Eq. (24), we can notice that all we need
are the integrals of the Cq. Defining C
′
q as the complex
number of which Cq is the real part (Cq = Re{C′q}), we
find a solution of the form:
〈C′q〉k>0 =
eF
′
eE
′2/(4D′)√
2kMD′(∆ε)2
1√
α′
×
[
1− 1
2
β′
α′
E′
2D′
+
3
8
β2
α2
(
1
2D
+
E′2
4D′2
)]
+O(ε3kM ),
where, once again, we discard terms in the integrand of
higher order than the third power of the variable that we
are integrating. The parameters α′, β′, D′, E′, and F ′
are defined differently from the previous appendix:
α′ =1 +
[
f−2ε − σ˜2
] [
3n(qpiσ)2 + 2iqpi
]
,
β′ =− 2iqpi [f−2ε − σ˜2] ,
D′ =
1
2kM∆ε2
−
5∑
i=1
1
di
[
ci + ai
(
e2i
d2i
− fi
di
)
− biei
di
]
,
E′ =
ε0
kM∆ε2
+
5∑
i=0
1
di
[
bi − aiei
di
]
,
F ′ =− ε
2
0
2kM∆ε2
+
5∑
i=0
ai
di
,
and the ai, bi, ci, di, ei, and fi, are:
a1 =− N
2
(qpi∆ε)2,
b1 =iqpi,
d1 =1,
c1 =e1 = f1 = 0,
and
a2 =
1
2
(f−1ε )
2
[
N(qpi∆ε)2 + iqpi
]2
,
b2 =(f
−1
ε )
2
[
N(qpi∆ε)2 + iqpi
]
(−iqpi),
c2 =
(−iqpi)2
2
(f−1ε )
2,
d2 =1 + (f
−1
ε )
2
[
3N(qpi∆ε)2 + 2iqpi
]
,
e2 =− 2iqpi(f−1ε )2,
f2 =0,
and
a3 =
1
2
(Kε0)
2 [
3N(qpi∆ε)2 + 2iqpi
]
,
b3 =(Kε0) (1−K)
[
3N(qpi∆ε)2 + 2iqpi
]
+
1
2
(Kε0)
2
(−2iqpi),
c3 =
1
2
(1−K)2 [3N(qpi∆ε)2 + 2iqpi]
+ (Kε0) (1−K) (−2iqpi),
d3 =1+
[
(f−1ε )
2 − σ2k
] [
3N(qpi∆ε)2 + 2iqpi
]
,
e3 =− 2iqpi
[
(f−1ε )
2 − σ2k
]
,
f3 =0,
and
a4 =− 1
2
(Kε0)
[
N(qpi∆ε)2 + iqpi
]
,
b4 =− (1−K)
[
N(qpi∆ε)2 + iqpi
]− (Kε0) (−iqpi),
c4 =− (1−K) (−iqpi),
d4 =1 +
[
(f−1ε )
2 − σ2k
] [
3N(qpi∆ε)2 + 2iqpi
]
,
e4 =− 2iqpi
[
(f−1ε )
2 − σ2k
]
,
f4 =0,
and
a5 =
σ2k
2
[
N(qpi∆ε)2 + iqpi
]2
,
b5 =σ
2
k
[
N(qpi∆ε)2 + iqpi
]
(−iqpi),
c5 =
σ2k
2
(−iqpi)2,
d5 =
[
1 +
[
(f−1ε )
2 − σ2k
] [
3N(qpi∆ε)2 + 2iqpi
]]
× [1 + [(f−1ε )2] [3N(qpi∆ε)2 + 2iqpi]] ,
e5 =
[
1 +
[
(f−1ε )
2 − σ2k
] [
3N(qpi∆ε)2
+2iqpi]] (f−1ε )
2(−2iqpi)
+
[
1 + (f−1ε )
2
[
3N(qpi∆ε)2
+2iqpi]]
[
(f−1ε )
2 − σ2k
]
(−2iqpi),
f5 =(f
−1
ε )
2
[
(f−1ε )
2 − σ2k
]
(−2iqpi)2.
In these expressions, the parameter K is defined as in
Appendix D 1, and σ2k is given in Eq. (23).
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