In this paper we study the problem of computing approximate vertex covers of a graph on the basis of partial information in the distributed decision-making model proposed by Deng and Papadimitriou 1]. In particular, we show an optimal algorithm whose competitive ratio is equal to p, where p is the number of processors.
Introduction
The minimum vertex cover (MVC) problem consists of nding, given a graph G, a minimum cardinality set of nodes V 0 such that, for any edge (u; v), either u 2 V 0 or v 2 V 0 . This is a well-studied problem which appeared in the rst list of NP-complete problems presented by Karp 4] . A straightforward approximation algorithm, based on the idea of a maximal matching, was successively developed by Gavril (according to 2]) with a performance ratio no greater than 2. Several other approximation algorithms are presented in the lecture notes of Motwani 5] . In this paper we analyse the complexity of nding approximate solutions for the MVC problem in the framework of distributed decision-making with incomplete information 1,3,6{8]. In particular, we assume that the vertex cover is chosen by independent processors, each knowing only a part of the graph and acting in isolation. More speci cally, we assume that the adjacency list of each node of the graph is known by only one processor which has to decide whether the node should belong to the vertex cover. We then want to develop distributed algorithms that always produce feasible solutions (that is, vertex covers) and achieve, in the worst case, a reasonable competitive ratio (that is, the ratio of the cardinality of the solution computed by the algorithm to the optimum cardinality should be as small as possible). In this paper, we show that a simple double-matching algorithm which essentially performs Gavril's algorithm rst on the \bridge" edges and then on the \inner" edges achieves a competitive ratio equal to p where p is the number of processors. We also show, by means of a quite involved counting technique, that this algorithm is optimal, that is, no distributed algorithm can achieve a ratio smaller than p. These results t into a more general context in which an optimization problem has to be solved in a distributed fashion and neither a centralized control nor a complete information are available (see 3] for several applications). Moreover, it has been argued that this kind of results \can be seen as part of a larger project aiming at an algorithmic theory of the value of information " 8] . Intuitively, this theory should allow to compare in terms of competitive ratios two di erent information regimes, that is, two di erent ways of distributing the input among the processors.
The Model
We consider a distributed system formed by p non-communicating processors P 1 ; : : : ; P p . Given an instance I of an optimization problem , we assume that I is encoded as a set of objects I = fw 1 ; : : : ; w n g. The instance is \distributed" among the processors according to a certain criterion, so that the processors P i receives a subset I i I and computes a partial solution S i which depends only on I i and i. A measure function u gives the value u(S 1 ; : : :; S p ; I) of the partial solutions S 1 ; : : : ; S p (without loss of generality, we assume that u is unde ned whenever S 1 ; : : :; S p do not result into a feasible solution). The competitive ratio of a problem in a p-processors sysytem, with respect to a family F is R( ; F) = min A R(A; F):
It has been argued that such a ratio is a reasonable measure of the value of the information that has been distributed to the processors according to the information regimes in F.
For any optimization problem, two approaches are interesting within such a framework:
(i) Fix a natural family of \homogenous" information regimes, usually those with fewer redundancy, and try to characterize as tightly as possible the competitive ratio (that is, the value of information with respect to such a distribution scheme). (ii) Consider several (families of) di erent information regimes and show the existence of trade-o s between redundancy and competitiveness.
In this paper we will study the MVC problem within this framework following the rst approach.
The Distributed MVC Problem
In the following we will identify a graph G = (V; E) with the set L of its adjacency lists and we will consider the family F part of information regimes In the following sections we will show that min A R(A; F part ) = p.
The upper bound
Recall that Gavril's algorithm looks for a maximal matching in the graph and then returns both the endpoints of any edge in the matching. It is easy to see that such a set of nodes is a vertex cover and that its cardinality is at most twice the cardinality of the minumum cover.
In the next theorem we will apply the same idea rst to edges \shared" by two processors and then to the remaining edges.
Theorem 1 For any p 2, a strategy A for a p-processor system exists whose competitive ratio is at most p.
Proof. Consider the strategy A = fA 1 ; : : :; A p g where algorithm A i is described in Fig. 1 , and assume that the edges are picked in any speci ed order in the for loops (e.g. in lexicographic order). Let G be an input graph and R be an information regime in F part . We denote by A (1) i (L i ) and A (2) i (L i ) the set of nodes included in C i during the rst and the second for instruction, respectively. Clearly, all edges \seen" by processor P i are covered by the set A (1) i (L i ) A (2) i (L i ) B i . Then, in order to prove that A(G;R) is a vertex cover for G it su ces to show that, for any i,
The proof is by induction on the number b of bridge edges, that is, edges whose endpoints \belong" to di erent processors (observe that each B i contains only endpoints of bridge edges). If b = 0, then the proof is trivial. Suppose that we have b + 1 bridge edges and that (u; v) is the last of these edges in the lexicographic order with u 2 V i and v 2 V j . LetL i andL j denote the adjacency lists obtained from L i and L j , respectively, by deleting the edge (u; v), moreover, let A (1) i (L i ) andB i (respectively, A (1) j (L j ) andB j ) be the sets computed by the algorithm on inputL i (respectively,L j ). By induction hypothesis,
We shall now prove that B i A (1) (the proof for B j is similar). To this aim, we distinguish the following two cases. A (1) .
(ii) u 6 2 A A (1) , otherwise v will be put into A (1) j (L j ) when considering edge (u; v) so that B i A (1) . We have thus shown that A(G;R) is a vertex cover. In order to prove that its competitive ratio is at most p, let n k = P p i=1 jA (k) i (L i )j for k = 1; 2. Clearly, an index i must exist such that jA (1) i (L i )j n 1 =p. This set A (1) i (L i ) then corresponds to a set of at least n 1 =p disjoint edges. Moreover, the set S p i=1 A (2) i (L i ) corresponds to another set of n 2 =2 disjoint edges. From (1) It also follows that the union of these two sets is still a set of disjoint edges. That is, G contains a matching of at least n 1 =p + n 2 =2 edges. Thus, any vertex cover for G must contain at least n 1 =p + n 2 =2 (n 1 + n 2 )=p nodes, that is, jA(G;R)j opt(G) n 1 + n 2 (n 1 + n 2 )=p = p:
We can conclude that the competitive ratio of A is at most p. 2 
The lower bound
In order to prove that the result of the previous section is tight, let us rst show that, for any strategy A, an information regime R 2 F part exists such that R(A; R) 2. Let K n;n i;j denote the distributed instance in which the complete bipartite graph K n;n with vertex classes U and W is distributed in the following way: V i = U, V j = W, and all other processors know nothing (recall that R(K n;n ) = L 1 ; : : : ; L p and, for any k, V k is the set if nodes whose adjacency lists are in L k ). Then, for any strategy A, either P i or P j has to choose all its nodes when running A with input K n;n i;j (otherwise, an uncovered edge exists). Without loss of generality, we can assume that P i chooses all its nodes. Let us then consider the new distributed instance in which the vertices in W are pairwise connected, thus forming a clique of order n. Clearly, P i still chooses all its nodes since its subinstance is not changed. Moreover, P j is also forced to choose at least n ? 1 of its nodes. The optimum solution then contains n nodes while the solution computed by A contains at least 2n ? 1 nodes. That is, the competitive ratio is at least 2.
In order to increase the above lower bound, we will show in the next theorem how to nd, for any strategy A, and for in nitely many n, a distributed instance G in which a processor P j knows n nodes and the other processors P i share at least (p ? 1)(n ? 1) nodes which are all connected to the n nodes of P j . Moreover, each P i with i 6 = j chooses all its nodes when running strategy A with input G. We can then modify the instance by pairwise connecting all nodes of P j . The optimum thus contains n nodes while the solution computed by A contains at least p(n?1) nodes. That is, the competitive ratio is at least p.
In order to prove the theorem, we need the following technical result.
Lemma 2 Let a 1 ; : : :; a N ; b 1 ; : : : ; b N be 2N nonnegative numbers such that, for any n, (i) 0 a n ; b n N.
(ii) If a n < n ? 1, then b k n for k = a n + 1; : : :; n ? 1. (iii) If b n < n ? 1, then a k n for k = b n + 1; : : : ; n ? 1. Proof. For any i, j, m, and n, let K m;n i;j denote the distributed instance in which the complete bipartite graph K m;n with vertex classes U and W is distributed in the following way: V i = U, V j = W, and all other processors know nothing. For any integer n, let c n i;j be the maximum m such that P i with input K m;n i;j chooses all its nodes (see Fig. 2 where the black nodes have been chosen and the white nodes may or may not have been chosen).
Observe that, for any i, j, and n, if c n i;j = m < n ? 1 then c k j;i n for k = m + 1; : : : ; n ? 1: from Lemma 2, we have that for any i, j, and N, the The distributed instance G is then de ned as a star of bipartite graphs in which processor P j knows n 0 nodes and each processor P i with i 6 = j knows c n 0 i;j nodes which are all connected to each node of P j 1 . Clearly, this graph satis es the theorem. 2
As a consequence of the above theorem, we then have the following result, which states the optimality of the upper bound shown in the previous section.
Corollary 4 R(MV C; F part ) p.
Conclusion and Open Problems
We studied the problem of computing approximate vertex covers of a graph on the basis of partial information. We showed an optimal algorithm whose competitive ratio is equal to the number of processors.
In this paper we xed a particular family of information regimes: it would be interesting to consider other families of information regimes and nd trade-o s between competitive ratio and redundancy.
The algorithm given in Sect. 3 runs in polynomial time, even if the lower bound holds for algorithms of unbounded complexity. In general, however, the competitive ratio of a problem may increase if we restrict ourselves to polynomialtime algorithms. Investigating the relationship between time complexity and competitive ratio may be an interesting direction for further research.
In particular, in the case of the minimumvertex cover problem, given full information, no polynomial time algorithm is known to achieve a better asymptotic performance ratio than 2: it would be interesting to nd a non-trivial information regime where a competitive ratio equal to 2 is achievable in polynomial time. 1 To be more precise, we should assume that, for any k, each vertex assigned to processor P k has a \name" depending on the value of k, such that no two distinct processors own two nodes with the same name. For instance, we can assume that if processor P k has n k nodes, then their identity is k; p + k; : : : ; (n k ? 1)p + k.
