We study a stabilizable mechanical system in the vicinity of an equilibrium position. This position, as a rule, is unstable, and the system is underactuated. It is assumed that faults affect the technical process and its control. We suggest a fault diagnosis technique based on estimation of Lyapunov characteristic exponents of measured variables. A model of a linear switching system is involved for the system with faults description, and a common quadratic Lyapunov function is used to evaluate the deviation of the maximum exponent with respect to the default system. A scheme of fault magnitude estimation is suggested related to the degree of this deviation. An example of a 2-degree of freedom system is presented to illustrate the procedure.
Introduction
Fault detection systems (FDS) are successfully used in many types of technical processes to improve reliability and safety (Frank, 1990 ; Isermann, 1997 Isermann, , 2005 Isermann, , 2011 Gertler, 1998; Chen and Patton, 1999; Ding, 2008) . Recently, improved methods for detecting malfunctions have been applied to numerous technical and engineering objects, such as machine tools, industrial robots, automobile power trains and many others. The using of FDS entails the benefits of good operational safety due to its key features of an early warning system and cost effectiveness, since condition-based maintenance is performed despite corrective or preventive maintenances. The main tasks of FDS are: fault detection (FD) to recognize that a fault happened, fault isolation or diagnosis (FDI) to find the location and cause of the fault, and fault estimation. Advanced FD methods are based on a mathematical process and signal models.
Model-based FD methods use residuals which indicate changes between the process and the model. One general assumption is that the residuals have changed significantly, so that detection is possible with regards to the mostly inherent stochastic element. This means that the deviation of the residual after the appearance of a fault is large enough and lasts long enough to be detected. It is usually assumed that some general features are presented here:
• parity equations -model structure and parameters are known and fit the process well;
• state estimation (state observers) -methods based on state observers are still a topic of active research. In this approach, the residual is the observation error calculated from the process measurements and the output of the reference model; • parameter estimation (small changes are detectable for slowly and fast progressing faults) -parameter estimation methods are well established and widely used in control systems, e.g., in adaptive controllers. They have also been successfully applied to a variety of fault detection problems where sufficiently accurate linear process models could be derived.
In the signal processing based FDI, some mathematical or statistical operations are performed on the measurements to extract the information about the fault (Saberi et al., 2007; Zhang, 2010) . Also FD methods based on time-and frequency-domain signal analysis without an explicit mathematical model are state of the art in process supervision. In this approach, fault indicators are derived from process measurements via limit and trend checking of the process signals and by means of various spectral analysis methods (wavelet analysis, sidebands etc.).
As well, other approaches and techniques have been employed for the last decades. Among them the geometrical approach, expert system approach, fuzzy techniques and neural networks are presented (Talebi et al., 2010; Meskin and Khorasani, 2011) .
The main objective of this work is to detect when a measurement failure has occurred, proposing a time interval of the occurrence. To do that, we consider a known failure bound but failures are not constant all along the experimental time. To deal with this problem, we suppose that failures can be collected and considered as an added disturbance, which takes values on a set of unknown (but bounded) parameters. Then, once the system is stabilized (the control law can be freely determined by the user), we use our main result to define the time interval of failure occurrence. In this scheme, we use switching theory due to possible values of failures, and Lyapunov exponents theory to determine stability. We consider that failure measurement implies instability. So, fault detection is based on the loss of stability of the controlled system.
Moreover, the control design must be able to maintain stability despite sensors faults, considered bounded. The procedure is based on linearized equations around a non-stable equilibrium point, with measurement faults. The sensor faults induce errors on the measurements, so derivation of the state variable x(t) is ∆x(t). To detect it, we split the time interval and fix the allowed maximum fault. Then, we estimate when this bound is exceeded. The multiplicative model is used: ∆x(t) = E(δ)x(t), where E(δ) is the faulty matrix. We want to estimate the time interval when a fault occurs. Then, in each time interval [t j , t j+1 ], the expression for E(δ) becomes E(δ j ) := E j (see Fig. 1 ). Consider mechanical systems described by deterministic analytical models whose dynamics are determined by Lagrange equations. We assume that a control function is presented, and the number of degrees of freedom exceeds the dimension of the vector of control generalized forces (underactuated systems). The research of such systems is of great importance for various applications, since in practice it is often necessary to reduce the number of motor elements that carry out control. For example, in astronautics the equipment of each link of the robot manipulator with an electric motor entails an increase in the weight and cost of the spacecraft as well as a decrease in the payload weight. Moreover, if control algorithms of such a robot are based on the mandatory use of all engines, the failure of one of them means the failure of the entire robot. This can be avoided by developing manipulator control laws that are effective for one or more idle engines, that is, solving corresponding control tasks with a shortage of control actions.
In addition to FD method, the paper involves two topics: a) Switched systems (Hassibi and Boyd, 1998 The aim of the paper is the design of an algorithm which allows one to detect faults in systems under study based on estimation of the maximal CLE value for the output signal of the state vector.
Preliminaries

System equations
In this paper, we deal with autonomous (time-invariant) mechanical systems defined by equations of motion in the Lagrange form. Consider the general coordinates q = [q 1 , . . . , q n 1 ] T , and the control input u(t) = [u 1 (t), . . . , u m 1 (t), . . . , u n 1 (t)] T with u s ≡ 0 for 1 s m 1 < n 1 . Then, the nonlinear system is obtained from
where K, Π are the kinetic and potential energies of the system, Q s represent the generalized non-potential forces, and u s (t) are controls. We assume that all coordinates q s are positional (noncyclic) 1 and system (2.1) with u(t) ≡ 0 has an unstable equilibrium
which is stabilizable with an appropriate control function. Let us consider a state space model of the uncontrolled nonlinear dynamical systeṁ
where the function F is bounded on time and continuously differentiable. Also a closed-loop controlled systeṁ
is associated with (2.3), and input-output behaviour is considered for (2.4). Here u is the vector of control inputs, and the output y represents measurements. If the control function is designed to stabilize the equilibrium x = 0, then in some neighbourhood of the origin the system behaviour may be approximated by the linearized equationṡ
where
We recall that the following statements are valid (Muller, 
holds, then the equilibrium point of nonlinear system (2.4) is exponentially stabilized by the same feedback.
We suppose that equations (2.1) satisfy conditions of Theorems 2.1 and 2.2. Then using q = q − q 0 , we obtain
Here M, G 0 , H 0 are constant matrices, M is symmetric and positive definite. Since M is nonsingular, taking x(t) = [˙ q(t), q(t)] T , system (2.8) may be rewritten in the forṁ
where the matrix A 0 is an unstable square matrix of the order n = 2n 1 . We note that in some situations the use of equations (2.8) is more convenient. For instance, when system contains uncertain parameters or is of a high order, operating with matrices of half size is welcomed.
Switching systems
Besides that, we use the model of autonomous switched systems described bẏ
defined for all t 0 where x(t) ∈ R n is the state vector, u(t) ∈ R q is the control, σ(·) : R → {1, 2, . . . , N } is a piecewise constant function (usually called the switching rule), and where the matrices A σ(t) , B σ(t) are constructed by switching between a set of the constant matrices A σ(t) , B σ(t) assume the values A j , B j for an interval of time τ where τ τ ⋆ > 0, and the constant τ ⋆ is arbitrarily small and independent of j.
It is well known that if all the matrices A j are stable (have spectrum in the open left half of the complex plane) and share a common quadratic Lyapunov function (CQLF), then switched system (2.10) is globally exponentially stable (uniformly with respect to switching signals). In other words, if there exist two symmetric positive definite matrices P and −Q such that
then there exist constants α 1 and λ > 0 that solution of (2.10) satisfies
Main results
When the mechanical system is working around the equilibrium state, its behaviour can be described by a linear time invariant (LTI) model of the forṁ
Here x(t) is the state vector, u(t) is the vector of manipulated inputs (known), and f (t) is the vector of faults.
Controlled system without faults
For "ideal" faultless system f (t) ≡ 0. Suppose that (A 0 , B 0 ) is stabilizable, (C 0 , A 0 ) detectable, and we synthesize the control u(t) = K 0 x(t) that stabilizes the faultless system. We assume a state-feedback controller K 0 has a complete access to the state vector, and velocities are calculated according to q(t) change. Thus, the nominal system takes the forṁ
Fault detection as switching
We suppose now that the system presents measurement faults.
To detect faults we shall use the classical state observer scheme, i.e. the faults will be modeled as state variable changes ∆x(t). In this paper, we have limited ourselves to sensor and actuator faults. To study the behaviour of x(t) in some finite time interval [t 1 , t 1 +T ], we split this interval into small parts [t j , t j+1 ] (t j+1 − t j = h j h > 0, j = 1, N , t N +1 = t 1 + T ), and assume that E(δ) is a piecewise function, and in each interval the replacement ∆x(t) is allowed. With this, we come to the switching systeṁ
where E j = E(δ j ) is the faulty matrix in the time interval [t j , t j+1 ]. 
(ii) Let λ j be the maximum eigenvalue of the matrix (
then in the time interval (t l 1 , t l 2 ) the inequality
holds.
Note. A little bit more realistic is to affirm that its maximum CLE does not exceed λ, i.e. is equal to λ − ε, where ε > 0 characterizes the calculation error.
Proof. Consider a quadratic Lyapunov function with P = (S −1 ) T S −1 . Notice that
and this matrix does not exceed 2λ max (S −1 ) T S −1 . By (3.3), the time derivative of V is a quadratic form with matrix
The matrices E j are continuous functions of δ j , and their norms tend to zero uniformly on j as δ 0 → 0. This means that for a small enough value of δ 0 , matrix Q (3.6) is negative, and stability conditions (2.11) take place, which proves the first part of the theorem statement. Now let λ min P , λ max P be the minimum and maximum eigenvalues of the matrix P. It follows that inequality
is valid. Moreover, one can see that
, and
Taking into account inequality (3.7), we conclude that (3.5) is fulfilled. This completes the proof of the theorem.
Corollary 3.1. It should be taken into account that in the second part of the theorem, the value λ max − λ/2 does not have to be negative. As it follows from (3.8), estimation (3.7) remains valid even if δ j is big enough, and the system becomes unstable.
are real. The form of notation by equations (3.9) may be more preferable when the matrix S (which is found by programme) is bulky and S −1 is even worse, then dealing with the matrix P may generate essential computational errors. For sure, one may overcome such a problem, but this will require additional effort, for instance appropriate scaling for the eigenvectors of A. 
2-Degree of freedom system: Scheme of the fault estimation
Let the original system (without control) linearized in the neighborhood of an unstable equilibrium is associated with the matrices of second order M, G 0 , H 0 . To stabilize it, we introduce the control u(t) = [u 1 (t), 0] T , u 1 (t) = k 1 q 1 + k 2 q 2 + k 3q1 + k 4q2 and choose the appropriate values for k s (s = 1, 4) . Once we wish to stabilize the system, the desired choice gives rather a big value to |λ max | with the aim to reduce the stabilization period of time. But for our purpose (fault estimation) the rather small value for |λ max | is more suitable. This makes easier the estimation of the maximum LCE of the output solution. Now we have a nominal (asymptotically stable) system with matrices
According to the previous Section, we consider faults related to the control effort as
where δ 1 (t), δ 2 (t) are unknown piecewise functions. The first step is to find the transformation matrix S and bring the equations to form (3.3) or, most likely, (3.9) . If the system order is not very high, the corresponding analytical (due to presence uncertain parameters δ s ) calculations are rather simple.
The second step comes from the study of (3.10). It derives the negativeness of the matrix
where λ is another parameter which represents some upper bound for λ max . For a 2-DOF system, this condition determines two or three 3D-surfaces that have the second order on δ and up to the fourth order on λ. For different values of λ, they determine contour lines on δ-plane. The third step relies upon calculation of the maximum CLE value for a given time interval and is based on measurement of the output signal -the time series for components of the state vector. Then, depending of the values found, the estimation of the corresponding δ-domain is given.
Algorithm
Step 1. Construct a stabilizable control u(t) for system (2.8).
Step 2. Construct the matrix S from the Jordan normal form J = S −1 AS.
Step 3. Fix the allowed maximum fault.
Step 4. Study the negativeness of the matrix D (4.3) with regard to λ.
Step 4a. Find the time interval where the bound is exceeded.
Illustrative example
Below, we illustrate this procedure on the following example. Consider system (2.8) with
The matrix of potential forces H Π is positive definite, but the circulatory force makes the system unstable -eigenvalues are complex and two of them belong to the right half plane.
To stabilize the equilibrium, we introduce the control u 1 (t) and choose the appropriate values for k s : − Further we need to analyse the conditions of negativeness of the matrix D. For this purpose, since the matrix is of the fourth order, there is no real need to use the Schur complement. So, we use Sylvester's criterion which gives ∆ 2 > 0, ∆ 3 < 0, ∆ 4 = det Q > 0 (expressions for them are given in Appendix). The natural look of ∆ 4 = 0 is presented in Fig. 2a , and the contour lines with λ = −0.1, λ = 0 in Fig. 2b . The shape of the surface is strongly flattened, and for better performance we shall give the scene the transformation
The resulting surface is presented in Fig. 3a . As one can see in Fig. 3b , the condition det D 0 implies the fulfilment of ∆ 3 0 -another surface "envelops" the first one. The condition ∆ 2 0 is also satisfied, and the corresponding surface is much larger than the presented ones. Cross--sections of all three surfaces with the plane λ = −0.1 are shown in Fig. 4a There are several prerequisites for testing. Now suppose that the range of acceptable faults is given as |δ s | 0.002, s = 1, 2; and the task is to estimate the time interval where this threshold value is exceeded. To find the corresponding value of λ, we can use the contour lines for ∆ 4 = 0 (Fig. 5a ). The curve that has a common point with the black rectangle (and does not intersect it) is the one we are looking for, and λ ≈ −0.118. After this, we will conduct a series of tests and gather the output of the state vector. The simulating results with piecewise functions δ s , s = 1, 2 ( Fig. 5b) are presented in Fig. 6 : the sample curve to the left and the output of the state coordinate to the right. Recall that for calculation of λ max , at least four tests with linearly independent initial conditions are necessary. So, Fig. 6 presents the clipped results. Obviously, the first time interval till t ≈ 10 is not satisfactory -the decreasing of the amplitude is almost absent. The next interval (marked by snowflakes) t ∈ [12, 22] is more acceptable, and calculation of λ max gives the value ≈ −0.115 ± ε. As a result, we can conclude that in this interval faults are small enough and satisfy the given limitations. In the next interval [22, 35] , damping is also present, but the rate is insufficient λ max > −0.1. According to Section 3, this means that the values of δ s (at least one of them) exceed the threshold level. The last interval is even easierthe amplitude of the oscillation starts to increase. 
Conclusion
We have developed a scheme of fault detection for stabilizable underactuated dynamical systems. The approach is based on the estimation of the maximum Lyapunov exponent from the output of the state vector. We use the switching linear system model and the common quadratic Lyapunov function for the system under study. The theorem is given which establishes the link between the maximum CLE value of the perturbed solutions and the rate of the faults. One numerical example is given to illustrate the method.
The proposed approach seems to be a fairly simple and effective tool for identifying and estimating the errors that arise from inaccuracies in measuring the output signal and the effects of the actuator. When working with systems of second-order equations, it has certain advantages in constructing the Lyapunov function candidate (at least in comparison with the method of linear matrix inequalities), since it operates with matrices of lower orders. This allows one to reduce the time required for calculations and improve accuracy. As the subsequent objectives in the future study, the following targets can be noted:
• taking into account the influence of unknown disturbances (d-terms in equations);
• increase the accuracy of the estimation due to additional analysis of the frequency component; • weakening the restrictions on the nonlinear part of the equations of motion;
• testing the technique in laboratory experiments.
