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Abstract This paper discusses some issues arising from the category H of
hypergraphs, the category M of (undirected) multigraphs, and the topos Q
of quivers. First, the natural inclusion of M into H admits a right adjoint
functor by deleting all nontraditional edges. Dually, the operations of taking
the underlying multigraph of a quiver and taking the associated digraph of a
multigraph form an adjoint pair between M and Q.
On the other hand, neither H nor M is cartesian closed, meaning that
neither is a topos like Q. Moreover, despite M being a subcategory of H, H
does not have enough projective objects while M admits a projective cover for
every object.
Keywords quivers · hypergraphs · multigraphs · topos · projective cover ·
adjoint functor
1 Introduction
Three categories of graphs are studied in this paper: the category Q of directed
multigraphs, the category H of hypergraphs, and the category M of undirected
multigraphs. The category Q has been well-studied in [5,10,11], among oth-
ers, both as a presheaf topos and as a comma category. Changing one of the
functors in the construction of Q yields H, which has been studied previously
in [8]. Naturally, M is a full subcategory of H, and its notion of isomorphism
arises in standard references like [2,7].
However, the functor used in constructing H, and M by implication, is the
power-set functor, which is well-known to have many categorical problems as
stated in [1, Example 13.2]. These problems manifest in the structure of the
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2 Will Grilliette
categories themselves. In particular, the computation of the product in both
categories seems very artificial, and that very artificiality causes both not to
be cartesian closed. Thus, neither H nor M is a topos, let alone a presheaf
topos like Q. Interestingly, both H and M satisfy the other two axioms of a
topos from [4, Definition 5.1.3].
Moreover, H fails to have enough projective objects as edges are allowed to
have an arbitrarily large set of endpoints. However, every object of M admits
a projective cover, despite M being a full subcategory of H. Consequently, the
categories Q, M, and H are pairwise inequivalent.
Since the constructions of H andQ are so similar, there are natural functors
connecting these categories throughM. In particular, the operation U of taking
the underlying multigraph of a quiver is functorial and admits a right adjoint
functor, namely the operation of taking the associated digraph of a multigraph.
The adjointness of these operations seems to show that they are indeed natural
to graph theory, as one would expect from [2, p. 32]. In fact, the projective
cover in M is constructed by bootstrapping [12, Proposition 4.1.1] through U .
On the other hand, the natural inclusion functor from M into H admits a
right adjoint functor also, the deletion functor Del. Thus, limit processes in M
can be done by first performing the appropriate process in H and then pushing
the result through Del to eliminate any excess.
To complete the picture, the adjoints to the vertex and edge functors can
be shown to admit adjoints as well. These adjoints encode canonical examples
of graphs: isolated sets of vertices, isolated sets of edges bouquets of loops,
and complete graphs. Moreover, each construction can be abstracted to general
comma categories. Together with the adjoints of N and U , a functorial diagram
for graph theory starts to form in Figure 1.
2 Preliminaries
This section discusses some basic facts regarding comma categories, as well as
sets notation for the rest of the work. In particular, completeness properties
can be inherited from the parent categories to a comma category via continuity
of the functors used for construction. However, under similar conditions, the
natural projection functors will also admit adjoint functors in a natural way
as well.
2.1 The comma category
The basic concept of a comma category is to intertwine two categories by a pair
of functors into a common category. Full exploration of these topics in general
can be found in standard references, such as [1,3,14,16]. For the discussion at
hand, the following notation will be used.
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Definition 1 (Domain & codomain functors, [14, p. 47]) Let
A
F // C B
Goo be functors. The domain functor P : (F ↓ G) → A is
defined in the following way:
– P (A, f,B) := A,
– P (φ, ψ) := φ.
The codomain functor Q : (F ↓ G)→ B is defined dually:
– Q(A, f,B) := B,
– Q(φ, ψ) := ψ.
Under certain continuity conditions on F and G, the comma category
(F ↓ G) can inherit the completeness properties from the coordinate cate-
gories A and B as shown in [16, Theorem 3]. In particular, limits are done
componentwise, forcing continuity of the domain and codomain functors. In
regard to morphisms, pairs of monomorphisms form a monomorphism in the
comma category.
Proposition 1 (Pairs of monics) If (A, f,B)
(φ,ψ) // (A′, f ′, B′) ∈ (F ↓ G)
satisfies that φ is monic in A and ψ is monic in B, then (φ, ψ) is monic in
(F ↓ G).
The proof is routine and will be omitted, but be aware that the converse
is not true in general. A counterexample follows from [3, Examples 1.2.7.b &
1.7.7.h]. Analogously, the dual result holds for epimorphisms.
Proposition 2 (Pairs of epics) If (A, f,B)
(φ,ψ) // (A′, f ′, B′) ∈ (F ↓ G)
satisfies that φ is epic in A and ψ is epic in B, then (φ, ψ) is epic in (F ↓ G).
On the other hand, isomorphisms are precisely identified as pairs of iso-
morphisms. Again, the proof is routine and will be omitted.
Proposition 3 (Characterization of isomorphisms) A homomorphism
(A, f,B)
(φ,ψ) // (A′, f ′, B′) ∈ (F ↓ G) is an isomorphism if and only if φ is
an isomorphism in A and ψ is an isomorphism in B.
2.2 Adjonts to the domain & codomain functors
Under similar conditions to those of [16, Theorem 3], the domain and codomain
functors also admit adjoint functors.
Definition 2 (Adjoints to P and Q) Let A
F // C B
Goo be functors.
1. If B has a terminal object 1B and G is continuous, then 1C := G (1B)
is a terminal object in C. For C ∈ Ob(C), let 1C,C ∈ C (C, 1C) be the
unique morphism in C from C to 1C. Define P ?(A) :=
(
A,1F (A),C,1B
)
for
A ∈ Ob(A).
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2. If F has a right adjoint functor F ?, let θC ∈ C (FF ?(C), C) be the counit
morphism for C ∈ Ob(C). Define Q?(B) := (F ?G(B), θG(B), B) for B ∈
Ob(B).
3. If G has a left adjoint functor G, let ηC ∈ C (C,GG(C)) be the unit
morphism for C ∈ Ob(C). Define P (A) := (A, ηF (A), GF (A)) for A ∈
Ob(A).
4. If A has an initial object 0A and F is cocontinuous, then 0C := F (0A)
is an initial object in C. For C ∈ Ob(C), let 0C,C ∈ C (0C, C) be the
unique morphism in C from 0C to C. Define Q(B) :=
(
0A,0G(B),C, B
)
for
B ∈ Ob(B).
The general characterizations of these adjoints will handle multiple cases,
including both quivers and hypergraphs. As author has no knowledge of their
proof in the literature, the characterizations will be proven.
Proposition 4 (Adjoint characterizations for P and Q) Let
A
F // C B
Goo be functors.
1. Assume that B has a terminal object and that G is continuous. If
P (A′, f ′, B′)
φ // A ∈ A, there is a unique (A′, f ′, B′) φˆ // P ?(A) ∈
(F ↓ G) such that P
(
φˆ
)
= φ.
2. Assume that F has a right adjoint functor. If Q(A′, f ′, B′)
ϕ // B ∈ B,
there is a unique (A′, f ′, B′)
ϕˆ // Q?(B) ∈ (F ↓ G) such that Q (ϕˆ) = ϕ.
3. Assume that G has a left adjoint functor. If A
ψ // P (A′, f ′, B′) ∈ A,
there is a unique P (A)
ψˆ // (A′, f ′, B′) ∈ (F ↓ G) such that P
(
ψˆ
)
=
ψ.
4. Assume that A has an initial object and that F is cocontinuous. If
B
χ // Q(A′, f ′, B′) ∈ B, there is a unique Q(B) χˆ // (A′, f ′, B′) ∈
(F ↓ G) such that Q (χˆ) = χ.
Proof 1. Note that P (A′, f ′, B′) = A′, so φ ∈ A(A′, A). As 1B is terminal,
there is a unique 1B′,B ∈ B (B′,1B). Observe that G (1B′,B) ◦ f ′ and
1F (A),C ◦ F (φ) are both morphisms from F (A′) to G (1B) = 1C. As 1C
is terminal, G (1B′,B) ◦ f ′ = 1F (A),C ◦ F (φ). Thus, φˆ := (φ,1B′,B) is a
morphism in (F ↓ G) ((A′, f ′, B′) , P ?(A)) and P
(
φˆ
)
= P (φ,1B′,B) = φ.
Uniqueness follows from the universal property of 1B.
2. Note that Q(A′, f ′, B′) = B′, so ϕ ∈ B(B′, B). Then,
G(ϕ)◦f ′ ∈ C (F (A′) , G(B)). By the universal property of the right adjoint,
there is a unique A′
ζ // F ?G(B) ∈ A such that θG(B)◦F (ζ) = G(ϕ)◦f ′.
Thus, ϕˆ := (ζ, ϕ) ∈ (F ↓ G) ((A′, f ′, B′) , Q?(B)) and Q (ϕˆ) = Q (ζ, ϕ) =
ϕ. Uniqueness follows from the universal property of F ?.
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3. The proof is dual to part (2).
4. The proof is dual to part (1).
3 The Category of Quivers
This section considers the category of directed multigraphs, or quivers, con-
structed as a comma category using the squaring functor of sets. Since this
category has been well-studied in other works such as [5,10,11], the treat-
ment here will be brief, highlighting aspects that will be comparative to the
categories of hypergraphs and multigraphs ahead.
3.1 Construction
To build the category of quivers, recall the diagonal functor for the category
Set.
Definition 3 (Diagonal functor, [14, p. 62]) The diagonal functor ∆ :
Set→ Set× Set is defined in the following way:
– ∆(X) := (X,X),
– ∆(φ) := (φ, φ).
From [14, p. 87], ∆ has a right adjoint functor ∆? : Set × Set → Set
determined by the categorical product, the cartesian product. Composing these
two functors gives ∆?∆ : Set→ Set with the following action:
– ∆?∆(X) = X ×X,
– ∆?∆(φ)(x, y) = (φ(x), φ(y)).
Thus, ∆?∆ is the 2nd-power functor from [1, Example 3.20], and the conflict-
ingly named “diagonal functor” from [11, Definition 7.4.1].
As in [11, Definition 7.4.1], let Q := (idSet ↓ ∆?∆) with domain functor
E : Q→ Set and codomain functor V : Q→ Set. An object Q of Q consists
of two sets, V(Q) and E(Q), and a function Q : E(Q) → V(Q) × V(Q).
This object is precisely a “directed graph” as described in [2, p. 31]. Moreover,
since the isomorphisms in Set are precisely bijective functions in [3, Example
1.9.6.a], Proposition 3 shows that the notion of isomorphism in Q matches [2,
Exercise 1.5.3] exactly.
Alternatively, Q can be constructed via a presheaf topos on the category
0
σ
((
τ
66 1 as in [4, Definition 3.2.2]. This notion of a “directed graph” appears
in works such as [5,15], among others. The isomorphism between the presheaf
construction and the comma category construction is routine, but yields that
Q possesses all of the properties listed in [4, Definition 5.1.3] by [4, Exam-
ple 5.2.5]. As hypergraphs and multigraphs will be constructed via a comma
category, Q will be considered as a comma category as well.
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3.2 Limits & adjoints
The category Set is well known to be complete and cocomplete, and idSet
is trivially its own left adjoint and, consequently, cocontinuous. From [14, p.
87], ∆ has a left adjoint functor ∆ : Set × Set → Set determined by the
coproduct, the disjoint union. Thus, ∆?∆ has a left adjoint in the “doubling
functor” ∆∆ : Set→ Set with the following action:
– ∆∆(X) = {0, 1} ×X,
– ∆∆(φ)(n, x) = (n, φ(x)).
Thus, ∆?∆ is continuous. Therefore, Q is cocomplete and complete by [16,
Theorem 3] and its dual, respectively.
Moreover, Proposition 4 can be invoked, creating four adjoint functors.
Explicitly, V admits a right adjoint V? : Set → Q and a left adjoint V :
Set→ Q with the following actions on objects:
– V?(X) = (X ×X, idX×X , X);
– V(X) = (∅,0X×X,Set, X), where 0S,Set : ∅ → S is the empty function.
Likewise, E admits a right adjoint E? : Set→ Q and a left adjoint E : Set→
Q with the following actions on objects:
– E?(X) = (X,1X,Set, {1}), where 1S,Set : S → {(1, 1)} is the constant
function;
– E(X) =
(
X, E(X), {0, 1} ×X
)
, where
E(X) : X → ({0, 1} ×X)× ({0, 1} ×X)
by E(X)(x) = ((0, x), (1, x)).
As can be seen in simple examples, the adjoints of V and E encode the
following canonical examples: the (directed) isolated set of vertices, the com-
plete directed multigraph, the isolated set of directed edges, and the directed
bouquet of loops.
4 The Category of Hypergraphs
This section considers the category of hypergraphs, constructed as a comma
category using the power-set functor. However, this functor is well-known to
have several failings with many universal constructions, as highlighted in [1,
Example 13.2]. These failings manifest in the structure of the category. In
particular, the category is not cartesian closed and does not have enough
projectives.
4.1 Construction
To build the category of hypergraphs, recall the power-set functor for the
category Set.
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Definition 4 (Covariant power-set functor, [14, p. 13]) The (covariant)
power-set functor P : Set→ Set is defined in the following way:
– P(X) is the power set of X;
– P(φ)(A) := {φ(x) : x ∈ A}.
Let H := (idSet ↓ P) with domain functor E : H → Set and codomain
functor V : H→ Set. An object G of H consists of two sets, V (G) and E(G),
and a function G : E(G) → PV (G). The category H contains the category
H of hypergraphs defined in [8, p. 186] as a full subcategory, but H allows
for empty edges as defined in [9, §1.7] without any alteration to the existing
objects or maps. Thus, H can be considered a natural extension of H.
4.2 Adjoints
As with Q, Set is cocomplete, and idSet is its own left adjoint. Invocation
of Proposition 4 creates adjoint functors for V . Explicitly, V admits a right
adjoint V ? : Set → H and a left adjoint V  : Set → H with the following
actions on objects:
– V ?(X) =
(P(X), idP(X), X);
– V (X) =
(∅,0P(X),Set, X).
Unfortunately, as P is not continuous, Proposition 4 does not apply to E.
However, E does admit a right adjoint in the following way.
Definition 5 (Right adjoint to E) Given a set X, define the hypergraph
E?(X) by
– V E?(X) := {1},
– EE?(X) := {0, 1} ×X,
– E?(X) : EE
?(X)→ PV E?(X) by E?(X)(n, x) :=
{ ∅, n = 0,
{1}, n = 1.
Define ζX : EE
?(X)→ X by ζX(n, x) := x.
Proposition 5 (Characterization of E?) If E(G)
ξ // X ∈ Set, there
is a unique G
ξˆ // E?(X) ∈ H such that ζX ◦ E
(
ξˆ
)
= ξ.
Proof Define α : E(G)→ EE?(X) by
α(e) :=
{
(0, ξ(e)) , G(e) = ∅,
(1, ξ(e)) , G(e) 6= ∅.
Likewise, let β : V (G) → V E?(X) be the constant map to the single vertex.
Routine checks show that ξˆ := (α, β) is a hypergraph homomorphism and that
ζX ◦ E
(
ξˆ
)
= ξ.
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If G
γ // E?(X) ∈ H satisfies that ζX ◦ E (γ) = ξ, then
V (G)
V (γ) // {1} ∈ Set. Thus, V (γ) = β as a singleton set is terminal. Con-
sider e ∈ E(G). If G(e) = ∅, then(
E?(X) ◦ E (γ)
)
(e) = (P(β) ◦ G) (e) = P(β)(∅) = ∅.
Then, E (γ) (e) = (0, x) for some x ∈ X. Further,
ξ(e) = (ζX ◦ E (γ)) (e) = ζX(0, x) = x,
so E (γ) (e) = (0, ξ(e)) = α(e). If G(e) 6= ∅, then(
E?(X) ◦ E (γ)
)
(e) = (P(β) ◦ G) (e) = {1}.
Then, E (γ) (e) = (1, y) for some y ∈ X. Further,
ξ(e) = (ζX ◦ E (γ)) (e) = ζX(1, y) = y.
so E (γ) (e) = (1, ξ(e)) = α(e). Hence, E (γ) = α, meaning
γ = (E (γ) , V (γ)) = (α, β) = ξˆ.
As seen in simple examples, V  encodes the (undirected) isolated set of
vertices while V ? captures the complete hypergraph, not unlike the quiver
case. On the other hand, E? encodes both the isolated set of 0-edges and the
bouquet of 1-edges, seemingly a fusion of the left and right adjoints of E. In
comparison to E?, the adjoint E? seems very artificial. Moreover, as the next
section will show, E cannot admit a left adjoint functor analogous to E.
4.3 Limits
As Set is cocomplete and idSet is cocontinuous, H is cocomplete by [16, The-
orem 3]. Sadly, its dual does not apply as P is not continuous. However, H is
actually complete, but not the coordinate-wise sense. To prove this fact, the
product and equalizer in H will be constructed.
For the equalizer hypergraph, the vertex set will be the set of all equalized
vertices, but the edge set must be trimmed to coincide with the vertex set in
the following way.
Definition 6 (Construction of the equalizer, H) Given G
α **
β
55 G′ ∈ H,
define a hypergraph K by
– V (K) := {v ∈ V (G) : V (α)(v) = V (β)(v)},
– E(K) := {e ∈ E(G) : E(α)(e) = E(β)(e)} ∩ −1G (PV (K)),
– K := G|PV (K)E(K) .
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Let kV : V (K) → V (G) and kE : E(K) → E(G) the canonical inclusions.
Defining k := (kE , kV ), quick checks show that K
k // G ∈ H and α ◦ k =
β ◦ k.
Lemma 1 (Characterization of the equalizer, H) If H
` // G ∈ H
satisfies α ◦ ` = β ◦ `, then there is a unique H ˆ` // K ∈ H such that
k ◦ ˆ`= `.
Proof For all v ∈ V (H) and e ∈ E(H),
V (α)(V (`)(v)) = V (α ◦ `)(v) = V (β ◦ `)(v) = V (β)(V (`)(v)),
E(α)(E(`)(e)) = E(α ◦ `)(e) = E(β ◦ `)(e) = E(β)(E(`)(e)),
and
G(E(`)(e)) = (G ◦ E(`)) (e) = (PV (`) ◦ H) (e).
Thus, V (`)(v) ∈ V (K) and E(`)(e) ∈ E(K). Defining ˆ`V := V (`)|V (K) and
ˆ`
E := E(`)|E(K), then quick checks show that ˆ` :=
(
ˆ`
E , ˆ`V
)
∈ H(H,K) and
that ` = k ◦ ˆ`. Uniqueness of ˆ` follows from the fact that kV and kE are
inclusions.
As with E?, the equalizer construction seems very artificial, and the prod-
uct construction is no different in this regard. Binary products for H were
computed in [8, p. 189], and arbitrary products for H follow in direct analogy.
As such, the proof is omitted.
Definition 7 (Construction of the product, H) Given an index set Λ, let
Gλ ∈ Ob(H) for all λ ∈ Λ. Let Z := ×λ∈ΛE (Gλ) with canonical projections
rλ : Z → E (Gλ). Define a hypergraph G by
– a product vertex set V (G) := ×λ∈ΛV (Gλ) with canonical projections pλ :
V (G)→ V (Gλ),
– a product edge set colored by its endpoint set below,
E(G) := {(A, e) ∈ PV (G)× Z : P (pλ) (A) = (Gλ ◦ rλ) (e)∀λ ∈ Λ} ,
– an endpoint map G : E(G)→ PV (G) by G (A, e) := A.
Let qλ : E(G) → E (Gλ) by qλ (A, e) := rλ (e). Routine checks show that
piλ := (qλ, pλ) is a morphism in H from G to Gλ for all λ ∈ Λ.
Lemma 2 (Characterization of the product, H) If H
ρλ // Gλ ∈ H for
all λ ∈ Λ, then there is a unique H ρˆ // G ∈ H such that piλ ◦ ρˆ = ρλ.
However, while H has products, the construction exhibits two failings
demonstrated by the example below.
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Example 1 (Products & quotients) Let P1 be the path of length 1 drawn below.
ev w
Then, P1
∏H
P1 would be the hypergraph drawn below.
(v; v) (v; w)
(w; v) (w;w)
Observe that E (P1)
∏Set
E (P1) 6∼=Set E
(
P1
∏H
P1
)
.
There is a unique map α from V ({0}) to P1 mapping 0 to v, and a unique
map β from V ({0}) to G mapping 0 to w. The coequalizer diagram of α and
β in H is drawn below, quotienting v and w together into the hypergraph H.
0
v
w
e
!
!
α
β fv; wg
feg!
q
Applying the functor P1
∏H− to the diagram above, consider the coequalizer
of idP1
∏H
α and idP1
∏H
β in H. Here, the vertices are quotiented, but the
edges are not, giving the hypergraph K below.
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!
!
idP1
Q
α
idP1
Q
β
!
idP1
Q
q
(v; v) (v; w)
(w; v) (w;w)
(v; 0)
(w; 0)
(v; fv; wg)
(w; fv; wg)
f(v; v); (v; w)g
f(w; v); (w;w)g
r#
Note that K 6∼=H P1
∏H
H.
Together, Lemmas 1 and 2 show that H is complete. However, Example
1 shows that E does not preserve the product, so E is not continuous and
cannot admit a left adjoint.
Moreover, Example 1 shows that P1
∏H− does not preserve the coequal-
izer, so it is not cocontinuous and cannot admit a right adjoint. Thus, H is
not cartesian closed and cannot be a topos, let alone be a topos of sheaves or
presheaves like Q. Interestingly, one can mimic [4, Example 5.2.1] to demon-
strate that the hypergraph below is a subobject classifier in H.
e f
c d
a
b
0
1
By [4, Definition 5.1.3], H is only one axiom away from being a topos. The
theorem below gathers these results together succintly.
Theorem 1 (Limit properties of H) The category H is complete and co-
complete, but is not cartesian closed. The vertex functor V admits both a left
and a right adjoint. The edge functor E admits a right adjoint, but fails to be
continuous.
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4.4 Epimorphisms
This section characterizes two classes of homomorphisms in H. First, epimor-
phisms are identified as pairs of onto functions. The proposition below is the
analogue of the characterization of epimorphisms in Q from [10, Fact 2.15].
Proposition 6 (Epimorphisms, H) A hypergraph homomorphism
G
φ // H is epic if and only if both V (φ) and E(φ) are onto.
Proof (⇐) If V (φ) and E(φ) are onto, then V (φ) and E(φ) are epic in Set by
[3, Example 1.8.5.a]. Thus, φ is epic in H by Proposition 2.
(⇒) Observe that V admits a right adjoint V ? by Proposition 4, and that
E admits a right adjoint E? by Proposition 5. Consequently, both V and E
are cocontinuous and, therefore, preserve epimorphisms. Thus, if φ is epic in
H, both V (φ) and E(φ) are epic in Set, which means both are onto.
As epimorphisms require the vertex and edge maps to be onto, an epi-
morphism can be considered as a covering of one graph by another. Thus,
coessential epimorphisms are a particular type of covering. Specifically, a co-
essential epimorphism must be bijective on edges and bijective on isolated
vertices. To be precise, the following definitions are recalled.
Definition 8 (Neighborhoods & isolation, [7, p. 3 & 5]) Given a hy-
pergraph G and vertices v, w ∈ V (G), v is adjacent to w if there is e ∈ E(G)
such that {v, w} ⊆ G(e). The neighborhood of v in G is
NG(v) := {w ∈ V (G) : v is adjacent to w} .
On the other hand, v is isolated in G if NG(v) = ∅. Let
isol(G) := {v ∈ V (G) : v is isolated in G} .
The theorem below is in direct analogy to [12, Proposition 4.2.1].
Theorem 2 (Hypergraph coessential epimorphisms) A hypergraph epi-
morphism G
φ // // H ∈ H is coessential if and only if the following conditions
hold:
1. E(φ) is bijective;
2. if v ∈ isol(G), then V (φ)(v) ∈ isol(H);
3. if w ∈ isol(H), then there is a unique v ∈ isol(G) such that V (φ)(v) = w.
Proof (⇐) Say K α // G ∈ H satisfies φ ◦ α is epic in H. By Proposition 6,
both V (φ ◦α) and E(φ ◦α) are onto. The goal is to show that both V (α) and
E(α) are onto.
First, consider E(α). As E(φ) is bijective by condition 1, it has a set-
theoretic inverse ϕ : E(H)→ E(G). Observe that E(φ ◦ α) = E(φ) ◦E(α), so
E(α) = ϕ ◦ E(φ ◦ α), which is onto.
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Next, consider V (α). Say v ∈ V (G). If there is e ∈ E(G) such that v ∈
G(e), there is g ∈ E(K) such that E(α)(g) = e. Then,
G(e) = (G ◦ E(α)) (g) = (PV (α) ◦ K) (g),
so there is w ∈ K(g) such that V (α)(w) = v. If v 6∈ G(e) for all e ∈ E(G), then
V (φ)(v) 6∈ H(f) for all f ∈ E(H) by condition 2. As V (φ ◦ α) is onto, there
is x ∈ V (K) such that V (φ ◦ α)(x) = V (φ)(v), or rather V (φ) (V (α)(x)) =
V (φ)(v). By condition 3, V (α)(x) = v in this case. Therefore, V (α) is also
onto.
As V (α) and E(α) are both onto, α is epic in H by Proposition 6. Therefore,
φ is a coessential epimorphism.
(¬ ⇐ ¬) In each case, if the condition fails, a subhypergraph K of G is
constructed such that the canonical inclusion K
ι // G ∈ H is not epic, but
φ ◦ α is epic in H.
1. Assume there are e, f ∈ E(G) such that E(φ)(e) = E(φ)(f) and e 6= f .
Construct a hypergraph K in the following way:
– V (K) := V (G),
– E(K) := E(G) \ {e},
– K := G|E(K).
2. Assume there are v ∈ V (G) and f ∈ E(H) such that V (φ)(v) ∈ H(f) and
v 6∈ G(e) for all e ∈ E(G). As φ is epic in H, E(φ) is onto by Proposition
6, so there is g ∈ E(G) such that E(φ)(g) = f . Observe that
H(f) = (H ◦ E(φ)) (g) = (PV (φ) ◦ G) (g).
Thus, there is w ∈ G(g) such that V (φ)(w) = V (φ)(v), implying v 6= w.
Construct a hypergraph K in the following way:
– V (K) := V (G) \ {v},
– E(K) := E(G),
– K(e) := G(e).
3. Assume that there are u ∈ V (H) and x, y ∈ V (G) such that x 6= y,
V (φ)(x) = V (φ)(y) = u, and u 6∈ H(f) for all f ∈ E(H). If there is
e ∈ E(G) such that x ∈ G(e), then
u = V (φ)(x) ∈ (PV (φ) ◦ G) (e) = (H ◦ E(φ)) (e),
which contradicts that u 6∈ H(f) for all f ∈ E(H). Thus, x, y 6∈ G(e) for
all e ∈ E(G). Construct a hypergraph K in the following way:
– V (K) := V (G) \ {y},
– E(K) := E(G),
– K(e) := G(e).
4.5 Projectivity
One would like to construct a projective cover of a hypergraph. However,
projective objects in H are very degenerate, composed only of isolated vertices
and 0-edges.
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Theorem 3 (Projective objects, H) A hypergraph P is projective in H if
and only if P (e) = ∅ for all e ∈ E(P ).
Proof (⇐) Consider the diagram below in H, where φ is epic.
P
ψ

H G
φ
oooo
By Proposition 6, both E(φ) and V (φ) are onto. For each v ∈ V (P ), choose
wv ∈ V (φ)−1 (V (ψ)(v)), and define α : V (P ) → V (G) by α(v) := wv. For
each e ∈ E(P ), choose fe ∈ E(φ)−1 (E(ψ)(e)), and define β : E(P ) → E(G)
by β(e) := fe. A routine calculation shows that ψˆ := (β, α) ∈ H(P,G), and
φ ◦ ψˆ = ψ by construction.
(⇒) For purposes of contradiction, assume that there is e ∈ E(P ) and
v ∈ V (P ) such that v ∈ P (e). For any set S, let G be the hypergraph
constructed in the following way:
– E(G) := E(P ),
– V (G) := ({0} × V (P )) ∪ ({1} × S),
– G(f) :=
{ {0} × P (f), f 6= e,
({0} × P (e)) ∪ ({1} × S) , f = e.
Likewise, define α : V (G)→ V (P ) by
α(n,w) :=
{
w, n = 0,
v, n = 1,
and β := idE(P ). A routine calculation shows that φ := (β, α) ∈ H(G,P ). Both
α and β are onto, so φ is epic in H by Proposition 6. As P is projective with
respect to epimorphisms in H, there is P
ψˆ // G ∈ H such that φ ◦ ψˆ = idP .
P
idP

ψˆ

P G
φ
oooo
Notice that
idE(P ) = E (idP ) = E
(
φ ◦ ψˆ
)
= E (φ) ◦ E
(
ψˆ
)
= β ◦ E
(
ψˆ
)
= E
(
ψˆ
)
,
so
PV
(
ψˆ
)
(P (e)) = G
(
E
(
ψˆ
)
(e)
)
= G(e) = ({0} × P (e)) ∪ ({1} × S) .
Hence, card (P (e)) = card (P (e))+card(S) ≥ card(S). Since S was arbitrary,
P (e) has larger cardinality than any set, including its own power set. This
contradicts Cantor’s Theorem, so v and e cannot have existed. Thus, P (e) = ∅
for all e ∈ E(P ).
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Unfortunately, due to this degeneracy, projective covers in H rarely ex-
ist. This behavior differs from Q, where the projective cover always exists
as demonstrated in [12, Corollary 4.2.2]. The reason for this behavior is the
inability for a 0-edge to be mapped anywhere but to another 0-edge.
Corollary 1 (Epic images of projectives, H) Say P
φ // // G ∈ H is epic,
and P is projective in H. Then, G is also projective in H. Consequently, H does
not have enough projectives.
Proof By Proposition 6, E(φ) is onto. Given e ∈ E(G), there is f ∈ E(P ) such
that E(φ)(f) = e. By Theorem 3, P (f) = ∅, so
G(e) = (G ◦ E(φ)) (f) = (PV (φ) ◦ P ) (f) = PV (φ)(∅) = ∅.
Hence, G is projective with respect to epimorphisms in H by Theorem 3.
5 The Category of Multigraphs
This section considers the category of multigraphs, constructed as a full sub-
category of H. As such, many of the issues found in H reappear here as well,
specifically in regard to limits and the edge functor. However, the issue of
projectivity is ameliorated by connecting to the category Q.
5.1 The deletion functor & limits
This section considers the connection between a category of multigraphs to the
larger category of hypergraphs. Specifically, the following definition is used for
a multigraph.
Definition 9 (Multigraph, [8, p. 185]) A multigraph G is a hypergraph
such that for all e ∈ E(G), 1 ≤ card (G(e)) ≤ 2. Let M denote the full
subcategory of H consisting of multigraphs, and M
N // H be the inclusion
functor.
This definition agrees with the definition of a “graph” in [2, p. 2]. Moreover,
since the isomorphisms in Set are precisely bijective functions, Proposition 3
shows that the notion of isomorphism in M matches [2, p. 12] exactly. There is
a natural means to change any hypergraph into a multigraph, by removing all
non-traditional edges. This deletion process constitutes a right adjoint functor
to N .
Definition 10 (The deletion functor) Given a hypergraph H, define a
multigraph Del(H) by
– V Del(H) := V (H),
– EDel(H) := {e ∈ E(H) : 1 ≤ card (H(e)) ≤ 2},
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– Del(H) := H |EDel(H).
Let Del(H)
jH // H ∈ H be the canonical inclusion homomorphism from
Del(H) into H.
Theorem 4 (Characterization of Del) If G ∈ Ob(M) and
G
φ // H ∈ H, there is a unique G φˆ // Del(H) ∈M such that jH◦φˆ = φ.
Proof Given e ∈ E(G), then 1 ≤ card (G(e)) ≤ 2 and (H ◦ E(φ)) (e) =
(PV (φ) ◦ G) (e), so 1 ≤ card ((H ◦ E(φ)) (e)) ≤ 2 also. Hence, E(φ)(e) ∈
EDel(H). Define β := E(φ)|EDel(H). Routine checks show that φˆ := (β, V (φ))
is a multigraph map from G to Del(H) and jH ◦ φˆ = φ. Uniqueness follows
from jH being an inclusion.
One can quickly show thatM is replete in H. As a result,M is a coreflective
subcategory of H. Applying the duals of [3, Propositions 3.5.3 & 3.5.4], M is
complete and cocomplete.
Corollary 2 (Completeness & cocompleteness of M) The category M
is complete and cocomplete. Colimits are computed as in H, and limits are
computed in H and passed through Del.
In particular, the product of a family in M can be computed by performing
the computation in H using Lemma 2 and then passing the result through Del,
erasing any extraneous hyperedges. Explicitly, let Λ be an index set and Gλ a
multigraph for each λ ∈ Λ. Then,
Del
(∏
λ∈Λ
H
Gλ
)
∼=M
∏
λ∈Λ
M
Del (Gλ) =
∏
λ∈Λ
M
Gλ.
Consequently, applying Del to Example 1 shows that M is not cartesian
closed. Also, M has a subobject classifier, namely the image of the subobject
classifier of H under action of Del. Hence, M is only one axiom away from
being a topos, just like its parent category.
Notably, Example 1 also shows that N is not continuous, for the product
of P1 with itself in H would have all but two of its edges deleted to become the
product inM. Thus, N cannot admit a left adjoint functor. On the other hand,
Del is not cocontinuous by the next example and, therefore, cannot admit a
right adjoint functor itself.
Example 2 (Deletion & epics) Let G be a hypergraph with a single 4-edge and
H a hypergraph with a single 1-edge. There is only one map G
α // H ∈ H,
mapping all vertices of G to the one vertex of H.
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!
α
However, Del(G) has no edges to map onto the single edge of Del(H) = H.
!
Del(α)
Consequently, Del does not preserve epimorphisms, meaning it is not cocon-
tinuous.
5.2 The associated digraph functor & adjoints
This section considers the connection between the category M of multigraphs
and the category Q of quivers. In particular, a canonical method of reducing a
quiver to a multigraph is removing the order on the endpoint map, described
in [2, p. 32]. This action on objects can be extended to homomorphisms, giving
a functor between the two categories.
Definition 11 (Underlying multigraph functor) Given a quiverQ, define
a multigraph U(Q) by
– V U(Q) := V(Q),
– EU(Q) := E(Q),
– U(Q) : EU(Q)→ PV U(Q) by U(Q)(e) := {v, w}, where Q(e) = (v, w).
Given Q
φ // R ∈ Q, define U(φ) := (E(φ),V(φ)) = φ. A routine calcula-
tion shows that U defines a functor from Q to M.
Accordingly, an orientation of a multigraph G can now be defined functo-
rially as a quiver Q such that U(Q) = G. On the other hand, [2, p. 32] also
describes a means of constructing a quiver from a multigraph by replacing an
undirected edge with a pair of directed edges. This construction creates a right
adjoint functor to U .
Definition 12 (Associated digraph) Given a multigraph G, define a quiver
D(G) by
– preserving the vertex set VD(G) := V (G),
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– replacing a 2-edge with a directed 2-cycle and a 1-edge with a loop as
described below,
ED(G) :=
{
(e, v, w) ∈ E(G)× V (G)2 : G(e) = {v, w}, v 6= w
}
∪{(e, v, v) ∈ E(G)× V (G)2 : G(e) = {v}}
– an endpoint map D(G) : ED(G)→ VD(G)×VD(G) by D(G)(e, v, w) :=
(v, w).
Likewise, define
– V (θG) := idV (G),
– E (θG) : ED(G)→ E(G) by E (θG) (e, v, w) := e,
– θG := (E (θG) , V (θG)).
A routine calculation shows that θG is a multigraph homomorphism from
UD(G) to G.
Theorem 5 (Characterization of D) If U(Q)
φ // G ∈ M, there is a
unique Q
φˆ // D(G) ∈ Q such that θG ◦ U
(
φˆ
)
= φ.
Proof Given e ∈ E(Q), let Q(e) = (v, w). Then,
G (E(φ)(e)) =
(PV (φ) ◦ U(Q)) (e) = PV (φ) ({v, w})
= ({V (φ)(v), V (φ)(w)}) ,
meaning (E(φ)(e), V (φ)(v), V (φ)(w)) ∈ ED(G). Define α : E(Q) → ED(G)
by α(e) := (E(φ)(e), V (φ)(v), V (φ)(w)), where Q(e) = (v, w). Observe that(
D(G) ◦ α
)
(e) = D(G) (E(φ)(e), V (φ)(v), V (φ)(w)) = (V (φ)(v), V (φ)(w))
= ∆?∆V (φ) (v, w) = (∆?∆V (φ) ◦ Q) (e),
where e ∈ E(Q), Q(e) = (v, w). Hence, φˆ := (α, V (φ)) is a quiver homomor-
phism from Q to D(G). Moreover,
V
(
θG ◦ U
(
φˆ
))
= V (θG) ◦ V U
(
φˆ
)
= idV (G) ◦V
(
φˆ
)
= V (φ)
and
E
(
θG ◦ U
(
φˆ
))
(e) = E (θG)
(
EU
(
φˆ
)
(e)
)
= E (θG)
(
E
(
φˆ
)
(e)
)
= E (θG) (α(e))
= E (θG) (E(φ)(e), V (φ)(v), V (φ)(w))
= E(φ)(e),
where e ∈ E(Q), Q(e) = (v, w). Thus, θG ◦ U
(
φˆ
)
= φ.
Say Q
ϕ // D(G) ∈ Q satisfies θG ◦ U(ϕ) = φ. Applying V and E,
V (φ) = V (θG) ◦ V U(ϕ) = idV (G) ◦V(ϕ) = V(ϕ)
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and
E(φ)(e) = (E (θG) ◦ EU(ϕ)) (e) = E (θG) (E(ϕ)(e))
for e ∈ E(Q). If Q(e) = (v, w), then
D(G) (E(ϕ)(e)) = (∆
?∆V(ϕ) ◦ Q) (e) = ∆?∆V(ϕ)(v, w)
= (V(ϕ)(v),V(ϕ)(w)) = (V (φ)(v), V (φ)(w)) .
Thus,
E(ϕ)(e) =
(
E (θG) (E(ϕ)(e)) , D(G) (E(ϕ)(e))
)
= (E(φ)(e), V (φ)(v), V (φ)(w)) = α(e),
so ϕ = (E(ϕ),V(ϕ)) = (α, V (φ)) = φˆ.
As U admits a right adjoint functor, U is cocontinuous. However, the fol-
lowing example shows that U does not preserve the product, so it is not con-
tinuous. Consequently, U cannot admit a left adjoint functor.
Example 3 (Products & U) Consider P1 the directed path of length 1. By the
dual of [16, Theorem 3], the product of P1 with itself in Q is component-wise,
yielding four vertices and only one edge. Consequently, U
(
P1
∏Q
P1
)
has very
similar structure.
P1
∏Q
P1 U
(
P1
∏Q
P1
)
(v; v)
(v; w)
(w; v)
(w;w)
(e; e)
(v; v)
(v; w)
(w; v)
(w;w)
(e; e)
However,
U (P1)
∏M
U (P1) = P1
∏M
P1,
which has four vertices and two edges from Example 1.
(v; w)
(v; v) (w; v)
(w;w)
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Hence, U
(
P1
∏Q
P1
)
6∼=M U (P1)
∏M
U (P1).
Dually, D is continuous as a right adjoint functor. However, D does not
preserve the coequalizer, as shown in the following example. Therefore, D itself
cannot admit a right adjoint functor.
Example 4 (Digraphs & quotients) Let C2 be the cycle of length 2 drawn
below.
e
f
v w
There is a unique map α from V ({0}) to C2 mapping 0 to v, and a unique
map β from V ({0}) to G mapping 0 to w. The coequalizer diagram of α and
β in M is drawn below, quotienting v and w together into the multigraph H.
0
v
w
e f
!
!
α
β
ffg
feg
fv; wg!
q
Applying the functor D to the diagram above, consider the coequalizer of
D(α) and D(β) in Q. Here, the vertices are quotiented, but the edges are not,
giving the quiver Q below.
0
v
w
!
!
~D(α)
~D(β)
fv; wg!
~D(q)
fv; wg
#r
Note that Q 6∼=Q D(H).
Visually, all of the functorial issues listed up to this point can be presented
in a single diagram of categories and functors, Figure 1. The colors in this
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H
E

V
%%
Del

Set
E?
CC
E 00
E?

M
N
TT
D

Set
V ?
pp
V 
[[
V
 V?nnQ
E
ee
V
99
U
TT
Fig. 1 A functorial diagram for quivers and hypergraphs
diagram represent the type of adjointness properties demonstrated: red for
right adjoint, blue for left adjoint, and green for both left and right adjoint.
Observe that there is a great deal of symmetry in this diagram, particu-
larly on the vertex side. The directed vertex functor V admits left and right
adjoints, as does its undirected counterpart V . Moreover, these two functors
also behave nicely with the inclusion functor N and the underlying multigraph
functor U . Indeed, one can immediately check that V NU = V. Moreover, one
can show that V N = VD, demonstrating that the multigraph vertex func-
tor can be realized equivalently through its larger category H or through the
directed category Q. Due to the closure of adjoints on composition and the
essential uniqueness of adjoints, the following facts follow immediately from
the commutativity in Figure 1.
Theorem 6 (Universal characterizations in M, vertex case) The fol-
lowing adjoint relationships hold:
1. the functor V? is naturally isomorphic to D DelV ?;
2. the functor UV is left adjoint to VD = V N ;
3. the functor DelV ? is right adjoint to V N = VD.
Moreover, the multigraph vertex functor V N is continuous and cocontinuous.
On the other hand, the same cannot be said about the multigraph edge
functor. While one can show that ENU = E, Example 4 show that EN
and ED are distinct functors. Like its hypergraph counterpart in Theorem
1, EN cannot be continuous due to Example 1. Thus, EN cannot admit a
left adjoint. Appealing again to essential uniqueness and closure of adjoints,
analogous relationships can be made for the edge functor.
Theorem 7 (Universal characterizations in M, edge case) The follow-
ing adjoint relationships hold:
1. the functor E? is naturally isomorphic to D DelE?;
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2. the functor UE is left adjoint to ED;
3. the functor DelV ? is right adjoint to EN .
Moreover, the multigraph edge functor EN is cocontinuous, but not continuous.
Interestingly, the functor UE gives a multigraph with a universal mapping
property through Q, but it is not the left adjoint to the edge functor EN .
Simple examples show that these functors have encoded the following canonical
examples: the (undirected) isolated set of vertices, the complete multigraph,
the isolated set of undirected edges, and the bouquet of 1-edges.
5.3 Projectivity
To consider projectivity in M, one must identify the epimorphisms in M.
Thankfully, the functorial properties of V N and EN trivialize this fact as in
Proposition 6. As such, the proof will be omitted.
Proposition 7 (Epimorphisms, M) A multigraph homomorphism
G
φ // H is epic if and only if both V N(φ) and EN(φ) are onto.
Projective objects cannot be obtained through H. Not only are projective
objects scarce in H due to Theorem 3, but the deletion functor Del does not
preserve epimorphisms as shown in Example 2.
On the other hand, projective covers can be constructed through Q as
shown in [12, Corollary 4.2.2]. To transfer the projective cover from Q to M,
observe that the associated digraph functor preserves epimorphisms.
Lemma 3 (D preserves epimorphisms) Given an epimorphism
G
φ // // H ∈M, D(φ) is an epimorphism in Q.
Proof By Proposition 7, both V N(φ) and EN(φ) are onto. Given (e, v, w) ∈
ED(H), recall that e ∈ EN(H) and v, w ∈ V N(H) satisfy H(e) = {v, w}.
There is f ∈ EN(G) such that EN(φ)(f) = e, which yields
PV N(φ) (G(f)) = H (EN(φ)(f)) = H(e) = {v, w}.
Thus, there are x, y ∈ G(f) such that V N(φ)(x) = v and V N(φ)(y) = w.
Consequently,
ED(φ)(f, x, y) = (EN(φ)(f), V N(φ)(x), V N(φ)(y)) = (e, v, w),
showing ED(φ) onto. As VD(φ) = V N(φ) is onto, D(φ) is epic in Q.
Now, one can construct the projective cover of a multigraph in M by ex-
ploding it in Q and then removing the direction with U .
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Definition 13 (Explosion of a multigraph) Given a multigraph G, define
XM(G) := U
(
V (isol(G))
∐Q
EEN(G)
)
.
By [12, Proposition 4.1.1] and [13, Proposition 10.2], XM(G) is projective in
M.
All that remains is to construct a coessential epimorphism from the explo-
sion to cover the original multigraph. Notably, this map is not unique due to
the lack of direction in the edges of a multigraph.
Theorem 8 (Projective cover, M) For a multigraph G, there is a coessen-
tial epimorphism XM(G)
pG // // G ∈M. Consequently, XM(G) equipped with
pG is a projective cover of G in M.
Proof To ease notation, let A := V (isol(G)), B := EEN(G), and C :=
A
∐Q
B. Also, let A
$A // C B
$Boo ∈ Q be the canonical inclusions. Thus,
XM(G) = U(C).
Let ι : isol(G) → VD(G) be the canonical inclusion. By Proposition 4,
there is a unique A
ιˆ // D(G) ∈ Q such that V (ιˆ) = ι. By construction,
EN (θG) is onto, so there is fe ∈ ED(G) such that EN (θG) (fe) = e for each
e ∈ EN(G). Define κ : EN(G) → ED(G) by κ(e) := fe. By Proposition 4,
there is a unique B
κˆ // D(G) ∈ Q such that E (κˆ) = κ. By the universal
property of
∐Q
, there is a unique C
λ // D(G) ∈ Q such that λ ◦$A = ιˆ
and λ ◦$B = κˆ. Thus, define pG := θG ◦ U(λ).
Now, pG is shown to be a coessential epimorphism. Observe that
EN (XM(G)) = {2} × EN(G),
V N (XM(G)) = ({1} × isol(G)) ∪ ({2} × {0, 1} × EN(G)) ,
and XM(G)(2, e) = {(2, 0, e), (2, 1, e)} for all e ∈ EN(G). Note that
V N (pG) (1, v) = (V N (θG) ◦ V NU(λ) ◦V ($A)) (v)
=
(
idV N(G) ◦V(λ) ◦V ($A)
)
(v)
= V (λ ◦$A) (v) = V (ιˆ) (v) = ι(v) = v
and
EN (pG) (2, e) = (EN (θG) ◦ ENU(λ) ◦E ($B)) (e)
= (EN (θG) ◦E(λ) ◦E ($B)) (e)
= (EN (θG) ◦E (λ ◦$B)) (e)
= (EN (θG) ◦E (κˆ)) (e) = (EN (θG) ◦ κ) (e)
= (EN (θG) ◦ κ) (e) = EN (θG) (fe) = e
for v ∈ isol(G) and e ∈ EN(G). Consequently, N (pG) satisfies the conditions
of Theorem 2, so N (pG) is a coessential epimorphism in H.
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If H
α // XM(G) ∈ M satisfies that pG ◦ α is epic, then N (pG ◦ α) =
N (pG) ◦ N(α) is epic by Propositions 6 and 7. As N (pG) is coessential in
H, α = N(α) is epic in H. Hence, α is epic in M by Propositions 6 and 7.
Therefore, pG is coessential in M.
As a projective object is isomorphic to its projective cover, the projective
objects of M are completely characterized.
Corollary 3 (Projective objects, M) A multigraph P is projective in M
if and only if
P ∼=M U
(
V(S)
∐Q
E(T )
)
for some S, T ∈ Ob(Set).
Thus, M has enough projectives like Q in [12, Proposition 4.1.1], unlike H
in Corollary 1.
6 Concluding Remarks
The categories Q, H, and M have some glaring differences, despite being very
similar on the surface. In particular, the failure of both H andM to be cartesian
closed is unfortunate, as is the lack of projective objects in H. Both of categories
seem ill-suited to homology theories or the like.
Hence, attention turns to reformulating the notion of a “hypergraph” or its
homomorphisms to behave more amicably with other mathematical structures;
this will be the goal of the sequel.
Thankfully, the comma category construction can create new graph-
theoretic objects. Notice that the only constructional difference between Q =
(idSet ↓ ∆?∆) and H = (idSet ↓ P) is the functor in the second coordinate.
Indeed, further changes for both coordinate functors have precedent in [10,
11].
However, more can be done. These graph-theoretic structures can be im-
bued with additional structure by changing the underlying categories them-
selves as in [6].
Lastly, packaging combinatorial notions and constructions into functors
forms a basis for future collaboration with other areas of mathematics, and
science in general. Notice that [6,10,11,15] arise from functional analysis and
computer science, where combinatorial structures are used for other construc-
tions and applications. Equipping combinatorists with comparable categorical
tools will allow them to communicate and collaborate more effectively on such
projects as those referenced above.
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