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Abstrakt
Cílem práce bylo vytvorˇení softwaru pro pocˇítání osob ve videosekvencích. Navržený al-
goritmus využívá k segmentaci postav detekci pohybu pomocí metody Mixture of Gaus-
sians. Funkce pocˇítání osob je založena na sledování trajektorie postav s využitím Kalma-
nova filtru.Pro zvýšení robustnosti aplikace v prˇípadeˇ cˇástecˇného prˇekrytí sledovaných
osob je využita metoda porovnání se vzorem. Výsledné rˇešení je implementováno v pro-
gramovacím jazyce C++ s využitím knihovny OpenCV.
Klícˇová slova: pocˇítání osob, sledování trajektorie, Mixture of Gaussians, Kalmanu˚v
filtr
Abstract
The aim of this thesis was to implement software for counting the persons in videose-
quences. The proposed algorithm uses an motion detection method Mixture of Gaussians
to segment the persons. People counting function is based on trajectory tracking using the
Kalman filter. The template matching metod is used to increase the robust of application
in the case of partial occlusion of observed individuals. The solution is implemented in
C ++ programing language, using the OpenCV library.
Keywords: counting the persons, trajectory tracking, Mixture of Gaussians, Kalman fil-
ter
Seznam použitých zkratek a symbolu˚
MOG – Mixture of Gaussians
ASM – Active Shape Model
HOG – Histogram of Oriented Gradiens
MVFI – Motion Vector Flow Instance
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51 Úvod
Soubeˇžneˇ s rozsahem dnešních kamerových systému˚ naru˚stají i nároky na obsluhu ko-
nající dohled. V dohledovém kamerovém systému cˇítajícím desítky kamer je technolo-
gicky a personálneˇ velice nárocˇné, až nemožné, pokrýt veškeré zábeˇry. Proto je logickým
krokem tuto cˇinnost zcela automatizovat. Automatizací dochází ke snížení nákladu˚ na
provoz a také k eliminování lidského faktoru. Strojové zpracování obrazu tak prˇináší
nepopiratelné výhody, stále však má své limity. Pro dosažení sofistikovaneˇjší funkcio-
nality je kritická schopnost správné detekce a trasování objektu˚ zájmu (lidské postavy)
v prostoru scény a v cˇase. Pro lidské oko a mozek je tento problém na základeˇ našich
zkušeností cˇasto intuitivní a triviální, softwarové rˇešení je však stále objektem výzkumu.
Drˇíveˇjší systémy se veˇtšinou vyznacˇovaly jednoduššími funkcemi jako je naprˇ. detekce
pohybu atd. U teˇch dnešních je snaha o hlubší porozumeˇní sledované scény. Prˇíkladem
mu˚že být vytvorˇení modelu typického chování objektu˚ ve scéneˇ. Jakákoli odchylka od
beˇžného chování je pak detekována.
Typickými místy pro využití teˇchto systému˚ jsou naprˇíklad nákupní centra, nádražní
haly, prostory metra, ale i venkovní prostory, jako jsou sportovní stadiony, parkovišteˇ
a v neposlední rˇadeˇ i centra meˇst. Systém obsluze místo náhodneˇ vybraných kamer na-
bídne pohledy kamer zabírajících scénu, ve které se deˇje neˇco atypického. Obsluha má
tak možnost situaci vyhodnotit a adekvátneˇ reagovat. Systém, který dokáže odhalit ne-
zvyklé chování, pak mu˚že sloužit k vcˇasnému varovaní prˇed možnou kriminalitou nebo
trˇeba upozornit na cˇloveˇka, který zkolaboval a nehýbe se. Využití lze nalézt i k auto-
matizované tvorbeˇ statistik, jako jsou pocˇítání osob, jejich typický pohyb po scéneˇ atd.
Tyto statistiky pak mohou sloužit pro optimalizaci dopravy, ale naprˇíklad i pro marke-
tingové úcˇely. Analýzou pohybu zákazníku˚ po obchodeˇ mu˚žeme stanovit typickou trasu
pru˚chodu obchodem, cˇas strávený u jednotlivého zboží, atd. Získané statistiky pak mo-
hou sloužit jako cenný zdroj informací pro management obchodu a výsledkem je trˇeba
efektivneˇjší umísteˇní reklamy pro cílového zákazníka obchodního centra. Obchodní rˇe-
teˇzec Globus využívá kamerový systém nejen k pocˇítání zákazníku˚, kterˇí vstoupili do
prodejny, ale i k odhadu délky fronty u pokladen. V prˇípadeˇ potrˇeby reaguje otevrˇením
další pokladny. Dalším prˇíkladem uplatneˇní detekce lidské postavy, nebo její cˇásti, mu˚že
být interakce s PC. Na tuto skutecˇnost již pomeˇrneˇ dávno reagoval herní pru˚mysl.
V první cˇásti této práce (kap. 2) jsou prˇedstaveny metody a postupy využitelné k ná-
vrhu a implementaci základního trasovacího systému. Z teˇchto teoretických poznatku˚
bylo následneˇ cˇerpáno v praktické cˇásti (kap.3), kdy byla vytvorˇena aplikace pro sledo-
vání a pocˇítání osob ve videosekvencích. Kap. 4 popisuje testování této aplikace a hodnotí
dosažené výsledky.
62 Teoretická cˇást
Jak již bylo nastíneˇno v úvodu, jsou systémy automatizované analýzy pohybu osob ve
scéneˇ v soucˇasné dobeˇ velmi atraktivní. Dokladem toho je i široká nabídka mnoha firem
dostupných na trhu. Za všechny mu˚žeme jmenovat naprˇíklad inteligentní dohledový
systém firmy NetRex [1] nebo systém Intya Counter spolecˇnosti Ronyo Technologies [2].
Produkty teˇchto spolecˇností reprezentují komplexní systémy urcˇené nejen pro prodejny
a obchodní centra. Disponují pokrocˇilými funkcemi jako jsou:
• sledování osob,
• detekce pádu a nehýbající se osoby,
• pocˇítání zákazníku˚ na vstupu do prodejny,
• pocˇítání zákazníku˚ v jednotlivých zónách prodejny,
• meˇrˇení doby strávené v jednotlivých zónách,
• detekce délky fronty u pokladen,
• dohled nad pokladnou.
Nasazení takovéhoto systému mu˚že být pomeˇrneˇ silný nástroj pro snížení kriminality
zákazníku˚, zvýšení jejich bezpecˇnosti a hlavneˇ pro analýzu jejich chování v prodejneˇ.
Souhrn všech teˇchto aspektu˚ pak lze využít v marketingu a poskytuje tak i urcˇitou kon-
kurencˇní výhodu.
Obrázek 1: Aplikace Intya Counter. (Prˇevzato z [2].)
Následující kapitoly se zabývají jednotlivými kroky, na jejichž konci mu˚že být sys-
tém analyzující lidské chování z video sekvencí. Postupneˇ jsou zde prˇedstaveny vybrané
metody pokrývající jednotlivé oblasti segmentace, klasifikace a kontinuálního sledování
7lidské postavy v jednotlivých obrazových snímcích. Tyto kapitoly tak kopírují architek-
turu navrhovaného systému (obrázek 2) a vytvárˇejí teoretický základ pro implementaci.
Obrázek 2: Obecné schéma algoritmu pocˇítání osob.
2.1 Detekce pohybu
V prˇípadeˇ snímání scény s pohybem mu˚že být naší snahou rozlišit pohybující se objekty
od pozadí scény. Pozadí mu˚žeme definovat jako statickou cˇást obrazu. Tedy pixely, které
se v pru˚beˇhu cˇasu nemeˇní nebo meˇní svoji hodnotu jen nepatrneˇ. Poprˇedí (pohybující
se objekty) je pak reprezentováno pixely, u kterých dochází vu˚cˇi pozadí k markantní
zmeˇneˇ jejich hodnot. Na základeˇ takto stanovených kritérií by se segmentace pohybují-
cích objektu˚ mohla zdát snadná. Problémy nastanou v okamžiku, kdy se pohybující ob-
jekt svými jasovými hodnotami prˇíliš neliší od pozadí nebo je jeho pohyb prˇíliš malý. Ta-
kový objekt , nebo jeho cˇást, je pak nesprávneˇ klasifikován jako soucˇást pozadí. Mnohdy
také dochází k opacˇnému problému, kdy jsou pixely náležící k pozadí oznacˇeny jako
pohybující se. To mu˚že být zpu˚sobeno naprˇíklad špatnou kvalitou snímání nebo i drob-
nými pohyby objektu˚ pozadí ve scéneˇ. Typickým prˇíkladem je pohyb listí a veˇtví ve veˇtru
a jejich následná mylná pozitivní detekce. Primitivní metodou detekce pohybu v obraze
mu˚že být vzájemné odecˇtení dvou snímku˚. Jednotlivé hodnoty pixelu˚ snímku v cˇase t se
odecˇtou od hodnot snímku v cˇase t − 1 a pokud je hodnota vyšší než zvolený práh, je
daný pixel oznacˇen jako pohyb. Tato metoda je velmi rychlá, ale také velmi neprˇesná. Se-
lhává v prostrˇedí s meˇnícími se sveˇtelnými podmínkami a v prˇípadeˇ, kdy se pohyb úplneˇ
zastaví. V praxi by mohla v urcˇitých prˇípadech sloužit spíše jako detektor typu alarm
a informovat, že došlo v obraze k velké zmeˇneˇ bez hlubšího pochopení scény. Ostatní
metody ke své cˇinnosti ve veˇtšineˇ prˇípadu˚ využívají tzv. model prostrˇedí. Jde o postupneˇ
vytvárˇený obraz pozadí scény, se kterým jsou následneˇ jednotlivé snímky porovnávány.
Podle následují vzorce mu˚žeme rozhodnout o prˇíslušnosti pixelu k pozadí nebo poprˇedí.
|f(x, y)− b(x, y)| > T, (1)
8kde f(x, y) je hodnota pixelu v aktuálním obraze, b(x, y) je hodnota pixelu v modelu
pozadí a T je stanovený práh. Dále v textu jsou neˇkteré metody tvorby modelu pozadí
prˇedstaveny blíže.
2.1.1 Pru˚meˇrování
Základní technikou pro vytvárˇení modelu prostrˇedí je pru˚meˇrování hodnot obrazových
bodu˚ na odpovídajících pozicích. Existuje mnoho variant tohoto prˇístupu. Model pro-
strˇedí mu˚že být aktualizován s každým novým snímkem nebo po uplynutí stanovené
periody. V pameˇti mu˚žeme udržovat pouze jeden nebo neˇkolik snímku˚ modelu. S tím
klesá a stoupá pameˇt’ová nárocˇnost metody. Modifikací základní metody pru˚meˇrování
využívající pouze jeden snímek je metoda klouzavého pru˚meˇru. Prˇíkladem metody s více
snímky v pameˇti je metoda mediánu. Medián je urcˇován prˇes všechny snímky v pameˇti
pro každou jasovou složku zvlášt’.
Výpocˇet klouzavého pru˚meˇru:
Bi+1 = α · Fi + (1− α) ·Bi, (2)
kde Bi je prˇedchozí snímek modelu, Bi+1 je aktualizovaný snímek modelu, Fi je aktuální
snímek a α váhový koeficient (typicky α=0,05).
2.1.2 Running Gausian Average
U této metody je pro každý obrazový bod udržována v pameˇti jeho strˇední hodnota
a rozptyl. Tyto dva parametry jsou obnovovány s každým novým snímkem. O prˇísluš-
nosti pixelu k pozadí se rozhoduje pomocí Gaussova (normálního) rozdeˇlení N(µ ,σ2)
popsaného vztahem 3. Podle prˇedpokladu nabývají pixely pozadí hodnot, které jsou po-
psatelné práveˇ Gaussovým rozdeˇlením. Pokud hodnota pixelu spadá do Gaussova roz-
deˇlení, je pixel oznacˇen jako pixel pozadí a je aktualizována strˇední hodnota a rozptyl
modelu pozadí. Pokud se hodnota pixelu nachází nad Gaussovou krˇivkou, je pixel ozna-
cˇen jako soucˇást objektu poprˇedí.
Gaussova funkce:
f(x) =
1
σ
√
2π
e−
(x−µ)2
2σ2 . (3)
V prˇípadeˇ oznacˇení pixelu jako pozadí je prˇepocˇítána strˇední hodnota podle vzorce:
µt−1 = αft(x, y) + (1− α)µt, (4)
kde µ je strˇední hodnota, f(x, y) je hodnota pixelu a α je cˇasová konstanta, pomocí které
lze ovlivnit dynamiku zacˇleneˇní zmeˇn scény do pozadí. Stejneˇ tak musíme upravit i hod-
notu rozptylu podle vzorce:
σ2t−1 = α(ft(x, y)− µt)2 + (1− α)σ. (5)
9Obrázek 3: Funkce Gaussova (normálního) rozdeˇlení - Gaussián.
2.1.3 Mixture of Gaussians
Cˇerpáno z [3]. Metoda Mixture of Gaussians, neboli smeˇs gausiánu˚, rozvádí myšlenku
modelování prˇíslušnosti pixelu k pozadí pomocí Gaussova rozdeˇlení ješteˇ dále než me-
toda prˇedešlá. Každý obrazový bod není v modelu reprezentován jedním, ale neˇkolika
(K) Gaussovými rozdeˇleními. Ty mají za cíl pokrýt prˇípady, kdy pixely pozadí mohou
nabývat více hodnot. Typickým prˇípadem je již zminˇovaný prˇíklad s pohybujícími se
veˇtvemi stromu ve veˇtru. V takovém prˇípadeˇ pixel pozadí nabývá periodicky kromeˇ
hodnoty skutecˇného pozadí i hodnoty intenzity jasu prˇekrývající veˇtve. Mohli bychom
tedy využít jeden gaussián pro popis pravdeˇpodobnosti prˇíslušnosti pixelu k obloze za
stromem a jeden gaussián postihující pixel veˇtve. Využitím více gaussiánu˚ pro každý
pixel tedy dokážeme eliminovat chybné oznacˇení daného pixelu jako poprˇedí v prˇípa-
dech opakované zmeˇny jasu zpu˚sobené naprˇ. drobným pohybem. Z uvedeného však vy-
plývá výpocˇetní a pameˇt’ová nárocˇnost metody. Hodnoty rozložení pravdeˇpodobnosti
jsou totiž udržovány pro každý pixel a upravovány v každém snímku. Pro optimalizaci
algoritmu je tedy nezbytné vhodneˇ zvolit parametry, zejména pocˇet gaussiánu˚. (V litera-
turˇe se uvádí pocˇet 3 — 7.) V prˇípadeˇ RGB reprezentace se každá barevná složka mode-
luje zvlášt’. To nároky algoritmu dále zvyšuje. Za zvážení proto stojí prˇevod obrazu na
„cˇernobílý“ do úrovní šedi. Dojde tím k urychlení algoritmu, ale za cenu snížení citlivosti
v neˇkterých situacích.
Pravdeˇpodobnost intenzity jasu pixelu Xt v cˇase t reprezentovaného K gaussiány lze
vyjádrˇit vztahem:
P (Xt) =
K
i=1
ωi,t · η(Xt, µi,t, Ci,t), (6)
kde ωi,t je odhad váhy i-tého gaussiánu , η je Gaussova funkce hustoty pravdeˇpodobnosti
pro n-rozmeˇrný signál, µi,t je strˇední hodnota, Ci,t je kovariancˇní matice i-tého gaussiánu
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(v cˇase t).
η(Xt, µi,t, Ci,t) =
1
(2π)
n
2 |C| 12
e−
1
2
(Xt−µt)TC−1(Xt−µt). (7)
Prˇi aktualizaci parametru˚ v každém snímku je nejprve daný pixel konfrontován s gaussi-
ány uvažovaného pixelu. V prˇípadeˇ kdy hodnota pixelu spadá do prˇíslušného rozdeˇlení
pravdeˇpodobnosti (hodnota pixelu je dostatecˇneˇ blízká strˇední hodnoteˇ Gaussova roz-
deˇlení), je pixel prˇirˇazen k uvažovanému rozdeˇlení pravdeˇpodobnosti. Dané rozdeˇlení je
následneˇ aktualizováno pomocí prˇedpisu˚:
µt = (1− ρ)µt−1 + ρXt, (8)
σ2t = (1− ρ)σ2t−1 + ρ(Xt − µt)T (Xt − µt), (9)
kde
ρ = αη(Xt|µk, σk). (10)
Poté je potrˇeba upravit váhové koeficienty jednotlivých gaussiánu˚ aktuálního pixelu po-
mocí vztahu:
ωk,t = (1− α)ωk,t−1 + α(Mk,t), (11)
kde α je konstanta vyjadrˇující rychlost ucˇení modelu a Mk,t nabvá hodnoty 1 pro prˇirˇa-
zený gaussián a 0 pro všechny ostatní.
Pokud není hodnota zkoumaného pixelu prˇirˇazena do žádného rozdeˇlení pravdeˇpo-
dobnosti, je rozdeˇlení s nejmenším váhovým koeficientem smazáno a je vytvorˇen nový
gaussián se strˇední hodnotou rovné hodnoteˇ pixelu, velkým rozptylem a nízkým váho-
vým koeficientem. Z uvedeného vyplývá, že ne každý gaussián uvažovaného pixelu ná-
leží popisu pozadí. Tímto zpu˚sobem se i hodnoty pixelu spadající do poprˇedí promítnou
do modelu bez jeho narušení. V prˇípadeˇ cˇasteˇjšího výskytu stejných hodnot roste váhový
koeficient prˇíslušného gaussiánu. Naru˚stá jeho význam v modelu a objekt z poprˇedí se
tak mu˚že postupneˇ zacˇlenit do pozadí. Pixel jehož hodnota nespadá do žádného gaussi-
ánu mu˚žeme rovnou klasifikovat jako poprˇedí. Abychom mohli rozhodnout i o pixelech
s hodnotami prˇirˇazenými k neˇkterým ze svých gaussiánu˚, musíme urcˇit, které gaussi-
ány reprezentují pozadí. Jednoduchou úvahou mu˚žeme dojít k prˇedpokladu, že pixely
pozadí se prˇíliš nemeˇní nebo se meˇní jen pomalu. Kdežto u poprˇedí jsou zmeˇny hodnot
výrazneˇjší. Tomu budou odpovídat i prˇíslušná rozdeˇlení pravdeˇpodobnosti. U gaussiánu
náležícímu k pozadí mu˚žeme ocˇekávat vysokou váhu a malý rozptyl. Mu˚žeme tedy se-
stupneˇ serˇadit gaussiány podle podílu ω/σ a následneˇ urˇcˇit kolik prvních B gaussiánu˚
odpovídá modelu pozadí.
B = argmin
b

b
k=1
ωk > T

. (12)
2.2 Detekce lidské postavy
Rozpoznání lidské postavy ve statickém i dynamickém obraze je velice komplexní úkol.
Du˚vodem je velká variabilita velikosti postavy, oblecˇení i sveˇtelných podmínek scény.
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Metody detekce lidské postavy jsou proto velmi ru˚znorodé a stále jsou prˇedmeˇtem vý-
zkumu. Rozdíly lze nalézt v prˇístupu k problému, jejich úspeˇšnosti i výpocˇetní nárocˇ-
nosti. Vždy však velmi záleží na typu scény a vlastnostech snímacího zarˇízení. Algo-
ritmus, úspeˇšný v jednom prˇípadeˇ, mu˚že v jiném naprosto selhávat. Již pouhá zmeˇna
polohy kamery zaprˇícˇiní neúspeˇch. Je tak nutné prˇistupovat ke každému prˇípadu indivi-
duálneˇ. Cˇasto však lze analýzou snímané scény a definicí omezení, které ze scény vyplý-
vají, nalézt vhodné rˇešení. Takovýmto prˇípadem mu˚že být obraz ze statické kamery, kde
jsou všechny osoby snímány cˇelneˇ. Tady se nabízí využití detekce oblicˇeje jako typického
rysu lidské postavy. Dalšími vhodnými prˇíznaky mohou být naprˇíklad detekce barvy
lidské ku˚že a vzájemné proporcˇní pomeˇry cˇástí lidského teˇla. Pro zvýšení robustnosti
lze jednotlivé metody a prˇístupy kombinovat. V ideálním prˇípadeˇ docílíme deskriptoru
invariantního vu˚cˇi meˇrˇítku i poloze lidské postavy v obraze.
2.2.1 Porovnání se vzorem (Template Matching)
Jde o jednoduchou metodu porovnávání prohledávaného obrazu se vzorem. Výstupem je
míra podobnosti na dané pozici prˇi posouvání šablony T po vstupním obraze I . Prˇes svoji
jednoduchost se tato metoda k detekci lidské postavy prˇíliš nehodí. Du˚vodem mu˚že být
výpocˇetní nárocˇnost, problematické získávání (neexistence) univerzálního vzoru, a také
velká citlivost vu˚cˇi rozdílné velikosti nebo natocˇení vzoru a prohledávaného obrazu. Cˇás-
tecˇným rˇešením by bylo pru˚meˇrování postupneˇ získaných vzoru˚ a vícenásobné porov-
nání obrazu se vzorem s ru˚zným natocˇením a velikostí. Cenou za lepší detekci by byla
vysoká výpocˇetní nárocˇnost. Prˇes svoje nevýhody je zde tato metoda uvedena z du˚vodu
jejího využití v následné implementaci projektu.
Míru podobnosti mu˚žeme urcˇit mnoha zpu˚soby. Za základní lze považovat sumu ab-
solutních rozdílu˚ hodnot jednotlivých obrazových bodu˚ vzoru a prohledávaného obrazu
- SAD ( Z anglického Sum of the Absolute Difrence).
RSAD(x, y) =

x′

y′
|f(x+ x′, y + y′)− g(x′, y′)|. (13)
Kde f je prohledávaný obraz, g je hledaný vzor, x,y jsou sourˇadnice soucˇasné pozice
v obraze a x′,y′ jsou sourˇadnice vzoru. Nejlepší shodu obrazu a vzoru nalezneme podle
tohoto vztahu na pozici x,y s nejmenší vypocˇítanou hodnotou. Další možnost porovnání
šablony s obrazem popisuje následující vzorec:
Rcor(x, y) =

x

y
(f(x,y) − f¯)(g(x,y) − g¯). (14)
Kde f je prohledávaný obraz, g je hledaný vzor, x, y jsou sourˇadnice soucˇasné pozice
v obraze, f¯ je strˇední hodnota v obraze f a g¯ je strˇední hodnota jasu v obraze g. Korelacˇní
koeficient nabývá hodnot ⟨−1, 1⟩ s nejveˇtší shodou v 1. Rozdílné sveˇtelné podmínky ve
vzoru a obraze lze redukovat použitím normalizované verze prˇedešlého vztahu.
Rcor(x, y) =

x

y(f(x,y) − f¯)(g(x,y) − g¯)
x

y(f(x,y) − f¯)2

x

y(g(x,y) − g¯)2
. (15)
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2.2.2 Active Shape Model (ASM)
Je metoda navržena T. Cootsem a C. Taylorem [4], která je hojneˇ využívána prˇedevším
v pocˇítacˇovém zpracování biomedicínských obrazových dat. Pracuje se statistickým nor-
malizovaným modelem (klasifikacˇní trˇída vytvorˇená z trénovací množiny). V prˇípadeˇ
dvourozmeˇrných dat je model urcˇen pomocí vektoru sourˇadnic vhodneˇ zvolených vý-
znamných bodu˚. Tyto body (landmarks) jsou veˇtšinou urcˇovány rucˇneˇ v trénovací mno-
žineˇ. Poloha a pocˇet bodu˚ závisí na typu (tvaru) objektu. Vzájemná poloha teˇchto bodu˚
musí být invariantní vu˚cˇi rotaci , translaci a zmeˇneˇ meˇrˇítka. (Žádná z teˇchto transformací
nesmí zpu˚sobit zmeˇnu tvaru.) Vytvorˇené modely normalizujeme a získáme pru˚meˇrný
model tvaru pomocí funkce transformace podobnosti (similarity transformation), která
s modelem tvaru provádí transformace rotace o úhel θ, zmeˇnu meˇrˇítka o parametr s a po-
sun o sourˇadnice xp, yp.
T

x
y

=

xp
yp

+

s · cos θ s · sin θ
−s · sin θ s · cos θ

·

x
y

. (16)
Protože jednotlivé normalizované modely a pru˚meˇrný model tvaru nejsou stejné, je nutné
vytvorˇit statistický model tvaru:
x′ ≈ x¯′ +Φb, (17)
kde x je pru˚meˇrný model tvaru, Φ matice vlastních vektoru˚ získané z kovariancˇní ma-
tice všech trénovacích modelu˚ a b vektor parametru˚ deformacˇního modelu. Zmeˇnou
cˇlenu˚ vektoru b lze s pru˚meˇrným statistickým modelem tvaru rotovat, posouvat, meˇ-
nit jeho velikost a získat tak jednotlivé modely tvaru z trénovací množiny. Pro aplikaci
ASM je ješteˇ nutné urcˇit, jak v obraze nalézt body modelu tvaru. Proto je potrˇeba pro
jednotlivé body definovat tzv. deskriptory. S jejich pomocí jsou pak v obraze nalezeny
(uprˇesnˇovány) polohy významných bodu tvorˇících model. Deskriptory jsou tvorˇeny sa-
dou pokud možno jednoduchých prˇíznaku˚. Ty jsou veˇtšinou reprezentovány vhodnými
jasovými vlastnostmi popisujícími charakteristické intenzity jasu z urcˇitého okolí daného
bodu v trénovací množineˇ.
Následující sekvence popisuje konecˇný postup hledání daného tvaru v obraze.
1. Pocˇátecˇní prˇibližné umísteˇní modelu v obraze.
2. Vyhledání polohy bodu˚ modelu v jejich blízkém okolí pomocí deskriptoru.
3. Transformace modelu podle noveˇ nalezených poloh.
4. Opakování kroku 2 a 3 dokud dochází k úpraveˇ modelu.
Hlavní nevýhodou metody je potrˇeba co nejprˇesneˇjšího prvního umísteˇní modelu
v prohledávaném obraze. Další je pak skutecˇnost, že se složitostí tvaru a tedy s vyššími
pocˇty významných bodu˚, rostou výpocˇetní nároky metody.
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2.2.3 Viola & Jones a AdaBoost
Detektor Viola & Jones byl poprvé prˇedstaven pány Paul Viola a Michael Jones v roce
2001 v jejich práci „Robust Real-time Object detection“ [5] zabývající se detekcí oblicˇeje.
Pro názornost je na prˇíkladu detekce oblicˇeje prˇedstavena i zde. Jejich prˇístup však lze sa-
mozrˇejmeˇ využít i pro detekci jiných objektu˚, a tedy i pro detekci lidské postavy. Mezi ne-
sporné výhody metody patrˇí rychlost a slušná robustnost. Samotná metoda je postavena
na využití jednoduchých obdélníkových filtru˚, integrálním obraze a algoritmu AdaBoost.
Obrázek 4: Prˇíznaky podobné Haaroveˇ vlnce (Haar-like features).
Obrázek 5: Princip použití prˇíznaku˚. (Prˇevzato z [5]).
Autorˇi metody vycházeli ze spolecˇných rysu˚ lidské tvárˇe, jako jsou tmavší oblasti ocˇí
než oblast nosu atd. Na této podstateˇ jsou založeny získávané prˇíznaky, které vypocˇítáme
odecˇtením soucˇtu hodnot pixelu˚ pod tmavým obdélníkem od soucˇtu hodnot pixelu˚ pod
sveˇtlým obdélníkem. Tyto prˇíznaky jsou vypocˇítávány pro celý obraz a v ru˚zných meˇ-
rˇítkách. Abychom nemuseli vypocˇítávat soucˇty pixelu˚ pro každý prˇíznak, je obraz prˇe-
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veden na tzv. integrální obraz. Ten v každém svém bodeˇ obsahuje soucˇet hodnot všech
prˇedešlých pixelu˚.
I(x, y) = x
i=1
y
j=1
I(i, j). (18)
V jednom pru˚chodu je vypocˇítán integrální obraz, a pak již stacˇí pro výpocˇet sumy jaké-
koliv oblasti pouze cˇtyrˇi prˇístupy do pameˇti a trˇi jednoduché výpocˇty. Naprˇ. pro modrou
oblast na obr. 6 stacˇí provést Σ = D −B − C +A. Tím znacˇneˇ urychlíme výpocˇet.
Obrázek 6: Výpocˇet pomocí integrálního obrazu.
Pomocí strojového ucˇení Adaboost jsou vybrány klasifikátory sloužící pro detekci.
Výsledný klasifikátor je složen z rˇady tzv. slabých klasifikátoru˚, které samostatneˇ mají
úspeˇšnost teˇsneˇ nad hranici náhody (nad 50 %). Dohromady však tvorˇí jeden silný klasi-
fikátor.
2.2.4 Histogram of Oriented Gradients (HOG)
Cˇerpáno z [8]. Detektor Histogram of Oriented Gradients je od pocˇátku navržen pro de-
tekci lidské postavy v obraze, lze jej však úspeˇšneˇ využít i pro detekci jiných objektu˚.
Metoda prokazuje lepší výsledky než prˇedešlé metody, avšak za cenu vyšší výpocˇetní
nárocˇnosti. Tato metoda je založena na myšlence, že lze hledaný objekt popsat pomocí
lokálních gradientu˚. Prˇi implementaci algoritmu je detekcˇní okno rozdeˇleno na malé ob-
lasti (bunˇky). Je spocˇítán gradient pro každý pixel v bunˇce a následneˇ z teˇchto hodnot
sestaven 1-D histogram. Z du˚vodu zvýšení robustnosti proti zmeˇnám osveˇtlení, vlivu
stínu˚, atd., je provedena normalizace. Té je dosaženo tak, že je do bunˇky promítnuta in-
formace získaná z jejího okolí, tedy ze sousedních buneˇk dohromady oznacˇovaných jako
blok. Následuje sestavení prˇíznakového vektoru sloužícího jako vstup pro lineární SVM.
Prˇed samotným výpocˇtem gradietního obrazu mu˚žeme provést prˇedzpracování ob-
razu, naprˇíklad vyrovnat rozložení jasu v obraze. Za urcˇitých okolností tak mu˚žeme zvý-
šit úspeˇšnost metody. Podle autoru˚ má tento krok však jen malý vliv na výsledek detekce.
Oproti tomu zásadní je výpocˇet gradientního obrazu. Metoda prˇedpokládá, že každý ob-
jekt je charakterizován svým tvarem, který mu˚že být v obraze reprezentován hranami.
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Obrázek 7: Metoda Histogram of Oriented Gradient (Prˇevzato z [8]).
Nalezení významných hran je tedy pro výkon detektoru steˇžejní. Výsledky detektoru lze
znacˇneˇ ovlivnit vhodnou volbou zpu˚sobu výpocˇtu významných lokálních hran. Obecneˇ
lze pro tuto funkci využít libovolného gradientního operátoru jakými jsou naprˇ. operátor
Prewittové, Sobel atd. Prˇi testování však nejlepší výsledky poskytovala jednoduchá deri-
vacˇní maska ve tvaru [-1,0,1] použitá v horizontálním i vertikálním smeˇru. U barevného
obrazu je výpocˇet gradientu provádeˇn pro každý kanál zvlášt’ a jako výsledná hodnota
gradientu je zvolena ta nejvýrazneˇjší z jednotlivých kanálu˚. Jak bylo uvedeno výše, je
obraz rozdeˇlen na bunˇky (typicky 8 × 8 pixelu˚ ) a pro každou takovou bunˇku je stano-
ven histogram gradientu˚. To spocˇívá v prˇirˇazení gradientu˚ jednotlivých pixelu˚ v bunˇce
do tzv. kanálu˚, které rozdeˇlují bunˇku v rozsahu 0 ◦– 180 ◦, nebo 0 ◦– 360 ◦. Autorˇi zvolili
pocˇet kanálu˚ deveˇt, mu˚že jich však být libovolneˇ. Každý gradient v bunˇce je tedy podle
své orientace prˇideˇlen do prˇíslušného kanálu. Výsledná hodnota každého kanálu je pak
rovna soucˇtu jeho gradientu˚. V ru˚zných cˇástech obrazu se mohou sveˇtelné podmínky
meˇnit a ovlivnˇují tak velikosti gradientu˚. V dalším kroku jsou proto získané histogramy
normalizovány. Normalizace probíhá nad veˇtšími bloky, které jsou tvorˇeny sousedními
bunˇkami. Bloky se vzájemneˇ prˇekrývají a hodnoty jedné bunˇky se tak promítnou i do
sousedních. Vektor normalizovaných histogramu˚ z jednoho bloku prˇedstavuje deskrip-
tor. Finální klasifikace je realizována lineárním klasifikátorem vzcházejícího z SVM – Sup-
port Vector Machine. Jde tedy o prˇíznakový klasifikátor rozdeˇlující prostor prˇíznaku˚ do
jednotlivých trˇíd pomocí nadrovin. V pru˚beˇhu ucˇení s ucˇitelem jsou hledány podpu˚rné
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vektory urcˇující parametry nadrovin. Odtud název Support Vector Machine.
2.3 Sledování pohybu objektu˚
Pro stanovení trajektorie pohybu je nezbytné nalezení správné korespondence deteko-
vaných objektu˚ mezi jednotlivými snímky. Pokud se ve scéneˇ pohybuje pouze jeden ob-
jekt, je to pomeˇrneˇ snadné. Prˇi veˇtším pocˇtu objektu˚, které se pohybují ru˚znými smeˇry,
a dochází k jejich prˇekrývání, už tento úkol tak triviální není. Dalšími negativními fak-
tory mohou být i neprˇesnost meˇrˇení polohy vlivem nedokonalé segmentace, zmeˇna veli-
kosti a vzhledu vlivem pohybu ve scéneˇ. Za prˇedpokladu dostatecˇneˇ krátkého cˇasového
intervalu mezi jednotlivými snímky It a It+1 bude pohyb objektu také malý a my tak
mu˚žeme omezit nové kandidátní pozice. Stacˇí tedy zmeˇrˇit vzdálenost pozice ve snímku
It a možných nových pozic v It+1. Pokud vzdálenost splnˇuje stanovenou prahovou hod-
notu, máme novou polohu objektu. V prˇípadeˇ více kandidátních pozic rozhodujeme po-
mocí dalších charakteristik. Teˇmi mohou být naprˇíklad pru˚meˇrné hodnoty jasu v urcˇitém
okolí kandidátních bodu˚. Za prˇedpokladu nemeˇnnosti vzhledu. V prˇípadeˇ, kdy se objekt
v novém snímku nepodarˇilo nalézt, naprˇíklad z du˚vodu zakrytí jiným objektem prˇi krˇí-
žení trajektorií, mu˚žeme vycházet z prˇedpokladu zachování smeˇru a rychlosti pohybu
sledovaného objektu. Na základeˇ znalosti prˇedešlého pohybu pak predikujeme novou
pozici ve scéneˇ. Takto mu˚žeme docˇasneˇ nahradit skutecˇnou pozici do doby opeˇtovného
výskytu. K tomu mu˚žeme využít predikcˇní schopnost Kalmanova filtru.
2.3.1 Kalmanu˚v filtr
Cˇerpáno z [6]. Kalmanu˚v filtr je algoritmus pojmenovaný podle svého spoluautora Ru-
dolfa Kálmána, který je využíván pro filtraci zašumeˇlých signálu˚. Jeho aplikace mu˚žeme
nalézt v širokém spektru oboru˚ jako je navigace a trˇeba i ekonomie. Jde o rekurzivní adap-
tivní filtr využívaný k modelování diskrétních dynamických systému˚. Zjednodušeneˇ lze
Kalmanu˚v filtr popsat jako predikcˇní algoritmus, který se snaží na základeˇ znalosti cho-
vání systému a nameˇrˇených hodnot odhadnout prˇíští stav. Predikované hodnoty jsou pak
v dalším kroku porovnány se skutecˇneˇ nameˇrˇenými hodnotami. Rozdíl mezi prˇedpoklá-
danými a skutecˇneˇ nameˇrˇenými hodnotami je následneˇ využit k opeˇtovnému nastavení
parametru˚ filtru. Tato aktualizace filtru má za cíl zlepšení prˇesnosti nového odhadu.
Základní cˇástí Kalmanova Filtru je stavový model dynamického systému. Tento line-
ární model popisuje chování sledovaného systému v cˇase.
xt+1 = Φt+1|txt +Dtdt + Γtwt. (19)
Z uvedeného vzorce vyplývá, že stav systému v cˇase t+ 1 je závislý na prˇedešlém stavu
xt, budicím signálu dt a na šumu wt, který se spolecˇneˇ se svým koeficientem Γ vyjadrˇuje
nedu˚veˇru modelu. Matice Φ, D jsou koeficienty lineární kombinace.
Další soucˇástí modelu je model meˇrˇení popisující závislost aktuálního výstupu na
aktuálním stavu systému.
zt = Htxt + vt. (20)
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Kde matice Ht je maticí meˇrˇení a cˇlen vt vnáší zkreslení meˇrˇení vlivem šumu (chyby
meˇrˇení).
Chybu odhadu x˜t stanovíme jako rozdíl
x˜t = xt − xˆt. (21)
Výpocˇet odhadu stavu xˆt, tedy odhad stavového vektoru xt mu˚že probíhat v následují-
cích krocích.
• Predikce disperzní matice chyby odhadu
Vx˜,t+1|t = Φt+1|tVx˜,tΦTt+1|t + ΓtVw,tΓ
T
t . (22)
• Výpocˇet váhové matice Kalmanova zisku
Kt+1 = Vx˜,t+1|tHTt+1[Ht+1Vx˜,t+1|tH
T
t+1 + Vv,t+1]
−1. (23)
• Výpocˇet odhadu
xˆt+1 = Φt+1|txˆtKt+1zt+1 −Ht+1Φt+1|txˆt. (24)
• Úprava disperzní matice
Vx˜,t+1 = (I −Kt+1Ht+1)Vx˜,t+1|t. (25)
2.3.2 Optický tok
Cˇerpáno z [6]. Metoda optického toku zachycuje pomocí vektorového pole zmeˇny polohy
jednotlivých pixelu˚ v obraze v cˇase dt. Pro každý sledovaný bod je vytvorˇen dvouroz-
meˇrný vektor rychlosti popisující jeho pohyb ve scéneˇ mezi jednotlivými snímky. Z vy-
tvorˇeného rychlostního pole mu˚žeme posléze urcˇit historii pohybu sledovaného objektu
a prˇípadneˇ predikovat polohu objektu v následujícím snímku. Tuto metodu lze použít
nejen prˇi scénárˇi, kdy se pohybuje objekt ve scéneˇ a pozice kamery je statická, ale i prˇi
pohybu kamery. Nevýhodou metody je velká výpocˇetní nárocˇnost. Ve veˇtšineˇ prˇípadu˚ se
proto nepocˇítá optický tok pro všechny obrazové body, ale jen pro body neˇjakým zpu˚so-
bem pro své okolí významné (hrany atd.).
Tímto zpu˚sobem dokážeme rozlišit cˇtyrˇi základní pohyby (obr.8) :
1. translacˇní pohyb, kdy se objekt pohybuje v konstantní vzdálenosti od kamery,
2. translacˇní pohyb smeˇrem od nebo ke kamerˇe,
3. rotacˇní pohyb v konstantní vzdálenosti,
4. rotacˇní pohyb kolmý ke kamerˇe.
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Obrázek 8: Druhy pohybu.
Obrázek 9: Rubikova kostka na otocˇné podložce. (Prˇevzato z [7].)
Obrázek 10: Vektory optického toku vypocˇítané z obr. 9. (Prˇevzato z [7].)
Pro správnou funkci je nutné dodržet neˇkolik prˇedpokladu˚. Prvním je stejná hodnota
jasu˚ korespondencˇních bodu˚ mezi jednotlivými snímky. Dále se prˇedpokládá jen malý
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pohyb jednotlivých sledovaných bodu˚. δt by tedy meˇlo být dostatecˇneˇ malé. Posledním
významným prˇedpokladem je soudržnost bodu˚ mezi snímky. Objekt by si meˇl udržovat
svoji strukturu.
Výpocˇet optického toku:
Prˇi rozvinutí dynamické obrazové funkce v Taylorovu rˇadu prˇi zanedbání vyšších rˇádu˚
mu˚žeme psát
f(x+ δx, y + δy, t+ δt) = f(x, y, t) +
δf
δx
δx+
δf
δy
δy +
δf
δt
δt. (26)
Dále prˇedpokládáme
f(x+ δx, y + δy, t+ δt) = f(x, y, t). (27)
Po vzájemném dosazení rovnic a jejich úpraveˇ dostaneme rovnici optického toku ve tvaru
fxx
′ + fyy′ + ft = 0. (28)
2.4 Pocˇítání osob
Následující podkapitola se neveˇnuje pouze pocˇítání osob ve videosekvencích, ale ve zkrat-
ce prˇedstaví neˇkteré technické možnosti pocˇítání osob používané v reálných instalacích.
Prˇi uplatneˇní v praxi dochází ve veˇtšineˇ prˇípadu˚ ke kombinaci více zpu˚sobu˚ a metod.
Cílem je dosáhnout co nejvyšší prˇesnosti a spolehlivosti. Bezpecˇnostní kamerový systém
tak mu˚že být doplneˇn o ru˚zná technická zarˇízení. Souhrn teˇchto prostrˇedku˚ pak spolecˇneˇ
tvorˇí ucelený systém, který plní požadovanou funkcionalitu. Soucˇasné systémy, které se
snaží vycházet pouze z analýzy obrazu, však již dokáží neˇkteré drˇíve používané metody
úspeˇšneˇ nahrazovat.
Jednou ze základních metod pocˇítání osob je využití optické závory. Její princip spo-
cˇívá v prˇerušení infracˇerveného paprsku mezi zdrojem paprsku a prˇijímacˇem. Osoba,
která vstoupí do sledovaného prostoru, pu˚sobí jako prˇekážka a prˇeruší paprsek. To je sen-
zorem detekováno a logický obvod zaznamená vstup. Výhodou tohoto provedení je jeho
jednoduchost. Zrˇejmou nevýhodou je zase jeho neprˇesnost vycházející z použitého prin-
cipu pocˇítání. V ideálním prˇípadeˇ, kdy osoby procházejí jednotliveˇ, je detektor prˇesný.
Pokud vstoupí do prostoru paprsku dveˇ osoby zárovenˇ, zaznamená detektor pouze je-
den vstup. Prˇi prˇerušení paprsku první prˇekážkou již není detektor schopen ostatní ob-
jekty zachytit. Stejný problém by nastal i prˇi použití kamery z bocˇního pohledu. Osoby
procházející v zákrytu nebo ve skupineˇ nedokážeme rozlišit. Logickým rˇešením je zvolit
vhodneˇjší pozici snímací kamery a omezit tak splynutí více osob v jeden objekt. Vhod-
ným umísteˇním na strop sledovaného prostoru, kolmo k ose smeˇru pru˚chodu, lze tento
problém obejít. Pocˇítané osoby procházejí prˇímo pod kamerou a vu˚bec, nebo jen mini-
málneˇ, se prˇekrývají (obrázek 11). V ideálním prˇípadeˇ umožnˇuje tento postup prˇesnou
segmentaci procházejících osob. Následneˇ již stacˇí izolované objekty spocˇítat.
Soucˇasné inteligentní kamerové systémy využívají IP kamery s integrovanou softwa-
rovou i hardwarovou podporou zpracování obrazu. Již samotná kamera dokáže klasifi-
kovat ru˚zné objekty a odpadá tedy následné zpracování záznamu na serveru nebo prˇi-
pojeném PC. Snižují se tím nároky na prˇenos dat sítí i na výkon serveru. Také se nabízí
20
Obrázek 11: Ilustrace pocˇítání osob. (Prˇevzato z [2].)
využití tzv. IR kamer. Ty zachytávají infracˇervené zárˇení, které cˇloveˇk vyzarˇuje. Výsled-
kem je vysoce efektivní a spolehlivý systém pro pocˇítání osob s prˇesností 95 – 99 % [1].
Prˇesnost a spolehlivost takového systému se ale také promítá do jeho porˇizovací ceny.
Zde navržený zpu˚sob pocˇítání osob se bude muset potýkat s problémy zmíneˇnými
výše. Du˚vodem je pozice kamery v použitých videozáznamech. Tak jako ve všech po-
dobných typech reálných scén i zde dochází prˇekrytí a vzájemnému míjení procházejících
osob. Uživatel aplikace bude moci pomocí konfiguracˇního souboru stanovit pomyslnou
linii ve scéneˇ. Detekované osoby budou po prˇekrocˇení stanovené linie algoritmem zapo-
cˇítány. Prˇesnost pocˇítání bude záviset zejména na prˇesnosti detekce postavy a následném
sledování její trajektorie po scéneˇ.
Obrázek 12: Pocˇítací kamera.(Prˇevzato z [1].)
2.5 Detekce pádu
Tato cˇást zadání není ve výsledné aplikaci implementována, prˇesto jsem považoval za
vhodné ji zde alesponˇ prˇedstavit. V kapitole 3.5 je i navržen algoritmus detekce pádu,
který využívá zde vytvorˇený systém sledování osob a jejich trajektorie, a mohl by tak být
dalším krokem rozšírˇení funkcionality aplikace.
Existuje celá rˇada situací a šablon chování, které mu˚žeme chtít v dohledových sys-
témech odhalit a adekvátneˇ na neˇ reagovat. Detekce pádu rozhodneˇ patrˇí mezi nejvý-
znamneˇjší. Témeˇrˇ vždy v takové situaci jde o zdraví sledované osoby. Zejména u star-
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ších osob existuje riziko pádu zpu˚sobeného naprˇíklad náhlou nevolností nebo problémy
s pohybem. Systém schopný detekovat pád tak nalezne uplatneˇní nejen ve verˇejných
prostorech, ale hlavneˇ v domovech pro seniory atd. Dalším cílovým prostrˇedím mohou
být naprˇíklad pru˚myslové výrobní prostory s nebezpecˇím úrazu. V neˇkterých prˇípadech
mohou rizikové osoby využít ru˚zné technické prostrˇedky. Jde o nositelné senzory jakými
jsou akcelerometry, gyroskopy a prˇípadneˇ mikrospínacˇe. Senzory jsou schopné deteko-
vat neobvyklé zmeˇny v poloze nebo rychlosti teˇla a mohou na to reagovat. Okolí je upo-
zorneˇno naprˇ. zvukovým alarmem, nebo je odeslána informacˇní SMS zpráva. Senzory
mohou mít podobu náramku, být soucˇásti odeˇvu nebo lze využít schopností dnešních
chytrých telefonu˚. Riziková osoba však musí mít potrˇebný senzor stále u sebe. Obecneˇj-
ším rˇešením je sledování celého prostoru kamerovým systémem. V prˇípadeˇ, kdy je celý
proces detekce pádu z kamer automatizován, není ani narušeno soukromí sledovaných
osob. Systém sám vyhodnotí nastalou situaci a definovaným zpu˚sobem na ni reaguje.
Nejcˇasteˇjším prˇístupem detekce pádu je analýza siluety lidské postavy. Tu získáme
bud’ detekcí pohybu a následnou extrakcí objektu˚ poprˇedí nebo trˇeba pomocí neˇkterého
z výše uvedených klasifikátoru˚ lidské postavy. Autorˇi [10] využívají pro získání siluety
model pozadí. O pádu je rozhodnuto na základeˇ vlastností siluety. Zejména se sleduje
úhel natocˇení, velikost a tvar. Tento prˇístup je velmi jednoduchý, ale prˇi beˇžných situa-
cích, jako je trˇeba sednutí osoby na židli, se mu˚že dostat do problému˚.
Jinou metodu použili autorˇi [11]. Ve své metodeˇ pracují s vektory rychlosti pádu. Vy-
cházejí z prˇedpokladu, že pád je obvykle rychlejší než beˇžný pohyb. Výpocˇtem optického
toku pohybu osob vytvárˇejí tzv. Motion Vector Flow Instance (MVFI) vzory (obr. 13). Ty
jsou poté využity k rozpoznání pádu od beˇžných aktivit. Zejména pohyb horní poloviny
teˇla je prˇi pádu výrazneˇ rychlejší než obvyklý pohyb siluety. Neˇkteré metody toho vyu-
žívají a sledují pouze pohyb hlavy. Pokud se zmeˇní rychlost a smeˇr (zejména smeˇr dolu˚),
je detekován pád.
Obrázek 13: Optický tok a MVFI.(Prˇevzato z [11].)
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3 Praktická cˇást
V této cˇásti práce je podrobneˇ rozebrána vytvorˇená aplikace. Cílem bylo vytvorˇit aplikaci,
která by byla schopna ve videosekvenci detekovat pohybující se objekty a ty následneˇ
sledovat po celou dobu jejich výskytu ve scéneˇ. Takováto aplikace mu˚že tvorˇit základ
pro ješteˇ sofistikovaneˇjší software s pokrocˇilejšími funkcemi. Pokud dokážeme deteko-
vat pohybující se objekty, vzájemneˇ je rozlišit a stanovit historii jejich pohybu, mu˚žeme
následneˇ tento pohyb analyzovat. Ze znalosti trajektorie sledovaného objektu mu˚žeme
naprˇíklad predikovat následující stav scény. Na základeˇ statistické analýzy pohybu doká-
žeme definovat beˇžný pohyb objektu scénou. Jakákoliv odchylka od obvyklého modelu
chování je pak snadno odhalena. Tato funkce nalezne uplatneˇní v mnoha aplikacích. Do-
kážeme spocˇítat pru˚chody lidí v ru˚zných smeˇrech, detekovat pohyb v protismeˇru nebo
trˇeba odhalit netypické (podezrˇelé) chování zákazníka v obchodeˇ. Jisteˇ bychom nalezli
mnohá další praktická využití. Aplikace se však omezuje na detekování pohybujících
se objektu˚ (lidí), jejich trasování a dále naznacˇuje možnosti využít tohoto k jednodu-
chým úkolu˚m jako je získání základních statistik pohybu objektu˚ ve scéneˇ. Konkrétneˇ
implementovanou funkcí je pocˇítání osob. Sledovanými objekty jsou zde lidé (jednotlivé
osoby), proto dochází v práci v tomto smyslu k volnému zameˇnˇování obecneˇjšího pojmu
objekt a osoba.
3.1 Nástroje a prostrˇedky
Aplikace byla vyvíjena a testována na notebooku Acer Extensa 5220, s procesorem Intel
Core 2 Duo 2,2 Ghz, 2 GB RAM, integrovanou grafickou kartou Intel X3100, operacˇním
systémem Windows 8.1 a vývojovým prostrˇedím Microsoft Visual Studio 2012. Stanice
s touto konfigurací hardware již evidentneˇ nepatrˇí k nejvýkonneˇjším a tato skutecˇnost
v neˇkterých prˇípadech ovlivnila volbu použitých metod.
Pro implementaci aplikace byla využita otevrˇená multiplatformní knihovna OpenCV
ve verzi 2.4.8. Jde o široce rozšírˇenou knihovnu urcˇenou pro práci z obrazem v reálném
cˇase. Knihovna je vydávána pod BSD licencí umožnˇující volné využití v akademické i ko-
mercˇní sférˇe. Samotná knihovna je napsána v jazyce C/C++ a i celá aplikace byla napsána
v programovacím jazyce C++. S tímto jazykem jsem pracoval poprvé, ale prˇesto jsem mu
dal prˇednost prˇed ostatními. Použití „pohodlneˇjšího“ jazyka jako je C# by znamenalo
nutnost použití wrapperu knihovních funkcí (naprˇ. OpenCVSharp nebo Emgu). To by
meˇlo za následek lehké zpomalení aplikace. S ohledem na parametry vývojárˇské stanice
jsem tedy radeˇji volil pocˇátecˇní nepohodlí prˇi vývoji a alesponˇ cˇástecˇneˇ vyšší výkon ja-
zyka C++. Pro volbu jazyka C++ hovorˇí i jeho nezávislost na použitém operacˇním sys-
tému. Zvolený jazyk tak neomezuje možnou prˇenositelnost vytvorˇeného algoritmu. Pro
úplnost dodávám, že knihovna OpenCV disponuje podporou pro hardwarovou akcele-
raci CUDA (OpenCL) a podporou nízkoúrovnˇové knihovny pro zpracovaní medií a dat
Intel IPP.
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Obrázek 14: Výsledný trasovací algoritmus.
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3.2 Algoritmus
Obrázek 14 zobrazuje výsledný algoritmus, který reprezentuje vytvorˇenou aplikaci. Po-
stupneˇ jsou zde prˇedstaveny vybrané metody a postupy, které byly použity prˇi imple-
mentaci. Základními kroky posloupnosti zpracování snímku˚ mohou být:
• nacˇtení snímku a jeho prˇedzpracování,
• detekce pohybu,
• segmentace objektu˚,
• prˇirˇazení nalezených objektu˚ k objektu˚m ve sledování.
Jednotlivé dílcˇí kroky algoritmu jsou blíže popsány v následující cˇásti práce.
3.2.1 Prˇedzpracování snímku
Vše zacˇíná nacˇtením snímku. Beˇžneˇ se snímek prˇed dalším zpracováním upravuje, aby
bylo dosaženo lepších výsledku˚. Veˇtšinou jde o jasové normalizace jako je gama korekce
a roztažení kontrastu.V aplikaci však není nový snímek nikterak prˇedzpracován, pouze
je upravena jeho velikost na 640×480 pixelu˚. Pokusy o úpravu snímku totiž neprokázaly
výrazné zlepšení, proto bylo od prˇedzpracování upušteˇno.
3.2.2 Detekce pohybu
Na zacˇátku implementace jsem experimentoval s vlastní implementací detektoru po-
hybu. S využitím funkcí knihovny OpenCV jsem se pokusil vytvorˇit detektor založený na
výpocˇtu absolutního rozdílu aktuálního snímku a referencˇního snímku modelu pozadí.
Prˇed samotným odecˇtením snímku˚ jsem se pokoušel o ru˚zné metody prˇedzpracování.
Pokusil jsem se vstupní snímek normalizovat úpravou kontrastu, upravit rozostrˇením
nebo naopak prˇiostrˇením. Experimentoval jsem s možnostmi samostatných operací i s je-
jich vzájemnými variacemi. Nejdrˇíve jsem použil statický referencˇní snímek pozadí zís-
kaný z videosekvence. Referencˇní snímek zachycoval pouze objekty pozadí a v cˇase nebyl
aktualizován. Tento ve své podstateˇ naivní prˇístup fungoval dobrˇe, pokud ve videu ne-
docházelo ke zmeˇnám osveˇtlení a video meˇlo dobrou kvalitu. Již malá, pro lidské oko ob-
cˇas témeˇrˇ nepostrˇehnutelná zmeˇna sveˇtelných podmínek v urcˇité oblasti obrazu, zpu˚so-
bovala algoritmu problémy. Cˇástecˇneˇ se darˇilo rˇešit problém úpravou snímku vhodným
prˇedzpracováním a použitím morfologických operací po prahování výsledného snímku
odecˇtu. Celkoveˇ byl však výsledek neuspokojivý. Experimentoval jsem tedy i s mož-
nostmi aktualizace referencˇního snímku. Byly provedeny pokusy s pru˚meˇrováním re-
ferencˇního snímku s ru˚znou periodou aktualizace a ru˚znou váhou, podle které se nové
snímky promítly do modelu pozadí.
Dalším problémem, který jsem se pokusil rˇešit, byla eliminace stínu˚ v obraze. Prˇi tes-
tování algoritmu totiž docházelo nejen k oznacˇení siluety postavy, ale byl zahrnut i její
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stín. Ten v neˇkterých prˇípadech zpu˚soboval splynutí dvou siluet v jeden blob a tedy chyb-
nou segmentaci postav. Pokusil jsem se pomocí Cannyho detektoru nalézt hrany v roz-
dílovém snímku. Odstranit vneˇjší hrany a vnitrˇní hrany opeˇt vyplnit v jeden blob. Vneˇjší
hrany prˇedstavují okrajové cˇásti detekované oblasti a tedy i stíny. Jejich orˇezáním se tedy
zbavíme i stínu˚. Vyplneˇním vnitrˇních hran by však meˇlo hlavní „teˇlo“ objektu zu˚stat za-
chováno. Tento postup se mi ale nepodarˇilo plneˇ realizovat. Možnosti jeho uplatneˇní by
spíše byly u objektu˚ s cˇleniteˇjší vnitrˇní strukturou.
Výsledky takto vytvorˇeného detektoru pohybu jsem porovnal s výsledky detektoru
Mixture of Gaussians implementovaného v knihovneˇ OpenCV. Porovnání bylo pouze
orientacˇní a probíhalo na videu z webkamery notebooku. Cílem totiž nebylo samotné
srovnání metod (to není prˇedmeˇtem této práce), ale meˇlo za cíl urcˇit vhodneˇjší metodu
s ohledem pro další zpracování. Hlavními kritérii byly rychlost algoritmu, aby se sa-
motná detekce oblastí pohybu co nejméneˇ podílela na celkovém cˇase výpocˇtu algoritmu
sledování objektu˚ zájmu a samozrˇejmeˇ prˇesnost detekce. Nutnost použití dodatecˇných
morfologických operací ve mnou vytvorˇeném detektoru snižovala rychlost výpocˇtu jinak
rychlejšího mého algoritmu na srovnatelnou rychlost s metodou MOG2 z OpenCV. So-
fistikovaneˇjší metoda MOG2 však prˇece jen poskytovala kvalitneˇjší výstup a proto jsem
jí dal v následující implementaci prˇednost.
Obrázek 15: Originální snímek a výsledek detekce pohybu pomocí MOG2.
Ve výsledné aplikaci je pro detekci pohybu použita trˇída BackgroundSubstractorMOG2
z knihovny OpenCV, implementující algaritmus z [9].Pocˇátecˇní parametry jsou pone-
chány v implicitním nastavení (viz dokumentace OpenCV1). První parametr urcˇuje délku
udržované historie, druhý parametr je prahová hodnota pomáhající prˇirˇadit aktuální pi-
xel k neˇkterému z gaussiánu˚. Pokud nedojde k prˇirˇazení k žádnému z gaussiánu˚, je vy-
tvorˇen nový. Pocˇet gaussiánu˚ je stanoven dynamicky pro každý pixel. (Maximum je im-
plicitneˇ 5.) Parametr fTau je nastaven na 0, 5. Tento parametr je prahová hodnota pro de-
tekované stíny. Pixel je oznacˇen jako stín, pokud je jeho barva stejná jako pozadí, pouze je
tmavší. Hodnota 0, 5 udává, že pokud je pixel více než 2× tmavší než pozadí, není ozna-
cˇen jako stín. Dále je pomocí parametru nShadowDetection zmeˇneˇna barva detekovaného
stínu na 0, tedy cˇernou. Tím dojde k jeho „smazání“.
1Dostupné z http://opencv.org
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BackgroundSubtractorMOG2 bg(3000, 9, true);
bg.set("fTau", 0.5) ;
bg.nShadowDetection = 0;
Výpis 1: Nastavení detektoru pohybu MOG2.
3.2.3 Segmentace postav
K detekci postav ve snímku se nabízí hned neˇkolik metod prˇedstavených v první cˇásti
tohoto textu. Mojí pu˚vodní prˇedstavou bylo nalezení postavy pomocí metody HOG. Tato
metoda poskytuje velmi kvalitní výsledky a je již implementována v knihovneˇ OpenCV.
Hned od pocˇátku experimentování se však naplno projevila pravdeˇpodobneˇ její nejvý-
razneˇjší nevýhoda, kterou je výpocˇetní nárocˇnost. V kombinaci se slabým výkonem vývo-
járˇské stanice byla nárocˇnost metody markantní. V prvotním nastavení trvalo zpracování
jednoho snímku 4–6 vterˇin. Po úpravách nastavení metody a celého algoritmu aplikace
došlo k výraznému zlepšení. Byly zmeˇneˇny parametry metody a prohledávaná oblast
byla omezena pouze na oblasti s detekovaným pohybem. V prˇípadeˇ veˇtšího pohybu osob
ve snímku však byla doba detekce stále v rˇádech vterˇin. Pokud má mít algoritmus ambice
realtime aplikace, je to nedostacˇující, proto jsem od pu˚vodního zámeˇru ustoupil.
Další zkoušenou metodou byl detektor Viola & Jones opeˇt implementovaný v knihov-
neˇ OpenCV. Jeho výsledky prˇi použití klasifikátu, který je soucˇástí knihovny, nebyly tak
dobré jako u metody HOG, cˇas zpracování byl ale výrazneˇ lepší. I v tomto prˇípadeˇ však
bylo potrˇeba omezit prohledávanou oblast pomocí detekce pohybu. Nakonec se ukázalo
jako nejvýhodneˇjší použít pro segmentaci postav pouze kvalitní detektor pohybu. Jeho
volba byla popsána v prˇedchozí kapitole. Detektor HOG byl za daných podmínek nepou-
žitelný a metoda Viola & Jones nevykazovala výrazný prˇínos. Podrobné srovnání metod
zde není uvedeno. Nebylo to náplní této práce.
Na obrázku 15 jsou jasneˇ patrné bílé plochy prˇedstavující oblasti pohybu ve scéneˇ.
Tyto objekty prˇesneˇ korespondují s hledanými postavami osob. A práveˇ tento jednodu-
chý prˇístup je využit k segmentaci osob z obrazu. V porovnání s prˇedchozími experi-
menty došlo k razantnímu zrychlení, protože detekce pohybu stejneˇ již v obou prˇípadech
probíhala. Ocˇividnou nevýhodou této metody je situace, kdy dojde ke spojení více postav
v jednu oblast. Pak se navržený postup dostává do problému˚. Snímek pohybujících se
objektu˚ získaný detekcí pohybu je zbaven velmi malých objektu˚. Ty ve veˇtšineˇ prˇípadu
reprezentují šum a oblasti s malým pohybem. Tato filtrace je provedena pomocí mor-
fologické operace Otevrˇení. Otevrˇení je aplikace operací matematické morfologie Eroze
a Dilatace v tomto porˇadí. Eroze zajistí odstraneˇní detailu˚ a Dilatace opeˇtovné vyplneˇní
a zachování velikosti objektu˚. Mimo odstraneˇní oblastí, které jsou menší než použitý
strukturní element, zajistí operace Otevrˇení i rozdeˇlení objektu˚ spojených pouze úzkými
spoji. To napomu˚že správné segmentaci postav, které jsou detektorem pohybu spojeny
v jeden objekt. Následná segmentace je provedena nalezením kontur v prˇipraveném ob-
raze. Je použita funkce z knihovny OpenCV findContours.
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findContours(foreground_frame, contours, CV_RETR_EXTERNAL, CV_CHAIN_APPROX_SIMPLE)
Výpis 2: Funkce pro nalezení kontur.
Kde foreground_frame je upravený výstup detektoru pohybu a parametr contours je vek-
tor nalezených kontur. Kontury jsou zde reprezentované vektory aproximovaných bodu˚.
Použití parametru CV_RETR_EXTERNAL zarucˇuje, že budou vráceny pouze vneˇjší kon-
tury. Jsou tedy hledány pouze obrysy postav. Poslední parametr urcˇuje použitou metodu
aproximace bodu˚. V tomto prˇípadeˇ CV_CHAIN_APPROX_SIMPLE nevrací všechny body,
ale pouze krajní body jednotlivých segmentu˚ kontury. Následneˇ jsou odstraneˇny malé
kontury. Jak velké kontury budou ješteˇ odstraneˇny, volí uživatel nastavením daného pa-
rametru v konfiguracˇním souboru aplikace. Mu˚že tak urcˇit nejmenší možnou velikost
objektu, který bude sledován. Protože nebyla použita žádná sofistikovaná metoda de-
tekce lidské postavy, je to jedno z kritérií napomáhající správné segmentaci osob. Jeli-
kož sledování není primárneˇ založeno na vzhledu, je nutné vhodnou volbou pomocných
parametru˚ eliminovat objekty, které nejsou lidé. Parametrem pro oznacˇení objektu jako
osoby je prˇedpokládaná maximální výška postavy ve videu. Všechny veˇtší objekty nejsou
považovány za postavu. Další pozorovanou hodnotou je pomeˇr výšky a šírˇky. Toto ome-
zení vychází z charakteristického vzhledu stojící postavy. Zde stanovenou podmínkou je,
že výška postavy nesmí být menší než jeden a pu˚l násobek její šírˇky. U vzprˇímeneˇ stojící
postavy by tento pomeˇr byl patrneˇ vyšší, zde je však nutné brát ohled na odlišný tvar
teˇla beˇhem jeho pohybu. Prˇi chu˚zi a beˇhu se pomeˇr výšky a šírˇky siluety meˇní, prˇesto
by nemeˇl být menší než hodnota 1, 5. V opacˇném prˇípadeˇ není nalezená kontura ozna-
cˇena jako postava. Takovými objekty mohou být spojené siluety osob, které se vzájemneˇ
míjejí nebo krácˇí vedle sebe. Dalším typickým prˇípadem pro zde testovaná videa je ozna-
cˇení osoby i s táhnutým kufrem. V první cˇásti obrázku 16 je osoba oznacˇena i s kufrem.
Nesplnˇuje tak parametry stanovené pro postavu. V druhé cˇásti téhož obrázku je osoba
extrahována prˇesneˇ a splnˇuje podmínky pro oznacˇení objektu jako osoby.
V aplikaci je rozlišení osob a objektu˚ nakonec využito pouze pro vizuální oznacˇení.
Pro potrˇeby trasování se detekované bloby nerozlišují. Neprˇicházíme tak o cenou infor-
maci vlivem špatného rozlišení postav a jiných objektu˚. Aplikace tedy dokáže sledovat
jakékoli objekty na základeˇ jejich trajektorií, její primární urcˇení je ale sledování osob.
3.2.4 Prˇirˇazení
K nalezeným konturám jsou v dalším kroku vypocˇítány ohranicˇující boxy. V každém
novém snímku detekované objekty jsou dále v algoritmu reprezentovány pouze teˇmito
boxy. Práveˇ k teˇmto boxu˚m jsou prˇirˇazovány objekty typu TrackingObject, které prˇedsta-
vují sledované osoby. Urcˇení korespondence osob ve sledování a noveˇ detekovaných po-
stav probíhá na základeˇ výpocˇtu jejich vzájemné vzdáleností. Jako metrika je použita
klasická Euklidovská vzdálenost, definovaná vztahem:
DE =

(x1 − x2)2 + (y1 − y2)2. (29)
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Kde x1, y1 jsou sourˇadnice predikované polohy sledované osoby a x2, y2 jsou sourˇad-
nice objektu nalezeného v aktuálneˇ zpracovávaném snímku. Maximální akceptovatelná
vzdálenost byla stanovena na hodnotu dvojnásobku šírˇky prˇíslušného objektu v minu-
lém snímku:
DE ≤ 2× wt−1. (30)
Nejdrˇíve je spocˇítána vzájemná vzdálenost pro všechny objekty ve sledování a ak-
tuálneˇ detekované bloby. Je sestavena tabulka vzdáleností, ve které jsou shromáždeˇny
veškeré vzdálenosti. Nad touto tabulkou následneˇ dochází k vytvárˇení páru˚ ⟨sledovaný
vzor - jeho obraz v aktuálním snímku⟩. Prˇednost prˇi prˇirˇazení mají relace s nejmenší hod-
notou vzdálenosti. Každý blob mu˚že být pochopitelneˇ prˇirˇazen pouze k jedné sledované
postaveˇ. Ukázku vykreslení trajektorie sledovaných osob lze nalézt v prˇíloze ??.
Obrázek 16: Oznacˇení objektu.
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3.2.5 Porovnání se vzorem
V ideálním prˇípadeˇ je segmentace úplná, tedy všechny objekty zájmu v obraze jsou ex-
trahovány korektneˇ. V komplexní scéneˇ reálného prostrˇedí však dochází vzájemnému
prˇekrývání objektu˚ a tím i k cˇástecˇnému nebo úplnému zakrytí jednoho z objektu˚. Velmi
cˇastým problémem zvoleného prˇístupu je prˇi cˇástecˇném prˇekrytí spojení dvou siluet v je-
den velký objekt. Pak dojde k neprˇesnému prˇirˇazení pouze jednoho objektu a druhý
zu˚stane bez aktualizace. V takovém prˇípadeˇ je v aplikaci vypocˇítána tabulka možných
kolizí, která udržuje zjišteˇné kolizní objekty. Prˇi výpocˇtu možných kolizí je detekováno
prˇekrytí ohranicˇujících boxu˚ jednotlivých postav a ty jsou pak zaznamenány. Samotné
prˇekrytí ohranicˇujících boxu˚ dvou objektu˚ nemusí znamenat jejich skutecˇné prˇekrytí ve
scéneˇ, je to však podmínka nutná, a tedy k detekci možného prˇekrytí dostacˇující.
V situaci, kdy neˇkterému z objektu˚ ve sledování není prˇirˇazen jeho obraz v aktuálním
snímku, je vytvorˇena tabulka kolizí. Pokud uvažovaný objekt není v kolizi s jiným ob-
jektem, je mu nastavena nová pozice pomocí predikce Kalmanova filtru. V opacˇném prˇí-
padeˇ je zrušeno nastavení nových poloh všech již prˇirˇazených kolizních objektu˚. V dal-
ším kroku se program pokusí nalézt nové polohy všech dotcˇených kolizních objektu˚ po-
mocí srovnání se vzorem. Každý sledovaný objekt si udržuje svu˚j obraz (vzor) získaný
prˇi poslední potvrzeném prˇirˇazení. Poslední známý obraz objektu je porovnán s oblastí
prˇedpokládaného výskytu objektu v aktuálním snímku. Aby nemuselo docházet k pro-
hledávání celého aktuálního obrazu a snížila se tak výpocˇetní nárocˇnost hledání vzoru,
je predikcí Kalmanova filtru získána pravdeˇpodobná poloha objektu. Tato oblast snímku
je lehce rozšírˇena, zejména ve smeˇru dosavadního pohybu. A teprve v této oblasti je vzor
hledán. Prˇi shodeˇ prˇekracˇující stanovenou prahovou hodnotu je objektu nastavena nová
poloha na pozici nejveˇtší shody. V opacˇném prˇípadeˇ prˇichází ke slovu opeˇt Kalmanu˚v
filtr. Prahování výsledku˚ maximální shody se ukázalo jako nezbytnost. Pokud bychom
automaticky použili sourˇadnice maximální shody, dojdeme v mnoha prˇípadech k hor-
šímu výsledku než by nám poskytl samotný Kalmanu˚v filtr. Narážíme zde na hlavní
problém metody porovnání se vzorem, kterým je neprˇesnost vzoru. Pohybem objektu
ve scéneˇ mu˚že docházet ke zmeˇneˇ jejich vzhledu. Mu˚že naprˇíklad dojít k situaci, kdy je
objekt neˇkolik snímku˚ zakryt prˇekážkou a poté se opeˇt objeví. Po dobu zakrytí je sledo-
vaný objekt veden pouze Kalmanovým filtrem a jeho udržovaný vzhled se neobnovuje.
V okamžiku opeˇtovného výskytu se již reálný a udržovaný vzhled liší. To mu˚že zpu˚sobit
chybné oznacˇení polohy. Prˇes všechna úskalí však meˇla implementace metody do apli-
kace výrazneˇ pozitivní vliv na prˇesnost urcˇování aktuální pozice v prˇípadeˇ cˇástecˇneˇ se
prˇekrývajících objektu˚.
Porovnání se vzorem je provedeno pomocí funkce OpenCV.
void matchTemplate(InputArray image, InputArray templ, OutputArray result, int method)
Výpis 3: Funkce pro srovnání se vzorem.
Úcˇely parametru˚ funkce jsou zrˇejmé z jejich názvu. Metodu porovnání použitou v apli-
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kaci lze popsat následujícím vzorcem:
R(x, y) =

x′,y′(T (x
′, y′) · I(x+ x′, y + y′))
x′,y′ T (x
′, y′)2 ·x′,y′ I(x+ x′, y + y′)2 . (31)
Kde I je prohledávaný obraz a T je vzor. (Více o implementaci funkce Template matching
lze nalézt v dokumentaci OpenCV2.)
Obrázek 17 ilustruje implementaci metody Template Matching v algoritmu. V sekcích
a, b jsou hledané vzory. Ty jsou aktualizovány prˇi každém pozitivním prˇirˇazení. V sekci
c je patrné splynutí dvou siluet v jeden blob. Na zde uvedeném obrázku nejsou hle-
dané vzory a prohledávaný obraz ve zkutecˇném pomeˇru. V tuto chvíli je nejdrˇíve prˇi-
rˇazen jediný nalezený objekt k jedné ze sledovaných postav. V dalším kroku algoritmus
zjistí, že druhá postava nebyla prˇirˇazena a detekuje kolizi (prˇekrytí postav). Zruší tedy
pu˚vodní prˇirˇazení první postavy a snaží se nalézt jejich pozici pomocí porovnání se vzo-
rem. V cˇásti d jsou zelenou barvou ohranicˇeny prohledávané oblasti. Žluté obdélníky pak
oznacˇují oblasti s nejvyšší shodou. Celou proceduru dokládá obrázek 18, kde je zachycen
výpis z programu. Jsou zde vypsány i hodnoty nalezených maxim.
Obrázek 17: Porovnání se vzorem.
Obrázek 18: Výpis z programu.
3.2.6 Kalmanu˚v filtr
V aplikaci není využita predikcˇní schopnost filtru pro filtrování nameˇrˇených hodnot. Od-
had filtru je použit pouze pro urcˇení nové pozice sledovaného objektu v situaci, kdy se
2Dostupné z http://opencv.org
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algoritmu nepodarˇilo urcˇit novou pozici jiným zpu˚sobem. K tomu dojde zejména pokud
se dveˇ osoby míjejí. Prˇi prˇekrytí osob se algoritmus nejdrˇíve snaží urcˇit novou polohu
pomocí metody srovnání se vzorem (viz prˇedchozí kapitola 3.2.5). V prˇípadeˇ neúspeˇ-
chu nastaví novou polohu sledované postavy predikcí Kalmanova filtru. Každý sledo-
vaný objekt udržuje svoji vlastní instanci Kalmanova filtru implementovaného knihov-
nou OpenCV. Pu˚vodneˇ jsem zamýšlel využit filtr nejen pro predikci polohy, ale i k pre-
dikci velikosti siluety v následujícím snímku. Jelikož nakonec není velikost prˇi prˇirˇazení
porovnávána, není ani potrˇeba predikovat velikost filtrem. Prˇi inicializaci nového objektu
je vytvorˇena i nová instance Kalmanova filtru, která je spolecˇná pro predikci polohy ve
smeˇru osy x i y. Výpis programu 4 zachycuje nastavení Kalmanova filtru prˇi jeho vytvo-
rˇení.
KF = new KalmanFilter(4, 2, 0);
KF−>transitionMatrix = ∗(Mat_<float>(4, 4) << 1, 0, 1, 0,
0, 1, 0, 1,
0, 0, 1, 0,
0, 0, 0, 1);
KF−>statePre.at<float>(2) = 0;
KF−>statePre.at<float>(3) = 0;
setIdentity (KF−>measurementMatrix);
setIdentity (KF−>processNoiseCov, Scalar::all(1e−4));
setIdentity (KF−>measurementNoiseCov, Scalar::all(1e−1));
setIdentity (KF−>errorCovPost, Scalar::all(.1)) ;
Výpis 4: Inicializace Kalmanova filtru.
3.2.7 Vytvorˇení a zrušení objektu
Pokud algoritmus nedokáže urcˇit prˇíslušnost detekované postavy k žádnému dosud za-
znamenanému objektu, dojde k vytvorˇení nové instance typu TrackingObject. Noveˇ vy-
tvorˇenému záznamu je prˇideˇleno ID a je zaveden do seznamu sledovaných objektu˚. Aby
nedocházelo k falešným detekcím, je každý nový objekt nejprve oznacˇen jako docˇasný.
S docˇasnými objekty je v aplikaci dále nakládáno stejneˇ jako se stálými. Potvrzené ob-
jekty mají pouze prˇednost prˇi prˇirˇazení. Docˇasný objekt je potvrzen na stálý, pokud dojde
k jeho opakovanému výskytu.Prˇi inicializaci nového objektu je vedle ostatních parametru˚
nastavena i položka temp na hodnotu 10, která slouží ke kontrole pocˇtu výskytu˚ daného
objektu. Každý docˇasný objekt je pak od své první detekce sledován. Pokaždé, kdy do-
jde k pozitivní detekci, je objektu snížena hodnota položky temp. V okamžiku, kdy je
hodnota temp rovna nule, je objekt potvrzen na stálý. Algoritmus tedy pro potvrzení ob-
jektu vyžaduje 10 pozitivních prˇirˇazení. Prˇirˇazení však nemusí probeˇhnout v 10 po sobeˇ
jdoucích snímcích.
Du˚vodem procesu vytvorˇení nového objektu typu TrackingObject je vždy detekce no-
vého pohybujícího se objektu ve sledované scéneˇ. K tomu mu˚že dojít z neˇkolika prˇícˇin:
• nový objekt vstoupil do zábeˇru,
• sledovaný objekt nebyl prˇirˇazen,
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• rozpad sledovaného objektu na více cˇástí.
První prˇípad je zcela zrˇejmý. K druhému prˇípadu dojde, pokud nebyla splneˇna pod-
mínka prˇirˇazení. To znamená, že vzdálenost nové pozice v obraze a prˇedpokládané po-
zice je prˇíliš velká. K této situaci mu˚že dojít naprˇíklad náhlým zrychlením pohybu ob-
jektu. Ten mezi jednotlivými snímky urazí veˇtší vzdálenost, než vzdálenost, kterou ak-
ceptuje algoritmus na základeˇ predikce Kalmanova filtru. Stejný dopad by mohla mít
i prudká zmeˇna smeˇru. Algoritmus pak neidentifikuje nalezený objekt a chybneˇ jej vy-
hodnotí jako nový. Posledním uvedeným prˇípadem, který vede k vytvorˇení nových in-
stancí je rozpad sledovaného objektu na více cˇástí. K tomu mu˚že dojít špatnou segmen-
tací. Ve veˇtšineˇ prˇípadu˚ je takový stav pouze docˇasný. Dokáže jej tedy eliminovat práveˇ
podmínka potvrzeného výskytu. Dalším možným scénárˇem je soucˇasný vstup dvou osob
do zábeˇru. Pokud se postavy cˇástecˇneˇ prˇekrývají a až poté se jejich trajektorie rozdeˇlí, do-
jde nejdrˇíve k vytvorˇení pouze jednoho objektu. Až po rozdeˇlení se inicializuje i druhý
objekt.
Každý objekt také obsahuje položku timeStamp, ve které se udržuje pocˇet po sobeˇ
jdoucích snímku˚, ve kterých se daný objekt nevyskytl. Pokud položka timeStamp prˇe-
sáhne 20 je objekt zahozen. Tím je zajišteˇno smazání již neaktuálních objektu˚. Zde uve-
dené hodnoty položek temp a timeStamp byly nastaveny empiricky. U jiného typu a kva-
lity záznamu by se pravdeˇpodobneˇ lišily.
3.3 Pocˇítání osob
Pocˇítání osob je v aplikaci realizováno pouze na základeˇ trasovacího algoritmu. Apli-
kace je schopna sledovat postavy po celou dobu jejich výskytu v obraze. To znamená, že
známe ucelenou historii pohybu každé osoby. Stacˇí stanovit pomyslnou linii a poté již
jen kontrolovat, které osoby tuto hranici beˇhem svého pohybu prˇekrocˇily. Získáme tím
statistiky o pocˇtu procházejících osob i s rozlišením smeˇru jejich pru˚chodu. Vše potrˇebné
tedy zajistí trasovací algoritmus. Nastavení sledované linie se provede pomocí konfigu-
racˇního souboru prˇed spušteˇním aplikace. Kontrolovaná hranice by nemeˇla ležet prˇíliš
blízko okraju˚. Prˇi vstupu nového objektu do scény totiž mu˚že urcˇitý krátký cˇas trvat, než
se objekt „ustálí“ a má relevantní historii.
Každá osoba, která vstoupí do sledované oblasti, je zaznamenána. Tuto situaci ilu-
struje obrázek 19 (první cˇást). Mu˚žeme zde pozorovat muže, který z pravé strany vstou-
pil do sledovaného prostoru. Aplikace si v tuto chvíli uloží jeho ID. Muž pokracˇuje dále
a vstoupí do levé cˇásti sledované oblasti (druhá cˇást obrázku). Aplikace opeˇt uloží jeho
ID, tentokrát pro levou oblast. V následujícím kroku algoritmus podle ID zjistí, že muž již
byl v pravé cˇásti hlídaného prostoru a musel tak protnout linii pocˇítání. Je tedy zvýšena
hodnota prˇíslušného pocˇítadla. Uložení ID zabranˇuje vícenásobné inkrementaci pocˇítadla
jednou osobou. Každá osoba je proto beˇhem svého pohybu v hlídaném prostoru zapocˇí-
tána pouze jednou. Po opušteˇní sledovaného prostoru je záznam smazán a osoba mu˚že
být prˇi novém pru˚chodu opeˇt zapocˇítána. Zbývá jen dodat, že šírˇka sledované oblasti
byla nastavena na 80 pixelu˚ z obou stran linie pocˇítání. (Na rozdíl od obr.19 není aplikací
ve skutecˇnosti hranice sledované oblasti vizuálneˇ zobrazena.)
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Obrázek 19: Pocˇítání osob.
3.4 Nastavení parametru˚
Program byl vytvorˇen jako konzolová aplikace. Veškeré nastavování parametru˚ probíhá
prostrˇednictvím konfiguracˇního textového souboru. Jeho podrobneˇjší popis lze nalézt
v souboru „readme.txt“, který je prˇiložen k této práci. Zde se jen pozastavíme u nejdu˚le-
žiteˇjšího parametru, který výrazneˇ ovlivnˇuje prˇesnost detekce a následné pocˇítání osob.
Jeho volba mu˚že mýt zásadní vliv na dosažené výsledky aplikace. Tímto parametrem je
minHeight, který definuje minimální velikost pro sledované objekty. Obrázek 20 ilustruje
vliv tohoto parametru na výsledky sledování osob.
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Obrázek 20: Vliv parametru minHeight na správnost detekce.
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U prvního snímku byl nastaven parametr minHeight na 40 pixelu˚. Díky tomu sleduje
program i pohyb malé postavy v pozadí snímku. Nízká hodnota parametru má ale za ná-
sledek i oznacˇení kufru jako samostatného objektu ke sledování. Kufr sice není oznacˇen
jako osoba, jeho pohyb je ale sledován stejným zpu˚sobem jako ostatní postavy. Druhý
snímek zachycuje stejnou situaci se správneˇ zvolenou úrovní minHeight. Jsou sledovány
všechny postavy v obraze a kufr prˇitom zu˚stal neoznacˇen. Trˇetí snímek opeˇt zachycuje
stejnou situaci, tentokrát s prˇíliš vysokou hodnotou sledovaného parametru. Jsou sledo-
vány pouze výrazné postavy a ostatní objekty jsou ignorovány.
3.5 Návrh algoritmu pro detekci pádu
Z metod uvedených v kapitole 2.5 se pro mnou vytvorˇenou aplikaci nejvíce hodí detekce
založená na vlastnostech extrahované siluety. Analýzou tvaru siluety a její historií po-
hybu lze získat potrˇebné prˇíznaky pro klasifikátor detekce pádu. Základními prˇíznaky
by mohly být:
• úhel natocˇení,
• rychlost pohybu teˇžišteˇ ve smeˇru dolu˚,
• aktuální nehybnost.
Hlavní osa stojící postavy za beˇžných okolností smeˇrˇuje kolmo. Její úhel natocˇení je tedy
90 ◦. V prˇípadeˇ pádu se úhel teˇla a vodorovné osy snižuje. Vhodnou volbou prahové hod-
noty úhlu natocˇení mu˚žeme získat první stupenˇ klasifikace. Pro zjišteˇní úhlu lze použít
funkci fitEllipse z knihovny OpenCV. Funkce vrací objekt typu RotatedRect s požadova-
ným parametrem angle.
V druhém kroku mu˚žeme zkontrolovat rychlost teˇžišteˇ nebo horní cˇásti siluety. Du˚-
ležitým ukazatelem je i smeˇr pohybu sledovaného bodu na silueteˇ. V prˇípadeˇ pádu bude
s nejveˇtší pravdeˇpodobností teˇžišteˇ smeˇrˇovat dolu˚. Tyto parametry lze získat analýzou
trajektorie pohybu v blízké minulosti.
Doplnˇující podmínkou mu˚že být nehybnost, respektive malý pohyb, následující po
pádu. Vycházíme z prˇedpokladu, že osoba, která upadla a má problémy, se nehýbe nebo
jen omezeneˇ. Pokud budeme akceptovat i malý pohyb, eliminujeme i chyby zpu˚sobené
meˇrˇením. Grafické znázorneˇní navrženého algoritmu je na obrázku 21.
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Obrázek 21: Navržený algoritmus pro detekci pádu.
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4 Testování a výsledky
4.1 Testovací data
K testování schopností aplikace byl zvolen dataset PETS 2006 (obrázek 22). Tento dataset
je urcˇen pro vývoj a testování aplikací, které se zabývají sledováním lidí ve videosek-
vencích. Sloužil pro úcˇely mezinárodního seminárˇe „Performance Evaluation of Trac-
king and Survaillance“. Seminárˇ je každorocˇneˇ porˇádán institutem IEEE a jeho náplní
je vývoj v oblasti automatizovaného sledovaní a porozumeˇní lidského chování v dyna-
mických obrazových datech. Použitý soubor dat obsahuje záznamy z kamer porˇízené
v prostorech vlakového nádraží prˇi beˇžném provozu. Snímanou scénou procházejí ces-
tující v ru˚zných smeˇrech a ru˚znou rychlostí. Tím, jak se vzájemneˇ míjejí, dochází k jejich
prˇekrývání, a tedy i k vzájemnému krˇížení jejich trajektorií. Tento scénárˇ je tedy vhodnou
volbou k testování navrženého trasovacího algoritmu. Porˇízené videozáznamy jsou ulo-
ženy jako sekvence jednotlivých snímku˚ ve formátu JPEG s rozlišením 720× 576 pixelu˚.
Pro doplneˇní hlavního testovacího souboru byl urcˇen soubor obdobný prˇedešlému.
Jde opeˇt o dataset seminárˇe PETS, tentokrát však z roku 2009. Snímanou scénou zde
nejsou vnitrˇní prostory nádraží ale venkovní prostory (obrázek 23). Záznam vznikl na
univerziteˇ v Readingu práveˇ pro úcˇely testování trasovacích algoritmu˚. Opeˇt zde mu˚-
žeme pozorovat chodce, kterˇí krácˇejí v ru˚zných smeˇrech, vzájemneˇ se míjejí a tentokrát
i úmyslneˇ proplétají a meˇní smeˇr.
Obrázek 22: Ukázka testovacích dat - PETS2006
Obrázek 23: Ukázka testovacích dat - PETS2009
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4.2 Testování vybraných snímku˚
V následující sekci jsou strucˇneˇ shrnuty výsledky pocˇítání osob ve vybraných sekvencích
snímku˚ z datasetu PETS 2006. Z uvedeného souboru jsou vybrány pouze záznamy kamer
z bocˇního pohledu, které jsou k testování funkce pocˇítání nejvhodneˇjší. Považuji za nutné
zdu˚raznit, že prˇi jiném nastavení parametru˚ se výsledky mohou (budou) lišit. Nejen hod-
nota již probíraného parametru minHeight, ale i umísteˇní linie pocˇítání má zásadní vliv na
dosažené výsledky.
Výsledky pro jednotlivá videa jsou zobrazeny v tabulkách, kde rˇádky oznacˇeny ←,
→ reprezentují smeˇr pru˚chodu zleva doprava, respektive zprava doleva.
video: S1-T1-C
minHeight: 65
linie pocˇítání: 190
zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 18 20 2 –
← 15 17 1 –
celkem – – 3 89,19%
Tabulka 1: Výsledky pro video S1-T1-C.
Poznámka: Chyby v pocˇítání osob byly zpu˚sobené špatnou segmentací postav. Ke
dveˇma chybám ve smeˇru vpravo došlo v horní cˇásti scény, kde jsou postavy pomeˇrneˇ
malé. Zejména v jednom prˇípadeˇ by mohlo být prˇekrytí dvou postav špatneˇ rozlišitelné
i pro nepozorného lidského pozorovatele. Ve smeˇru vlevo zpu˚sobila chybu skupinka cˇtyrˇ
žen, kterou program rozdeˇlil pouze na dveˇ cˇásti.
video: S2-T3-C
minHeight: 65
linie pocˇítání: 190
zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 7 19 12 –
← 21 23 2 –
celkem – – 14 66,67%
Tabulka 2: Výsledky pro video S2-T3-C.
Poznámka: U tohoto videa byla zpu˚sobena veˇtšina chyb nezapocˇítáním malých po-
stav v horní cˇásti scény. Tyto postavy se navíc pohybovaly za odstavenými kontejnery,
cˇímž byla jejich detekce takrˇka znemožneˇna. Je tedy otázkou, zda za takovýchto podmí-
nek považovat výsledek za špatný. Možná by bylo vhodneˇjší rezignovat na snahu zapo-
cˇítat jakýkoliv, a tedy i vzdálený pru˚chod, a nastavit algoritmus na pocˇítání osob pouze
v hlavní cˇásti obrazu. V tomto videu je také zrˇetelneˇ videˇt problém s aktualizací modelu
pozadí prˇi zmeˇneˇ scény (obr. 24).
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video: S3-T7-A
minHeight: 65
linie pocˇítání: 160
zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 8 9 1 –
← 7 8 2 –
celkem – – 3 88,24%
Tabulka 3: Výsledky pro video S3-T7-A.
Poznámka: Za povšimnutí stojí rˇádek pro pocˇet osob ve smeˇru vlevo. Rozdíl osob za-
pocˇítaných aplikací a skutecˇný pocˇet osob je pouze 1. Pocˇet chyb pocˇítání je však uveden
2. Du˚vodem je kufr tažený zapocˇítanou osobou. Ten byl aplikací veden jako samostatný
objekt a zpu˚sobil tak chybné navýšení pocˇitadla. Rˇešením této chyby by bylo zvýšení
hodnoty parametru minHeight na 80 pixelu˚. To by byla dostatecˇná hodnota, která by eli-
minovala veškeré malé objekty, jako jsou práveˇ kufry atd. Pravdeˇpodobneˇ by pak ale
aplikace nebyla schopna sledovat pohyb ani malých deˇtí a již zmíneˇných malých postav
v horní cˇásti scény.
Další pozorovatelný problém v tomto videu zpu˚sobuje opeˇt model pozadí. Postava,
která se chvíli nepohybuje a stojí na místeˇ, po chvíli „splyne“ s pozadím. K opeˇtovnému
oznacˇení postavy dojde až po jejím dalším pohybu. Nové oznacˇení postavy nepu˚sobí
potíže prˇi pocˇítání, jde ale o chybu v trasovaní. Rˇešením je úprava nastavení detektoru
pohybu.
video: S4-T5-A
minHeight: 65
linie pocˇítání: 160
zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 7 7 0 –
← 10 11 1 –
celkem – – 1 94,12%
Tabulka 4: Výsledky pro video S4-T5-A.
Poznámka: Stejné potíže, které již byly zmíneˇny. Pohyb posuvných dverˇí v pravém
horním rohu zpu˚sobuje krátkodobé chybné oznacˇení neexistujících objektu˚.
video: S5-T1-G
minHeight: 65
linie pocˇítání: 160
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zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 15 17 2 –
← 7 15 8 –
celkem – – 10 66,67%
Tabulka 5: Výsledky pro video S5-T1-G.
Poznámka: U tohoto videa aplikace chybovala opeˇt u malých postav v horní cˇásti a se
skupinou osob.
video: S6-T3-H
minHeight: 65
linie pocˇítání: 160
zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 9 10 1 –
← 6 7 1 –
celkem – – 2 88,24%
Tabulka 6: Výsledky pro video S6-T3-H.
Poznámka: Jde o video bez veˇtšího pohybu osob.
video: S7-T6-B
minHeight: 65
linie pocˇítání: 160
zapocˇítáno skutecˇneˇ prošlo chyby úspeˇšnost
→ 18 25 7 –
← 21 21 0 –
celkem – – 7 84,78%
Tabulka 7: Výsledky pro video S7-T6-B.
Poznámka: V neˇkterých chvílích je ve scéneˇ pohyb více osob, které vstupují do scény
samostatneˇ a aplikace proto funguje bezchybneˇ. Jinak se vyskytly stejné problémy jako
v prˇedchozích videích.
4.3 Testování ostatních videozáznamu˚
Dataset PESTS 2009 obsahuje sekvence snímku˚ scény porˇízené z ru˚zných vzdáleností
a úhlu˚ pohledu. Následkem toho jsou parametry výsledných videozáznamu˚ rozdílné.
Aplikace však byla již od pocˇátku vytvárˇena pro vybraná videa z datasetu PETS 2006. Prˇi
záveˇrecˇném testování se ukázalo, že neˇkteré parametry videa a snímané scény souboru
PETS 2006 se cˇástecˇneˇ promítly i do nastavení algoritmu. Prˇíkladem mu˚že být nastavení
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detektoru pohybu, Kalmanova filtru a podmínky korespondence objektu˚. Bez menších cˇi
veˇtších úprav parametru˚ algoritmu je tak aplikace u neˇkterých odlišných videí nepouži-
telná. Protože jednotlivá videa vyžadují lehce odlišné nastavení a dosažení univerzálního
nastavení je v reálu v podstateˇ nemožné, od rozsáhlejšího testovaní jiných souboru˚ jsem
upustil. Zájemce mu˚že zhodnotit funkci algoritmu u odlišného záznamu shlédnutím prˇi-
loženého videosouboru PETS2009.avi. Zlepšení funkce trasování oproti obecnému nasta-
vení zde bylo dosaženo pouze zakomentováním jednoho rˇádku kódu aplikace. Pro další
zlepšení by bylo trˇeba upravit nastavení Kalmanova filtru. Tuto možnost však beˇžný uži-
vatel nemá, proto výsledek prezentuji touto formou. U jiného videa by se rozsah nutných
zmeˇn pravdeˇpodobneˇ lišil.
4.4 Hodnocení
K hlavnímu testování byly použity sekvence snímku˚ z datasetu PETS 2006 (viz kap. 4.1).
Prvotním krokem bylo otestovaní nastavení trasovacího algoritmu. Ten ve své pu˚vodní
podobeˇ neobsahoval funkci porovnání se vzorem. Veškeré situace, kdy nebyl sledovaný
objekt v novém snímku identifikován, byly rˇešeny pouze pomocí predikce Kalmanova
filtru. V neˇkterých prˇípadech však nebylo sledování objektu˚ pouze pomocí filtru prˇesné.
Problém se projevoval zejména prˇi delším prˇekrytí osob. Pokud osoby krácˇí rychle proti
sobeˇ, je predikce polohy filtrem dostacˇující informací k rozlišení osob. Mu˚že dojít ke krát-
kodobé zámeˇneˇ ID osob, v další fázi však dojde k nápraveˇ a správnému oznacˇení. Ná-
rocˇneˇjší situaci prˇedstavují osoby, které krácˇí smeˇrem k sobeˇ a u sebe se zastaví naprˇ. ke
krátkému rozhovoru. Rozlišení osob pouze na základeˇ jejich minulého a prˇedpokláda-
ného pohybu mu˚že v tomto prˇípadeˇ zpu˚sobit jejich zámeˇnu, se kterou si již algoritmus
nedokáže poradit. Snahou o rˇešení tohoto problému bylo doplneˇní algoritmu o metodu
porovnání se vzorem (kap.3.2.5). Použitím této metody došlo k pomeˇrneˇ výraznému zvý-
šení robustnosti algoritmu vu˚cˇi podobným schématu˚m chování. Nevýhodou je zvýšení
výpocˇetní nárocˇnosti, které je patrné zejména prˇi krˇížení více pu˚vodneˇ samostatných ob-
jektu˚. (V takovýchto prˇípadech klesá rychlost aplikace k cca 4 fps.) I tento postup však
mu˚že selhávat v patrneˇ nejnárocˇneˇjší situaci, kterou je spojení dvou osob a jejich následný
pohyb stejným smeˇrem. Osoba, která je zakryta, nemu˚že být srovnáním se vzorem nale-
zena a je vedena pouze pomocí predikce Kalmanova filtru. Predikce filtru je však vlivem
absence korekce stále více neprˇesná a pokud nedojde do urcˇité doby k potvrzení výskytu
objektu ve scéneˇ, je nakonec objekt „zahozen“.
Testování také potvrdilo slabinu zvoleného prˇístupu k segmentaci postav. Prˇesnost
detekce se odvíjí od prˇesnosti a spolehlivosti detektoru pohybu. Obrázek 24 ukazuje ty-
pický problém se zahrnutím objektu˚ poprˇedí do modelu pozadí a jejich následný pohyb.
Ve scéneˇ jsou umísteˇny kontejnery, které jsou v pru˚beˇhu videa odstraneˇny. Jelikož byly
zacˇleneˇny do vytvorˇeného modelu pozadí, je na jejich místeˇ po jejich odstraneˇní deteko-
ván pohyb. Následneˇ urcˇitou dobu trvá než se model aktualizuje. Tuto dobu mu˚žeme
ovlivnit nastavením detektoru. Zvolíme-li rychlou aktualizaci, nebudou osoby, které se
zastavily a chvíli se nehýbou, detekovány. Je proto nutné nalézt vhodný kompromis.
Stejný problém jako s kontejnery by nastal i v prˇípadeˇ, že by se rozjel vlak, který kamera
zabírá v horní cˇásti scény. V celé oblasti by byl detekován pohyb a došlo by tím k znehod-
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nocení výstupu detektoru. Možným rˇešením by bylo, že v prˇípadeˇ detekce velké oblasti
pohybu by na to algoritmus zareagoval adekvátní odezvou. V prˇípadeˇ oznacˇení plochy,
která se rozmeˇroveˇ nebo tvaroveˇ vymyká beˇžnému pohybu, bychom naprˇíklad mohli
resetovat model pozadí novým výpocˇtem.
Obrázek 24: Zmeˇna pozadí.
Další problém, který zpu˚sobuje segmentace založená na detekci pohybu, je spojování
více osob do jednoho objektu. Jak již zde bylo neˇkolikrát uvedeno, dojde prˇi prˇekrytí po-
stav ke spojení jejich siluet v jeden blob. Tento problém jsem se snažil vyrˇešit použitím
detektoru Viola & Jones pro horní cˇást teˇla. V objektech, které nesplnˇovaly podmínky pro
samostatneˇ stojící osobu, jsem se snažil zmíneˇným detektorem nalézt horní partie lidské
postavy. Tento pokus však (možná vinou použitého deskriptoru) nemeˇl dobré výsledky.
Nejlépe si vedla metoda, kdy jsem se snažil do spojených siluet vepsat siluetu umeˇle
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Obrázek 25: Skupina osob.
vytvorˇenou. Metoda meˇla pomeˇrneˇ dobré výsledky, byla však velmi citlivá na velikost
použitého vzoru. Velikost jednotlivých postav v použitých videosekvencích se totiž liší.
Pokusy o dynamickou zmeˇnu velikosti podle pru˚meˇrné velikosti postavy v dané oblasti
snímku pak tuto metodu komplikovaly a nepodarˇilo se mi ji prˇivést do úspeˇšného konce.
Kromeˇ problému˚ se správnou velikostí vzoru docházelo také k obcˇasným falešným pozi-
tivním detekcím. Metoda se totiž snažila rozcˇlenit nejen skupiny osob, ale i velké objekty
jako jsou vozíky, atd. Od segmentování spojených postav jsem tedy nakonec upustil. Du˚-
sledkem toho jsou osoby, které vstoupí do zábeˇru jako skupina, vedeny jako jeden velký
objekt a v prˇípadeˇ pocˇítání osob zapocˇítány pouze jako jedna osoba (obr. 25). Nicméneˇ
osoby, které vstoupí do zábeˇru samostatneˇ a až posléze dojde k jejich spojení, jsou ve veˇt-
šineˇ prˇípadu˚ algoritmem zpracovány korektneˇ. Díky použití Kalmanova filtru a metody
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porovnání se vzorem se aplikace s docˇasným prˇekrytím osob dokáže úspeˇšneˇ vyrovnat.
Ukázka správné funkce aplikace je na obr. 26. Všechny postavy jsou korektneˇ ozna-
cˇeny a nedochází k jejich zámeˇneˇ.
Obrázek 26: Správná funkce aplikace.
Testování funkce pocˇítání probeˇhlo pouze na omezené sadeˇ videozáznamu˚. Z výše
uvedeného však prˇesto vyplývá, že prˇesnost pocˇítání silneˇ závisí na podmínkách sní-
mané scény. Aplikace by našla uplatneˇní prˇedevším ve vnitrˇních prostorech bez cˇastých
a výrazných zmeˇn pozadí. Umísteˇní kamery a úhel zábeˇru by bylo vhodné smeˇrovat do
prostoru, kde se lidé pohybují veˇtšinou jednotliveˇ. Ideálním místem by byl naprˇíklad pro-
stor turniketu. V opacˇném prˇípadeˇ, a bez dalšího vylepšení segmentace postav, nebude
pocˇítání dosahovat kvalitních výsledku˚.
45
5 Záveˇr
V úvodu práce byla zmíneˇna motivace pro vytvárˇení inteligentních kamerových sys-
tému˚. Dále byly prˇedstaveny metody a postupy zpracování obrazu pokrývající oblast
detekce a sledování osob (kap. 2). Tato cˇást práce posloužila jako teoretický základ pro
následnou praktickou cˇást, beˇhem které byla vytvorˇena aplikace pro pocˇítání osob ve
vstupní videosekvenci.
Prˇi samotném vývoji aplikace byly nejdrˇíve otestovány metody segmentace postav.
Byly vyzkoušeny deskriptory pro detekci postav Histogram of Oriented Gradients a Vi-
ola & Jones implementované v multiplatformní knihovneˇ OpenCV. Po tomto prˇehledo-
vém testování metod bylo upušteˇno od pu˚vodnímu zámeˇru využití metody HOG. Du˚vo-
dem byla prˇedevším výpocˇetní nárocˇnost metody. Segmentace postav je v aplikaci prová-
deˇna pouze pomocí detekce pohybu metodou Mixture of Gaussians z knihovny OpenCV.
Pro sledování postav ve videosekvenci je využita predikcˇní schopnost Kalmanova filtru
a v prˇípadeˇ cˇástecˇného prˇekrytí postav i metoda Template Matching. Tím došlo ke zvý-
šení robustnosti algoritmu práveˇ v situacích, kdy se postavy míjejí a vzájemneˇ prˇekrývají.
Na základeˇ sledování pohybu osob je provádeˇno pocˇítání osob, které prˇekrocˇí uživatelem
stanovenou linii. Popis zvolených metod a výsledný algoritmus byl uveden v kap.3.
Pro testování aplikace byl použit dataset PETS 2006. Testování aplikace potvrdilo
prˇedpokládané slabé místo algoritmu, kterým je segmentace a následné sledování sku-
piny osob. Naopak výsledky pro osoby, které do záznamu vstoupily samostatneˇ, byly
kvalitní (kap. 4.4). Prˇípadná další práce by tedy meˇla smeˇrˇovat zejména ke zlepšení seg-
mentace jednotlivých osob.
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A Ukázka vykreslení trajektorie
Obrázek 27: Ukázka vykreslení trajektorie.
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B Obsah prˇiloženého CD
Cˇítání osob ve videosekvencích.pdf
Textová cˇást diplomové práce.
readme.txt
Soubor obsahuje du˚ležité informace pro spušteˇní a správnou funkcˇnost aplikace
„Tracking.exe“.
Tracking.exe
Spustitelný program.
Tconfig.txt
Konfiguracˇní soubor aplikace.
dataset/
Složka obsahuje testovací data.
src/
Složka obsahuje zdrojové soubory aplikace.
knihovny OpenCV
opencv_core248.dll
opencv_highgui248.dll
opencv_imgproc248.dll
opencv_video248.dll
