The Beckman-Quarles theorem for mappings from R^2 to F^2, where F is a
  subfield of a commutative field extending R by Tyszka, Apoloniusz
ar
X
iv
:m
at
h/
03
07
05
5v
2 
 [m
ath
.M
G]
  2
4 J
un
 20
05
The Bekman-Quarles theorem for mappings from R2 to F2,
where F is a subeld of a ommutative eld extending R
Apoloniusz Tyszka
Summary. Let F be a subeld of a ommutative eld extending R. Let ϕ2 : F
2 ×
F2 → F, ϕ2((x1, x2), (y1, y2)) = (x1 − y1)2 + (x2 − y2)2. We say that f : R2 → F2
preserves distane d ≥ 0 if for eah x, y ∈ R2 |x − y| = d implies ϕ2(f(x), f(y)) = d2.
We prove that eah unit-distane preserving mapping f : R2 → F2 has a form I ◦ (ρ, ρ),
where ρ : R → F is a eld homomorphism and I : F2 → F2 is an ane mapping with
orthogonal linear part.
Let F be a subeld of a ommutative eld extending R. Let ϕn : F
n × Fn → F,
ϕn((x1, ..., xn), (y1, ..., yn)) = (x1 − y1)2 + ... + (xn − yn)2. We say that f : Rn → Fn
preserves distane d ≥ 0 if for eah x, y ∈ Rn |x− y| = d implies ϕn(f(x), f(y)) = d2.
In this paper we study unit-distane preserving mappings from R2 to F2. We need the
following tehnial Propositions 1-4.
2000 Mathematis Subjet Classiation: 51M05.
Key words and phrases: ane (semi-ane) mapping with orthogonal linear part, ane (semi-ane)
isometry, Bekman-Quarles theorem, Cayley-Menger determinant, unit-distane preserving mapping.
Proposition 1 ([5℄, [6℄, [10℄, [11℄). The points c1, c2, c3 ∈ F2 are anely dependent if
and only if their Cayley-Menger determinant ∆(c1, c2, c3) :=
det


0 1 1 1
1 0 ϕ2(c1, c2) ϕ2(c1, c3)
1 ϕ2(c2, c1) 0 ϕ2(c2, c3)
1 ϕ2(c3, c1) ϕ2(c3, c2) 0


equals 0.
Proposition 2 ([5℄,[6℄,[10℄,[11℄). For any points c1, c2, c3, c4 ∈ F2 their Cayley-Menger
determinant ∆(c1, c2, c3, c4) :=
det


0 1 1 1 1
1 0 ϕ2(c1, c2) ϕ2(c1, c3) ϕ2(c1, c4)
1 ϕ2(c2, c1) 0 ϕ2(c2, c3) ϕ2(c2, c4)
1 ϕ2(c3, c1) ϕ2(c3, c2) 0 ϕ2(c3, c4)
1 ϕ2(c4, c1) ϕ2(c4, c2) ϕ2(c4, c3) 0


equals 0.
Proposition 3 ([11℄). If a, b ∈ F, a + b 6= 0, z, x, x˜ ∈ F2 and ϕ2(z, x) = a2,
ϕ2(x, x˜) = b
2
, ϕ2(z, x˜) = (a+ b)
2
, then
−→zx = a
a + b
−→
zx˜.
Proof. Sine ϕ2(z, x˜) = (a + b)
2 6= 0 we onlude that z 6= x˜. The Cayley-Menger
determinant ∆(z, x, x˜) =
det


0 1 1 1
1 0 a2 (a + b)2
1 a2 0 b2
1 (a + b)2 b2 0

 = 0,
so by Proposition 1 the points z, x, x˜ are anely dependent. Therefore, there exists
c ∈ F suh that −→zx = c · −→zx˜. Hene a2 = ϕ2(z, x) = c2 · ϕ2(z, x˜) = c2 · (a + b)2.
Thus c = a
a+ b
or c = − a
a + b
. If c = − a
a + b
then
−→
xx˜ =
−→
zx˜ − −→zx = −→zx˜ + a
a + b
−→
zx˜ =
2a+ b
a+ b
−→
zx˜. Hene b2 = ϕ2(x, x˜) =
(
2a+ b
a+ b
)2
·ϕ2(z, x˜) =
(
2a+ b
a+ b
)2
·(a+b)2 = (2a+b)2.
Therefore 0 = (2a + b)2 − b2 = 4a(a + b). Sine a + b 6= 0 we onlude that a = 0, so
c = − a
a + b
= a
a + b
and the proof is ompleted.
Proposition 4. If E, F, C,D ∈ F2, ϕ2(E, F ) 6= 0, C 6= D and ϕ2(E,C) = ϕ2(F,C) =
ϕ2(E,D) = ϕ2(F,D), then
−−→
EC =
−−→
DF and
−→
FC =
−−→
DE (see the points E, F, C,D in
Figure 1).
Proof. Let E = (e1, e2), F = (f1, f2), C = (c1, c2), D = (d1, d2). The mapping
F2 ∋ X → X − E + F
2
∈ F2
2
preserves both the values of
−−→
XY for all X, Y ∈ F2 and the values of ϕ2(X, Y ) for all
X, Y ∈ F2. Therefore, without loss of generality we may assume that (f1, f2) = F =
−E = (−e1,−e2). Then
(e1 − c1)2 + (e2 − c2)2 = ϕ2(E,C) = ϕ2(F,C) = (−e1 − c1)2 + (−e2 − c2)2
and
(e1 − d1)2 + (e2 − d2)2 = ϕ2(E,D) = ϕ2(F,D) = (−e1 − d1)2 + (−e2 − d2)2.
Hene
e1 · c1 + e2 · c2 = 0 (1)
and
e1 · d1 + e2 · d2 = 0 (2).
It implies that
e1
2 + c1
2 + e2
2 + c2
2 = (e1 − c1)2 + (e2 − c2)2 = ϕ2(E,C) =
ϕ2(E,D) = (e1 − d1)2 + (e2 − d2)2 = e12 + d12 + e22 + d22.
Therefore
c1
2 + c2
2 = d1
2 + d2
2 (3).
Sine 0 6= ϕ2(E, F ) = 4 · (e12 + e22) we onlude that e1 6= 0 or e2 6= 0. Assume that
e1 6= 0. Then by (1) and (2) c1 = −e2 · c2e1 and d1 =
−e2 · d2
e1
, so applying (3) we get
e2
2 · c22
e12
+ c2
2 = c1
2 + c2
2 = d1
2 + d2
2 =
e2
2 · d22
e12
+ d2
2.
It implies that
ϕ2(E, F ) · c22 = 4 · (e12 + e22) · c22 = 4 · (e12 + e22) · d22 = ϕ2(E, F ) · d22.
Sine ϕ2(E, F ) 6= 0 we onlude that c22 = d22. It implies that c2 = d2 or c2 = −d2.
In the st ase
c1 =
−e2 · c2
e1
=
−e2 · d2
e1
= d1,
so C = D. Sine C 6= D we onlude that c2 = −d2. Hene
c1 =
−e2 · c2
e1
=
e2 · d2
e1
= −d1,
so C = −D. Analogial reasoning in the ase e2 6= 0 gives also C = −D. Sine F = −E
it proves that
−−→
EC = C − E = F −D = −−→DF and −→FC = C − F = E −D = −−→DE.
3
If ρ : R → F is a eld homomorphism then (ρ, ..., ρ) : Rn → Fn preserves all
distanes
√
r with rational r ≥ 0. Indeed, if (x1 − y1)2 + ...+ (xn − yn)2 = (
√
r)2 then
ϕn((ρ, ..., ρ)(x1, ..., xn), (ρ, ..., ρ)(y1, ..., yn)) =
ϕn((ρ(x1), ..., ρ(xn)), (ρ(y1), ..., ρ(yn))) =
(ρ(x1)− ρ(y1))2 + ...+ (ρ(xn)− ρ(yn))2 =
(ρ(x1 − y1))2 + ...+ (ρ(xn − yn))2 =
ρ((x1 − y1)2) + ...+ ρ((xn − yn)2) =
ρ((x1 − y1)2 + ... + (xn − yn)2) = ρ((
√
r)2) = ρ(r) = r = (
√
r)2.
Let An(F) denote the set of all positive numbers d suh that any map f : R
n → Fn
that preserves unit distane preserves also distane d. The lassial Bekman-Quarles
theorem states that eah unit-distane preserving mapping from Rn to Rn (n ≥ 2) is
an isometry, see [1℄-[4℄ and [7℄. It means that for eah n ≥ 2 An(R) = (0,∞). Let
Dn(F) denote the set of all positive numbers d with the following property:
if x, y ∈ Rn and |x − y| = d then there exists a nite set Sxy with {x, y} ⊆ Sxy ⊆ Rn
suh that any map f : Sxy → Fn that preserves unit distane preserves also the distane
between x and y.
Obviously, {1} ⊆ Dn(F) ⊆ An(F). It is known ([11℄, referene [10℄ ontains a weaker
result) that {d > 0 : d2 ∈ Q} ⊆ D2(F). In partiular, all positive rational numbers
belong to D2(F). Therefore, eah unit-distane preserving mapping f : R
2 → F2
preserves all rational distanes.
Theorem 1. If f : R2 → F2 preserves unit distane, then f is injetive.
Proof. Sine D2(F) is a dense subset of (0,∞), for any x, y ∈ R2, x 6= y there exists
z ∈ R2 suh that |z − x| 6= |z − y| and |z − x|, |z − y| ∈ D2(F). All distanes in
D2(F) are preserved by f . Suppose f(x) = f(y). This would imply that |z − x|2 =
ϕ2(f(z), f(x)) = ϕ2(f(z), f(y)) = |z − y|2, whih is a ontradition.
Theorem 2. If f : R2 → F2 preserves unit distane, x, y ∈ R2 and x 6= y, then
ϕ2(f(x), f(y)) 6= 0.
Proof. By Theorem 1 f(x) 6= f(y). Sine D2(F) is unbounded from above, there exist
0 < d ∈ D2(F) and z ∈ R2 suh that |x− z| = |y − z| = d. All distanes in D2(F) are
preserved by f , so d2 = |x − z|2 = ϕ2(f(x), f(z)) and d2 = |y − z|2 = ϕ2(f(y), f(z)).
Assume, on the ontrary, that ϕ2(f(x), f(y)) = 0. The Cayley-Menger determinant
∆(f(x), f(y), f(z)) = det


0 1 1 1
1 0 0 d
2
1 0 0 d
2
1 d2 d2 0

 = 0,
so by Proposition 1 the points f(x), f(y), f(z) are anely dependent. Thus there
exists c ∈ F suh that −−−−−→f(x)f(z) = c−−−−−→f(x)f(y). Hene d2 = ϕ2(f(x), f(z)) = c2 ·
ϕ2(f(x), f(y)) = 0, whih is a ontradition.
4
Theorem 3. If t ∈ Q, 0 < t < 1, A,B ∈ R2, A 6= B, C = tA + (1 − t)B and
f : R2 → F2 preserves unit distane, then f(C) = tf(A) + (1− t)f(B).
Proof. We hoose r ∈ Q suh that r > |AB| and r < |AB|
|1−2t|
if t 6= 1
2
. There exists
D ∈ R2 suh that |AD| = (1 − t)r and |BD| = tr. Let E = tA + (1 − t)D and
F = (1− t)B + tD, see Figure 1.
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CA B
D
F
E
Figure 1
The segments AE, ED, AD, BF , FD, BD, EC and FC have rational lengths and
|EC| = |FC| = |ED| = |FD| = t(1− t)r. Sine f preserves rational distanes:
ϕ2(f(A), f(E)) = |AE|2 = ((1− t)2r)2,
ϕ2(f(E), f(D)) = |ED|2 = (t(1− t)r)2,
ϕ2(f(A), f(D)) = |AD|2 = ((1− t)r)2.
Sine (1 − t)2r + t(1 − t)r = (1 − t)r, by Proposition 3 f(E) = tf(A) + (1 − t)f(D).
Analogously f(F ) = (1− t)f(B) + tf(D). Sine C 6= D, by Theorem 1 f(C) 6= f(D).
Sine E 6= F , by Theorem 2 ϕ2(f(E), f(F )) 6= 0. Sine f preserves rational distanes:
ϕ2(f(E), f(C)) = |EC|2 = (t(1− t)r)2,
ϕ2(f(F ), f(C)) = |FC|2 = (t(1− t)r)2,
ϕ2(f(E), f(D)) = |ED|2 = (t(1− t)r)2,
ϕ2(f(F ), f(D)) = |FD|2 = (t(1− t)r)2.
By Proposition 4
−−−−−−−→
f(E)F (C) =
−−−−−−→
f(D)f(F ), so
−−−−−−→
f(A)f(C) =
−−−−−−→
f(A)f(E) +
−−−−−−→
f(E)f(C) =−−−−−−→
f(A)f(E) +
−−−−−−→
f(D)f(F ) = (1− t)−−−−−−→f(A)f(D) + (1− t)−−−−−−−→f(D)f(B) = (1− t)−−−−−−→f(A)f(B) and
the proof is ompleted.
It is easy to show that the present form of Theorem 3 implies a more general form
without the assumptions 0 < t < 1 and A 6= B.
Theorem 4. If A,B,C,D ∈ R2, −→AB = −−→CD, |AC| = |BD| ∈ Q and f : R2 → F2
preserves unit distane, then
−−−−−−→
f(A)f(B) =
−−−−−−→
f(C)f(D).
Proof. There exist m ∈ {0, 1, 2, ...} and A0, C0, A1, C1, ..., Am, Cm ∈ R2 suh that
A0 = A, C0 = C, Am = B, Cm = D and for eah i ∈ {0, 1, ..., m− 1} AiCiCi+1Ai+1 is
a rhombus with a rational side, see Figure 2 where m = 3.
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A0 = A C0 = C
A1
C1
A2
C2
A3 = B C3 = D
Figure 2
Then for eah i ∈ {0, 1, ..., m− 1} f preserves the lengths of the sides of the rhombus
AiCiCi+1Ai+1. For eah i ∈ {0, 1, ..., m − 1} we have: ϕ2(f(Ai), f(Ci+1)) 6= 0 (by
Theorem 2) and f(Ci) 6= f(Ai+1) (by Theorem 1). Therefore, by Proposition 4 for eah
i ∈ {0, 1, ..., m− 1} −−−−−−−−−→f(Ai)f(Ai+1) = −−−−−−−−−→f(Ci)f(Ci+1). Hene −−−−−−→f(A)f(B) = −−−−−−−−→f(A0)f(Am) =−−−−−−−−→
f(A0)f(A1) +
−−−−−−−−→
f(A1)f(A2) + ... +
−−−−−−−−−−→
f(Am−1)f(Am) =
−−−−−−−−→
f(C0)f(C1) +
−−−−−−−−→
f(C1)f(C2) + ... +−−−−−−−−−−→
f(Cm−1)f(Cm) =
−−−−−−→
f(C)f(D).
Theorem 5. If A,B,C,D ∈ R2, −→AB = −−→CD and f : R2 → F2 preserves unit distane,
then
−−−−−−→
f(A)f(B) =
−−−−−−→
f(C)f(D).
Proof. There exist E, F ∈ R2 suh that −→AB = −→EF = −−→CD, |AE| = |BF | ∈ Q and
|EC| = |FD| ∈ Q, see Figure 3.
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A C
E
B D
F
Figure 3
By Theorem 4
−−−−−−→
f(A)f(B) =
−−−−−−→
f(E)f(F ) and
−−−−−−→
f(E)f(F ) =
−−−−−−→
f(C)f(D), so
−−−−−−→
f(A)f(B) =−−−−−−→
f(C)f(D).
As a orollary of Theorems 3 and 5 we get:
Theorem 6. If A,B,C,D ∈ R2, r ∈ Q, −−→CD = r−→AB and f : R2 → F2 preserves unit
distane, then
−−−−−−→
f(C)f(D) = r
−−−−−−→
f(A)f(B).
Theorem 7. If P,Q,X, Y ∈ R2, −→PQ is perpendiular to −−→XY , |XY | ∈ Q and f : R2 →
F2 preserves unit distane, then
−−−−−−→
f(P )f(Q) is perpendiular to
−−−−−−−→
f(X)f(Y ).
Proof. There exist A,B,C,D,E, F ∈ R2 and r, s ∈ Q suh that −→PQ = r−−→DE, −−→XY =
s
−→
AB and the points A,B,C,D,E, F form the onguration from Figure 4; it is a part
of Kempe's linkage for drawing straight lines, see [9℄.
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A BF
D
C
E
Figure 4
B 6= D, B 6= E
|AB| = |AD| = 4, |CB| = |CD| = |CE| = 2, |AF | = 3, |FB| = |FE| = 1
By Theorem 6
−−−−−−→
f(P )f(Q) = r
−−−−−−→
f(D)f(E) and
−−−−−−−→
f(X)f(Y ) = s
−−−−−−→
f(A)f(B), so it sues to
prove that
−−−−−−→
f(D)f(E) · −−−−−−→f(A)f(B) = 0. Let a = ϕ2(f(B), f(D)), b = ϕ2(f(A), f(C)),
c = ϕ2(f(B), f(E)), d = ϕ2(f(C), f(F )), e = ϕ2(f(A), f(E)).
Computing the value of c we obtain:
c = ϕ2(f(B), f(E)) = (
−−−−−−→
f(B)f(E))2 = (
−−−−−−→
f(A)f(E)−−−−−−−→f(A)f(B))2 =
e− 2−−−−−−→f(A)f(E) · −−−−−−→f(A)f(B) + 16, so−−−−−−→
f(A)f(E) · −−−−−−→f(A)f(B) = 8 + 1
2
(e− c) (4).
Computing the value of a we obtain:
a = ϕ2(f(B), f(D)) = (
−−−−−−−→
f(B)f(D))2 = (
−−−−−−→
f(A)f(D)−−−−−−−→f(A)f(B))2 =
16− 2−−−−−−→f(A)f(D) · −−−−−−→f(A)f(B) + 16, so−−−−−−→
f(A)f(D) · −−−−−−→f(A)f(B) = 16− 1
2
a (5).
The next alulations are based on Proposition 2 and the observation that distanes
1, 2, 3, 4 are preserved by f .
0 = ∆(f(A), f(B), f(E), f(F )) = det


0 1 1 1 1
1 0 16 e 9
1 16 0 c 1
1 e c 0 1
1 9 1 1 0

 = −2(e− 16 + 3c)
2
, so
e = 16− 3c (6).
0 = ∆(f(A), f(B), f(C), f(F )) = det


0 1 1 1 1
1 0 16 b 9
1 16 0 4 1
1 b 4 0 d
1 9 1 d 0

 = −2(b− 4d)
2, so b = 4d.
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Thus 0 = ∆(f(A), f(B), f(C), f(D)) = det


0 1 1 1 1
1 0 16 b 16
1 16 0 4 a
1 b 4 0 4
1 16 a 4 0

 =
det


0 1 1 1 1
1 0 16 4d 16
1 16 0 4 a
1 4d 4 0 4
1 16 a 4 0

 = −8a(ad + 4(d
2 − 10d + 9)). By Theorem 2 a 6= 0, so
a = −4d2−10d+9
d
.
0 = ∆(f(B), f(C), f(E), f(F )) = det


0 1 1 1 1
1 0 4 c 1
1 4 0 4 d
1 c 4 0 1
1 1 d 1 0

 = −2c(cd+ d
2− 10d+9). By
Theorem 2 c 6= 0, so c = −d2−10d+9
d
. Therefore
a = 4c (7).
By (4)-(7):
−−−−−−→
f(D)f(E) · −−−−−−→f(A)f(B) = (−−−−−−→f(A)f(E)−−−−−−−→f(A)f(D)) · −−−−−−→f(A)f(B) =−−−−−−→
f(A)f(E) · −−−−−−→f(A)f(B)−−−−−−−→f(A)f(D) · −−−−−−→f(A)f(B) = 8 + 1
2
(e− c)− (16− 1
2
a) =
1
2
a− 1
2
c+ 1
2
e− 8 = 1
2
a− 1
2
c+ 1
2
(16− 3c)− 8 = 1
2
a− 2c = 0.
The proof is ompleted.
Theorem 8. If A,B,C,D ∈ R2, −→AB and −−→CD are linearly dependent and f : R2 → F2
preserves unit distane, then
−−−−−−→
f(A)f(B) and
−−−−−−→
f(C)f(D) are linearly dependent.
Proof. We hoose X, Y ∈ R2 suh that |XY | = 1 and both vetors −→AB and −−→CD
are perpendiular to
−−→
XY . Then ϕ2(f(X), f(Y )) = 1, so obviously f(X) 6= f(Y ).
By Theorem 7 both vetors
−−−−−−→
f(A)f(B) and
−−−−−−→
f(C)f(D) are perpendiular to
−−−−−−−→
f(X)f(Y ).
These two fats imply that
−−−−−−→
f(A)f(B) and
−−−−−−→
f(C)f(D) are linearly dependent.
As a orollary of Theorem 8 we get:
Theorem 9. Unit-distane preserving mappings from R2 to F2 preserve ollinearity
of points.
Now, we desribe a general form of a unit-distane preserving mapping from R2
to F2. Assume that f : R2 → F2 preserves unit distane. By Theorem 5 the mapping
R2 ∋ u ϕ−→ f(u)− f(0) ∈ F2
satises
∀u, v ∈ R2 ϕ(u+ v) = ϕ(u) + ϕ(v) (8).
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By Theorem 1 for eah non-zero u ∈ R2 ϕ(u) 6= 0, obviously ϕ(0) = 0. By Theorem 9
ϕ preserves ollinearity of points. Therefore, for eah λ ∈ R and eah non-zero u ∈
R2 there exists unique θ(λ, u) ∈ F suh that ϕ(λu) = θ(λ, u)ϕ(u). It follows from
this and (8) that ϕ transforms linearly independent vetors into linearly independent
vetors. Otherwise it would imply that f(R2) is ontained in an ane line. It is
impossible beause f(R2) ontains points c1, c2, c3 suh that ϕ2(c1, c2) = ϕ2(c1, c3) =
ϕ2(c2, c3) = 1, so
∆(c1, c2, c3) = det


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 = −3 6= 0
and the points c1, c2, c3 are anely independent by Proposition 1.
Now we prove that θ(λ, u) does not depend on u, the exposition follows the one
in [8℄. We onsider two ases:
(I) Non-zero vetors u, v ∈ R2 are linearly independent. Then for eah λ ∈ R we have:
θ(λ, u+ v)ϕ(u) + θ(λ, u+ v)ϕ(v) = θ(λ, u+ v)ϕ(u+ v) =
ϕ(λ(u+ v)) = ϕ(λu) + ϕ(λv) = θ(λ, u)ϕ(u) + θ(λ, v)ϕ(v).
Sine ϕ(u) and ϕ(v) are linearly indepenent, we onlude that θ(λ, u + v) = θ(λ, u)
and θ(λ, u+ v) = θ(λ, v). Hene θ(λ, u) = θ(λ, v).
(II) Non-zero vetors u, v ∈ R2 are linearly dependent. Then there exists w ∈ R2 suh
that u, w are linearly independent and v, w are linearly independent. Applying (I) we
get:
∀λ ∈ R θ(λ, u) = θ(λ, w) = θ(λ, v).
Let ρ : R → F, ρ(λ) = θ(λ, u); we have proved that θ(λ, u) does not depend on u.
Now we prove that ρ is a eld homomorphism, the exposition follows the one in [8℄.
For eah λ, µ ∈ R and eah non-zero u ∈ R2 we have:
ρ(λ+µ)ϕ(u) = ϕ((λ+µ)u) = ϕ(λu)+ϕ(µu) = ρ(λ)ϕ(u)+ρ(µ)ϕ(u) = (ρ(λ)+ρ(µ))ϕ(u).
Therefore
∀λ, µ ∈ R ρ(λ + µ) = ρ(λ) + ρ(µ).
For eah λ, µ ∈ R and eah non-zero u ∈ R2 we have:
ρ(λµ)ϕ(u) = ϕ((λµ)u) = ϕ(λ(µu)) = ρ(λ)ϕ(µu) = ρ(λ)ρ(µ)ϕ(u).
Therefore
∀λ, µ ∈ R ρ(λµ) = ρ(λ)ρ(µ).
We have proved that ρ is a eld homomorphism. It gives our main result:
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Theorem 10. Eah unit-distane preserving mapping f : R2 → F2 has a form I◦(ρ, ρ),
where ρ : R → F is a eld homomorphism and I : F2 → F2 is an ane mapping with
orthogonal linear part.
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