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Theory of optimum entropy in economic distribution processes 
 
 
The thermodynamic probability  W characterizes the number of pos-
sible realizations of elements in system. This probability can be in-
terpreted as a degree of disorder in this system. Using the Boltzmann 
equation thermodynamic probability and entropy S are related: S = k 
ln W (k = Boltzmann´s constant). We can use entropy to characterize 
values and resources of economic systems. A maximum of entropy 
will correlate with a maximum degree of economic disorder. Abso-
lute order in the system (S=0) will impair economic development on 
the one side and maximum entropy will erase any persuit of success 
on the other side. An optimum of entropy for economic systems is 
postulated which the principle of economic success and sustainabil-
ity. 
 
















Die thermodynamische Wahrscheinlichkeit W beschreibt die Zahl 
von Realisierungsmöglichlichkeiten von Elementen in einem System 
und kann als Grad der Unordnung aufgefasst werden. Über die 
Boltzmann-Gleichung S = k ln W ist die thermodynamische Wahr-
scheinlichkeit mit der Entropie verbunden. Übertragen auf die Ver-
teilung von Werten oder Ressourcen auf ein Wirtschaftsystem korre-
liert die Entropie mit dem Grad der Unordnung. Absolute Ordnung 
(S=0) bring das Wirtschaftsystem ebenso zum Erliegen wie die ma-
ximale Gleichverteilung, d.h. hohe Entropie, durch fehlende Anreize. 
Für ein Wirtschaftsystem wird eine optimale Entropie postuliert, die 
Voraussetzung für Erfolg und Nachhaltigkeit ist. 
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Bereits 1896 entwickelte Ludwig Boltzmann das Konzept der statistischen 
Entropie und postulierte seinen berühmten Zusammenhang zwischen der 
Wahrscheinlichkeit und der thermodynamischen Größe Entropie: S = k * ln 
W, wobei S der Entropie, k der Boltzmann-Konstanten und W der thermo-
dynamischen Wahrscheinlichkeit eines Systems entspricht (Glaser, 1976; 
Meschede, 2010). Dabei summieren sich die Entropien einzelner Systeme 
(S=S1+S2), während sich die thermodynamische Gesamtwahrscheinlich-
keit eines Systems aus dem Produkt (W=W1*W1)  berechnet. Die Entropie 
kann als Maß der Unordnung aufgefasst werden, oder, wie an unserem Bei-
spiel sehen werden, als Anzahl der möglichen Realisierungsmöglichkeiten 
von Elementen in einem System interpretiert werden. Da die Elemente 
mehr Positionen einnehmen können, sinkt mit steigender Entropie der auch 
der Informationsgehalt eines Systems. 
 
Anwendung des Entropiekonzepts auf die wirtschaftlichen Systeme 
 
Sich selbst überlassenen, streben biophysikalische Systeme nach Unord-
nung (z B. ein Tropfen Farbe im Lösungsmittel oder ein Stück Eis, das 
schmilzt), man könnte in diesem Fall auch vereinfacht sagen, die Entropie 
nimmt zu. Im Gedankenexperiment können wir auch ein Wirtschaftssystem 
unter diesem Aspekt betrachten und fragen: Nimmt die Unordnung in ei-
nem sich selbst überlassenen Wirtschaftssystem zu? Werfen wir einen 
Blick auf die Firmengeschichte von Photo Porst (Das Unternehmen Photo 
Porst). 1972 führte Hannsheinz Porst die vollständige Mitbestimmung ein 
und übertrug den Mitarbeitern als Eigentümern die Verantwortung für das 
Unternehmen. Das Ergebnis ist bekannt. 1982 scheiterte die Mitarbeiterge-
5 
 
sellschaft. In diesem Fall erhöhte sich die Unordnung  oder Entropie un-
kontrolliert bis eine Rettung der Firma auch mit großem externen Einsatz 
nicht mehr möglich war.  
 
Der Begriff Entropie in der Wirtschaft wurde bereits diskutiert, hat sich 
aber nicht wirklich etablieren können. Immerhin wird der Begriff in Wirt-
schaftslexika erläutert (Gabler Wirtschaftslexikon;  Kaberger und Mansson, 
2001). Oft wird der Begriff jedoch auf ökologische Probleme in Zusam-
menhang mit ökonomischen Fragen bezogen. Für ein Wirtschaftsystem per 
se als "geschlossenes System" wurde der Begriff Entropie bisher nicht ver-
wendet. Da sich ökonomische Größen nur schwerlich auf die Begrifflich-
keiten der klassischen Thermodynamik - und vice versa - übertragen lassen,  
beschränke ich mich auf die statistischen Aspekte der Entropie, wie sie z. 
B. im Lehrbuch von Glaser (1976) dargelegt sind. 
  
Bevor ich an einem konkreten Beispiel die statistische Entropie erläutere, 
möchte ich einige Eigenschaften der Größe voranstellen. Entropie wird oft 
als "Maß der Unordnung" aufgefasst (s.o), die, sich selbst überlassen, un-
weigerlich zunimmt. Etwas exakter könnte man formulieren, dass die En-
tropie einem Maß für die Unwissenheit, über den tatsächlichen Ort eines 
Elementes (z. B. eine Geldeinheit) an einem bestimmten Ort (im Folgenden 
„Klasse“ genannt) entspricht. Geldeinheiten werden in einem Unterneh-
men, in einem Krankenhaus, Haushalt oder einer Behörde an Klassen (Mit-
arbeiter, Anlagen, usw.) verteilt. Anders als Zustandsfunktionen wie die 
innere Energie, kann die Entropie absolut bestimmt werden und sie ist nicht 
vom Weg abhängig, sie entsteht letztlich bei jedem Prozess, also auch bei 







An einem sehr einfachen Beispiel soll die Anwendung des wirtschaftlichen 
Entropiebegriffs erläutert werden. Wir definieren zunächst ein erwirtschaf-
tetes Gesamt-Budget von 1,6 Mio Euro  und nehmen simplifizierend an, 
dass es nur 3  Elemente [Geldeinheiten], nämlich 100000 Euro (1), 500000 
Euro (2), 1000000 Euro (3) gäbe. Um es übersichtlich zu halten, definieren 
wir nur 2 Klassen, denen die Elemente  zugeordnet werden können: Ver-
waltung (A) und Personal (B). Wir können jetzt die 3 Elemente (Geldein-
heiten) den Klassen (Gehaltsempfängern) zuordnen, was uns zu bestimm-
ten Fällen führt:  
 
Fall 1: alle Geldeinheiten werden der Klasse 1 zugeordnet, Fall 2 die Geld-
einheiten werden im Verhältnis 2 zu 1 zugeordnet,  usw. Wir können nun 
die thermodynamische Wahrscheinlichkeit für die einzelnen Möglichkeiten 
der Verteilung für jedes Element kombinatorisch – streng genommen Per-
mutation von n Elementen - wie folgt berechnen (Glaser, 1976; Papula, 
1982). 
 
 W = n! / n1!*n2!......nm! 
 
wobei die n gleich der Zahl der Elemente entspricht, ni gleich der Zahl der 
Elemente in den Klassen (Gehaltsempfängerklassen ) und m der Anzahl der 
Klassen.  
 
Wir fassen die fiktiven Ergebnissen in der nachfolgenden Tabelle 1 zu-
sammen. Die Elemente werden auf die "Gehalts-Schubladen" verteilt. Im 





Tabelle 1: Mögliche Verteilung der 3 Elemente auf die 2 Klassen 
Fälle (Optionen) 1 
 
2 3 4 
Verwaltung 
("Schublade A") 
3 2 1 0 
Personal 
"(Schublade B") 
0 1 2 3 
W 1 3 3 1 
 
Die thermodynamische Wahrscheinlichkeit für Fall eins berechnet sich wie 
folgt: 3!/3!*0! = 1 (0! =1 per definitionem), für den Fall 2: 3!/2!*1!= 3, 
usw. 
Konkret lässt sich die Entropie für einen Fall  jetzt nach der Formel von 
Boltzmann ermitteln: S = k * ln W [Anmerkung: Die Boltzmann-Konstante 
k  beträgt 3,298*10^-24 cal/K) spielt für unsere Betrachtungen keine sub-
stanzielle Rolle; sie stellt faktisch den Zusammenhang der Einheiten der 
energetischen mit der probabilistischen Thermodynamik her]. Konkret 
würde das heißen S1 = k ln W1 = k ln 1 = 0, für W = 3 gilt S = ln 3 = 1,1. 
Wir haben also 2 Extremfälle: 1: Alle Geldeinheiten befinden sich in 
Schublade A (Geschäftsführung - Faktisch vor der Gehaltsüberweisung 
kurzfristig, aber kein Endzustand), was einer „absoluten Ordnung“ entsprä-
che. Folglich ist die Entropie S = 0 (S muss >= 0 sein). Das wäre nicht gut, 
denn das Geld würde der Wirtschaft nichts nutzen. In der Biologie macht 
das schon Sinn. Wir wollen doch alle DNA im Kern einer Zelle wissen und 
nicht Zytoplasma verteilt (das wäre ja die Katastrophe). Was wir ökono-
misch wünschen, wäre eine leichte Entropiezunahme, vereinbar mit einer 
fairen Verteilung (Fälle 2 und 3). Gehen wir einmal im Gedankenexperi-
ment soweit und sagen, wir verteilen 100 (unterschiedliche) Geldeinheiten 
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(Elemente) auf 100 Schubladen (in der jeder Schublade 1 Geldeinheit), 
dann wäre die thermodynamische Wahrscheinlichkeit: 100!/1!*1!....1! (so 
viele 1!-ten wie Schubladen), eine Zahl mit 158 Stellen. Diese Lösung – 
maximale Entropie - wäre ebenfalls nicht wünschenswert. Anzustreben ist 
also ein Optimum, das nicht unbedingt dem mathematischen Extremum 
gleichzusetzen ist. Verteilen wir alle Elemente gleichmäßig auf 10 Klassen, 
in 10 Klassen jeweils 10 Elemente dann erhalten wir die minimale Entropie 
für ein System mit 100 Elementen und 10 Klassen: W = 100! / 10*10!, da 
in diesem Fall der Nenner maximal würde. Zunächst kann die Entropie hel-
fen, ein Verteilungssystem zu beschreiben und ggf. ein probates Optimum, 
welches zwischen den aufgeführten Extremen liegt, zu postulieren. 
Praktische Konsequenzen und Diskussion 
Mit dem thermodynamischen Entropiebegriff lässt sich die Verteilung in 
einem Wirtschaftsystem beschreiben. Ein Optimum – zwischen absoluter 
Unordnung und Ordnung – lässt sich als Postulat formulieren: In einem ge-
schlossenen autarkem Wirtschaftsystem oder im ökonomischen System  wie 
Krankenhaus oder Unternehmen gibt es eine optimale Entropie größer 
Null.  
Der Gedanke der thermodynamischen Wahrscheinlichkeit kann sich auch 
auf andere ökonomische Sachverhalte wie der Preis-Angebots-Relation be-
ziehen. Die Wahrscheinlichkeit durchläuft auch hier (Marktgleichgewicht) 
ein Maximum. Die Extreme (∆S=0, „völlige Ordnung“) führt quasi zum 
Marktstillstand (Emde, 1993). Wirtschaftliche Kreisläufe werden durch 
Entropieunterschiede (∆S>0) quasi gefördert, indem das System bestrebt 
ist, aus einem Zustand völliger Ordnung („alle waren im Unternehmen“) zu 
einem Zustand höherer Entropie („Verteilung der Waren in der Bevölke-




Wir haben einleitend die den in der Wirtschaftsgeschichte den gewagten 
Versuch, die Entropie zu maximieren, d. h. die Werteinheiten auf die Mit-
arbeiter zu verteilen, aufgeführt. In seinem Buch  "Wohlstand und Armut 
der Nationen" nennt David Landers etliche Beispiele dafür, dass eine Ver-
letzung des wirtschaftlichen Entropieoptimums zu schwerwiegenden Fol-
gen für das jeweilige Wirtschaftssystem führen kann. Nehmen wir das Bei-
spiel „Rolle der Frau“. Wird das Entropiegesetz dadurch verletzt, weil ich 
50% des Potenzials unterdrücke, brauche ich mich über Fehlentwicklungen 
nicht zu wundern. „Ordnung“ ist nicht immer zukunftsweisend! Indien mit 
seiner Extremoligarchie (Maharadscha-Fürsten) und Kastenordnung konnte 
im 19. Jh. nicht reüssieren, weil eine "zu geringe Entropie" herrschte [An-
merkung: oft wird von Negentropie gesprochen]. Nicht zu vergessen ist die 
Bankenkrise. Leistung soll belohnt werden, doch auch hier gilt: Sind die 
Gewinne zu einseitig verteilt (wenig Entropie = hoher Ordnungsgrad), ist 
das auf Dauer nicht gut für Motivation der MitarbeiterInnen, das Verant-
wortungsgefühl des Managements und damit die Stabilität des Unterneh-
mens. Keynes spricht in diesem Zusammenhang von  „Liquiditätsliebe“ 
oder Liquiditätspräferenz, die sich suchtartig ausbreitet, und er hat recht 
(zitiert nach Ehmann). Wenn auf der anderen Seite alle gleich verdienen 
würden (Sozialismus = hohe Entropie, viele Realisierungsmöglichkeiten) 
wird die Motivation der einzelnen BürgerInnen ebenfalls in Grenzen hal-
ten. 
Eine optimale wirtschaftliche Entropie korrespondiert mit einer Verteilung, 
die einerseits ausreichend homogen verteilt, um alle am Wohlstand teilha-
ben zu lassen, die andererseits aber auch genug Anreize für Leistungsträ-
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