ABSTRACT Computed tomography (CT) image reconstruction using classical total variation (TV)-based methods or its variations inevitably suffers from a blocky effect when the sampling number is low, because of the piecewise assumption. A low-rank based method is an effective way to circumvent this side effect. Normally, a nuclear norm is used to impose the low rank constraint, and its numerical computation depends on the sum of singular values, which are calculated by singular value decomposition. However, as larger singular values mainly deliver the structural information, treating all the singular values equally may lead to imperfect preservation of edges and textures. To deal with this problem, we here propose to reconstruct the CT image by explicitly exploring the nonlocal similarity in the target image with nonlocal weighted nuclear norm minimization. First, a matrix is constructed by grouping nonlocal patches similar to the current patch. Then, the original nuclear norm minimization is replaced by a weighted version, which treats the singular values differently according to their magnitudes. By doing this, we can eliminate noise and streak artifacts without introducing any side effects. The corresponding numerical algorithm is given by an alternating optimization strategy. Experimental results demonstrate that our method outperforms several existing reconstruction methods in both qualitative and quantitative aspects, including filtered back projection, TV, and total generalized variation methods.
I. INTRODUCTION
X-ray computed tomography (CT) is one of the most widelyused and important imaging modalities in the medical field. With the popular use of medical CT scans in clinical diagnosis, the X-ray exposure to patients has drawn much public concern, with research having demonstrated that the excessive radiation dose will statistically increase the risk of genetic or cancerous diseases [1] . It is therefore of importance to design methods that can reduce the X-ray dose while maintaining imaging quality. To tackle this problem, scanningprotocol-based methods are usually used to reduce the X-ray dose, by lowering the power of the operational parameters or sampling views across the human body [2] . These methods can efficiently reduce the radiation dose, but introduce noise and/or incomplete measurements, making it difficult to reconstruct high-quality CT images for clinical diagnosis.
To improve image quality under low-dose sampling conditions, algorithm-based methods aimed at recovering images from noisy and/or incomplete measurements acquired on commercial CT scanners have been widely researched. In this paper, we focus on CT reconstruction under the situation of sparse sampling.
Over the past decades, algorithm-based methods have attracted much attention for their flexibility in improving imaging quality without any hardware modifications. Many such algorithm-based methods have been investigated for sparse sampling X-ray CT reconstruction. The analytical method of filtered back-projection (FBP) can achieve a satisfactory image quality when the sampling rate is high, but suffers from extreme contamination from noise and artifacts under the sparse sampling condition [3] . To address the weakness of FBP, various iterative reconstruction algorithms have been proposed [4] - [6] . By treating the procedure of reconstruction as one of solving an ill-posed linear system, some classical iterative methods can be applied, such as algebraic reconstruction technique (ART) [4] , simultaneous algebraic reconstruction technique (SART) [5] and expectation maximization (EM) [6] . Despite visible improvements in reconstruction performance, these methods still cannot achieve clinically satisfactory results. To further improve the imaging quality of sparse sampling CT reconstruction, sparse-priors based regularization terms were incorporated with iterative reconstruction methods. Total variation (TV), which originated in the field of image restoration, is one of the most popular such methods [7] . TV-based methods such as TV-POCS [8] (projection onto convex sets) can obtain promising results when the target image is structure-simple (piecewise constant). However, because of the assumption of piecewise constants, TV-POCS usually suffers from over-smoothing and blocky effects in the resultant images. To mitigate this drawback, many different methods have been presented, including fractional-order TV [9] , combined high-order norm and TV [10] , edge-preserving TV (EPTV) [11] , adaptiveweighted total variation (AWTV) [12] , and total generalized variation (PWLS-TGV) [13] . Essentially, TV or its variants are local methods and fail to consider the relationships between different patches in a nonlocal way. Various alternative methods able to use the nonlocal information of the target images have been proposed. Nonlocal means (NLM) based methods update each pixel with the weighted average of the pixels from the same locations in similar patches [14] - [18] . Dictionary learning based methods represent every patch by a combination of dictionary atoms learned from the prior images [19] , [20] . In [21] , a low rank constraint was imposed to explore the sparsity and coherence/redundancy of respiratory phase-resolved cone beam (CB) CT images. This low rank constraint problem can be efficiently solved by nuclear norm proximal minimization [22] , which approximately transforms the low rank constraint to a computation of the sum of singular values. Despite the successes achieved by low-rank-based methods, the current low-rank minimization method is subject to the limitation that all the singular values calculated from singular value decomposition (SVD) are treated equally. As larger singular values mainly deliver the structural information, treating all the singular values equally may lead to imperfect preservation of edges and textures. To solve this problem, we here propose a nonlocal weighted nuclear norm minimization (NOWNUNM) model for sparse sampling CT reconstruction. First, matrices are constructed by grouping nonlocal patches similar to the current extracted patch. Then, the original nuclear norm minimization is replaced by a weighted version, which treats the singular values differently according to their magnitudes, to impose a low-rank constraint on the matrices. Finally, the processed patches are aggregated together to form the final result. In summary, the contributions of this paper are four-fold: (1) a nonlocal clustering strategy is used to form the basic processing unit, (2) a weighted nuclear norm is introduced to preserve more structural information, (3) an alternative optimization method is given to solve the proposed NOWNUNM model, and (4) the experimental results demonstrate that our method can achieve better imaging quality than several other state-of-the-art methods, in both qualitative and quantitative aspects.
The rest of this paper is organized as follows. Section 2 introduces the proposed NOWNUNM model in detail. Section 3 demonstrates the experimental results in comparison with other methods. Section 4 concludes this paper.
II. METHOD A. REGULARIZED CT IMAGE RECONSTRUCTION MODEL
Mathematically, the mechanism of CT imaging can be described as a discrete linear system composed of the system matrix A, which has I × J elements, the projection data y = (y 1 , y 2 , · · · y I )
T , and the vectorized image
T . Specifically, it can be formulated as follows:
where the element A i,j of A represents the intersection length of the i-th ray through the j-th pixel. The projection data y are acquired from the CT scanner. The goal of reconstruction is to obtain a high-quality image represented by a non-negative vector x from the known information of system matrix A and measured data y. Under the sparse sampling condition, the number of measurements is insufficient to obtain clinically useful images. Therefore, the derivation of a unique solution of x by simply inverting (1) is not feasible. An overall approach to solve this problem is to restrict the flexibility of image x using external regularization terms. Then, the constrained optimization problem can be formulated as
where R (x) stands for the regularization terms, which include the prior constraints such as TV, NLM, dictionary learning, and low-rank, the second term denotes the data fidelity term, which maintains the constancy between the reconstructed image and the measurements, and λ is the parameter to balance the tradeoff of the previous two terms.
B. SPARSE SAMPLING CT IMAGE RECONSTRUCTION WITH NONLOCAL WEIGHTED NUCLEAR NORM MINIMIZATION
To overcome the blocky effect of TV and impose the low rank constraint more efficiently, and inspired by works on group sparsity [15] and weighted nuclear norm [23] , a new CT image reconstruction method incorporating nonlocal weighted nuclear norm minimization for sparse sampling data is proposed as follows: where x NOWNUNM denotes the nonlocal weighted nuclear norm minimization, which is defined as:
where G k (·) is the matrix construction operator, which finds the m most similar patches of the k-th patch and vectorizes them into a matrix. · w, * denotes the weighted nuclear norm, which can explicitly exploit the low rank properties of the target image without introducing blocky effects and will be described in the next subsection.
C. NUMERICAL ALGORITHM
To solve (3), an auxiliary variable f is introduced to reformulate our problem into an alternating optimization form, which can be represented as
and
By doing this, the problem can be decoupled into two independent steps. The first step, (5), calculates the data fidelity term, which can be seen as the forward projection and back projection operations. This part can be implemented using several existing methods, including ART, SART, and EM. In this paper, SART, as an effective way to deal with an under-determined linear system, is employed to solve (5). The key steps for SART are given by the following iterations:
where
, ω is a relaxation parameter and p denotes the iteration number. In the second step, (6) can be simply treated as an image denoising task, which is similar to the ideas of Plug-and-Play [24] and Regularization by Denoising (RED) [25] . With the use of a matrix constructed by the vectorized nonlocal similar patches, (6) can be transformed as follows:
where F k is the contaminated matrix, which is extracted in sequence from f in (6), and X k denotes the denoised matrix to be reconstructed. γ is a positive-balancing constant. Normally, the original nuclear norm minimization problem X k can be solved by the singular value thresholding (SVT) algorithm [22] .
where is a diagonal matrix that satisfies F k = U V T , and S γ ( ) represents an element-wise soft thresholding operation, which is defined as:
where σ n is the n-th singular value of F k . Applying the same λ to different singular values may lead to structural information loss. To overcome this drawback, inspired by the idea of WNN [23] , each singular value of X k is assigned a positive weight w n . The weighted nuclear norm of matrix X k is defined as: where w n is estimated by:
where c is a positive constant, m is the number of similar patches, and ε is a small constant used to avoid division by zero. The n-th singular value of X k is calculated using the n-th VOLUME 6, 2018 singular value of F k as:
Then, the weighted version of SVT for the proposed NOWNUNM is formulated as:
where S w ( ) = diag (max (σ n − w n /2, 0)).
In summary, in our proposed NOWNUNM method, SART is adopted to solve the discrete linear system of (5), and a nonlocal weighted nuclear norm is then used for noise suppression and artifact reduction. To apply the strategy of nonlocal patch clustering, the target image is processed patch by patch. For each patch, m most similar patches are obtained with the block matching method [15] . By stacking similar patches into a matrix, we can obtain F k . The weighted nuclear norm minimization method can be used to estimate X k from F k . Once each local patch is estimated, the whole image can be reconstructed by aggregating all the patches. A description of the proposed NOWNUNM algorithm is shown in algorithm 1.
III. EXPERIMENT DESIGN AND RESULTS
In this section, two different CT image slices, one from the upper thighs and one from the thoracic region, were used to validate the proposed NOWNUNM method. We compared the performance of our method with several representative methods, including FBP, TV, TGV, and NNM [21] . Siddon's ray-driven algorithm [26] was used to simulate the projection data for all the experiments. Following the geometry configuration of [15] , we down-sampled the projections to 64 views uniformly distributed over a full scan range. All the tested clinical images (256 × 256 pixels) were authorized by Mayo Clinics for the ''2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge''. All the parameters used for our experiments are listed in Algorithm 1. The experiments were performed in MATLAB running on a personal computer (Intel i7-3770 CPU 3.40 GHz and 8 Gb RAM). Three typical metrics were used to quantitatively evaluate the proposed method, the root mean square error (RMSE), structural similarity index (SSIM), and peak signal to noise ratio (PSNR). RMSE is usually employed to access the differences between 
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where x is the reconstructed result, x * is the ground truth, and I represents the total number of pixels. SSIM measures the structural similarity between the reconstructed result and the ground truth, and is defined as
where µ x and µ x * denote the mean values of x and x * respectively, σ x and σ x * represent the standard deviations, and σ xx * is the covariance. The constants c 1 and c 2 were set as in [27] . PSNR is an efficient way to evaluate the performance of noise and artifact suppression, and is defined as:
where l is the number of bits for the signal and MSE is the mean squared error. The results from an upper thigh CT image are displayed in Fig. 1 . In Figure. 1(b) , the whole image is contaminated by serious streak artifacts due to the sparse sampling, and the result is almost clinically useless. In Figure. 1(c)-(e) , most of the artifacts are effectively removed, but blocky effects can be observed to different degrees with the TV and TGV algorithms, and some important structures have been smoothed. In Figure. 1(e), the NNM algorithm alleviates the blocky effects and preserves more details than TGV, but the reconstructed image appears blurred. In Figure. 1(f) , the NOW-NUNM algorithm achieves the best visual results and all structural details are well preserved. In Figure. 2, a region of interest (ROI) is magnified to allow better visualization. It can easily be observed that the structure highlighted by the blue arrow is not visible in Figure. 2(b) . The other methods recovered this structure to different extents, and it can be well recognized in the image reconstructed using our method in Figure. 2(f). For further comparisons, the absolute difference images between the reconstructed and original images are shown in Figure. 3. It is obvious that NOWNUNM yielded the smallest difference of all the compared techniques, which can be considered as further evidence of its potential for noise suppression and artifact reduction without loss of structural information.
For a quantitative evaluation, the horizontal profiles from 64 projection views are plotted in Figure. 4. Three parts have been selected and enlarged to allow inspection of the differences between the different methods. It can be observed in Figure. 4(a) that the profiles of our algorithm form the closest match to the ideal profiles. From evaluation of Figure. 4(b)-(d), it is clear that our profiles are much closer to the ideal profiles in high frequency areas, while the profiles of TGV and NNM are smoothed. This phenomenon is consistent with the visual effect. Table 1 shows the quantitative results. The proposed NOWNUNM method obtained the best scores of all the tested methods. Figure. 5 illustrates the reconstructed results of the thoracic image. In Figure. 5(b) , it is very difficult to distinguish the structures from the artifacts. TV-POCS performed better than FBP, but the blocky effects are quite obvious. Although NNM, TGV, and NOWNUNM show similar performance in artifact reduction, some details are hard to identify in Figure. 5(d) and (e), while they can be clearly discerned in Figure. 5(f). The absolute difference images are demonstrated in Figure. 6, and it is clear that our method achieved the closest result to the reference image. In Figure. 7, a region around the spine is reconstructed using the different methods. It can be seen that NOWNUNM achieved the best performance in terms of artifact reduction and structure preservation. The blue arrow indicates a small structure that can only be well recognized in the NOWNUNM reconstruction. Quantitative results are displayed in Table 2 to allow further evaluation of the performance of our proposed method. Our method also achieved better results than all the other methods according to each of the quantitative metrics, which is coherent with the findings on visual inspection.
IV. DISCUSSION AND CONCLUSION
In this paper, we propose a novel sparse sampling CT image reconstruction model based on nonlocal weighted nuclear norm minimization. Differing from traditional methods, the proposed method uses nonlocal weighted nuclear norm minimization to reconstruct CT images by explicitly exploring the nonlocal similarity in the target image. As demonstrated in the experiments, the streak artifacts and noises caused by sparse sampling can be better eliminated with our method than they can by several other current methods.
In two representative slice studies, our method achieved better performance in the aspects of structure preservation and artifact reduction than other state-of-the-art methods for sparse-sampling CT reconstruction. Our method also achieved the best results according to three typical metrics calculated for both slices. The profile analysis and magnified ROI studies clearly depict the noticeable advantages of our method over the other methods in respect to structure preservation. The numerical improvements in RMSE, SSIM, and PSNR corroborate the advantages of our method quantitatively.
Several parameters need to be determined in the proposed method, and these were all selected experimentally in this study. A detailed analysis of the impacts of the parameter settings will form the basis of future work.
A potential limitation of the proposed method is the computational cost. Because of the nonlocal patch clustering and SVD in NOWNUNM, the computational time can be challenging. However, the NOWNUNM reconstruction process can be significantly accelerated by using multi-core CPUs or a graphics processing unit.
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