INTRODUCTION
With the rapid development of information and technology, the security of information requirements have become more urgent. Here for television signals to the background sound of the security of the information provided certain conditions. As the voice has more advantages than other forms of interaction side, so use this technique as a background sound for the information security also provides a stable protection.
With the intention of television being identified, we need identify a specific voice and pre-speech feature extraction television programs or distinguish TV channels. Speech signal not only contains semantic content of information, but also includes information about television. Each television channel of its unique characteristics and frequency characteristics of their information has been reinvented its radio feature, which is the fundamental basis for station identification.
Because the radio signal is adjusted to a higher level.
Wanting to embed the human voice, which is difficult to be heard, the eavesdropping and other forms of interference greater access to information, the confidentiality of information is better, therefore, TV voice signal analysis will be great meaningful. In previous, no such data for station information and identify patterns, through which radio identification will also have a very bright application prospects. 
II THE BASIC PRINCIPLES

II. IMPLEMENTATION PROCESS
A. Introduction to Sampling and Quantization
Signal from the analog-to-digital conversion is divided into two processes sampling and quantization.
Sampling is continuous time discretization.
Quantization of the sampled signal is converted into a continuous amplitude of a finite set. The sampled signal can be expressed as:
sa: analog signal, n: integer, T: sampling interval [6] Sampling theorem states that: If the analog signal sa 
After Pre-emphasis signal Y (n) is:
Framing: Sub-frame when the Window borders in order to avoid missing the signal, generally taken as a 10-20ms. When the frame to make the offset, between the frame and the frame part to overlap [9] . To avoid the frame and the large variation in characteristics between the frames, generally the time shifted by one half frame before removing one, which is half the frame length as the frame shift.
Calculate short-term energy: short-term energy represents the size of the sound amplitude, at the volume level, according to the value of this energy to make some minor speech signal noise can be filtered out. We will generally be limited to the energy value below our threshold of a frame as a mute segments. [7] .
Calculate the output of each filter bank log energy:
Where Hm (k) is a special frequency response of the filter triangles.
DCT (discrete cosine transform through): get the MFCC coefficients.
MFCC coefficient number is usually taken 20-30, it represents the spectrum of energy, so in the general recognition system, we call it the energy factor, does not directly say that they are cepstral design selected is 24 order spectrum. interval random value, "A" corresponding to the image mode input to the network [9] , the weighted sum of the input mode, compared with the threshold, then non-linear operation, to obtain the output. In this case, the network output is "1" and "0" with a probability of 50%, that is to say completely random. Then if the output is "1" (the result is correct), then the connection weights increased, so that the network is encountered again "A" mode is entered, it is still able to make the 
C. 2.3 BP Neural
