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We show that the application of reasonably small external magnetic fields can improve the pho-
toresponse of graphene-based field effect transistors. The proposed device is based on a disk of gated
bilayer graphene, such that the drain spans its circumference and a eccentric point-like source is
connected to its interior. An AC THz potential difference is applied between source and gate while a
static source-drain voltage, rectified by the nonlinearities of the electron liquid, is measured. Peaks
in the rectified potential occur at frequencies that enable the excitation of standing plasma waves in
the device. When a magnetic field is applied perpendicular to the device, the entirety of collective
plasma modes is split into bulk and edge magnetoplasmons. These two branches of the collective
spectrum produce two sets of resonant peaks, which exhibit different scalings with the applied mag-
netic field. Similar to the effect of changing a bias voltage in a nearby gate, the peak frequency
can be shifted with the external magnetic field strength. More importantly, their magnitude can be
enhanced or suppressed based on their proximity to the cyclotron frequency. Therefore, it becomes
possible to isolate specific frequencies, by enhancing specific peaks and suppressing all others.
I. INTRODUCTION
Electromagnetic radiation is one of the prime tools to
investigate matter and its properties. This is made possi-
ble by the existence of efficient and compact sources and
detectors in the whole spectrum, with the crucial excep-
tion of the low-THz range (between 0.1 and 30 THz).
This fact, commonly referred to as the “terahertz gap”,
has slowed down technological developments in, e.g., non-
destructive imaging, biosensing, and spectroscopy of ma-
terials [1–3]. In modern optoelectronics there is a deep
need for efficient and tunable photodetectors that oper-
ate in this range [1–6]. Dyakonov and Shur, in 1996, pre-
dicted that a field effect transistor (FET), or any gated
two-dimensional (2D) electron liquid, could be used to
generate and detect THz radiation [7–9]. The device in
their seminal work consists of a semiconductor quantum-
well cavity, containing a 2D electron gas, connected to
source and a drain. A metal gate is placed in close prox-
imity to the electron fluid and a THz AC source-gate
voltage is applied, typically resulting from incoming THz
radiation impinging on an antenna between source and
gate. An open circuit boundary condition is imposed on
the drain, requiring that no current flows through it. In
this device, the AC source-gate voltage is rectified into
a DC source-drain voltage by the intrinsic nonlinearities
of the electron fluid. Resonances are observed in the
rectified voltage at frequencies that allow plasmons (col-
lective long-wavelength charge density fluctuations [10])
to undergo constructive interference. The rectified po-
tential has peaks at odd multiples of the bulk plasmon
frequency, which is quantised because of the confinement.
This phenomenon has been experimentally verified in
semiconductor quantum wells at room [11–13] and low
temperatures [14] and in graphene-based FETs [15–19].
Graphene brings in several novel features. In fact, it
is a gapless semimetal with high carrier mobility and a
nearly constant absorption coefficient over a relatively
wide range of frequencies [4 and 5], and can support long-
lived plasmons whose frequencies can be widely tuned
with gate voltages [20 and 21]. This in turn implies that
it is possible to selectively enhance certain frequencies
by electrically shifting the resonant peaks of the recti-
fied photoresponse. In this respect, bilayer graphene has
proven an even more effective material for THz photode-
tection [22]. Owing to its nearly-constant cyclotron mass,
m ≈ 0.036me, it allows to tune plasmon frequencies over
a wider range [22] compared to monolayer graphene. For
this reason we will henceforth consider the cavity to be a
bilayer graphene sheet encapsulated in hexagonal boron-
nitride (hBN) slabs. With the addition of a reasonably
small magnetic field perpendicular to the graphene sheet,
we show that it is possible to further amplify or suppress
the device’s photoresponse at selected frequencies. This
characteristic is beneficial to the design of detectors that
require specificity and, at the same time, a wide degree
of tunability.
We model the cavity as a disk whose perimeter acts as
the drain, while a point source is applied above the disk,
somewhere close to the edge [see Fig. 1 (a) for a picto-
rial view]. This allows us to break the circular symmetry
of the model, and to excite edge magnetoplasmons with
arbitrarily high winding numbers. Thanks to the perpen-
dicular magnetic field, magnetoplasmons are localised at
the drain boundary, while their propagation is permitted
in both rectangular and eccentric disk FETs with open
boundary conditions [23–26]. In the conventional rectan-
gular geometry [7–9] both the source and drain lie on
the perimeter and, because of this, magnetoplasmons are
impeded by the source itself. By using a disk geometry
with an internal point-like source, they are instead able
to propagate along the drain boundary. Edge magneto-
plasmons have frequencies below the cyclotron frequency
for values of the winding number that are not too large.
Bulk-plasmons’ frequencies are instead “pushed” above
the cyclotron frequency, with a band of bulk magneto-
plasmons oscillating at the cyclotron frequency for pos-
itive winding number, as shown in Fig. 1 (b). These
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2results are expected to not only hold for disks but for
any geometry in which a small source is applied within a
simply-connected cavity, and thus, should extend well to
both monolayer and bilayer graphene devices as well as
and semiconductor quantum wells [7–9, 18, and 22]. As a
final remark, we note that nanosized graphene photode-
tectors fabricated through both exfoliation and chemi-
cal vapour deposition (CVD) would theoretically exhibit
edge magnetoplasmons. However, to achieve the desired
results (i.e. sharp plasmon resonances in the rectified
potential), it is necessary to strongly suppress the plas-
mon decay rate [20, 21, 27–29]. The collective oscillations
should in fact be able to constructively interfere for the
characteristic response of a Dyakonov-Shur photodetec-
tor to emerge. For this reason the purity of the material
from which the device is fabricated is also a crucial pa-
rameter, hence we encapsulate the graphene with hBN
slabs.
In Sect. II we model electrons within the bilayer
graphene cavity as a hydrodynamic fluid in the pres-
ence of a uniform perpendicular magnetic field. Their
response to potentials applied between source and gate is
controlled by a set of hydrodynamic equations, which re-
produce the long-wavelength behaviour of graphene elec-
trons [18]. In Sect. III we apply said theory to model
a disk with a source at the center. We take advantage
of this geometry to analytically solve for the linear com-
ponent of the potential across the cavity. From this we
show that the energy of edge magnetoplasmons grows
with their winding number while the dispersion of bulk
modes exhibits a flat band exactly at the cyclotron fre-
quency. Because of this feature, we expect the response of
the system to be greatly enhanced when the frequency of
the external field matches the cyclotron one. In Sect. IV
we show that this is true also for a disk with the source
close to its perimeter. This geometry is particularly ad-
vantageous: since the source breaks rotational symme-
try, it removes the need to individually excite plasmon
modes by artificially tuning the winding number of the
source-to-gate voltage. When the degree of asymmetry
is high, it becomes possible to excite plasmons with ar-
bitrary large winding number and to access the physics
of the plasmon flat band. In Sect. V we report the sum-
mary of our findings and our main conclusions. We note
that the description we use holds for a variety of different
systems [7–9, 18, and 22], and therefore our predictions
have a broad range of applicability.
II. THE MODEL OF THE CAVITY
We consider the FET geometry schematically shown
in Fig. 1 (a), where the active component is a 2D elec-
tron liquid. For the reasons outlined in the introduction,
we assume the latter to be hosted by a bilayer graphene
sheet encapsulated by hexagonal-boron-nitride slabs. A
gate is placed in close proximity to the graphene, which
is also attached to source and drain electrodes to form
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FIG. 1. Panel (a) Schematic of the FET studied in this pa-
per. The perimeter of the device acts as the drain while a
point source is connected to the top of the cavity. Ugate is the
back gate DC bias voltage, which in our case is constant in
time and used to fix the bilayer-graphene charge density. The
FET rectifies the AC source-gate voltage, Uac(t), into the DC
source-drain voltage ∆U . Panel (b) The resonant frequencies
of the linear potential, U1, obtained from Eqs. (32) and plot-
ted against the winding number η defined after Eq. (26). Bulk
magnetoplasmon modes are represented by purple circles,
while edge magnetoplasmons are represented by red squares.
ωB is the lowest resonant plasmon frequency at zero magnetic
field (ωc = 0).
a channel. A radiation field oscillating at frequency ω
is applied between the source and the gate, typically via
an antenna, while the drain is left fluctuating. This in
turn implies that no current flows through it. Thanks to
the intrinsic nonlinearities of the electron liquid [18, 30–
35], the oscillating field is rectified and a DC potential
difference, proportional to the power of the incident radi-
ation, can be measured between source and drain at zero
applied bias.
Since we focus on the long-wavelength low-frequency
dynamics of the electron liquid, we model it by means
of hydrodynamic equations [18 and 36]. These govern
the relationship between the density, current and electric
field within the device. We stress that equations anal-
ogous to the hydrodynamic ones, yielding similar pho-
toresponses, can be derived by inverting the nonlinear-
response relations to external electric fields of a non-
interacting electron fluid [18]. Therefore, rather than
being the ultimate theory of electronic transport, hydro-
dynamic equations should be seen here as an efficient
3way to incorporate nonlinearities in an effective long-
wavelength description of the electron liquid. Therefore,
we do not require electrons to satisfy particular bound-
aries on electron-electron scattering rates that would lead
to the establishing of a hydrodynamic regime of transport
[27]. The first of these relations is the continuity equation
∂tρ(r, t) +∇ · [ρ(r, t)v(r, t)] = 0 , (1)
which connects the periodic accumulation of charge den-
sity due to the oscillating radiation field, ρ(r, t), to the
flow velocity, v(r, t). Since electrons are charged, ρ(r, t)
induces a nonlocal Hartree-like electric potential accord-
ing to [18]
U(r, t) =
∫
dr′V (r − r′)ρ(r′, t) , (2)
which in turn acts as the restoring force that sustains
charge oscillations in a feedback loop. In Eq. (2), V (r −
r′) is the Coulomb interaction between two charges at
positions r and r′. The nearby gate, which we assume to
be a perfect conductor, has an important effect: mirror
charges screen the tail of the Coulomb interaction and
make it effectively short-ranged. In view of this fact, and
to simplify the following derivation, we will employ the
so-called “local gate approximation” [15 and 18]. The
latter consists in assuming a local relation between the
self-induced field and charge density,
U(r, t) =
ρ(r, t)
C
, (3)
in lieu of the nonlocal one of Eq. (2). The approxima-
tion (3) has been shown [23 and 24] to well reproduce
results obtained with Eq. (2) when the gate is explicitly
accounted for. In the specific case under consideration,
it allows for the emergence of edge magnetoplasmons in
both semi-infinite planes and hollow disks. Using the
relation (3), the continuity equation (1) becomes
∂tU(r, t) = −∇ · [U(r, t)v(r, t)] . (4)
The equation relating the flow velocity to the self-induced
field (3) has the following Euler-like form [18]
e
m
∇U(r, t) = ∂tv(r, t) + 1
τ
v(r, t) + ωczˆ × v(r, t)
+
[
v(r, t) · ∇]v(r, t) + v(r, t)× [∇× v(r, t)] . (5)
In these equations, −e is the electron charge, m their
effective mass and τ the average time between two suc-
cessive collisions with impurities or phonons. Finally,
ωc = eB/m is the cyclotron frequency and B is the mag-
netic field applied orthogonal to the 2D electron liquid.
The term v(r, t) × [∇ × v(r, t)], known as the Lamb
vector, represents a nonlinear Lorentz force due to the
vortical movement of the fluid itself [37], and can be com-
bined with the term
[
v(r, t)·∇]v(r, t) into the single term
∇v2(r, t)/2. We solve the problem posed by the hydro-
dynamic equations (4)-(5) in conjunction with the usual
Dyakonov-Shur boundary conditions
U(r, t)|source = Uext cos(ωt) ,
v(r, t)|drain = 0 , (6)
corresponding to an oscillating gate-source potential from
the antenna output and an open-circuit drain. We treat
Uext as a small parameter and calculate the rectified non-
linear response as a perturbation to the potential. To
streamline the calculation, we introduce a book-keeping
parameter α that we will use to keep track of the “or-
der” of nonlinearity of expressions. For this reason, we
will multiply the right-hand side of the first of Eqs. (6)
by α and expand each function in Eqs. (4)-(5) in powers
of α
U(r, t) = U0 + αU1(r, t) + α
2U2(r, t) +O(α3),
v(r, t) = αv1(r, t) + α
2v2(r, t) +O(α3).
(7)
Here U0 is the equilibrium gate potential (which fixes
the charge density in the graphene sheet according to
ρ0 = CU0), and the equilibrium velocity, v0, is zero by
definition. U1(r, t) and v1(r, t), and U2(r, t) and v2(r, t)
are the linear and nonlinear contributions to the poten-
tial and velocity, respectively. Note that, although per-
turbative, the rectified potential is the only nontrivial
DC contribution. Even though it is small by definition,
it can be detected by measuring an averaged source-to-
drain voltage [7–9, 15, and 18] U(r, t), as we proceed to
show.
To progress further, we then collect the terms in
Eqs. (4)-(5), expanded up to order α2 (the first order
at which a nontrivial rectified voltage appears). We get
two sets of equations, one linear and one quadratic in
α, that can be solved sequentially. The hydrodynamic
equations and boundary conditions, to first order in α,
are thus
∂tU1(r, t) = −U0∇ · v1(r, t)
e
m
∇U1(r, t) = ∂tv1(r, t) + 1
τ
v1(r, t) + ωczˆ × v1(r, t)
U1(r, t)|source = Uext cos(ωt)
v1(r, t)|drain = 0
,
(8)
whereas to order α2 they read
∂tU2(r, t) = −∇ · [U0v2(r, t) + U1(r, t)v1(r, t)]
−∇φ(r, t) = ∂tv2(r, t) + 1
τ
v2(r, t) + ωczˆ × v2(r, t)
U2(r, t)|source = 0,
v2(r, t)|drain = 0.
.
(9)
Here we defined φ(r, t) = v21(r, t)/2 − eU2(r, t)/m.
Eqs. (8) form a closed set of linear differential equations
4that can be solved exactly. Their result is then substi-
tuted into Eqs. (9) whose solution yields the rectified
potential. The second order set of equations (9) can be
simplified further by noting that we are looking for a
time-independent potential, therefore by integrating over
a period of oscillation, T = 2pi/ω, the time-dependent
parts of U2(r, t) and v2(r, t) will vanish. For a generic
function of time A(t), we define its time-average as
〈A(t)〉 = 1
T
∫ T
0
A(t)dt . (10)
After time averaging, Eq. (9) becomes
∇ · [U0v2(r) + 〈U1(r, t)v1(r, t)〉] = 0
1
τ
v2(r) + ωczˆ × v2(r) = −∇φ(r)
U2(r)|source = 0
v2(r)|drain = 0
, (11)
where now φ(r, t) = 〈v21(r, t)〉 /2− eU2(r)/m, and U2(r)
and v2(r) denote the time-independent components of
U2(r, t) and v2(r, t), respectively.
A. Simplification of Eqs. (8)
We will now determine the first-order component of
the potential by solving the set of Eqs. (8). To simplify
it, we first obtain two equations by applying the opera-
tor ∂t + 1/τ and the cross product with zˆ to the second
of Eqs. (8). We then combine the two equations we ob-
tained, and get[(
∂t +
1
τ
)2
+ ω2c
]
v1(r, t) =
e
m
[(
∂t +
1
τ
)
∇U1(r, t)
− ωczˆ ×∇U1(r, t)
]
. (12)
The new set of equations is solved by using the Ansatz
U1(r, t) = U1(r)e
−iωt + U∗1 (r)e
iωt,
v1(r, t) = v1(r)e
−iωt + v∗1(r)e
iωt,
(13)
from which we obtain the following set of time-
independent linear equations:
− iωU1(r) + U0∇ · v1(r) = 0 , (14)
and
[ω2f2ω − ω2c ]v1(r) =
e
m
[
iωfω∇U1(r) + ωczˆ ×∇U1(r)
]
,
(15)
subject to the boundary conditions
U1(r)|source = Uext
2
,
v1(r)|drain = 0.
(16)
In these equations we introduced fω = 1 + i/(ωτ). In
addition to Eqs. (14)-(16), we have a set of equation for
the quantities U∗1 (r) and v
∗
1(r). These are obtained from
Eqs. (14)-(16) by taking their complex conjugates. Sub-
stituting Eq. (15) into (14), results in the following closed
set of equations for U1(r):
[
ω2c − ω2f2ω
]
U1(r)− s2fω∇2U1(r) = 0
U1(r)
∣∣∣
source
=
Uext
2
iωfω∇U1(r) + ωczˆ ×∇U1(r)
∣∣∣
drain
= 0
(17)
Here we define the plasma wave velocity, s =
√−eU0/m,
where U0, the equilibrium potential, is negative for an
electron fluid. The first of Eqs. (17) defines a Poisson
problem which, once boundary conditions are specified,
admits a unique solution. Such solution will be deter-
mined analytically for the case of a concentric Corbino-
disk geometry in Sect. III and numerically for an eccen-
tric ring in Sect. IV. Once the set of Eqs. (17) is solved
and U1(r) has been determined, the velocity can be de-
termined from
v1(r) =
s2
U0
iωfω∇U1(r) + ωczˆ ×∇U1(r)
ω2c − ω2f2ω
. (18)
B. Simplification of Eqs. (11)
Once the linear set of Eqs. (17) has been solved and the
functions U1(r), U
∗
1 (r), v1(r) and v
∗
1(r) have been deter-
mined, it is possible to approach the non-linear problem
in a similar fashion. Plugging Eqs. (13) into the set of
non-linear Eqs. (11) we find
∇ · [U0v2(r) + U∗1 (r)v1(r) + U1(r)v∗1(r)] = 0
1
τ
v2(r) + ωczˆ × v2(r) = −∇φ(r)
U2(r)|source = 0
v2(r)|drain = 0
(19)
where, explicitly, φ(r) = v∗1(r) · v1(r) − eU2(r)/m. To
further simplify it and reduce it to a Poisson problem, we
first obtain two equations by taking the divergence and
applying the operator zˆ ×∇ to the second of Eqs. (8):
1
τ
∇ · v2(r)− ωczˆ · ∇ × v2(r) = ∇2φ(r) , (20)
and
1
τ
zˆ · ∇ × v2(r) + ωc∇ · v2(r) = 0 . (21)
Combining such equations with the first of Eqs. (19) gives
1 + (τωc)
2
U0τ
∇ · [U∗1 (r)v1(r) + U1(r)v∗1(r)] = ∇2φ(r) .
(22)
5Eq. (22) has the form of a Poisson equation for φ(r).
Given appropriate boundary conditions, the latter can be
solved and yield a unique solution for φ(r) and therefore
for U2(r) = m/e
[
v∗1(r) · v1(r) − φ(r)
]
. To determine
the boundary conditions for φ(r), we first take the cross
product of the second of Eqs. (19) with zˆ, which yields
1
τ
zˆ × v2(r)− ωcv2(r) = −zˆ ×∇φ(r) . (23)
Substituting this back into the second of Eqs. (19) we get[
1 + (ωcτ)
2
]
v2(r) = ωcτ
2zˆ ×∇φ(r)− τ∇φ(r) . (24)
This leads us to the following solvable set of differential
equations in φ(r):
1 + (τωc)
2
U0τ
∇ · [U∗1 (r)v1(r) + U1(r)v∗1(r)] = ∇2φ(r)
φ(r)− v∗1(r) · v1(r)
∣∣∣
source
= 0
ωczˆ ×∇φ(r)− 1
τ
∇φ(r)
∣∣∣
drain
= 0
.
(25)
III. CONCENTRIC CORBINO DISK -
ANALYTICAL RESULTS
The use of a Corbino disk geometry allows us to solve
analytically the linear component of the field within such
a device. This is made possible by the inherent rota-
tional symmetry of the disk. Such symmetry enables
the separation of variables within the solution. This is
analogous to the case of Dyakonov and Shur7–9, where it
is the translational symmetry that allows for it. In our
model the source is applied to the perimeter of the in-
ternal hollow disk. This is purely for ease of calculation.
By assuming the inner disk’s radius is infinitely small the
source becomes point-like. We now express Eqs. (17) for
a Corbino-disk geometry:
∇2U1(r, θ) = ω
2
c − ω2f2ω
s2fω
U1(r, θ)
U1(r0, θ) =
Uext
2
(eiθη + e−iθη)
iωfω∇U1(r, θ) + ωczˆ ×∇U1(r, θ)
∣∣∣
r=r1
= 0
. (26)
where r0 is the inner ring radius, and r1 the outer ring
radius. In the second of Eqs. (26) we have also amended
the source boundary condition by adding a phase fac-
tor. There, η is an integer. Such phase factor allows us
to isolate a particular plasmon mode with a given wind-
ing number (the number of oscillations of the potential
around the disk). Hence η will be the winding number of
the selected solution. By defining k2 = |ω2c −ω2f2ω|/s2fω
we can see that the first of Eqs. (26) is fundamentally the
Poisson equation,
∇2U1(r, θ) = k2U1(r, θ). (27)
In polar coordinates Eq. (27) becomes the following
Bessel equation,
(x2∂x + x∂x − x2 − n2)U1,n(x) = 0, (28)
where x = kr, and we have expressed the solu-
tions as a superposition of stationary waves U1(r, θ) =∑∞
n=−∞ U1,n(kr)e
inθ. Additionally the third of Eqs. (26)
should be taken along the normal to the disk boundary,
iωfω∂rU1(r, θ)− ωc
r
∂θU1(r, θ)
∣∣∣
r=r1
= 0. (29)
Given Eq. (28), the solutions take the form:
U1(kr, θ) =
∞∑
n=−∞
[AnIn(kr) +BnKn(kr)]e
iθn. (30)
when ωc > ω, and,
U1(kr, θ) =
∞∑
n=−∞
[CnJn(kr) +DnYn(kr)]e
iθn. (31)
when ω > ωc. The constants An and Bn are determined
by applying the boundary conditions [second and third
lines of Eqs. (26)]. After some lengthy but straightfor-
ward algebra we find
U1(r, θ) =
Uext
2
[
Iη(kr)
Iη(kr0)
− I
′
η(kr1)− γIη(kr1)
σIη(kr0)
×
(
Kη(kr)
Kη(kr0)
− Iη(kr)
Iη(kr0)
)]
eiθη, (32)
where
σ =
K ′η(kr1)− γKη(kr1)
Kη(kr0)
− I
′
η(kr1)− γIη(kr1)
Iη(kr0)
, (33)
and γ = ωcη/(ωfωkr1). Eq. (32) provides Corbino disk
edge magnetoplasmon solutions below the cyclotron fre-
quency. This process can be repeated to yield the poten-
tial for bulk magnetoplasmons above the cyclotron fre-
quency using Eq. (31). For ω > ωc, the relations we
obtain for Cn and Dn are analogous to Eqs. (32)-(33),
where Jn(kr) and Yn(kr) appear in lieu of In(kr) and
Kn(kr), respectively.
Magnetoplasmon bulk and edge modes can be identi-
fied from peaks in the linear potential, U1, at any given
value of η, as a function of frequency, as seen in Fig. 1 (b).
The higher order bulk modes exhibit a variable degree of
asymmetry, where frequencies are higher for negative η
than for positive, which can be traced back to γ defined
after Eq. (33), the only parameter that depends on the
winding direction of plasmons (i.e. on the sign of η).
Physically, this asymmetry arises from the relative align-
ment between the Lorentz force induced by the magnetic
field, acting on the plasmons’ constituent electrons, and
the external electric field. The lowest order bulk mode
has an obvious asymmetry: positive η modes oscillate at
6FIG. 2. The dependence of the resonant frequencies of the
linear potential, U1, obtained from Eqs. (32) against cyclotron
frequency, at fixed η = 8. The first bulk mode can be seen to
match the cyclotron frequency, while higher order modes have
a quadratic relation. The resonant frequency of the edge mode
can be seen to stay fairly constant after an initial decrease,
so that this mode becomes the low-energy excitation for a
sufficiently large magnetic field.
the cyclotron frequency, while negative η display an ap-
proximately linear dispersion. Edge modes only wind in
the +θˆ direction (as they only exist for positive η) and
are localised at the outer edge of the disk. Winding in
the opposite direction cannot occur as plasmons would
be bound to the inner edge, however this is held at a
constant potential.
While the lowest order bulk mode (for positive η) al-
ways oscillates at the cyclotron frequency, the higher or-
der bulk modes have a quadratic relation at fixed η, as
seen in Fig. 2. In contrast to this, the resonant frequen-
cies of edge modes are almost independent of the cy-
clotron frequency at high magnetic fields.
Due to the difficulty of solving analytically for U2,
which has the same resonant frequencies of the linear
potential, we will not calculate the rectified potential for
the concentric Corbino disk analytically. We will instead
move to the study of the more general and experimentally
more relevant case of an eccentric disc, which can still be
studied numerically. In fact, in the Corbino disk, circular
symmetry decouples the various modes and, to excite a
solution with a given winding number η > 0, the initial
conditions must be carefully tuned. The lack of symme-
try of the eccentric disc allows mixing such modes, and
enables the use a more realistic source potential to excite
them.
FIG. 3. The nonlinear potential, U2(r1, 0), obtained by nu-
merically solving the set of Eqs. (25), plotted as a function
of the frequency of incoming radiation. Different curves cor-
respond to different values of the magnetic field, i.e. of the
cyclotron frequency ωc. For all curves we have set the collision
time τ = 10/ωB , the outer radius, r1 = 2sωB , and Uext = U0.
IV. ECCENTRIC CORBINO DISK -
NUMERICAL RESULTS
We will now study the case where the source is placed
off-centered, resulting in a Corbino geometry with an ec-
centric inner disk, this will be refered to as the ’eccentric
disk’ geometry. The eccentric disk, with the asymmet-
ric boundary conditions of Eq. (6), can be solved nu-
merically as described in Sect. II. First, Eqs. (17) are
solved for the linear potential. Then, by using Eq. (18),
Eqs. (25) are solved for φ(r). From the latter, we can
then calculate the non-linear potential U2(r). We plot
the non-linear potential as a function of the AC driv-
ing frequency, ω, for different magnetic field strengths in
Fig. 3. As before, resonances with ω < ωc correspond
to edge modes. Now that the source has been placed
off-centre, we can see that edge plasmons with differing
winding numbers, and hence different frequencies, can
propagate. As an example, for ωc = 7ωB , we can see
three edge modes (of frequencies ω/ωB ≈ 1.5, 3.2, 4.8)
below the cyclotron frequency and one mode above it
(with frequency ω/ωB ≈ 8.4). For all field strengths, the
first bulk mode, fixed at the cyclotron frequency, results
in the largest resonance peak due to the superposition
of all positive winding number solutions [the flat band
in Fig. 1 (b)]. As the magnetic field strength increases,
we find that the frequencies of edge modes increase lin-
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FIG. 4. Density plots of the linear potential, U1(r, t = 0) for
ωc = 7ωB (corresponding to the solid line in Fig. 3). Panel (a)
is evaluated at ω = 4.8ωB (the third peak of the solid line in
Fig. 3). We see that the edge magnetoplasmon oscillates com-
pletely three times. As such, this mode has winding number
η = 3. Panel (b) is evaluated at ω = 8.4ωB (the fifth peak of
the same curve). We observe four complete oscillations, which
allow us to identify this mode as that with winding number
η = 4.
early as with the concentric case, while the frequencies
of bulk modes have a quadratic growth. It should be
noted that for the eccentric disk, bulk modes with dif-
fering η are inseparable, and so the resonant frequen-
cies that arise are in fact superpositions of different bulk
modes. In Fig. 4 we plot the linear potential, U1(r, t = 0)
for ωc = 7ωB , corresponding to the solid line in Fig. 3.
(a)
(b)
FIG. 5. Density plots of the nonlinear potential obtained
numerically from the set of Eqs. (25), overlaid by the lin-
ear velocity obtained from Eq. (18), where ωc = 7ωB (corre-
sponding to the solid line in Fig. 3 as in Fig. 4). Panel (a)
is evaluated at ω = 4.8ωB (the third peak of the solid line
in Fig. 3). Here, the red arrow refers to a large ’off-scale’
velocity. Observing that the direction of the velocity at the
perimeter of the disk ’winds’ around the radial unit vector rˆ
three times, we can assign to this mode the winding number
η = 3. Panel (b) is evaluated at ω = 8.4ωB (the fifth peak of
the solid line in Fig. 3). We see four rotations around rˆ along
the perimeter and, as such, this edge magnetoplasmon mode
has winding number η = 4.
We choose to plot two different frequencies, ω = 4.8ωB
[panel (a)] and ω = 8.4ωB [panel (b)]. Panel (a) shows
that the edge plasmon oscillates three times around the
circumference of the disk, and therefore is characterised
8by a winding number, η = 3. Conversely, the plasmon
in panel (b) has η = 4. These oscillations average to
zero over a large enough time interval. The nonlinear
component of the field, U2(r), overlaid with the veloc-
ity field, v1(r, t = 0), is shown in Fig. 5 for ωc = 7ωB
and for two different frequencies (the same as in Fig. 4).
The rotation of v1(r, t = 0) around the perimeter with
respect to rˆ allows us to enumerate the winding number
for each diagram. As in Fig. 4, the plasmon in panel (a)
has η = 3, while that in panel (b) has η = 4. We now
wish to briefly comment on the feasibility of our device.
We will consider a bilayer-graphene-based FET whose
dimensions on the order of a few micrometers: similar
devices have been recently realised and shown to be sig-
nificantly tunable via the application of gate voltage [22].
Given the lowest bulk plasmon frequency of such devices
[17, 22, 38, and 39], ωB = 300 GHz (this is typically de-
pendent on system size and for graphene can be changed
via the gate voltage), and an effective electron mass [22],
m ≈ 0.036me, where me is the free electron mass, we can
estimate the lower limit for the magnetic field. The low-
est observable edge plasmon frequency always appears to
be similar to the lowest bulk plasmon frequency, thus,
by equating the lowest bulk plasmon frequency with the
cyclotron frequency, ωc = eB/m
∗, our estimate for the
minimum magnetic field becomes Bmin ≈ 0.06 T. This
magnitude is easily achievable in experiments. Alterna-
tives to applying an external magnetic field do exist. For
example it has been proposed that through the hydrody-
namic Inverse Faraday Effect in metallic nanorings one
can induce a magnetic field sufficient for this device to
work [40]. Alternatively, pseudomagnetic fields induced
by strain could suffice to stabilise counter-propogating
edge pseudo-magnetoplasmons [36] in graphene-based de-
vices. By increasing the magnetic field, the frequencies of
edge magnetoplasmon resonant peaks increase linearly.
This achieves an equivalent effect to changing the gate
voltage in bilayer graphene. While this may be exclusive
to the eccentric geometry, since this relation does not
hold for the concentric disk, bulk magnetoplasmons do
seem to have a quadratic dependence on the cyclotron
frequency in both cases. A more important property is
that the magnitude of peaks can be suppressed or en-
hanced based on their relative proximity to the cyclotron
frequency. For example the edge plasmon peak corre-
sponding to η = 1 can be suppressed at ωc = 9ωB to
approximately 1/14 of its magnitude at ωc = 3ωB , which
corresponds to a change in magnetic field strength of
∆B ≈ 0.36 T in bilayer graphene. While we have only
considered concentric and eccentric Corbino disks due to
their analytic properties, these results are predicted to
also extend to systems with any simply-connected geom-
etry provided that the outer edge acts as a drain, and a
point source is applied to its interior. This reflects the
topological nature of edge magnetoplasmons [41–43].
V. CONCLUSIONS
In this paper we have studied disk-shaped photodetec-
tors with internal point sources which oscillate at the fre-
quency of the incoming radiation with respect to metallic
back-gates. The design is similar to that of conventional
Dyakonov-Shur devices, in that a rectified potential is
measured at the outer rim of the disk, which acts as a
fluctuating drain. By applying a magnetic field in the
direction perpendicular to the cavity, the rectification of
long-wavelength radiation occurs from the constructive
interference of not only bulk plasmons, but also edge
magnetoplasmons. In this geometry, plasmons bound to
the edge can circulate along the entirety of the disk’s
perimeter nearly unimpeded [44]. Plasmons in this con-
figuration are categorised by their winding number, i.e.
the number of complete oscillations of the electron den-
sity that occur over a full revolution around the disk. In
the first part of the paper, we studied the response of the
photodetector when the source is located at the centre
of the disk. Said geometry admits an analytic solution.
However, in this configuration individual plasmon modes
must be manually injected by selecting the winding num-
ber of the external potential. This is difficult to achieve
in practice. Instead, by placing the source close to the
edge of the disk, the circular symmetry of the disk is
broken, and the system admits a mixed state of plasmon
modes with differing winding numbers. Such a system
has two advantages over conventional Dyakonov-Shur de-
vices. The frequency of edge plasmon modes increases
linearly with magnetic field, allowing for a degree of se-
lectivity when detecting specific frequencies of radiation.
This is similar to the role played by gate voltages which,
by changing the bilayer graphene electron density, can be
used to tune its bulk plasmon frequency. More impor-
tantly, the magnetic field can also be used to enhance or
suppress the magnitude of resonant peaks, depending on
their proximity to the cyclotron frequency. This unique
feature allows for the isolation of specific frequencies, by
enhancing certain peaks and suppressing all others. The
presence of magnetoplasmons allows for enhanced pho-
todetection at the frequency range corresponding to the
cyclotron frequency of the applied field. The best pro-
tocol for photodetection clearly depends on one’s aims.
When searching for the frequency of incoming radiation,
it is best to fix the luminosity of the radiation, where
possible, and scan over a presumed range of frequencies
by changing the magnetic field strength (in graphene this
can equally be achived by changing the back-gate volt-
age). When measuring the luminosity of incoming radia-
tion it is best to adjust the cyclotron frequency to match
the incoming radiation’s frequency to achieve a high gain.
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