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Abstract
A new stabilized, mesh-free method for the approximation of the Stokes problem, using weighted extended
B-splines (WEB-splines) as shape functions has been proposed. The web-spline based bilinear velocity–constant
pressure element satisﬁes the so called inf–sup condition or Ladyshenskaya–Babus˘ka–Brezzi (LBB) condition.
The main advantage of this method over standard ﬁnite element methods is that it uses regular grids instead of
irregular partitions of domain, thus eliminating the difﬁcult and time consuming pre-processing step. Convergence
andCondition number estimates are derived.Numerical experiments in two space dimensions conﬁrm the theoretical
predictions.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
There is presently amarked interest formeshlessmethods as a tool for solving complex-boundary-value
problems from Science and Engineering; for examples and applications see for instance [5–8,4] and the
references therein. The main reason for this growing popularity is that these methods allow the use of
trivial regular meshes on a simply-shaped auxiliary domain containing the actual one, thus permitting the
use of fast solvers (like multigrid).
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The present article can be viewed as a veriﬁcation of the inf–sup condition for a class of mesh-
free elements for numerically solving Stokes problem. Below we discuss the approximation of steady
incompressible Stokes equations with homogenous Dirichlet boundary conditions by a class of mesh-free
elements based on weighted extended B-splines [5–8].
Stokes system: The steady-state, homogeneous, incompressible Stokes problem is to ﬁnd a velocity
vector u= (u1, u2, . . . , um) and a pressure p satisfying
−u+ ∇p = f in ,
divu= 0 in ,
u= 0 on ,
(1)
where > 0 is the viscosity coefﬁcient, and f is the body force. The domain  ⊂ Rm, m = 2 or 3, is
assumed to be bounded. For simplicity we consider the case m= 2.
A ﬁnite element discretization of (1) is based on theweak formulation [9] that seeks (u, p) ∈ X×M :=
H 10 ()
2 × L20(), (H 10 is the space of trace zero elements of the Sobolev space H 1 and L20 denotes the
mean zero square integrable functions), such that
a(u, v)+ b(v, p)= (f, v)0 ∀v ∈ X,
b(u, q)= 0 ∀q ∈ M , (2)
where a(u, v) :=  ∫ ∇u : ∇v=(∫ u1x v1x + u1y v1y +∫ u2x v2x + u2y v2y ), b(v, q) := − ∫ qdiv v,
(f, v)0 :=
∫
 f · v.
In order to write (2) as an operator equation, deﬁne the operators A : X → X∗, B : X → M∗ by
〈Av,w〉 := a(v,w),w ∈ X, 〈Bv, q〉 := b(v, q), q ∈ M, so that (2) becomes
LU :=
(
A BT
B O
)(
u
p
)
=
(
f
0
)
=: F . (3)
The well-posedness of this system can be characterized as follows: For the variational problem (2), the
mapping L : X ×M → X∗ ×M∗ deﬁnes an isomorphism if and only if the following two conditions
are satisﬁed.
(i) The bilinear form a(., .) is V -elliptic, i.e. ∃> 0 such that
a(v, v)‖v‖2 ∀v ∈ V := {v ∈ X : b(v, q)= 0 ∀q ∈ M}. (4)
(ii) The bilinear form b(., .) satisﬁes the inf–sup condition
inf
q∈M supv∈X
b(v, q)
‖v‖X‖q‖M  for some > 0. (5)
Physically the Stokes equations model “slow” ﬂows of incompressible ﬂuids or alternatively isotropic
incompressible elastic materials. In Computational Fluid Dynamics, however, the Stokes equations have
become an important model problem for designing and analyzing ﬁnite element algorithms. The reason
being, that some of the problems encountered when solving the full Navier–Stokes equations are already
present in the more simple Stokes equations. In particular, it gives the right setting for studying the
stability problem connected with the choice of ﬁnite element spaces for the velocity and the pressure. It
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is well known that these spaces cannot be chosen independently when the discretization is based on the
Galerkin variational form. This method of discretization belongs to the class of saddle-point problems
for which an abstract theory has been developed by Brezzi and Babus˘ka [1]. According to the theory, the
method is optimally convergent if the ﬁnite element spaces for velocity and pressure satisfy the inf–sup
condition or LBB-condition. In computations the violation of this condition often leads to unphysical
pressure oscillations and a “locking” of the velocity ﬁeld.
Another important point is that the well-posedness of the inﬁnite dimensional problem is not auto-
matically inherited by a ﬁnite dimensional Galerkin discretization. In fact, the ﬁnite element spaces/trial
spaces inX andM have to be compatible in the sense that they satisfy the inf–sup condition uniformly with
respect to the resolution of the chosen discretizations. This is called the Ladyshenskaya–Babus˘ka–Brezzi-
condition (LBB-condition). The construction of trial spaces that satisfy the LBB-condition, may, depend-
ing on the problem, be a delicate task. The main focus is to design the ﬁnite element spaces so that they
satisfy the LBB-condition/inf–sup condition.
During the last two decades, this problem has been studied thoroughly and various velocity–pressure
combinations have been shown to satisfy the inf–sup condition (cf. [1–3] and the references therein).
Several types of meshless approximations were proposed for various applications. A central problem
of meshless Galerkin methods is to incorporate boundary conditions of Dirichlet type. The weighted
extended B-spline approximation takes care of not only the boundary constraints but also the issue of well
conditioning of the Galerkin systems [5–8]. This essential new feature of constructing well-conditioned
bases is of cardinal importance in the present work. We are interested in applying the approximating
properties of the WEB-spaces for discretizing the Stokes problem.
Mixed ﬁnite element methods: We now discuss a natural approach to the numerical solution of the
Stokes problem: Choose ﬁnite-dimensional subspaces Xh andMh and solve the following problem:
Problem (Sh). Find (uh, h) ∈ Xh ×Mh such that
a(uh, vh)+ b(vh, h)= (f, vh) ∀vh ∈ Xh,
b(uh, )= 0 ∀ ∈ Mh. (6)
This approach is called a mixed method.
Deﬁnition 1. A family of ﬁnite element spaces Xh,Mh is said to satisfy the Babus˘ka–Brezzi condition
provided there exist constants > 0 and > 0 independent of h such that
(i) The bilinear form a is Vh-elliptic with ellipticity constant > 0.
(ii)
sup
0 =vh∈Xh
b(vh, h)
‖vh‖Xh
‖h‖Mh ∀h ∈ Mh.
The terminology in the literature varies. Often condition (ii) alone is called the Brezzi condition, or
the LBB condition. This condition is the most important condition and we usually call it the inf–sup
condition.
The outline of the paper is as follows: Section 1 reviews the construction and essential new features
of the WEB-spline method. In Section 2, we discuss the discretization of the Stokes problem with the
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newWEB-spaces. The error estimates and the condition number estimates are derived in Section 3. The
numerical results in Section 4 are based on a ﬁrst implementation of this new approach.
Notations. Throughout this paper we use the following notational conventions. The grid width used for
the spline approximation is denoted by h. For functions f, g if f Cg with a constant C which does not
depend on the grid width h, indices, or any arguments of functions, we denote by
f  g.
The symbols  and∼ are deﬁned analogously. Dependencies on parameters will not be indicated if they
are clear from the context. For example, the basis functions
Bi, i = (i1, i2, . . . , im) ∈ Zm,
deﬁned in Section 1, depend not only on the lattice point i but also on the grid width h, the domain ,
certain coefﬁcients ei,j , and the weight function w. The subscripts i will be used to identify the positions
of the B-splines and as indices of Galerkin matrix. Finally, the sequence of coefﬁcients is denoted by
A= {ak}k∈K and, as the other vectors, it will be measured in the euclidean norm
‖A‖ :=
(∑
k∈K
|ak|2
)1/2
.
2. Weighted extended B-spline approximation procedure
Following the notations in [5–8], we describe the procedure of constructing the WEB-splines and
discuss the approximating properties of theWEB-space as a ﬁnite element space. For k ∈ Zm, deﬁne the
scaled translates:
bk(x) := h−
m
2 b
(x
h
− k
)
,
where b is the cardinal tensor product B-spline of order n with support [0, n)m and h> 0 (Fig. 1).
The B-splines bk are piecewise polynomials on the h-grid with vertices hZm and scaled so that the
L2-norm ‖bk‖0 = ‖b‖0 is independent of h.
For k ∈ K := {l ∈ Zm : supp(bl)∩ = } (the relevant index set for ), bk is named as inner B-spline
if supp(bk) has at least one complete grid cell inside  otherwise it is outer. The corresponding subsets
of K are I and J (e.g., Fig. 2 ):
K = I ∪ J ,
if supp(bk) has atleast one complete grid cell inside  then bk is named as inner B-spline otherwise it is
outer. The corresponding subsets of K are I and J (e.g., Fig. 2):
K = I ∪ J
Now it is tempting to use Bh := span{bk : k ∈ K} as a ﬁnite element approximation space. At ﬁrst
sight, this seems not feasible since B-splines do not conform to the boundary conditions. But this difﬁculty
can be resolved easily by multiplying bk by a smoothed distance function
w(x) ∼ dist(x, ).
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Univariate constant cardinal B-spline. Univariate linear cardinal B-spline.
Fig. 1. B-splines of different orders.
D
Fig. 2. Relevant biquadratic B-splines for a domain D, marked at the center of their supports. Inner and outer B-splines are
indicated with dots and circles, respectively.
Then, the weighted B-spline space (wb-space)
Bhw := span{wbk : k ∈ K}
spanned by weighted B-splines, is a possible ﬁnite element subspace for Dirichlet boundary value prob-
lems yielding optimal order approximations. But, the condition number of the Galerkin matrix Gh can
become extremely large. This is due to the outer B-splines which have only very small support inside .
One might think that these basis functions do not contribute much to the approximation power and can
simply be omitted. Unfortunately, this is not the case. A suitable solution to the problem of controlling
the unstable outer B-splines is provided by adjoining them appropriately with the inner B-splines. This
is done in such a way that the approximation power of the ﬁnite element subspace is retained.
340 V.V.K.S. Kumar et al. / Journal of Computational and Applied Mathematics 186 (2006) 335–348
Deﬁnition 2. For i ∈ I , the weighted extended B-spline (WEB-spline) Bi is deﬁned as
Bi := w
w(xi)

bi +∑
j∈J
ei,j bj

 , (7)
where xi denotes the center of a grid cell in supp bi , which is completely inside the domain . The
coefﬁcients ei,j satisfy
|ei,j |  1, ei,j = 0 for ‖i − j‖  1
and are chosen so that all weighted polynomials wp of order n are contained in the WEB-space Bh :=
span{Bi : i ∈ I }. Before deriving methods for computing the coefﬁcients ei,j , let us note some features
of this deﬁnition [5–8].
• Because of the linear independence of B-splines, WEB-splines are linearly independent, too. There-
fore, the collection of WEB-splines is also referred to as a WEB-basis of Bh.
• The factor w/w(xi) causes the WEB-splines to vanish on the boundary and magniﬁes functions
supported near the boundary for scaling purposes. This fact will become important for proving the
stability aspect of the WEB-splines.
• By forming linear combinations, the support of a WEB-spline is in general larger than that of a B-
spline. However, restricting nonzero coefﬁcients ei,j to indices with ‖i − j‖  1 guarantees that
the diameter of the support of WEB-splines is still  h. In particular, WEB-splines with support
sufﬁciently well separated from the boundary are just ordinary B-splines multiplied by w/w(xi).
Hence, only  h1−m WEB-splines involve linear combinations of outer B-splines.
• The uniform boundedness of the coefﬁcients ei,j prevents the WEB-splines from growing in an
uncontrolled way as the grid width h is tending to zero.
We now derive a formula for the coefﬁcients ei,j in Deﬁnition 2 [5–8], which is the crux of the WEB-
spline method. The starting point is the B-spline representation of polynomials. There is a beautiful
formula due to Marsden which asserts that any polynomial p of coordinate order n can be uniquely
represented as a linear combination
p(x)=
∑
k∈K
q(k)bk(x), x ∈ . (8)
Our goal is to relate the outer to inner B-splines via the coefﬁcients ei,j in such a way that the above
summation can be restricted to I. Using the fact that q is a polynomial of order n, we can compute any
coefﬁcient q(j), j ∈ J , from nm coefﬁcients q(i) with indices i ∈ I (j) ⊂ I if the set of lattice points
I (j) is unisolvent, i.e., if the polynomial interpolation problem at the points I (j) is uniquely solvable.
We denote the Lagrange polynomials of order n with respect to I (j) by lj,i :
lj,i(k)= 	i,k, i, k ∈ I (j).
Then, for ﬁxed j , the coefﬁcients ei,j are chosen as values of the Lagrange polynomials at the point j:
ei,j = lj,i(j), i ∈ I (j).
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For simplicity, we set ei,j = 0 for i /∈ I (j); therefore we may sum over all i ∈ I to obtain
q(j)=
∑
i∈I
ei,j q(i).
Substituting this expression into (1.8) and interchanging sums give
p(x)=
∑
i∈I
q(i)bi(x)+
∑
j∈J
q(j)bj (x)
=
∑
i∈I
q(i)

bi(x)+∑
j∈J
ei,j bj (x)

 , x ∈ .
From this identity we can easily read off the deﬁnition of the WEB-splines Bi given by (7). We just
have to incorporate the smoothed distance function w by multiplying the function in square brackets by
w(x)/w(xi).
Now that we know how to compute the coefﬁcients ei,j , it remains to show that it is possible to choose
the index set I (j) so that both the locality condition
ei,j = 0, ‖i − j‖  1,
and the uniform boundedness according to Deﬁnition 2 are satisﬁed. To this end, we propose the following
standard choice, which is also suitable for practical purposes.We deﬁne the index set I (j) as an nm-array
of integers in I which is closest to j with respect to the Hausdorff metric based on the maximum norm in
Zm. Accordingly, the lattice points I (j) are closest to the point j. Without going into details, we note that,
for h sufﬁciently small, the smooth boundary of  is locally close to a hyperplane. Hence, the Hausdorff
distance between j and I (j) can be bounded asymptotically by 2n. Moreover, the standard choice admits
to specify the coefﬁcients ei,j explicitly. Here, the coefﬁcients are just products of univariate Lagrange
polynomials and, by scaling, independent of h. Hence, we have the following theorem.
Theorem 2.1 (Hollig et al. [5–8]). If for all j ∈ J
I (j)= {i ∈ I : i<  + n}
is a closest index array to j, then the coefﬁcients
ei,j =
m∏
=1
+n−1∏
l= l =i
j − l
i − l (9)
are admissible for constructing WEB-splines according to Deﬁnition 2.
3. Discretization of the Stokes problem usingWEB-spline bases
In the Stokes equation, u and gradp are the terms with derivatives of highest order for the velocity
and pressure, respectively. Thus, the orders of the differential operators differ by 1. This suggests the rule
of thumb: that the degree of the basis functions used to approximate the velocities should be one larger
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than for the approximation of the pressure.Also, to satisfy the Dirichlet boundary conditions, the velocity
basis functions are multiplied by a suitable weight function. Hence, in this paper, we choose j as linear
weighted extended B-spline for velocity approximation and 
i as constant extended B-spline for pressure
approximation. In the following, the inf–sup condition and therefore the well-posedness of the discrete
Stokes problem is settled.
More precisely, we deﬁne Xh andMh, the velocity and pressure ﬁnite element spaces respectively as
follows:
Xh :=

(u1, u2, . . . , um) |uk =
NP∑
j=1
kjj , 
k
j ∈ R

 , (10)
Mh :=
{
p :=
MP∑
i=1
i
i , i ∈ R
}
. (11)
Remark 1. It is clear from the earlier section that NP is the cardinality of the set of inner nodes corre-
sponding to the weighted extended B-spline of order 2 for the velocity and similarly MP corresponds to
the extended B-spline of order 1 for the pressure and hence NP andMP stands for the dimensions of Xh
andMh, respectively.
Remark 2. From the implementation point of view, the introduction of a mean-free pressure basis
functions 
1,
2, . . . ,
MP can be avoided by imposing the pressure at one of the mesh vertices.
Remark 3. For the sake of brevity, we need to adjust with a slight abuse of the notation: In the earlier
deﬁnition of the WEB-spline Bi, i := (i1, i2, . . . , im) is an inner node in the set I of all inner nodes.
Whereas in the above, the subscript j/i in j /
i is a positive integer which is obtained by ordering the
set I (e.g., lexicographic ordering).
Here we give a sufﬁcient condition for (Xh,Mh) to satisfy the inf–sup condition.
Theorem 3.1. Suppose (Xh,Mh) satisﬁes the following inequality: For any j ∈ i , i = 1, 2, . . . ,MP∣∣∣∣
∫


i
j
x
dx
∣∣∣∣− ∑
k∈i
∣∣∣∣
∫


k
j
x
dx
∣∣∣∣ 0, (12)
where 0> 0 is a constant independent of h and i and i are the index sets deﬁned as
i := {l : xVl ∈ supp(
i)},
i := {l = i : supp(
i) ∩ supp(
l) = }. (13)
Then (Xh,Mh) satisﬁes the inf–sup condition.
Remark 4. The node point corresponding to the velocity node i := (i1, i2, . . . , im) is denoted by xVl :=
(i1h, i2h, . . . , imh). Similarly for the pressure node.
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A similar result has been proved in [4] for a different pair (Xh,Mh). A deeper analysis of inequality
(12) suggests to make a suitable choice of velocity and pressure node distribution. A particular choice is
introduced in Section 4.
In the following, we prove the existence and uniqueness of the discrete solution. To ﬁnd the dis-
crete solution pair (uh, ph) ∈ Xh × Mh it is enough to ﬁnd the coefﬁcient vectors of the veloc-
ity u¯ := (u¯1, u¯2, . . . , u¯m)T where u¯ := (u1, u2, . . . , uNP)T for 1m and the pressure p¯ :=
(p1, p2, . . . , pMP )
T
.
Let us deﬁne
Aik :=
∫

∇i∇k dx,
Bij := −
∫

i
x

j dx,
F i :=
∫

fi dx, (14)
where 1i, k, NP, 1jMP and 1m.
Then we obtain the system of the discrete Stokes equations
NP∑
k=1
Aiku

k +
MP∑
j=1
Bijpj = F i for 1iNP and 1m,
NP∑
j=1
Bj lu

j = 0.
The matrix form of the discrete Stokes equations is written as

A O O . . . O B1
O A O . . . O B2
O O A . . . O B3
...
...
...
...
...
...
O O O . . . A Bm
B1
T
B2
T
B3
T
. . . BmT O




u¯1
u¯2
u¯3
...
u¯m
p¯


=


F¯ 1
F¯ 2
F¯ 3
...
F¯ m
O¯

 . (15)
By deﬁning the assembled matrices A := Diag(A,A,A, . . . , A), B := [B1, B2, B3, . . . , Bm]T and
F¯ := [F¯ 1, F¯ 2, . . . , F¯ m]T, we rewrite the above matrix form as[
A B
BT O
](
u¯
p¯
)
=
(
F¯
O¯
)
. (16)
Decoupling of pressure and velocity: From the above matrix form we obtain the equations
Au¯+ Bp¯ = F¯,
BTu¯= O¯. (17)
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Premultiplying the ﬁrst equation by A−1, followed by BT, and using the second equation, we get
BTA−1Bp¯ = BTA−1F¯. (18)
In the following, we show that BTA−1B is invertible and hence the above equation can be solved for p¯.
Finally u¯ can be determined by solving the ﬁrst equation of (17) (fast solvers like multigrid methods can
be employed). The positive deﬁniteness of BTA−1B follows from the positive deﬁniteness of the matrix
A (which is guaranteed by the coercivity condition) and the following inequality which is an equivalent
condition for the inf–sup condition [1]:
‖Bp‖0‖p‖ ∀p ∈ Mh and 0> 0. (19)
Indeed, one has
〈BTA−1Bp¯, p¯〉RMP = 〈A−1Bp¯,Bp¯〉RMP ‖Bp¯‖2RMP 0‖p¯‖2RMP .
Therefore, BTA−1B is invertible. This proves the existence of the discrete solution (uh, ph).
For the uniqueness, we consider two discrete solutions (u¯1, p¯1) and (u¯2, p¯2). Then the residual pair
(v¯, q¯)= (u¯1 − u¯2, p¯1 − p¯2) satisﬁes
Av¯ + Bq¯ = 0,
BTv¯ = 0.
Multiplying q¯ on the second equation and v¯ on the ﬁrst equation we have
v¯TAv¯ + v¯TBq¯ = 0,
q¯TBTv¯ = 0.
Since v¯TBq¯ and q¯TBTv¯ are scalars, we conclude that
v¯TBq¯ = q¯TBTv¯ = 0.
Thus we have
v¯TAv¯ = 0.
Since A is positive deﬁnite, we have v¯ = 0. From inequality (19),
0‖q¯‖‖B¯q¯‖ = ‖Av¯‖ = 0,
which implies q¯ = 0. Therefore the uniqueness holds.
4. Error estimates for the Stokes problem
Projection error estimates. For the error analysis, we need interpolation error estimate between the
solution space and the approximation space generated by the set of basis functions. We give the discrete
projection operator via certain dual functionals [5–8] associated with every basis function Bi . For our
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purposes, it is convenient to represent such functionals in the L2-sense as a family of functions lk . More
precisely, for any l ∈ {0, . . . , n− 1}m, there exists a function l with support on [14 , 34 ]m + l such that∫
b(· − k)l = 	k,0.
Accordingly, the function
li (x)= h−m/2l
(x
h
− i
)
has support in the subcell
Q′i+l = h
([
1
4
,
3
4
]m
+ i + l
)
and satisﬁes∫
bk
l
i = 	k,i .
Moreover, the functions li are normalized, i.e., ‖li‖0,Rm ∼ 1.
Before we review the deﬁnition of the dual functionals i associated with the WEB-basis {Bi}i∈I , we
summarize the properties of i in the following theorem:
Theorem 4.1 (Hollig et al. [5–8]). For all k ∈ K and i ∈ I , the B-splines bk and the dual functionals i
are uniformly bounded with respect to the grid width h and they are biorthogonal
‖bk‖0  1, ‖i‖0  1,
∫
bki = 	k,i .
Moreover, we have the deﬁnition of the dual functionals associated with Bk:
k := w(xk)
w
k, k ∈ I .
This gives the following analogue of the above Theorem 3.
Theorem 4.2 (Hollig et al. [5–8]). For i, k ∈ I, the WEB-splines Bi and the dual functionals k are
uniformly bounded with respect to the grid width h and are biorthogonal:
‖Bk‖0  1, ‖i‖0  1,
∫
Bki = 	k,i .
The following stability results of the WEB-basis are used in proving the projection error estimates for
the velocity coefﬁcients as well as for the pressure:
• ‖∑i∈I aiBi‖0 ∼ ‖A‖ := (∑i∈I a2i )1/2,
• ‖∑i∈I aiBi‖1  h−1‖A‖.
These stability estimates also give the following condition number theorem, which is the main feature of
the WEB-method.
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Theorem 4.3 (Condition Number Theorem (Hollig et al. [5–8])). The condition number of the Galerkin
matrix Gh of the WEB-space Bh with respect to a WEB-Basis {Bi}i∈I is bounded by
Cond2Gh  1
h2
.
It is important to note that a similar result does not hold for WB-spaces, i.e., if the outer B-splines are
used independently to span a space of ﬁnite elements.
Now, we denote the discrete projection operator for velocity by RVh and for the pressure by SPh and
obtain the representation
RVh u :=
NP∑
j=1
(∫
Vj u
)
j ,
SPh p :=
MP∑
i=1
(∫
Pi p
)

i .
We give the projection error estimate for the velocity which demonstrates the full approximation power
of WEB-splines and omit the discussion of an analogous result for extended B-splines (projection error
estimate for the pressure), which can be obtained using standard arguments. The situation for WEB-
splines is more subtle since we approximate functions u, which vanish on , by linear combinations of
weighted B-splines. Hence, the error bounds will depend on the regularity of the quotient v := u/w. In
analysing the smoothness of v, one can observe the following result:
Lemma (Hollig et al. [5–8]). If u= vw vanishes on , then, for any subdomain ′ ⊂  with distance
	 to the boundary,
‖v‖n,′  	−1(‖u‖n,′ + ‖v‖n−1,′).
Moreover,
‖v‖n−1  ‖u‖n.
The ﬁrst estimate follows directly from Leibniz’s formula applied to the product u = vw. The second
estimate generalizes an inequality of Hardy. Its proof is based on the following univariate estimate: If
p(0)= 0 and q(t) := p(t)/t , then
|q(k−1)|  |p(k)|,
where |.| denotes the L2-norm on [0, 1]. This estimate follows from the identity
q(t)= 1
t
∫ t
0
p′() d=
∫ 1
0
p′(t) d.
Differentiating (k − 1)-times and taking norms, we obtain
|q(k−1)|
∫ 1
0
k−1p(k)(.) d=
∫ 1
0
k−1
(∫ 1
0
|p(k)(t)|2 dt
)
d.
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Changing variables in the inner integral, the right hand side can be bounded by
∫ 1
0 
k−3/2|p(k)| d which
proves the estimate. This can be readily generalized to several variables and hence we have the ﬁrst
estimate [5–8].
Now we give the projection error estimate for velocity:
Theorem 4.4 (Hollig et al. [5–8]). Let u ∈ Hn be a velocity weak solution of the Stokes problem (2) in
Section 2. Then
‖u−RVh u‖H 1()  hn−1‖u‖Hn().
5. Numerical experiments
Using the linear velocity-constant pressure element prescribed in the previous sections, the numerical
experiments are performed for the Stokes equations in the two-dimensional case. The results conﬁrm the
theoretical predictions we made. The domain considered in our examples is the unit square = [0, 1] ×
[0, 1] ⊂ R2. The zero boundary conditions for the velocity are imposed on the boundary of . Node
distribution for the velocity approximation and the pressure approximation are shown in Fig. 3 and such
a distribution of velocity and pressure nodes satisﬁes the inf–sup condition. In calculating the numerical
solution of the Stokes equations, we assume without loss of generality  = 1. To calculate the errors
between the exact solution (u, p) and the numerical solution (uh, ph), we choose the divergence free
velocity u= (u, v) and the pressure p in advance as
u(x, y)= sin3xsin2y cos y,
v(x, y)=−sin2xsin3y cos x,
p(x, y)= x2 − y2. (20)
x
y
0
1
1
u = 0
v = 0
u = 0
v = 0
u = 0
v = 0
u = 0
v = 0 Ω
Velocity node                          Pressure node
Support of ψι
Support of φj
Fig. 3. Statement of the problem and the node distribution.
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Table 1
L2-errors and H 1-errors in approximating the velocity and pressure
Nodes L2-errors H 1-errors
Vel.× pres. Pressure Velocity Velocity
289× 64 0.0286 0.0125 0.0934
1089× 256 0.0274 0.0112 0.0856
4096× 1024 0.0252 0.0104 0.0813
Then the corresponding force f can be exactly calculated. The matricesA and BTA−1B as deﬁned in Eqs.
(14)–(16) in Section 3 are assembled using Gauss quadrature for numerical integration. For obtaining the
pressure and velocity coefﬁcients the systems
BTA−1Bp¯ = BTA−1F¯, Au¯= F¯− Bp¯
are solved by using MATLAB. We computed approximations for different grid widths h = 116 , 132 , 164 .
The relative L2-errors for velocity and pressure and relative H 1-errors for velocity are tabulated in
Table 1.
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