Numerous approaches have been proposed to manage Quality of Service in the Internet. However, up to now none of them was successfully deployed in a commercial IP backbone, mostly because of their complexity. In this paper, we take advantage of the excess network bandwidth to offer a degraded class of traffic. We identify and analyze the impact of link failures on such a service and show that under certain circumstances they provide the main vector to service differentiation. We simulate our QoS scheme on a real IP backbone network and derive Service Level Agreements for the new degraded service. We find that by adding a degraded class of traffic in the network, we can at least double the link utilization with no impact on the current backbone traffic.
The reminder of the paper is organized as follows. Section II defines the two classes of service and discuss implementation related issues. In Section III, we introduce important characteristics of IP backbones including current network engineering practices and recent data on failure patterns. Section IV explains the role of Service Level Agreements in commercial networks and provide an enhanced definition. In Section V and VI we present experimental settings and results. We discuss related work and conclude in Section VII and VIII respectively.
II. SERVICE DEFINITION AND IMPLEMENTATION
We now give an overview of the two service classes and discuss implementation related issues.
A. Legacy Service: Fully Available (FA)
The Fully Available traffic corresponds to the existing traffic in backbone networks. Its performance is defined by traffic engineering rules. Only unlikely events could visibly affect its performance. The network is designed in such a way that the FA service is available 99.999% of the time, end-to-end delays are close to the propagation delays and loss are below 0.3%. FA traffic is currently the default service available on major Tier-1 backbone networks.
B. Degraded Service: Partially Available (PA)
The Partially Available (or degraded) traffic is designed to have no impact on the existing traffic. PA is a low priority traffic that runs exclusively on the bandwidth unused by the FA traffic. PA traffic does not affect network engineering rules. The performance of the PA traffic will thus depend on the network traffic load and on the occurrence of failures. As a consequence, the PA service can occasionally become unavailable to its users.
Introducing the PA traffic in backbone networks will allow carriers to reduce the amount of unused bandwidth while providing a cheaper service to their customers.
C. Implementation Issues
One of the main concerns is that the QoS scheme proposed must be easy to deploy in a backbone network.
Our goal is not to derive a new scheduling policy but instead to introduce a simple (possibly already available) scheduler in network routers, and to evaluate the resulting traffic performance.
To satisfy the FA traffic requirements we isolate the two classes of traffic in two separate queues. The FA queue has an absolute priority over the PA queue. Note that giving a strict priority to the FA traffic may lead to starvation of the PA traffic. This is part of the PA service definition. In practice however, the link overprovisioning is such that we will seldom observe a complete starvation of the PA traffic.
This scheme conforms to strict priority scheduling with two drop tail queues. It can be implemented in most of the current routers and does not imply modification in the routing infrastructure. The only additional requirement is that the two classes of traffic needs to be identified by a single bit marking in the IP header. In particular, this QoS scheme does not require signaling, known to account for most of the complexity in QoS architectures. Sprint 
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To users, backbone networks appear as a black box delivering high quality service. However, to understand the rationales behind the proposed QoS scheme, and to measure the impact of such a scheme, it is necessary to understand some backbone design and engineering practices. A PoP is a collection of access and core routers collocated in the same site. Clients connect to the network via access routers, which are in turn connected to at least two core routers. The number of core routers per PoP can vary. However, core routers are typically highly meshed with each other.
A. Network Topology
A pair of neighboring PoPs is connected by multiple, high capacity links (OC-48 and OC-192); each of these parallel links initiates and terminates on different backbone routers (Figure 2(a) ). Having numerous parallel interPoP links between two given PoPs increases the robustness of the network. It also increases the opportunities for load balancing.
B. Network Engineering
Today, the majority of large backbones use IP over DWDM technology. SONET protection has been removed because of its high cost, although SONET framing is kept for failure detection purpose. Protection and restoration are thus provided at the IP layer only.
Link state protocols such as OSPF or IS-IS are used for intra-domain routing. When a link fails, the traffic is rerouted on the path with the smallest weight sum. In networks with multiple parallel inter-PoP links we differentiate between two types of rerouting events: Multi-hop rerouting. The traffic is rerouted through an additional PoP. Multi-hop rerouting only happens when all links between two PoPs fail at the same time (eg: if all the links between San Jose and Anaheim fail, the traffic is rerouted through RelayDC, Atlanta and Fort Worth).
We include both types of rerouting events in our simulations.
C. Failures in Backbone Networks
To the best of our knowledge a complete characterization of failures in backbone networks is not available.
However some preliminary results, based on monitoring data from the Sprint network, were presented in [1] .
We summarize their findings below.
Failure duration and causes.
The mean time between successive failure events is of the order of 30 minutes.
The failure distribution across the links is far from uniform. Some links hardly fail while three links account for 25% of the failures.
Failures can be strongly correlated. Depending on the mapping of the logical topology on the optical topology, a single fiber cut may bring down several logical links. Failures of logical links mapped on disjoint fiber path are, on the other hand, close to being independent.
The knowledge of failure characteristics is an important step toward a model of failure in backbone networks.
It is also mandatory to provide realistic evaluations of QoS models.
Link failures occur everyday in backbone network. However their impact on traffic performance can greatly vary. In the remaining of this work we make a distinction between partial and complete failures. A failure is complete when all the links between two PoPs fail simultaneously. A failure is considered as partial if only a subset of the parallel inter-PoP links fail at the same time. We expect complete failures to induce more severe traffic perturbation, since they imply rerouting of the traffic through one or more additional PoPs. Complete failures are also more costly in terms of resource usage. Note that the Sprint backbone is designed in such a way that the probability of a complete failure is very low [3] . We use these observations to model the failures we consider in our evaluation of the degraded traffic performance.
IV. SERVICE LEVEL AGREEMENTS
A Service Level Agreement (SLA) specifies a contractual service target between a provider and its customer and spells out penalties for non compliance. The tradeoff between the SLA and the service pricing is often a significant factor in the success of an offered service.
A. SLAs in commercial networks
The SLAs offered by Tier-1 provider typically include packet loss, packet delay and port availability. the number of simulations manageable, we reduce the SLA computation period to 10 days rather than the conventional one month. However, we use a measurement granularity of one minute which is much lower than the one used in commercial networks. As a result the number of samples averaged to compute our SLA is greater than for a commercial SLA despite the shorter SLA computation period. We now provide a high-level definition of our three SLA metrics:
Packet loss: the loss rate averaged over all inter-PoP links.
Packet delay: the packet delays averaged over all inter-PoP links.
Service availability: the fraction of time the service is available. The service is available if the following conditions are verified:
-All possible source-destination pairs are connected by at least one route.
-No traffic transmission experiences persistent (10 consecutive minutes or more) high (above 50%) loss rates.
At this point of the paper it is not possible to provide a more detailed description of the SLA metrics, since their computation is closely related to the simulation environment. The exact methodology used to compute the value of each SLA metric will be explained in Section VI.B.
We believe that these three metrics capture accurately the performance of a service while being easier to compute than their commercial equivalent. In particular, we consider service availability to be a good measure of the service quality as perceived by the user and thus a valuable addition to the SLA metrics.
V. CAPTURING CARRIER BACKBONES
The target of this work is to derive quantitative SLAs for the degraded service. To do so we perform ns-2 simulations on the Sprint U.S. backbone topology. Performing realistic simulations on a backbone network is a challenge. The generation of traffic matrices and failure patterns, are two research topics by themselves.
Our approach was thus to use known models or available monitoring data. In addition, we had to make several assumptions to make the simulations computationally tractable. We provide hereafter a pragmatic and experimental justification of these assumptions and show that they do not impact our observations.
A. Topology
To analyze the degraded service SLA, we use the exact topology of the IP Sprint domestic backbone (not shown here for confidentiality issues). For each of the 91 inter-PoP links, we specify the propagation delay, the bandwidth and the IS-IS weight. The intra-PoP topology is fully meshed in all the PoPs.
The typical bandwidth of inter-PoP links in backbone networks is 2.5 or 10 Gb/s. To reduce the simulation complexity we set the bandwidth of inter-PoP links to 10Mb/s . Such a huge reduction of the link capacities might appear to be a rather severe simplification. However, we expect the two classes of traffic to react in similar ways. Section V.D shows that the relative performance of FA and PA traffic are indeed maintained.
B. Traffic
It is not possible today to obtain an exact PoP-to-PoP traffic matrix for an ISP backbone via direct measurement, and techniques for inferring traffic matrices are still under development. Some recent studies [4] have shown the gravity models can capture reasonably well properties of PoP-to-PoP flow volumes. The basic idea behind the gravity models is that the flow between a pair of PoPs is proportional to the product of two factors, one which is a metric of the ingress node and one a metric of the egress node. These metrics should capture key features of the total volume flowing from a PoP into (or out of) the backbone of the ISP. We generated an FA traffic matrix according to these principals and checked that the resulting link loads matched actual Sprint backbone link loads closely on most links. Using the FA traffic matrix we then create approximately 900 router-to-router data flows.
We made an attempt to run the simulations on the Sprint network with TCP traffic but the requirements in terms of memory and time exceeded the capacity of our simulation platform. Therefore, the simulations presented in this paper use UDP constant rate traffic with exponentially distributed On and Off periods. The results for the 2-PoP topology (Section V.D) show that the UDP performance provide an appropriate lower bound for the performance of TCP traffic. In addition, UDP offers a simple and convenient way to look at service availability as it does not adapt its sending rate in case of network congestion.
C. Failure scenario
As we explained earlier, a probabilistic model of failure in backbone networks is not yet available. Therefore, we decided to replay failure sequences as they appear in the Sprint backbone in an attempt to reproduce the failure characteristics observed in Section III.C. Figure We isolate each failure event by grouping simultaneous, equal length, failures together, this leads to 15 multilink failure events. Figure 4 shows the length of the failure and the number of links involved in each of the failure event. Up to 12 links can fail simultaneously and the longest failure event lasted for 8 hours. Half of the failure events include at least one PoP pair that experiences a complete failure (and as a consequence multi-hop rerouting of the traffic). Based on the failure events we construct our failure scenario. We define a We made two minor assumptions relative to the failure patterns. First we do not consider intra-PoP failures.
The main reason is that intra-PoP link failures have a much smaller impact on traffic since core routers are fully meshed. Second, we only replicate failure events that last more than 10 minutes. Even if those failure events represent only a minority of the total number of failures, they are the ones that significantly affect the Sprint ATL, February 2003 DRAFT traffic performances, and as a consequence the SLA of the degraded class of traffic.
D. Proof of concept and validation of assumptions
We use the 2-PoP topology shown in Figure 2 to validate our assumptions and provide an initial intuition of the PA performance. The three inter-PoP links have a 10 ms propagation delay and a bandwidth of either 10Mb/s (the link bandwidth chosen for our simulations on the Sprint network) or 2Gb/s ( OC-48). All the inter-PoP links have the same IS-IS weight. When a link fails, the traffic is thus load balanced on the remaining links.
The queue size is set equal to the bandwidth-delay product of the link. Each router in PoPA (see Figure 2) generates the same total amount of traffic. The FA traffic load is fixed and occupies approximately 27% of the link bandwidth in the no-failure case. The amount of FA traffic generated was chosen to yield a 80% FA link utilization in the most severe failure event (i.e., when two inter-PoP links are down). The PA traffic is added progressively until we reach a link utilization close to 100%. The packet size is set to 500 bytes for both UDP and TCP traffic.
1) General observations:
The goal of the 2-PoP topology is not to provide quantitative traffic performance, as it could be very different on a large network, but to verify that the two classes of traffic behave as expected.
First, we notice that FA traffic is not affected by the addition of the PA traffic (as shown by the flat curves of Figure 5 (a)). As a direct consequence, the FA service will have the same SLA as the current backbone traffic.
Second, we observe that after a short and sharp increase the PA delay stabilizes (see one-failure curves in Figure   5 (b)). At this point the PA traffic occupies all the bandwidth unused by the FA traffic, i.e., the link utilization is 100%. Its performance are then dictated only by the amount of spare bandwidth unused by FA traffic (60% in the one-failure case and 20% in the two-failure case). In general, the PA performance will thus depend on the total traffic load (FA load and PA load), and on the quantity of failures. Indeed, Figure 5 (d) clearly shows that, as long as there is no failure and the link utilization remains under 80%, the two classes of traffic have very similar performance.
2) Experimental justification of our assumptions:
UDP performance provides a lower bound to TCP performance. tend to be slightly lower on high bandwidth links. This is due essentially to transmission delay and will be neglected in the remaining of the study.
VI. EXPERIMENTAL DESIGN AND RESULTS
Experimental design is an area of statistics used to maximize the information gain obtained from a finite set of simulations and to provide an accurate analysis of the simulation results. In statistical design of experiments, the outcome of an experiment is called the response variable, the parameters that affect the response variable are called factors and the value that the factor can take levels. In this section we first present the different factors studied. We briefly explain how the response variable is computed from the simulation output. Finally, we analyze the effect of factors and combination of factors on the response variable and discuss SLA for the degraded class of traffic.
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A. Factors evaluated
We identify three important factors which could potentially affect the performance of the degraded traffic.
1) The PA traffic generation strategy: In order to consider a variety of demand scenarios for the degraded traffic class we have chosen two different strategies to generate the PA traffic:
PA-fraction. The PA traffic matrix is a fraction of the FA traffic matrix. The justification for this approach is simply that the demand for the new traffic class is likely to be proportional to the existing demand (this is also in agreement with the gravity model [4] ). The PA-fraction generation strategy may, however, yield poor PA traffic performance since links with an already high utilization receive the largest PA traffic load.
Non-uniformity in the traffic distribution across the links will thus be amplified rather than attenuated.
PA-optimal.
This strategy is meant to reproduce an 'optimal' placement of the PA traffic. We compute the PA traffic matrix to yield an equal link utilization on all inter-PoP links. If the utilization of FA traffic alone on a link is already larger than the target average utilization, we do not add any PA traffic on the link. Although such a distribution of the PA traffic is unlikely to arise in reality, it represents the best case and thus allows us to assess the best possible SLA this traffic class could receive.
2) The PA load: The main goal of this study is to determine how much PA traffic can be added to the network before too much degradation in the SLA occurs. The FA load in the network is constant and is determined by the FA traffic matrix. The average FA link utilization (i.e the total FA load divided by the sum of the link capacities) is approximately 16%. The PA traffic load is variable and is added as a multiple of the FA traffic load in the network. In the context of this work we run simulation for PA load equals to up to four times the FA load. This corresponds to an average link utilization between 16% and 80%.
3) Network availability:
To take into account the variation of failure rates in backbone network, we derive the SLAs for different levels of network availability, . We define network availability as the percentage of the total bandwidth available to carry the backbone traffic. Network availability is averaged over time.
¢ ¡ ¥ corresponds to a network where all the links are always down and £ ¡ ¢ corresponds to a network which is never subject to any failure. For the 10-day failure scenario described in Section V.C we can compute the network availability as follows: 
B. Computation of the response variable
We are interested in multiple response variables, namely the packet loss ( 
For each possible combination of factor levels we thus run a set of 16 simulations (15 multi-link failure events + the no failure case) and compute the resulting SLA as the tuple
rounded up with a suitable granularity.
C. Impact of the different factors on the response variable
We now apply the experimental design methodology to study the impact of each factor, and each combination of factors, on the response variables, and to identify factors with the highest influence on the traffic SLAs. The importance of each factor, is measured by the proportion of the total variation in the response that is explained by the factor. Several types of experimental design are available, we use the very popular ! # "
factorial design [5] , [6] . A
! $ "
factorial design is used to determine the effect of To make our analysis more precise we perform two distinct ! ) ( factorial designs. In the first factorial design, we assume that the amount of PA traffic added to the network is lower than the current FA traffic load (i.e PA load level
¢
). In the second one, we relax this assumption and move to PA load 0 ¢ . We will see later that
for PA load 0 ¢ we are no longer able to guarantee similar performance to FA and PA traffic even in the no failure case. be essentially a function of the frequency of failures in the network. Notice though that PA delay are sensitive to all factors and combination of factors. the dominant factor affecting the delay and loss of the PA traffic. However, the FA traffic remains only influenced by the level of network availability, the PA generation strategy and the amount of PA traffic in the network have not impact on its performance. This confirms the immunity of the legacy traffic SLA to the adjunction of the degraded traffic in the Sprint network. Table IV also shows that, contrary to other PA performance metrics, the PA service availability is mainly affected by the network availability. We conclude that even for large PA loads the service availability could remain high as long as there are few failures in the network (i.e. the network availability is high). Yet, in the event of failures, PA customers should expect a severe reduction in the availability of their service. Finally, we observe that contrary to low PA loads the interactions between the different factors are small and can thus be neglected.
1) Network availability based service differentiation:
2) Link load as a main factor in service differentiation:
3) Discussion -Implication of the results: Figure 6 illustrates the results of the ! " translation of the performance curves as additional PA load is added to the network. On the other hand, for the PA service availability (Figure 6 (c)) we mainly notice an increased inclination of the curves when the average link utilization becomes higher. The "translation" phenomenon reflects the impact of the PA load on the PA performance while the "inclination" or the slope of the curves shows the influence of the network availability factor. As expected, the impact of the network availability on the delay and loss rate is significant, but still acceptable by most non interactive applications. However, service availability seems to suffer severely from a reduced network availability. A PA service availability of 100% can drop to less than 50% when we move from a network availability of 100% to 95%. This result is surprising and limits the applicability of the PA service. Lets illustrate these results targeting a service available 75% of the time (that would correspond to the service being unavailable during peak hours and in case of major failure events). An Internet Service Provider (ISP) could simply double its resource utilization (PA load equal to FA load) and systematically match above 90% service availability with very little delay and loss degradation. If the resource utilization is tripled (i.e., PA load of two) the service availability remains above the 75% threshold at the expense of higher packet losses and delays. On the other hand, a PA traffic load of three would only allow a service availability of 75% for a network availability above 98% (which is below the current network availability in the Sprint backbone).
Therefore, our degraded class of service seems to allow a visible service differentiation at the cost of marginal additional complexity in backbone routers. Furthermore, service availability appears to provide a natural distinction between the FA and PA services quality and is likely to limit the introduction of the degraded traffic in a failure prone environment.
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D. Analysis of the SLA for the degraded class of service
To conclude our analysis, we exhibit upper and lower "bounds" on the degraded traffic performance, and present SLAs for the current level of network availability in the Sprint network. Please note that we do not intend to use the term "bound" in its mathematical sense. The bounds provided in this section were found by simulations and represent a favorable respectively an unfavorable setting for the introduction of degraded traffic in the network. The tight bounds on the FA traffic performance are a good indication that the Sprint network is carefully provisioned to support the current backbone traffic. They demonstrate that even at high levels of failures the performance of the FA traffic remains stable. They also show that the addition of the PA traffic has no impact on the FA traffic as demonstrated earlier by our factorial design analysis.
In the case of PA traffic delays and losses, we observe a small performance interval at low PA load which increases until the PA load in the network is twice the FA load. It is interesting to notice though that for high PA loads the PA performance interval stops expanding. The PA service availability exhibits different properties.
Its performance interval keeps increasing as more traffic is added to the network while in the best case the service availability stays equal to 100%. It reflects the fact that even for large traffic load the service availability can remain high as long as the network availability is high too and the PA traffic distribution is homogeneous. is 50% of the FA traffic, then the PA will experience the same SLA as FA traffic. Moreover, we can add an amount of PA traffic equal to the amount of FA traffic, and still leaves PA's SLA only marginally degraded. If more PA is added beyond this amount, then the PA SLA begins to degrade monotonically as the load increases.
In particular, the sharp decrease in service availability between PA loads of 3 and 4 indicates that we could at most quadruple the traffic load carried by the Sprint network. Nevertheless, these results are encouraging for carriers. Depending on the quality of the degraded service they want to sell, they can at least double the total traffic load in their networks. The corresponding increase in revenue should then be determined through marketing studies and is outside the scope of this work.
VII. RELATED WORK
QoS is a very prolific area of research. A multitude of QoS models exist, but to date none was successfully deployed in the Internet. There is a common belief that QoS can help manage resources at no cost. This is wrong. QoS has a cost in terms of complexity, management and network robustness. This is especially true of stateful schemes such as Intserv [7] . Schemes which are almost stateless, such as Diffserv [8] , seem a priori Packet losses in backbone network are almost always the result of failures [1] . The notion of service differentiation as a function of failures was first proposed in [12] . However, in [12] , the two classes of service were protected at two different layers, one at the WDM layer and one at the IP layer. In this paper we consider that both classes are protected at the IP layer. This reflects an important reality because many carriers find protection at the optical layer to be too costly. Moreover, we are the first to derive quantitative SLAs for a degraded service class in a commercial backbone. We are also the first to introduce real failure patterns in our analysis.
VIII. CONCLUSION
In this paper we introduce the idea of a new class of service intended to be a degraded service relative to the existing service offered by today's Internet. Our solution has three major advantages; first, it reduces the amount of unused bandwidth in the IP backbone thus improving resource utilization; second, it offers ISPs a way to increase their revenue; and third, it offers users a cheaper service which quality is sufficient for most non real-time applications. We show that, by introducing a very simple scheduling mechanism in backbone routers, it is possible to add a degraded class of traffic and still maintain the impressive performance of the legacy traffic.
The objective of this work was to evaluate the Service level Agreements which could be offered to the customers of the degraded traffic. To do so we carry out large-scale simulations that mimic the topology, traffic matrices and failure patterns of a commercial IP backbone (i.e., the Sprint U.S domestic backbone). Although, we had to make several simplifications to make our simulations tractable, we claim that our evaluation is realistic enough to prove the feasibility of our QoS scheme.
In particular, this work contains two major innovation in the area of QoS management:
This is the first time network availability is used in the evaluation of a QoS scheme in a wired environment.
Network availability effectively captures the impact of link failures on the network infrastructure.
We introduce a new SLA metric, the service availability, in order to reflect the ability of a customer to successfully use its network connectivity at any time, independently of the destination end-point.
We demonstrate that when the amount of degraded traffic added to the network is lower than the load of the legacy traffic, the level of network availability is the primary factor affecting the degraded service quality.
However, when higher loads of degraded traffic are added to the network, the average link utilization becomes the dominant factor influencing the delay and loss performance of the degraded traffic. Yet we noticed, that across all traffic load the service availability metric remains mainly affected by the level of network availability.
The distribution of the degraded traffic across the links was shown to have a limited impact on its overall performance.
To conclude, our results demonstrate that it is possible to double the utilization of the network resources and still guarantee fairly high performance to the customers of the degraded service. In the context of a non-real time traffic such as web or peer-to-peer, carriers can even expect to triple or quadruple the existing traffic load depending on the level of network availability in their backbones.
The current evaluation environment has some limitation, mostly due to the simulation setting. A statistical model of resource failures in IP backbone is mandatory to provide a more accurate estimate of the degraded traffic performance and to refine the notion of network availability. In addition, the definition of service availability could be adjusted to target the needs of specific applications which are likely to generate a large share of the degraded traffic load. These subjects will form the basis of future work.
