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ABSTRACT
This dissertation features a compilation of studies concerning the biophysics of
multicellular systems. I explore eukaryotic systems across length scales of the cell cy-
toskeleton to macroscopic scales of tissues. I begin with a general overview of the
natural phenomena of life and a philosophy of investigating developmental systems
in biology. The topics covered throughout this dissertation require a background in
eukaryotic cell physiology, viscoelasticity, and processes of embryonic tissue morpho-
genesis. Following a brief background on these topics, I present an overview of the
Subcellular Element Model (ScEM). This is a modeling framework which allows one
to compute the dynamics of large numbers of three-dimensional deformable cells in
multi-cellular systems.
A primary focus of the work presented here is implementing cellular function within
the framework of this model to produce biologically meaningful phenotypes. In this
way, it is hoped that this modeling may inform biological understanding of the under-
lying mechanisms which manifest into a given cell or tissue scale phenomenon. Thus,
all theoretical investigations presented here are motivated by and compared to exper-
imental observations. With the ScEM modeling framework I first explore the passive
properties of viscoelastic networks. Then as a direct extension of this work, I consider
the active properties of cells, which result in biological behavior and the emergence of
non-trivial biological phenotypes in cells and tissues. I then explore the possible role
of chemotaxis as a mechanism of orchestrating large scale tissue morphogenesis in the
early embryonic stages of amniotes. Finally I discuss the cross-sectional topology of
proliferating epithelial tissues.
I show how the Subcellular Element Model (ScEM) is a phenomenological model
of finite elements whose interactions can be calibrated to describe the viscoelastic
properties of biological materials. I further show that implementing mechanisms of
cytoskeletal remodeling yields cellular and tissue phenotypes that are more and more
biologically realistic. Particularly I show that structural remodeling of the cell cy-
toskeleton is crucial for large scale cell deformations. I provide supporting evidence
that a chemotactic dipole mechanism is able to orchestrate the type of large scale col-
lective cell movement observed in the chick epiblast during gastrulation and primitive
streak formation. Finally, I show that cell neighbor histograms provide a potentially
unique signature measurement of tissue topology; such measurements may find use in
identifying cellular level phenotypes from a single snapshot micrograph.
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1 INTRODUCTION
Of all the material entities in the physical universe, life is fundamentally distinguishable
for possessing the abilities to effectuate signaling and self sustaining processes [1]. For
no known reason, a fundamental motive of all living individuals is to sustain life. While
immortality is not impossible as a biological mechanism, it is highly improbable in nature
where individual existence can be extinguished by unforeseeable events and other factors
such as predation. Because of this, in part, it seems that mechanisms of replication have
emerged as a secondary motive to eternal existence. Replication is a self sustaining process
common to all known life. A living entity, called an organism, replicates and maintains
its similitude by transferring information to its progeny. This phenomena is called genetic
heredity and the units of information transferred are called genes. Cells are the smallest
functional components to define a living organism. A large majority of life takes the form
of single cell organisms but there is a plentitude of multicellular organisms that range in
sizes upwards of quadrillions of cells. Every cell carries the complete genetic code for the
organism, and these genes encode for all the molecular constituents of the organism. The
genetic code of an organism is vulnerable to mutation and it is this principle in conjunction
with natural selection which drives biological diversification in a process called speciation.
It is estimated that the number of living species, currently maintained on the Earth, is on
the order of 10 to 100 million. While every one of these species defines a distinct type of
organism, each one of them is known to encode its genetic information in the same chemical
form involving a double stranded polymer molecule called deoxyrinonucleic acid (DNA).
Even more remarkable is that the basic mechanisms, which copy and convert DNA into
the structural proteins and catalytic enzymes that drive cellular functions, are conserved
across all known life forms [2]. The genetic information is encoded in DNA as discrete
monomeric subunits called nucleotides; the precise sequence of these nucleotides, designated
the “genetic code,” distinguishes one organism from another. One can appreciate the ever
expanding diversity of life and the similarities between species by comparing the genetic
code of one organism to another. The phylogenetic linage of many species is illustrated in
Fig. 1 [3]. In the form of a tree, the length of the branches can be thought to reflect how
much DNA is shared between relative lineages - though there is no real scale for this in
Fig. 1. There are many genes which can be found in the DNA sequences of all life forms;
1
this implies that life as we know it may have originated from the same ancestral proto-
organism. There are three domains of cellular life: Archaea, Bacteria, and Eukaryotes.
Archaea are known as unicellular microbes that live in extreme environments. Bacteria are
unicellular organisms without a nucleus. Eukaryotes compartmentalize their DNA into a
nucleus and have other specialized compartmental structures called organelles. In ascending
the phylogenetic tree, one finds an incremental increase in biological complexity. Eukaryotic
cells are vastly more complex than archaeal and bacterial cells. Primarily in the domain of
Eukaryotes, there is the emergence of multicellularity. This is a phenomenon which exhibits
the collective cooperativity of cells to the extent of sacrificing individual cells for the good
of the organism. Within multicellular organisms cells form higher order structures with
the organization of tissues, organs, and segmented anatomy. To this extent, the replication
of multicellular organisms arises from three fundamental developmental process: growth,
differentiation, and morphogenesis [4]. Growth, which is fundamental to replication of
unicellular organisms as well, is the process of increasing size and proliferation of cells.
Differentiation is the process of a cell changing into a different type of cell with specialized
functions and characteristics. For example, consider a neuronal cell and a blood cell. They
have drastically different form and function, yet they originate from the same progenitor
cell. Morphogenesis is the process of cells forming higher order structures - scaling from the
seemingly simple foldings of tissues to the anatomical shape of an organism.
The genotype-phenotype distinction was expounded in the early 20th century; the geno-
type of a biological organism is the genetic makeup or complete hereditary information;
the phenotype of the organism constitutes the observable properties: morphology, behavior,
biometric traits, biochemical and physiological properties, etc. [5]. The phenotype of an
organism is the manifestation of its genotype interacting with the environment. Understand-
ing the emergence of phenotypes from genotypes has been a major goal of the biological
sciences since the discovery of genetic heredity in the mid 19th century [6] and great ad-
vancements have been made since the discovery of the genetic encryption molecule (DNA)
in the mid 20th century [7, 8, 9, 10]. With the advancement of techniques in genetics and
microbiology, the predominant approach of the scientific community has been to understand
biological systems and the development of biological systems by their functional dependen-
cies on the genetic code. Consider the classic problem in developmental biology: how does a
fertilized egg transform into an adult organism? As mentioned above, this involves processes
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of cell growth, cell differentiation, and morphogenesis. All the information which dictates
these processes is in the DNA encompassing egg, and embryogenesis exhibits a spectacularly
robust control of temporal and spatial gene expression. But how does the genetic informa-
tion manifest into cell-scale biological mechanisms? The genetics approach has been very
powerful because a genotype can be quantitatively characterized due to the discreteness of
genes [11]. It is difficult to characterize biological phenotypes, as many phenotypic observ-
ables span a continuum of parametric traits. Phenotypes may be the emergent outcome
of the expression of multiple genes, but they may well, within the context of a mesoscopic
description, have a simpler underlying explanation. To this point I would like to end this
section with an excerpt from The Problems of Biology by John Maynard Smith [12]:
“It is popular nowadays to say that morphogenesis (that is, the development
of form) is programmed by the genes. I think that this statement, although in
a sense true, is unhelpful. Unless we understand how the program works, the
statement gives us a false impression that we understand something when we do
not. Thus we understand rather well how the genetic message, the sequence of
bases in DNA, is translated into a series of proteins. However, a small bag of
water containing all the different kinds of proteins - perhaps 10,000 to 100,000
kinds - that the genes of an elephant can code for is not an elephant, and would
not turn into an elephant.”
This dissertation features a compilation of studies concerning the biophysics of multicel-
lular systems. I explore eukaryotic systems across length scales of the cell cytoskeleton to
macroscopic scales of tissues. I will explore the passive properties of viscoelastic networks.
Then as a direct extension of this work I will consider active properties of cells, which result
in biological behavior and the emergence of non-trivial biological phenotypes in cells and
tissues. I will then explore the possible role of chemotaxis as a mechanism of orchestrating
large scale tissue morphogenesis in the early embryonic stages of amniotes. Finally I will
discuss the cross-sectional topology of proliferating epithelial tissues. These investigations
have been organized into papers [14, 15, 16, 17] which have been or are in the process of
being submitted and published as scientific publications. The topics covered throughout this
dissertation require a background in eukaryotic cell physiology, viscoelasticity, and processes
of embryonic tissue morphogenesis. The following sections will present a brief overview on
these topics.
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1.1 Eukaryotic cells
Figure 2 The eukaryotic animal cell takes many different forms but illustrated are many of
the subcellular components and organelles which are possessed by them. Figure from [2].
The following chapters concern eukaryotic organisms for the most part so in this section I
will review some general physiology of eukaryotic animal cells. Eukaryotic cells, by definition,
isolate their DNA from the rest of their other subcellular contents with a membrane-bounded
compartment called the nucleus [2]. As illustrated in Fig. 2, eukaryotic cells have elaborate
intracellular compartments called organelles for cellular functions such as digestion and
secretion. Further, their metabolism depends on the oxidation of organic molecules by
specialized organelles called mitochondria. One of the most distinguishable characteristics
of eukaryotic animal cells is their possession of a highly dynamic cytoskeleton.
The cytoskeleton is a vast network of biopolymers which gives the cell structural sta-
bility, and which together with the regulation of associated proteins, enables an array of
mechanical functions such as shape change, motility, division, and intra-cellular motion.
The cytoskeleton consists of three principal types of filaments: tubulin based microtubules,
intermediate filaments, and actin filaments. All three types of filaments are constantly un-
dergoing remodeling in the living cell by the assembly and disassembly of their monomeric
subunits. Microtubules are the largest with a diameter of about 25 nm. Microtubules are the
most dynamically unstable and they can quickly grow to span the length of the entire cell,
5
(a)
(b)
Figure 3 The filamentous cytoskeleton. (a) Mouse fibroblasts stained for actin filaments
(blue/white), microtubules (yellow), and nuclei (green). (b) Epithelial cells in culture
stained for keratin intermediate filaments (green) and plasma membranes (blue). Figure
(a) from [13],(b) from [2].
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quickly disassemble and then grow again. As shown in Fig. 3(a), microtubules for the most
part originate from a microtubule organization center usually near the cell nucleus. With
these properties, they can be thought to function as global orchestrators, moving material
over large distances within the cell with the help of associated motor proteins. Intermediate
filaments have a diameter of about 10 nm and are constituted from many different types of
polypeptides. They are usually tissue specific. For example, they are keratin based in ep-
ithelial cells, desmin based in muscle cells, and vimentin based in many cells of mesenchymal
origin. Intermediate filaments are highly stable and the least dynamically remodeled. They
are commonly known to span across the entire cell and form larger scale networks within a
tissue via cell-cell junctions as shown in Fig. 3(b). Their primary function is to provide sta-
ble mechanical integrity beyond that provided by the other cytoskeletal filaments. Actin is
the most abundant protein in eukaryotic cells. Actin filaments are about 5 to 9 nm in diam-
eter. With associated proteins, actin filaments form vast dynamically cross-linked networks
across the entire cell, as shown in Fig. 3(a). Together with associated motor proteins, actin
is the primary cytoskeletal component involved with cellular shape change and cell motility.
A higher magnification micrograph of filamentous actin networks is shown in Fig. 4.
7
Figure 4 Tomographical micrograph of the actin cortex in Dictyostelium cells. A volume
of 815 nm by 870 nm by 97 nm subjected to surface rendering where colors are subjectively
attributed to mark the actin filaments (red); other macromolecular complexes, mostly ribo-
somes (green); and membranes (blue). The image reveals a crowded network of branched
and crosslinked filaments. Figure from [18].
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1.2 Early Development of Amniotes
Figure 5 Life cycle of the chicken. Images on the left show Top: the primitive streak by the
area pellucida where the scale bar is 1mm. Middle: a stage 14 embryo about 50 hours after
laying where the head region is well defined and the scale bar is about 1mm. Bottom: a
stage 35 embryo about 9 days after laying where the scale bar is 10mm. Figure from [19].
Amniotes comprise most reptiles, birds, and mammals including humans. The experi-
mental model organism used to investigate developmental processes common to the amniotes
is the chicken. The chick embryo is a classic model organism of developmental biology, used
in some of the earliest investigations of embryo development [4]. The life cycle of the chicken
is shown in Fig. 5 featuring some key developmental stages. The early chick embryo takes
the form of a thin disc, on the surface of the yolk. After fertilization, the embryo cleaves
into multiple cells and by the time it has been laid, the embryo has cleaved into thou-
sands of cells. At these stages, the chick embryo and associated cells comprise a structure
called the blastodisc. While viewing the blastodisc from above using a light microscope, the
area pellucida appears as a light circular region because it is nearly a monolayer sheet of
cells, surrounded by a darker annulus (area opaca); the marginal zone corresponds to the
boundary between the area pellucida and area opaca. As shown in Fig. 6, the blastodisc
is composed of two cell layers separated by an extracellular matrix. The lower layer (hy-
9
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Figure 6 Gastrulation and primitive streak formation. Gastrulation is the process by which
the three embryonic germ layers are established: the ectoderm (blue), mesoderm (red), and
endoderm (yellow). During gastrulation, the primitive streak forms over a period of about
10 hours, establishing the midline and vertebra axis of the embryo. Figure from [19].
poblast) is composed of larger extra-embryonic cells, while the upper layer (epiblast) is a
tightly-packed epithelial sheet. The peripheries of these two layers are connected by cells in
the marginal zone. Once the epiblast has cleaved to about 20 thousand cells, the embryo
begins the process of gastrulation and over a period of about 10 hours, a dark streak can be
seen to form within the area pellucida, establishing the midline and vertebrate axis of the
embryo. This dark streak is observable in a simple light microscope because the epiblast is
more than one cell layer thick in this region. For this reason, the earliest studies refer to
this process as primitive streak formation. There is evidence that the axis of the primitive
streak is established by gravity [4]. Preceding primitive streak formation, the symmetry of
the epiblast is broken with a higher density of cells forming in the posterior region of the
epiblast (Kollers sickle) in the vicinity of the posterior marginal zone. Over a period of
about ten hours, cells from Kollers sickle progess into the epiblast, forming the elongated
structure of the primitive streak.
Gastrulation is the process by which the three embryonic germ layers are established:
the ectoderm, mesoderm, and endoderm [19] . Crudely speaking, these germ layers form the
the outer epidermis (ectoderm), the inner gut lining (endoderm) and everything in between
10
(mesoderm). To establish these germ layers, cells from the epiblast ingress at the midline. As
illustrated in Fig. 6, these ingressing cells disassociate from their neighbors and migrate into
the sub-layers. This process of ingression involves an epithelial to mesenchymal transition
(EMT) where the cells in an ordered epithelial tissue melt into highly motile mesenchymal
cells [20].
During gastrulation and the formation of the primitive streak, massive movements of
cells can be observed within the epiblast. Early observers of this phenomenon referred to it
as ‘polonaise movements’ [21, 22]. More recent studies have more precisely described these
’polonaise movements’ as two counter rotating vortices as shown in Fig. 7 [23, 24, 25]. The
underlying mechanism responsible for this observed tissue morphogenesis is not known, and
will be discussed in Chapter 5.
11
(a)
(b)
Figure 7 Large scale movement of cells in the epiblast during gastrulation and primitive
streak formation. (a) Brightfield micrograph of a stage HH2 chick embryo in which cell
movements were recorded during the early phases of streak formation. The dark primitive
streak can be seen bisecting the epiblast. (b) Time-lapse cell traces of green fluorescent
protein (GFP) transfected cells in the epiblast. Yellow traces show the first 4 hours of
cell displacement. Green traces show the last hour of cell displacement thus indicating the
direction of migration. Figures from [26].
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1.3 Viscoelasticity
Viscoelasticity describes materials that have mechanical properties which have both viscous
fluid-like properties and elastic solid-like properties. Most biological materials are viscoelas-
tic by nature. Depending on the time scales observed, they can appear to behave like an
elastic solid or viscous fluid. In this section I will cover the background of linear viscoelastic
theory.
Within the linear viscoelastic regime [27], the strain ε(t) of a material under a varying
applied stress σ(t) is:
ε(t) = J(t)σ(0) +
∫ t
0
J(t− t′)σ˙(t′)dt′ . (1)
Here, the creep compliance J(t) = ε(t)/σo, where σo is a constant applied stress. Likewise,
the stress relaxation of a material under an arbitrary prescribed strain is given by:
σ(t) = G(t)ε(0) +
∫ t
0
G(t− t′)ε˙(t′)dt′ . (2)
Here, the relaxation modulus G(t) = σ(t)/εo, where εo is a constant prescribed strain.
Taking the Laplace transform of Eq. 1 and Eq. 2, we obtain the following:
ε˜(s) = J˜(s)σ(0) + J˜(s)˜˙σ(s) = J˜(s)σ(0) + J˜(s)[sσ˜(s)− σ(0)] = sJ˜(s)σ˜(s) , (3)
σ˜(s) = G˜(s)ε(0) + G˜(s)˜˙ε(s) = G˜(s)ε(0) + G˜(s)[sε˜(s)− ε(0)] = sG˜(s)ε˜(s) . (4)
Combining the results of Eq. 3 and Eq. 4 we obtain:
sG˜(s) =
1
sJ˜(s)
. (5)
Because we are interested in temporal frequency, we would like to express these relations with
Fourier transforms instead of Laplace transforms. For a function f(t) which is 0 for t < 0,
the Laplace transform f˜(s) is related to the Fourier transform fˆ(ω) such that fˆ(ω) = f˜(iω).
Considering this, which we can do because ε(t < 0) = 0 and σ(t < 0) = 0, we obtain:
iωG˜(iω) =
1
iωJ˜(iω)
. (6)
Defining the complex modulus G∗(ω) = iωG˜(iω), we now have a relationship between the
13
complex modulus and the creep compliance:
G∗(ω) =
1
iωJ˜(iω)
. (7)
The storage modulus G′(ω) and the loss modulus G′′(ω) are equal to the real and imaginary
parts of the complex modulus:
G∗(ω) = G′(ω) + iG′′(ω) . (8)
Loosely speaking, G′(ω) captures elastic properties and G′′(ω) captures viscous properties
of a viscoelastic material.
μ
η
F
Figure 8 The Kelvin-Voigt model. Illustrated here is a constitutive viscoelastic model com-
posing a purely viscous damper and a purely elastic spring connected together in a parallel
circuit.
Mechanical models are often used to discuss the viscoelastic behavior of materials. Let us
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now consider the viscoelastic properties of the Kelvin-Voigt model as this basic viscoelastic
model is relevant for the following chapters concerning cell rheology. The Kelvin-Voigt
model is a constitutive viscoelastic model and as illustrated in Fig. 8 it is made up of a
purely viscous damper and a purely elastic spring connected together in parallel. A linear
elastic spring will have a deformation x that is linearly proportional to a loading force F .
The coefficient of proportionality is called a spring constant µ, so F = µx. A linear viscous
damper will have a deformation rate x˙ that is linearly proportional to a loading force F .
The coefficient of proportionality is called a viscosity η, so F = ηx˙. From this, the equation
of motion may be written as:
ηx˙ = −µx+ F . (9)
Solving this differential equation with constant F , and with initial conditions x˙(t = 0) =
x(t = 0) = 0, we find the following creep function:
x(t) =
F
µ
(1− e−µη t) . (10)
The creep compliance is J(t) = x(t)/F :
J(t) =
1
µ
(1− e−µη t) . (11)
The creep compliance is shown in Fig. 9(a). Note that shortly after the time t = η/µ
the function saturates and to a value of 1/µ. Also shown in Fig. 9(a) is that the Kelvin-
Voint model fully recovers to its original configuration after the loading force is removed
(labelled Foff ). Now following from Eq. 7, the complex modulus G∗(ω) is related to the
creep compliance by:
G∗(ω) =
1
iωJˆ(ω)
, (12)
where Jˆ(ω) is the Fourier transform of J(t) which is defined as:
Jˆ(ω) =
∫ ∞
−∞
J(t)e−iωtdt . (13)
Because J(t) = 0 for t < 0, we obtain:
Jˆ(ω) =
1
µ
∫ ∞
0
e−iωtdt− 1
µ
∫ ∞
0
e−(
µ
η+iω)tdt . (14)
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Figure 9 The viscoelastic properties of the Kelvin-Voigt model. (a) Creep compliance is
shown. Shortly after the time t = η/µ the function saturates and to a value of 1/µ. Also
shown is that the Kelvin-Voigt model fully recovers to its original configuration after the
loading force is removed (labelled Foff ). (b) Viscoelastic moduli are shown. G′(ω) is a
constant and G′′(ω) is linearly dependent on ω. This tells us that the Kelvin-Voigt model is
more of a fluid for high frequency (short time domain) and more of a solid for low frequency
(long time domain). The frequency scale for which the model transitions from a fluid to a
solid, G′(ω0)=G′′(ω0), is given by ω0 = µ/η.
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Evaluating this integral, we find (for ω 6= 0):
Jˆ(ω) =
1
iωη(iω + µ/η)
, (15)
Using Eq. 12 we can now get the complex modulus:
G∗(ω) = µ+ iηω . (16)
From this it is trivial to separate the real and imaginary parts to obtain the storage and
loss moduli:
G′(ω) = µ , G′′(ω) = ηω . (17)
As we can see from this, G′(ω) is a constant and G′′(ω) is linearly dependent on ω as
shown in Fig. 9(b). This tells us that the Kelvin-Voigt model is more of a fluid for high
frequency (short time domain) and more of a solid for low frequency (long time domain).
The frequency scale for which the model transitions from a fluid to a solid, G′(ω0)=G′′(ω0),
is given by ω0 = µ/η.
Real materials are complex and none are known to behave exactly like the Kelvin-
Voigt model or more elaborate viscoelastic models. Some materials may follow these linear
viscoelasticity models quite accurately but only in a limited range of temperature, stress,
and strain. One dimensional models like the Kelvin-Voing model are the simplest models
one can devise and they should not be expected to exhaustively encompass the properties
of real materials [28].
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2 THE SUBCELLULAR ELEMENT MODEL
2.1 The Subcellular Element Model
For modeling the dynamics and morphogenesis of multicellular systems, such as embryos
and tumors, many coarse grain models exist [29]. However, few exist which even consider
to capture adaptive cell shape dynamics. This and many of the following chapters show-
case work in developing a computational modeling framework to simulate large numbers
of strongly interacting malleable cells in three dimensions. To enable adaptive cell shape,
individual cells are composed of hundreds of elements which have short-range viscoelastic
interactions. Accordingly this model is called the Subcellular Element Model (ScEM) [30].
As illustrated in Fig. 10, the model has been shown to produce multi-cellular structures
with an uncanny resemblance to real structures [31].
Figure 10 Visualization of multicellular structures formed by the ScEM. Isosurfaces are
shown here to identify each cell. Elements are located at the nodes between filaments while
the filaments represent the interactions between the elements. Thick filaments roughly
denote nearest neighbor interactions and increasingly thinner filaments roughly denote next-
nearest interactions. (a) Two cells each with about 500 elements. Cells, inter-cellular and
intra-cellular interactions are labeled corresponding to Eq. 18. (b) A spherical cluster of
about 110 cells with about 370 elements per cell.
The Subcellular Element Model is a grid free computational model used to calculate the
dynamics of very large systems of interacting variables called elements. With the model, a
bulk of material is treated as a collection of elements. For the case of the biological cell,
the elements can be thought of as the coarse graining of the cytoskeleton. As covered in
the previous chapter the cytoskeleton is a vast network of biopolymers giving the eukary-
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otic animal cell structural stability, and which together with the regulation of associated
proteins, enables an array of mechanical functions such as shape change, motility, division,
and intra-cellular motion. To describe the cytoskeleton at a coarse-grained level we imagine
partitioning the cell into mesoscopic volumes, each with an approximate linear size of one
micron. Thus a cell of linear size 10 microns would be composed of approximately 103
such volumes. Each volume contains thousands of filaments. The common surface of two
neighboring volumes will be penetrated by filaments close to that surface within each of the
two volumes. Let us now consider a phenomenological description in which each volume
is replaced by a node located at the volume’s center of mass, and the common filaments
between the volumes are replaced by an effective elastic potential between the neighboring
nodes. These nodes are called “subcellular elements.” As stated, the elements interact via a
short-range potential. We idealize that this potential should be elastic for small deviations
from equilibrium, strongly repulsive for short distances to model volume exclusion, and
short-ranged in order to allow dynamical separation of elements under large deformations.
For cell i, the equation of motion for the position vector of a single element αi, is expressed
by the following Langevin equation:
ηy˙αi = ξαi −∇αi
∑
βi 6=αi
Vintra(|yαi − yβi |)−∇αi
∑
j 6=i
∑
βj
Vinter(|yαi − yβj |) . (18)
On the left-hand-side, η is the damping constant originating from the viscous drag on an
element from the surrounding cytoplasm. On the right-hand-side, the noise term ξαi is a
Gaussian distributed random variate with zero mean and correlation:
〈ξmαi(t)ξnβj (t′)〉 = 2Dη2δi,jδαi,βjδmnδ(t− t′) , (19)
where m and n are vector component labels in the three-dimensional space and D is a diffu-
sion coefficient. This noise term is a coarse-grained description of thermal fluctuations and
uncorrelated cytoskeleton polymerization and depolymerization events. Vintra and Vinter are
element-element interaction potentials used to capture the intra-cellular and inter-cellular
interactions respectively. An illustration showing these two types of element-element inter-
actions is shown in Fig. 10(a). At this point, we have written the ScEM at the lowest level of
complexity in which element-element interactions are isotropic and elements are identical in
19
their mechanical properties. To model specific cell properties in higher detail, heterogeneous
elements and anisotropic potentials can be implemented. Referring back to the damping
term η, in principle there could also be dissipative interactions between elements in which a
damping force is proportional to the relative velocity between elements. Such interactions
are not considered here and it is assumed the effect of such interactions is small compared
to the effect obtained from the absolute damping of each subcellular element with the cell
cytoplasm.
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Figure 11 (a) The scaled interaction potential V (r), as expressed in Eq. 20. The solid
(dashed) line shows this potential with ρ = 2.0 (4.0). Note that increasing ρ pinches
the potential well, which increases the strength of repulsion and decreases the range of
attraction. (b) The magnitude of the scaled radial interaction force F (r) = −∂rV (r). The
solid (dashed) line corresponds to ρ = 2.0 (4.0). Note that increasing ρ moves the inflection
point of the interaction potential, shown by round circles, closer to the equilibrium distance.
The two tangent lines show the harmonic approximations for the two cases as expressed by
Eq. 21.
Hereafter, we shall refer to Vintra simply as V . We take V to have the following form,
which is illustrated in Fig. 11(a).
V (r) = u0e
2ρ
(
1− r2
r2eq
)
− 2u0e
ρ
(
1− r2
r2eq
)
. (20)
Here, u0 is the depth of the potential well, req is the equilibrium distance of the potential
well, and ρ is a scaling factor. This potential is reminiscent of the Morse potential. The
precise functional form of the potential has no qualitative impact on the emergent properties
of the system, so long as the same energy and length scales are used. The exponential terms
are Gaussian functions as these provide a rapidly decaying potential written purely in terms
of the squared distance r2. This is specifically useful for optimizing the computation of
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absolute interaction distances. For small deviations about the equilibrium distance the
elastic coupling of the interaction can be approximated by a linear spring, with spring
constant κ, given by the following expression
κ =
8ρ2u0
r2eq
. (21)
(a)
(b)
2 3
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1
Figure 12 (a) A system of two Kelvin-Voigt bodies connected in series. A single Kelvin-Voigt
body shown outlined is constructed of a dashpot and spring in parallel configuration. A
dashpot has a damping force proportional to the velocity of deformation, and a spring has
an elastic force proportional to deformation. (b) The respective system but with damping
relative to the medium as represented in Eq. 18.
Considering a system of just two elements, and using the harmonic approximation, Eq. 18
can be simplified to
ηy˙1 = ξ1 − κ(y1 − y2) , (22)
with a similar equation for y2. Dropping the noise term, this equation of motion is very
similar to that of an isolated viscoelastic system known as the Voigt model or Kelvin model,
illustrated in Fig. 12(a). As discussed in the previous chapter, a Kelvin-Voigt model is a
21
phenomenological viscoelastic body consisting of a linear elastic spring, and a linear viscous
dash-pot in a parallel configuration. More details on the viscoelastic properties of the
Kelvin-Voigt model can be found discussed in Chapter 1. One might think that the ScEM
is a generalized, multi-node Kelvin-Voigt model in three dimensions. However this is not the
case. With the Kelvin-Voigt model, the damping force felt by an element is dependent on
its relative velocity with neighboring elements. As already discussed, in Eq. 18 the damping
force on an element is dependent only on its relative velocity with the reference frame of the
cell. This difference between the ScEM and a generalized Kelvin-Voigt model is illustrated
in Fig. 12.
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2.2 Setting up a single ScEM Cell
Figure 13 Visualization of structures formed by the ScEM. Spheres represent the elements
with a radius req/2 and filaments represent the interactions between the elements. Thick
filaments roughly denote nearest neighbor interactions and increasingly thinner filaments
roughly denote next-nearest interactions. (a) An aggregate of 1024 elements which were ini-
tialized in random positions, but relatively close proximity. The elements have equilibrated
into a random amorphous viscoelastic network with an overall macroscopic spherical shape.
(b) A close packing arrangement of 5161 elements.
Using the phenomenological potential Eq. 20, N elements randomly placed in close
proximity will equilibrate into an amorphous spherical shape as shown in Fig. 13(a). The
elements can also be systematically placed into ordered close-packing arrangements as shown
in Fig. 13(b). In these arrangements the elements are in a metastable state of equilibrium
and they will rearrange to minimize surface area if thermal fluctuations are large enough.
For the amorphous arrangement, the aggregate of elements form an approximately spherical
bulk of radius Rcell. By regarding the elements as closely packed uniform spheres, we can
write down the following expression
p3
4
3
piR3cell = N
4
3
pi
(req
2
)2
. (23)
Here p3 is a three-dimensional packing density, N is the number of elements, and req is the
equilibrium distance of the interaction potential. We can use this expression to set the scale
for req for given values of Rcell and N .
From Eq.(23) we have
req (N) = 2Rcell
(p3
N
) 1
3
. (24)
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For randomly packed spheres it has been shown that the packing density is p3 = 0.64
[32]. For a highly efficient uniform sphere packing arrangement, cubic close packing or
hexagonal close packing for example, the packing density is p3 = pi/3
√
2 = 0.7405 [33].
Because the elements have a mutual attraction for each other and are weakly compressible,
their equilibrated packing is of higher efficiency then that of randomly packed spheres.
We may also write down an expression for a two-dimensional system where Rcell is the
radius for a two-dimension cross section of a cell:
req (N) = 2Rcell
(p2
N
) 1
2
. (25)
Here p2 is a two-dimensional packing density of discs.
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Figure 14 Pair distribution functions of all interacting elements within equilibrated aggre-
gates of 256 elements (a), and 1024 elements (b). For both (a) and (b), sets of curves labeled
A and B denote aggregates with element-element interaction potentials using ρ = 2.0 and
ρ = 4.0 respectively. In each case, pair distributions are measured for five different equili-
brated aggregates. It is clear that sample fluctuations are minimal.
To further understand what a reasonable value for the packing density p3 may be for
a given system, we measured the probability distribution of element-element interaction
distances for all interacting elements in an equilibrated aggregate. In particular, we used
the pair distribution function
P (r) =
1
M
M∑
m=1
1
N2
∑
β 6=α
δ(|yα(mδt)− yβ(mδt)| − r) . (26)
In the above expression, r is not a measure of radial distance within the cell, but denotes
the separation between two elements. This function is defined as a discrete time average
over the stochastic dynamics for a given realization. We perform time averaging as opposed
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to ensemble averaging because of the significant time required to equilibrate each realization
prior to measuring P (r). We show measurements for five different realizations in Fig. 14 and
there are no significant sample-sample fluctuations. P (r), for a 256 element cell, is shown
in Fig. 14(a). The two sets of curves correspond to two different values for the scaling
factor ρ (which appears in the interaction potential Eq. 20). The set of curves which are
highly peaked at r = req correspond to ρ = 4.0, and the other set corresponds to ρ = 2.0.
Fig. 14(b) is similar, but gives results for a cell consisting of 1024 elements.
The differences between Fig. 14(a) and Fig. 14(b) arise from, in the case of different ele-
ment quantities, the effects of averaging over more surface elements relative to the number
of bulk elements. The interacting pair distribution shows, for ρ = 4.0, that the pack-
ing density of the equilibrated elements is roughly that of closely packed arrangements of
uniformly-sized hard spheres. For uniform close packing arrangements, the nearest neighbor
and next-nearest neighbor distances are (in units relative to the diameter of the spheres)
1,
√
2 ' 1.4142,√3 ' 1.7321, and 2. As Fig. 14 shows, for ρ = 4.0, the interacting pair dis-
tributions are clearly peaked at around 1,
√
3, and 2, and slightly peaked at around
√
2. The
barely resolved peak just below
√
3 can be explained by the next-nearest neighbor distance
of the closely packed triangular dipyramid which is 2
√
6/3 ' 1.6329. The broadness of the
peaks indicates that the equilibrated elements are not in lattice configurations. Though
the elements are densely packed, the aggregate is amorphous. For ρ = 2.0 the interacting
pair distribution is indicative of a more compressed aggregate of relatively softer spheres.
In comparison to the data for ρ = 4.0, one can see that for ρ = 2.0 the nearest neighbor
peak is much broader, with a maximum below
√
2. The next-nearest neighbor peaks are
not resolved. The reason for these differences can be traced to the distance-dependence
of the inter-element forces, as illustrated in Fig. 11(b). For ρ = 4.0, the attractive force
decays more rapidly than for ρ = 2.0. Also, the repulsive force is greater for ρ = 4.0 than
for ρ = 2.0. The weaker repulsion for separations less that req and stronger attraction for
separations greater than req causes greater self-compression of the ρ = 2.0 aggregates.
There may be biological significance in varying the scaling factor ρ, that being cytoskele-
tal prestress, which is a compressive force caused by tensile forces from activity of molecular
motors. This is thought to create rigidity or stiffness to the cytoskeletal network in the cell.
It has been shown that this prestress may have a major effect on cell elasticity [34]. In the
ScEM framework, lowering the value for ρ effectively increases prestress in the simulated
25
cell.
2.2.1 Scaling Intracellular Interactions
In determining the bulk properties of an aggregate of N elastically interacting elements in
a damped medium, it is important to realize that the macroscopic rheological properties
of the system are related not just to the element-element interactions, but as well to the
number of elements per volume which the material is constructed of. Consider a simple
one-dimensional example: the effective elasticity of springs placed in series. If N identical
Hookean springs, each with a spring constant κ, are placed in series, then the effective spring
constant for the collection of springs is κeff = κ/N . If one requires that the effective spring
constant be independent of N , then one must scale the individual spring constants by N .
Now consider three dimensional elastic networks, where we will require that the effective
elastic modulus be independent of N (which we now take to be the number of nodes, or
subcellular elements). For configurations in which elements have short-range interactions,
we argue below that, for large N , the elastic modulus should scale as N1/3.
For a three dimensional elastic network of macroscopic fixed length scale l0, with the
N elements positioned in a cubic lattice configuration, if the N elements are connected
by identical springs with spring constants κ, the elastic modulus (without considering a
Poisson’s ratio for volumetric change) is
σ
ε
=
N2/3
N1/3 − 1
κ
l0
, (27)
where we have written the elastic modulus as the ratio of stress σ to strain ε. This relation
is derived in the following way.
Consider an elastic network of N elements elastically coupled in cubic lattice configura-
tion (Fig. 15). The elements are elastically coupled by uniform springs of linear elasticity κ
and with equilibrium length x0. Though the local lattice configuration is cubic, the macro-
scopic shape of the network is taken to be cuboidal, with length l0, width w0, and height
h0. The total number of elements is N = nlnwnh. Accordingly,
l0 = x0(nl − 1) , w0 = x0(nw − 1) , h0 = x0(nh − 1) . (28)
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Figure 15 A cubic lattice of N elements elastically coupled to nearest neighbors by Hookean
springs of equilibrium length x0. With a stress applied to the top surface area (outlined by
a translucent plane), the elastic network deforms with a change in height ∆h.
To stretch the object, the bottom surface elements are fixed and a force F0 is applied to
each of the top surface elements. These forces, shown as vector arrows in Fig. 15, when
applied to the top surface area create a stress:
σ =
nlnwF0
l0w0
. (29)
With a stress applied to the top surface of the network, a strain ε = ∆h/h0 will result.
Using Hooke’s law and realizing that in a single column, there are nh − 1 springs, we have
F0 =
κ
nh − 1∆h . (30)
Following from this and substituting Eq. 30 into Eq. 29, the elastic modulus is
σ
ε
=
nlnw
(nh − 1)
h0κ
l0w0
. (31)
Considering the case of a symmetric macroscopic shape in which nl = nw = nh and l0 =
w0 = h0, the elastic modulus simplifies to the expression of Eq. 27.
Beyond the simple cubic configuration, and especially for more complex elastic networks,
it becomes very tedious or impossible to find exact expressions relating the elastic modulus
of the network to the pairwise elasticity and number of constituent building blocks. A cell,
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as modeled by the ScEM, will be formed from an amorphous network of elements; as such
we use an approximate scaling relation, viz. the scaling relationship for the cubic lattice
network, but with an adjustable parameter λ to tune the leading correction to scaling. Using
Eq. 27, we scale the pairwise elasticity (i.e. the spring constant for small deviations from
equilibrium between two elements) as
κ = κ0N−1/3
(
1− λN−1/3
)
. (32)
A similar derivation can be done for two-dimensional systems to obtain the following
expression:
κ = κ0
(
N−1/2 −N−1
)
. (33)
We must also scale the viscous damping constant. The viscous damping constant η can
be scaled with the following expression since the number of elements N scales linearly with
volume in three-dimensions.
η = η0N−1 . (34)
This expression also holds for 2D because the number of elements N also scales linearly
with area in two-dimensions.
2.2.2 Approximating Model Parameters from Experimental Data
Using Eq. 32 with Eq. 21 , we scale the elastic coupling at the equilibrium distance accord-
ingly and use this to compute u0 for the element-element interaction potential. Now, for a
given N , η0 and κ0 (and hence u0) can be set so that the bulk viscoelastic properties of the
collection of elements will have the desired elastic stiffness and time-scale for deformation
dynamics. To estimate a value κ0 consider the elastic properties of a living cell, which
has an elastic modulus on the order of 100 − 1000 Pa [35, 36, 37]. Combining Eq. 27 and
Eq. 32, this indicates that the elastic modulus of the ScEM network will be on the order
of κ0/l0, where l0 is about 10 µm. From this we find that κ0 should have a value on the
order of 10−3− 10−2 N/m. To estimate a value for η0 we consider the time scale over which
the Kelvin-Voigt model transitions from a fluid to a solid. This is given by η0/κ0, and is
comparable, for a living cell, to a time-scale of about 1 second [36, 38, 39]. Therefore η0
should have a value on the order of 10−3 − 10−2 Ns/m.
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3 RHEOLOGY OF PASSIVE VISCOELASTIC NETWORKS
This chapter will explore whether the structures produced by the ScEM (Fig. 10) are just
reminiscent of real biological structures, or whether the model is capturing basic biome-
chanics of real biological systems. To do this, we will analyze in detail the biomechanics of
a single cell. The dynamics of single cell deformation is an important feature to consider
in modeling. Single cell deformations can trigger differentiation, remodeling, migration,
growth, and gene expression [40, 41], and influence morphogenic dynamics at larger scales.
The motivation for this work is the notion that if the rheology of a single cell is properly
modeled, then the emergent dynamics and structures of our multicellular models will be
relatively true to nature. In this chapter, we will not address inter-cellular interactions.
Given that the purpose of this chapter is to examine the viscoelastic properties of a
single cell, we can simplify the Langevin equation to:
ηy˙α = ξα −∇α
∑
β 6=α
Vintra(|yα − yβ |) . (35)
Further, for our rheological measurements it will be necessary to perturb elements, and to
hold others fixed, thus simulating deformations with external forces.
This work has been organized into a paper and published [14].
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3.1 Passive Bulk Rheology of the ScEM
Figure 16 Measuring passive bulk rheology in the ScEM. 1024 elements equilibrated between
two boundaries. The macroscopic shape of the aggregate has two relatively flat surfaces of
”slab” elements, shown in white (both slabs have the same degree of ”flatness” though this is
not obvious from the perspective shown). These slabs are used to measure the macroscopic
properties of the bulk. In this case to stretch the bulk, the bottom slab is fixed and the top
slab is pulled upward with a constant applied stress. Red arrows indicate the uniform force
vectors applied to each individual element within the top slab. From left to right shows the
progressions of the aggregate elongating under a 21Pa stress. The progressive snapshots are
from 0, 8, and 10 second time after stress is applied.
In order to measure the bulk rheology, we equilibrate an ScEM cell within two par-
allel planes, which represent the plates used in experiments to which the cell membrane
can adhere [36, 37]. The element-boundary interaction is computed only in the direction
perpendicular to the plane, and the potential describing this interaction uses the same pa-
rameter values as the element-element interaction potential, thus minimizing the effect of
the boundaries on the rheological properties of the system. The upper boundary is free to
move and the lower one is fixed. The equilibration of this system creates an aggregate of
elements with two parallel, relatively flat surfaces of elements adhering to the boundaries,
as shown in Fig. 16. We will refer to these flat surfaces of elements as slabs. The upper
slab is free to move (in unison with the boundary) and the lower one is fixed. The elements
making up these slabs will be used to strain the bulk or perturb the macroscopic shape
of the aggregate. To control the applied stress, we compute the surface area of the upper
slab, Aslab, and count the number of elements in the slab, Nslab. Each element in the upper
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slab has applied to it a force of magnitude fext = Fext/Nslab. The applied stress has a
magnitude σ = Fext/Aslab. By varying the direction of the applied force, the cell can be
subjected to tensile stress, shear stress, or other types of external perturbation. To match
the measurement protocol of cell rheology experiments [37, 38], we employ uniaxial stretch-
ing with constant stress: to ensure this, the upper slab elements are allowed to move only
in the direction of the applied forces.
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Figure 17 Creep strain vs. time with constant stress applied to an aggregate of 256 elements.
The different curves show measurements for different values of constant stress applied from
t=0 to t=7s. The constant stresses applied were 6.59 Pa, 8.66 Pa, 11.40 Pa, 15.00 Pa, and
19.75 Pa. For small applied stress we see finite deformations on long time scales with a total
recovery after stress release. Above a deformational strain of about 0.1, the aggregate starts
to flow or break apart and does not show total recovery after stress release.
The first bulk measurement we report is creep response. For a material, creep is the
temporal deformation in response to a constant applied stress. We apply such a constant
stretching stress to an aggregate of elements equilibrated between two boundaries, as illus-
trated in Fig. 16. We use the following system parameters: scaling parameter for spring
constant κ0 = 5.0× 10−3 N/m, scaling parameter for damping η0 = 5.0× 10−3 Ns/m, diffu-
sion coefficient D = 1.6 × 10−13 m2/s. The parameters of the interaction potential Eq. 20
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were: ρ = 2.0, u0 as computed by Eq. 21 in combination with Eq. 32 with λ = 0.75 and
req = 2.85 µm as computed from Eq. 24 with N = 256, Rcell = 10 µm, and p3 = pi/3
√
2. We
measured a creep strain for different values of constant applied stress ranging from about
7 Pa to 20 Pa (Fig. 17). The creep strain curves show that for small applied stress there
is i) a macroscopic deformation which is finite on long time scales, and ii) total recovery
after stress release. This is much like the creep for the Kelvin-Voigt model as described
in Appendix A. Also note that the creep plateaus at around 1s, which is consistent with
the ratio η0/κ0 = 1s. These measurements match quantitatively well with intermediate
time scale, low strain creep measurements done by Wottawah et al.; specifically when they
applied a constant stress of 15 Pa for a period of 2.5s [38]. For larger applied stress, there
is a macroscopic deformation which is plastic for long time scales. This can be seen more
clearly from the stress vs. strain curve (Fig. 18). These measurements were taken from eight
different equilibrated aggregates of 256 elements with constant stresses ranging from about
0.05 Pa to 30 Pa. The stress vs. strain curves show that the aggregates have an elastic
modulus of 360 ± 19 Pa, which is Hookean below a strain of about 0.1. Above this strain
value, the aggregates break apart. This critical stain value emerges from a microscopic
property of the aggregates, namely that the element-element interaction potential (Eq. 20)
has an inflection point, shown by circles, at about r/req = 1.1. This can be seen clearly
from the relative maxima in the force curves shown in Fig. 11(b). Thus, when a pair of
interacting elements are being stretched apart, once their mutual separation is beyond this
inflection point the force which has moved them from equilibrium to this point will over-
power the element-element elastic restoring force, resulting in the pair breaking apart. This
microscopic property scales up to give the macroscopic material the property of plasticity
for larger strain.
3.1.1 Scaling Ordered Viscoelastic Networks
To test the scaling relations discussed above we employed bulk measurements on determinis-
tic ordered viscoelastic networks using the block shaped arrangement as shown in Fig. 13(b).
Following the same procedures outlined in the previous section, we measured macroscopic
stress and strain relations for networks constructed of elements whose elasticity was scaled
by Eq. 32 and viscosity scaled by Eq. 34. For Eq. 32, we found that λ = 0.5 gives the best
scaling results. The parameter settings for the following results were: κ0 = 5.0×10−3 N/m,
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Figure 18 Stress vs. strain for eight different equilibrated aggregates of 256 elements on a
log-log scale. The curves are consistent with a power law of unity, and an elastic modulus of
360± 19 Pa for strain below about 0.1. Thus, the aggregates have a macroscopic elasticity
which is Hookean for small strain. Above 10 % strain, the elasticity decreases showing
breakage or plasticity.
η0 = 5.0 × 10−3 Ns/m. The parameters of the interaction potential Eq. 20 were: ρ = 4.0,
u0 as computed by Eq. 21 in combination with Eq. 32 (with λ = 0.5), and req computed for
various system sizes and arrangements. We have used ρ = 2.0 for all measurements, except
for those made on ordered viscoelastic networks: ρ = 4.0 is used for these because this
reduces next-nearest neighbor interactions, and avoids the stable but warped block shapes
that otherwise occur with the choice ρ = 2.0. For the system size of the arrangements,
an initial height was set as 10 µm. We used an aspect ratio of roughly 14:10 (width to
height) for the network. To vary the number of elements which make up the structure we
varied the number of lateral lattices from 5, then 9, and finally 17, which correspond to
N = 139, 789, 5161 respectively.
As mentioned, we found that λ = 0.5 works best for scaling the microscopic elasticity.
This is illustrated with the creep strain curves for different sized systems in Fig. 19. Shown
in log-log scale Fig. 19(b), we can see that the trajectories do not overlap for the shortest
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Figure 19 Creep strain curves for different sized systems of the 14:10 ordered structure with
λ = 0.5. (a) With the same constant stress of 5.0 Pa applied from t = 0 to t = 5 s, the
creep strain curves for N=139, 789, and 5161 overlap well. (b) Shown in log-log scale, it is
apparent that the trajectories do not overlap in the shorter time regime. The solid black
curve shows the creep strain for the Kelvin-Voigt model which has a single time scale η/κ
for the fluid-solid transition (Appendix A.).
time scale. These short time-scales of less than one second are biologically irrelevant in the
context of bulk rheology experiments. In the following subsection on microrheology results
we show that scaling is good over a wide range of time-scales, and that ”weak power law”
rheology, as observed in cells for frequencies around 1-10 Hz, is reproduced in the ScEM.
Given that good scaling was achieved for the creep curves using λ = 0.5, we used this value
in our measurement of stress vs. strain curves for the different values of N . This stress vs.
strain curve is shown in Fig. 20. The measured elastic modulus was found to be independent
of N as desired, and to have a value of 357± 4Pa.
3.1.2 Scaling Random Viscoelastic Networks
We have shown above that the scaling relations Eq. 34, and Eq. 32 work quite well with
λ = 0.5 for deterministic ordered aggregates of elements Fig. 13(b). We now examine
whether these scaling relations hold for random amorphous aggregates of elements, such as
that shown in Fig. 13(a).
We employed bulk measurements on random amorphous networks, using the method
outlined in the previous section. The parameter values used were: κ0 = 5.0 × 10−3 N/m
and η0 = 5.0×10−3 Ns/m. The parameters of the interaction potential Eq. 20 were: ρ = 2.0,
u0 as computed from Eq. 21 in combination with Eq. 32 for various λ, and req as computed
from Eq. 24 with various N , Rcell = 10 µm, and p3 = pi/3
√
2. We worked with three
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Figure 20 Stress vs. strain with λ = 0.5 for three different values of N . The elastic modulus
is relatively scale invariant with N . The elastic modulus is measured to 357± 4 Pa.
different system sizes: N = 64, 256, and 1024. Since the arrangement of elements is different
for every randomly initiated aggregate, the macroscopic properties of the bulk will not be
exactly reproducible (for finite N). Thus, in order to assess the correct scaling relation, we
measured stress vs. strain curves for one hundred different equilibrated aggregates, for each
given system size. This was repeated for three values of λ: 0.0, 0.5, and 1.0. Reviewing
the results of these measurements as shown in Fig. 21, we see there is significant variation
in the aggregate stiffness from sample to sample. The measurements of the average elastic
modulus from these stress-strain curves are shown in Table 1. Within the sample-to-sample
fluctuations, the scaling relation Eq. 21 works well for λ = 0.5.
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Figure 21 Stress vs. strain curves for multiple amorphous aggregates of different sizes:
N=64, 256, and 1024. Measuring the elastic modulus from these data points as shown
in Table 1, we see that the macroscopic elastic modulus is scale invariant with N , within
sampling error, if λ is about 0.5. This is consistent with the most effective value of λ found
for scaling ordered networks.
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Table 1. Values for the measured average elastic modulus (in units of Pa), for different
sized systems for various values of λ as shown in Fig. 21.
N λ = 0.0 λ = 0.5 λ = 1.0
N λ = 0.0 λ = 0.5 λ = 1.0
64 407± 16 359± 11 308± 9
256 389± 12 366± 13 336± 7
1024 370± 24 354± 18 326± 8
3.2 Exploring further ideas of scaling Elasticity with a Lattice Spring Model (LSM)
In the previous section we showed how to scale the interactions between subcellular elements
so that the macroscopic properties of a single cell would be scale invariant with the number
of interacting elements. In general this is a classical problem in the material sciences: to
understand how supramolecular microscopic properties of a given material scale up to give
the properties observed on a macroscopic scale. This phenomena of course is not limited to
mechanical properties, but mechanics will be the focus here. Though microscopic properties
can be structurally specific from one material to another, we will explore in this section
more general properties of elastic connectivity within the framework of a lattice spring
model (LSM). As a method of discretizing continuum elastic media, lattice spring models
have been adopted from condensed matter theory and have been shown to be consistent
with linear elasticity theory [42]. The LSM, as a computational model, is very fast and
efficient. Loosely speaking, there are three basic types of the LSM: Hookean, Born and
Bond-Bending. The Hookean LSM is simply a network of Hookean springs and no bending
forces. This is rotationally invariant as all one has are springs. The second is the Born
model. This is not rotationally invariant and so one should only use it if the rotations in
the system are likely to be small [42, 43]. The final type is the bond bending model [44].
This penalises changes in the angles between bonds. This is rotationally invariant, but also
suffers from the limitations of a fixed Poison’s ratio. For the purposes of this study exploring
elastic connectivity, we used the Hookean LSM in cubic lattice configuration. We will study
connectivity by considering longer range interactions with the LSM. In contrast, with the
ScEM as discussed in the previous sections, interactions between elements are short ranged
so elastic connectivity is fixed and defined by nearest neighbors interactions.
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Figure 22 Cubic Lattice LSM, increasing elastic connectivity. This figure illustrates increas-
ing the number of connections between nodes, from (a) to (c), for a 27 node cubic lattice
system. To increase connectivity of the system in a homogeneous manner, the number of
node-node links increases with discrete steps: S1 = 54 for (a), S2 = 126 for b, and S3 = 158
for (c).
3.2.1 Setting up the Hookean LSM
Given a system of N nodes in cubic lattice configuration, the system will have a cubic length
l, width w, and height h. The total number of nodes in the system N = nlnwnh, where
nl, nw, and nh are the number of nodes along each dimensional axis. If we connect springs
between each node and its nearest neighboring nodes, we will get a total (non-redundant)
number of springs S1 = (nl − 1)nwnh + (nw − 1)nhnl + (nh − 1)nlnw. Since we are only
going to consider cubic systems, by definition l = h = w and nl = nw = nh ≡ n so:
N = n3, (36)
and:
S1 = 3n2(n− 1). (37)
If we now connect all the nodes with next-nearest neighbors as well, we will have a
total number of springs S2 = S1 + 6n(n − 1)2. With next-next nearest neighbors: S3 =
S2 + 4(n − 1)3, and with next-next-next nearest neighbors: S4 = S3 + 3(n − 1)2(n − 2).
S1, S2, and S3 are illustrated in Fig. 22 for a system with n=3. We see from this that
in order to increase connectivity of the system in a homogeneous manner, the number of
springs increases with these discrete steps; this is because of structural symmetry. For this
finite system, the maximum number of possible springs is:
Smax = n3(n3 − 1)/2. (38)
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Figure 23 Varying connectivity for a finite system. This shows how the connectivity scales
with the node-node linking distance. We see that this curve scales similarly for systems with
different N . This indicates that the curve is inherent to the node packing density of cubic
lattice structures. The vertical line at 1.0 marks the dimensional size of the cube. We note
further, that the curve plateaus off past this cutoff distance. This is due to surface effects.
To test the effects of connectivity, the natural method to measure mechanical properties
of a system of Hookean springs is to mechanically perturb it. To do this, we uniaxially strain
a system of N nodes interconnected by S springs and measure the Young’s modulus, which
we will refer to as the elastic modulus E, and Poisson’s ratio ν. We quantify connectivity
as the number of springs S in the elastic network. We sweep through S from S1 to Smax
by varying a cutoff distance for node-node links. Fig. 23 shows how the number of springs
increases with the increase of the cutoff for the node-node linking distance. We see that this
curve scales similarly for systems with different N . This indicates that the curve is inherent
to the node packing density of cubic lattice structures. The vertical line at 1.0 marks the
dimensional size of the cube. We note further, that the curve plateaus off past this cutoff
distance. This is due to surface effects of a finite system. In initializing a system of N
nodes interconnected by S springs, all the springs are set to have the same Hookean spring
constant κ and an equilibrium length matching the respective node-node linking distances.
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3.2.2 Elastic Modulus
We find that the elastic modulus scales with connectivity as power law: E ∝ Sβ . The
apparent power law β is approximately 1.37 and is independent of system size N as shown
in Fig. 24. Once S increases to the point where node-node linking distances are larger than
the dimensional size of the cube, as marked by vertical lines in Fig. 24, the curves do not
follow the power law.
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Figure 24 Elastic modulus scales with connectivity. This shows how the elastic modulus
scales with the number of springs S for two system sizes of N = 125 and N = 1000. The
two curves follow an apparent power law of approximately 1.37. The two vertical lines mark
where the node-node linking distances are larger than the dimensional size of the cube.
3.2.3 Rescaling
For modeling various materials, it is necessary to calibrate the model to the macroscopic
properties of that given material, as we did in the previous section to calibrate the ScEM with
real cells. In elasticity theory, material properties can be deduced down to two independent
constants [45]: in our case, an elastic modulus and the Poisson’s ratio. We will address
Poisson’s ration in the next section. For a network of interconnected springs, the macroscopic
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elastic modulus is proportional to the microscopic spring constant κ. Because of this, we
can scale κ so that the elastic modulus would be roughly scale invariant with the number
of springs:
κ = κ0S−β . (39)
Using Eq. 39 and β = 1.37 to compute the spring constants κ of individual springs, we
remeasured the elastic modulus for various S. As shown in Fig. 25 for N = 1000, the elastic
modulus is relatively constant in comparison to how it varied in Fig. 24. Again, here the
vertical line marks where the node-node linking distances are larger than the dimensional
size of the cube.
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Figure 25 Elastic modulus now scale invariant with connectivity. If we scale the spring
constants of each individual spring with Eq. 39, we find that the elastic modulus is relatively
constant; it varies by about a factor of 2 instead of a couple orders of magnitude. The vertical
line marks where the node-node linking distances are larger than the dimensional size of the
cube.
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3.2.4 Poisson’s ratio
Another interesting macroscopic property of materials is the Poisson’s ratio. This is the
negative ratio of transverse strain and axial strain (in the direction of the applied stress).
Fig. 26 shows how the Poisson’s ratio varies with the number of springs in the system.
Note that the Poisson’s ratio for S1 is 0. This is expected since there are only [1,0,0], [0,1,0]
and [0,0,1] node-node links for the case of S1; springs which are parallel or perpendicular
with the axial strain add no transverse forces in direct reaction to the axial strain. As
the figure shows, the Poisson’s ratio varies from 0 (no volume conservation) to 0.5 (total
volume conservation) as we vary the connectivity. Furthermore, this does not change when
we rescale the elastic modulus using Eq. 39. This can be quite useful in modeling for
pinpointing both macroscopic properties of a material: the elastic modulus and Poisson’s
ratio. The vertical lines mark where the node-node linking distances are larger than the
dimensional size of the cube. Note that for S beyond these respective lines, the Poisson’s
ratio spikes up. This is because, all springs included thereafter have a position vector which
is partially transverse to the axial strain. Again (in the reference frame of the lattice), if
the axial strain is in the zˆ direction, in order to have an impact on the Poisson’s ratio, a
spring’s position must have a zˆ component and a xˆ component or yˆ component (or both).
At this point, it is not understood why the Poisson’s ratio peaks with a value above 0.5.
3.2.5 Periodic boundary conditions
As we have seen, when node-node linking distances are larger than the dimensional size
of the cube, surface effects begin to become apparent. To verify this, we applied periodic
boundary conditions to the sides of the cube which were transverse to the axial strain. For
periodic boundary conditions, the Poisson’s ratio is 0 for all S. This is expected as the
periodic boundaries should negate any transverse stressed and strains. For a system with
N = 1000, Fig. 27 shows how the elastic modulus scales with S for both free and periodic
boundary conditions. For both cases of boundary conditions, the curve scales quite similarly
up until the point where the node-node linking distances are larger than the dimensional
size of the cube. One can see that beyond this point, the curve for the periodic boundary
conditions continues with the same power law trend.
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Figure 26 Poisson’s ratio varies with connectivity. This shows how the Poisson’s ratio scales
with the number of springs S for two system sizes of N = 125 and N = 1000. The vertical
line marks where the node-node linking distances are larger than the dimensional size of the
cube.
3.2.6 Summary
We have shown that for N node cubic lattice systems homogeneously interconnected by
S springs, the Poisson’s ratio varies from 0 (no volume conservation) to 0.5 (total volume
conservation) depending on the value of S. We have also shown that the elastic modulus
scales with connectivity as a power law Eq. 39 with β having a value of approximately
1.37. The value of β could be highly dependent on the packing density of the nodes. The
importance of structure will be investigated in future work by using face centered cubic
packing and random node placement.
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Figure 27 Elastic moduli with periodic boundary conditions. This shows how the elastic
modulus scales with the number of springs S for a N = 1000 system with periodic boundary
conditions and, as before, with free boundary conditions. The vertical lines mark where the
node-node linking distances are larger than the dimensional size of the cube.
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3.3 Microrheology of the ScEM
Now we return to the ScEM. To understand the rheological properties of the ScEM at the
microscopic level, we perturb a single element within the bulk and measure its response,
which is mediated in a non-trivial manner through interactions with surrounding elements
in the cell. The perturbed element represents the magnetic bead used in these types of
microrheology experiments on single cells [35, 46]. In order to properly probe the properties
of the material in this way, it is necessary to fix the outer surface elements of the cell;
otherwise the perturbations will cause an overall global cell motion that will obscure the
local response to the perturbation. Referring to Fig. 28, the fixed surface elements are shown
in white, while the unconstrained bulk elements are shown in blue. The perturbed element
is colored red.
Figure 28 Methods of measuring microrheology in the ScEM. A hemispherical cross-section
of a 4096 element aggregate equilibrated with a bead in the bulk. The bead, shown in
red, is used to probe the local properties of the system. Once the aggregate and bead are
equilibrated, the outer surface elements, shown in white, are fixed.
Using the magnetic bead microrheology protocol established by Lutz et al. [47], we
apply an oscillatory force to the bead and compute the storage modulus G′(ω), and loss
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modulus G′′(ω), with the following expressions
G′(ω) =
f0
g|x0(ω)| cos[φ(ω)] , G
′′(ω) =
f0
g|x0(ω)| sin[φ(ω)] . (40)
Here, f0 is the amplitude of an oscillatory driving force, ω is the driving frequency, x0(ω) is
the amplitude of displacement of the perturbed bead, and φ(ω) is the phase shift between
the driving force and bead displacement. The geometric prefactor g is determined by the
surrounding strain field of the perturbed bead. Since the bead is spherically symmetric we
approximate the geometric prefactor to be that of a sphere: g = 6piRb where Rb is the radius
of the spherical bead. The interaction potential between the bead and the elements is differ-
ent to the element-element interaction potential. We represent the bead as a non-adhesive
hard sphere, and use the following repulsive potential for the bead-element interaction:
Vb(r) = ube
2ρb
(
1− r2
R2
b
)
. (41)
The stiffness of the bead κb at r = Rb is given by:
κb =
4ubρb(4ρb − 1)
R2b
. (42)
We must also specify a separate reference frame damping constant for the bead, which we
denote by ηb.
Finally, we present measurements of microrheology in a cell described by the ScEM. The
parameter values used were: κ0 = 5.0× 10−3 N/m, η0 = 5.0× 10−3 Ns/m. The parameters
of the element-element interaction potential Eq. 20 were: ρ = 2.0, u0 as computed by Eq. 21
in combination with Eq. 32 with λ = 1.0, and req as computed from Eq. 24 with various
N , Rcell = 10 µm, and p3 = pi/3
√
2. We use λ = 1.0 instead of λ = 0.5 simply because
these measurements were made before we discovered that λ = 0.5 produces better scaling
behavior. The microrheology measurements required significant computer time to produce,
and it was deemed unnecessary to repeat them for λ = 0.5, since, as discussed below, good
scaling was found for λ = 1.0. We worked with three different system sizes: N = 256, 1024,
and 4096. The parameters of the element-bead interaction potential Eq. 41 were: ρb = 4.0,
ub as computed by Eq. 42 with κb = 2.67× 10−4 N/m, and rb = 3.0 µm. For the reference
frame viscosity of the bead ηb we used a value of 5.0×10−6 Ns/m; evaluating Stoke’s formula
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Figure 29 Measurements of the storage modulus G′(ω) and the loss modulus G′′(ω) in the x,
y, and z directions for three different system sizes (N=256, 1024, and 4096) (a). In common
with the Kelvin-Voigt model G′(ω) is constant in the long and short time regimes and G′′(ω)
has a power law of one in the long and short time regimes. In the intermediate time regime,
shown in closer view with the x, y, z data for N=4096 in (b), it can be seen that G′(ω) has
a weak apparent power law with exponent 0.14 ± 0.02, and G′′(ω) has an apparent power
law with exponent 0.55± 0.05.
for a sphere in a viscous medium, this is about 100 times larger than the viscosity of water
at 37oC. Perturbing the bead with a 10 pN amplitude driving force f0, we oscillated the
bead with driving frequencies ranging from ω/2pi = 0.1 Hz to 104 Hz. With this driving
force amplitude, the maximum trajectory amplitude x0 was about 5 nm and was reached
at driving frequencies greater than 1 Hz. For each system size, we measured the storage
modulus G′(ω) and the loss modulus G′′(ω) as shown in Fig. 29. Because the elements
interacting with the bead are not isotropically arranged around the bead, we investigated
the strength of anisotropy by measuring G′(ω) and G′′(ω) for bead oscillations in the x,
y, and z directions. From Fig. 29 one sees that anisotropy has an observable effect (since
the fixed cell boundary elements are not isotropically distributed), but decreases as N gets
larger. This is expected, since in the limit that N →∞, the stress field which the elements
pose on the bead becomes isotropic. It is clear from Fig. 29 that scaling with N is reasonable.
G′(ω/2pi < 1 Hz) plateaus to a value of about 40 Pa; comparing this to the results from
bulk rheology, this is one order of magnitude smaller than the macroscopic elastic modulus.
Qualitatively, the storage and loss moduli are similar to those calculated for the Kelvin-Voigt
model (Chapter 1). For short time scales G′′(ω) dominates, and for long time scales G′(ω)
dominates. In the intermediate time regime G′(ω) and G′′(ω) have apparent power laws,
with the weak power law exponents 0.14±0.02 and 0.55±0.05 respectively. Similar effective
exponents have been observed in cell rheology experiments [46, 48]. It is possible that these
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weak power laws arise from many-body viscoelastic interactions. To further explore this
idea of weak power law rheology emerging from many body interactions, we look at the
generalized Kelvin-Voigt model in the following section.
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3.4 Exploring further ideas of cell microrheology with the Generalized Kelvin-Voigt
Model
Now we will use a one dimensional model to further explore “power law rheology” of bi-
ological materials. Considering the living cell as a viscoelastic material, one sees a quite
complex and heterogeneous network of cytoplasmic constituents as shown in Fig. 4 taken
from Medalia et al. (2002) [18]. Mesoscopically the medium varies from regions of crowded
networks of branched and crosslinked filaments to regions of relatively malleable clumps of
macromolecular complexes - not to mention organelles and the nucleus. Microscopically the
actin filament network is linked together in many different orientations and length scales
creating regions of anisotropy and broad distributions of elasticity. To account for spatially
variant elastic compressibility and viscous damping, we propose the generalized Kelvin-Voigt
model with uncorrelated random elasticities and viscosities as illustrated in Fig. 30.
μn
ηn
Figure 30 The Generalized Kelvin-Voigt model with uncorrelated random elasticities and
viscosities. A single Kelvin-Voigt body is constructed of a dashpot and spring in parallel
configuration. A dashpot has a damping force proportional to the velocity of deformation,
and a spring has an elastic force proportional to deformation.
For this model, the creep compliance is written as follows:
J(t) =
N∑
n=1
1
µn
(1− e−µnηn t) , (43)
where N is the total number of Kelvin-Voigt bodies connected in series. For the n-th
Kelvin-Voigt body, µn and ηn are the elasticity and viscosity respectively. For each Kelvin-
Voigt body, there is an inherent relaxation time defined as the ratio of the viscosity and
the elasticity τn = ηn/µn. This relaxation time defines the time that the viscoelastic body
equilibrates in response to a constant force perturbation. To compute the complex modulus,
we use the following relation:
G∗(ω) =
1
iωJˆ(ω)
. (44)
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Here Jˆ(ω) is the Fourier transform of J(t) which is defined as
Jˆ(ω) =
∫ ∞
−∞
J(t)e−iωtdt . (45)
Because J(t) = 0 for t < 0, we obtain:
Jˆ(ω) =
N∑
n=1
1
µn
∫ ∞
0
e−iωtdt−
N∑
n=1
1
µn
∫ ∞
0
e−(
µn
ηn
+iω)tdt . (46)
Evaluating this integral, we find (for ω 6= 0):
Jˆ(ω) =
N∑
n=1
1
µn
[
1
iω
− 1
iω + µn/ηn
]
. (47)
Further simplifying:
iωJˆ(ω) =
N∑
n=1
1
ηn (iω + µn/ηn)
, (48)
we obtain an expression for the complex modulus:
G∗(ω) =
[
N∑
n=1
1
ηn (iω + µn/ηn)
]−1
. (49)
We may normalize this expression by using the effective elasticity and viscosity of the
springs and dashpots in series:
µeff =
[
N∑
n=1
1
µn
]−1
, (50)
and
ηeff =
[
N∑
n=1
1
ηn
]−1
. (51)
So now we may write the normalized creep compliance as follows:
j(t) =
N∑
n=1
µeff
µn
(
1− e−µnηn t
ηeff
µeff
)
. (52)
The normalized complex modulus is
g∗(ω) =
 N∑
n=1
ηeff
ηn
(
iω + µnηn
ηeff
µeff
)
−1 . (53)
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The normalized storage modulus and the normalized loss modulus are the real and imaginary
parts of the normalized complex modulus:
g∗(ω) = g′(ω) + ig′′(ω) . (54)
As we will see shortly, normalizing simply scales J(t) to converge to a value of 1 for t > 1.
Keeping all ηn values at 1 and using uniformly distributed random values for all µn
terms (10−7 < µn < 1), we computed j(t), g′(ω), and g′′(ω) as shown in Fig. 31 for chains
of increasing N .
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Figure 31 Rheology of Kelvin-Voigt Model. Using uniformly distributed random numbers
for elasticity 10−7 < µn < 1, and ηn = 1. Increasing N reveals emergent power laws in the
intermediate time regime. (a) Normalized creep compliance j(t). (b) Normalized storage
and loss modulus g′(ω) and g′′(ω) respectively.
Now looking more closely at the model with N = 106 we see weak power laws which are
emergent in the intermediate time regime, shown in Fig. 32 with the ensemble average of
100 realizations:
If we use uniformly distributed random values also for all ηn terms (10−7 < ηn < 1), we
see a 3/4 power law emerge, shown in Fig. 33 with the ensemble average of 100 realizations:
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Figure 32 Ensemble average of viscoelastic moduli. 100 realizations using N = 106 Kelvin-
Voigt bodies connected in series and uniformly distributed random numbers for elasticity
10−7 < µn < 1, and ηn = 1. The storage moduli g′(ω) show a weak power law of about 0.1
in the intermediate time regime. The loss moduli g′′(ω) show a power law of 1.0 in the short
time scale regime, and a weak power law of about 0.25 in the intermediate time regime.
In the same spirit as the theoretical model from Balland et al. (2006) [49], we find that
weak power law rheology emerges from many relaxation times τn inherent to the material.
The cytoskeleton is a three-dimensional viscoelastic network. By using the generalized
Kelvin-Voigt model with random elasticity and viscosity terms to account for the spatially
variant elastic compressibility and viscous damping of the cell cytoskeleton, we show here
that power laws emerge which are interestingly reminiscent of the rheology of cells and
polymer gels. The 3/4 power law in the high frequencies regime is a particularly curious
result because this power law is observed in the rheology of soft gels and is a result of complex
polymer physics [50]. In general we find that a broad distribution of values for elasticity µn
is solely responsible for intermediate time regime/weak power laws and a broad distribution
of values for ηn is responsible for power laws in the higher frequency domain. The frequency
domains for which these power laws span is dependent on the number of viscoelastic bodies
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Figure 33 Ensemble average of viscoelastic moduli with random viscosity. 100 realizations
using N = 106 Kelvin-Voigt bodies connected in series and uniformly distributed random
numbers for elasticity 10−7 < µn < 1, and now uniformly distributed random numbers for
viscosity 10−7 < ηn < 1. The storage moduli g′(ω) show a weak power law of about 0.1 in
the intermediate time regime and now shows a power law of about 3/4 in the short time
regime. The loss moduli g′′(ω) show a weak power law of about 0.25 in the intermediate
time regime.
and the broadness of random values for µn and ηn. It is unclear at this point as to the
significance of the exact type of distribution for these values.
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3.5 Discussion and Conclusion
We have measured both bulk and micro-rheological properties of aggregates (both ordered
and amorphous) using the ScEM. We have shown how to make the viscoelastic properties
scale invariant with respect to the total number of interacting elements (N) – this is an
essential property of the ScEM as the subcellular elements are a modeling device, and
measurable quantities must not depend on N . Estimating parameter values in the scaling
laws Eq. 32 and Eq. 34, we showed that the aggregates of elements had an elastic modulus
with the same order of magnitude as that measured for living cells [35, 36, 37]. For strain
below 10%, the characteristics of the creep curve matched those for the Kelvin-Voigt model.
Above strain of 10%, the aggregates show characteristics of flow or plastic breakage. With
this, the model lacks cellular characteristics when it comes to high strain deformations.
Desprat et al. and Micoulet et al. report being able to stretch cells to strain values of
around 4 to 6 before cell rupture. Comparing our results with experimental whole cell creep
measurements [37, 38], the model does not show characteristics of flow over long time scales.
This is expected, as the simplest version of the ScEM, as presented in this chapter, has no
processes modeling active rearrangement of cytoskeleton. Creep measurements of high strain
over long time scales from Desprat et al. showed a creep compliance which behaved as a
power law for strain below 1 over a time scale of hundreds of seconds. However, creep
measurements of small strain over an intermediate time scale by Wottawah et al. match
quite well with our results; specifically when they applied a constant stress of 15 Pa for a
period of 2.5 s. Over long time scales, intra-cellular activity starts to affect the rheological
properties of the cell. At a given instant in time, the cell is a watery bag of organelles
shrouded by a vast entangled network of semi-flexible polymers interlocked with crosslinkers
[2]. Because of these crosslinkers, as a nonactive material, the cell should show dynamic
properties of a viscoelastic solid over long time scales [50]. It is believed that intra-cellular
activity such as cytoskeletal reconstruction is the reason cells show fluidity over long time
scales [37, 39].
Another attribute of cell behavior is active contraction under a residual external force
following prior extension of the cell [36]. A similar effect has also been observed for cells
stressed by a sustained external force (Atef Asnacios, personal communication). Dynamic
stiffening is another cell response stimulated by mechanical perturbation. This stiffening
54
need not involve contraction. Although not known to be an active or passive response of
the cytoskeleton, Ferna´ndez et al. have shown that a force above a cell-dependent critical
value can induce a transition from linear viscoelastic behavior to power law stress stiffening
[51]. Measurements reported by Trepat et al. strongly indicate that stiffening, in part, is
an active response of the cell [52]. By performing a macroscopic transient pulse extension
(stretch-unstretch) on the cell, they microrheologically measured a cytoskeletal response of
prompt fluidization followed by slow resolidification on the time scale of hundreds of seconds.
Interestingly, the rate of stiffening was found to be dependent on the ATP available to the
cell: ATP-depleted cells showed a dramatically slower resolidification rate. Fluidization
response, however, was found to be independent of ATP availability. Cytoskeletal dynamics
and cell response to mechanical stimulus, whether passive or active, continues to bemuse
the scientific community and much has yet to be understood – especially when classifying
these properties with cell type.
In comparing our microrheology measurements with experimental measurements per-
formed on living cells, we find broad qualitative agreement. The ScEM does not reproduce
the 3/4 scaling for G′ and G′′ in the high frequency regime. This is an emergent property
of semi-flexible polymer networks [50] that has been observed in living cells [46]. The ScEM
is designed to capture whole cell/tissue properties and contains no basic polymer physics,
which is essential to capture high frequency behavior. Microrheology measurements per-
formed here in silico on the ScEM elucidate a mechanism which may play a role in the
emergence of weak power law rheology on intermediate timescales [53] – something which is
observed in real cells [48, 46, 49]. In the same spirit as the theoretical model from Balland
et al., we find that weak power law rheology emerges from many relaxation times inher-
ent to the material (Fig. 19(b),Fig. 29). Our findings show that this intermediate time
regime/weak power law rheology can emerge due to structure alone and not necessarily
due to structural rearrangements as propounded by the theory of soft-glass rheology (SGR)
[49, 54]. Because the ScEM is a three-dimensional network, the multiple orientations of
viscoelastically interacting elements (Fig. 28) create the multiple relaxation times which
are needed for intermediate time regime/weak power law rheology to emerge. We showed
further evidence, using the generalized Kelvin-Voigt model, that power laws observed in the
intermediate time regime of the viscoelastic moduli of cells is due to many body interactions
of a complex and heterogeneous network of cytoplasmic constituents.
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4 MODELING ACTIVE SUBCELLULAR PROCESSES
Biological tissues and the constituent cells which form them are not passive materials. Cells
can change their behavior in response to both external biochemical and biomechanical cues
and over long time scales they can appear to be quite active. Cell-based modeling of mul-
ticellular systems thus requires algorithms that can simulate active cell behaviors. In this
chapter, we will discuss how subcellular structural remodeling can provide biologically rea-
sonable cell and tissue level phenotypes. We will first look at active cell response to external
mechanical stimuli. Then we will study the emergence of an effective tissue viscosity due to
active cell migration within a multicellular system and conclude with some curious obser-
vations of collective cell migration and tissue invasion.
The work discussed in this chapter originates from a collaborative effort between myself,
my advisor Timothy J. Newman, and experimental collaborator Cornelis J. Weijer. This
work has been organized into a paper and is in preparation for publication [16].
4.1 Modeling passive and active cell dynamics
In the previous chapter we modeled single cell rheology while considering the cell as a pas-
sive material [14]. As a direct extension of this work, we now consider the active processes
which regulate remodeling of the cell cytoskeleton. To consider the active cellular processes
of shape change and migration, we must incorporate processes of structural remodeling
within the ScEM. We incorporate processes of structural remodeling within the ScEM by
dynamically creating and destroying subcellular interactions. We will use the phrases “fad-
ing in” and “fading out” rather than “create” and “destroy” as the temporal aspect of the
transitions is key. Fading in a subcellular element, and all the element-element interac-
tions associated with that element, is comparable to assembling a mesoscopic volume of
the cell cytoskeleton through regulated processes of filament polymerization and network
cross-linking. Likewise, fading out an element is comparable to disassembling a mesoscopic
portion of filamentous volume filling cell cytoskeleton.
In many cell types, the primary component of the cytoskeleton, filamentous actin, is
able to polymerize at a rate of about 1µm/s [55]. Beyond this one dimensional kinetic
rate, there is no unique way to determine the rate of assembly for the three-dimensional
cytoskeletal network, and indeed this rate can take a wide range of values depending on
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the behavioral dynamics of the cell. The simplest assumption is that assembly is occurring
homogeneously in the cell, in which case the rate of assembly can be described by a single
parameter, which we call the “activity rate” A. This quantity denotes the rate at which
cytoskeleton in a cubic micron of the cell interior is reconstituted. An approximate upper
bound on A can be deduced by considering rapid migration of an amoeboid cell such as
Dictyostelium, which can migrate at speeds as high as 20µm/min [56]. At this rate, a
cell is capable of changing much of its cytoskeletal structure over a time period on the
order of 1 minute. With a diameter 20µm, and hence a cross-sectional area of roughly
300µm2, a cell moving with this velocity has an activity rate A ∼ 100µm3/s. An estimate
of a moderate activity rate may be made using results from fluorescence imaging studies
of actin turnover in bovine aortic endothelial cells [57]. It was found that a given actin
filament was reconstituted on an average time scale of approximately 5 minutes. For a cell
of diameter 20µm and hence a volume of roughly 4000µm3, this turnover rate translates to an
activity rate A ∼ 13µm3/s. The cells used in the study were not undergoing significant cell-
scale dynamics such as movement or division, which presumably explains this significantly
lower value. An earlier study of actin turnover in fibroblast lamellapodia [58], found a
turnover rate of about 30 seconds, which, using similar reasoning, would yield an activity
rate A ∼ 130µm3/s, consistent with the rate estimated for a moving cell. In our simulations,
we shall generally study a range of activity rates in the range 1− 100µm3/s.
The processes of fading in or fading out elements are discrete dynamic events and requires
us to define two parameters to describe the time scales involved with structural remodeling.
The first is a rate r at which new elements are faded in, and the second is a time scale τ
over which the fading in process occurs for a given element. We denote the volume of an
element as Vel. If the simulation time is large compared to these two time scales then we
can say that r = A/Vel. In the simplest case, the duration of each event can be defined as
τ ∼ τ0 ≡ 1/r. If τ is too short, the integrated mechanical interactions of the simulation
can be destabilized. Alternatively τ cannot be too long so that the cell takes too long to
reach a steady-state of elements fading in and fading out. We take τ to be within an order
of magnitude of τ0.
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4.2 Active cell response to stretching
(a)                 (b)
Figure 34 Experimental methods for studying the dynamics of whole cell stretching. (a)
Glass microplates stretching a cultured fibroblast cell to very high strains. (b) The optical
cell stretcher: two-counter propagating laser beams (wavelength = 1,064 nm) emanating
from the cores of single-mode optical fibers are used to trap (power = 0.1 W for each beam)
and deform (power = 1 W for each beam) a single cell. Overlay of the two images shows
the cell has been stretched. Scale bar is 5µm. Figure (a) from [37], and (b) from [59].
As discussed to an extent in the previous chapter, there are two common experimental
methods to study the dynamics of whole cell stretching. As shown in Fig. 34, one method
employs glass microplates, to which the cell adheres, and the other employs bilateral optical
trapping of cells in fluid suspension. With the bilateral optical trap, cells may be deformed
by forces that arise from the momentum transfer of light to the surface of the cell due
to the change in refractive index [59]. Microplates are capable of applying forces on the
order of 1nN-1µN and optical stretchers are able to apply forces up to around 1nN [60].
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Subsequently, for measuring whole cell creep, optical stretching is better suited to measure
small strains over short time periods and microplates are better suited for measuring larger
strains over long time periods. Using microplates, Desprat et al. and Micoulet et al. report
being able to stretch cells to strain values of around 4 to 6 before cell rupture. Creep
measurements of high strain over long time scales from Desprat et al. showed a creep
compliance which behaved as a power law for strain below 1, over a time scale of hundreds
of seconds [37]. Using the optical stretcher, Wottawah et al. measured creep of small strain
over intermediate time scales of 0.1 to 10 seconds [38]. Their measurements show that in
general, cells quickly elongate on the time scales of 0.1 second, deformation plateaus on the
time scale of 1 second, and once elongation plateaus, the cell steadily elongates at a rate
much slower than its elongation rate in the 0.1s time regime. In a loosely general sense, the
cell shows solid like properties on time scales of up to a few seconds and then starts to show
active gel or fluid like properties after several seconds. This has been observed by several
microrheology experiments as well [39, 61, 62, 63, 64, 65]. It is thought that the short time (<
1s) scale dynamics reveal the passive material response of the viscoelastic cell cytoskeleton.
Longer time scale (> 1s) dynamics are thought to reveal the active mechanical properties
of the cell’s remodeling cytoskeleton. The cell’s longer time scale response to mechanical
perturbation can be thought of as a behavioral response that certainly depends on cell type
and gene expression.
4.2.1 Methods
In the previous section we suggested that dynamic creation and destruction of subcellular
interactions (fading in and fading out of elements) would be a reasonable way to implement
the active remodeling of the cell cytoskeleton. In the specific case of cell stretching we need
to define the response to mechanical perturbation in terms of spatiotemporally regulated
events of cytoskeletal assembly and disassembly in the cell. We assume that when a cell is
stretched it will disassemble cytoskeletal material in regions that are under low mechanical
stress, and reinforce parts of its cytoskeletal network with the assembly of new cytoskeletal
material in regions that are under high mechanical stress. In essence, this is a mechanism
of regulated cytoskeletal reinforcement and we translate this mechanism to the ScEM in
the following way. When a force is applied to the cell, element fade-in and fade-out events
will begin to occur randomly. When an event occurs, an element somewhere in the cell is
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Figure 35 Visualization of a ScEM simulation of a single cell being stretched by a constant
unilateral applied force. The illustrations, from left to right, show the progression of active
cell stretching over a period of about 10 minutes under a force of 1nN. Elements are located
at the nodes between filaments while the filaments represent the interactions between the
elements. Thick filaments roughly denote nearest neighbor interactions and increasingly
thinner filaments roughly denote next-nearest interactions.
selected to fade-out and a new element somewhere else in the cell is created and fades-in.
The element that is selected to fade-out is chosen to be the element that has the minimal
amount of total stress among all of its intracellular interactions. To find the location to
place a new element to fade-in, we sweep through all element-element interactions. Two
elements are selected which have most stress of all pairwise interactions in the cell. The
new element is then faded in between these two highly-stressed elements. The fade-in and
fade-out events occur simultaneously at a rate r chosen to match a given cell activity rate
A, as discussed in the previous section.
To model large strain cell stretching, we equilibrate a single ScEM cell within two parallel
planes, which represent the plates used in experiments to which the cell can adhere [36, 37].
The element-boundary interaction is computed only in the direction perpendicular to the
plane, and the potential describing this interaction uses the same parameter values as the
element-element interaction potential, thus minimizing the effect of the boundaries on the
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rheological properties of the system. The upper boundary is free to move and the lower one
is fixed. The equilibration of this system creates an aggregate of elements with two parallel,
relatively flat surfaces of elements adhering to the boundaries, as shown in Fig. 35. We will
refer to these flat surfaces of elements as slabs. The upper slab is free to move (in unison
with the boundary) and the lower one is fixed. The elements making up these slabs will be
used to strain the bulk or perturb the macroscopic shape of the aggregate. The total applied
force on the cell has a magnitude Fext. To control the applied force, we compute the number
of elements in the slab, Nslab. Each element in the upper slab has applied to it a force of
magnitude fext = Fext/Nslab. To match the measurement protocol cell rheology experiments
[37, 38], we employ uniaxial stretching with constant force: to ensure this, the upper slab
elements are allowed to move only in the direction of the applied forces. We apply such a
constant stretching stress to an aggregate of elements equilibrated between two boundaries,
as illustrated in Fig. 35. In this way creep response was measured for a single active cell.
For a material, creep is the temporal deformation in response to a constant applied stress.
For simulations of cell stretching we used the following system parameters: Rcell =
10µm, elastic modulus for a single cell E = 500Pa, scaling parameter for damping η0 =
5.0 × 10−3 Ns/m, diffusion coefficient D = 2.5 × 10−6 m2/s. The fade-out, fade-in time
scale is set to τ = 0.25s so Vel/τ = 12µm3/s for each discrete event. The activity rate of
cytoskeletal remodeling for the cell was varied from A = 6µm3/s to 152µm3/s. The number
of elements used to initialize the cell was N = 1024. With the active remodeling process, a
steady state number of elements depends on the activity rate A. The steady state number
of elements for A = 6µm3/s was 1030 elements and 1050 elements for A = 152µm3/s.
4.2.2 Results
With a constant stretching force of Fext = 1nN, the creep response is measured for the cell
while varying the activity rate Fig. 36(a). As the activity rate A increases, the rate of strain
increases. That is, as we increase the rate of intra-cellular structural remodeling, the cells
become more compliant and fluid-like on long time scales. For a single value of the activity
rate A = 91µm3/s, we measured creep strain for different stretching forces, ranging from
Fext = 0.1nN to 2.0nN. These creep curves are shown in Fig. 36(b). For high stretching
forces Fext ≥ 1.4nN, the cell seems to extend in length too quickly and ruptures after being
stretched above 150% strain. For lower levels of stretching force Fext ≤ 0.7nN, these forces
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Figure 36 Creep strain vs. time with constant applied force. (a) The different curves show
creep measurements for different rates of active “cytoskeleton” remodeling: activity rate A.
For each creep measurement, 1nN of stretching force applied to the cell. (b) The different
curves show measurements for different values of constant applied force over a period of
10 minutes. For these measurements, the cell activity A = 91µm3/s. The stretching force
applied ranges from Fext = 0.1nN to 2.0nN. DRSA curve is an experimental measurement
of creep response for a living cell [37].
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seem to be in the range that the cell is able to produce and it can be seen in the creep curves
that the cell is able to“over power” the stretching force and in some cases actively contract.
For stretching forces in between these values 0.7nN < Fext < 1.4nN, the cells rupture after
being stretched above 200% strain. As well, in this force regime, the stretching dynamics
seem similar to those reported by Desprat et al. for high strain cell stretching [37]. A creep
curve measured by Desprat et al. is shown in Fig. 36 and is labeled DRSA. Desprat et al.
did not report the stress values used in their cell stretching experiments so it is not possible
to make direct quantitative comparisons. One thing that we can see in comparing the creep
trajectories for the model and the experiment is a difference in the short time scale response.
For time scales less than about 50 seconds, the experimental measurements show that their
cell extended in length and much faster rates that what our model shows. Tweaking with
model parameters does little to change this discrepancy. It is assumed that there may be a
fundamental difference in cellular response that is not captured by our proposed mechanism
for sub-cellular structural remodeling.
4.2.3 Discussion
We have shown that actively remodeling the intra-cellular structure of our ScEM cell drasti-
cally changes the dynamics of whole cell stretching in comparison to our previous results, in
which we considered only the passive material properties of aggregated subcellular elements
as shown in the previous chapter [14]. We show in Fig. 36(a), that as we increase the rate of
intra-cellular structural remodeling (activity rate A), the cells become more compliant and
fluid-like on long time scales. We also show that for high stretching forces Fext ≥ 1.4nN, the
cell seems to extend in length too quickly and ruptures after being stretched above 150%
strain. For lower levels of stretching force Fext ≤ 0.7nN, these forces seem to be in the range
that the cell is able to produce and it can be seen in the creep curves that the cell is able to
“over power” the stretching force and in some cases actively contract. With smaller applied
forces and smaller subsequent deformations, it is commonly observed in experimental cell
stretching that cells are capable of contracting and overpowering the stretching forces from
the optical trap (Jochan Guck, personal communication). This has also been observed in
the small force regime for microplates (Atef Asnacios, personal communication).
The whole cell stretching performed with the ScEM measures high-strain elongation over
long time scales. In the literature there is only one comparable set of creep data for this
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strain and time regime [37]. This measurement is plotted against our data in Fig. 36 and is
labeled DRSA. Desprat et al. did not report the stress values used in their cell stretching
experiments so it is not possible to make direct quantitative comparisons. While the stress
values used by Desprat et al. are unknown, we know that they were using stress values which
would eventually rupture the cell at around 400% strain [37]. From this, we know that they
were working in the force regime that slowly overpowered the cell. For our simulations,
this force regime is around 0.7nN < Fext < 1.4nN. While the dynamics of cell stretching is
reasonably comparable between the model and experiment for long time scales, there is a
discrepancy in the short time scale dynamics (less than 10 seconds). It is not clear to us at
this point what the cause of this discrepancy is.
How does a cell respond to mechanical perturbation? Over long time scales, cellular
response to mechanical perturbation cannot be thought of as passive material properties.
Intra-cellular activity affects the rheological properties of the cell. At a given instant in
time, the cell is a watery bag of organelles shrouded by a vast entangled network of semi-
flexible polymers interlocked with crosslinkers [2]. As a crosslinked network, the cell would
show dynamic properties of being a viscoelastic solid over long time scales as a nonactive
material [50]. It is believed that intra-cellular activity such as cytoskeletal remodeling is the
reason the cell shows fluidity on long time scales [37, 39, 62, 63, 64, 65]. Dynamic stiffening
is an observed cell response stimulated by mechanical perturbation. This stiffening need
not involve contraction. Although not known to be an active or passive response of the
cytoskeleton, Ferna´ndez et al. have shown that a force above a cell-dependent critical value
can induce a transition from linear viscoelastic behavior to power law stress stiffening [51].
Measurements reported by Trepat et al. strongly indicate that stiffening, in part, is an active
response of the cell [52]. By performing a macroscopic transient pulse extension (stretch-
unstretch) on airway smooth muscle cells, they microrheologically measured a cytoskeletal
response of prompt fluidization followed by slow resolidification on the time scale of hundreds
of seconds. Interestingly, the rate of stiffening was found to be dependent on the ATP
available to the cell: ATP-depleted cells showed a dramatically slower resolidification rate.
Fluidization response, however, was found to be independent of ATP availability. While
these previous experimental studies describe cell response to mechanical perturbation, they
do little to address the spatiotemporal dynamics of cytoskeletal assembly and disassembly
events. To address this we have proposed, and implemented with the ScEM, a reinforcement
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mechanism in which cytoskeletal material, under low mechanical stress, is disassembled
and used to reinforce regions that are under high mechanical stress. Only very recently
have experimental studies emerged to shed light on subcellular dynamics in response to
mechanical perturbation [66, 67]. Chen et. al showed that human bladder smooth muscle
cells respond similarly to transient 10% stretch as airway smooth muscle cells as in their
previous study [52]. They further measured dynamic relative levels of F-actin and G-actin.
G-actin is the globular/monomeraric/dissassociated form polymeric (filamentous) F-actin,
which is a major component of the cell cytoskeleton. In response to a 4 second pulsed 10%
stretch-unstretch maneuver, it is shown that levels of F-actin drop by about a factor of 2
in the time frame of fractions of a second and slowly recovers over a period of hundreds
of seconds. The picture drawn from this is that the prompt compliant fluidization of the
cells is largely due to the quick disassembly of F-actin, and the slow re-solidification of cells
is largely due to the re-assembly of the F-actin network. Chen at al. further showed with
the use of various signaling inhibitors that the quick disassembly response is not mediated
through signaling pathways but via the direct action of tensile forces exerted on the cell that
drive the acute disassociation of F-actin. These results are observed for a perturbation of a
nearly instantaneous 10% strain, so it is not clear whether the same cytoskeletal dynamics
would be observed for the types of perturbations prescribed for whole cell stretching creep
measurements. The responsive phenotype observed by Chen et. al can be implemented into
the ScEM. While their observations were only measured on single cell systems, it would be
particularly interesting to test what tissue level phenotypes emerge out of this single cell
response to transient stretch. The authors note that this phenotypic response is essential for
the integrity of smooth muscle tissues which are routinely stretched as a function in living
organisms. At any rate, we have shown that implementing our mechanism of cytoskeletal
remodeling yields much more realistic cell rheology than our previous modeling efforts [14].
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4.3 Tissue viscosity as an emergent outcome of cellular activity
Everything discussed to this point with the ScEM has been for single cell systems. Now we
will consider the dynamics and model properties of a multicellular system. In a multicellular
setting, we can consider the larger scale dynamics of a tissue. Multicellular systems have
been grown as tissues in past work [31] but the material properties of the tissues were never
studied. In this section we will study the dynamical material properties of an ScEM tissue
while implementing the active dynamics of subcellular structural remodeling. Biological
tissues exhibit many fluid like properties over long time scales [68]. We have seen that the
single cell system of the ScEM exhibits a transition from solid to more fluid like proper-
ties with the implementation of the subcellular structural remodeling. This holds true for
multicellular systems. The ScEM tissue is essentially a solid material and has no long-time
fluid like properties, but the implementation of cell activity drastically fluidizes the tissue.
In particular we will implement the ScEM in two dimensions to model epithelial tissues. As
we will see over and over in the following two chapters, epithelial tissues are relatively flat,
consisting of highly columnar cells so a cross sectional 2D description of this tissue type is
quite fitting.
4.3.1 Methods
Tissue viscosity in relation to cell activity was studied for a two-dimensional ScEM tissue
comprising approximately 1200 cells equilibrated around a large circular disc. An illustration
is shown in Fig. 37(a). The disc is used to probe the viscoelastic properties of the tissue.
By applying a constant force to the disc and pushing it through the tissue, we are able
to compute the dissipative drag acting on the disc and hence, the effective viscosity of the
tissue.
In these tissue viscosity simulations, the cell “activity” of disassembly and assembly of
structural sub-volumes of the cell is used to facilitate cell migration. For most eukaryotic
cells, motile translocation is facilitated by a cyclic process of cytoskeletal assembly and
disassembly along a direction of migration [69]. This direction of migration is often referred
to as cell polarity, which we will define as a unit vector Pˆmigration. For simulating cell
migration with the ScEM we implement an algorithm for element replacement. With the
cell polarity vector Pˆmigration used to define the “front” and “back” of the cell, an element
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in the back half of the cell is selected. This element is set to fade-out, thus disassembling
a subvolume of the cell cytoskeleton. Simultaneously a location near the leading edge of
the front half of the cell is selected. At this location, a new element is set to fade-in, thus
assembling a new subvolume of the cell cytoskeleton. This latter process can be thought of
as a course-grained model of pseudopodia formation.
In living cells, the direction of migration Pˆmigration can be established by many different
environmental queues involving mechanisms of mechanical and chemical sensing. For the
purpose of measuring tissue viscosity we consider two cases. The first case allows Pˆmigration
to be random at any instance. The second case allows Pˆmigration to be determined by
the mechanical forces acting on the cell; this is known as mechanotaxis. In implement
mechanotaxis we assume that the cells have the ability to average mechanical stimuli over
time and establish a mechanical polarity Pˆmechanitaxis.
This is a reasonably plausible assumption to make even though the precise molecular
mechanisms for time averaging mechanical stimuli and transduction are not completely
understood [70]. We also assume that the cell will interpret these forces as a mechanical
signal and react by actively migrating in a direction determined by the forces. This second
assumption concerns cell behavior which is a nonlinear phenomenon and certainly depends
on cell type. For example, single cell Dictyostelium adherent to a surface, in a high velocity
shear flow, is known to actively migrate against the flow of the fluid [71]. The fluid creates
a global shear stress on the cell and via some molecular mechanism the cell presumably
interprets the forces and actively migrates against them [72]. We consider a behavior that
is opposite of this, for the purpose of this study, in which the cell interprets the forces and
polarizes its directionality of migration in the direction of the forces. This is perhaps the
simplest behavior to consider.
We used the following system parameters: Rcell = 10µm, elastic modulus for a single
cell E = 1000Pa, scaling parameter for damping η0 = 1.0× 10−2 Ns/m, diffusion coefficient
D = 1.8 × 10−8 m2/s. Cell-cell adhesion was set to be approximately 250 Pa which is
physiologically reasonable [68]. The number of elements per cell was between 16 and 32 with
an average of 25 elements per cell. The activity rate of cytoskeletal remodeling for the cell
was varied from A = 6µm3/s to 152µm3/s. The kinetic rate for cytoskeletal polymerization
and depolymerization was set to be on A/2. The size of the disc was set to be Rd = 60µm
in radius.
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4.3.2 Results
With a force applied to the disc, the disc flows through the tissue while the cells actively
migrate around it. In Fig. 37(b), traced trajectories are shown over a period of 168 minutes
with an applied force of 10nN, in the upward direction, and a cell activity of A = 20µm3/s.
It is shown in Fig. 37(c) that the trajectory of the disc is linear over time. The slope of
this line gives the terminal velocity of the disc. Varying the force shows that the terminal
velocity of the disc is linearly proportional to the force applied to the disc Fig. 37(d).
Now by using a force of 10nN on the disc, we vary the cell activity from A = 0.0µm3/s
to 100µm3/s. These trajectories of the disc are shown in Fig. 38(a). Note that the terminal
velocity of the disc trajectory increases with cell activity. In the case that cells are not
migrating, A = 0.0µm3/s, the trajectory of the disc has a terminal velocity of 0.0µm/min.
As indicated by this trajectory, when A = 0.0µm3/s the force acting on the bead deforms
the tissue but on long times scales, the tissue is essentially a solid material and has no fluid
like properties.
To compute the effective viscosity of the tissue, we utilize an expression derived for the
drag force exerted on a disc in a two dimensional fluid [73].
F =
4pivηm
ln
(
1 + ηm2Rdηw
) . (55)
Here, F is the force applied to the disc, Rdisc is the radius of the disc, v is the terminal
velocity of the disc trajectory, ηm is the damping on the disc caused by the tissue, and ηw is
the bulk viscosity of the fluid bounding the tissue, for which we use a the viscosity of water
0.7 × 10−3Pa s. From this, to get a value for the effective viscosity of the tissue we must
divide ηm by the thickness of the sheet, which is given by the diameter of an element.
A curve showing the relation between tissue viscosity and cell activity is shown in
Fig. 38(b). The curve shows that tissue viscosity increases as the cell activity decreases
so in essence the more quiescent cells are in the tissue, the higher the tissue viscosity will
be. As cell activity increases, the tissue viscosity seems to converge to a lower bound. This
result indicates that the macroscopic tissue property of viscosity, is determined by a sub-
cellular time scale defining active dynamics. It is appropriate in this case to describe the
fluid-like properties of the tissue as an emergent phenomenon, originating from processes
68
 0
 20
 40
 60
 80
 100
 0  50  100  150  200  250
2 nN
5 nN
10 nN
20 nN
 time (minutes)
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  5  10  15  20
 di
sp
lac
em
en
t  (
μm
)
 te
rm
ina
l v
elo
cit
y  
(μ
m/
mi
n)
force  (nN)
(a)                       (b)
(c)                         (d)
Figure 37 (a) A visualization for an ScEM simulation of a two dimensional tissue consisting of
about 1200 cells equilibrated around a large circular disc. The disc is shown in red and cells
are colored randomly in order to distinguish them. (b) With a force applied to the disc, the
disc flows through the tissue while the cells actively migrate around it. Trajectories shown
are traced over a period of 168 minutes with an applied force of 10nN and a cell activity of
A = 20µm3/s. (c) Trajectory of the disc is linear over time. The slope of this line gives the
terminal velocity of the disc. (d) Varying the force shows that the terminal velocity of the
disc is linearly proportional to the force applied to the disc.
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occurring at scales which are smaller by one or two orders of magnitude.
Another curious result is that the effective viscosity of the tissue is notably dependent on
the mechanism in which the cells determine their migration polarity vector Pˆmigration. In the
case of machanotaxis, the viscosity is about two fold lower than cells migrating with random
directionality. With mechanotaxis, the force on the disc is transposed mechanically through
the cells. This “mechanical signal” creates large scale patterning in the cell trajectories
which are indistinguishable from the case of Pˆmigration = Pˆrandom Fig. 37(b). While the
static pattern is indistinguishable, the temporal dynamics are obviously different as evident
in Fig. 38(b). This makes senses as one would think that mechanotaxis, as we implemented
it, would enable the cells to migrate out of the path of the disc in a manner more effective
than random migration. Hence allowing the disc to reach a faster terminal velocity and the
tissue to have a lower effective viscosity.
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Figure 38 Measuring tissue viscosity. (a) Multiple trajectories of the disc through ScEM
tissue while cell activity is varied from A = 0.0µm3/s to 100µm3/s. Terminal velocity of
the disc trajectory increases with cell activity. (b) Viscosity of tissue is dependent on cell
activity. Viscosity decreases with the increase of cell activity. Viscosity of tissue is also
dependent on the mechanism in which the cells determine their migration polarity vector
Pˆmigration. The viscosity is about two fold lower for mechanically guided migration than
cells migrating with random directionality.
4.3.3 Discussion
We have shown that epithelial tissues simulated with the ScEM have effective viscosities
on the order of 104 − 105Pa s and that tissue viscosity depends strongly on the subcellular
remodeling activity A of the constituent cells of the tissue. These values for tissue viscosity
are an emergent output from parameter inputs for single cell rheology and physiological
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estimates for cell activity A. Our measurements for tissue viscosity compare quite favorably
with experimental measurements.
Tissue viscosities values were estimated by Gordon et al. to be in the range of 105 −
107 Pa s for aggregates of embryonic chick heart cells [74]. Rieu and Sawada estimated
viscosities for hydra cell aggregates to be greater than 104 Pa s [75]. More recently, Schoetz
measured tissue viscosity for ectoderm and mesendoderm aggregates of embryonic Zebrafish.
Values measured for tissue viscosities were 4.30 ± 0.25 · 104 Pa s for ectoderm and 1.96 ±
0.19 · 104 Pa s for mesendoderm [68]. Furthermore, Schoetz studied the movement of cells
in aggregates of Zebrafish embryonic extracts of ectodermal and mesendodermal tissues.
Effective diffusion coefficients were measured for the two cell types. This diffusion is not
driven by thermal fluctuations but by the active migration of the cells. It was found that
mesendodermal cells had a higher effective diffusion than ectodermal cells. As just noted,
the tissue viscosity for mesendoderm was smaller than the tissue viscosity of ectoderm.
This relation is consistent with the tissue viscosity-cell activity relation that we observe
with our model: tissue viscosity increases as cell activity decreases. While we did not
measure a diffusion coefficient for the mobility of cells, cell mobility should be proportional
to cell activity. The dependancy of tissue viscosity on cell-cell adhesion was not studied
with the ScEM but it was proposed by Gordon et al. that tissue viscosity should depend
logarithmically on adhesion molecule expression levels.
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4.4 Collective cell migration
In this section we show how cells can move through a tissue without the need of traction from
a substrate; traction from cell-cell adhesive interactions are all that are needed. As in the
previous section, to simulate cell migration with the ScEM, we implement an algorithm for
element replacement. With the cell migration polarity vector Pˆmigration used to define the
“front” and “back” of the cell, an element in the back half of the cell is selected. This element
is set to fade-out, thus disassembling a subvolume of the cell cytoskeleton. Simultaneously
a location near the leading edge of the front half of the cell is selected. At this location, a
new element is set to fade-in, thus assembling a new subvolume of the cell cytoskeleton.
4.4.1 Methods
We used the following system parameters: Rcell = 10µm, elastic modulus for a single cell
E = 1000Pa, scaling parameter for damping η0 = 1.0 × 10−2 Ns/m, diffusion coefficient
D = 1.8 × 10−8 m2/s. Cell-cell adhesion was set to be approximately 250 Pa which is
physiologically reasonable [68]. The number of elements per cell was between 16 and 32
with an average of 25 elements per cell. A two dimension tissue of about 1200 cells was
initialized. The activity rate of cytoskeletal remodeling for the cell was A = 20µm3/s for all
cells in the system. The kinetic rate for cytoskeletal polymerization and depolymerization
was set to be on A/2. All cells are allowed to migrate in random directions except for a
cluster of cells in the middle of the tissue which are given a migration polarity Pˆmigration = yˆ.
4.4.2 Results
Simulations were run for clusters of 4, 16, and 64 polarized cells. Results are shown in Fig. 39
where clusters of polarized cells collectively migrate through a tissue in the yˆ direction.
A color graded map in polar coordinates shows the directionality of displacement after 2
hours of migration. The panel at the bottom of the figure shows the same color graded
directionality map in the form of a spectrum which also shows that brightness of the cells is
graded by the relative root mean squared displacement of the cells. This graded brightness
highlights cells which have Pˆmigration = yˆ as bright yellow colored cells. The average velocity
of the cell cluster is about 2µm/min. Very interestingly, the collectively migrating cells form
streams of nearly single filed cells. This is an emergent phenotype of the model. It appears
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Figure 39 Simulations of tissue invasion. Clusters of cells, given a polarity Pˆmigration =
yˆ, collectively migrate through a tissue in the yˆ direction. All other cells in the tissue
have random polarity. Color graded map in polar coordinates shows the directionality of
displacement after 2 hours of migration. The panel at the bottom of the figure shows the
same color graded directionality map in the form of a spectrum which also shows that
brightness of the cells is graded by the relative root mean squared displacement of the cells.
This brightness gradient highlights the cells which have biased polarity vectors as bright
yellow colored cells. (a) Cluster of 4 cells with Pˆmigration = yˆ. (b) Cluster of 16 cells with
Pˆmigration = yˆ. (c) Cluster of 64 cells with Pˆmigration = yˆ.
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as though the cells with biased polarity spread away from each other and “claw” through
the tissue. Forming streams of single filed cells is presumably an efficient way to distribute
the traction available from cell-cell interactions.
4.4.3 Discussion
Collective cell migration has been a topic of great interest in recent years [76]. We have
shown with the ScEM that modeling collective cell migration in an epithelial like tissue
forms emergent patterns of streaming cells. Very similar phenotypes have been observed in
cell culture systems [77, 78] and also in cancer invaded tissues [76]. While the simulations
presented here on collective cell migration are more of ‘proof of principal’ examples, un-
derstanding coordinating mechanisms of collective cell migration has great implications in
wounding healing [76], cancer invasion [80, 81], and as we will show in the following chapter,
embryonic morphogenesis.
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5 CHEMOTAXIS IN THE EARLY DEVELOPMENT OF AMNIOTES
In this chapter we will use the Subcellular Element Model (ScEM) to interpret experimental
observations of cell movements during primitive streak formation in the early chick embryo.
As discussed in Chapter 1, cells lateral to the streak undergo long range coherent motion, in
the form of two large counter-rotating vortices as shown in Fig. 7(b) [23, 24]. The underlying
mechanism responsible for this observed tissue morphogenesis is not known. There are many
genes shown to facilitate gastrulation: Nodal, and genes of the Fgf, Bmp, and Wnt families.
Prior to gastrulation there is no localized expression in the area pellucida and the expression
of these key genes is restricted to the regions of Koller’s sickle, and the marginal zone [82].
Thus, it is assumed that the orchestrative agents of cell movement are localized in the
posterior region of the area pellucida and the marginal zone. Chemotaxis is a phenomenon
in which cell movement is directed by a chemical signal. We hypothesize that cell migration
in the chick may be directed by chemotaxis. There is experimental evidence that contradicts
this notion [83], but there is also some experimental evidence which lends support [24].
Further supporting this hypothesis, Yu et al. studied Fgf8 morphogen gradients in zebrafish
and found that Fgf8 molecules diffuse freely in the extra cellular space with diffusion rates
much higher than previously known to be possible throughout epithelial tissues [84]. They
measured a diffusion coefficient of about 50 µm2/s and a morphogen gradient with a decay
length of about 200 µm. Using pattern formation to guide investigations in determining
biological mechanisms is a well established practice in developmental biology [19]. In the
case of the pattern observed in the chick (Fig. 7), this is a ‘dynamic pattern’ that it is
only apparent over time, outlined by the sequential displacements of the cells. Guided by
this pattern we investigate a mechanism in which cell motion is guided by chemotactic
signals emanating from two localized tissue regions on the anterior end of Kollers sickle.
Particularly, the counter rotating vortices suggest that the chemotactic agents may be set
up as a dipole.
The work discussed in this chapter originates from a collaborative effort between myself,
my advisor Timothy J. Newman, and experimental collaborator Cornelis J. Weijer. This
work has been organized into a paper and is in preparation for publication [17].
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5.1 Methods
5.1.1 Morphogen Gradients
A morphogen is a substance active in governing pattern formation of tissue development [19].
Morphogens spread from localized source and form concentration gradients. Morphogens
can spread throughout a tissue by various mechanisms such as diffusion or regulated cell-cell
signaling pathways [4, 19, 84]. Morphogen gradients endow cells with spatial information
within a tissue and can dictate cell differentiation with various threshold concentrations
[4, 19].
Chemotactic agents are a type of morphogen which dictate directionality of cell mi-
gration. We approximate steady state diffusion for chemotactic agents with concentration
gradients that scale as a decaying exponential with a decay length λ:
C(r) = C0e(−r/λ) , (56)
where r is the distance from the source and C0 is the concentration of chemotactic
molecules measured at the source. We can express the concentration as C0 = γN/2piDm,
where N is the number of cells excreting chemotactic molecules, γ is the rate that molecules
are excreted, and Dm is the diffusion coefficient of the morphogen.
Another thing to consider is that there is a spatial resolution of a concentration gradient
due to intrinsic noise in the signal. That is, when a cell is far enough from the source of
molecules, there is a threshold concentration C(rmax) where fluctuations overwhelm the
graded signal and a cell cannot distinguish directionality of the source. Estimating fluctu-
ations as the mean squared error of Eq. 56, the maximum range can be approximated as
[calculated by my advisor Timothy J. Newman]:
rmax = 2λ ln
[
d
λ
(
γNτm
2
)1/2]
, (57)
where τm is the time scale over-which a cell makes a measurement, and d is the linear size
of the cell, and represents the limitation of spatial resolution determined by the maximum
distance between receptors on the cell surface used to triangulate orientation. We can
estimate values for these parameters: λ = 200µm; N = 100 to 1000 cells; τm = 1 to 10
seconds; γ = 100 to 1000 molecules per second; d = 5µm to 20µm. With this very broad
76
but physiologically plausible parameter range, values for rmax range from about λ to about
10λ. For our simulations presented here, we used a value of rmax = 4λ.
5.1.2 Chemotactic dipole in the ScEM epiblast
Using the ScEM, we modeled the epiblast of the chick in two dimensions. The epiblast is an
epithelial tissue consisting of columnar shaped cells so we use a 2D implementation of the
model to represent a cross-section of the tissue. At the onset of gastrulation, the epiblast
consists of about 20,000 cells. For computational efficiency we approximate the epiblast to
be about 1200 cells and represent each cell with 16 to 32 subcellular elements. In setting up
the chemotactic dipole, we define four different cells types. As illustrated in Fig. 40(a) these
four cells types are: 1) agent cells that emit chemotactic attractants (green), 2) agent cells
that emit chemotactic repellants (yellow), 3) responder cells that actively respond to the
chemotactic agents (blue), and 4) fixed cells the don’t respond to the chemotactic agents
(white). In fact, these white cells are fixed to provide a confining boundary condition. The
responder cells (blue) are allowed to migrate with an activity rate of cytoskeletal remodeling
A = 20µm3/s. Agent cells (green and yellow) do not actively migrate and have an activity
rate A = 0µm3/s.
Since there are no morphogen gradient parameters measured for the chick, we will con-
sider the decay length of about 200µm as measured for the Fgf8 morphogen gradient in
zebrafish [84]. We cannot use this value directly in our simulation however because we are
simulating a much smaller system of cells (∼1200 instead of ∼20,000). The ratio of epiblast
diameters between simulation and the experimental system is about 0.44. Using this as a
scaling factor, the decay length we use in the simulations is λ = 87µm and the maximum
range of the gradient is about rmax = 350µm.
As noted above, responder cells (blue) in Fig. 40 actively migrate in response to the
chemotactic agents. Thus, by Eq. 56 directionality of migration is dependent on the range
and orientation to the attractive (green) and repulsive (yellow) agent cells. For the ori-
entation of cells shown in Fig. 40(a), the normalized polarity vectors Pˆchemotaxis can be
computed and are shown in Fig. 40(b).
As discussed in the previous chapter, direction of migration of individual cells is defined
by the polarity vector Pˆmigration. We could assume that the cell polarity determined by
chemotaxis is directly transposed to the direction of migration: Pˆmigration = Pˆchemotaxis.
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(a)                                        (b)
Figure 40 Chemotactic dipole in the ScEM. (a) A visualization of the ScEM epiblast where
the dipole is set up with four different cell types. White cells are fixed, providing a confined
boundary condition. Yellow agent cells emit chemotactic repellants. Green agent cells emit
chemotactic attractants. Blue responder cells actively migrate, as per Eq. 56, in a direction
that is dependent on the range and orientation to the chemotactic agents. (b) Normalized
polarity vectors Pˆchemotaxis computed for the cell positions shown in (a). The crescent of
blue dots which lack vector arrows indicate cells that are outside the effective range of the
morphogen gradient as defined by Eq. 57.
Instead, we consider the case that the direction of migration is determined additionally by
mechanotaxis:
Pˆmigration = αPˆchemotaxis + (1− α)Pˆmechanotaxis , (58)
where α is a “taxis tuner” set to a value between 0 and 1. In the case that α = 0, the
cells are totally mechanotactic. In the case that α = 1, the cells are totally chemotactic.
For the simulation results presented here we set α = 0.5.
Other system parameters are: Rcell = 10µm, elastic modulus for a single cell E =
1000Pa, scaling parameter for damping η0 = 1.0×10−2 Ns/m, diffusion coefficient D = 1.8×
10−8 m2/s. Cell-cell adhesion was set to be approximately 250 Pa which is physiologically
reasonable [68].
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5.2 Results
We simulated the dynamics of the chemotactic dipole in the ScEM epiblast. A snapshot
of the dynamics of the simulation is visualized in Fig. 41(a). This snapshot shows the
progression of the simulation after about 2.2 hours of biological time. Cell profiles can be
seen and in comparison to Fig. 40(a), it can be seen that the dipole has moved through the
tissue. In Fig. 41(a), the relative velocity of the actively migrating responder cells can be
interpreted using the polar color gradient shown in the top right insert. Bright red colored
cells have a relatively high velocity in the upward direction while bright blue colored cells
have a relatively high velocity in the downward direction. Dark colored cells have a relatively
low velocity. This color scheme outlines a bright red streak of cells that bisect the epiblast.
From this same simulation, Fig. 41(a) shows the trajectories of cells over the 2.2 hour period.
The traces of the cells are colored based on the color graded polar directionality map shown
in the top right insert. The traces of the cell trajectory show that the chemotactic dipole
directs cells to collectively migrate in the pattern of two large counter rotating vortices.
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(a)
(b)
Figure 41 Cell displacement in the ScEM as directed by a chemotactic dipole. (a) A snapshot
of the ScEM epiblast showing cells colored as per the polar color graded velocity map shown
in the top right insert. Bright red colored cells have a relatively high velocity in the upward
direction while bright blue colored cells have a relatively high velocity in the downward
direction. shows the cell shapes. Dark colored cells have a relatively low velocity. (b)
Traces of cell trajectories as driven by cell migration and orchestrated by the chemotactic
dipole. The traces of the cells are colored based on the color graded polar directionality
map shown in the top right insert.
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5.3 Discussion
The simulations reveal a number of things. First they reveal that a chemotactic dipole
is able to orchestrate the type of large scale collective cell movement observed in the chick
epiblast during gastrulation and primitive streak formation. Second, cell movement is driven
solely by subcellular reconstruction and requires no external forces and no interactions with
a substrate. This reveals that this type of large scale cell migration is mechanically possible
through cell-cell interactions and interactions with the periphery boundary. In the chick,
the cells of the epiblast are adherent to a basal level extracellular matrix. This extracellular
matrix has been thought to act as a substrate from which the cells can gain traction.
However, recent experimental evidence suggests that there is little epiblast cell movement
relative to the extracellular matrix [85]. These observations by Zamir et al. show that the
fibronectin component of the extracellular matrix moves in synchrony with the observed
cell displacements. While their findings are perhaps currently controversial in the scientific
community, our simulations lend support to the observations in showing that cell migration
in the epiblast is mechanically possible without traction from a substrate.
Better comparison between theory and experiment requires quantitative analysis of ex-
perimental observations. Quantitative analysis of time-lapse micrographs will provide in-
sight on spatial patterning and provides useful feedback for modeling work. This is the
subject of current ongoing work [25]. In addition, many improvements can be made to the
modeling effort. Cells in the chick epiblast undergo about 2 cell divisions during gastrulation
and streak formation. The current model does not consider this dynamic effects of this but
cell growth and division may be important for the emergent pattern. In addition to prolifer-
ation, a soft expanding boundary condition will be more realistic to consider. While the cells
of the epiblast nearly quadruple in number, the size of the embryo during streak formation
is observed to only double in size. A large reason for this is that the process of gastrulation
moves many cells of the epiblast into the sublayers via cell ingression in the region of the
forming streak. The process of cell ingression in the context of the 2D ScEM is analogous
to cells shrinking and disappearing from the 2D cross-section of the epiblast. Proliferation
and ingression in the path of the streak are likely important processes to consider in further
studies of morphogenesis in the epiblast. Modeling a larger system of cells numbering tens
of thousands will also be an improvement. Finally, extensions of the modeling into 3D will
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certainly reveal an understanding of the processes of ingression, epithelial to mesenchymal
transitions, and interactions between cells and the extra cellular matrix.
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6 CROSS-SECTIONAL TOPOLOGY OF EPITHELIAL TISSUE
Figure 42 Structure of simple epithelium. Shown is a single layer of columnar cells from
mucosal epithelium in rat small intestine. Black lines superimposed on the micrograph
outline the mosaic tiling pattern of the tissue topology as a two dimensional cross section
in the plane of the tissue. Figure from [86]
In this chapter, we will discuss the tissue topology of embryonic epithelia. Cells in
embryonic epithelia are often densely packed and well-organized into a single sheet of tissue.
In the plane of the sheet, epithelial cells have approximately polygonal cross-sections Fig. 42.
A useful way to characterize tissue topology is to construct a histogram of cell neighbor
numbers (CNN). Note, assuming that cells have well-defined sides, the number of sides of
a given cell is equal to its CNN (i.e. number of nearest neighbors). Studies measuring such
histograms date back to the 1920’s with analysis of proliferating epidermis in Cucumber
(plant)[87, 88]. More recently, Gibson et al. (2006) [89] (hereafter referred to as GPNP)
reported CNN histograms for three diverse model organisms: Drosophila (insect), Xenopus
(amphibian), and Hydra (marine invertebrate), and observed that these histograms fall
approximately onto a “universal” curve. CNN histograms have also been measured for
proliferating epithelial tissues in Chick (avian), Anagallis (plant) and Arabidopsis (plant)
organisms [89, 90, 91, 92, 93]. Remarkably, the CNN histograms all fall approximately onto
the same “universal” curve as shown in Fig. 43. It is found that cells with six nearest
neighbors are the most common, but significant numbers of cells with five or seven nearest
neighbors are also counted. GPNP were also able to reproduce the “universal” histogram
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Figure 43 Cell neighbor number (CNN) histograms reported in the literature: Drosophila
(red), Xenopus (green), and Hydra (blue) [89]; Anagallis (purple) and cucumber (cyan)
[92]; and Arabidopsis (orange) (reanalyzed using image from [91]). Finally pre-streak chick
(yellow). Also shown is the histogram of the GPNP model (black). Numbers in parentheses
indicate number of cells counted in each tissue.
with surprisingly good precision using a non-spatial Markov chain model. This theoretical
histogram is also shown in Fig. 43 under the label GPNP. The following discussions of this
chapter will critically analyze the theoretical results from GPNP, propose further models,
and further explore CNN histograms in embryonic Chick epithelium.
The work discussed in this chapter originates from a collaborative effort between myself,
my advisor Timothy J. Newman, and experimental collaborators Manli Chuai, and Cornelis
J. Weijer. Experimental data on Chick was obtained by Manli Chuai and Cornelis J. Weijer.
Markov process calculations were performed by Timothy J. Newman. This work has been
organized into a paper and submitted for publication [15].
6.1 Modeling the universal histogram
In the following sections we present a few modeling techniques to interpret the experimental
data of CNN histograms. We start by revisiting the non-spatial Markov chain model of
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GPNP.
6.1.1 Markov chain models
GPNP describe the universal histogram using a non-spatial model formulated as a Markov
chain model. A Markov chain is a stochastic model that describes a sequence of possible
events in which the probability of each event depends only on the attained state of the
pervious event. The model proposed by GPNP assumes that cells divide synchronously
in discrete generations and this allows the system to be formulated as a Markov chain.
Consider a polygon with n sides. Like a mother cell diving into two daughter cells, if this
“mother” polygon were to be split into halves, there would be two resultant “daughter”
polygons of sidedness l and m. This is illustrated in Fig. 44(a). From geometry we can
write that n = l+m− 4. It is assumed by GPNP that n ≥ 4 and they justify this condition
with the fact that cells with 3 neighbors are seldom seen in tissues. From this, it follows
that 4 ≤ l ≤ n and similarly for m. Now consider the vertices of a polygon with n sides.
Such a polygon would have n vertices. If split along a random orientation, what is the
probability that the division axis would separate k vertices on one side and n−k vertices on
the other? Splitting the mother polygon would lead to two daughter polygons with sidedness
of l = k + 2 and m = n − k + 2. Since it is stipulated that a polygon must have at least
four sides, there must be at least two vertices for each daughter polygon. GPNP handle this
by taking vertices from the total of n and deterministically distributing 2 of them to each
daughter polygon. This leaves n − 4 vertices to be distributed randomly between the two
daughter polygons. At this point we can compute the probabilistic transition rates that a
mother polygon with sidedness n will produce a daughter polygon with sidedness m. This
probability takes the form of a binomial distribution Cn−4m−4/2
n−4, where the combinatorial
symbol is defined as Cij = i!/j!(i− j)!.
There is a second effect that needs to be considered. For a population of neighboring
polygons, we need to account for the extra sides picked up by a polygon neighboring a
dividing polygon. This is illustrated in Fig. 44(a) where two neighboring 6 sided polygons
(gray colored) turn into 7 sided polygons (blue colored) when their neighboring polygon
divides. In general, for each dividing polygon, two daughter polygons will gain two additional
sides and two neighboring polygons will gain an additional side. Now consider a population
of polygons where from one generation to the next, the population of polygons increases
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Figure 44 Markov Chain model for cell topology. (a) Summary diagram of topology changes
during cell (polygon) division. A polygon with 6 sides (red) divides into two 5 sided polygons
(green). As well, two neighboring 6 sided polygons (gray) turn into two 7 sided polygons
(blue) when their neighboring polygon divides.; (b) Schematic of Markov chain model rep-
resenting proliferation dynamics for polygonal cells. Cells occupy a series of discrete states
representing polygon classes from four to nine sides. To simulate a round of cell division in a
epithelial tissue, polygons either recycle to the same state (curved arrows) or transition to a
new state (straight arrows) according to the probabilities encoded by the transition matrix
T
(0)
m,n. Transitions from states with steady-state values for p < 10−4 have been omitted for
clarity. Figures from [89].
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2 fold, we may say that on average each polygon will pick up an additional side. As a
mean field approximation, GPNP assume that each polygon actually gains an additional
side. From this we can define a transition matrix T (0)m,n that gives the probability rates that
a polygon with n sides will produce a polygon with m from one generation to the next:
T (0)m,n = C
n−4
m−5/2
n−4 , (59)
where entries in T are assumed to be zero unless n ≥ 4 and 5 ≤ m ≤ n + 1. To sim-
ulate a round of cell division in an epithelial tissue, polygons transition sidedness with
probabilities encoded by this transition matrix T (0)m,n. In epithelial tissue, cells can oc-
cupy a series of discrete states representing polygon classes. We define a column vector
p = (p4, p5, · · · , pn, · · ·)T to hold the population fractions of discrete polygon classes for a
given generation. We may use the following operation to compute the population fractions
of polygons for a consecutive generation: p∗m = T
(0)
m,npn. A schematic for this is illustrated
in Fig. 44(b). Iterating this operation yields a steady-state for p.
The steady-state values for p can be presented in the form of a histogram and we
have plotted this in Fig. 43 to indicate how well the GPNP model agrees with the data
collected from the proliferating epithelia of quite distinct organisms. The most significant
apparent weakness of the GPNP model is the predicted absence of 4-sided cells, whereas
from observation about 3%− 4% of cells are found to be 4-sided.
To summarize the GPNP model, their primary assumptions are 1) that the spindle axis
defining the orientation of the division is chosen randomly for each cell, 2) the absence
of three-sided cells, 3) that cells divide synchronously in discrete generations, and 4) that
the spatial correlations between the sidedness of cells can be neglected. Note that the
implementation of defining a random axis of division by GPNP is not consistent with a
purely random process, but, rather, imposes a particular ad-hoc mechanism of randomly
defining the axis of division. Further, we have seen that forbidding the existent of 3-sided
cells, even of a transient nature, removes any possible means of creating 4-sided cells in the
steady-state of p. In the following section we will test the robustness of the Markov chain
model by first reexamining assumption 1 by implementing a correct algorithm for defining
a random axis of division, then we will reexamine assumption 2 and allowing the existence
of 3 sides cells within the formulation of the Markov chain.
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Figure 45 The histograms for the original GPNP Markov chain model (red), the Markov
chain model with adjusted statistical weights to represent a truly random orientation of the
division axis (green), the Markov chain model allowing transient 3-sided cells thus generating
a non-zero population of 4-sided cells (blue), and the Markov chain model allowing transient
3-sided cells, and adjusting the statistical weights (yellow).
6.1.2 Robustness of the Markov Chain Model
As discussed in the previous section, the algorithm proposed by GPNP which leads to the
form of T (0)m,n Eq.(59) contains a subtle bias concerning conditional probabilities. Contrary
to the understanding of GPNP, their algorithm is not compatible with their assumption
that the division axis is chosen completely at random. The algorithm of GPNP is to de-
terministically predefine each daughter polygon to have two vertices and then to randomly
distribute the remaining n − 4 vertices. Their algorithm is ad-hoc and there are in fact
many algorithms which can be devised that all have different steady-state distributions of
polygon classes. In order to maintain the assumption of random division, one must define
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the division axis purely at random, and then discard outcomes which do not satisfy the
constraint that daughter polygons must have a minimum number of sides. In this case,
the normalization accounting for the fact that 2 + 2n outcomes are discounted leads to the
following transition matrix:
T (1)m,n = C
n
m−3/(2
n − 2− 2n) , (60)
where entries for T are assumed to be zero unless n ≥ 4 and 5 ≤ m ≤ n+ 1.
Computing the steady-state of p with this transition matrix leads to a significant shift
in the histogram for 5 and 6 sided polygons, distorting the previously very good agreement
with experimental data (Fig. 45).
Now turning to the assumption that 3-sided cells do not exists. It can be seen in
Fig. 44(b) that although 4-sided polygons are allowed, there is no entry in the transition ma-
trix T which can create them. Hence, the fraction of 4-sided cells decreases monotonically
under iteration to a steady-state value of zero. This is not compatible with the experimental
observations and prompts us to allow three-sided daughter cells to be created. As before, a
mother polygon of sidedness n divides to create two daughter polygons of sidedness l and
m. We still have n = l + m − 4, though now 3 ≤ l ≤ n + 1 and similarly for m. From
this, and as derived in the previous section, it follows that p∗m = T
(2)
m,npn and the transition
matrix is
T (2)m,n = C
n−2
m−4/2
n−2 , (61)
where the entries for T are assumed to be zero unless n ≥ 3 and 4 ≤ m ≤ n+ 2.
Computing the steady-state of p with this transition matrix leads to a non-zero fraction
of 4-sided cells, about 8% and over-estimating this population by a factor of two. This error
has an effect of shifting the rest of the histogram and negatively affecting the agreement
with experimental data (Fig. 45).
Now in the case of implementing purely random division and allowing transient three
sided cells, the transition matrix is
T (3)m,n = C
n
m−3/(2
n − 2) , (62)
where entries for T are assumed to be zero unless n ≥ 3 and 4 ≤ m ≤ n+ 2. Combining the
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Figure 46 The histograms for the original GPNP Markov chain model (black), and the
Markov process model with four permutations of statistical weights and allowing transient
3-sided cells: GPNP weights and no 3-sided cells (red), adjusted weights and no 3-sided
cells (green), GPNP weights allowing transient 3-sided cells (blue), and adjusted weights
allowing transient 3-sided cells (yellow).
two changes to the model (allowing transient 3-sided cells and using statistically unbiased
weights for the division axis) only leads to worse agreement as shown in Fig. 45.
From this, it is apparent that the excellent agreement that GPNP show with their Markov
chain model is certainly serendipitous. All attempts to incorporate biologically plausible
conditions lead to worse and worse agreement for modeling the topology of epithelial tissue.
In the following section, we make one last attempt to vindicate this non-spatial model by
reexamining the assumption that cells divide synchronously in discrete generations.
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6.1.3 Markov Process Model
Given the poor robustness of the Markov chain model, I will present further efforts to make
improvements to the non-spatial models by implementing this stochastic process within the
framework of a Markov process. These calculations were preformed by my advisor, Timothy
Newman. With this we reexamine the assumption by GPNP that proliferation in a tissue
occurs synchronously in discrete generations of cell division. A Markov process brings the
model closer to the observed biology by formulating cell division as an asynchronous process.
Within the formulation of a stochastic Markov processes, time is a continuous rather than
a discrete quantity. With the Markov process model, each polygon has a small constant
probability per unit time to divide. Only a small fraction of the cells in the system will
be undergoing division at a given instant in time. Another thing that must be considered
with the Markov process model is the way in which new sides are distributed to neighbors
of a dividing polygon. For the Markov chain model, a mean field approximation is made by
assuming that each polygon is given one additional side per discrete generation. This arises
from the fact that on average each polygon receives a side from a dividing mother polygon
per generation. With the Markov process model, which is also a non-spatial model, each time
a mother polygon divides, two random polygons are given an additional side. Interestingly,
with the Markov process will generate a non-zero steady-state fraction of 4-sided polygons
even with the condition that 3-sided polygons are forbidden.
The Markov process model was implemented using the Gillespie algorithm [94] and all
further details on how to perform this calculation can be found in our paper [15]. As can
be seen from Fig. 46, the histograms from the Markov process model are very different than
the universal histogram. Disallowing three-sided polygons, and using the statistical weights
of GPNP, we find that 5-sided cells are the most common, and that cells with large numbers
of sides have non-negligible statistical weight. Permuting whether or not 3-sided cells are
allowed, and using the two different statistical weights, discussed in the previous section,
has little impact on the histograms, all of which have a broad distribution for larger values
of the number of neighbors, and only minor differences for smaller values.
We conclude from these results that attempts to improve the non-spatial model are fu-
tile, and that the excellent agreement between theory and experiment presented by GPNP
appears to be serendipitous. We believe the weakness with these models is that spatial cor-
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relations are ignored. This assumption is implemented as a mean-field approximation when
distributing the addition of sides to neighbors of dividing mother polygons. In abandoning
this assumption it is necessary to formulate an explicitly spatial model of the system which
we do in the following section using the Subcellular Element model.
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6.1.4 Spatially explicit simulation using the ScEM
In this section, we show results of using the Subcellular Element Model (ScEM) to generate
two dimensional projections of epithelial sheets through repeated cell growth and cell divi-
sion. As discussed in earlier chapters, each cell is modeled as a cluster of visco-elastically
coupled elements, thereby allowing emergent cell shape dynamics.
Now we describe implementation of the ScEM in two dimensions to grow an epithelial-
like sheet. For computational efficiency, we seed each simulation with an array of 37 cells,
each composed of 128 subcellular elements. As a process of regulating cell growth, the
algorithm is as follows [31]. At each time step, a subset of elements (near the cell core)
attempt a replication process with a small probability. For a given element α at a position
rα we randomly select a point r′α a distance r0 from element α, where r0 is the diameter of an
element as defined in the interaction potential Eq. 20 as the equilibrium distance req. If this
point is adequately far from neighboring elements β (meaning that |rα′ −rβ | > dmin) then a
new element α′ is placed at that location. Once the cell doubles in size (number of elements
doubles), the cell splits evenly into two daughter cells of approximately 128 elements each.
We use a simple algorithm to determine the axis of cell division by determining the geometric
long axis of the cell, and divide perpendicular to this. This maintains an epithelial sheet
with roughly isotropic polygonal cells. Choosing a random axis of division (random both
in absolute space and relative to the long axis of the cell) yields cell morphologies which
are increasingly polarized (“splintered”) as proliferation continues. Similar morphologies
have been reported in other models [92, 91]. Cell proliferation is allowed to continue until
the system size is large enough to obtain good statistics for cell neighbor counting: about
1000 to 1500 cells (Fig. 47a). The viscoelastic properties of cells were chosen so that the
bulk elastic modulus of a single cell was of order 1000 Pa. Viscosity was computed so
that the relaxation dynamics of the cell in response to a small perturbation was of order
1 second [38]. Methods for calibrating these values are discussed in previous chapters [14].
Cell-cell adhesion, as measured by the force per unit area to dissociate two cells, was set to
be approximately 250 Pa.
For a given cell, in order to determine whether a proximate cell is indeed a neighbor,
we consider cell-cell interactions at the level of the subcellular elements; in particular, by
considering the short-ranged element-element interaction potentials. Subcellular elements
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Figure 47 (a) An example of cell morphology of a cell sheet grown in two dimensions using
the ScEM with 128 to 256 elements per cell. Cells are colored randomly in order to dis-
tinguish cells. (b) The scaled intercellular interaction potential between elements. Beyond
the equilibrium distance r0 there are decaying interactions between elements. This region
is outlined with a color gradient. (c) High magnification of elements of several neighboring
cells. Cells are distinguished by different colors. Demonstrated here are the different cut-off
ranges for which two elements from different cells are considered to be interacting strongly
enough that their associated cells are neighbors. The cut-off range is rc, and r0 is the di-
ameter of an element and/or the equilibrium distance of the interaction potential shown in
(b).
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have a linear dimension of typically about 1 micron (if 128 elements are used to represent the
cross-section of a cell), and so are significantly more coarse-grained than protein complexes
responsible for binding cells together in an epithelium, the existence of which unambiguously
defines the cells in question as neighbors. With this coarse-graining, there is uncertainty
involved in determining whether two nearby cells are indeed neighbors. This same issue
arises in experimental determination of neighbors, obtained by analyzing pixelated micro-
graphs of cells. Because of these uncertainties, we extensively analyzed the sensitivity of
CNN histograms as a result of varying our criteria for which two cells are defined as neigh-
bors. The criteria we used were proximity and number of subcellular element interactions.
Proximity is defined in terms of a cut-off distance rc, which is the maximum distance for
which neighboring elements from different cells are considered to define a cell-cell contact.
As shown in Fig. 47b, beyond the equilibrium distance of the potential well (rc ≥ r0), the
colored gradient outlines the range for which element-element interactions are definite, but
cell-cell neighboring relationships could be considered uncertain. For the second criteria,
it is not clear within the community whether one node or two or more boundary cell-cell
interactions constitute a cell-cell neighboring relationship [90]. For this reason, our analysis
entertains both cases. Further, we measure a spectrum of CNN histograms for a range of
interaction cut-offs 1.0 ≤ rc/r0 ≤ 2.0.
In Fig. 48, results from two different simulations are shown in panels (a,b) and (c,d)
respectively, which correspond to two different values of the growth parameter dmin: 0.54 r0
for upper panels and 0.56 r0 for lower panels. The range for dmin is constrained to this range
of values, due to matching biologically plausible rates of proliferation to the intrinsic time
of mechanical equilibration. Increasing dmin effectively decreases the rate of proliferation by
increasing the spatial sensitivity of placing new elements. Note that a higher value of dmin,
and thus a more sensitive criterion for element placement, leads to sharper histograms. The
left panels (a,c) show CNN histograms using the condition that cell-cell contact is defined by
just one common element-element interaction. The right panels (b,d) show CNN histograms
using the condition that cell-cell contact is defined by at least two common element-element
interactions. For all panels, we can see that changing rc/r0 from 1.0 to 2.0 shifts the
histograms from lower to higher CNNs respectively. Inserts show 〈n〉 for a corresponding
cut-toff. For tightly packed cells in epithelial-like tissues, 〈n〉 is usually very close to 6. For
this reason, we assume that the most accurate histogram describing our simulated tissues
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Figure 48 (a) CNN histograms of ScEM simulations in which any two cells are considered
neighbors if they have at least 2 elements in contact within a range cut-off of rc; r0 is the
constant diameter of an element. (b) CNN histograms of the same ScEM simulation as in
(a) except any two cells are considered neighbors if they have at least 1 element in contact
within a range cut-off of rc; r0 is the constant diameter of an element. Inserts shows 〈n〉
for a corresponding cut-off. For 2-dimensional topologies, 〈n〉 must be less than or equal
to 6; 〈n〉 greater than 6 indicates 4-way junctions and the over-counting of CNN. (c) and
(d) are the same analysis but for different simulation parameters which vary the rate of
proliferation.
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Figure 49 Histograms measured from spatial simulations of epithelial cell proliferation using
the Subcellular Element Model, with three different rates of cell growth, compared with the
animal subset of experimentally measured histograms described in Fig. 43.
will be that havnig a value of 〈n〉 closest to 6.
CNN histograms generated from our ScEM simulations show significantly better agree-
ment with experimental data than the non-spatial models discussed above (Fig. 49). Nat-
urally, the ScEM contains several parameters, describing the mechanical properties of cells,
and their dynamics. The histograms generated by the ScEM are relatively insensitive to
most parameters. Sensitivity is found with respect to the rate of cell growth (and hence
cell division). This is controlled by a parameter which determines the ease with which new
subcellular elements are introduced into each cell thereby increasing its size. On varying this
parameter, we find a range of histograms, as shown in Fig. 49. In the middle of this range,
the ScEM produces a CNN histogram which is within the error bars of the experimental
data for each bin.
6.1.5 Summary of modeling results
Our attempts to improve the biological realism of the non-spatial Markov chain model all
lead to significant deviations from the universal histogram (allowing transient 3-sided cells,
investigating the implementation of a random division axis, and reformulating the model as
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a Markov process to represent asynchronous cell division). This indicates that a non-spatial
model is not able to robustly describe the histogram of CNN, and that spatial correlations
must be accounted for in describing tissue with locally coherent dynamics. Thus, we im-
plement a fully spatial model by simulating the growth of a proliferating epithelium using
the Subcellular Element Model (ScEM) [30]. This model incorporates both asynchronous
cell division and explicit spatial arrangement of cells. Our spatial simulations produce his-
tograms which are in good agreement with those measured experimentally. We test the
robustness of these histograms by varying the criterion for what constitutes a cell side (i.e.
how finely one resolves apparent four-way junctions).
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6.2 Tissue Topology of the Developing Chick Epiblast
In this section we study proliferating epithelia in the developing chick embryo. This allows
the study of how cell behaviors such as cell migration within an epithelial sheet and ingression
out of an epithelial sheet effect the topology of the tissue. As discussed in Chapter 1 and
Chapter 5, the early chick embryo has the form of an epithelial-like sheet (the epiblast)
in which massive collective cell movement occurs during the process of primitive streak
formation. The primitive streak demarcates a region to which cells in the epiblast migrate
and then ingress into the space below, to eventually form the mesoderm and endoderm germ
layers.
Figure 50 High magnification images of cells in the pre-streak epiblast. The left panel shows
shows a green fluorescent marker associated with the cell boundary and shows what appear
to be large round cells in the tissue. Supperimposed on this image, the right panel shows
a red fluorescent marker associated nuclear DNA and shows these large round cells are
undergoing mitosis (a process of cell division).
We study the topology of the epiblast of the early chick embryo at two different stages
in development. First at stage EGXII of development [95], which is pre-streak, and then at
stage HH2 where there is already a significant amount of cell movement occurring associated
with the formation of the primitive streak [96]. The epiblast of the EGXII stage chick
embryo, which will give rise to all the cells of the embryo proper, forms a highly polarised
epithelial sheet where cells form tight and adherens junctions at their apical site and contact
a basal lamina on their basal side. Cell divisions in the epiblast of the chick embryo, at
this stage of development, occur essentially randomly in space and time (∼ 4% of the cells
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appear to be in mitosis at any given time), and there is still little cell movement taking
place. Fig. 50 shows the morphology of cell, in the epiblast, which are undergoing division.
Cells in the epiblast round up during cell division every 8-10 hours, form a mitotic plane in
an apparently random direction, and then resolve into two cells that regain their columnar
morphology in the epiblast.
Figure 51 High magnification images of small areas of the chick embryo. (a) stage EG XII,
prior to streak formation; (b) stage HH2, lateral to the streak; (c) stage HH2, within the
streak region. The embryo in image (a) is stained with rhodamine phalloidin to visualize
the F-actin cortex, while the embryos shown in (b) and (c) are stained with an antibody
against the apically localized tight junction marker ZO-1. The areas shown are 375 × 375
µm in A, and 187.5 × 187.5 µm in (b) and (c). The scale bars represent 50 µm in all three
panels.
During these two developmental stages, we observe three distinct tissue phenotypes.
Proliferation is common to all three phenotypes. During EGXII, dynamics in the pre-
streak tissue are predominately due to cell growth and devision and there is little or no cell
migration or ingression. Cell morphologies in the at this stage appear to be fairly ordered
as shown in Fig. 51(a). At stage HH2 of development, the primitive streak has begun to
bisect the epiblast and two tissues morphologies can be distinguish spatially within the
steak region and lateral to the streak. Cells lateral to the streak are undergoing coherent
cell movement within the plane of the epithelial sheet. Cells are collectively migrating but
retain the same cell neighbors for significant time periods. In lateral to the streak regions
cell morphologies also appear fairly ordered as shown in Fig. 51(b). Within the streak itself
movement of cells appears to be locally incoherent since cells unilaterally ingress to a layer
beneath the epiblast by undergoing an epithelial to mesenchymal transition (EMT). With
EMT, cells become progressively detached from their neighbors, as they shift their mass
away from the apical surface of the epithelial sheet. Cell morphologies within the streak
region are significantly distorted from the previous two cases and ingressing cells can be
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identified by their unusually small apical areas in Fig. 51c. For referencing purposes, we
will label these three phenotypes as ’pre-streak’ (PS), ’lateral to streak’ (LS), and ’within
streak’ (WS).
6.2.1 Experimental Methods
Fertile eggs (High Sex X Rhode Island Red) were obtained from Winter Farm, Thirplow,
Herts, UK. The embryos were cultured in EC culture [97] and incubated for 1 to 12 hours at
38oC in a humid incubator. The embryos were fixed in 4% PFA in PBS pH 7.4 for 2 hours
on ice, followed by washing 3 times for 30 min with PBST (PBS containing 0.1% Tween20).
F-actin staining was performed by incubating the embryos in PBS containing 0.02ugr/ml
TRITC conjugated phalloidin (Sigma, P1951). For antibody staining the embryos were
pre-incubated with 0.3% H2O2 in PBS for 1 hour, washed once by PBST followed by
immersion overnight at 4oC in a blocking solution (PBST, 2% BSA, 10% normal goat
serum) containing a 1:100 dilution of an antibody against ZO-1(Invitrogen Cat No: 40-
2200). After washing three times in PBST the embryos were incubated with HRP conjugated
anti-rabbit antibody (Promega, W401B) 1:1000 dilution in blocking solution overnight at
4oC. This was followed by washing twice with PBST and development with Alexa-Fluor
488 Tyramide488 Signal Amplification Kit (Molecular Probes, Inc) for 30 minutes at room
temperature. These procedures were performed solely by our experimental collaborators
Manli Chuai and Cornelis J. Weijer.
Data was collected for CNN from the epiblast of the chick embryo at two different
developmental stages: pre-streak formation (stage EGXII [95]), and during streak formation
(stage HH2 [96]). Fig. 52(a) shows a micrograph of the stage EGXII epiblast and the white
square indicates the section size of the tissue we analyzed at higher magnification for PS
tissue. Fig. 52(b) shows a micrograph of the stage HH2 epiblast where the two white squares
indicates the section sizes of the tissue we analyzed at higher magnification for a LS region,
and a WS region. To outline the cells for the PS measurements, apical cell boundaries were
stained with fluorescently labelled rhodamine phalloidin which specifically binds filamentous
actin which is highly enriched in the cell cortex and thus outlines the cell shape. For LS
and WS measurements, antibodies were used against the tight junction component ZO-1
in the epiblast of fixed embryos at the HH2 stage. Confocal images were generated and
maximum projection Z stack analyzed as shown in Fig. 51. CNN were counted manually
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Figure 52 Early Chick Embryo. (a) Embryo at stage EGXII: pre-streak formation. The
white square indicates the size of the tissue sample that was analyzed at higher magnification
to obtain CNN histogram for PS. (b) Embryo at stage HH2: during streak formation. White
squares indicate the size of the tissue samples that were analyzed at higher magnification
to obtain CNN histograms for LS and WS respectively. (c) Example of an apparent 4-way
junction. Top-left cell is in contact with bottom-right, or equally likely, bottom-left cell is
in contact with top-right cell. CNN are labeled with primes for systematic error analysis.
The scale bars represent 1000 µm in (a) and (b). The scale bar in (c) represents 5 µm.
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for each cell. For the PS, LS, and WS micrographs, each cell was manually labeled with
its CNN as shown in Fig. 53(a,c,e). This was done with Adobe Photoshop. In addition to
collecting CNN, area and circumference were measured for all cells in the PS tissue.
A major problem for collecting accurate CNN data is the substantial number of apparent
4-way junctions. An example of an apparent 4-way junction is shown in Fig. 52(c); in the
figure four cells are labeled (4’, 5’, 6’, 6’ ). The prime denotes the number of unambiguous
neighbors of each cell. If all four cells were in contact with each other, the CNN would
be (5, 6, 7, 7). However, we consider only three-way junctions, and thus need to resolve
this apparent four-way junction into two three-way junctions, such that only two diagonally
opposing cells will pick up an extra neighbor. Thus, there are two possibilities for the
CNN: (5-7, 5-6) or (4-6, 6-7), where the dash indicate diagonally opposing pairs of cells.
This type of systematic analysis was done for every non-resolvable 4-way junction: of which
there were 18 for PS, 34 for LS, 28 for WS, and provides a measure of intrinsic error in
computing the CNN histograms. Two histograms were compiled for each of PS, LS, and
WS. In Fig. 53(b,d,f), histograms are shown for either maximizing (blue) or minimizing
(red) the number of 6-neighbored cells and the mean histogram is shown in black in each
case.
6.2.2 Results
CNNs were counted manually to generate histograms shown in Fig. 54. It is seen that the
distributions for PS and LS are quite similar, whereas the distribution for WS is considerably
broader, with a long tail extending to CNNs greater than 10. In Fig. 43 we plot the
PS histogram against the experimental histograms obtained by a number of groups for
proliferating epithelia in diverse embryonic systems, and note that the chick PS histogram
agrees well with the universal histogram measured by GPNP. The histogram for LS is also
narrow and within error bars is consistent with the universal histogram. Conversely, the
histogram for WS is far broader, with a long tail indicating cells with as many as 11 or 12
neighbors.
As we concluded in the pervious section, a spatial model is needed to describe the uni-
versal CNN histogram of coherent proliferating epithelia. In all the cases of tissue topology
fitting the ’universal’ histogram, tissue dynamics are coherent, composed of local cell pro-
liferation, and in the case of LS tissue, coordinated cell migration [26]. The measured
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Figure 53 High magnification images of small areas of the chick embryo showing each cell
labeled with its CNN. (a,b) Stage EGXII, prior to streak formation (PS); (c,d) stage HH2,
lateral to the forming streak (LS); (e,f): stage HH2, within the streak region (WS). The
embryo in image (a) is stained with rhodamine phalloidin to visualize the F-actin cortex,
while the embryos shown in (b) and (c) are stained with an antibody against the apically
localized tight junction marker ZO-1. The scale bars represent 50 µm in (a), (c), and (e).
Panels (b), (d), and (f) show CNN histograms for (a), (c), and (e) respectively.
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Figure 54 Histograms of cell neighbor numbers for the three regions of the chick embryo
shown in Fig. 51. Number of cells counted are shown in parentheses.
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histogram for WS tissue is clearly distinct, as are the cellular dynamics in the tissue. The
histogram for WS reveals a much broader spread of cell neighbor numbers, with some cells
having as many as 12 or 13 neighbors. One also sees cells with as few as 2 neighbors (cells
with two convex sides). In the streak region cells are ingressing to the layer below and
also undergoing EMT. With cells unilaterally ingressing, one might argue that such events
break up spatial correlations between nearby cells. With this being the case, we considered
that a non-spatial model may be appropriate for modeling the tissue topology of WS. The
non-spatial model with the most plausible biological assumptions is the Markov process
model described above, which accounts for the asynchronous nature of cell divisions, and
which allows transient three-sided cells, and unbiased cell division statistics. Remarkably,
on plotting the CNN histogram for this model against the chick WS histogram one finds
almost perfect agreement (Fig. 55). Given that 2-sided cells are observed in the tissue,
we have recalculated the Markov process model allowing 2-sided cells. This results in very
minor histogram shifts, and the resulting histogram equally good comparison to the data.
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Figure 55 Comparison of the histogram measured for the “within-streak” region of the
chick embryo (red), and the histogram generated by the non-spatial Markov process model,
allowing transient 3-sided cells and using the statistical weights corresponding to unbiased
axis of cell division (green). Also shown is the histogram generated by the Markov process
model allowing transient 2-sided cells (blue).
107
6.3 Discussion and Conclusion
In this chapter we critically analyzed the “universal histogram” obtained using a non-spatial
Markov chain model devised by GPNP. We attempted to improve their model by incorpo-
rating more plausible biological conditions such as: allowing transient three-sided cells,
re-examining the weights used to describe a random axis of division, and introducing a
Markov process model for asynchronous division. We showed that these modeling improve-
ments created significantly worse agreement with the “universal histogram”. We conclude
that the experimental system cannot be well described by a non-spatial model, and that the
agreement of the GPNP Markov chain model with experimental data is serendipitous. We
showed that by using the ScEM we can produced space filling computer-generated sheets
of proliferating epithelia. CNN histograms measured from these sheets are in good agree-
ment with the experimental data of GPNP, indicating that spatial correlations are a crucial
component of CNN statistics for coherent proliferating embryonic epithelia. Turning to an
experimental system, we created CNN histograms for three different spatiotemporal regions
in the developing chick embryo: epiblast prior to streak formation (PS), epiblast lateral to
the forming streak (LS), and within the forming streak region itself (WS). Histograms of
PS and, and to a lesser degree LS, agree well with the universal histogram measured by
GPNP. The histogram for WS has a much broader distribution. Cellular dynamics in the
WS tissue involved random ingression events. We propose that these events lead to a loss
of local spatial correlation in the tissue and as a result causes the breadth seen in the WS
histogram. In accordance with this line of thinking, we find that the chick WS histogram
can be very well-described by the non-spatial Markov process model.
In a paper by Farhadifar et al. [90] CNN histograms were reported for the Drosophila
imaginal wing disk, the same tissue analyzed by GPNP. Their measurements were made by
an automated image analysis method which yielded results significantly different to the CNN
histograms reported by GPNP, which were obtained by manual counting. We investigated
whether this difference could be explained by the counting algorithm, rather than being
due to some more subtle difference between experimental protocols or biological conditions.
We used an automated algorithm to create CNN histograms from our ScEM data, and
varied a cut-off parameter which determined whether a nearby cell was or was not in direct
contact with the cell in question. With the ScEM data, just as with a pixilated micrograph,
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Figure 56 Histograms for the Drosophila imaginal wing disk from Farhadifar et al. [90] and
GPNP. Also shown are five histograms from ScEM simulations, in which the cut-off criterion
rc/r0 for what constitutes a neighboring cell is smoothly varied.
there is uncertainty involved in determining whether two given cells are neighbors. For
this reason we measured a spectrum of CNN histograms for a range of interaction cutoffs
1 ≤ rc/r0 ≤ 2, where r0 is the diameter of a subcellular element and rc is the maximum
distance for which neighboring elements from different cells are considered to define a cell-
cell contact. A similar spectrum of CNN histograms was measured in the Drosophila wing
disc by Farhadifar et. al. [90]. These authors used a different parameter: cell-cell boundary
length. Any two proximate cells were considered neighbors if their boundary length was
greater than a percentage of the average cell-cell boundary length. If we consider just the
Drosophila data by GPNP Fig. 56, we see that this histogram is more sharply peaked than
that of Farhadifar et. al. [90]. In comparison the Farhadifar et. al. [90] histogram is biased
more towards lower cell neighbors and the peak has ∼ 6% less 6-neighbored cells than the
GPNP data. We found that on varying the element-element interaction cut-off parameter
rc, our measured histograms interpolated smoothly between those obtained by Farhadifar et
al. and GPNP, thereby providing a simple possible explanation for the observed differences
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shown in Fig. 56.
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Figure 57 Histogram of reduced area measured for 354 cells from PS tissue as shown in
Fig. 51(a). The histogram shows a broad distribution of reduced area.
In a paper by Hocevar and Ziherl [86], an energy-based model for geometric order was in-
troduced, and shown to be capable of reproducing a range of histograms found in Drosophila.
Fundamental to their model is the idea that a given tissue is characterized by a single order
parameter: the reduced area a. This quantity is assumed to be the same for each cell in
the tissue, and is defined as 4pi times the area of the cell, divided by the square of the cell
perimeter. Thus a = 1 for a circle, and will be less that unity for other cross-sectional
shapes. Hocevar and Ziherl find that cells in the Drosophila imaginal disk have a range of
values of a within the same tissue, but argue that given the standard deviation of values is
relatively small, the concept of the order parameter is still useful. We have measured the
reduced area of all cells in the chick PS tissue and found that within this one system, there
was a very significant variation in the reduced area for cells. These values were then binned
and the resulting histogram is shown in Fig. 57. The distribution of values is noticeably
broader than what was reported by Hocevar and Ziherl. This contradicts the assumption
that the reduced area is a robust order parameter, at least for the chick epiblast system,
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and it is therefore quite difficult to maintain that such a tissue can be characterized by such
a single order parameter. Of course, one can focus instead on the mean value of the reduced
area, which in the case of the chick PS is 〈a〉 = 0.745± 0.1.
In compiling CNN data by hand, we have learnt that It is not completely straightforward
to distinguish cell neighbors accurately due to the complex shapes that cells can adopt even
in a relatively “ordered” epithelial tissue. In the case of the chick embryo epiblast, cells in
M phase contract in the apical direction and round up as illustrated in Fig. 50. It is thought
that dividing cells conserved their apical-basal polarity by having some type of contact with
the basal extracellular matrix. This somehow informs the mitotic cell of its position in space
and allows the cell to orient its devision plane such that both daughter cells remain in the
epiblast. We have used an algorithm in which cells choose their division plane perpendicular
to the long axis of the cell. With a two-dimensional simulation, this choice is favored as it
allows cells to retain a reasonable degree of isotropy. Cell divisions chosen purely at random
tend to lead to highly anisotropic cells. Similar anisotropic cell morphologies have been
reported in other models [92, 91]. It is important to emphasize that our chosen algorithm
still ensures that the cell division axes sampled over the entire cell population are uniformly
distributed (i.e. isotropic). Spatial models which can accommodate cell mechanics in 3D,
such as the ScEM, will be of tremendous value in this exploration, especially when coupled
with 3D live imaging of cells in dividing epithelia.
The fact that CNN histograms are distinguishable for the three different tissues we ana-
lyzed for the developing chick epiblast is particularly interesting considering the robustness
of the “universal histogram” for purely proliferating epithelia. It indicates that an analysis
of neighbor numbers on a single image may be able to provide insight into the underlying
cellular level processes in system. Within the biological context, this could have tremendous
potential value for histological examination of tissue biopsies, for example identifying from
a fixed sample whether or not a process such as metastasis is occurring. Quantifying aggres-
siveness of tissue disruption due to carcinoma progression is a major challenge for accurate
diagnosis.
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7 SUMMARY AND CONCLUDING STATEMENTS
I have shown how the Subcellular Element Model (ScEM) is a phenomenological model of
finite elements whose interactions can be calibrated to describe the viscoelastic properties of
biological materials. I have shown that implementing mechanisms of cytoskeletal remodeling
yields cellular and tissue phenotypes that are more and more biologically realistic. Partic-
ularly I have shown that structural remodeling of the cell cytoskeleton is crucial for large
scale cell deformations. In a multicellular setting of highly adhesive cells forming a tissue
I have shown that active cell migration, not simply in the form of cell shape deformations
but cell-cell neighbor rearrangements, effectively fluidizes tissue. From this I am able to
compute tissue viscosities that are favorably comparable to experimental measurements. In
this case it is appropriate to describe the fluid-like properties of the tissue as an emergent
phenomenon, originating from processes occurring at scales which are smaller by one or two
orders of magnitude. I have shown with the ScEM that modeling collective cell migration in
an epithelial like tissue forms emergent patterns of streaming cells. I have provided support-
ing evidence that a chemotactic dipole mechanism is able to orchestrate the type of large
scale collective cell movement observed in the chick epiblast during gastrulation and prim-
itive streak formation. I report measurements of cell neighbor statistics for three different
epithelial tissue phenotypes in the epiblast of the chick embryo, each of which corresponds
to a distinct set of cell behaviors. I have shown that cell neighbor histograms provide a
potentially unique signature measurement of tissue topology; such measurements may find
use in identifying cellular level phenotypes from a single snapshot micrograph.
As rich discoveries continue to enlighten and define the biological sciences well into
the foreseeable 21st century, we are finding it useful to encompass the classical genotype-
phenotype distinction of biological systems by quantitative means. In general, understanding
biological phenomena in terms of quantitative data allows observations to be amenable
to theoretical techniques. It is our goal, with the theoretical technique of computational
modeling, to explain phenomena and make predictive statements about biological systems.
Developing embryos are miraculously sophisticated self-assembling systems. Understand-
ing the natural mechanisms of development, and interpolating those mechanisms into des-
ignable systems, would not only have incredible implications for medicine, but would likely
lead to unimaginable advancements of technologies in a new-age industrial revolution.
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