A solution is given for a problem on eigenvalues of some symmetric tridiagonal matrices suggested by William Trench. The method presented can be generalizable to other problems.
Inverse of a tridiagonal matrix
In [4] Later Kovačec presented a different proof of this problem [2] . Here a new proof is given. We show that solving this problem is equivalent to solving the eigenvalue problem for tridiagonal matrices with −1 on the 2 on the diagonal except for the (1, 1)-entry.
First note that these two matrices are in fact particular cases of a more general matrix:
with a > 0 and a = b. It is very interesting that, under the above conditions, C is always invertible and its inverse is a tridiagonal matrix.
Given an n-by-n nonsingular tridiagonal matrix T
Usmani [1, 5, 6] gave an elegant and concise formula for the inverse: 
is the inverse of (1/a)C. 
Eigenpairs of a particular tridiagonal matrix
According to the previous section, the problem of finding the eigenvalues of C is equivalent to describing the spectra of a tridiagonal matrix. Here, we give a general procedure to locate the eigenvalues of the matrix T n (1.1).
Let us consider the set of polynomials {Q k (x)} defined by the recurrence relation given by Q 0 (x) = 1 and
Note that each polynomial Q k (x), for k = 0, . . . , n, is of degree k. The last recurrence relation has the following matricial form:
where U k (x), for k = 0, . . . , n, are the Chebyshev polynomials of second kind of degree k, the zeros of Q n (x) are exactly the eigenvalues of −(1/a)C, i.e., the (real) values which satisfy the equality
In general, (2.1) means that the eigenvalues of −(1/a)C are the intersections of the graph of p n (x) with the line
As a first consequence, consider the case when a = 1 and b = 0. The eigenvalues of −A are the solutions of the equation U n (x/2 + 1) − U n−1 (x/2 + 1) = 0, which are, for k = 0, . . . , n − 1,
The value of an eigenvector associated to k follows immediately:
Hence we proved the following: 
