Abstract. In most real-world industries, scheduling is processed in a stochastic and dynamic environment, it is necessary to generate a schedule which is suitable for the current system states. Dynamic scheduling solves unimplemented jobs and updates an existing schedule based on the real-time information with minimizing the deviation between the new and original schedules. In this paper, we investigate the dynamic hybrid flow shop scheduling problem and propose a dynamic differential evolution algorithm. In the algorithm, the search space shifts as new jobs arrive, and the problem is solved on a moving horizon based on the real-time information, after the new schedule is established, we update the current schedule. Experiments are carried out to prove the effectiveness of the proposed algorithm.
Introduction
Hybrid flow shop scheduling (HFS) problem is one of the well-known scheduling problems. It is often found in various real-world industries such as manufacturing industry. There are many static scheduling techniques of HFS have been reported in the literature [1, 2] . In static scheduling, all the information is available initially and it does not change over time.
However, real scheduling problems are usually dynamic and are subject to various unexpected disturbances. These disturbances will upset the plan and cause original schedule becoming poor and sometimes unfeasible. Consequently, dynamic scheduling is needed to find a new schedule efficiently, quickly and keeping the production continuity. It is a challenging research area [3] . Few research works have addressed the problem. Ouelhadj and Petrovic [4] gave a good summary of the currently developing research on dynamic scheduling in manufacturing systems. Since scheduling in HFS of two or more stages tend to be NP-hard in general, scheduling dynamic HFS (DHFS) problem is also difficult. Kadipasaoglu et al. [5] gave a comparison of sequencing rules in static and dynamic hybrid flow system. Tang et al. [6] proposed a neural network model and algorithm for the HFS with dynamic job arrivals.
In recent years, differential evolution (DE), a stochastic population-based heuristic invented by Storn and Price [7] , has a gradually development. Since it has simply model, good convergence, little parameter and easy implement, this algorithm has been successfully applied on many numerical optimization problems [8] and on many complex optimization problems [9] [10] [11] .
In this paper, we propose a dynamic DE algorithm for the DHFS problem. In the proposed algorithm, real-time information is obtained continually, and the search space shifts as new jobs arrive, and then we get a new schedule based on the current schedule states, requirements, and real-time disturbances by the DE algorithm and update the current schedule.
Problem Formulation
The HFS problem we considered can be defined as follows. A set N of independent jobs,   machine can process at most one job at a time and a job can be processed by at most one machine at a time. The preemption of such a processing is not allowed. Each job has a given processing time at each stage, a release date at the first stage, and a weight. The objective is to find a schedule that minimizes the total weighted completion time of the jobs.
To formulate the problem, the following notation is required. 
Equation (1) in the above model describes the objective function. Constraint (2) guarantees that all jobs only can be processed at one machine in each stage. Constraint (3) ensures that at most one job immediately before another one on the same machine. Constraint (4) applies only to stage one, saying that a job cannot start its processing before its release date. Constraint (5) defines the relationship between the starting time and the completion time of a job. Constraint (6) ensures that for contiguous stages of the same job, only when the preceding operation is completed, the immediately next operation can be started. Constraint (7) ensures that for two contiguous jobs processed on the same machine, only when the preceding job is finished, the immediately next one can be started. Constraints (8) , (9) and (10) define the domains of the variables.
Based on the above static scheduling model, we use a graph to present DHFS model, as in Fig. 1 , which mainly consists of global scheduler, disturbance detector and dynamic controller. Normally, global scheduler obtains the static schedule by solving HFS. In a dynamic environment, disturbance detector gets the real-time disturbances, dynamic controller continually receives the real-time information and then controls the global scheduler dynamically and finally gets a new schedule. Fig. 1 The graph of DHFS processing model
Dynamic Differential Evolution Algorithm
The Overall Structure of the Algorithm. We consider our problem using a moving horizon presented in [12] . The dynamic scheduling problem is solved on the horizon   0 0
, + t t L t
 , where L is a large enough number. At 0 + t t  , the scheduling horizon is shifted by t  and the scheduling problem is solved again. At 0 t we obtain all the information including requirements, disturbances, and schedule states, and then update the schedule states after a period of t  and re-initializing the problem, new information is added to the optimization problem. In general, a new schedule solution is obtained. The flow chart of the dynamic DE algorithm is shown as Fig. 2 . 
as a population for each generation G. The population can also be written as
.In the proposed DE, it starts with the random initialization of a population of individuals in the search space, and then enters a loop of evolutionary operations: mutation, crossover and selection. The algorithm is terminated when a predefined maximum number of iterations is reached. The process of our DE algorithm is introduced as follows. 
where ij a , i N  , j S  , which is a randomly floating-point number and
2) The decoding scheme Present researches on solving the HFS problem usually firstly fix the job allocation and job permutation and secondly establish the job time table. In this paper, DE algorithm is used to fix the job allocation, and then apply the FIFO rule to establish the job permutation and the job time table under sequencing the jobs according to the ascending order of release dates in stage 1. The FIFO rule denotes that the job will be firstly scheduled if it firstly arrives.
3) Evolutionary operations
In the algorithm, we adopt standard crossover and selection operators, but propose a new mutation operator. At each generation G, this operation creates mutation vector , 1
. Inspired by Tang et al. [11] , we introduce a memory scheme in the mutation strategy to improve the performance. Let M P denote the memory population which immediately precedes the current population P . The following is the mutation strategy:
behavior and a better performance in both the utility and stability measures for all instances compared to DE algorithm. The DDE algorithm can provide satisfactory dynamic schedules with only 3.41% deviation in objective and 2.83% deviation in the scheduled time of jobs. Moreover, our algorithm can even improve some original schedules. Fig . 3 The graph of DDE performance 
Conclusion
This paper investigates a dynamic scheduling for hybrid flow shop scheduling problem with unrelated parallel machines and presents a dynamic differential evolution algorithm for it. Because of the complexity of the problem, we give a mathematical model for the static scheduling problem, and then give a graph model for the dynamic scheduling problem. Considering the real-time requirements, we apply a dynamic optimization strategy in which the real-time information including disturbances, the requirements, and the schedule states is continually obtained in a moving horizon, and then DE algorithm is used to solve the sub-problem on a scheduling horizon. It is observed from the experiment that dynamic different evolution algorithm can efficiently deal with the disturbances and have a consistent behavior and a better performance in both the utility and stability measures for all instances compared to conventional DE algorithm.
