Lie systems and Schr\"odinger equations by Cariñena, J. F. et al.
ar
X
iv
:1
61
1.
05
63
0v
1 
 [m
ath
-p
h]
  1
7 N
ov
 20
16
Lie systems and Schro¨dinger equations
J.F. Carin˜ena
Faculty of Sciences and IUMA, University of Zaragoza
c. Pedro Cerbuna 12, 50.009 Zaragoza, Spain.
J. Clemente-Gallardo and J.A. Jover-Galtier
Instituto de Biocomputacio´n y F´ısica de Sistemas Complejos (BIFI)
c. Mariano Esquillor (Edificio I+D), 50.018 Zaragoza, Spain.
J. de Lucas
Department of Mathematical Methods in Physics, University of Warsaw,
ul. Pasteura 5, 02-093, Warszawa, Poland
Abstract
We prove that t-dependent Schro¨dinger equations on finite-dimensional Hilbert spaces de-
termined by t-dependent Hermitian Hamiltonian operators can be described through Lie
systems admitting a Vessiot–Guldberg Lie algebra of Ka¨hler vector fields. This result is
extended to other related Schro¨dinger equations, e.g. projective ones, and their properties
are studied through Poisson, presymplectic and Ka¨hler structures. This leads to derive non-
linear superposition rules for them depending in a lower (or equal) number of solutions than
standard linear ones. Special attention is paid to applications in n-qubit systems.
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1. Introduction
It is undoubtable that geometric techniques, e.g. Lie symmetries or jet bundles, have
become a standard tool in the study of differential equations and related problems [10, 40,
51]. In particular, this work focuses on the geometric analysis of Lie systems appearing
in quantum mechanics [19, 21, 41, 47, 57]. A Lie system is a non-autonomous system of
first-order ordinary differential equations whose general solution can be written in terms of a
generic finite family of particular solutions and a set of constants via a (generally) nonlinear
function, a so-called superposition rule [19, 21, 47, 57].
Lie systems occur in the research on the integrability of quantum systems [2], t-dependent
Schro¨dinger equations [24], t-dependent frequency Smorodinsky–Winternitz oscillators [7],
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several types of Ermakov systems and Milne–Pinney equations [15, 22, 25], string theory
[30], deformation of mechanical systems [33], control systems [50], etcetera (see [23]).
Lie systems of physical or mathematical relevance can be studied via symplectic [2, 19],
Poisson [26], k-symplectic [48], Jacobi [39], Dirac [18] and Nambu structures [45]. This
allows one to use geometric techniques to analyse their properties, e.g. their solutions [2],
constants of motion [7], Lie symmetries [26], and other features [19, 21, 36, 41, 57]. This has
also led to develop new mathematical tools so as to investigate Lie systems [48].
Although Lie systems have already been applied in quantum mechanical systems [11, 24,
27, 28], there still exist many open problems. In particular, this article addresses the ap-
plication of Lie systems in t-dependent Schro¨dinger equations on finite-dimensional Hilbert
spaces and their projections/restrictions to relevant spaces, e.g. projective Schro¨dinger equa-
tions [12]. A special role is played by the use of geometric structures, e.g. Ka¨hler structures,
which enables us to calculate superposition rules through the distributional approach de-
vised in [21] and its refinement for Lie systems with compatible geometric structures [7]. It
is worth noting that Ka¨hler structures naturally appear as a consequence of the quantum
nature of the problems under study.
In geometric terms, the Lie–Scheffers Theorem [21, 23, 47] states that a Lie system
amounts to a t-dependent vector field taking values in a finite-dimensional Lie algebra of
vector fields: a Vessiot–Guldberg Lie algebra (VG–Lie algebra) [23, 42, 43].
A particular branch of the research on Lie systems is devoted to the study of Lie sys-
tems admitting a VG–Lie algebra of Hamiltonian vector fields with respect to a geometric
structure. In the pioneering work [19], the authors briefly analysed Lie systems with a
VG–Lie algebra of Hamiltonian vector fields with respect to a symplectic structure. The
study of Lie–Hamilton systems, i.e. Lie systems with a VG–Lie algebra of Hamiltonian
vector fields relative to a Poisson structure, was initiated in [26]. This gave rise to new
methods to investigate such Lie systems [4, 34, 35]. Lie systems admitting a VG–Lie algebra
of Hamiltonian vector fields relative to Dirac and k-symplectic structures were studied in
[18, 48]. Recently, Lie systems with a VG–Lie algebra of Hamiltonian vector fields relative
to a Nambu structure have been investigated in [45].
The first aim of this work is to show that t-dependent Schro¨dinger equations on a finite-
dimensional Hilbert spaceH := Cn related to a t-dependent Hermitian Hamiltonian operator
can be studied through Lie systems admitting a VG–Lie algebra VM2n ≃ u(n) of Ka¨hler vec-
tor fields with respect to the Ka¨hler structure induced by the natural Hermitian product on
Cn [13, 16]. We prove that t-dependent Schro¨dinger equations on Cn related to t-dependent
traceless Hermitian Hamiltonian operators admit nonlinear superposition rules depending
on n − 1 particular solutions. Thus, such quantum systems can be endowed with a sim-
ple, generally nonlinear, superposition rule allowing us to recover their general solutions by
means of a lower number of particular solutions than by standard linear superposition rules.
The Lie groups U(1) and R+ act freely on C
n
0 := C
n\{(0, . . . , 0)}, by multiplication.
The corresponding spaces of orbits are denoted by Cn0/U(1) and C
n
0/R+. To highlight
that previous spaces can be considered as real manifolds, they will be denoted Rn and Sn,
respectively. Likewise, the spaces Cn, Cn0 and C
n
0/C0 will be represented by M2n, M
×
2n
and Pn, respectively. We prove that the restriction to M
×
2n of the t-dependent Schro¨dinger
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equations referred in the preceding paragraph can be projected onto Rn and restricted to
the unit sphere Sn giving rise to Lie systems admitting VG–Lie algebras of Hamiltonian
vector fields relative to different geometric structures, e.g. Dirac and Poisson structures.
Subsequently, the solutions of the referred to as projective Schro¨dinger equations [13] are
recovered through the projection onto the projective space Pn of the t-dependent Schro¨dinger
equations onM×2n. This allows us to understand geometrically standard projective Schro¨din-
ger equations as Lie systems admitting a VG–Lie algebra of Ka¨hler vector fields relative to
the Ka¨hler structure induced by the Study–Fubini metric on Pn [13].
Above findings suggest us to define a new type of Lie systems possessing a Lie algebra
of Ka¨hler vector fields with respect to a Ka¨hler structure, the Ka¨hler–Lie systems, and to
use techniques from Riemannian and symplectic geometry to study them.
Using our results we derive geometrically superposition rules for t-dependent Schro¨dinger
equations on M2n related to t-dependent traceless Hermitian Hamiltonian operators. This
allows us to obtain superposition rules without the integration of vector fields or PDEs
as in standard methods [21, 57]. Similarly, we study and calculate superposition rules
for the projections of the previous Schro¨dinger equations on certain spaces Sn, Rn and Pn.
Schro¨dinger equations onM4,R2,P2 are analysed in detail. Most relevant results concerning
the preceeding equations and superposition rules are summarised in Table 1. Their interest
is due to its occurrence in the research on qubits.
Table 1: The following diagram illustrates the geometric structures and natural inclusions employed
to study the Lie systems induced by the projection on each space of t-dependent Schro¨dinger
equations on M×2n related to traceless Hermitian Hamiltonian operators. The number m stands
for the number of particular solutions of their superposition rules. The right column shows some
known diffeomorphisms used in our work.
M×2n
m=n−1
Ka¨hler
piMP

piMS
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
piMR
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
Rn
m=n
Symplectic/Riemann
piRP
$$■
■■
■■
■■
■
Sn
m=n−1
Presymplectic
ιS
jj
piSP
||①①
①①
①①
①①
Pn
m=n
Ka¨hler
ιP
]]
M×2n ≃ Sn × R+,
Sn ≃ S
2n−1 ≃ U(n)/U(n−1),
Rn ≃ Pn × R+.
The structure of the paper goes as follows. Section 2 concerns the description of the
notions and conventions about t-dependent vector fields, Lie algebras, Lie systems and ge-
ometric structures to be used hereafter. Section 3 focuses on the formalism of geometric
quantum mechanics. Section 4 addresses the description of t-dependent Schro¨dinger equa-
tions on an n-dimensional Hilbert space through a Lie system admitting a VG–Lie algebra
of Ka¨hler vector fields on Cn. The projection of t-dependent Schro¨dinger equations onto Rn
and their restrictions on Sn are analysed in Section 5. A Lie systems approach to projective
t-dependent Schro¨dinger equations is given in Section 6. In Section 7 we study superposi-
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tion rules for t-dependent Schro¨dinger equations and their projections to previous spaces.
Section 8 is devoted to provide superposition rules for one-qubit systems and their projec-
tions onto the above mentioned spaces. The cases of n-qubit systems and other t-dependent
Schro¨dinger equations and their projections are analysed in Section 9. Our results and future
work are summarised in Section 10.
2. Fundamentals
If not otherwise stated, we assume mathematical objects to be real, smooth, and glob-
ally defined to omit minor technical problems and to highlight main results. Systems of
differential equations are assumed to be non-autonomous systems of ordinary differential
equations.
Let (V, [·, ·]) be a Lie algebra with Lie bracket [· , ·] : V × V → V . For the sake of
simplicity, we will denote the Lie algebra by V if [·, ·] is known from context. Given subsets
A,B ⊂ V , we write [A,B] for the linear subspace of V spanned by the Lie brackets between
elements of A and B, and we define Lie(B, [·, ·]) to be the smallest Lie subalgebra of V
containing B. We will simply write Lie(B) if it is clear what we mean.
A generalised distribution D on a manifoldN is a function mapping each x ∈ N to a linear
subspace Dx ⊂ TxN . We say that D is regular at x
′ ∈ N if r : x ∈ N 7→ dimDx ∈ N∪ {0} is
locally constant around x′. Similarly, D is said to be regular on an open U ⊂ N when r is
constant on U . Finally, a vector field Y on N takes values in D, in short Y ∈ D, if Yx ∈ Dx
for all x ∈ N .
A t-dependent vector field X on N is a map X : (t, x) ∈ R × N 7→ X(t, x) ∈ TN such
that τN ◦X = π2, where π2 : (t, x) ∈ R×N 7→ x ∈ N and τN is the canonical projection of
the tangent bundle on N . A t-dependent vector field X on N amounts to a family of vector
fields {Xt}t∈R on N , where Xt : x ∈ N 7→ X(t, x) ∈ TN for all t ∈ R [23]. A t-dependent
vector field X is projectable relative to a map π : N → M when Xt is projectable with
respect to π for each t ∈ R.
The smallest Lie algebra ofX is the smallest real Lie subalgebra, V X , containing {Xt}t∈R,
namely V X = Lie({Xt}t∈R). Every Lie algebra V of vector fields on N induces an integrable
generalised distribution DV := {X(x)|X ∈ V, x ∈ N} ⊂ TN on N .
An integral curve of X is an integral curve γ : R 7→ R × N of the suspension of X , i.e.
the vector field X(t, x)+∂/∂t on R×N [1]. The curve γ always admits a reparametrisation
t¯ = t¯(t) such that
d(π2 ◦ γ)
dt¯
(t¯) = (X ◦ γ)(t¯).
This system is referred to as the associated system of X . Conversely, a system of first-order
differential equations in normal form is always the associated system of a unique t-dependent
vector field. This induces a bijection between t-dependent vector fields and systems of first-
order differential equations in normal form. This justifies to denote by X both a t-dependent
vector field and its associated system.
Definition 2.1. A superposition rule depending on m particular solutions for a nonau-
tonomous system X on N is a map Φ : (u(1), . . . , u(m); k) ∈ N
m×N 7→ Φ(u(1), . . . , u(m); k) ∈
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N such that the general solution, x(t), ofX can be written as x(t) = Φ(x(1)(t), . . . , x(m)(t); k),
where x(1)(t), . . . , x(m)(t) is a generic set of particular solutions to X , and k ∈ N .
Example 2.1. It is known that a Riccati equation, namely
dx
dt
= a0(t) + a1(t)x+ a2(t)x
2, x ∈ R, (2.1)
where a0(t), a1(t), a2(t) are t-dependent real functions satisfying a0(t)a2(t) 6= 0, is such that
its general solution can be brought into the form x(t) = Φ(x(1)(t), x(2)(t), x(3)(t); k), with
Φ : R3 × R→ R defined by
Φ(u(1), u(2), u(3); k) :=
u(1)(u(3) − u(2)) + ku(2)(u(1) − u(3))
u(3) − u(2) + k(u(1) − u(3))
,
where x(1)(t), x(2)(t), x(3)(t) are different particular solutions to (2.1).
Theorem 2.2. (The Lie–Scheffers Theorem [21, 47]) A system X on N admits a
superposition rule if and only if X =
∑r
α=1bα(t)Xα for a family b1(t), . . . , br(t) of t-dependent
functions and a basis X1, . . . , Xr of a real Lie algebra of vector fields on N .
If X possesses a superposition rule, then X is called a Lie system. The associated real
Lie algebra of vector fields 〈X1, . . . , Xr〉 is called a VG–Lie algebra of X . The Lie–Scheffers
theorem amounts to saying that X is a Lie system if and only if V X is finite-dimensional.
This fact is the keystone of the theory of Lie systems. When V X consists of Hamiltonian
vector fields relative to some geometric structure, much more powerful methods can be used
to study Lie systems [4, 18, 34, 35, 45, 48].
Definition 2.3. A system X on N is a Lie–Hamilton system if V X is a VG–Lie algebra of
Hamiltonian vector fields relative to some Poisson bivector field on N .
Note 2.4. A vector field X is Hamiltonian relative to a Poisson bivector Λ with Hamiltonian
function h if X = −Λ̂(dh) for Λ̂ : T ∗N → TN , given by Λ̂ : θ ∈ T ∗N 7→ Λ(θ, ·) ∈ TN .
This is the standard convention in geometric mechanics, while the definition X = Λ̂(dh) is
usually chosen in Poisson geometry [55].
Definition 2.5. A Lie–Hamiltonian structure is a triple (N,Λ, h), where Λ is a Poisson
bivector on N and h : (t, x) ∈ R×N 7→ ht(x) := h(t, x) ∈ R is such that Lie({ht}t∈R, {·, ·}Λ),
where {·, ·}Λ is the Lie bracket induced by Λ [55], is finite-dimensional.
Theorem 2.6. (Characterisation of Lie–Hamilton systems [26]) A system X on N
is a Lie–Hamilton system if and only if there exists a Lie–Hamiltonian structure (N,Λ, h)
such that Xt is a Hamiltonian vector field for the function ht for each t ∈ R. We say that
Lie({ht}t∈R, {·, ·}Λ) is a Lie–Hamilton algebra of X.
Lie–Hamilton algebras can be employed to find superposition rules and constants of
motion for Lie–Hamilton systems in a more easy way than by standard methods [7].
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Example 2.2. A complex Riccati equation with t-dependent real coefficients [11, 29] can be
brought into 
dx
dt
= a1(t) + a2(t)x+ a3(t)(x
2 − y2),
dy
dt
= a2(t)y + a3(t)2xy,
(x, y) ∈ R2, (2.2)
where a1(t), a2(t) and a3(t) are arbitrary t-dependent real functions. Let us prove that (2.2)
is a Lie–Hamilton system on R2y 6=0 := R
2\{(x, 0) | x ∈ R}. The system (2.2) is associated
with the t-dependent vector field X =
∑3
α=1 aα(t)Xα, where
X1 :=
∂
∂x
, X2 := x
∂
∂x
+ y
∂
∂y
, X3 := (x
2 − y2)
∂
∂x
+ 2xy
∂
∂y
.
Hence, X takes values in the Lie algebra V := 〈X1, X2, X3〉. The vector fields X1, X2, X3 are
Hamiltonian relative to the Poisson bivector Λ := y2∂/∂x ∧ ∂/∂y on R2y 6=0 with Hamiltonian
functions
h1 = −
1
y
, h2 = −
x
y
, h3 = −
x2 + y2
y
, (2.3)
respectively. If {·, ·}Λ : C
∞(R2y 6=0)× C
∞(R2y 6=0)→ C
∞(R2y 6=0) stands for the Poisson bracket
induced by Λ (see [55]), then
{h1, h2}Λ = −h1, {h1, h3}Λ = −2h2, {h2, h3}Λ = −h3. (2.4)
Thus,
(
R2y 6=0,Λ, h := a0(t)h1 + a1(t)h2 + a2(t)h3
)
is a Lie–Hamiltonian structure for X. If
V X ≃ sl(2), then (HΛ, {·, ·}Λ) := (〈h1, h2, h3〉, {·, ·}Λ) is a Lie–Hamilton algebra for X
isomorphic to sl(2).
One of the main properties of Lie systems is the existence of superposition rules. There
are several methods to obtain them [21, 23, 57]. We here choose a procedure that can
be improved by using Lie–Hamilton structures. This method is based upon the so-called
diagonal prolongations of the vector fields [21]. Given a vector field X on N with local
coordinate expression
X =
n∑
j=1
Xj(x)
∂
∂xj
, x ∈ N, n := dimN,
its diagonal prolongation to Nm := N × . . .×N (m-times) is the vector field on Nm:
X [m](x(0), . . . , x(m−1)) :=
m−1∑
a=0
n∑
j=1
Xj(x
(a))
∂
∂x
(a)
j
=
m−1∑
a=0
X(a)(x(a)), (x(0), . . . , x(m−1)) ∈ Nm,
where x
(a)
j (x
(0), . . . , x(m−1)) := xj(x
(a)) for j ∈ 1, n and X(a)(x(a)) = X(x(a)) stands for X on
the a-th copy of N within Nm.
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To calculate a superposition rule for a Lie system on N with a VG–Lie algebra V , we
find the smallest m ∈ N so that the diagonal prolongations of elements of V to Nm span
an integral distribution of rank dimV at a generic point. Then, m becomes the number
of particular solutions involved in the superposition rule. The superposition rule can be
obtained by deriving n common first-integrals I1, . . . , In for the diagonal prolongations to
Nm+1 of the vector fields of V satisfying that det(∂(I1, . . . , In)/∂(x
(0)
1 , . . . , x
(0)
n )) 6= 0. This
gives the superposition rule by assuming I1 = k1, . . . , In = kn and writing x
(0)
1 , . . . , x
(0)
n in
terms of the remaining variables x
(a)
i , with 1 < a ≤ m and k1, . . . , kn (see [21, 23] for details
and examples).
When a Lie system admits a VG–Lie algebra of Hamiltonian vector fields relative to
some geometric structure, e.g. a symplectic or Ka¨hler structure, there exist geometric and
algebraic methods to obtain I1, . . . , In and to simplify the description of the superposition
rule [7]. This requires to prolongate geometric structures according to the following con-
struction. Let (E,N, τ : E → N) be a vector bundle. Its diagonal prolongation to Nm is a
vector bundle (E[m], Nm, τ [m] : E[m] → Nm), where E[m] := E × · · · ×E (m-times) and τ [m]
is the only map satisfying that πN,j ◦ τ
[m] = τ ◦πE,j for j = 1, m, where πE,j : E
[m] → E and
πN,j : N
m → N are the natural projections of E[m] and Nm onto the j-th copy of E and
N within E[m] and Nm, respectively. Every section e : N → E of (E,N, τ) has a natural
diagonal prolongation to a section e[m] of (E[m], Nm, τ [m]):
e[m](x(0), . . . , x(m−1)) := e(x(0)) + · · ·+ e(x(m−1)) .
This is the only section of (E[m], Nm, τ [m]) satisfying that πE,j ◦ e
[m] = e ◦ πN,j for j = 1, m.
Also of interest is the tensor field that transports vector fields from one copy of N to
another one within Nm. More specifically, let T (1,1)N denote the (1,1)-tensor bundle of the
manifold N . For r, s ∈ 0, m− 1, we define the Srs to be the sections of T
(1,1)Nm over Nm
of the following form:
If X [s] :=
n∑
j=1
Xj(x
(s))
∂
∂x
[s]
j
then Srs(X
[s]) :=
n∑
j=1
Xj(x
(s))
∂
∂x
(r)
j
, ∀X ∈ X(N). (2.5)
In coordinates, these tensor fields read
Srs =
n∑
j=1
dx
(s)
j ⊗
∂
∂x
(r)
j
, r, s ∈ 0, m− 1. (2.6)
These objects will play a key role in the computation of constants of motion and superpo-
sition rules.
Finally, the diagonal prolongation of f : N → R to Nm is the function f [m] : Nm → R
given by f [m](x(0), . . . , x(m−1)) := f(x(0)) + . . .+ f(x(m−1)).
3. The geometrical description of quantum mechanics
We briefly present the geometrical formulation of quantum mechanics which has been
developed during the last forty years (see [3, 16, 32] for details).
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3.1. The linear, complex and Hermitian structure
To investigate quantum mechanics in a differential geometric way and to identify its
similarities with the geometric formalism of classical mechanics, the Hilbert space H must
be understood as a real Banach manifold and its algebraic structures as real differential
geometric objects in such manifolds. In particular, if H is of a complex dimension n, H
should be identified with a real 2n-dimensional differentiable manifold M2n. Each point
ψ ∈ M2n represents an element of H. Any Hilbert basis in the Hilbert space H defines
a real global chart on H which determines its differentiable structure. Let {ej}j∈1,n be an
orthonormal basis of H; the functions qj, pj :M2n → R given by
〈ej , ψ〉 = qj(ψ) + ipj(ψ), j = 1, n, ∀ψ ∈ M2n, (3.1)
define a real global chart of M2n and TψM2n = 〈∂/∂q1, ∂/∂p1, . . . , ∂/∂qn, ∂/∂pn〉 at every
ψ ∈M2n.
The complex structure on the n-dimensional Hilbert space H, represented by the multi-
plication by the imaginary unit i, can be encoded in a (1,1)-tensor field J onM2n satisfying
J2 = −I with I being the (1, 1)-tensor field given by the identity I : TψM2n → TψM2n at
every ψ ∈ M2n. This leads to a distribution Im(TM2n) on M2n, which is integrable. In
the coordinate system (3.1), the complex structure J reads
J =
n∑
j=1
(
dqj ⊗
∂
∂pj
− dpj ⊗
∂
∂qj
)
. (3.2)
Another important element ofH is its Hermitian product 〈·, ·〉 : H×H → C. AsH ≃ R2n
as R-linear spaces, there exists at each ψ̂ ∈M2n an R-linear isomorphism ψ ∈M2n 7→ ψψ̂ ∈
Tψ̂M2n, where the tangent vector ψψ̂ acts as a derivation
ψψ̂f :=
d
dt
∣∣∣∣
t=0
f
(
ψ̂ + tψ
)
, ∀f ∈ C∞(M2n). (3.3)
This identification and the Hermitian product on H allow us to define a pair of tensor fields
g, ω on M2n satisfying:
gψ(ψ1ψ, ψ2ψ) := Re〈ψ1, ψ2〉 ωψ(ψ1ψ, ψ2ψ) := Im〈ψ1, ψ2〉, ∀ψ, ψ1, ψ2 ∈M2n. (3.4)
These tensor fields encode in geometrical terms the Hermitian product existing in the Hilbert
space. In coordinates, these tensor fields read
g =
n∑
j=1
(dqj ⊗ dqj + dpj ⊗ dpj) , ω =
n∑
j=1
(dqj ⊗ dpj − dpj ⊗ dqj) =
n∑
j=1
dqj ∧ dpj . (3.5)
The tensor field g becomes a Euclidean metric on R2n while ω becomes a symplectic structure
on R2n with Darboux coordinates {qj , pj}j∈1,n. The tensor fields g and ω satisfy some
relations with the complex structure J :
g(JX, JY ) = g(X, Y ), ω(JX, JY ) = ω(X, Y ), ω(X, Y ) = g(JX, Y ), ∀X, Y ∈ X(M2n).
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Thus, the Hermitian product on the complex Hilbert space H leads to a Ka¨hler structure
on M2n, which is typical of quantum models and richer than the standard symplectic one
typical appearing in classical mechanics.
The metric tensor field g induces a bundle isomorphism G : ψψ̂ ∈ TM2n 7→ g(ψψ̂, ·) ∈
T ∗M2n. This can be used to transform g and ω into two 2-contravariant tensor fields,
i.e. G(α, β) := g(G−1α,G−1β) and Λ(α, β) := ω(G−1α,G−1β). Their expressions in local
coordinates are
G =
n∑
j=1
(
∂
∂qj
⊗
∂
∂qj
+
∂
∂pj
⊗
∂
∂pj
)
, Λ =
n∑
j=1
∂
∂qj
∧
∂
∂pj
. (3.6)
These tensor fields define a Poisson bracket and a commutative bracket on C∞(M2n), re-
spectively:
{f, g} := Λ(df, dg), {f, g}+ := G(df, dg), ∀f, g ∈ C
∞(M2n). (3.7)
A third element in the description of the Hilbert space structure of H is its R-linear
structure. Geometrically, it is induced by the so-called dilation vector field defined by ∆ :
ψ ∈ M2n 7→ ψψ ∈ TM2n. Meanwhile, the phase-change vector field takes the form Γ : ψ ∈
M2n 7→ Jψψ ∈ TψM2n. In local coordinates
∆ =
n∑
j=1
(
qj
∂
∂qj
+ pj
∂
∂pj
)
, Γ =
n∑
j=1
(
qj
∂
∂pj
− pj
∂
∂qj
)
. (3.8)
Both vector fields satisfy the relation Γ = J(∆).
Finally, let us define two n-forms, ΩR and ΩI , on M2n satisfying
ΩR|ψ(ψ1ψ, . . . , ψnψ) := Re(det(ψ1, . . . , ψn)), ΩI |ψ(ψ1ψ, . . . , ψnψ) := Im(det(ψ1, . . . , ψn)),
for all ψ, ψ1, . . . , ψn ∈M2n. They satisfy the relation
ΩR(JX1, . . . , Xn) = −ΩI(X1, . . . , Xn), ∀X1, . . . , Xn ∈ X(M2n).
It is simple to prove that they are non-degenerate and closed.
3.2. Observables: Hamiltonian dynamics and Killing vector fields
The real vector space Herm(H) of physical observables on H, i.e. Hermitian operators
on H, can also be given a tensor description. Every observable A ∈ Herm(H) gives rise to
a function on M2n of the form
fA(ψ) :=
1
2
〈ψ,Aψ〉, ψ ∈M2n. (3.9)
It is worth noting that
{fA, fB} = Λ(dfA, dfB) = f[[A,B]], {fA, fB}+ = G(dfA, dfB) = f[A,B]+ ,
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for
[[A,B]] := −i(AB −BA), [A,B]+ := AB +BA. (3.10)
Observe that the skew-symmetric operation has an extra factor with respect to the commu-
tator of operators. This factor is needed to obtain an inner composition law in the space of
Hermitian operators. Given a linear operator A ∈ Herm(H), we can define the Hamiltonian
vector field:
XA := −Λ(dfA, ·) = {·, fA}. (3.11)
One remarkable property of these Hamiltonian vector fields is
[XA, XB] = −X[[A,B]].
The vector field Γ defined in (3.8) is the Hamiltonian vector field associated, up to a sign,
with the identity operator on H, i.e. Γ = −XI .
The integral curves of the Hamiltonian vector field, XH , associated with the quadratic
form fH(ψ) :=
1
2
〈ψ,Hψ〉 correspond to the solutions of the Schro¨dinger equation
i
dψ
dt
= Hψ,
where we assumed, as hereafter, ~ = 1. The evolution operator t 7→ Ut of this equation is
such that each Ut : H → H is an isometry of the Hermitian product on H. Hence, each
Ut leaves invariant its real and imaginary parts. Since each Ut is C-linear, it also leaves
invariant ω, J , and g. Therefore, XH is also a Killing vector field relative to g giving rise to
a Ka¨hler vector field.
3.3. Projective Hilbert spaces as Ka¨hler manifolds
From a physical point of view, the probabilistic interpretation requires the set of states of
a quantum system to be a complex projective space. Our aim in this section is to introduce
the geometrical structures arising in this case. To simplify the notation, B× will stand for
the restriction of a structure B onM2n toM
×
2n, e.g. G
× is the tensor field onM×2n obtained
by restricting the tensor G on M2n given in (3.6) to M
×
2n.
The equivalence relation on H0 := H\{0} defining its projective space CP
n−1, namely
ψ1, ψ2 ∈ H0 := H\{0}, ψ1 ∼ ψ2 ⇔ ψ2 = λψ1, λ ∈ C\{0}, (3.12)
can be encoded at the level of our geometrical description by means of the vector fields ∆×
and Γ×. Indeed, it follows from (3.8) that both vector fields commute and define a regular
integrable distribution on M×2n. Its space of leaves can be given a differentiable manifold
structure becoming a differentiable manifold Pn and inducing a differentiable projection
πMP : M
×
2n → Pn. Each leaf of the foliation induced by ∆
× and Γ× contains the set of
equivalent points in H0 relative to the equivalence relation (3.12). Therefore, it is natural
to consider Pn as the geometrical representation of the complex projective space CP
n−1.
In what regards the tensor structures, it is well known [38] that the complex projective
space is a Hermitian symmetric space [58] and therefore admits a canonical Ka¨hler struc-
ture enconded in the Fubiny-Study metric. Hence, there will exist a Riemannian tensor, a
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symplectic tensor and a complex structure on Pn. Our goal now is to relate these tenso-
rial objects to those of M×2n. We will find suitable tensor fields on M
×
2n projecting under
πMP :M
×
2n → Pn onto the canonical Ka¨hler structure on Pn induced by that of CP
n−1.
The tensor fields G× and Λ× onM×2n induced by (3.6) cannot be projected onto Pn since,
although they are invariant under Γ×, they are not invariant under ∆×. Since L∆×G
× =
−2G× and L∆×Λ
× = −2Λ×, we can define two new tensor fields by multiplication:
G˜ := 2fI(ψ)G, Λ˜ := 2fI(ψ)Λ.
The tensor fields G˜× and Λ˜× on M×2n are homogeneous of degree 0 and therefore invariant
under dilations. They are also invariant under Γ× and hence projectable onto Pn. Nev-
ertheless, we would like to define projectable tensor fields GP and ΛP on M
×
2n satisfying
that
GP(dπ
∗f1, dπ
∗f2) := {π
∗
MP(f1), π
∗
MP(f2)}+, ΛP(dπ
∗f1, dπ
∗f2) := {π
∗
MP(f1), π
∗
MP(f2)},
for every f1, f2 ∈ C
∞(Pn). To ensure this, we define
GP := 2f
×
I (ψ)G
× −
(
∆× ⊗∆× + Γ× ⊗ Γ×
)
, ΛP := 2f
×
I (ψ)Λ
× −
(
∆× ⊗ Γ× − Γ× ⊗∆×
)
.
(3.13)
Observables must also be represented on Pn by tensorial objects which are projections of
tensor objects onM×2n that are invariant by the vector fields ∆
× and Γ×, and this is clearly
not the case for the quadratic functions f×A defined in (3.9). Instead, we consider the set of
expectation value functions, i.e. the functions related to observables A of the form
eA(ψ) :=
1
2
〈ψ,Aψ〉
〈ψ, ψ〉
, ∀ψ ∈M×2n.
These functions are first-integrals onM×2n of both vector fields, ∆
× and Γ×, and as they are
projectable, they correspond to pullbacks of functions on Pn. Furthermore they represent,
up to a proportional constant, the physical magnitude known as expectation value of the
observable A.
Finally, we can combine the expectation value functions and the tensor ΛP to define
Hamiltonian vector fields on Pn. Indeed, given a Hermitian operator A, we can define the
vector field on M×2n:
XA := −ΛP(deA, ·).
The projections of these vector fields under πMP∗ give rise to Hamiltonian vector fields
associated with the canonical Ka¨hler structure on Pn.
Additionally, there exists a natural action of the unitary group U(n) on Pn of the form
ϕPn : U(n)×Pn → Pn, (U, [ψ]Pn) 7→ [Uψ]Pn , (3.14)
where [ψ]P := πMP(ψ) denotes the equivalence class in Pn of the element ψ ∈M
×
2n.
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4. Quantum Lie systems and Ka¨hler–Lie systems
In this section we apply the theory of Lie and Lie–Hamilton systems to a t-dependent
Hamiltonian operator H(t) that can be written as a linear combination, with some t-
dependent real coefficients b1(t), . . . , br(t), of some Hermitian operators,
H(t) =
r∑
k=1
bk(t)Hk , (4.1)
where the Hk form a basis of a real finite-dimensional Lie algebra V relative to the Lie
bracket of observables, i.e. [[Hj , Hk]] =
∑r
l=1 cjklHl, with cjkl ∈ R and j, k, l = 1, r. The
t-dependent operator H(t), a so-called quantum Lie system [24], becomes a curve in a Lie
algebra of operators: quantum VG–Lie algebra of H(t). In particular, we prove that a very
general class of these systems leads to define Lie systems admitting a VG–Lie algebra of
Ka¨hler vector fields with respect to a Ka¨hler structure. In turn, this suggests us to define a
new type of Lie systems: the Ka¨hler–Lie systems.
In particular, a quantum Lie system H(t) determines a t-dependent Schro¨dinger equation
dψ
dt
= −iH(t)ψ = −i
r∑
k=1
bk(t)Hkψ. (4.2)
The isomorphism (ψ, φ) ∈ M2n ⊕M2n 7→ φψ ∈ TψM2n allows us to identify the operators
−iHk with the vector fields Xk : ψ ∈ M2n 7→ (ψ,−iHkψ) ∈ M2n ⊕M2n ≃ TM2n. In
turn, the t-dependent Schro¨dinger equation (4.2) becomes the associated system of the t-
dependent vector field X =
∑r
k=1 bk(t)Xk on M2n.
It was stated in Section 3.2 that M2n admits a natural symplectic structure turning the
vector fields Xk into Hamiltonian admitting real Hamiltonian functions hk(ψ) =
1
2
〈ψ,Hkψ〉.
From (3.2), the commutators of these Hamiltonian vector fields are
[Xj , Xk] = −X[[Hj ,Hk]] = −
r∑
l=1
cjklXl, j, k = 1, r. (4.3)
Hence, t-dependent Schro¨dinger equations (4.2) are Lie–Hamilton systems. Summing up,
we have this first theorem.
Theorem 4.1. Every t-dependent Schro¨dinger equation on M2n determined by a quantum
Lie system H(t) is a Lie–Hamilton system.
Note 4.2. From now on we will only consider Schro¨dinger equations related to a quantum–
Lie system.
We exemplify the above result by studying a two-level quantum system. Its possible
states are described by elements ψ ∈ C2. Unitary evolution is described by the canonical
action of the unitary Lie group U(2) on C2. In consequence, the evolution of every particular
solution ψ(t) in C2 of the corresponding t-dependent Schro¨dinger equation is determined by
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a curve t 7→ Ut within U(2) which in turn gives rise to a curve −iH(t) := U˙tU
−1
t in the Lie
algebra u(2) of U(2). More specifically,
dψ
dt
= −iH(t)ψ, −iH(t) ∈ u(2), ∀t ∈ R. (4.4)
As u(2) is the space of skew-Hermitian operators on C2, each H(t) is Hermitian.
Consider a basis for Herm(2) given by the 2 × 2 identity matrix I0 and the traceless
matrices {Sj :=
1
2
σj}j=1,2,3, where σ1, σ2, σ3 are the Pauli matrices, namely
I0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
If we consider the commutator defined in (3.10), then we find that [[I0, ·]] = 0 and
[[Sj , Sk]] =
3∑
l=1
ǫjklSl, j, k = 1, 2, 3. (4.5)
Every Hamiltonian in Herm(2) can be brought into the form:
H = B0I0 +
3∑
j=1
BjSj = B0I0 +B · S, S = (σ1, σ2, σ3)/2, B := (B1, B2, B3) ∈ R
3, B0 ∈ R.
(4.6)
In a physical system, B is identified with the magnetic field applied to a 1/2-spin particle.
To obtain a t-dependent Hamiltonian, the magnetic field must be t-dependent:
H(t) := B0(t)I0 +B(t) · S. (4.7)
The t-dependent Hamiltonian H(t) is therefore a quantum Lie system. It determines a
t-dependent Schro¨dinger equation of the form (4.4) in C2 [20].
Consider now the geometric formalism presented in the previous section. The Hilbert
space C2 is replaced by a real manifold M4 with coordinates (q1, p1, q2, p2). The coordinate
expression of the t-dependent Schro¨dinger equation (4.4) with the quantum Lie system
defined by (4.7) is
d
dt

q1
p1
q2
p2
= 12

0 2B0(t) +B3(t) −B2(t) B1(t)
−2B0(t)− B3(t) 0 −B1(t) −B2(t)
B2(t) B1(t) 0 2B0(t)−B3(t)
−B1(t) B2(t) B3(t)− 2B0(t) 0


q1
p1
q2
p2
 .
(4.8)
This is the associated system of the t-dependent vector field X =
∑3
α=0Bα(t)Xα, with
X0 = −Γ = p1
∂
∂q1
− q1
∂
∂p1
+ p2
∂
∂q2
− q2
∂
∂p2
, X1 =
1
2
(
p2
∂
∂q1
− q2
∂
∂p1
+ p1
∂
∂q2
− q1
∂
∂p2
)
,
X2 =
1
2
(
−q2
∂
∂q1
− p2
∂
∂p1
+ q1
∂
∂q2
+ p1
∂
∂p2
)
, X3 =
1
2
(
p1
∂
∂q1
− q1
∂
∂p1
− p2
∂
∂q2
+ q2
∂
∂p2
)
,
(4.9)
13
spanning a Lie algebra of vector fields isomorphic to u(2):
[X0, ·] = 0, [X1, X2] = −X3, [X2, X3] = −X1, [X3, X1] = −X2.
Recall thatM4 admits a Ka¨hler structure with symplectic and Riemannian tensor fields
given by
ω =
2∑
j=1
dqj ∧ dpj, g =
2∑
j=1
(dqj ⊗ dqj + dpj ⊗ dpj).
The vector fields X0, X1, X2, X3 are Hamiltonian with respect to ω. Their Hamiltonian
functions are
h0(ψ) =
1
2
〈ψ, ψ〉 =
1
2
(q21 + p
2
1 + q
2
2 + p
2
2), h1(ψ) =
1
2
〈ψ, S1ψ〉 =
1
2
(q1q2 + p1p2),
h2(ψ) =
1
2
〈ψ, S2ψ〉 =
1
2
(q1p2 − p1q2), h3(ψ) =
1
2
〈ψ, S3ψ〉 =
1
4
(q21 + p
2
1 − q
2
2 − p
2
2),
(4.10)
with ιXαω = dhα for α = 0, 1, 2, 3.
The Hamiltonian functions span a Lie algebra isomorphic to u(2):
{h0, ·} = 0, {h1, h2} = h3, {h2, h3} = h1, {h3, h1} = h2.
It will be useful to note that h1, h2, h3 are functionally independent, but h
2
0 = 4(h
2
1+h
2
2+h
2
3).
The t-dependent Schro¨dinger equation (4.4) enjoys an additional property: X0, X1, X2
and X3 are Killing vector fields with respect to g, namely LXαg = 0 for α = 0, 1, 2, 3. Using
this, we can easily prove in an intrinsic geometric way that
I1 = g(X0, X0), I2 = g(X1, X1)+g(X2, X2)+g(X3, X3), I3 = h
2
1+h
2
2+h
2
3, I4 = h0
are constants of the motion for X . This example is relevant because it illustrates how to
define the above constants of the motion geometrically in terms of g and the Hamiltonian
functions due to ω.
Note also that our real system comes from a linear complex differential equation. This
gives rise to a symmetry (q1, p1, q2, p2) ∈ M4 7→ (−p1, q1,−p2, q2) ∈ M4 of system (4.8),
which is the counterpart of the multiplication by the imaginary unit in C2. Therefore, the
Lie system preserves the complex structure J in M4.
Finally, M4 admits the following symplectic forms
ΩR := dq1 ∧ dq2 − dp1 ∧ dp2, ΩI := dq1 ∧ dp2 + dp1 ∧ dq2
turning X1, X2, X3 into Hamiltonian vector fields. However, these symplectic forms are not
invariant under X0:
LX0ΩR = ΩI , LX0ΩI = −ΩR. (4.11)
Recall that X0 = −Γ. This result proves that ΩR and ΩI are invariant under the canonical
SU(2)-action on M4, but not under the U(2)-action.
The results here presented can be used to obtain a superposition rule for the initial
system. This topic will be studied in following sections. Let us generalise the above example.
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Theorem 4.3. Every Schro¨dinger equation on M2n admits a VG–Lie algebra VM2n ≃ u(n)
of Ka¨hler vector fields relative to the Ka¨hler structure (g, ω, J) on M2n.
Proof. Let ϕM2n : U(n)×M2n →M2n be the natural action of the unitary group by unitary
matrices on Cn understood in the natural way as a real manifold M2n.
Every element h ∈ U(n) induces a diffeomorphism on M2n leaving invariant the Her-
mitian product on H. Hence, it leaves invariant its real and imaginary parts. In view of
expressions (3.4), it also follows that h∗tω = ω and h
∗
t g = g for every t ∈ R and every curve
ht in U(n). As a consequence, every fundamental vector field Y of the Lie group action
ϕM2n satisfies that LY g = 0 and LY ω = 0. Hence, the fundamental vector fields of ϕM2n
are Ka¨hler vector fields relative to (g, ω, J).
The evolution of the Schro¨dinger equation
dψ
dt
= −iH(t)ψ, −iH(t) ∈ u(n), ψ ∈ M2n, (4.12)
takes the form ψ(t) = ϕM2n(ht, ψ(0)), with h0 = IdM2n , and a certain curve h : t ∈ R 7→ ht ∈
U(n). Therefore, (4.12) is determined by a t-dependent vector fieldX taking values in the Lie
algebra of fundamental vector fields of ϕM2n , namely X =
∑r
α=1 bα(t)Xα, where X1, . . . , Xr
is a basis of the Lie algebra of fundamental vector fields of ϕM2n . Then 〈X1, . . . , Xr〉 is a
Lie algebra isomorphic to u(n) and becomes a VG–Lie algebra of Ka¨hler vector fields for
XM2n .
We hereafter write VM2n and VM×2n for VG–Lie algebras of Ka¨hler vector fields relative
to the standard Ka¨hler structure on M2n and its natural restriction to M
×
2n, respectively.
The above examples motivate to introduce the following definition.
Definition 4.4. We call Ka¨hler–Lie system a Lie system admitting a VG–Lie algebra of
Ka¨hler vector fields with respect to a Ka¨hler structure.
It is therefore simple to prove the proposition below.
Proposition 4.5. The space IX of t-independent constants of motion for a Ka¨hler–Lie
system X is a Poisson algebra with respect to the Poisson bracket of the Ka¨hler structure
and the commutative algebra relative to the bracket induced by its Riemannian structure.
In following sections, it will be shown that Ka¨hler structures allow us to devise tech-
niques to obtain constants of the motion and superposition rules for Ka¨hler–Lie systems,
e.g. if vector fields Y1, Y2 commute with all the elements of the VG–Lie algebra of Ka¨hler
vector fields for a Ka¨hler–Lie system X , then g(Y1, Y1), g(Y2, Y2), g(Y1, Y2) and ω(Y1, Y2) are
constants of motion for X .
5. Lie systems and Schro¨dinger equations on Rn and Sn
The unit sphere Sn in C
n admits a natural structure as a real (2n − 1)-dimensional
manifold. Since we study t-dependent Schro¨dinger equations with a unitary evolution and
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their evolution leave Sn invariant, it seems natural at first to restrict them to the unity
sphere Sn. Nevertheless, as shown next, their restriction is generally no longer neither a
Ka¨hler–Lie system nor a Lie–Hamilton one. That is why we now introduce an alternative
Schro¨dinger equation which possesses more useful properties to describe its superposition
rules and the superposition rules for other related Schro¨dinger equations.
Proposition 5.1. A Schro¨dinger equation on M2n can be restricted to the unity sphere Sn
giving rise to a Lie system XSn possessing a VG–Lie algebra VSn of Hamiltonian vector fields
with respect to the presymplectic form ι∗Sω with ιS : Sn →֒ M2n. If V
XSn = VSn, then XSn
is not a Lie–Hamilton system.
Proof. The VG–Lie algebra VM2n of (4.12) is the Lie algebra of fundamental vector fields of
the unitary action of ϕM2n : U(n) ×M2n → M2n. Therefore, 〈ϕM2n(g, ψ), ϕM2n(g, ψ)〉 =
〈ψ, ψ〉 for every ψ ∈ M2n and g ∈ U(n). Hence, f(ψ) := 〈ψ, ψ〉 is invariant under ϕM2n
and, in consequence, a first-integral of its fundamental vector fields, namely VM2n . The
restrictions of the elements of VM2n to Sn become tangent to Sn and they therefore span a
finite-dimensional Lie algebra of vector fields VSn on Sn. In the light of Theorem 4.3, the
system (4.12) is related to a t-dependent vector field XM2n taking values in VM2n . Therefore,
system (4.12) can be restricted to a system XSn on Sn admitting a VG–Lie algebra VSn.
The embedding ιS : Sn →֒ M2n gives rise to a presymplectic structure ι
∗
Sω on Sn,
where ω is the natural symplectic structure (3.5) on M2n. Since the elements of VM2n
are Hamiltonian vector fields on M2n with Hamiltonian functions hH(ψ) =
1
2
〈ψ,Hψ〉 with
−iH ∈ u(n), their restrictions to Sn are tangent to Sn and Hamiltonian relative to the
presymplectic form ι∗Sω with Hamiltonian functions ι
∗
ShH . Therefore, they span a VG–Lie
algebra VSn on Sn of Hamiltonian vector fields relative to the presymplectic structure ωS.
As Sn is an orbit of ϕM2n, then TSn = D
VM2n |Sn, which is an odd (2n− 1)-dimensional
distribution on Sn. From assumption V
XSn = VSn and, hence, D
XSn = DVSn = DVM2n |Sn =
TSn. The so-called no-go Theorem for Lie–Hamilton systems (see [18, Proposition 5.1])
states that previous conditions are enough to ensure that XSn is not a Lie–Hamilton system.
A Dirac structure is a generalisation of presymplectic and Poisson manifolds. In fact,
presymplectic and Poisson manifolds can be naturally attached to Dirac structures whose
Hamiltonian vector fields are the Hamilton vector fields of the structures originating them
(see [18] for details). This fact enables us to prove the following.
Corollary 5.2. The Schro¨dinger equation (4.12) on Sn is a Dirac–Lie system with respect
to the Dirac structure induced by ι∗Sω.
Let us now prove that the projection of the restriction of (4.12) to M×2n onto Rn exists
and it is a Lie–Hamilton system that can be endowed with a natural coordinate system
coming from this fact.
Lemma 5.3. The manifold Rn, for n > 1, admits a local coordinate system on a neigh-
borhood of each point given by 2n − 1 functions fα(ψ) =
1
2
〈ψ,Hαψ〉, for α = 1, 2n− 1 for
certain operators Hα ∈ su(n).
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Proof. For n > 1 any two elements of M×2n with the same norm can be connected by the
action of an element of SU(n). Hence, the special unitary action ϕ : SU(n)×M×2n →M
×
2n,
with n > 1, has (2n − 1)-dimensional orbits, which are embedded submanifolds of M×2n
because SU(n) is compact. Since dim SU(n) = n2 − 1 ≥ 2n − 1 for n > 1, we can choose
around any point of M×2n an open neighbourhood A0 where 2n − 1 fundamental vector
fields of ϕ are linearly independent at each point. As they are also Hamiltonian vector
fields, their Hamiltonian functions, which can be taken of the form fα(ψ) :=
1
2
〈ψ,Hαψ〉
with Hα ∈ su(n), φ inM
×
2n, and α ∈ 1, 2n− 1, are functionally independent on A0. These
functions are invariant under the action ϕU(1) : (e
iϕ, ψ) ∈ U(1) × M×2n 7→ e
iϕψ ∈ M×2n
and give rise to well-defined functions f1|Rn, . . . , f2n−1|Rn , on an open subset of Rn. As
f1, . . . , f2n−1 are constant on the leaves of ϕU(1) and functionally independent on A0 ⊂M
×
2n,
then f1|Rn, . . . , f2n−1|Rn are functionally independent and provide a local coordinate system
on Rn.
Example 5.1. A two-level system is described by a four-dimensional manifold M4 with
coordinates (q1, p1, q2, p2) given in (3.1). Its dynamics is described by a t-dependent vector
field X =
∑3
α=1Bα(t)Xα, where the vector fields X1, X2, X3 are given in (4.9) and admit
Hamiltonian functions
h1(ψ) =
1
2
(q1q2+p1p2), h2(ψ) =
1
2
(q1p2−q2p1), h3(ψ) =
1
4
(q21+p
2
1−q
2
2−p
2
2), ∀ψ ∈M4
relative to the natural symplectic structure on M4 appearing in (4.10). As stated in Lemma
5.3, these functions define a coordinate system {h1, h2, h3} on R2. To verify it, let us
consider the projection πMR :M
×
4 → R
3
0 by:
πMR(ψ) := (x := h1(ψ), y := h2(ψ), z := h3(ψ)), (5.1)
and show that R2 ≃ R
3
0. Since x
2+ y2+ z2 = 1
16
〈ψ, ψ〉2 and (0, 0) /∈M×4 , the image of πMR
does not contain the origin (0, 0, 0) and πMR takes values in R
3
0 as assumed.
Coming back to the complex notation ofH = C2, we write ψ = (z1, z2) = (q1+ip1, q2+ip2).
Therefore,
x(ψ) =
1
2
Re〈z1, z2〉, y(ψ) =
1
2
Im〈z1, z2〉, z(ψ) =
1
4
(|z1|
2 − |z2|
2).
for every ψ = (z1, z2) ∈M
×
4 . Hence, x, y, z are constant along the equivalence classes of R2
and if ψ, ψˆ ∈M×4 belong to the same equivalence class of R2, then πMR(ψ) = πMR(ψˆ). Let
us additionally show that if πMR(ψ) = πMR(ψˆ), then ψ = (z1, z2) and ψˆ := (zˆ1, zˆ2) belong
to the same equivalence class. Indeed, if πMR(z1, z2) = πMR(zˆ1, zˆ2), then
√
x2 + y2 + z2 =
(|z1|
2 + |z2|
2)/4 = (|zˆ1|
2 + |zˆ2|
2)/4 and, since z(ψ) = z(ψˆ), we obtain |zi| = |zˆi| for i = 1, 2.
Therefore, zj = e
iϕj zˆj for certain ϕj ∈ R with j = 1, 2. In view of this and 〈z1, z2〉 = 〈zˆ1, zˆ2〉,
we obtain ϕ1 − ϕ2 = 2πk, for k ∈ Z and hence (z1, z2) = e
iϕ1(zˆ1, zˆ2). Thus, if π
−1
MR(x, y, z)
is not empty, it gives rise to an equivalence class of R2.
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Let us prove that πMR is a surjection. For every (x, y, z) ∈ R
3
0, we can prove that
πMR
([
2(
√
x2 + y2 + z2 + z)
]1/2
,
[
2(
√
x2 + y2 + z2 − z)
]1/2
eiΘ
)
= (x, y, z),
where, the angle Θ ∈ [0, 2π) satisfies for x2 + y2 6= 0 the relation
x√
x2 + y2
= cosΘ,
y√
x2 + y2
= sinΘ
and it is arbitrary for x2 + y2 = 0. The above expressions show that πMR is surjective.
Therefore, π−1MR(x, y, z) is the equivalence class of an element of R2 for every (x, y, z) ∈ R2
and R2 ≃ R
3
0.
Proposition 5.4. The t-dependent Schro¨dinger equation (4.12), when restricted to M×2n,
can be projected onto Rn originating a Lie–system XRn possessing a VG–Lie algebra VRn ≃
su(n) of Hamiltonian vector fields with respect to the projection of Λ× on M×2n onto Rn.
Proof. The C-linear Lie group action ϕM×2n : U(n) × M
×
2n → M
×
2n induces, due to its
C-linearity, another action on Rn such that the map πMR is equivariant, as follows:
ϕRn : U(n)×Rn → Rn,
(g, [ψ]R) 7→ [ϕM×2n(g, ψ)]R.
As a consequence, the fundamental vector fields of VM×2n project ontoRn giving rise to a new
finite-dimensional Lie algebra of vector fields VRn and the projection map πMR :M
×
2n → Rn
induces a Lie algebra morphism πMR∗|V
M
×
2n
: VM×2n → VRn. Then, the restriction to M
×
2n of
the Schro¨dinger equation on (4.12) also projects onto Rn giving rise to a system XRn .
Let us prove that XRn admits a VG–Lie algebra isomorphic to su(n). As VM×2n ≃ u(n) ≃
R ⊕ su(n), the kernel of πMR∗|V
M
×
2n
, which is an ideal of VM×2n , may be zero, isomorphic
to R, to su(n) or to u(n). The one-parameter group of diffeomorphisms induced by the
vector field Γ× is given by Ft : ψ ∈ M
×
2n 7→ e
itψ ∈ M×2n. Hence, πMR∗Γ
× = 0 and
Γ× belongs to the center of VM×2n , i.e. Γ
× ∈ z(VM×2n) ≃ R. If n = 1, then this shows
that Im πMR∗|V ×
M2
= {0} ≃ su(1) and the result follows. Meanwhile, VRn 6= 0 for n > 1
and in view of the decomposition VM×2n ≃ R ⊕ su(n), we get that ker πMR∗ ≃ 〈Γ
×〉 and
Im πMR∗|V ×
M2n
≃ su(n). Thus, the projection of (4.12) onto Rn admits a VG–Lie algebra
VRn ≃ su(n).
Example 5.2. A simple computation shows that there exist vector fields Yα on R2 such that
πMR∗(Xα) = Yα for α = 1, 2, 3. Indeed,
Y1 = −z
∂
∂y
+ y
∂
∂z
, Y2 = z
∂
∂x
− x
∂
∂z
, Y3 = −y
∂
∂x
+ x
∂
∂y
. (5.2)
The Lie brackets between these vector fields read
[Y1, Y2] = −Y3, [Y2, Y3] = −Y1, [Y3, Y1] = −Y2,
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that is [Yj, Yk] = −
∑3
l=1 ǫjklYl for j, k, l = 1, 2, 3. The projection of X =
∑3
α=1Bα(t)Xα to
R2, i.e. the t-dependent vector field XR2 satisfying (XR2)t = πMR∗Xt, becomes
XR2 =
3∑
α=1
Bα(t)Yα. (5.3)
This is exactly the same relation given in (4.5), which shows that Y := 〈Y1, Y2, Y3〉 ≃
su∗(2). Therefore, XR2 is a Lie system. Observe that Y1, Y2, Y2 span a two-dimensional
distribution DY.
The following proposition shows thatRn can be endowed with a Poisson structure turning
VRn into a Lie algebra of Hamiltonian vector fields.
Proposition 5.5. The system XRn is a Lie–Hamilton system with respect to the Poisson
bivector πMR∗Λ
×.
Proof. Since LΓ×Λ
× = 0, the Poisson bivector Λ× onM×2n can be projected onto Rn. Addi-
tionally, πMR∗[Λ,
× Λ×]SN = [πMR∗Λ
×, πMR∗Λ
×]SN , where [·, ·]SN is the Schouten-Nijenhuis
bracket [55]. So, πMR∗Λ
× is a Poisson bivector on Rn. The vector fields Xα spanning the
VG–Lie algebra VM×2n for XM
×
2n
are Hamiltonian relative to the restrictions to M×2n of the
functions hα in (4.10). Such Hamiltonian functions are invariant relative to the action of
U(1) onM×2n and hence projectable ontoRn. The projections πMR∗Xα are also Hamiltonian
vector fields with Hamiltonian functions xα = π
∗
MR(h
×
α ). Therefore, the VG–Lie algebra VRn
on Rn consists of Hamiltonian vector fields relative to πMR∗Λ
×.
Example 5.3. The Poisson bivector Λ× on M×4 projects onto R2 giving rise to the Poisson
bivector
Λ̂ = z
∂
∂x
∧
∂
∂y
+ x
∂
∂y
∧
∂
∂z
+ y
∂
∂z
∧
∂
∂x
(5.4)
in the coordinate system given in Example 5.1.
Proposition 5.6. The system XRn consists of Killing vector fields with respect to the metric
induced by the projection of the tensor field G× to Rn.
Proof. The Lie derivative of G× with respect to Γ× is zero. Hence, G× projects onto Rn.
Since G× is Riemannian, it is non-degenerate. So is its projection onto Rn giving rise to
a Riemannian metric on Rn. The vector fields of VM×2n are Killing relative to G
× and
projectable under πMR∗. Therefore, their projections, namely the elements of VRn, are also
Killing vector fields relative to the projection of G× onto Rn and span a VG–Lie algebra
VRn of Killing vector fields.
Example 5.4. The tensor field G× on M×4 projects onto R2 giving rise to the tensor field
Ĝ = (x2 + y2 + z2)1/2
[
∂
∂x
⊗
∂
∂x
+
∂
∂y
⊗
∂
∂y
+
∂
∂z
⊗
∂
∂z
]
. (5.5)
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It naturally allows us to define a Riemannian metric ĝ on R2 given by
ĝ =
dx⊗ dx+ dy ⊗ dy + dz ⊗ dz
(x2 + y2 + z2)1/2
. (5.6)
It is immediate to check that the Lie derivatives of gˆ and Gˆ with respect to the vector fields
(5.2) are zero as stated in the previous proposition.
6. Lie systems and projective Schro¨dinger equations
Let Ĥ(t) be a t-dependent Hermitian operator on the Hilbert space L2(R3) of equivalence
classes of square integrable measurable functions on R3 with respect to Lebesgue measure.
Solutions to the t-dependent Scho¨dinger equation determined by Ĥ(t) differing in a pro-
portional non-zero t-dependent complex factor describe the same physical state. Hence, it
is natural to consider whether t-dependent Schro¨dinger equations admit such a symmetry.
Nevertheless, (4.12) is not invariant under the change of phase ψ 7→ f(t)ψ(t) for a non-zero
complex valued function f . There is however another differential equation, the so-called pro-
jective Schro¨dinger equation, that is invariant under such a change of phase while admitting
the particular solutions to the original t-dependent Schro¨dinger equation [13]. It is given by
i
[
ψy
dψx
dt
− ψx
dψy
dt
]
= ψyĤxψx − ψxĤyψy, ψ : R
3 → C, (6.1)
with ψx := ψ(x), ψy := ψ(y) and x,y ∈ R
3. These differential equations can be fur-
ther generalised while admitting the previous symmetry and covering particular solutions
to t-dependent Schro¨dinger equations on (probably infinite-dimensional Hilbert spaces) by
writing
i
[
Id⊗
d
dt
−
d
dt
⊗ Id
]
ψ ⊗ ψ =
[
Id⊗ Ĥ(t)− Ĥ(t)⊗ Id
]
ψ ⊗ ψ, ∀ψ ∈ H, (6.2)
where ψ ⊗ ψ ∈ H ⊗ H and A ⊗ B are the tensorial products of the Hermitian operators
A,B : H → H. It said that ψ ∈ H is a solution to (6.2) is ψ ⊗ ψ satisfies it.
Nevertheless, (6.1) and (6.2) have not a clear geometric interpretation. Equation (6.1)
depends on the values of the function ψ in two different points and (6.2) is defined on
tensorial products of the form ψ ⊗ ψ. Instead, we will make use of a projection of the
t-dependent Schro¨dinger equation on H0 onto Pn to recover its solutions up to a global
t-dependent change of phase and, therefore, recovering the same solutions of (6.2).
Lemma 6.1. The t-dependent vector field X on M×2n related to a t-dependent Schro¨dinger
equation
dψ
dt
= −iH(t)ψ, −iH(t) ∈ u(n), ψ ∈ H0, (6.3)
is projectable under the fibration πMP :M
×
2n → Pn.
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Proof. Consider the natural actions of the unitary group U(n) onM×2n and on the projective
space Pn given by
ϕ : (U, ψ) ∈ U(n)×M×2n 7→ Uψ ∈M
×
2n, ϕPn : (U, [ψ]P) ∈ U(n)× Pn 7→ [Uψ]P ∈ Pn,
respectively. Then, the map πMP :M
×
2n → Pn is equivariant. By the definition of (6.3), the
t-dependent vector field X belongs, at each t ∈ R, to the Lie algebra, VϕPn of fundamental
vector fields of ϕ. As πMP is equivariant, the fundamental vector fields of the actions ϕ
and ϕPn are πMP -related and each vector field of VM×2n projects onto a fundamental vector
field of ϕPn and vice versa. This ensures πMP∗X to exist and to admit a VG–Lie algebra
VPn := VϕPn .
Definition 6.2. Given a t-dependent Schro¨dinger equation X of the form (6.3), we call
projective Schro¨dinger equation on Pn the system of differential equations
dξ
dt
= XPn(t, ξ), ξ ∈ Pn, ∀t ∈ R, (6.4)
where XPn is the projection onto Pn of X relative to the projection πMP :M
×
2n → Pn.
Proposition 6.3. A non-vanishing curve ψ : R → M×2n is a particular solution to the
restriction of the projective Schro¨dinger equation (6.2) to H0 if and only if πMP ◦ ψ is a
particular solution to (6.4).
Proof. The projective Schro¨dinger equation (6.2) can be brought into the form [Ê(t)⊗Id](ψ⊗
ψ) = [Id⊗ Ê(t)](ψ⊗ψ), where Ê(t) := ∂t− iĤ(t). Let ψ(t) be a particular solution to (6.2).
Then, Ê(t)ψ(t) = g(t)ψ(t) for a certain t-dependent function g(t) and there always exists
a t-dependent function f(t) such that Ê(t)[f(t)ψ(t)] = 0 and ψS(t) := f(t)ψ(t) becomes a
solution to the standard t-dependent Schro¨dinger equation. Since the Schro¨dinger equation is
related to a t-dependent Hermitian Hamiltonian operator, it follows that ψS(t) has a constant
module. By assumption ψ(t) does not vanishes and therefore ψS(t) does not vanishes neither.
Hence, both curves can be projected onto Pn and πMP(ψ(t)) = πMP(ψS(t)). Since XM×2n
projects onto XPn , then πMP(ψS(t)) is a particular solution to (6.4) and ψ(t) projects onto
a particular solution to (6.4).
Conversely, if ψ(t) projects onto a solution ψP(t) to (6.4), there exists a solution ψS(t)
to the Schro¨dinger equation projecting onto ψP(t). Since ψ(t) and ψS(t) project onto ψP(t),
they differ at each t on a phase and ψ(t) = λ(t)ψS(t) for a certain complex function λ(t).
Note that the fact that ψ(t) projects onto ψP(t) implies that it does not vanish. Hence, ψ(t)
is a non-vanishing particular solution to (6.1).
Theorem 6.4. The system (6.4) is a Lie system related to a VG–Lie algebra VPn ≃ su(n)
consisting of Ka¨hler vector fields with respect to the natural Ka¨hler structure on Pn.
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Proof. In view of Theorem 4.3, the vector fields of VM×2n for (6.3) leave invariant G
× and
Λ×, i.e. LXΛ
× = LXG
× = 0 for every X ∈ VM2n . Since [Γ
×, X ] = [∆×, X ] = 0, Γ×f×I (ψ) =
∆×f×I (ψ) = 0 and in view of the expressions (3.13), it follows that
LXΛ
×
P = LXG
×
P = 0, (6.5)
where GP and ΛP are given by (3.13). The tensor fields ΛP and GP on Pn generate the
canonical Ka¨hler structure on Pn (see [32] for details). Since the vector fields of VM×2n project
onto Pn and in view of (6.5), it turns out that the projection onto Pn of the vector fields
of VM×2n span a VG–Lie algebra VPn for (6.4) of Ka¨hler vector fields relative to the natural
Ka¨hler structure on Pn.
Let us prove that VPn ≃ su(n). The natural projection map πMP : M
×
2n → Pn induces
a Lie algebra morphism πMP∗|V
M
×
2n
: VM×2n → VPn . As VM
×
2n
≃ u(n) ≃ R⊕ su(n), the kernel
of πMP∗|V
M
×
2n
, which is an ideal of VM×2n , may be zero, either isomorphic to R, to su(n) or
to u(n). The one-parameter group of diffeomorphism induced by the vector field Γ on M×2n
is given by Ft : ψ ∈ M
×
2n 7→ e
itψ ∈ M×2n. Hence, πMP∗Γ
× = 0 and Γ× ∈ z(VM×2n) ≃ R.
Since VPn 6= {0} and in view of the decomposition of VM×2n , we get that ker πMP∗ ≃ 〈Γ
×〉
and Im πMP∗|V
M
×
2n
≃ su(n). Thus, VPn ≃ su(n).
The following proposition will be helpful to study projective Schro¨dinger equations as a
restriction of a system on Rn.
M×2n
piMP

piMR
⑧⑧
⑧⑧
⑧⑧
⑧⑧
Rn
  ❅
❅❅
❅❅
❅❅
❅❅
    
piRP
  
Sn
ιS
__❃❃❃❃❃❃❃❃
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
piSR
uu
piSP

Pn
ιP
PP
Proposition 6.5. Let πSR : Sn → Rn be of the form πSR :=
πMR ◦ ιS , with ιS : Sn →M
×
2n being the natural embedding of Sn
in M×2n, and let πRP : [ψ]R ∈ Rn 7→ [ψ]P ∈ Pn. There exists a
differentiable embedding ιP : Pn → Rn such that πRP ◦ ιP = IdPn
and ιP∗XPn = πSR∗XSn.
Proof. It is immediate that the diagram aside is commutative. For every element of Pn there
exists an element of Sn ⊂M
×
2n projecting to it under πSP . Hence, πRP ◦ πSR(Sn) = Pn and
πRP |piSR(Sn) : πSR(Sn) → Pn is surjective. Let us show that it is also injective. Let [ψ]R,
with ψ ∈ M×2n, be the equivalence class of functions on M
×
2n differing in a complex-phase
of module one. If πRP([ψ1]R) = πRP([ψ2]R) and ‖ψ1‖ = ‖ψ2‖, then ψ1 = e
iφψ2 with φ ∈ R.
Hence, [ψ1]R = [ψ2]R and πRP is a bijection when restricted to πSR(Sn) and the inverse map
is defined to be ιP . From this it is immediate that ιP∗XPn = πSR∗XSn .
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7. Superposition rules for special unitary Schro¨dinger equations
We now prove that, apart from the very well-known standard linear superposition rules,
t-dependent Schro¨dinger equations associated with t-dependent traceless Hermitian Hamil-
tonian operators have other nonlinear ones which depend, generally, on fewer solutions.
Superposition rules for different types of projections of Schro¨dinger equations are investi-
gated.
Theorem 7.1. Every Schro¨dinger equation onM2n, with n > 1, related to a VG–Lie algebra
V ⊂ VM2n isomorphic to su(n) admits a superposition rule depending on n − 1 particular
solutions.
Proof. In light of Theorem 4.3, our Schro¨dinger equation admits a VG–Lie algebra V of
Ka¨hler vector fields isomorphic to su(n). To derive a superposition rule, we determine the
smallest m ∈ N so that the diagonal prolongations toMm2n of the vector fields of V span a a
distribution of rank dimV at a generic point. Since V ⊂ VM2n and V ≃ su(n), the elements
of V are fundamental vector fields of the standard linear action of SU(n) on M2n (thought
of as a C-linear space). The diagonal prolongations of V to Mm2n span the tangent space to
the orbits of the Lie group action
ϕm : SU(n)×Mm2n −→ M
m
2n
(U ;ψ1, . . . , ψm) 7−→ (Uψ1, . . . , Uψm).
The fundamental vector fields of this action span a distribution of rank dimV at ξ ∈ Mm2n
if and only if its isotropy group Oξ at ξ is discrete. Let us set m := n − 1. The elements
U ∈ Oξ, with ξ := (ψ1, . . . , ψn−1) ∈M
n−1
2n , satisfy
Uψj = ψj , j = 1, n− 1. (7.1)
At a generic point of Mn−12n , we can assume that ψ1, . . . , ψn−1 are linearly independent
elements of Cn (over C). Then, the knowledge of the action of U on these elements fixes
U on 〈ψ1, . . . , ψn−1〉C ⊂ M2n, where it acts as the identity map. If ψ is orthogonal to
〈ψ1, . . . , ψn−1〉C with respect to the natural Hermitian product on C
n, then Uψ must also
be orthogonal to 〈ψ1, . . . , ψn−1〉C because of (7.1) and the unitarity of U . Therefore, Uψ is
proportional to ψ. Since U ∈ SU(n), then Uψ = ψ and U = Id. Therefore, the isotropy
group of ϕm is trivial at a generic point of Mn−12n , the fundamental vector fields of ϕ
m
are linearly independent over R and there exists a superposition rule depending on n − 1
particular solutions.
Note 7.2. It is worth noting that the isotropy group for ϕm is not trivial at any point of
Mm2n for m < n − 1. Given m linearly independent elements ψ1, . . . , ψm ∈ M
×
2n over C,
we can construct several special unitary transformations on M2n acting as the identity on
〈ψ1, . . . , ψm〉C and leaving stable its orthogonal complement. Hence, the isotropy group on
any point of Mm2n is not discrete.
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Since the elements of U(n) act on M2n preserving the norm relative to the standard
Hermitian product on Cn, the Lie group action ϕm given in the proof of the previous theorem
can be restricted to Smn . In view of this, the previous proof can be slightly modified to prove
that the restriction of ϕm to Smn have a trivial isotropy group at a generic point form = n−1
and n > 1. As a consequence, we obtain the following corollary.
Corollary 7.3. Every Schro¨dinger equation XSn, with n > 1, related to a VG–Lie algebra
V ⊂ VSn isomorphic to su(n) admits a superposition rule depending on n − 1 particular
solutions.
Theorem 7.4. Every Schro¨dinger equation XRn, with n > 1, admits a superposition rule
depending on n particular solutions.
Proof. In view of Proposition 5.4, the Schro¨dinger equation under study admits a VG–Lie
algebra VRn of fundamental vector fields isomorphic to su(n). Also the proof of Proposition
5.4 shows that the diagonal prolongation of the elements of VRn to R
m
n are the fundamental
vector fields of the Lie group action
ϕmR : SU(n)×R
m
n −→ R
m
n
(U ; [ψ1]R, . . . , [ψm]R) 7−→ ([Uψ1]R, . . . , [Uψm]R).
To derive a superposition rule forXRn , we determine the smallestm ∈ N so that the diagonal
prolongations of a basis VRn become linearly independent at a generic point. This occurs at
p ∈ Rmn if and only if the isotropy group of this action at p is discrete. Let us set m = n.
The elements of the isotropy group of ϕnR at a generic point p := ([ψ1]R, . . . , [ψn]R) ∈ R
n
n
satisfy
U [ψj ]R = [ψj ]R, j ∈ 1, n. (7.2)
At a generic point of Rnn, we can assume that ψ1, . . . , ψn are linearly independent elements
of Cn (over C). In view of (7.2), the operator U diagonalises on the basis ψ1, . . . , ψn. Since
U ∈ U(n), we have that 〈Uψi, Uψj〉 = 〈ψi, ψj〉 for i, j = 1, n and all factors in the diagonal
of the matrix representation of U must be equal. As U ∈ SU(n), the multiplication of such
diagonal elements must be equal to 1. This fixes U = ei2pik/n for k ∈ Z. Therefore, the
stability group of ϕnR is discrete at a generic point of R
n
n, the fundamental vector fields of
ϕnR are linearly independent over R at a generic point and XRn admits a superposition rule
depending on n particular solutions.
Recall that Proposition 6.5 states that Pn can be embedded naturally within Rn. Ad-
ditionally, the projection πRP : Rn → Pn is equivariant relative to the the Lie group action
of SU(n) on Rn and the action ϕP of SU(n) on Pn. Using these facts, we can easily prove
the following corollary by using the same line of reasoning as in Corollary 7.3.
Corollary 7.5. Every Schro¨dinger equation on Pn, with n > 1, related to a VG–Lie algebra
VPn admits a superposition rule depending on n particular solutions.
The second interesting point is that the constants of motion needed to obtain a super-
position rule for special unitary Schro¨dinger equations can be obtained from the associated
Ka¨hler structure.
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8. Superposition rules for one-qubit systems
In this section we illustrate our theory by describing superposition rules for one-qubit
systems and their projections onto S2,R2 and P2. Observe that we can define the commu-
tative diagram below. For the sake of completeness, we have added under each space the
smallest number of particular solutions for its corresponding superposition rule.
M×4
m=1
piMP

piMS
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
piMR
||②②
②②
②②
②②
②②
R30 ≃ R2
m=2
""❋
❋❋
❋❋
❋❋
❋
"" ""
piRP
""
S2 ≃M
×
4 /R+
m=1
ιS
]]
piSP
yytt
tt
tt
tt
t
P2
m=2
ιP
gg
On each space we can define a Lie system ad-
mitting Vessiot–Guldberg Lie algebras of Hamil-
tonian vector fields relative to different compati-
ble geometric structures, which in turn allows us
to obtain their superposition rules geometrically.
The following subsections provide these superpo-
sition rules, their relevant geometric properties
and their potential applications in quantum me-
chanics. This will be carried out by applying our
previous results. Our procedures will give rise to
generalisations of our methods to systems with
an arbitrary number of qubits.
8.1. Superposition rule for a two-level system on M×4
Let us obtain a superposition rule for the system X =
∑3
α=1Bα(t)Xα on M
×
4 given by
(4.8) with B0(t) = 0. Our aim is to illustrate our previous theory while showing that there
exists a superposition rule for X depending just on one particular solution.
It is an immediate consequence of Theorem 4.3 that the restriction of system (4.8) to
M×4 is a Ka¨hler–Lie system whose VG–Lie algebra V = 〈X1, X2, X3〉, with X1, X2, X3 given
by (4.9), consists of Ka¨hler vector fields relative to the standard Ka¨hler structure (g, ω, J)
on M×4 . Also, Xt commutes with the phase change vector field Γ and with the dilation
vector field ∆ for every t ∈ R, namely Γ and ∆ are Lie symmetries of X . All these facts
will be afterwards used to obtain superposition rules for (4.8) with B0 = 0.
The number of particular solutions needed to obtain a superposition rule for the t-
dependent vector field X related to (4.8) with B0 = 0 can be given by the smallest integer
m such that the diagonal prolongations to (M×4 )
m ≃ (R40)
m
of X1, X2, X3 are linearly inde-
pendent at a generic point [21]. The coordinate expressions for X1, X2, X3, given in (4.9),
show that they are already linearly independent at a generic point of M×4 . Hence, the
superposition rule does depend on a mere particular solution, which is better than the stan-
dard quantum linear superposition rule for the linear system (4.8), which depends on two
particular solutions.
As mentioned in Section 2, the superposition rule for X can be obtained from certain
first-integrals for the diagonal prolongations X
[2]
1 , X
[2]
2 , X
[2]
3 of X1, X2, X3 to (M
×
4 )
2 ≃ (R40)
2.
Using the definition of diagonal prolongations of vector fields and sections of vector bundles
given in Section 2, we can prove that, as the Lie derivative of g, ω, J with respect to any
X ∈ V is zero, the same happens for the diagonal prolongations g[2], ω[2], J [2] relative to any
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X [2] ∈ V [2] := 〈X
[2]
1 , X
[2]
2 , X
[2]
3 〉, where
ω[2] =
1∑
r=0
2∑
j=1
dq
(r)
j ∧ dp
(r)
j , g
[2] =
1∑
r=0
2∑
j=1
(dq
(r)
j ⊗ dq
(r)
j + dp
(r)
j ⊗ dp
(r)
j ),
J [2] =
1∑
r=0
2∑
j=1
(
∂
∂p
(r)
j
⊗ dq
(r)
j −
∂
∂q
(r)
j
⊗ dp
(r)
j
)
.
Additionally, the vector fields ∆(0), ∆(1), Γ(0) and Γ(1), namely the vector fields ∆ and Γ
defined on each copy of M×4 within (M
×
4 )
2, commute with X
[2]
1 , X
[2]
2 , X
[2]
3 . The tensor field
S01, defined in (2.6) remains invariant under the evolution, namely LX[2]S01 = 0 for any
X [2] ∈ V [2].
To obtain the superposition rule for X , four common first-integrals Ic1, I
s
1 , I
c
2, and I
s
2 for
X
[2]
1 , X
[2]
2 , X
[2]
3 are needed. Additionally, we must demand
det
(
∂(Ic1, I
s
1 , I
c
2, I
s
2)
∂(q
(0)
1 , p
(0)
1 , q
(0)
2 , p
(0)
2 )
)
6= 0. (8.1)
Some common first-integrals for X
[2]
1 , X
[2]
2 , and X
[2]
3 can be obtained geometrically from
the invariance with respect to such vector fields of several geometric structures previously
described:
g[2](∆(0),∆(0)) = g[2](Γ(0),Γ(0)), g[2](∆(1),∆(1)) = g[2](Γ(1),Γ(1)),
g[2](∆(0), S01∆
(1)) = g[2](S10∆
(0),∆(1)), ω[2](∆(0), S01∆
(1)) = g[2](J [2]∆(0), S01∆
(1)), etc.
(8.2)
A simple but long calculation shows that we cannot construct among (8.2) four functions
satisfying (8.1).
Another first-integral for X
[2]
1 , X
[2]
2 , and X
[2]
3 can be obtained from the fact that the
complex volume element on M×4 , understood as a complex manifold C
2
0, reads
Ω = dz1 ∧ dz2 = (dq1 ∧ dq2 − dp1 ∧ dp2) + i(dq1 ∧ dp2 + dp1 ∧ dq2).
This volume element defines two real closed non-degenerate 2-forms ΩR, ΩI on M
×
4 :
ΩR := dq1 ∧ dq2 − dp1 ∧ dp2, ΩI := dq1 ∧ dp2 + dp1 ∧ dq2,
which satisfy that LYΩR = LYΩI = 0 for any Y ∈ V . The diagonal prolongations of ΩR
and ΩI to (M
×
4 )
2 allow us to obtain new first-integrals for X
[2]
1 , X
[2]
2 , X
[2]
3 :
Ω
[2]
R (∆
(0), S01∆
(1)) = −Ω
[2]
R (Γ
(0), S01Γ
(1)), Ω
[2]
I (∆
(0), S01∆
(1)) = −Ω
[2]
I (Γ
(0), S01Γ
(1)).
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From the set of first-integrals on (M×4 )
2 so obtained, let us choose four of them as follows:
Ic1(ψ
(0), ψ(1)) :=
g[2](∆(0), S01∆
(1))
g[2](∆(1),∆(1))
=
g[2](Γ(0), S01Γ
(1))
g[2](Γ(1),Γ(1))
=
∑2
j=1(q
(0)
j q
(1)
j + p
(0)
j p
(1)
j )∑2
j=1[(q
(1)
j )
2 + (p
(1)
j )
2]
,
Is1(ψ
(0), ψ(1)) :=
ω[2](∆(0), S01∆
(1))
g[2](∆(1),∆(1))
=
ω[2](Γ(0), S01Γ
(1))
g[2](Γ(1),Γ(1))
=
∑2
j=1(q
(0)
j p
(1)
j − p
(0)
j q
(1)
j )∑2
j=1[(q
(1)
j )
2 + (p
(1)
j )
2]
,
Ic2(ψ
(0), ψ(1)) :=
Ω
[2]
R (∆
(0), S01∆
(1))
g[2](∆(1),∆(1))
= −
Ω
[2]
R (Γ
(0), S01Γ
(1))
g[2](Γ(1),Γ(1))
=
q
(0)
1 q
(1)
2 − p
(0)
1 p
(1)
2 − q
(0)
2 q
(1)
1 + p
(0)
2 p
(1)
1∑2
j=1[(q
(1)
j )
2 + (p
(1)
j )
2]
,
Is2(ψ
(0), ψ(1)) :=
Ω
[2]
j (∆
(0), S01∆
(1))
g[2](∆(1),∆(1))
= −
Ω
[2]
j (Γ
(0), S01Γ
(1))
g[2](Γ(1),Γ(1))
=
q
(0)
1 p
(1)
2 + p
(0)
1 q
(1)
2 − q
(0)
2 p
(1)
1 − p
(0)
2 q
(1)
1∑2
j=1[(q
(1)
j )
2 + (p
(1)
j )
2]
.
The normalization factors allow us to obtain a simple superposition rule. These functions
satisfy that
det
(
∂(Ic1 , I
s
1 , I
c
2, I
s
2)
∂(q
(0)
1 , p
(0)
1 , q
(0)
2 , p
(0)
2 )
)
=
(
(q
(1)
1 )
2 + (p
(1)
1 )
2 + (q
(1)
2 )
2 + (p
(1)
2 )
2
)−2
6= 0.
The matrix of partial derivatives is non-singular for any point inM×4 . Therefore, the system
of equations
Ic1(ψ
(0), ψ(1)) = k1, I
s
1(ψ
(0), ψ(1)) = k2, I
c
2(ψ
(0), ψ(1)) = k3, I
s
2(ψ
(0), ψ(1)) = k4,
can be solved for ψ(0) := (q
(0)
1 , p
(0)
1 , q
(0)
2 , p
(0)
2 ), giving rise to the superposition rule
Φ : (ψ(1), k) ∈M×4 ×M
×
4 7→ ψ
(0) := A(k)ψ(1) ∈ M×4 , A(k) :=

k1 −k2 k3 k4
k2 k1 k4 −k3
−k3 −k4 k1 −k2
−k4 k3 k2 k1
 ,
(8.3)
with k = (k1, k2, k3, k4).
8.2. The superposition rule for the Lie system on S2
The projection πMS :M
×
4 → S2 imposes an equivalence relation between points in M
×
4
that differ only on a positive real multiplicative constant. Therefore, each equivalence class
of a point ψ ∈ M×4 is of the form [ψ]S := {λψ | λ > 0}. Hence, each equivalence class can
be represented by its unique intersection with the unit sphere and M×4 /R+ ≃ S2. We will
consider the natural embedding ιS : S2 →֒ M4. The pullback of this embedding defines a
presymplectic structure ι∗Sω and a Riemannian metric ι
∗
Sg on S2.
As (4.8) is an R-linear system over R, then the Lie system XM×4 can be projected
through πMS onto a system XS2 on S2 which, indeed, is the restriction of (4.8) to S2, as in
Proposition 5.1. This proposition also ensures that the vector fields X1|S2, X2|S2, and X3|S2
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are Hamiltonian with respect to the presymplectic structure ι∗Sω, admitting Hamiltonian
functions h¯i := ι
∗
Shi. Also, since the vector fields X1, X2, and X3 are Killing vector fields for
g on M×4 , then the vector fields X1|S2, X2|S2, and X3|S2 are also Killing vector fields with
respect to ι∗Sg.
Corollary 7.3 ensures that the restrictions X1|S2, X2|S2, X3|S2 are linearly independent
at a generic point of S2, then X|S2 admits a superposition rule depending on a unique
particular solution. This superposition rule can be obtained by using a similar approach as in
the above section, i.e. obtaining three common first-integrals for the diagonal prolongations
X
[2]
1 |S2, X
[2]
2 |S2, X
[2]
3 |S2, which are Killing vector fields with respect to (ι
∗
Sg)
[2] and Hamiltonian
vector fields relative to the presymplectic structure (ι∗Sω)
[2]. The latter can be employed to
obtain the common first-integrals through invariant functions constructed through (ι∗Sg)
[2],
(ι∗Sω)
[2]. Importantly, the vector ∆ is not tangent to S2 and it cannot be used to construct
invariants. More easily, we can obtain the pullback via ιS of the first integrals on (M
×
4 )
2
computed in the above section, which allows to determine the superposition rule.
Instead of the above, we will use the following approach, which allows us to obtain the
superposition rule for XS2 from of the superposition for XM×4 . Observe that XM
×
4
is a Lie
system onM×4 with a superposition rule Φ :M
×
4 ×M
×
4 →M
×
4 and that (XM×4 )t is tangent
to a submanifold S2 ⊂ M
×
4 for each t ∈ R. Assume also that there exists S¯ ⊂ M
×
4 such
that Φ(S2 × S¯) = S2. Then, the initial superposition rule can be restricted to elements on
S2 giving rise to a new superposition principle.
Indeed, let us consider the superposition rule Φ defined above and evaluated on points
ψ
(1)
S , kS ∈ S2, i.e. ‖ψ
(1)
S ‖ = ‖kS‖ = 1. The resulting point Φ(ψ
(1)
S , kS) satisfies that
‖Φ(ψ
(1)
S , kS)‖ = | detA(kS)|‖ψ
(1)
S ‖ = ‖kS‖
4‖ψ
(1)
S ‖ = 1⇒ Φ(ψ
(1)
S , kS) ∈ S2.
Conversely, there always exists, for points ψ
(0)
S ∈ S2 and kS ∈ S2, a point ψ
(1)
S ∈ S2 such
that Φ(ψ
(1)
S , ks) = ψ
(0)
S . Hence XS2 admits a superposition rule
ΦS : (ψ
(1)
S , kS) ∈ S2 × S2 7→ A(kS)ψ
(1)
S ∈ S2, (8.4)
with A(k) given by (8.3).
8.3. Superposition rules on R2 and P2
Let us obtain a superposition rule for the system (5.3) on R2 and prove that it depends
on two particular solutions.
We employ the global coordinate system {x, y, z} on R2 suggested in Lemma 5.3 and
presented in Example 5.1. To simplify the notation, x := (x, y, z) 6= 0 will represent an
arbitrary point of R2 ≃ R
3
0.
Recall that the Poisson structure Λ on M×4 can be projected onto R2 giving rise to a
contravariant tensor field Λ̂ = πMR∗Λ on R2, presented in (5.4), which is a Poisson tensor
field on R2.
To obtain a superposition rule for (5.3), we have to find the smallest m ∈ N so that
Y
[m]
1 , Y
[m]
2 , Y
[m]
3 are linearly independent at a generic point of R
m
2 . Since Y1, Y2, and Y3 span
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a two-dimensional distribution and their are linearly independent over R (see Example 5.2),
then their diagonal prolongations to R2 span, at least, a distribution of rank three and
Y
[2]
1 , Y
[2]
2 , and Y
[2]
3 are linearly independent at a generic point [21, 23]. Hence, a superposi-
tion rule for (5.3) results from giving three functionally independent common first-integrals
I1, I2, I3 : R
3
2 → R for the diagonal prolongations
Y
[3]
1 = z
(0) ∂
∂y(0)
− y(0)
∂
∂z(0)
+ z(1)
∂
∂y(1)
− y(1)
∂
∂z(1)
+ z(2)
∂
∂y(2)
− y(2)
∂
∂z(2)
,
Y
[3]
2 = x
(0) ∂
∂z(0)
− z(0)
∂
∂x(0)
+ x(1)
∂
∂z(1)
− z(1)
∂
∂x(1)
+ x(2)
∂
∂z(2)
− z(2)
∂
∂x(2)
,
Y
[3]
3 = y
(0) ∂
∂x(0)
− x(0)
∂
∂y(0)
+ y(1)
∂
∂x(1)
− x(1)
∂
∂y(1)
+ y(2)
∂
∂x(2)
− x(2)
∂
∂y(2)
.
satisfying det(∂(I1, I2, I3)/∂(x
(0), y(0), z(0))) 6= 0.
The needed first-integrals can be obtained from the diagonal prolongations of the Lie
symmetry
∆ = x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
.
Firstly, let us define the normalization function
N(x) := ĝ(∆,∆) = (x2 + y2 + z2)1/2, x ∈ R2, (8.5)
with ĝ given by (5.6). This function is a first integral of XR2 and hence it can be understood
as a constant of motion of any of its prolongations. Consider now the invariant functions on
R32 of the form
Ii(x
(0),x(1),x(2)) := N(x(0))g[3](∆(0), S0i∆
(1)) = x(0)x(j) + y(0)y(j) + z(0)z(j), j = 1, 2,
I3(x
(0),x(1),x(2)) := N(x(0))g[3](∆(0),∆(0)) = (x(0))2 + (y(0))2 + (z(0))2,
Since
det
(
∂(I1, I2, I3)
∂(x(0), y(0), z(0))
)
= det
 x(1) y(1) z(1)x(2) y(2) z(2)
2x(0) 2y(0) 2z(0)
 6= 0 (8.6)
at a generic point (x(0),x(1),x(2)) ∈ R32, obtaining the superposition rule is equivalent to
solving for x the following system of equations in R22 = R
3
0:
x · x1 = k1, x · x2 = k2, x · x = k3, (8.7)
for some k1, k2, k3 ∈ R, with k3 > 0. Since x1 and x2 are not collinear when (8.6) holds,
the above system is easily solved in x by defining an orthonormal system relative to the
standard scalar product on R2 ≃ R
3:
x′1 :=
x1
‖x1‖
, x′2 :=
‖x1‖
2x2 − (x1 · x2)x1
‖x1‖
√
‖x1‖2‖x2‖2 − (x1 · x2)2
.
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These two new vectors together with their cross product, x′1 × x
′
2, conform an orthonormal
basis for R3. From (8.7), the general expression for x is
x = k′1x
′
1 + k
′
2x
′
2 ±
√
k3 − (k′1)
2 − (k′2)
2(x′1 × x
′
2), (8.8)
where the coefficients k′1 and k
′
2 are
k′1 = x · x
′
1 =
k1
‖x1‖
, k′2 = x · x
′
2 =
k2‖x1‖
2 − k1(x1 · x2)
‖x1‖
√
‖x1‖2‖x2‖2 − (x1 · x2)2
.
Replacing k′1 and k
′
2 in (8.8), the solution to the system of equations (8.7) is
x =
δ12x1 + δ21x2 ±
√
k3[‖x1‖2‖x2‖2 − (x1 · x2)2]− (k1x1 − k2x2)2x1 × x2
‖x1‖2‖x2‖2 − (x1 · x2)2
,
where δlj := kl‖xj‖
2 − kj(xl · xj). As the Lie system XR2 is linear in the chosen coordinate
system and the Riemannian metric related to the standard scalar product on R2 ≃ R
3
0 is
invariant under the elements of VR2 , it follows that ‖x1‖
2, ‖x2‖
2 and x1 · x2 are constant
along particular solutions of XR2 . Then, the above expression gives rise to a superposition
rule Φ : (x1,x2, (k1, k2, k3)) ∈ R
2
2 × A 7→ x ∈ R2, with A =: {(k1, k2, k3 : k3 6= 0)}, of the
form
x = δ12x1 + δ21x2 + sign(k3)
√
|k3|k12 − (k1x1 − k2x2)2(x1 × x2), (8.9)
where k12 := ‖x1‖
2‖x2‖
2 − (x1 · x2)
2.
In view of Proposition 6.5, deriving a superposition rule for XP2 amounts to obtain a
superposition rule for the solutions to XR2 on πSR(S2), namely those equivalence classes of
R2 coming from elements of M
×
4 with the same module. To obtain the superposition rule
for the system XP2 on P2, consider the natural embedding of P2 into R2 whose image is
the set of elements (x, y, z) ∈ R2 such that x
2 + y2 + z2 = 〈ψ, ψ〉2/16 = 1. Therefore, P2 is
diffeomorphic to a sphere S2 ⊂ R2 ≃ R30. Consider the superposition rule defined for XR2
when restricted to points in S2, i.e. with ‖x1‖ = ‖x2‖ = 1. The set of constants has to be
constrained in order to obtain solutions in S2. From (8.7), the constraints are |k1|, |k2| ≤ 1,
k3 = 1. In consequence, the superposition rule for P2 ≃ S
2 is
x =
(k1 − k2x1 · x2)x1 + (k2 − k1x1 · x2)x2 ±
√
1− (x1 · x2)2 − (k1x1 − k2x2)2(x1 × x2)
1− (x1 · x2)2
,
(8.10)
with x1,x2 ∈ P2 and |k1|, |k2| ≤ 1.
When x1 and x2 are replaced by two generic particular solutions of the system within
S2 ⊂ R2 ≃ R
3
0, the general solution is obtained.
9. Superposition rules for n-levels systems on M×2n and Sn
Let us obtain a superposition rule for XM×2n , where we assume X1, . . . , Xn
2−1 to belong
to the Lie algebra of fundamental vector fields for the action of SU(n) on M×2n. Our aim is
30
to illustrate our previous theory while obtaining the explicit expression for a superposition
rule depending just on n− 1 particular solutions.
Theorem 7.4 shows that the smallest m turning linearly independent the diagonal pro-
longations of the vector fields Xα is given by m = n − 1. Hence, the superposition rule
does depend on n − 1 particular solutions, which is better than the standard linear super-
position rule for the t-dependent Schro¨dinger equation depending on n particular solutions.
In contrast with the two-level system, the superposition rule depending on n− 1 particular
solutions for n > 2 is not linear.
The superposition rule can be derived through 2n common first-integrals Ic1, I
s
1 , . . . , I
c
n, I
s
n :
(M×2n)
n → R for all the diagonal prolongations X
[n]
α on (M
×
2n)
n, with α = 1, n2 − 1. Addi-
tionally, these first-integrals give rise to a superposition rule provided that
det(∂(Ic1 , I
s
1 , . . . , I
c
n, I
s
n)/∂(q
(0)
1 , p
(0)
1 , . . . , q
(0)
n , p
(0)
n )) 6= 0.
Let us obtain the first integrals geometrically. Since theXα are Ka¨hler vector fields elative
to the Ka¨hler structure (g, ω, J) on M×2n, their diagonal prolongations X
[n]
α are Ka¨hler rela-
tive to the diagonal prolongation (g[n], ω[n], J [n]) to (M×2n)
n of the Ka¨hler structure (g, ω, J),
namely
ω[n] =
n∑
j=1
n−1∑
a=0
dq
(a)
j ∧ dp
(a)
j , g
[n] =
n∑
j=1
n−1∑
a=0
(dq
(a)
j ⊗ dq
(a)
j + dp
(a)
j ⊗ dp
(a)
j ),
J [n] =
n∑
j=1
n−1∑
a=0
∂
∂p
(a)
j
⊗ dq
(a)
j −
∂
∂q
(a)
j
⊗ dp
(a)
j .
Similarly, if X is a Hamiltonian vector field relative to ω with Hamiltonian function hX ,
then X [n] is a Hamiltonian vector field with Hamiltonian function h
[n]
X .
As the vector fields X
[n]
α are Killing vector fields with respect to g[n] and symmetries of
the tensor fields Srs for r, s = 0, 1, n− 1 and r 6= s, presented in (2.5) and (2.6), we can
obtain the following common first-integrals for all such vector fields:
Ick := g
[n](∆(0), S0k(∆
(k))) =
n∑
j=1
(q
(0)
j q
(k)
j + p
(0)
j p
(k)
j ), k = 1, . . . , n− 1,
Isk := g
[n](Γ(0), S0k(∆
(k))) =
n∑
j=1
(q
(0)
j p
(k)
j − p
(0)
j q
(k)
j ), k = 1, . . . , n− 1.
(9.1)
These functions satisfy that
J [n](dIck) = dI
s
k , k = 1, . . . , n− 1. (9.2)
For a given value of k, the functions Ick and I
s
k are functionally independent, while func-
tions with different values of k involve different variables. Hence all of these functions are
functionally independent among them.
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Observe that the functions in (9.1) are first-integrals not only for X
[n]
α , but also for Γ[n].
We can also obtain functions which are not first-integrals of Γ[n] with help of the n-forms
ΩR and ΩI . Let I
c
n, I
s
n be the function defined as
Icn := Ω
[n]
R (∆
(0), S01(∆
(1)), . . . , S0(n−1)(∆
(n−1))) = Re(det(ψ(0), . . . , ψ(n−1))),
Isn := Ω
[n]
I (∆
(0), S01(∆
(1)), . . . , S0(n−1)(∆
(n−1))) = Im(det(ψ(0), . . . , ψ(n−1))).
(9.3)
These functions satisfy that J [m](dIcn) = dI
s
n, so they are functionally independent among
themselves. As they are not first-integrals of Γ[n], they are functionally independent of
functions in (9.1).
To sum up, there exist 2n first-integrals of the action of su(n) on M×2n given by I
c
1, I
s
1 ,
..., Icn, I
s
n. They satisfy that the matrix of partial derivatives of these functions with respect
to the coordinates of ψ(0) is non-singular. Therefore, the solution ψ(0) to the equations
Icj (ψ
(0), ψ(1), . . . ψ(n−1)) = k2j−1, I
s
j (ψ
(0), ψ(1), . . . ψ(n−1)) = k2j, j = 1, n,
can be obtained, at least locally, in terms of the coordinates of ψ(1), ..., ψ(n−1) and 2n real
constants k1, ..., k2n.
Since all functions are linear in the coordinates of ψ(0), then ψ(0), and consequently the
superposition rule, can be obtained by solving the system

∂Ic1
∂q
(0)
1
∂Ic1
∂p
(0)
1
· · ·
∂Ic1
∂q
(0)
n
∂Ic1
∂p
(0)
n
∂Is1
∂q
(0)
1
∂Is1
∂p
(0)
1
· · ·
∂Is1
∂q
(0)
n
∂Is1
∂p
(0)
n
...
...
. . .
...
...
∂Ic
n
∂q
(0)
1
∂Ic
n
∂p
(0)
1
· · ·
∂Ic
n
∂q
(0)
n
∂Ic
n
∂p
(0)
n
∂Is
n
∂q
(0)
1
∂Is
n
∂p
(0)
1
· · ·
∂Is
n
∂q
(0)
n
∂Is
n
∂p
(0)
n


q
(0)
1
p
(0)
1
...
q
(0)
n
p
(0)
n
 =

q
(1)
1 p
(1)
1 · · · q
(1)
n p
(1)
n
p
(1)
1 −q
(1)
1 · · · p
(1)
n −q
(1)
n
...
...
. . .
...
...
q
(n−1)
1 p
(n−1)
1 · · · q
(n−1)
n p
(n−1)
n
p
(n−1)
1 −q
(n−1)
1 · · · p
(n−1)
n −q
(n−1)
n
∂Ic
n
∂q
(0)
1
∂Ic
n
∂p
(0)
1
· · ·
∂Ic
n
∂q
(0)
n
∂Ic
n
∂p
(0)
n
∂Is
n
∂q
(0)
1
∂Is
n
∂p
(0)
1
· · ·
∂Is
n
∂q
(0)
n
∂Is
n
∂p
(0)
n


q
(0)
1
p
(0)
1
...
q
(0)
n
p
(0)
n
 =
 k1...
k2n
 .
Observe that
n∑
j=1
(q
(r)
j q
(s)
j + p
(r)
j p
(s)
j ) = g
[n](∆(r), Srs(∆
(s))),
n∑
j=1
(q
(r)
j p
(s)
j − p
(r)
j q
(s)
j ) = g
[n](Γ(r), Srs(∆
(s))),
r 6= s ∈ {1, . . . , n− 1}. (9.4)
These values are constants of motion. Given a set of linearly independent vectors ψ(1), . . . , ψ(n−1) ∈
M2n, one can always find linear combinations of them such that these functions are zero for
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r 6= s. Also, we have that
n∑
α=1
[
q(i)α
∂Icn
∂q
(0)
α
+ p(i)α
∂Icn
∂p
(0)
α
]
= −
n∑
α=1
[
p(i)α
∂Isn
∂q
(0)
α
− q(i)α
∂Isn
∂p
(0)
α
]
= Re(det(ψ(i), ψ(1), . . . , ψ(n−1))) = 0,
n∑
α=1
[
p(i)α
∂Icn
∂q
(0)
α
− q(i)α
∂Icn
∂p
(0)
α
]
=
n∑
α=1
[
q(i)α
∂Isn
∂q
(0)
α
+ p(i)α
∂Isn
∂p
(0)
α
]
= Im(det(ψ(i), ψ(1), . . . , ψ(n−1))) = 0,
n∑
α=1
( ∂Icn
∂q
(0)
α
)2
+
(
∂Icn
∂p
(0)
α
)2 = n∑
α=1
( ∂Isn
∂q
(0)
α
)2
+
(
∂Isn
∂p
(0)
α
)2 = n−1∏
α=1
‖ψ(α)‖2,
for i ∈ 1, n− 1. Defining Θ :=
∏n−1
α=1 ‖ψ
(α)‖2 and choosing ψ(1), . . . , ψ(n−1), so that the
quantities in (9.4) are zero, we obtain:

q
(0)
1
p
(0)
1
...
q
(0)
n
p
(0)
n
 =

q
(1)
1
||ψ(1)||2
p
(1)
1
||ψ(1)||2
· · ·
q
(1)
n
||ψ(1)||2
p
(1)
n
||ψ(1)||2
p
(1)
1
||ψ(1)||2
−
q
(1)
1
||ψ(1)||2
· · ·
p
(1)
n
||ψ(1)||2
−
q
(1)
n
||ψ(1)||2
...
...
. . .
...
...
q
(n−1)
1
||ψ(n−1)||2
p
(n−1)
1
||ψ(n−1)||2
· · ·
q
(n−1)
n
||ψ(n−1)||2
p
(n−1)
n
||ψ(n−1)||2
p
(n−1)
1
||ψ(n−1)||2
−
q
(n−1)
1
||ψ(n−1)||2
· · ·
p
(n−1)
n
||ψ(n−1)||2
−
q
(n−1)
n
||ψ(n−1)||2
1
Θ
∂Icn
∂q
(0)
1
1
Θ
∂Icn
∂p
(0)
1
· · ·
1
Θ
∂Icn
∂q
(0)
n
1
Θ
∂Icn
∂p
(0)
n
1
Θ
∂Isn
∂q
(0)
1
1
Θ
∂Isn
∂p
(0)
1
· · ·
1
Θ
∂Isn
∂q
(0)
n
1
Θ
∂Isn
∂p
(0)
n

T
 k1...
k2n
 . (9.5)
This expression gives rise to a superposition rule Φ : [M×2n]
n−1×M×2n →M
×
2n for XM×2n .
Observe that when we choose particular solutions ψ1, . . . ψn−1 with norm one, then the
matrix of the above system becomes unimodular and hence, when
∑2n
α=1 k
2
α = 1, we obtain
that
∑n
α=1
(
(q
(0)
α )2 + (p
(0)
α )2
)
= 1. This allows us to restrict the above superposition rule to
a new one of the form ΦS : S
n−1
n × Sn → Sn for XSn .
10. Conclusions and outlook
The present work has laid down the basis for the study of quantum systems on finite-
dimensional Hilbert spaces and some of its projective spaces through the theory of Lie
systems. We have proved that all such systems and their projections onto projective spaces
are Lie systems and we have found some of their superposition rules.
An analogous development can be carried out for Heisenberg equations. We aim to find
a formalism based on Lie systems to study those equations in the future. We also recently
33
found that Lie systems appear in the description of Kossakowski–Lindbland equations, which
can be of interest for their analysis. Other topics concerning the geometry of Lie systems in
quantum mechanics and their study from differential geometry are also in progress.
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