In this paper, we propose an approach to the multichannel blind deconvolution problem, based on the mutual information criterion and more generally on an appropriate system of estimating equations. Formulas for the quasiNewton algorithm and the asymptotic covariance matrix of the estimator are provided. More interesting results have been obtained in the pure deconvolution case. By a clever parameterization of the deconvolution filter, the estimated parameters are asymptotically independent and explicit and simple formula for their variance are obtained. The quasi-Newton algorithm also becomes particularly simple. Simulation results showing the good performance of the methods are provided. r
Introduction
Blind source separation aims at separating sources from their mixtures, without relying on any specific knowledge other than their independence [1] . In the case of convolutive mixtures, however, this assumption alone can only permit to separate the sources up to a convolution, so that further assumptions may be introduced to eliminate this ambiguity. A common assumption is the temporal independence of the source signals, in this case the problem may be called multichannel blind deconvolution, since it reduces to the well-known blind deconvolution problem when there are only one source and one sensor. Specifically, K observed sequences fX 1 ðtÞg; . . . ; fX K ðtÞg are related to K source sequences fS 1 ðtÞg; . . . ; fS K ðtÞg (we assume here that there are the same number of sources as sensors) via linear convolutions
AðuÞSðt À uÞ,
where XðtÞ ¼ ½X 1 ðtÞ Á Á Á X K ðtÞ T and SðtÞ ¼ ½S 1 ðtÞ Á Á Á S K ðtÞ T , T denoting the transposition, and fAðuÞg is a sequence of K Â K of matrices. Sources and observations are assumed to be real. A model with noise may be considered, however, this work is specifically designed for the noiseless case and may not perform well in the presence of noise. The goal is to recover the sources from the observations, using only the available informations: the independence of the source sequences (blind separation) and the temporal independence of these sequences (blind deconvolution). Naturally, the recovered source sequences fY k ðtÞg are obtained through a deconvolution matrix filter
BðuÞXðt À uÞ,
where YðtÞ ¼ ½Y 1 ðtÞ Á Á Á Y K ðtÞ T and fBðuÞg is a sequence of matrices to be determined. This is usually done by minimizing a criterion or solving a system of estimating equations.
There has been several proposals for criteria for blind separation of convolutive mixtures and multichannel blind deconvolution. Earlier criteria are mostly based on cross cumulants between the outputs Y k ðtÞ [2] [3] [4] [5] [6] . More recently, frequency domain approach has attracted interest since the convolution becomes multiplication in the frequency domain via the Fourier transform. This gives rise to criteria based on (cross-) polyspectra [7] [8] [9] [10] . However, criterion based on the mutual information has not received much attention. Such a criterion has been introduced in [11] but no algorithm for minimizing it has been investigated and no study on the asymptotic distribution of the estimator has been made. The paper [12] minimizes a cost function which looks similar to the mutual information criterion but is not quite the same, as the determinantal term is different. It should be noted that in the unichannel ðK ¼ 1Þ case, an algorithm based on the mutual information criterion has been introduced in [13] . The same criterion also has implicitly appeared earlier in [14] but in a simplified form as the entropy of the output, since the author prewhitens the signal so that the deconvolution filter transfer function would have unit amplitude. This form is similar to the infomax criterion, which was also proposed for the blind deconvolution [15] . This paper considers the mutual information approach to multichannel deconvolution. The multichannel case is much harder than the unichannel case since it involves both separation and deconvolution. We actually consider a more general class of estimators, which minimize some criterion generalizing the mutual information or are simply solutions of some system of estimating equations. Such generalization could reduce the computational cost, since the mutual information involves the unknown densities of the recovered sources, which must be estimated. However, the use of the mutual information (actually an estimated empirical version) should lead to an efficient (optimal) estimator as this criterion is closely related to the log likelihood [1] . This will be proved in the unichannel case. The same result might be proved in the multichannel case but due to the complexity of the calculations, we have not done so. This work is focused on the theoretical aspects of the problem. In particular, we derive formulas for the asymptotic covariance matrix of the estimator and for implementing the quasi-Newton algorithm for its computation. In the unichannel case, one can obtain a very simple quasi-Newton algorithm by working with the logarithm of the deconvolution filter and separating its real and imaginary parts. No such simplification is possible in the multichannel case and the quasi-Newton algorithm, as it stands, may be too complex to be useful.
Section 2 introduces the theoretical mutual information criterion and derives its gradient and Hessian. The next section considers a general estimation method, which includes the mutual information approach. Sections 5 and 4 provide formulas for the quasi-Newton algorithm and the asymptotic covariance matrix of the estimator. Section 6 specializes the results on the unichannel case and Section 7 provides some simulation examples. For ease of reading proofs of results are relegated to an Appendix.
The following notations will be used throughout:
I denotes the identity matrix, 0 denotes the null matrix (or vector).
For a matrix sequence fMðuÞg, fM y ðuÞg denotes its inverse (in the convolutive sense), defined by the condition Fourier transform is denoted as MðoÞ ¼ P 1 u¼À1 MðuÞe Àiou . The same symbol M has been reused for simplicity but the variable o (Greek letter) in contrast with u (Roman letter) helps to avoid the confusion.
trðMÞ denotes the trace of the matrix M.
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diag v denotes the diagonal matrix with diagonal elements the components of the vector v.
for a function g (of a real variable), g 0 denotes its derivative.
Both sequences fAðuÞg in (1) and fBðuÞg in (2) will be assumed to admit an inverse. Further, since one cannot estimate the whole sequence fBðuÞg without any restriction from a finite length observation record, we shall assume that this sequence is parameterized by some finite dimensional vector parameter y. The dimension of y can be very large so that this is not a great restriction. For example, one may restrict the sequence fBðuÞg to have some given finite support and take y to be composed of the elements of the matrices BðuÞ for those u for which BðuÞ is not zero.
The mutual information criterion, its gradient and Hessian
This section derives the (theoretical) mutual information criterion and computes its gradient and Hessian. This will be used as introduction to the empirical criterion and the estimation equations which actually define the estimator. The Hessian also plays a role in the development of the quasiNewton algorithm and the asymptotic distribution of the estimator.
The mutual information is a well-known popular measure of dependence which has been used as criterion for the blind separation of instantaneous mixtures of sources [16] and is closely related to the maximum likelihood principle [1] . Here, the objective is to make the recovered sources Y k ðtÞ, for different k and t, as independent as it is possible. Therefore, we shall adopt as criterion the average mutual information
where IðÁ Á ÁÞ denotes the mutual information between the indicated random variables. It is well known that the mutual information can be expressed in terms of entropy [17] : IðZ 1 ; . . . ; Z n Þ ¼ P n j¼1 HðZ j Þ À HðZ 1 ; . . . ; Z n Þ where Z 1 ; . . . ; Z n are random variables (or vectors) and HðÁÞ denotes the entropy (or joint entropy when appropriate). 1 Note that by stationarity, H½Y k ðtÞ does not depend on t and hence will be denoted by HðY k Þ. Further, the limit of H½Yð1Þ; . . . ; YðLÞ=L as L ! 1 is no other than the entropy rate of the process fYðtÞg [17] , which we denote by H½YðÁÞ, and from (2) one has [11] H½YðÁÞ ¼ H½XðÁÞ þ
noting that the last integral is real since Bð2p À oÞ is the complex conjugate of BðoÞ, and the real part of log det BðoÞ is log j det BðoÞj.
From the above results, the average mutual information criterion equals, up to an additive constant
We now compute the gradient and Hessian of CðBÞ with respect to the parameter y specifying fBðuÞg. The Hessian is, however, quite complex, so for its computation we shall limit ourselves to the case where y is the ''true'' parameter, that is assumption (S) is satisfied. S. The fY k ðtÞg defined in (2) are independent sequences of independent random variables.
Let dy be a small increment of y and dB the associated increment of B, we shall compute the expansion of CðB þ dBÞ up to second order in dy. As dB will induce an increment
of Y k ðtÞ, (dB kj ðuÞ denoting the general element of the matrix dBðuÞ), we will need to consider the expansion of HðY k þ dY k Þ up to second order in dy. To this end, we shall make use of a result in [18] : ''Let Y be a random variable and dY is a small random increment, then under appropriate assumptions , and under assumption (S), the second order term equals 
The above results are nonparametric in some sense as they do not involve explicitly the parameterization of B; this parameterization only serves to 
where
The estimation methods
We shall consider more general methods than simply minimizing an estimation of the mutual information criterion (3).
Theoretical criterion and estimating equations
We shall generalize the criterion (3) by replacing the entropy HðY k Þ by log QðY k Þ, where Q is a class II strictly superadditive functional, as it has been shown in [19] that such generalized criterion remains a contrast, in the sense that it can be minimized if and only if fBðuÞg is such that assumption (S) is satisfied. Recall that [20] a functional QðY Þ (of the distribution of Y) is said to be of class II if it is scale equivariant 2 : QðaY Þ ¼ jajQðY Þ for any real number a, and is said to be strictly superadditive if
for any pair of independent random variables U; V , with equality attained only when U and V are Gaussian.
The superadditivity property is difficult to verify as (10) must be satisfied for any pair of independent random variables, but actually only random variables which are linear combinations of sources (at different times) need to be considered. Therefore, we shall drop this requirement. Of course, minimizing the criterion then might not yield the sequence fBðuÞg for which assumption (S) is satisfied. However, in practice one often cannot find the global minimum but only a local minimum, even only a simple stationary point, of a criterion, and it will be seen below that the above sequence is a stationary point of (3) whenever Q ¼ e H is a class II functional.
Assume that log Q admits a ''coordinate-free derivative'' c Y at Y, defined by
Then the gradient calculation in Section 2 and the proof of Lemma 1 extends straightforwardly to the generalized criterion, by redefining c k to be the function c Y k defined above (which may no longer be the score function of Y k ). Setting this gradient to zero, one gets the theoretical estimating equations
If Q is of class II, these equations are satisfied as soon as the sequence fBðuÞg is such that assumption (S) is satisfied. Indeed, this assumption entails that the spectral density f YcðYÞ is a constant diagonal matrix with diagonal elements equal to The above arguments rely only on the fact that E½Y k c k ðY k Þ ¼ 1; 1pkpK. Thus, we may generalize the above estimating equations by taking c k to be arbitrary given functions satisfying only the above equality. 3 Such equations are valid estimating equations, as a solution of them is the sequence fBðuÞg for which assumption (S) is satisfied. The use of such estimating equations is thus more flexible than that of a criterion as these equations need not arise from equating to zero the gradient of a criterion. The downsize is that solving for such equations can lead to a spurious solution. By using a contrast, one can monitor its decrease in the iterative algorithm to ensure that a local minimum is attained, hence reduce greatly the risk of getting a spurious solution. Further, as it will be seen later (Lemma 5), optimal performance is achieved for c k being the score function of Y k , that is when the information criterion is used.
Empirical criterion and estimating equations
In practice, one would minimize an empirical version of (3) with H ¼ log Q:
whereĤðY k Þ is an estimator of HðY k Þ ¼ log QðY k Þ. For computational purposes, the last integral may be replaced by a Riemann sum. Naturally, the estimatorĤðY k Þ should depend only on the sequence fY k ðtÞg defined in (2) . But this definition involves in general the entire sequence fXðtÞg while only a finite length record, Xð0Þ; . . . ; XðT À 1Þ say, is available. To solve this problem, we extend the observed sequence Xð0Þ; . . . ; XðT À 1Þ periodically, and thus redefine
Other approaches are possible but the above is most convenient as it is well adapted to the use of the discrete Fourier transform (DFT). However, in the case where the deconvolution filters have finite impulse response: BðuÞ ¼ 0 for uo À m 1 or u4m 2 , say, then it is preferable to work only with those YðtÞ which can be computed from the observations according to (2) . In this case, which we will refer to as the FIR case, we assume for simplicity that XðÀm 2 Þ; . . . ; XðT þ m 1 À 1Þ are observed so that YðtÞ can be computed according to (2) for t ¼ 0; . . . ; T À 1. Thus in all cases, the estimator HðY k Þ will be based on Y k ð0Þ; . . . ; Y k ðT À 1Þ. Let us compute the gradient ofĈðBÞ. Define the functionĉ k bŷ
Strictly speaking, (15) definesĉ k only at the data points, but it is often the case that this definition can be naturally extended to all other points, and in any case the values ofĉ k at the data points are all that will be needed. With this definition, one has the following lemma.
Lemma 2. In the case where YðtÞ is computed as (14):
whereĉ T ½YðtÞ ¼ ½ĉ 1 ½Y 1 ðtÞ Á Á Áĉ K ½Y K ðtÞ and
is defined in (9) . If the integral in (13) has been replaced by a Riemann sum, the integral in (9) should be replaced by an analogous Riemann sum. If further this Riemann sum is based on the points 2pn=T; n ¼ 0; . . . ; T À 1, one also has
is the cross periodogram between fYðtÞg and fĉ½YðtÞg,
Ài2pnt=T being the DFT of the sequence YðtÞ; . . . ; YðT À 1Þ and dĉ ðYÞ being defined similarly.
In the FIR case where YðtÞ is computed as (2), formula (16) still holds but without ''mod T ''. Formula (16) is well adapted to the FIR case since the summation is finite and there is no modulo T operation. Formula (17) is similar to (7) and avoids infinite summation in the general case.
Setting the right-hand side of (16) or (17) to zero yields the estimating equations, to be solved for the estimated parameter. These equations involve only the functionsĉ k defined in (15) , therefore, we may again generalize them by replacingĉ k by arbitrary given functions, subjected only to the condition
and converging as T ! 1 to some limits c k (which would then satisfy E½Y k c k ðY k Þ ¼ 1). Such equations are still valid estimating equations since they converge to the (generalized) estimating equations (12) . (To see that the right-hand side of (16) converges to the left-hand side of (12) . . . ; Y k ðT À 1Þ with respect to a, then setting a ¼ 1.
Some particular cases
In the mutual information approach, log QðY Þ is the entropy of Y. Then its ''coordinate-free'' derivative c Y defined in (11) is no other than the score function of Y [11, 18] . The entropy can be estimated by the method in [21] . This method is based on replacing the integral in the definition of entropy by a discrete Riemann sum and replacing the unknown density by a kernel estimator. Such estimator can be computed quickly over a regular grid by the ''binning'' technique. This technique is somewhat similar to the histogram but much more sophisticated and does not suffer from the ''discontinuity'' problem (see [21] for details). The functionĉ k defined in (15) is then the score estimator of Y k introduced in [21] . This paper also provides a means to compute it quickly.
A simple example of type II functional is QðY Þ ¼ ½EðjY j a Þ 1=a ; a40. For a ¼ 4, it is superadditive if one restricts oneself to the set of zero means subGaussian random variables [19] . The ''coordinatefree derivative'' c Y of log Q at Y is then given by c Y ðyÞ ¼ signðyÞjyj aÀ1 =EðjY j a Þ. The natural estimatê
HðY Þ of log QðY Þ is obtained by replacing EðjY j a Þ in its formula by the corresponding sample average. The functionĉ k defined in (15) 
The quasi-Newton algorithm
One may solve the estimating equations by the quasi-Newton algorithm. Let lðyÞ ¼ 0 be the (vector) equation to be solved, this algorithm computes the solution through the iteration y ðnÞ 7 !y ðnþ1Þ , the solution of the equation where KðyÞ is some approximation of the Jacobian ql=qy of the map y7 !lðyÞ.
In the mutual information approach, lðyÞ ¼ qĈðBÞ=qy whereĈðBÞ is the empirical criterion (13) withĤ being the entropy estimator, one may expect that ql=qy can be approximated by the formula (8) for q 2 C=qy 2 . We shall show that this result still holds in the ''estimating equations'' approach in which lðyÞ has components given by the right-hand side of (16) or (17) with arbitraryĉ k satisfying (19) and converging to some limit c k . We will, however, use (16) since it is valid also in the FIR case, unlike (17) . To construct an approximation to ql=qy, we replace the sample average by the expectation andĉ k by c k , which is justified for large T. Then the derivative of (16) with respect to y n is approximated, in the FIR case where YðtÞ is computed by (2) ,by the trace of X 
In the general case where YðtÞ is computed by (14) , one gets the same result except that the term EfXðÀuÞc T ½Yð0Þg is replaced by
However, since BðuÞ and its first and second derivatives should converge to zero quickly as u ! AE1, one may restrict oneself to indexes u in fÀa; . . . ; ag, for some (large) a, and approximate YðtÞ; t 2 ½a; T À a by (2). Then for u 2 fÀa; . . . ; ag and Tba, the above expression can be approximated by EfXðÀuÞc T ½Yð0Þg with Yð0Þ defined by (2) . Thus, the derivative of (16) with respect to y n can still be approximated for large T by the trace of (20) . Lemma 3. Under the assumption (S) and the condition E½Y k c k ðY k Þ ¼ 1, the trace of (20) equals the right-hand side of (8).
The above lemma shows that one can use the right-hand side of (8) 
In the previous section, we have shown that the Jacobian ql=qy can be approximated for large T and under assumption (S) by the matrix with general element the right-hand side of (8), which we now denote by K. Since assumption (S) is satisfied when y is the true parameter, one haŝ
where $ means having the same asymptotic distribution. Therefore, we need only to derive the asymptotic distribution of lðyÞ.
Lemma 4. Let lðyÞ be the vector defined by the righthand side of (16) with arbitraryĉ k satisfying (19) and depending on the data only through a finite dimensional vector l k :ĉ k ðyÞ ¼ C k ðy;l k Þ where C k ðÁ; ÁÞ are fixed continuously differentiable functions andl k depends on Y k ð0Þ; . . . ; Y k ðT À 1Þ and tends to a limit l k as T ! 1. Then lðyÞ is asymptotically Gaussian with zero means and covariance matrix G=T, with G having general element 
where c k ðyÞ ¼ C k ðy; l k Þ and qB=qy m B À1 is defined in (9).
The above lemma shows that the estimatorŷ is asymptotically Gaussian with mean y and covariance matrix K À1 GK À1 =T. Note that G mn has the same form as K mn (given by the right-hand side of (8)) but with c 0 replaced by c 2 .
The pure deconvolution case
The unichannel case ðK ¼ 1Þ is of special interest as it corresponds to the pure deconvolution problem and moreover it permits considerable simplifications. In this case, XðtÞ, YðtÞ and BðuÞ are all scalars and will be denoted as X ðtÞ, Y ðtÞ and BðuÞ and we will drop the index k in c k andĉ k .
The expression (17) for the gradient in this case reduces to qĈðBÞ
wheref YĉðY Þ ð2pn=TÞ is defined similarly to (18) , except that it is now a scalar. The general element of the approximate Jacobian for the quasi-Newton algorithm can also be written more compactly, putting k ¼ EðY 2 ÞE½c 0 ðY Þ,
The above formulas show that it is of interest to parameterize log BðoÞ instead of BðoÞ. It is even more interesting to parameterize separately its real and imaginary parts. Indeed, noting that jzj 2 ¼ ðRzÞ 2 þ ðIzÞ 2 and z 2 ¼ ðRzÞ 2 À ðIzÞ 2 where R and I denote the real and imaginary parts, and that Bð2p À oÞ is the complex conjugated of BðoÞ so that q log B=qy m , q log B=qy m and the right-hand side of the last equality are real, one gets The following lemma shows that optimal estimator is obtained if and only ifĉ is a score estimator. 
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The above result shows that it is much harder to estimate the phase of the deconvolution filter (the imaginary part of log B), than its gain (the exponential of the real part of log B). In particular, if the signal is Gaussian, r Ã ¼ 1 so that the asymptotic covariance matrix of the estimator specifying the imaginary part of log B is infinite, which is consistent with the well-known fact that the phase of the deconvolution filter is ambiguous in this case.
A simple interesting parameterization for log BðoÞ is log BðoÞ ¼ y 0 þ X m m¼1 ½y m cosðmoÞ þ iy mþm sinðmoÞ.
The parameters y 0 ; . . . ; y m and y mþ1 ; . . . ; y 2m specify the real and imaginary parts of log BðoÞ, respectively. Note that log BðoÞ is the complex conjugate of log BðÀoÞ and thus its real part is an even function and its imaginary part is an odd function, hence the use of the cosine and sine functions to represent them. The parameter y 0 corresponds to the scale of the sources and cannot be estimated. We may (and will) put it to 0. As for the y 1 ; . . . ; y 2m , their asymptotic distribution is quite simple. The matrices J R and J I corresponding to y 1 ; . . . ; y m and y mþ1 ; . . . ; y 2m can be seen to be simply one half of the identity matrix. Thus the estimators ½ŷ mŷmþm T , m ¼ 1; . . . ; m are asymptotic independent Gaussian with covariance matrix: 
Since d Y ð2pn=TÞ ¼ Bð2pn=TÞd X ð2pn=TÞ, this yields the updating equation
Note that the criterion (13) reduces to simplyĤðY Þ, since R log BðoÞ do=ð2pÞ ¼ y 0 ¼ 0. This criterion can be computed to ensure that it is decreased at each iteration, otherwise the Newton step size could be reduced so that it is so. The estimation algorithm (for the W m ) is summarized in Table 1 .
An interesting consequence of the separation of log B into its real and imaginary parts is that this real part is directly linked to the spectral density f X of the observed sequence fX ðtÞg, since jBðoÞj 2 must be inversely proportional to f X ðoÞ. Therefore, if R log BðoÞ is parameterized as hðo; y R Þ, one may apply any spectral estimation method under the parametric model f X ðoÞ / exp½À2h ðo; y R Þ to obtain an estimate of y R . In the case where log BðoÞ is parameterized as (22) , a simple method for estimating y 1 ; . . . ; y m is to minimize
since jd X ð2pn=TÞj 2 =T is a raw estimate of f X ð2pn=TÞ. The resulting estimators are suboptimal but can be used to initialize the algorithm, and in our limited experience, it can vastly improve the convergence. There is, however, no simple method to initialize y mþ1 ; . . . ; y 2m . One may simply initialize them by zero, which amounts to forcing the initial deconvolution filter to have zero phase.
Some simulation examples

The pure deconvolution case
We consider the observation model X ðtÞ ¼ r 0 Sðt À 1Þ þ SðtÞ þ r 00 Sðt þ 1Þ where fSðtÞg is the source sequence. Thus, BðoÞ should be proportional to 1=ð1 þ r 0 e Àio þ r 00 e io Þ. . We require that both jz 0 j and jz 00 j are strictly less than 1 and it may be shown that a necessary and sufficient condition for this to hold is jr 0 þ r 00 jo1, in which case c is real and should be taken as the larger (in absolute value) of the above two solutions. Thus z 0 ; z 00 are real and one has the expansion log BðoÞ ¼
We take r 0 ¼ 0:4, r 00 ¼ 0:45, which yields the values of ðÀ1Þ j ðz 00j AE z 0j Þ=j reported in Table 2 . One can see from this table that one may truncate the expansion for log BðoÞ without incurring much error at index m ¼ AE10, and thus consider the values reported in Table 2 as the ''true value'' of y j (first row) and y mþj (second row). We generate 1000 sequences of observations of length T ¼ 1024 using a source distribution uniform over ½À ffiffi ffi 3 p ; ffiffi ffi 3 p . For each sequence of observations, we apply our algorithm with m ¼ 10 and HðY Þ being logðEY 4 Þ=4 and the entropy of Y, respectively. In the first case, cðY Þ ¼ Y 3 =EðY 4 Þ and this function and logðEY 4 Þ=4 can be estimated easily from sample moments. In the second case the entropy HðY Þ and score function c Y are estimated by the method of [21] . The mean and standard deviation of the resulting estimators, denoted byŷ 4th andŷ MI , are reported in Table 3 . One can see from Table 3 that the mean values of the estimators are very close to those reported from Table 2 . The standard deviation ofŷ 4th j are, however, much larger than those predicted by formula (23) (which yields 0.0245 for 1pjp10 and 0.0289 for 10ojp20) especially forŷ 4th 11 ; . . . ;ŷ 4th 20 . One reason is that the deconvolution filter, as explained above, cannot exactly recover the sources, so that k ¼ 3EðY 2 Þ 2 =EðY 4 Þ would be less than the theoretical value 5 3 , as the recovered source is still a mixture and hence has a distribution closer to Gaussian than the uniform distribution. Another reason is that there are so many parameters to be estimated Compute the circular correlations r m , 0ompm, between fY ðtÞg and fĉ½Y ðtÞg according to either one of the right-hand sides of (24). Optionally compute the new criterionĤðY Þ. If it does not decrease then repeat (3), with decreased step size in (25) and (26), and (4)- (5) again. Repeat the iteration until convergence.
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including k, so that the asymptotic results do not attain yet. In fact we have observed, in the case of sample size 512 and lower, that in some simulations the estimatork can be less than 1, mostly in the early stage of the algorithm where the extracted source can be highly mixed. (For such extracted source, the theoretical k would be close to 1, although still greater than 1 since a mixture of sub-Gaussian variables is still sub-Gaussian.) In the case of sample size 1024, we have not got ak less than 1 (even once in 1000 simulations) but nevertheless it could be quite close to 1. We suspect that all this phenomena contribute to the increases of variance of the estimator.
Concerning the estimatorŷ MI j , it has a theoretical asymptotic variance 0 (superefficiency), since the score function is AE1 at AE ffiffi ffi 3 p . However, again because the source cannot be exactly extracted, superefficiency cannot be achieved (for fixed m). Further, due to the smoothing effect of the kernel method, the estimated score function is pulled toward zero and made more linear (than the true one). In fact, we have observed that our score estimate in the earlier stage of the algorithm can be quite close to that of a Gaussian, yielding ak close to 1. It appears to us that using a smoothing parameter much smaller than what would be used in density estimation can be quite beneficial here, as it reduces the smoothing effect (at the expense of an increase in variance). Also it is important to estimatek not byÊ½ĉ 0 Y ðY ÞÊðY 2 Þ, (Ê denoting the sample average operator) but byÊ½ĉ 2 Y ðY ÞÊðY 2 Þ. This is because there is no guarantee that the first product is always greater than 1, while the second is guaranteed to be so, by (19) and the Schwartz inequality. Using a small smoothing parameter produces a wiggly curve forĉ Y , but this does not decreaseÊ½ĉ 2 Y ðY Þ, and since the smoothing effect is reduced it tends to increaseÊ½ĉ 2 Y ðY Þ. However, the smoothing parameter cannot be reduced too much without the adverse effect of high variance. Thus, there is a practical limit in performance of theŷ MI j estimator. Nevertheless, at sample size 1024, it performs better than the theoretical performance (far from achieved in practice) of the estimatorŷ 4th j . Finally, we note that initializing the algorithm by the method described in the previous section is quite useful. It accelerates the algorithm considerably. This is due to the fact that the starting value is closer to the solution, but also that the extracted sources in the early stage of the algorithm is less mixed and hence has a higher k, which stabilizes the algorithm. The mean number of iterations is 2.179 for the estimatorŷ 4th j and 6.950 forŷ MI j . (The stopping criterion is based on the decrease ofĤðY Þ and is the same in both algorithms.) The slower convergence of the algorithm for the MI estimator may be due to the fact that the score estimator is rather unstable due to the low value of the smoothing parameter (indeed the lower this parameter, the slower the algorithm). But as pointed out earlier, a low value of this parameter (here equal to half the standard choice) can yield a better estimate of the deconvolution filter.
The multichannel case
In this case, the theoretical formula for the approximate Hessian is too complex to be useful. Numerical calculation using this formula is not cheap and requires complex coding. Further this matrix doesn't have any interesting structure and thus its inversion can be costly since it is a large matrix. For these reasons, we shall adopt the BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm [22] to minimize the criterion. This algorithm constructs numerically an approximate inverse Hessian matrix by analyzing successive gradient vectors. Thus, we need only to compute such gradient (and also the criterion) using to our theoretical formula.
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We consider the observation model
BðuÞXðt À uÞ ¼ SðtÞ where BðuÞ; jujp2 are 2 Â 2 matrices which are listed in Table 4 . The process fXðtÞg is actually computed as
AðuÞSðt À uÞ where fAðuÞg is the inverse sequence of fBðuÞg, truncated to the range ½À14; 17. This truncation is justified by the fact that this sequence decays quickly to 0 at infinity, as can be seen in Fig. 1 . The sources are taken to be independent random variables with a uniform distribution in ½À ffiffi ffi 3 p ; ffiffi ffi 3 p . One hundred observation sequences of length 1028 are generated and for each sequence the BFGS is applied to minimize the estimated mutual information criterion. Since the deconvolution filter is FIR, the data is not periodically extended but instead the output of the deconvolution is made shorter (length 1024 exactly). Accordingly, the gradient is computed by formula (16) (without the ''mod T''). Mean and standard deviation of the estimated deconvolution filter are listed in Table 4 . As in the pure deconvolution case, we find that better results are obtained by using a lower value of the smoothing parameter than the standard choice. Thus, this parameter is taken to be half of the standard choice. One can see from Table 4 that the deconvolution filter is well estimated. Note that the above results do not come directly from the output of the BFGS algorithm, since there is a permutation and scale ambiguity. In order to eliminate the permutation ambiguity, we have permuted the rows ofB ¼ ½BðÀ2Þ Á ÁÁBðÀ2Þ (BðuÞ being the estimate of BðuÞ) whenever the product of the diagonal elements of BB T (B ¼ ½BðÀ2Þ Á Á Á BðÀ2Þ) is less in absolute value than that of the off diagonal elements. To eliminate the scale ambiguity, we have normalized the rows of B (eventually permuted) so that they have the same norm as that of B.
The BFGS algorithm, however, converges somewhat slowly. The average number of iterations is 16.32. This may be due to the fact that it needs time to build up correctly the inverse of the Hessian, this inverse being set initially as the identity matrix which can be quite far from the truth. Another point is that we do not have a method to initialize the deconvolution filter so we simply initialize it as the identity filter, which again can be quite far from the desired solution.
Conclusion and discussion
We have provided a solution of the blind separation-deconvolution problem, based on the mutual information criterion or more generally on an appropriate system of estimating equations. We have developed formulas for the quasi-Newton algorithm and the asymptotic covariance matrix of the estimator. More interesting results have been obtained in the pure deconvolution (single input single output) case. In particular, the asymptotic covariance matrix simplifies if one parameterizes not the deconvolution filter transfer function, but its logarithm, in this case its real and imaginary parts are asymptotically independent. These parts correspond to the amplitude and the phase of the filter transfer function. It can be seen that when the correlation coefficient r 2 Ã between the score function of the source and the source itself tend to 1 (indicating that the source distribution approaches Gaussianity), the variance of the phase estimator goes to infinity, but that of the amplitude remains finite. This is consistent with the well-known fact that for Gaussian source, there is ambiguity in the deconvolution filter, but this ambiguity concerns only the phase of its transfer function, not the amplitude.
In the pure deconvolution case, we propose a parameterization which leads to the asymptotic decorrelation of the estimated parameters and very simple formulas for its asymptotic variance, and also to a very simple quasi-Newton algorithm. The algorithm has been validated by simulation.
For the multichannel case, the theoretical formula for the Hessian may be too complex to be useful. But using only the formula for the gradient, one can set up a BFGS algorithm to minimize the criterion. Simulation shows that the algorithm has good performance and the model parameters are well estimated.
Appendix A
A.1. Proofs of lemmas
Proof of Lemma 1. By (4) and (5), the first order term in the expansion of H½Y k ð0Þ þ dY k ð0Þ is
Summing up along the index k yields that the first order term in the expansion of P K k¼1 HðY k þ dY k Þ equals the trace of P 1 u¼À1 dBðuÞEfXðÀuÞc½Yð0Þ T g.
Since EfXðuÞc½Yð0Þ
T g ¼ R 2p 0 f XcðYÞ ðoÞe iuo do=ð2pÞ where f XcðYÞ is the cross spectral density between the processes fXðtÞg and fc½YðtÞg (defined similarly to (6)), the last sum can be written as R 2p 0 dBðoÞf XcðYÞ ðoÞ do=ð2pÞ. Noting that f YcðYÞ ðoÞ ¼ BðoÞf XcðYÞ ðoÞ as fYðtÞg is related to fXðtÞg through (2), one gets the first result of the lemma. To prove the last result of the lemma, one expresses Xðt À uÞ in (4) (2), one has the same formula (A.2) but without ''mod T ''. This yields the last statement of the lemma.
By the (discrete) Parseval equality, the right-hand side of (A.1) equals 
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