This paper studies network coordination over noisy communication channels. The communication between network nodes is corrupted by unknown but bounded noises, which may arise from low-quality channels and/or malicious attacks in the form of data manipulation. We propose a novel coordination scheme, which ensures practical consensus in the noiseless case, while preserving boundedness and coordination properties in the noisy case. The proposed scheme does not require any global information about the network parameters and/or the operating environment (the noise characteristics). Moreover, the communication between nodes occurs only at discrete time instants, and nodes can sample independently and in an aperiodic manner, which renders the scheme suitable for practical implementation in distributed sensor networks.
I. INTRODUCTION
Distributed coordination is one of the most active research areas in control engineering, with applications ranging from sensor fusion and formation to distributed optimization and control [1] . To achieve coordination, network units (nodes) usually rely on local computation capabilities and information exchange, which constrains the fulfilment of coordination tasks to the network communication resources [2] - [4] . To cope with this problem, researchers have paid attentions to eventand self-triggered coordination schemes. In event-triggered schemes, the system states are continuously monitored and information exchange takes place whenever suitable stability or performance thresholds are violated [5] - [8] . In contrast, in self-triggered schemes the network units do not measure their state continuously; based on the value of its state and the state of its neighbors at the current update instant, each unit precomputes the next instant at which a new information exchange should occur [9] - [12] . By relying on the accuracy of the information exchange, a crucial issue arising in coordination schemes regards the presence of noises in the communication channels, which may arise from low-quality channels and/or malicious attacks in the form of data manipulation.
In this paper, we investigate network consensus in the presence of noisy channels. Our approach originates from [11] , which considers a self-triggered coordination scheme: at each local sampling time, each units polls its neighbors and collect measurements of their states; then, it updates the local control and computes the next time instant at which a new information exchange should occur. As shown in [11] , [13] , this scheme is robust against local clock skews, quantization, M. Shi Consensus under noisy measurements and communications have been intensively studied in the literature [14] - [17] . However, most of the contributions focus on the stochastic mean square consensus. The basic assumption is that the noises are generated by random processes, which ensure suitable upper bounds on the noises' second moment. Few works have been done for deterministic type of noises. In [18] , the authors propose a Kalman consensus scheme and shows that consensus is input-to-state stable, but no properties are given regarding the boundedness of the states. In [19] , the authors study consensus under time-varying communication and input noises. The author derives sufficient and necessary conditions for the communication arc-connectivity to reach robust consensus. In [20] , the authors consider -consensus (practical consensus), which guarantees convergence with nodes disagreement below a parameter ε, along with state boundedness. A dead-zone control policy is proposed to cope with noises of unknown characteristics, but an upper bound on the noise magnitude should be known. In [21] , the authors propose a distributed adaptive controller to mitigate sensor uncertainties. However, the assumption that sensor uncertainties have bounded derivatives may be impractical. Discrete consensus under bounded measurement noises is addressed in [22] , but boundedness of the states is not guaranteed. None of these approaches account for communication resources. Moreover, only few approaches explicitly account for boundedness properties on the network states. The latter is vital to prevent the network from undergoing drifting phenomena.
In this paper, we consider self-triggered consensus in the presence of communication noises of unknown characteristics and magnitude. To prevent drifting phenomena, we propose a state-dependent self-triggered coordination scheme, in which each node dynamically adjusts its triggering rule depending on the magnitude of its state. This new triggering method can be regarded as a coarse dynamic quantization strategy, which updates the quantization based on the nodes state [23] . We show that this method prevents drifting phenomena and guarantees, in the noiseless case, a maximum consensus error ε for the worst case over the initial vector of measurements, similarly to the so-called normalized consensus [4] . As for the noisy case, we show that the proposed approach guarantees suitable boundedness properties for both average and state magnitude, which is reminiscent of practical input-to-state stability.
The remainder of the paper is as follows. In Section II, we introduce the framework of interest and detail the main paper contributions. The main results are discussed throughout Section III-??. In Section V, some examples are illustrated. Section VI ends the paper with concluding remarks.
A. Notation
We assume to have a set of nodes I = {1, 2, ..., n} and an undirected connected graph G = (I, E) with E a set of unordered pairs of nodes, called edges. We denote by L the Laplacian matrix of G, which is a symmetric matrix. For each node i ∈ I, we denote by N i the set of its neighbors, and by d i its degree that is the cardinate of N i . In the whole paper, we use "node" and "agent" interchangeably.
II. PROBLEM FORMULATION AND PAPER CONTRIBUTION

A. Framework
We assume that each node is governed by the differential equationẋ
Node i has access to its own state x i and the output z i ∈ R of its neighbors, which is affected by the noise w i ∈ R. We will denote by x = col(x 1 , x 2 , . . . , x n ) the whole network state and by w = col(w 1 , w 2 , . . . , w n ) the vector of noises.
We are interested to study distributed consensus protocols, namely control policies in which each node can exchange information only with a subset of network nodes (the node neighbors set). According to the usual notion of consensus, the network nodes should converge, asymptotically or in a finite time, to an equilibrium point in which they all have the same value lying somewhere between the minimum and maximum of their initial values [1] . In the presence of noises, however, convergence to an exact common value is in general impossible. As detailed hereafter, the main contribution of this paper is a novel coordination scheme that achieves practical consensus, namely convergence to a set whose radius depends on the noise amplitude.
B. Paper Contribution
A possible way to look at practical consensus is to consider a normalized error between nodes. We consider a coordination scheme that, in the noiseless case, achieves finite-time convergence to a point belonging to the set
where ε ∈ (0, 1) is a user-defined parameter, and χ 0 := max i∈I {|x i (0)|}. Moreover, all the network nodes remain between the minimum and the maximum of their initial values. In words, when χ 0 > 1 the coordination scheme guarantees that, in a finite time, each node reaches a local average that satisfies
The parameter ε determines the desired accuracy level for the consensus final value, which is normalized to the magnitude of the initial data. In this way, a maximum error ε is guaranteed for the worst case over the initial vector of measurements. If instead χ 0 ≤ 1 then the tolerance becomes ε. Similar notions of practical consensus has been widely used in the literature on distribute signal processing [3] , [4] .
As for the noisy case, the scheme guarantees that the error scales with respect to the noise magnitude. Specifically, let
where d max = max{d i , i ∈ I} denotes the maximum of agents degrees, and |w| ∞ denotes the infinity norm of w.
The scheme guarantees that, in a finite time, the network state enters the set
and remains there forever with convergence in the event that w goes to zero, which is reminiscent of practical input-tostate stability. Moreover, the nodes remain confined in a set whose radius depends on w and the initial envelope. From the viewpoint of implementation, the scheme enjoys the following features:
• No knowledge of χ 0 is required, which means that x(0) need not be known globally to the networks nodes.
• The control action is fully distributed.
• The communication between network nodes occurs only at discrete time instants. Moreover, nodes can sample independently and in an aperiodic manner. Theses features indicate the implementation does not require any global information about the network parameters and/or the operating environment (the noises). The last feature renders the scheme suitable for practical implementation in distributed sensor networks.
III. RESILIENT SELF-TRIGGERED COORDINATION
The consensus algorithm of interest follows a selftriggered policy [11] . Roughly, each node is equipped with a local control variable u i , which implements a sampleand-hold strategy. Upon sampling, the node collects the measurements from its neighbors, and updates u i . In addition, it precomputes when the next update should occur (this motivates the term self-triggered). We now describe the proposed control scheme in detail.
A. Consensus Parameters
As discussed in the previous section, we aim at considering a normalized error between network nodes. To this end, each node has a local variable
that specifies the threshold used to determine whether or not consensus is achieved.
B. Clock and Control Variables
Let {t i k } k∈N0 , with t i 0 = 0, be the sequence of time instants at which the node i collects measurements from its neighbors. The sequence is defined recursively by t i
where
denotes the local noisy average. Notice that by construction the inter-sampling times are lower-bounded by ε/(4d max ). This means that Zeno behavior or chattering is already inhibited in this scheme. The control signals take values in the set U := {−1, 0, +1}. The specific quantizer of choice is sign α : R → U , which is given by
where α > 0. The control action is given by
for t ∈ [t i k , t i k+1 ). Remark 1: By (7), if the state discrepancy is large compared with the threshold, then the next inter-sampling time is also large; the node needs not to update in a periodic manner and the sampling rate is reduced. While at the equilibrium (if it exists), by (9) and (10), all the nodes do not move anymore; the inter-sampling time for each node is a constant, which means that all the node will sample and update periodically after reaching consensus.
IV. MAIN RESULTS
A. Noiseless Case
We start by investigating the properties of this algorithm in the absence of measurement or communication noises. For ease of notation, we let
denotes the noiseless average. Let x := max i∈I x i (0) and x := min i∈I x i (0). We have the following result.
Theorem 1: Consider system (1) with w ≡ 0. Let the control inputs be generated in accordance with (6)-(10). Then, for every initial condition x(0), the network state x(t) converges in a finite time to a point belonging to the set E in (2) . Moreover, max i∈I x i (t) ≤ x and min i∈I x i (t) ≥ x for all t ≥ 0.
Remark 2: While the proposed scheme aims at guaranteeing a maximum error ε for the worst case over the initial vector of measurements, the actual error might be smaller. In fact, one has ε i (t) ≤ max{ε, ε|x i (T )|} for all t ≥ T and for all i ∈ I, with x ≤ x i (T ) ≤ x so that |x i (T )| ≤ χ 0 .
B. Consensus Properties with Low Magnitude Noises
We then investigate convergence and boundedness propoerties of the proposed scheme in the presence of noises. The next simple result shows that convergence is preserved under noises whenever |w| ∞ is sufficiently small compared to ε. Moreover, the state remains within the initial envelope like in the noiseless case.
Theorem 2: Consider system (1) with w ≡ 0. Let the control inputs be generated in accordance with (6)- (10) . Suppose that ε > 2d max |w| ∞ . Then, for every initial condition x(0), the network state x(t) converges in a finite time to a point belonging to the set D in (5) . Moreover, max i∈I x i (t) ≤ x and min i∈I x i (t) ≥ x for all t ≥ 0.
C. State Boundedness Under General Noises
We then show that the proposed coordination method guarantees boundedness of the state trajectories under general norm bounded noises. This property is important since it rules out the possibility of drifts.
Let
We have the following result. Theorem 3: Consider system (1) with w ≡ 0. Let the control inputs be generated in accordance with (6)-(10). Then, for every initial condition x(0), the network state x(t) satisfies
Proof. We only prove the result regarding max i∈I x i (t) since the other can be proved in an analogous manner. Notice that ave w i (t) = ave i (t)+φ i (t) for all t ≥ 0 and for all i ∈ I, where φ i (t) := j∈Ni w j (t) Clearly, we have
for all t ≥ 0 and for all i ∈ I. Case 1. |x| ≥ γ. We show that there is no node can exceed x. Suppose that there exists a time t * such that max i∈I x i (t * ) > x, and let i be the index of the first node exceeding x (clearly, more than one node could exceed x at the same time but this does not affect the analysis). Let t i k be the last sampling instant before t * , which implies x s (t i k ) ≤ x for all s ∈ I. Notice that t i k is well defined even if t * occurs during the first inter-sampling interval of node i because x s (0) ≤ x for all s ∈ I. We have two subcases.
Assume first that
Combining (15) and (16), in order for x i to grow we must necessarily have 4 3 
Hence, we must necessarily have
which implies |x| < γ, thus leading to a contradiction. If instead |x i (t i k )| < 1 then ε i (t i k ) = ε and we must have
This leads again to a contradiction since, by hypothesis, we must have γ ≤ |x| and |x| < |x
Notice that x i can grow at most up to
where the inequality follows since
which leads to a contradiction. Case 2. |x| < γ. The proof of this case is exactly same as for the previous case with x replaced by γ.
D. Consensus Under General Noises
In general, condition ε > 2d max |w| ∞ need not be satisfied if |w| ∞ is unknown. Even if |w| ∞ is known, enforcing this condition might lead to large errors between network nodes. To this end, we study the properties of the proposed algorithm for the general noises which are unknown but bounded. We have the following result.
Theorem 4: Consider system (1) with w ≡ 0. Let the control inputs be generated in accordance with (6)- (10) . Then, for every initial condition x(0), the network state x(t) enters in a finite time the set D in (5) and remains there forever. Moreover, x converges when the noises converge to zero.
The proof of Theorem 4 is based on the next two instrumental technical results. The first one relates ε i and L.
Lemma 1: Consider the same assumptions and conditions as in Theorem 4. For any i ∈ I, it holds that
for all k ∈ N 0 . The second result shows that the average preserves the sign as long as its absolute value remains large enough compared with r. Lemma 2: Consider the same assumptions and conditions as in Theorem 4. Consider any i ∈ I and any positive integer M . If | ave i (t i k+m )| ≥ r, m = 0, 1, . . . , M, then sign(ave i (t i k+m )) = sign(ave i (t i k )), m = 1, 2, . . . , M + 1 (22) We can now proceed with the proof of Theorem 4. Proof of Theorem 4. We only show the result for the case that ε ≤ 2d max |w| ∞ since the other case can be derived from Theorem 2. To begin with, we introduce some quantities. For any i ∈ I, let
Clearly, t i k ∈ S i1 ∪ S i2 ∪ S i3 for every k. Pick any i ∈ I, and assume by contradiction that there exists a time t * such that | ave i (t i k )| > r for all t i k ≥ t * . Then, controls are never zero from t * on. Moreover, by Lemma 2 sign(ave i (t i k )) = sign(ave i (t i * )) for all t i k ≥ t * . Hence, either u i (t) = 1 for all t i k ≥ t * or u i = −1 for all t i k ≥ t * . This would imply that x i diverges, violating the state boundedness property in Theorem 3.
By the foregoing arguments, there exists an instant t i k such that | ave i (t i k )| ≤ r. This implies that t i k / ∈ S i1 . Thus, it remains to prove that transitions from S i2 and S i3 to S i1 are not possible.
, the other case being analogous. Then,
where the last inequality follows from ε ≤ 2d max |w| ∞ and Lemma 1. Thus t i k+1 / ∈ S i1 . Thus we conclude that once x enters S i2 ∪ S i3 then ave i (t) remains in this set for all t, which guarantees that x remains forever inside D. Finally, if w converges to zero then there exists a finite instant t * such that ε > 2d max sup t≥t * |w(t)|, and the convergence result follows along the same lines as in Theorem 2.
Remark 3: In contrast with the noiseless case (Theorem 1) and the case of low magnitude noise (Theorem 2), one sees that in the general case the network nodes need not converge but remain confined in a neighbourhood of consensus that depends on both ε and |w| ∞ , which is reminiscent of a practical input-to-state stability notion.
V. NUMERICAL EXAMPLES
In this section, we illustrate the proposed consensus scheme via numerical examples. In the simulations, we use a cycle graph with 10 nodes, which implies d max = 2. Moreover, we let ε = 0.05 and the initial value of each network node is taken as a random number in [−10, 10].
In the first case, we assume that the noises are generated randomly with |w| ∞ = 0.01 (low magnitude noise). The simulation results are illustrated in Fig. 1 , where Fig. 1(a) shows the state trajectory, Fig. 1(b) shows the history of | ave i |, i ∈ I, and Fig. 1(c) shows the controls for node 1, 4 and 7. From Fig. 1(a) and 1(c), one sees that the conditions of Theorem 2 are verified in the sense that the network state eventually converge and the local controls eventually become zero, which occurs after 10s. In Fig. 1(b) , the blue dot-dash line represents the bound δ := max{ε, εχ 0 } + d max |w| ∞ dictated by Theorem 2. In this example, δ = 0.41.
In the second case, we assume that the noises are positive random numbers with |w| ∞ = 0.2. Since the Laplacian has an eigenvalue in 0, constant or sign-preserving noises represent a critical situation since they can induce drifting phenomena. This phenomenon is reflected in the simulations in Fig. 2 . However, the proposed coordination mechanism prevents the state from growing unbounded. In particular, in agreement with Theorem 3 the state remains within the interval [−γ, γ] with γ ≈ 10.73 (red dot-dash line in Fig.  2(a) ). In agreement with Theorem 4, the network state enters in a finite time the set D and remains there forever. Fig. 2(b) shows that the theoretical bound r ≈ 1.7 (blue dot-dash line) is conservative as each local average eventually becomes very small. Finally, from Fig. 2(c) one sees that the local controls do not switch as fast as in the beginning. This is expected since, as state increases, also the threshold increases. This makes the noisy average ave w i likely to be confined within (−ε i , ε i ), and causes the control switches to be more and more sporadic.
In the last case, we assume that the noise for node i is
where N = 10 and v i is a random number in [−0.16, 0.16], which gives |w| ∞ = 0.2. Simulation results are shown in Fig.  3 , from which one sees that the state enters set D around t = 6.2s and remains there afterwards, while the controls continue to switch. This is in agreement with Theorem 4, as well as the discussion in Remark 3.
VI. CONCLUSIONS
In this paper, we proposed a novel self-triggered network coordination scheme that is capable of dealing with unknown bounded noises affecting the network communication channels. The proposed coordination scheme employs a dynamic state-dependent triggering policy and ternary controller. It has been shown that the scheme can achieve finite-time practical consensus in both noiseless and noisy cases. In the latter situation, the node disagreement value scales with the magnitude of the noise. An interesting feature of the proposed scheme is that the implementation does not require any global information about the network parameters and/or the operating environment. Moreover, the communication between nodes occurs only at discrete time instants, and nodes can sample independently and in an aperiodic manner. The last feature renders the scheme suitable for practical implementation in distributed sensor networks. Future efforts will focus on extending the result in this paper to systems involving high-order dynamics. 
