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Energy transfer in networks with local magnetic time-reversal symmetry breaking
Benedikt Sabass
MAE, Princeton University, Princeton, New Jersey 08544, USA∗
Time-reversal symmetry of most conservative forces constrains the properties of linear transport
in most physical systems. Here, I study the efficiency of energy transfer in oscillator networks where
time-reversal symmetry is broken locally by Lorentz-force-like couplings. Despite their linearity, such
networks can exhibit mono-directional transport and allow to isolate energy transfer in subsystems.
New mechanisms and general rules for mono-directional transport are discussed. It is shown that
the efficiency at maximum power can exceed 1/2 and may even approach the upper bound of unity.
PACS numbers: 05.60.Cd, 05.45.Xt, 05.70.Ln
a. Introduction.– Onsager symmetry holds for the
vast majority of coupled linear phenomena on the meso-
scopic and macroscopic scale. However, the symmetry of
transport coefficients is generally lost when time-reversal
symmetry is broken through a magnetic field. Recently,
it has been suggested that magnetic breaking of Onsager
symmetry may allow for the existence of finite-time heat
engines with vanishing entropy production and also al-
low an efficiency at maximum power that exceeds the
Curzon-Ahlborn limit [1]. Although following studies es-
tablished a number of positive lower bounds for entropy
production in concrete quantum-mechanical systems [2–
5], and classical heat engines [6, 7], the results highlight
the non-trivial nature of coupled transport in the pres-
ence of a magnetic field. A logical next step is to com-
bine the intriguing properties of magnetic couplings with
topological features of a network.
Networks with classical oscillators, such as vibrating
spring-damper collections, electric power grids [8], or
electronic circuits are omnipresent in our daily life. De-
sired system properties, e.g., in terms of frequency re-
sponse or current rectification, often require active or
non-linear elements, such as amplifiers or diodes. How-
ever, linear elements that break Onsager symmetry could
be a possible alternative. Such elements can be built in
a variety of ways: Mechanically, a coupling via Lorentz
forces can be realized with a charge on a forced, two-
dimensional pendulum in a magnetic field. Electrical
circuits can be connected via perpendicular sides of a
Hall element, which is called a gyrator [9, 10]. In the
microwave domain, similar devices employ the Faraday
effect [11]. In principle, even Coriolis forces can be em-
ployed. Here, such Lorentz-force-like couplings are com-
bined into networks. Although the studied systems are
restricted enough to be generic, they exhibit a surpris-
ingly rich linear response and unusual energetics.
b. Framework.– Our networks consist of coupled
real variables xi(t) that obey a Langevin equation as
x¨i = −
∑
j
(κij xj + bij x˙j)− γi x˙i + ξi + fi. (1)
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The symmetric matrix κ = κT represents, e.g., elastic
constants for a mechanical system or capacitance for an
electric network. κ must be positive semi-definite for
stability [12]. The antisymmetric matrix b = −bT rep-
resents Lorenz-force-like couplings. γi are friction con-
stants. The noise ξi obeys 〈ξi(t)〉 = 0 and 〈ξi(t)ξj(t′)〉 =
δij2γikbTδ(t− t′) where kbT is the thermal energy. Only
the two oscillators with indices a and b are driven as
f{a,b} = 2F{a,b} cos(ωt+ ϕ{a,b}), fi /∈{a,b} = 0, (2)
where ω is a fixed angular frequency. Phase differences
will be written as ϕij ≡ ϕi − ϕj . Non-dimensional units
[13] are used throughout the letter. Variables in Fourier
space will carry a tilde (˜ ).
The system’s response to the driving forces is determined
by the complex admittance
χ = A−1 ≡ [(−ω2 + i ω γi)δij + κij + i ω bij]−1 . (3)
When b = 0, the conservative forces are time-reversal
symmetric. Then, the complex admittance is symmet-
ric χ = χT [14], which is usually referred to as Onsager
symmetry.
The energetics in steady state is governed by aver-
age work rates at the actuated oscillators W˙{a,b} ≡
ω
2pi
∫ 2pi
ω
0
f{a,b}(t) 〈x˙{a,b}〉dt. The overall dissipation is
given by the sum of the work rates as W˙diss ≡ W˙a+W˙b =∑
j 2 γjω
2|〈x˜j〉|2. A net energy transmission through the
system occurs when the power at one of the driven oscil-
lators becomes negative. For broken Onsager symmetry,
the choice of input and output oscillators generally mat-
ters. In the following, the index b will be used for the
oscillator that provides energy output as W˙b < 0. Then,
the efficiency of energy transfer can be defined as
η ≡ −W˙b/W˙a = −W˙b/(−W˙b + W˙diss) ≤ 1. (4)
A key figure of merit is efficiency at maximum power
output, which is here defined for fixed frequencies as
η′ ≡ η(−W˙b|ω → max), (5)
where the maximum −W˙ ′b|ω of the power output is found
by searching for an optimal phase difference ϕ′ba and mag-
nitude of the driving force f ′b.
2FIG. 1. a) three-oscillator system with variables x1,2,3 where
oscillators 1 and 2 can be forced. Red lines symbolize mag-
netic couplings. b) working principle of the three-oscillator
diode. c) exemplary diode response (γ1 = 0.2, γ2 = 0.1).
Left: blocking state, Right: transmitting state. d) efficiency
at maximum power η′ of the diode approaches unity when
γ1 and γ2 vanish (F1 = 1). Parameters: κ11 = κ22 = 2,
κ13 = κ23 = −1, b23 = 1, γ3 = 2.
The following three examples provide intuition on the
interplay of network structure and local breaking of On-
sager symmetry in systems of the type of Eq. (1).
c. Example 1: A highly efficient diode.– Consider
a network of three oscillators as depicted in Fig. 1a).
The dynamics is described by Eq. (1) where j = 1 . . . 3.
Broken Onsager symmetry allows to choose the coupling
parameters such as to have χ12(ω) = 0 for any fre-
quency. This condition in Eq. (3) yields the parame-
ters b12 = 0, b13 = −κ12/b23, κ33 = κ13κ23/κ12, and
κ12 = −(κ13b223)/(κ23 + b23γ3). Note that stability con-
ditions on κ now impose a stronger constraint on the re-
maining free parameters. As illustrated in Fig. 1b,c) the
system is a dynamic, but genuine diode. Forcing with f2
always leads to an anti-phase effect of oscillators 2 and
3 on oscillator 1, which completely blocks the response
of the latter. In contrast, forcing with f1 leads to no
cancellation of 1 and 3, such that energy can be carried
around both sides of the structure.
Fig. 1d) shows the efficiency at maximum power η′.
Generally, η′ has here only one maximum located at
ω = 0. As shown, the system can asymptotically reach a
unit efficiency at maximum power. This upper bound is
achieved when friction in oscillators 1 and 2 vanish since
lim(γ1,γ2)→0 η
′ = 1. In contrast to systems with con-
served Onsager symmetry, this diode can reach its upper
bound of efficiency at almost arbitrary values of γ3. For
γ3 →∞, the upper bound of η′ is reached when γ1,2 tend
to zero as γ−h3 with h > 1. In the limit γ3 → 0, the sys-
tem always becomes unstable since κ is then no longer
positive definite. It should be emphasized that the theo-
retical reachability of η′ ≈ 1 in a genuine linear-response
steady-state makes this new diode truly remarkable.
d. Example 2: Isolation in a three-oscillator
network.– The network in Fig. 1a) can also be used to
demonstrate how Lorentz-force-like couplings allow lo-
calization of energy transfer. If 〈x˙3(t)〉 vanishes during
energy transfer between oscillators 1 and 2, no losses oc-
cur in oscillator 3 and the state is called isolated. Here,
this state is not achieved by tuning the system parame-
ters, but by choosing proper driving forces f1(t), f2(t).
Fig. 2a) exemplifies the occurrence of isolated energy
transfer for a fixed phase lag between the forces.
A qualitative understanding can be gained by noting that
the Fourier coefficients obey in the isolated state
c ≡ 〈x˜1〉/〈x˜2〉 = −(κ23 − ib23ω)/(κ13 − ib13ω). (6)
Eq. (6) determines the relative phase φ12 beween x1(t)
and x2(t). φ12 in turn affects the energy transfer be-
tween the actuated oscillators. For usual networks with
conserved Onsager symmetry, Eq. (6) requires φ12 ∈
{npi, n ∈ Z}, while nonzero energy transfer would then
require the opposite condition φ12 /∈ {npi, n ∈ Z}. Thus,
energy transfer would always lead to dissipation in the
third oscillator if Onsager symmetry were conserved.
In this example, efficiency at maximum power η′
(Eq. (5)), is a useless concept since the forces are al-
ready fixed. The full efficiency in the isolated state ηI
can be written conveniently in Fourier space by denoting
imaginary and real parts with ℑ() and ℜ(). The result is
ηI = −(ℑ(A22)+ℑ(cA21))/(c∗cℑ(A11)+ℑ(c∗A12)), (7)
which is defined for W˙2 ≤ 0. Eq. (7) results from inser-
tion of Eq. (6) into Eq. (4). Remarkably, ηI has a very
simple frequency-dependence since there is only one ex-
tremum, located at ω = 0. For high ω, ηI can approach
a non-zero constant; see Eq. (13) below. The conditions
b13 = b23, κ13 = κ23 even allow a frequency indepen-
dent efficiency as ηI = (b12 − γ1)/(b12 + γ2). Fig. 2b)
illustrates that ηI is not always the maximum efficiency
since resonances in states with no isolation can lead to
localized efficiency peaks. Thus, isolation with magnetic
coupling does not necessarily lead to efficiency records,
but can instead offer high values of ηI throughout the
whole frequency spectrum.
e. Example 3: Isolated transmission chain.– The
working principle of the diode can be employed to al-
low for isolation of energy transfer in spatially extended
systems. Consider two chains as shown in Fig 3a), con-
sisting of N + 1 and N − 1 oscillators respectively. The
oscillating variables of upper and lower chain xuj , x
l
j obey
linear equations [15], where noise is dropped for simplic-
ity. The sought-for isolation mechanism should hold for
waves travelling in both directions. Therefore, the system
is made left-right symmetric by giving the two magnetic
couplings at each oscillator always the same sign. The
wave modes (x˜uα, x˜
l
α) e
i(ωt−kα j) satisfy
(
w2 − 2κ(1− cos(kα))− d− iωγu d+ iω2b cos(kα)
d− iω2b cos(kα) w2 − 2κ(1− cos(kα))− d− iωγl
)(
x˜uα
x˜lα
)
= 0.
(8)
3FIG. 2. The three-oscillator system shown in Fig. 1a) can ex-
hibit isolated energy transfer. a) work rates W˙1,2 and dissipa-
tion in oscillator 3 defined as W˙3, diss ≡ ω2pi
∫ 2pi
ω
0
γ3〈x˙3(t)〉2 dt.
Isolation occurs at a frequency-dependent phase ϕI(ω) (here
ω = 1.25). b) efficiency η(ω) at ϕI(ω) and at fixed values
of ϕ21. Parameters: κii = 2, κi6=j = −1, b12 = b23 = −2,
b13 = −1, γ1,2,3 = 0.1, F1 = 1, |f2(ω)| is chosen according to
Eq. (10).
FIG. 3. a) oscillator system that allows mono-directional
isolation of the upper chain from energy transfer in the lower
chain. b) exemplary responses of the chains driven at isola-
tion frequency ωI and below (t = 0, N = 15). c) efficiency
at maximum power for isolated energy transfer through the
chain. The effect of the magnetic coupling vanishes for the
lower chain in the isolated state, thus η′I ≤ 1/2. Parame-
ters: F0 = 1, d = 0.1, γu = 0.1.
Asymmetry of the matrix in Eq. (8) allows x˜u to
be independent of x˜l if the upper off-diagonal and the
lower diagonal entries vanish. Such a state can be
achieved if the parameters are chosen as b = κ/
√
d+ 2κ
and γl = d/
√
d+ 2κ. On using a forcing frequency
ωI ≡
√
d+ 2κ, Eq. (8) yields the wave vectors k1,2 =
± arccos(i d/(2κ))+2pi n, n ∈ Z. Given proper boundary
conditions, we then have a one-way isolation of the upper
chain from the lower chain as illustrated by Fig 3b). Note
that isolation is here independent of ϕ0N and F{0,N}. En-
ergy transmission is now also insensitive to spatial vari-
ations or friction in the upper chain. For conserved On-
sager symmetry, only a two-way isolation is possible, al-
beit very hard to achieve in spatially extended systems,
due to dissipation.
f. Mono-directional transport in arbitrary networks.–
Diode-like directional links as in example 1 can emerge
in any network with broken Onsager symmetry when
off-diagonal elements of the complex admittance vanish
asymmetrically. If excitations are to travel from oscilla-
tor i to j but not the reverse way, the following conditions
must hold for any ω
χji 6= 0, χij ∼ det
(
A(ji)
)
= 0, (9)
where A(ji) is the submatrix of A that results when row
j and column i are eliminated. To design a network with
these properties, system parameters must be determined
by solving Eq. (9) for all orders of ω, which can be te-
dious. However, the network topology already provides
certain clues about the possibility of mono-directional
links in networks of type (1). The following general rules
(Fig. 4) are seen to hold [16]
1. Mono-directional links require network loops.
2. A mono-directional link between immediately cou-
pled oscillators requires a loop of exactly three os-
cillators.
3. No oscillator can have only mono-directional links.
Rule 3 also admits an interesting thermodynamic inter-
pretation: Consider a force-free system where the oscilla-
tors are embedded in different heat baths. Heat exchange
is given by the deviations of the kinetic oscillator tem-
peratures from the temperatures Ti of the heat baths as
Q˙i = γi(〈x˙2i 〉 − kb Ti) [17]. If it were possible to connect
oscillator j in a totally mono-directional way to the rest
of the network, heat would always flow either towards
j, or away from j, regardless of temperature difference.
Thus, such a network would violate the second law.
Note that a diode could also be made with only one
magnetic coupling bab if a similarly strong frictional / re-
sistive coupling was present [18, 19]. However, the latter
causes extra losses, and thus is not considered here.
FIG. 4. Illustration of rules for mono-directional transport.
Black arrows are the mono-directional links. Red/Black lines
represent any kind of coupling with bij or κij . The three upper
networks fulfill the rules while the corresponding networks
below are impossible.
4g. Isolated energy transfer in arbitrary networks.–
As example 2 demonstrates, isolated energy transfer
can be achieved without tuning of the coupling param-
eters. Since the mechanism of isolation instead depends
on forces, phases, and frequencies, it can be understood
as a genuine interference effect. For a general network,
isolation of the oscillators with indices {m} is defined as
having
∑
j /∈{m}
χmj f˜j = 0, (10)
which amounts to 〈x{m}〉 = 0 if no forces are present
at {m}. Equivalently, ∑i/∈{m}Ami〈x˜i〉 = 0 can be de-
manded. Interferent isolation does not always require
broken Onsager symmetry. If oscillatorm is directly con-
nected to three or more energy-transmitting oscillators,
coupling via the symmetric matrix κ is sufficient. On the
other hand, b 6= 0 allows isolation with only two directly
connected oscillators (example 2). Moreover, the phase-
shifts caused by b can strongly increase the size of the
frequency window where energy transfer takes place.
Generally, isolation does not minimize dissipation since,
speaking in loose terms, the convex function W˙diss is min-
imized when power is distributed to many oscillators,
rather than concentrated on a few. Isolation by inter-
ference is therefore primarily useful when the excitation
of certain degrees of freedom is not wanted, e.g., when
the overall response is otherwise dominated by them.
h. General formulas for efficiency.– The work rates
can be calculated conveniently by making use of Parce-
val’s theorem. With i ∈ {a, b}, we have W˙i =
−2ω|f˜i|2ℑ(χii)−2ω
∑
j 6=i |f˜i||f˜j |αij , where αij is a func-
tion of the phase difference ϕij as αij ≡ ℑ(χij) cos(ϕij)−
ℜ(χij) sin(ϕij). At maximum power output W˙ ′b we
have tanϕ′ba = −ℜ(χba)/ℑ(χba) and |f˜ ′a|/|f˜ ′b| =
−2ℑ(χbb)/α′ba with α′ba = αba(ϕ′ba). Some care must
be taken when selecting ϕ′ba since work is periodic in the
phase. The efficiency at maximum power results to
η′ =
α′
2
ba
2 (2ℑ(χbb)ℑ(χaa)− α′baα′ab)
≤ 1. (11)
As demonstrated for the diode in example 1, the bound
η′ = 1 can indeed be saturated asymptotically when On-
sager symmetry is broken.
On the other hand, Onsager symmetry leads to a stronger
bound when b = 0 holds. We then have α′ab =
−α′ba(cos2(ϕ′ba)− sin2(ϕ′ba)). The efficiency at maximum
power for any such network becomes
η′s =
1
2
(
2ℑ(χbb)ℑ(χaa) cos2(ϕ′ba)
ℑ(χba)2
− cos2(ϕ′ba) + sin2(ϕ′ba)
) ≤ 1
2
.
(12)
The last inequality follows from ℑ(χbb)ℑ(χaa) −
ℑ(χab)2 ≥ 0, which is for symmetric χ equivalent to
W˙diss ≥ 0. The bound η′s ≤ 1/2 is analogous to the
Curzon-Ahlborn limit for heat machines [20–22].
A further energetic advantage of magnetic coupling oc-
curs when a direct link bab 6= 0 exists between input and
output. Then, energy transmission in the limit ω → ∞
scales with the same power of ω as frictional dissipa-
tion. This feature allows for tunable efficiency in high-
frequency regimes. All systems of type (1) have the same
high-frequency limit for efficiency
lim
ω→∞
η = max
(
−|f˜b|2γb + |f˜a||f˜b|bab cosϕab
|f˜a|2γa + |f˜a||f˜b|bab cosϕab
, 0
)
. (13)
i. Fluctuations.– The additive noise in Eq. (1) nei-
ther affects average energy transfer nor the mechanism
of directional transport. Multiplicative noise that results
from parameter fluctuations, in particular from unsta-
ble magnetic fields, could have a more pronounced effect.
However, as shown in the supplement, white noise in b on
average merely renormalizes the friction constants, which
does not affect the key principles described in this letter.
j. Concluding remarks.– Although linear oscillators
are a paradigm of established physics, the energetics of
oscillator networks with Lorentz-force-like couplings have
hardly been explored. Focussing on networks with only
the most generic types of coupling, it has been shown here
that unusual transport properties entail favorable ener-
getics and result from the interplay of network topology
and Onsager symmetry breaking.
The studied systems can be extended and used in many
ways. They may be complemented with non-linear os-
cillators, e.g., to study synchronization phenomena [23–
25]. Periodic structures related to the oscillator chain
in example 3 can allow for cloaking [26, 27] -inspired
mono-directional shielding [16]. Mechanical applications,
such as directional vibration damping, are at least in
principle conceivable. Realization of the suggested high
efficiency in electric circuits hinges on the availability
of low-resistance symmetry-breaking couplings [19, 28,
29]. With these, the studied networks would become
magnetic-field programmable and operate much like a
transistor network, with the major distinction of being
linear.
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