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1. INTRODUCTION 
For T a positive number, suppose QT = {(x, t): 0 < x, 0 < t < T} and sup- 
pose u(x, t) satisfies 
@ = azxU + S(u(x, t)) in Qr , (1.1) 
u(x, 0) = 0, A! > 0, U-2) 
-Q@, t) = g(t), O<t<T. (1.3) 
where the source term S(U) is unknown and is, in fact, to be determined from the 
“overspecified data,” 
40, t) =.f(t), O<t<T. (1.4) 
That is, the problem (1.1) through (I .3) . is completely determined in the sense 
that if S(U) and g(t) are given then there exists a unique solution II = u(x, t), 
(provided S and g satisfy certain hypotheses). Then condition (1.4) represents 
additional information from which we aim to show S(U) can be determined or 
at least approximated. 
It follows, for example, from (1.4) and (1.1) that 
S(f(t)) =f’(t> - L4@, t), O<t<T, (1.5) 
and hence, if we adopt the notation, 
C(X) = [u(Oa w (4 (1.6) 
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then (1.1) through (1.3) reduces to 
4~ = a,,~ + f’(@(x, 9) - %&h 4(4x, 4)) in QT (1.7) 
together with the conditions (1.2) (1.3). We are not prepared at this point to 
attempt an analysis of Eq. (1.7). Instead we replace (1.7) by the approximate 
equation 
a,+, t> = axx~ +f’($(+, 0)) - Wf(W) - 24h #W + 4S Wh WI 
where h denotes a small, positive number. Then as h shrinks toward zero, Eq. 
(1.8) tends toward Eq. (1.7) and we can hope to show in a future paper that the 
solution of the problem (1.8), (1.2), (1.3) tends toward the solution of the pro- 
blem (1.7), (1.2), (1.3). 
Note that the first two source terms in Eq. (1.8) are of the form 
SW = 4(W) 
while the second two source terms are of the form 
S(u) = F&G $W)* 
This leads us to consider the following two problems: 
4~ = Lu + &(4(+, 0)) in QTy 
24(x, 0) = 0, x > 0, 
-%u(O, t) = g(t), O<t<T, 
and, for h > 0, 
a,u = ax+ + F&(4 4(+, t)))) in QT , 
u(x, 0) = 0, x > 0, 
-4~(o, t) = g(t), O<t<T, 
(1.9) 
(1.10) 
(1.11) 
(1.12) 
where in each problem we are seeking a function $ such that (1.6) holds. In 
Sections 2 and 3 of this paper we will show for problems (1.11) and (1.12), 
respectively, that there exists a unique function $ for which the corresponding 
solution u = U(X, t) of the initial-boundary-value problem satisfies (1.6) for T 
sufficiently small. Then in Section 4 we will apply these results toward finding a 
solution to (1.8), (1.2), (1.3). Finally, in Section 5 we present the results of some 
numerical experiments based on Section 4. 
The reader will, of course, recognize that we are dealing here with a type of 
inverse problem. The reader will perhaps also recognize that the approach 
described here is quite different from the “standard” approach to inverse 
problems of this sort. 
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Roughly speaking, the standard approach to this type of inverse problem 
involves selecting the unknown item, in this case the source function S(U), 
in such a way that the corresponding unique solution z&c, t) of the (well-posed) 
problem (1 .I), (1.2), (1.3) is, in some sense, optimal with respect to the over- 
specification (1.4). 
This optimization may be effected in a variational setting, (cf. [l]) or in a 
control theory setting (cf. [2]) or in some context suggested perhaps by the 
problem itself. In nearly every case, however, when the item being sought is a 
fz~act&z (as opposed to one or more parameters) these approaches require the 
analyst to a priori select a form for the function and thereby reduce the problem 
to one of identifying a finite number of parameters. The present approach is, 
by contrast, completely form free and allows the unknown source to assume 
whatever form is consistent with the data and the structure of the problem. 
This advantage is offset to some degree, however, by the fact that the method is 
extremely sensitive. In particular, numerical implementation of the scheme 
requires considerable care and extensive computer resources. 
2. PROBLEM 1 
Suppose u(x, t) is a function which satisfies, for some T > 0, 
%4x, t> = %+(x, t) + FM@, 0)) in QT , 
24(x, 0) = 0, ’ x > 0, 
--a,@, 4 = g(t), O<t<T, 
where we assume 
gE @’ with g(0) > 0 and 0 <g’(t) <K, fort 30. 
Fl is defined and continuous on [0, co) and there exist 
constants C, , C, > 0 such that 
I F,(x)1 < G for x >, 0, 
lF,(x)--F,(~)l~C,lx-~l, x, y 3 0. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
The function 4 is assumed to belong to the function class S, to be defined later. 
Suppose now that u+(x, t), U-(X, t) denote, respectively, the solutions of 
&u&, t) = Q&, t) f Cl in QT , (2.6) 
f&(x, 0) = 0, x > 0, (2.7) 
--a,@, t) = g(t), 0 < t. Gw 
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Then we easily calculate 
uf (x, t) = s” K(x, t - T)g(T) dT & C, /‘so N(x, f; t - 7) df d7, 
0 0 0 
where 
and 
K(x, t) = & e-x*/at, x,t>o, 
N(x, 5; t) = #4x - ‘5, t> + 4x + 5,Ql. 
Note that w*(x, t) = ~,u+(x, t) satisfies 
4wt(x, t) = %s&, t) in QT , 
zQ+, 0) = 0, x > 0, 
w*(O, t) = -g(t), 0 < t. 
A simple maximum principle argument then shows that 
w&, t) E azu*(x, t) < 0 in QT , 
from which it follows that 
u*(x, t) < u*(O, t> for (x, t) E QT . 
Then since 
u*(o, t)= g(o) ($)“* + jot ($)“* g’(t - 7) dT zt Cl& 
it follows that for (x, t) E Qr , 
-Cd d u-(x, t) d u+(x, 4 < p+(t), 
where 
P+(t) = g(0) ($-)l’* + clt + F ($-)li2. 
For T a fixed, positive number let 
PT = P+(T), (2.16) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
and for M another fixed, positive constant, we define a class of functions S(M, T) 
as follows: 
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DEFINITION 2.1. A function 4(u), defined for all u, belongs to S(M, T) if 
W +(u> = 0 for all u < 0. 
(ii) 0 <q%(u) < T for all u, 0 < u < pr, and there exists a 
li E [0, pr] such that $(a) = T. 
(iii) 0 < $(uJ - #4 d W4 - ul) for all ul, us such 
that u1 < u2. 
(2.17) 
Remark. It follows from (2.17iii) that 4 is nondecreasing and hence 4(u) = T 
for all II >, 6, where 6, as in (2.17ii), denotes the first value of u such that 
t+(u) = T. 
Suppose now that U(X, t) satisfies (2.1) through (2.3) for g, Fl satisfying (2.4), 
(2.5), respectively, and for 4 in S(M, T). Then we have the following facts 
about u(x, t). 
LEMMA 2.1. Under the stated hypotheses, 
u-(x, t) < u(x, t) < u+(x, t), V(XJ)qL (2.18) 
Proof. Let x(x, t) = u(x, t) - u+(x, t). Then 
3s - 6~ = Cl - Fl(~(~(x, t))) 2 0 in QT , 
z(x, 0) = 0, x > 0, 
4~(0, t) = 0, O<t<T. 
Then it follows from a version of the maximum principle (cf. Theorem 3 of 
[3, p. 1701) that 
x(x, t) = u(x, t) - u+(x, t) < 0 in Qr . 
Similarly u-(x, t) - u(x, t) < 0 in & . This proves the lemma. 
LEMMA 2.2. Under the same hypotheses, 
1 iQ(x, t)l <g(T) + Cl(4T/7r)‘~” for al2 (x, t) E &- . (2.19) 
Proof. We write 
‘& t> = Iot k(x, t - T) g(T) dT + Jotlrn N(x, 5; t - T) F,(+(u(& 7))) d[ dT, 
and (2.20) 
4x, t) = 1” k,(x, t 
‘0 
- 7) g(T) dT + j-otj-om Nz(x, t; t - 7) FM@, T))) d-5 d7. 
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Then (2.9, (2.10), and (2.11) together imply 
s;; I %I!(~, t)i <g(T) + Cl ($)“‘. 
For convenience we will adopt the notation 
G(T) = g(T) + C, ($)““, 
and 
fw = $gc - MC,G( T) ,$)‘:: 
(2.22) 
(2.23) 
where C, is the constant appearing in (2.5). Clearly there exists a value Tnr > 0 
such that 
H(T,) = l/M. (2.24) 
Then if we choose 
111 1 
TM----- - 
iv+ 1’ 3hK, 1 
we have the following. 
(2.25) 
LEMMA 2.3. Suppose g, Fl satisfy (2.4), (2.9, respectively, and that 4 belongs 
to S(M, T,)for T, given by (2.25). Then u(x, t) satisfies 
min i@(O, t) > l/M. (2.26) 
W,T*l 
Proof. From (2.20) we compute 
a&c, t) = 1” h&x, t - T)g(T) dT 
0 
+ FMu(x, t))) + j”“s* Nt(x, 5; t - ~)Md(u(5, ~1)) d5 d7 
0 0 
= 
s 
t h(X, T) g’(t - T) dT + k(X, t) g(0) 
-p- FM4x, 0)) + j-jam N&v t; t - T)F,(d’(U(t, 7))) d5 dT. 
Now write 
t ss m N&G 6; t - T) FM44, 7))) d5 dT 0 0 
= lim 
ss ’ m [N&c t+ + h, t - 7) - N&, 5; t - T)] Fk$(u(t, T))) h-l d5 dT. hJ” 0 0 
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and hence 
- 
I 
h N&, 6, t - ~)Fk#(u(t, 7))) h-’ d6. 
0 
We observe that 
and, in addition, 
since 
$g j” N,(O, 5; t - T)FMu(E, 4)) h-l dt = 0 
0 
NE(O, 6; t - T) < Const. h, for0 < 6 <h. 
Combining all these results, we obtain the following estimate, valid for all t, 
0 d t < T, , 
MC, sup I a,u 1 1 r*j Ti N,(O, 5, t - T) d( dr 
QT* 0 0 
or, in the view of the previous lemma, 
- MC,G(T*) (+)l", 0 < t < T, . 
Then, using (2.23), (2.24), (2.25) we have 
proving the lemma. 
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Suppose now that U(R, t) satisfies (2.1) through (2.3) for g, Fr satisfying (2.4), 
(2.5) and for q5 in S(M, T,). We are going to denote S(M, T,) by S, , since T, 
depends on M. Then if 
f(t) = 40, 49 0 6 t < T, , 
it follows from (2.14) and (2.18) that 
0 <f(t) < PT, t 0 < t < T, , (2.27) 
and, in addition, (2.26) implies 
f’(t) > l/M, O<t<TT,. (2.28) 
Then the inverse functionf-l is well defined for 0 < t < T, and if we denote 
this inverse by $, we have 
and 
$(fW) = t forO<t<T,, (2.29) 
0 < 404 < T* forO<u<pr*. (2.30) 
More precisely, we have 
where 
~2 =f(T,) < pT* P 
and we then extend the function as follows: 
*w = 0 
1clW = T, 
for 21 < 0, 
for u > ii. 
Now (2.28) implies that 
0 < tz - t, < MW,) -fW 
for 0 < t, -C t, < T, . Then (2.29) implies 
0 -=I $(f(td) - $(f@d) -=I W.&N - f(tA 
or, letting 2(, =f(ti), i = 1, 2, 
0 < WA - 4W < Mb, - 4, 
(2.31) 
(2.32) 
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for 0 < u, < us < ti. In view of the definition (2.31) extending the function 4, 
it is evident that (2.32) holds for all u, < us and consequently, tj must belong 
to s&f. 
LEMMA 2.4. Suppose that g, Fl satisfy (2.4), (2.5), respectively. Then for each 
4 in S, there exists a unique solution, u = u(x, t), for (2.1) through (2.3) and the 
solution u de$nes a unique function # in S, via (2.29), (2.31). If we denote this 
correspondence between 4 and $ by writing 4 = f($), thenf is a contraction mapping 
of S, into itself. 
Proof. It is well known that under the hypotheses (2.4) on g and (2.5) on 
Fl and for 4 in S, there will always exist a unique solution u = u(x, t) for (2.1) 
through (2.3) (cf. [4]). What has to be proved is that this solution u(x, t) has the 
property that ~(0, t) is invertible as a function of t and that the inverse t/ belongs 
to s,. Finally, we must show that the mapping f, which assigns to each 4 in 
S,,,, the image 9 in S, , is a contraction. 
We have already seen that 4 defined by (2.29), (2.31) belongs to SM. In order 
to show that f is a contraction let +r , &, denote two elements of S, and let 
ul , u2 denote the corresponding solutions of (2.1) through (2.3) in &, . Then 
and 
Finally, since 
we have 
N(o, 5; t - T) dt dT = t 
sup IA(t) --$&)I < GT, sup I M4 - uzWl + MT, G sup Ifi -f&I 
W-*1 [%PT,,l KV*l 
and 
;uTp, If1 - fi I G CzT* sup I 94w - d&>l * 
* * 1 - MT&‘, [o.ur,~ 
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Next observe that if 0 < tl < t, < T, , then 
h(t2) -f2@2) =f+) > _1_ 
4204 - h(u) M 
for some 7, t, < 7 d t, , 
where 
5 =2 
FIGURE I 
It follows that 
and hence 
[pf] I VW - #z(u)l G MC2T* sup I M4 - 42w * 
. * 1 - MC2T* to.uy*1 
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Then (2.25) implies that 
and P is a contraction from the continuous functions into the space of continuous 
functions. It remains to show that the unique fixed point, which perforce exists, 
is in fact an element of S,, . 
Conditions (i) and (ii) of (2.17) hold uniformly for each iterate in the mapping 
sequence and hence they must hold for I,& . Moreover, if {&} is a sequence of 
iterates converging to I,LJ= then for each n, 
If we write 
then clearly 
and since the left side of this last inequality is independent of 71, we may let 1z 
go to infinity on the right so as to obtain 
Then I&, is in S, and the lemma is proved. We now have the main result of this 
section. 
THEOREM 1. There exists a unique element I,& in S,, such that 
%(x9 t> = %$(x9 t) + Fl($&(x~ t))) in QT* , 
u(x, 0) = 0, x > 0, 
-Q@, t) = g(t), O<t<T,, 
has a unique solution u,(x, t) and, moreover, 
&&,(o, t)) = t for 0 < t < T, . 
Of course, we continue to suppose here that g, Fl satisfy (2.4), (2.5). 
Proof. The theorem follows directly from the previous lemma. 
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3. PROBLEM 2 
We consider now the second of the two problems motivated by the problem of 
identifying an unknown source in the heat equation from data measured at the 
boundary. 
That is, for some T > 0, we suppose that U(X, t) satisfies 
+(x, t) = LL~U(X, t) + F~(@, 4(+, 0))) in QT 9 (3.1) 
24(x, 0) = 0, x >o, (3.2) 
-&$#A t) = g(t), O<t<T. (3.3) 
We continue to suppose that g(t) satisfies (2.4) and that F2 satisfies (2.5). In 
addition, we suppose that 4 belongs to the class S(M, T) for positive constants 
M, T. 
It follows then that Lemmas 2.1 and 2.2 apply to the solution U(X, t) of (3.1) 
through (3.3). In addition, we have 
LEMMA 3.1. For g, F, us described, for A > 0 and for T > 0 sujiciently small, 
sup I Q(h, r)l d (4/eh) (g(0) + KT) + 2C, . (3.4) 
[O,Tl 
Proof. For h > 0, we compute from (2.20), 
%4h, 4 = W, t)g(O) + lot @, 4 g’(t - 7) dT + F&4, +W, t)))) 
N&t 5; t - 4 F,W, #45,4)>> 42 dT. 
Now 
and hence, 
SUP I Q(k t)l < Web) (g(O) + W + Cl + ,s,u,s I w(h, t)l , 
t0.U 
(3.5) 
where 
(3.6) 
In order to simplify the proofs of this and the next lemma somewhat, we are 
going to proceed now as if F, and + are differentiable functions instead of just 
Lipschitz continuous. The proofs in the case of the Lipschitz hypothesis are 
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quite similar to the proof of Lemma 2.3. Under the hypothesis of differen- 
tiability, we can write 
But 
and 
t m 
ss N,(k 5; t - , t > 0. 0 0 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
We are going to suppose that the derivatives F’ and 4’ are bounded in absolute 
value by constants C, and M, respectively. If we let 
and 
Ku) = g% I wh t>l (3.11) 
B,(T) = gyy I w(h, t)l (3.12) 
then we can rewrite (3.5) as 
J%(T) < (2/4 (g(O) + KT) + Cl + WY, (3.13) 
and we proceed now to estimate B,(T). From (3.7) through (3.10) and (2.19), 
(2.22) we derive 
and 
&(T) G 
MC,G(T) (4T/+/2 (2/A) (g(0) + KT) + Cl 
1 + MC,G( T) (~T/T+‘~ 
It is evident that we may choose a value To > 0 such that 
(3.14) 
MC,G( To) (4To/7r)1/2 = 3 (3.15) 
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and then for T < T, we have 
B,(T) < CW) (g(O) + KT) + Cl . (3.16) 
Then the lemma follows from (3.16) and (3.13). 
Now we have 
LEMMA 3.2. For g, F, satisjying (2.4), (2.5), respectively, and 4 in S(M, T), 
there exists a Tl , 0 < Tl < T, such that 
[g$n] a,u(o, t) > l/M. (3.17) 
* 1 
Proof. We write 
WO, 4 = 40, t) g(O) + lot k(O, 4 g’(t - 7) dT + FM4 d(u(O, t)))) 
N,,(O, E; t - 7) F,(u(h, b(u(t, 4))) d5 dT 
and then 
WI t) 
> g(O) t sL /---iiiT- (4 TT I NEKA k t - 7) F;(u) Wh, 4(u)) d’(u) +4t,~)I dit dT, ‘0’0 
where we have used again the modified hypotheses on F, and 4. It follows now 
from the previous lemma, (2.19) (2.22), and (3.10) that 
- MC,G(T) (~r~)1’2 1; (g(0) + KT) + 2Cl\ (3.18) 
for any T < To and all t, 0 < t < T - To. Let 
H(T) = & - MC&(T) ($)l” I$ (g(0) + KT) + 2C1/ (3.19) 
and observe that there exists some T,$, > 0 such that H(T,) = l/&l. Thus, if 
we choose 
( 
M 
Tl =min To, TMM+ 1 
1 
(3.20) 
for To given by (3.15), then the lemma follows. 
Remark. We emphasize that the Lemmas 3.1 and 3.2 require only the hypo- 
thesis of Lipschitz continuity on Fz and 4 as expressed in (2.5) and (2.17). We 
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have used the hypothesis of differentiability for these functions only for con- 
venience in the proofs of the lemmas. 
We proceed now as in the previous section. We write S, for S(M, Tl) since 
Tl depends on M, and we suppose that U(X, 2) satisfies (3.1) through (3.3) for g, 
F, satisfying (2.4), (2.5) and for 4 in SM . Then let 
f(t) = 40, t) (3.21) 
and let 4(u) be defined as in (2.29) and (2.31). Then it follows, just as before, 
that 4 belongs to SM . We have, in fact, 
LEMMA 3.3. Suppose that g, F, satisfy (2.4), (2.Q respectively. Then for each 
+ in S,\, there exists a unique solution u = U(X, t) for (3.1) through (3.3), and this 
solution u defnes a unique function (G in S, via (3.21), (2.29), and (2.31). If we 
write 4 =f(+), then{ is a contraction mapping of S, into itself. 
Proof. The proof of this result differs from the proof of Lemma 2.4 only in 
showing that { is a contraction. We let & , $a denote two elements of S,,, and 
let z+(x, t) and u,(x, t) denote the corresponding solutions of (3.1) through (3.3) 
in Qr, . Then 
for all (x, t) E QT1 and we can write 
4x, t) - u2k t) 
+ j-jom j% 6; t- T) [F&,(h $I(%))) - f’,(u,(h, d,(d))] d5dT
T) [Fh(h, +I(%))) - F&Ah, M4))] d5 dT. 
Now 
J-s 
t m N(x, 5; t - T) dt dr = t for t > 0, 
0 0 
(3.22) 
and hence 
sup I ~1 - ~2 I G C2B2Vd MT, sup I ~1 - ~2 I 
Or1 QTI (3.23) 
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in view of (2.9 (2.16), and (3.11). It follows now from (3.23) that 
sup I q - u:! I < 
WU Td Tl 
sup 141 - 42 I 
QTI 1 - C2TIU + 44~2VI)) ro.JLr$ 
and in particular, 
We can show now, just as we did in the proof of Lemma 2.4, that 
where 
Then it follows from (3.24), (3.25) that 
sup I 41 - *2 I d 
C&W TA Tl 
sup I A- 42 I 
ro.u,,1 1 - C2Tdl + fiWT,N ro.u+ 
(3.24) 
(3.25) 
(3.26) 
If we let T, > 0 be such that 
C,T,( 1 + MB,( Ta)) = 4 
and choose Tl > 0 to be the smaller of its current value and the value T, , then 
it follows from (3.26) that f is a contraction of S, into itself. 
The remainder of the proof is identical to the proof of Lemma 2.4. 
Now we have 
THEOREM 2. There exists a unique element & in S, such that 
a&X, t) = a&(x, t) + F2(u(h, &(Y(x, t)))) in QT1 , 
u(x, 0) = 0, x > 0, 
--a,@, t) = g(t), 0 < t < Tl, 
has a unique solution u,(x, t) satisfying 
&&,(O, t)) = t for 0 d t < r, . 
We have supposed here that F, , g sat&f, (2.5), (2.4), respectively. 
The proof follows directly from the lemma. 
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4. IDENTIFICATION OF AN UNKNOWN SOURCE 
We return now to the problem of identifying an unknown source term S(U) 
in the heat equation from data measured at the boundary. For reasons cited in 
the Introduction we are content to consider the approximate problem (1.8), 
(1.2), (1.3), in conjunction with the overspecification (1.4). 
We continue to make use of the definition (1.6) for + and we suppose that the 
function in (1.4) satisfies 
fE @W, a) with f(0) = 0. (4.1) 
In addition, f and f’ satisfy (2.5). 
We remark that since we are dealing here with an overspecified problem, we 
must be careful that any hypotheses we place onf are consistent with the other 
conditions of the problem. It is fairly evident that the condition (4.1) on f does 
not conflict with any of the conditions (1.8), (1.2), (1.3), (1.4), or (2.4) although 
the constants C, and C, in (2.5) which bear on f and f’ will depend in some way 
on the constant Kin (2.4). 
If we define, for h > 0, 
F,(w) =f'@> - W(W), o<w<co, (4.2) 
then Fl satisfies (2.5) if f satisfies (4.1). 
We also define, for h, T > 0, 
F,(w) = 0 for w < 0, 
= h-zw forO<w- T, 
= h-2T for w > T. 
(4.3) 
Then F, satisfies (2.5) as well. 
We may now rewrite (1.8) as 
4u(x, t) - Lu(x, 4 (4.4) 
= Fd#4x, 4)) + -‘z(u(h, 4+4x, 9))) - WC% 4(4x, 4))) in QT 
and the following theorem is the direct result of Theorems 1 and 2 of the pre- 
vious sections. 
THEOREM 3. Suppose g satisjies (2.4) and f satisfies (4.1), and that for h > 0, 
T > OJixed, Fl and F, are given by (4.1) and (4.3), respectively. Then there exists a 
T, > 0 and a unique +* in S, such that 
%4x> 4 = %x4x, t) + Fd9&tx, 4)) + WW, 9&(x, W) 
- F2(4% &+44x9 Wh in QT* , 
(4.5) 
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u(x, 0) = 0, x > 0, (4.6) 
--a,U(O, t) = g(t), 0 < t < T, , (4.7) 
has a uniqu solution u.Jx, t) and moreover, 
&&,(O, t)) = t for 0 < t < T, . (4.8) 
Now (1.5) suggests that we may approximate the unknown source S(u) 
appearing in (1 .l) by the expression 
s,(u) =f’(+&)) - Wf(M4) - 2u,(h, 4&4 + wd2h9 dd4)l. (4.9) 
In the next section we discuss some numerical experiments in which the solution 
u.Jx, t), c$* alluded to in Theorem 3 is constructed numerically and the approxima- 
tion S,(u) is computed. 
5. NUMERICAL EXPERIMENTS 
The numerical experiments used to illustrate the results of Section 4 were 
conducted in two phases. 
In the first phase we simulated the collection of the dataf(t) and g(t). More 
precisely, we solved numerically the following initial-boundary-value problem, 
&u(x, t) = ~xxu(x, t) + S(u(x, 0) in QT , (5.1) 
u(x, 0) = 0, O<x<l, (5.2) 
4l t) =f(t), O<t<T, (5.3) 
u(l, t) = 0, O<t<T, (5.4) 
for a Known source S(u) and a given data function f(t). Note that the problem 
has been restricted to a finite interval for convenience in solving the numerical 
problem. 
Using the numerical solution of (5.1) through (5.4), we calculated 
g(t) = Q(O, 0, O<t<T. (5.5) 
We point out that (5.1) through (5.4) were solved by means of a fully implicit 
predictor-corrector scheme and g(t) was computed from a second-order correct 
(three-point) app roximation for the derivative a,r@, t), Having completed the 
simulation of the collection of data, we then proceeded to the second phase of 
the numerical experiment in which we sought to reconstruct the source function 
S(u) from the “data,” f and g. 
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This phase of the numerical experiment also involved a prediction and a 
correction step for a fully implicit approximation to Eq. (1.8). To describe the 
predictor step, let us suppose that the solution U(X, t) has been (approximately) 
computed at each of the node points xi, i = l,..., N, for every time level 
t = tl , t, ,..., up to t, . Then ZA:+~ = u(xe , tnfl), satisfies 
A u?+l 
t z = A,2u:+l+ s(Q), i = l,..., N, 
u.n = known 9, 9 (5.6) 
As:+1 = f+l n+1- and u, - 0. 
Here we let 
Fk=ulk, k=l,2 ,..., n, and F, = 0. (5.7) 
Then if 
Fk-l < uin <F, for some k, 1 < k < n, (5.8) 
we can compute 
$&J~“) = Sk + +$utn - Fk), (5.9) 
where 
Sk = 2f’(tk) - A,~u,” 
AS, = S, - S,, , 
AF, =F, -Fkml. 
(known), 
(5.10) 
In this way the predictor solution $+l at the time level t,+l is completely 
determined. Having once computed it, we then set 
and 
F n+1 ?I+1 = % (5.11) 
S n+l = 2f’(tn+l) - A,~u;+? (5.12) 
This allows us to go now to the corrector step of this phase of the numerical 
experiment, where we solve 
A,$+’ = Az2a)+’ + $u;+~), i = l,..., N, 
VZ 72 = q, 
A,u;+l = g”+l and vN n+1 = 0 . 
(5.13) 
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Having (5.7) and (5.11) together with (5.10) and (5.12) allows us to evaluate 
S(u;+l) from (5.9) for K running now up to 12 + 1. The corrector solution ZJ;+~ 
is then completely determined by (5.13) and after calculating it we correct 
(5.11) (5.12) by letting 
F IL+1 nt1 = z’l 3 
S n+l = 2.f’(t,+,) - A&y+! 
(5.14) 
We should point out that the second difference expressions Az2ulk and A,2v,x: 
required for computing Sk are second-order-correct (i.e., five-point) approxima- 
tions to the derivative areu(O, t). This order of approximation, together with the 
mesh size 
AN = k = 10-3, At = IO-“, (5.15) 
were necessary in order to obtain three significant digits in computing S(u). 
Using a first-order-correct (three-point) approximation for Az2uIk together with 
mesh size 
Ax = IO-“, At = 10-3, (5.16) 
we were able to obtain only one significant digit in calculating S(u). 
One further word of clarification regarding the difference approximations 
A&+l and Ax2u;+l in (5.6) and (5. IO), respectively. Since we are approximating 
derivatives at the boundary here, the difference expressions must be one-sided 
as opposed to centered differences. Thus, in order to obtain second-order 
accuracy, it is necessary to use three-five-point difference expressions, respect- 
ively. In particular, we used 
A&‘+’ = 
4u;+1 - 3U;” - g+1 
2Ax ’ 
4.2 n+l 
.c% = 
IOU;+’ - u;+’ - 16uz”+’ + 7u;+ 
4Ax2 
(5.17) 
(5.18) 
We carried out these numerical experiments for three different choices of the 
source S(u). We used 
S(u) = 0 with f(t) = t2, 
S(u) = -1 with f(t) = t2, (5.19) 
S(u) = -u’ with f(t) = 1OOP. 
In each case we were able to reconstruct the source S(u), with three significant 
INVERSE PROBLEM FOR AN UNKNOWN SOURCE 485 
digits of accuracy. In view of the very fine mesh required, the calculations were 
rather expensive in terms of computer time. For this reason, the amount of 
numerical experimentation was not as extensive as we might have liked. These 
results do, however, indicate that it is at least feasible to construct an unknown 
source S(u) from overspecified data measured on the boundary by this technique. 
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