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Abstract
For temporal regularly spaced datasets, a lot of methods are avail-
able and the properties of these methods are extensively investigated.
Less research has been performed on irregular temporal datasets sub-
ject to measurement error with complex dependence structures, while
this type of datasets is widely available. In this paper, the perfor-
mance of kernel smoother for trend and its derivatives is considered
under dependent measurement errors and irregularly spaced sampling
scheme. The error processes are assumed to be subordinated Gaussian
long memory processes and have varying marginal distributions. The
functional central limit theorem for the estimators of trend and its
derivatives are derived and bandwidth selection problem is addressed.
Keywords: derivative estimation, unevenly spaced time series, Gaussian
subordination, functional data analysis, long-range dependence.
1 Introduction
In functional data analysis (FDA) studies, it is assumed that one observes
n independent random curves Xi(t) = µ(t) +
∑∞
l=1 ξilφl(t) (i = 1, ..., n),
which come from an underlying random process X(t) ∈ L2[0, 1]. Here µ(t) is
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the population mean, the coefficients ξil are uncorrelated random variables
with mean zero and variance λl (
∑
λl < ∞), and the functions φl build an
orthonormal L2[0, 1] basis. Note that λl and φl are eigenvalues and eigen-
functions of the covariance operator C(y) = E[〈X, y〉X ], y ∈ L2[0, 1], respec-
tively. For general overview on FDA see e.g. Ramsay and Silverman(2005),
Horva´th and Kokoszka (2012) and references therein.
In practice, each random curve is typically observed at discrete but not
necessarily equidistant time points tij ∈ [0, 1] (j = 1, ..., Ni) and observations
are perturbed by random noise. That is, we observe error perturbed curves
Yij = µ(tij) +
∞∑
l=1
ξilφl(tij) + ǫij
where ǫij are mean zero random measurement errors. Existing work assumes
that the random errors ǫij are independent and Gaussian, see Cai and Yuan
(2010), Peng and Paul (2009), Staniswalis and Lee (1998), and Yao et al.
(2005).
However, the assumption of independence is too restrictive. For example,
for certain types of EEG observations the dependence or even long-range
dependence in the error processes ǫij (j ∈ N) occurs (see e.g. Bornas et al.
2013, Linkenkaer-Hansen et al. 2001, Nikulin and Brismar 2005, Watters
2000). Beran and Liu (2014, 2016) therefore consider the estimation of trend
and covariance for dense functional data that are perturbed by long-range
dependent Gaussian errors. For details on statistical inference for long-range
dependent processes, see e.g. Beran (1994), Giraitis et al. (2012), and Beran
et al. (2013) and references therein.
In addition, in many applications, the Gaussianity and equidistance as-
sumption is unrealistic. For example, in observational studies in medicine,
the patient visits reported in electronic health records are irregular and
sparse. Moreover, the presence of dependent non-Gaussian measurement
errors makes the analysis challenging. Another example, in the context of
ecology and climate science, is plaeo-proxy irregular time series perturbed by
non-Gaussian errors as has been reported (see e.g. Mene´ndez et al. 2010).
One more example, in the context of neurobiology, is the phenomenon that
subodinated long-range denpendent errors exist in the optical measurements
of the calcium concentration in a glomerulus of the antennal lobe of a honey
bee after an olfactory stimulus as reported in Beran and Weiershauser (2010).
For single time series, Mene´ndez et al. (2010) and Mene´ndez et al. (2013)
investigate the trend and its derivatives kernel estimation for observations
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perturbed by subordinated Gaussian long memory errors. Ghosh, S. (2014)
addresses estimation of trend and slope functions in a partial linear model
when the errors are unknown time-dependent functionals of latent Gaussian
processes. Beran and Weiershauser (2011) consider estimation in a spline
regression model with long-range dependent errors that are generated by
Gaussian subordination.
The main purpose of this paper is, for repeated time series, to investi-
gate the influence of subodinated long-range dependent Gaussian errors on
the trend and its derivatives estimation. Detailed results on the following-
up analysis on covariance and princpial components will be reported in a
subsequent paper.
The rest of this paper is organised as follows. Section 2 explains the
model in details and gives the kernel estimation of the global mean and its
derivatives. In Section 3, we investigate the asymptotic bias and variance and
establish the functional central limit theorem of our estimator. The proofs
of the theorems appear in Appendix.
2 Definitions
2.1 The model
We consider the square-integrable random function X(t) defined over [0, 1]
with mean µ(t) = E[X(t)] and continuous covariance C(s, t) = Cov(X(s), X(t)).
Then, by Karhunen-Loe`ve (K.L.) expansion, X(t) has the form
X(t) = µ(t) +
∞∑
l=1
ξl(ω)φl(t) (t ∈ [0, 1])
where {ξl} are pairwise uncorrelated random variables and functions {φl} are
continuous real-valued functions on [0, 1] that are pairwise orthogonal in L2.
Let Xi, i = 1, ..., n, be unobservable i.i.d. copies of X . For the ith
subject, measurements are available at time points tij, j = 1, ..., Ni, and the
observations at these time points are perturbed by subordinated long-range
dependent noise, so the actual observations Yij are:
Yij = Xi(tij) + ǫi(j) (i = 1, ..., n; j = 1, ..., Ni) (1)
where n is the number of subjects, Ni is the number of sampling points
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for i-th subject, Tij ∈ N+, Ti1 ≤ ... ≤ TiNi ≤ Tmax = max
i
{TiNi}, and
tij = Tij/Tmax ∈ [0, 1]. Specifically,
• By K.L. expansion, the random curves Xi(t) follow:
Xi(t) = µ(t) +
∞∑
l=1
ξilφl(t) (t ∈ [0, 1]) (2)
• Let Z(u) (u ∈ R) be a continuous time stationary Gaussian process
with E[Z] = 0, var(Z) = 1 and
γZ(v) = cov (Z(u), Z(u+ v)) ∼
v→∞
cZv
2d−1
where 0 < d < 1
2
, “∼” means that the ratio of the left and right hand
side tends to one. For each sample i, the error process {ǫi(j)} (j ∈ N)
has the form
ǫi(j) = G(Z(Tij), tij). (3)
For each fixed t ∈ [0, 1] the function G(·, t) is assumed to be in L2-space
of functions (on R) with E[(Z, t)] = 0 and ‖G‖2 = E[G2(Z, t)] < ∞.
This implies a convergent L2-expansion
G(Z, tij) =
∞∑
k=q
ck(tij)
k!
Hk(Z)
where Hk(·) are Hermite polynomials, q ≥ 1 is the so-called Hermite
rank, and ck(t) = E[G(Z, t)Hk(Z)].
• ξ and ǫ are independent of each other.
Remark 1 The function G provides the possibility of having non-Gaussian
errors with a changing marginal distribution. First, note that when G is non-
linear, ǫ is non-Gaussian. Therefore, G can represent the departure from the
Gaussian assumption which provides more flexibility for modelling. Second,
a proper choice of G can match any marginal distibution for ǫ, which depends
on ck(t). Third, from the view of robustness, ǫ can be seen as a perturbed
version of Z and if ǫ is close to Z then G is close to the identity function.
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2.2 The estimation
To estimate µ(v)(t), since each time series is unevenly recorded, we consider
a Priestley-Chao type kernel estimator defined by
µˆ(v)(t) =
(−1)v
bv+1
1
n
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
Yij (4)
where ti0 = 0 and K is a kernel function satisfing the following general
assumptions (Gasser et al 1985, Mene´ndez, Ghosh and Beran 2010):
• (K1) K ∈ Cv+1[−1, 1].
• (K2) K(x) ≥ 0, K(x) = 0 (|x| > 1), ∫ K(x)dx = 1.
• (K3) K(v)(·) is Lipschitz continuous, i.e. there exists L ∈ R+ such that,
for any x, y ∈ [−1, 1],
|K(v)(x)−K(v)(y)| ≤ L|x− y|.
• (K4) K(·) is of order (v, k), v ≤ k − 2, where k ∈ N+, i.e.,
∫ 1
−1
xjK(v)(x)dx =


(−1)vv!, j = v
0, j = 0, ..., v − 1, v + 1, ..., k − 1
θ, j = k
where θ 6= 0 is a constant.
• (K5) K(j)(−1) = K(j)(1) = 0 for all j = 0, 1, ..., v − 1.
• (K6) 0 ≤ κv+1 = supx∈[−1,1] |K(v+1)(x)| <∞.
3 Asymptotic results
3.1 Assumptions
Apart from the general assumptions on kernel function, the following tech-
nical conditions on the time points are required:
• (T1) ck(t) are continuously differentiable w.r.t. t ∈ [0, 1].
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• (T2) 1
2
− 1
2q
< d < 1
2
.
• (T3) For i = 1, ..., n,
0 ≤ Ti1 ≤ ... ≤ TiNi ≤ Tmax = max
i
{TiNi}, tij = Tij/Tmax ∈ [0, 1].
• (T4) For i = 1, ..., n,
α−1N ≤ mini {tij − ti,j−1} ≤ maxi {tij − ti,j−1} ≤ β
−1
N
where αN ≥ βN > 0 and βN →∞ as N = min
i
{Ni} → ∞.
• (T5) lim
N→∞
(bαN)
1+(1−2d)q(bβN )
−2 = 0.
Remark 2 Assumption (T1) implies that the residuals have a slowly chang-
ing marginal distribution. Further, (T1) also includes the necessary con-
ditions for the weak convergence of µ(v)(t). Since cov(Z(Tij1), Z(Tij2)) ∼
|Tij1 − Tij2|2d−1) implies cov(ǫij1, ǫij2) ∼ |Tij1 − Tij2 |(2d−1)q), the condition of
(T2) implies that the long-range dependence of Z is inherited by the sub-
ordinated process ǫ. Assumption (T5) is a condition needed to obtain an
asymptotic approximation of the variance of µ(v)(t).
The trend µ(t) and the basis φl(t) are assumed to have the following
smoothness:
• (M1) µ ∈ Ck[0, 1].
• (M2) φl ∈ Ck[0, 1].
3.2 Bias and variance of µˆ(v)
Theorem 1 Let Yij be defined by (1)-(3). Suppose the assumptions (K1)-
(K6), (T1)-(T5), (M1) and (M2) hold. Let n → ∞, N → ∞, b → 0,
bTmax →∞. Moreover, let
bk+1βN →∞. (5)
The following holds for any t ∈ (0, 1):
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• Bias:
E
[
µˆ(v)(t)
]− µ(v)(t)
= bk−vCbias,v,k(t) + o(b
k−v) +O
(
(bv+1βN )
−1
)
= bk−vCbias,v,k(t) (1 + o(1)) (6)
where
Cbias,v,k(t) =
µ(k)(t)
k!
∫
K(v)(x)xkdx.
• Variance:
var
(
µˆ(v)(t)
)
= n−1Cvar,v(t)
(
1 +O(bk−v) +O
(
(bv+1βN)
−1
)
+O
(
b−2v(Tmaxb)
(2d−1)q
))
= n−1Cvar,v(t)
(
1 +O(bk−v) +O
(
b−2v(Tmaxb)
(2d−1)q
))
(7)
where
Cvar,v(t) =
∞∑
l=1
λl
(
φ
(v)
l (t)
)2
.
Remark 3 If (M2) is not true, say, φl ∈ Cs with v < s < k, then the order
of the asymptotic variance of µˆ(v)(t) has the following form:
var
(
µˆ(v)(t)
)
= n−1(1 +O
(
b(s−v)
)
+O
(
b−2v(Tmaxb)
(2d−1)q
)
.
Corollary 1 Suppose that the conditions of Theorem 1 hold. For v = 0 and
k = 2, we have
E [µˆ(t)]− µ(t) = b2Cbias,0,2(t)(1 + o(1))
and
var (µˆ(t)) = n−1Cbias,0(t)(1 + o(1)).
3.3 Weak convergence of µˆ(v)
Under additional assumptions on the sequence of bandwidth b, weak conver-
gence of µˆ(v)(t) in C[0, 1] in the supremum norm sense can be obtained.
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Theorem 2 Let Yij be defined by (1)-(3). Suppose the assumptions in The-
orem 1 hold. Let
n→∞, N →∞, b→ 0,
such that
nb2(k−v) → 0 (8)
and
lim inf b2(v+2)β2N(Tmaxb)
−(2d+1)q > C (9)
for a suitable constant C > 0. Then
Zn,N(t) =:
√
n
(
µˆ(v)(t)− µ(v)(t))⇒ ∞∑
l=1
√
λlφ
(v)
l (t)ζl
where “⇒” denotes weak convergence in C[0, 1] equipped with the supremum
norm, and ζl
iid∼ N(0, 1).
Remark 4 For observed data, the Hermite rank is unknown. Bai and Taqqu
(2016) argue that a rank other than one is unstable in the sense that, when
there is a slight perturbation, it typically collapses to rank one. Therefore,
methods to perform valid inference of the rank are needed to be developed.
As far as we know, only Beran et al (2016) performed work on designing a
statistical test based on bootstrap procedures to test the Hermite rank m = 1
against m > 1.
Remark 5 Let’s consider the estimation of the population mean, i.e. v = 0
under the assumption of equidistance i.e. βN = N , Tmax = N , and as-
sume the Hermit rank q is 1. If the kernel function K is of order 2, i.e.
k = 2, then condition (8) reduces to nb4 → ∞ and condition (9) reduces to
lim inf N−2d+1b3−2d > C. This situation coincids with Theorem 2 in Beran
and Liu (2014) and will lead to a restriction on selecting the bandwidth (also
on the relationship between n and N), i.e. CN−(1−2d)/(3−2d) ≤ b << n−1/4
for some C > 0. As pointed out by Beran and Liu (2014), “In order that
this can be fullfilled by a sequence of bandwidths bN , we need n = nN =
o(N4(1−2d)/(3−2d)).” This means that the number of replicated time series
cannot grow too fast compared to N , especially when d→ 1/2.
Under βN = N , Tmax = N , q = 1, and k > 2, condition (8) reduces to
nb2k →∞ and condition (9) reduces to lim inf N−2d+1b3−2d > C. This situa-
tion leads to a less restrictive condition compared to order 2 kernel function,
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i.e. CN−(1−2d)/(3−2d) ≤ b << n−1/2k for some C > 0. In order that this
condition can be fullfilled by a sequence of bandwidths bN , we similarly need
n = nN = o(N
2k(1−2d)/(3−2d)) which is less restrictive, if k → ∞, even for d
close to 1/2.
For irregularly designed time points, the corresponding requirements on
bandwidth selection can be adapted by considering the sampling space.
Remark 6 Now we consider the estimation of second derivative of popula-
tion mean, i.e. v = 2. under the assumption of equidistance and Gaussianlity
of the process, i.e. βN = N , Tmax = N , q = 1.
If the kernel function K is of order (2, 4), i.e. k = v + 2, condition (8)
implies b << n−
1
4 , and condition (9) reduces to lim inf N−2d+1b7−2d > C.
These conditions result in CN−(1−2d)/(7−2d) ≤ b << n−1/4. We need n =
nN = o(N
4(1−2d)/(7−2d)) in order the above condition to be fullfilled. This
condition is more restrictive than the condition in mean estimation where
n = nN = o(N
4(1−2d)/(3−2d)).
If k > 2, condition (8) reduces to nb2k →∞ and condition (9) reduces to
lim inf N−2d+1b7−2d > C. This results in a less restrictive condition compared
to order 2 kernel function, i.e. CN−(1−2d)/(7−2d) ≤ b << n−1/2k for some
C > 0. Similarly we need n = nN = o(N
2k(1−2d)/(7−2d)) and this is less
restrictive, if k →∞, even for d close to 1/2.
For irregularly designed time points, the corresponding requirements on
bandwidth selection can be adapted by considering the sampling space.
4 Final Remarks
We considered estimation of population mean and its derivatives in repeated
time series with subordinated Gaussian long-range dependent errors with
an FDA structure. A functional limit theorem is obtained for Priestley-
Chao type kernel estimator of µ(v)(t), provided that the number of curves
n, the number of observations Ni on each curve and the spacings, satistify
some restrictions. These restrictions provide information for selecting the
bandwidth bN .
Our results allow for more flexibility in modelling repeated time series.
This flexibility is needed to extract important information from temporal
datasets available in health for example. Moreover, one can estimate rapid
change points of µ(t) based on our results, espeically based on the second
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derivative. Two more urgent questions are the covariance estimation and
functional principal component analysis in this context, which are the funda-
mental and powerful tools to analysis functional data. These will be potential
future research topics.
5 Appendix
Proof: For simplicity of presentation we consider the case with only one
basis function φ(t). Therefore, let
Yij = µ(tij) + ξiφ(tij) + ǫi(j).
1) The bias term is straightforward obtained and follows the standard
situation. In fact,
E
[
µˆ(v)(t)
]− µ(v)(t)
=
(−1)v
bv+1
1
n
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
E[Yij]− µ(v)(t)
=
(−1)v
bv+1
1
n
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
µ(tij)− µ(v)(t)
=
(−1)v
bv+1
[∫ 1
0
K(v)
(
x− t
b
)
µ(x)dx+O
(
β−1N
)]− µ(v)(t)
=
(−1)v
bv+1
∫ 1
−1
K(v)(y)µ(by + t)bdy − µ(v)(t) +O
((
bv+1βN
)−1)
=
(−1)v
bv
∫ 1
−1
K(v)(y)
[
k∑
l=0
(yb)l
l!
µ(l)(t) + o
(
bk
)]
dy − µ(v)(t) +O
((
bv+1βN
)−1)
= bk−vCbias,v,k(t) + o
(
bk−v
)
+O
((
bv+1βN
)−1)
.
where
Cbias,v,k(t) =
µ(k)(t)
k!
∫
K(v)(x)xkdx.
2) Now, we consider the asymptotic variance.
µˆ(v)(t)−E [µˆ(v)(t)] = (−1)v
bv+1
1
n
n∑
i=1
Ni∑
j=1
(tij−ti,j−1)K(v)
(
tij − t
b
)
[ξiφ(tij)+ǫi(j)].
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Since ξ and ǫ are independent, we have
var
(
µˆ(v)(t)
)
= n−2b−2(v+1)(An,N(t) +Bn,N(t))
where
An,N(t) = var
(
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
ξiφ(tij)
)
,
Bn,N(t) = var
(
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
ǫi(j)
)
.
i) For the item An,N(t), since φ ∈ Ck[0, 1] and ξi are independent, we
have
An,N(t) = var
(
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
φ(tij)ξi
)
= nλ
(∫ 1
0
K(v)
(
x− t
b
)
φ(x)dx+O
(
β−1N
))2
= nλ
(∫ 1
−1
K(v)(y)φ(by + t)bdy +O
(
β−1N
))2
= nλ
(
b
∫ 1
−1
K(v)(y)
[
k∑
l=0
(yb)l
l!
φ(l)(t) + o
(
bk
)]
dy +O
(
β−1N
))2
= nb2(v+1)λ
(
φ(v)(t)
)2 (
1 +O
(
bk−v
)
+O
((
bv+1βN
)−1))
.
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ii) For the item Bn,N(t), we have
Bn,N(t) =
n∑
i=1
var
(
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
ǫi(j)
)
=
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)2
(
K(v)
(
tij − t
b
))2
Vi,j
+
n∑
i=1
Ni∑
j1<j2
(tij1 − ti,j1−1)(tij2 − ti,j2−1)K(v)
(
tij1 − t
b
)
K(v)
(
tij2 − t
b
)
Vi,j1,j2
+
n∑
i=1
Ni∑
j1>j2
(tij1 − ti,j1−1)(tij2 − ti,j2−1)K(v)
(
tij1 − t
b
)
K(v)
(
tij2 − t
b
)
Vi,j1,j2
=: Bn,N,1(t) +Bn,N,2(t) +Bn,N,3(t)
where
Vi,j = cov(ǫi(j), ǫi(j)) =
∞∑
l=q
c2l (tij)
l!
Vi,j1,j2 = cov(ǫi(j1), ǫi(j2)) =
∞∑
l=q
cl(tij1)cl(tij2)
l!
γlZ(Tij1 − Tij2)
and
γZ(Tij1 − Tij2) ∼ cZ |Tij1 − Tij2|2d−1.
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For Bn,N,1(t) we have,
|Bn,N,1(t)| =
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)2
(
K(v)
(
tij − t
b
))2
Vi,j
≤ C1
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)2
(
K(v)
(
tij − t
b
))2
= b2C1
n∑
i=1
Ni∑
j=1
(
tij − ti,j−1
b
)2(
K(v)
(
tij − t
b
))2
≤ b2C1
n∑
i=1
Ni∑
j=1
(
tij − ti,j−1
b
)
1
bβN
(
K(v)
(
tij − t
b
))2
= b2
1
bβN
C1
n∑
i=1

∫ tiNib
ti1
b
(
K(v)
(
x− t
b
))2
dx+O
(
(bβN )
−1
)
= b2
n
bβN
C1
(∫ 1
−1
(
K(v)(u)
)2
du+O
(
(bβN )
−1
))
where
C1 =
supl≥q supt∈[0,1] c
2
l (t)
e
For Bn,N,2(t), notice assumption (T2)
−1 < (2d− 1)q < 0,
we have
Vi,j1,j2 ∼
c2q(t)
q!
γqZ(Tj1 − Tj2) ∼ |Tij1 − Tij2 |(2d−1)q
for j1, j2 ∈ Ub(t) with Ub(t) = {k ∈ N : |t − tik| ≤ b}. Moreover since
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K(x) = 0 for |x| > 1, we have
Bn,N,2(t)
=
n∑
i=1
Ni∑
j1<j2
(tij1 − ti,j1−1)(tij2 − ti,j2−1)K(v)
(
tij1 − t
b
)
K(v)
(
tij2 − t
b
)
(Tij1 − Tij2)(2d−1)q
= b2(Tmaxb)
(2d−1)q
n∑
i=1
Ni∑
j1∈Ai,j1
K(v)
(
tij1 − t
b
)
tij1 − ti,j1−1
b
×
∑
j2∈Ai,j2
K(v)
(
tij2 − t
b
)(
tij1 − tij2
b
)(2d−1)q
tij2 − ti,j2−1
b
where
Ai,j1 = {j1 ∈ N : |Tij1 − tTmax| ≤ bTmax}
and
Ai,j2 = {j2 ∈ N : 1 ≤ j2 ≤ j1 − 1, |Tij2 − tTmax| ≤ bTmax}.
Setting
hNi(x) = K
(v)
(
x− t
b
)(
tij1
b
− x
)(2d−1)q
we have
∑
j2∈Ai,j2
K(v)
(
tij2 − t
b
)(
tij1 − tij2
b
)(2d−1)q
tij2 − ti,j2−1
b
=
∫ tij1−1
b
ti1
b
hNi(x)dx+
∑
j2∈Ai,j2
h′Ni(xj2)
(
tij2 − ti,j2−1
b
)2
=
∫ tij1−1
b
ti1
b
hNi(x)dx+ rNi,j1
where
ti,j2−1
b
≤ xij2 ≤ tij2b and h′Ni(x) = gNi,1(x) + gNi,2(x) with
gNi,1(x) = K
(v+1)
(
x− t
b
)(
tij1
b
− x
)(2d−1)q
and
gNi,2(x) = K
(v)
(
x− t
b
)(
tij1
b
− x
)(2d−1)q−1
(2d− 1)q.
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Notice that
(T2): − 1 < (2d− 1)q < 0,
(T4): α−1N ≤ mini {tij − ti,j−1} ≤ maxi {tij − ti,j−1} ≤ β
−1
N ,
(T5): lim
N→∞
(bαN )
1+(1−2d)q(bβN )
−2 = 0,
(K6): 0 ≤ κv+1 = sup
x∈[−1,1]
|K(v+1)(x)| <∞,
moreover
bβN →∞ which implies bαN →∞,
using the notation k1 = [αN(t− b)] and k2 = [αN(t+ b)], an upper bound can
be given by∣∣∣∣∣∣
∑
j2∈Ai,j2
gNi,1(xj2)
(
tij2 − ti,j2−1
b
)2∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
j2∈Ai,j2
K(v+1)
(
xij2 −
t
b
)(
tij1
b
− xij2
)(2d−1)q (
tij2 − ti,j2−1
b
)2∣∣∣∣∣∣
≤ κv+1(bβN)−2
∣∣∣∣∣
k2∑
j2=k1
(
tij1
b
− tij2
b
)(2d−1)q∣∣∣∣∣
≤ κv+1(bβN)−2
∣∣∣∣∣∣
[2bαN ]∑
j2=1
(
j
bαN
)(2d−1)q∣∣∣∣∣∣
≤ κv+1bαN(bβN )−2
∫ 2
0
x(2d−1)qdx.
Notice that (2d−1)q > −1, bαN →∞, and limN→∞(bαN)1+(2d−1)q(bβN )−2 =
0 imply limN→∞(bαN)(bβN )
−2 = 0. Moreover,
∫ 2
0
x(2d−1)qdx <∞ since (2d−
1)q > −1. Thus, there is a uniform upper bound on rNi,j1.
Analogous arguments apply to Bn,N,3(t), and at last, we obtain
Bn,N(t) = nb
2(Tmaxb)
(2d−1)qIq(t)(1 + o(1))
where
Iq(t) =
c2q(t)
q!
cqZ
∫ ∫
K(x)K(y)|x− y|(2d−1)qdxdy.
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Therefore,
var
(
µˆ(v)(t)
)
= n−2b−2(v+1)(An,N(t) +Bn,N(t))
= n−1λ
(
φ(v)(t)
)2 (
1 +O
(
bk−v
)
+O
((
bv+1βN
)−1))
+ n−1b−2v(Tmaxb)
(2d−1)qIq(t)(1 + o(1)).
Proof: Condition (8) is only reguired to make the bias of order o(n−1/2)
since
nb2(k−v) → 0
together with Theorem 1, implies
lim
n→∞
√
n sup
t∈[0,1]
∣∣E [µˆ(v)(t)]− µ(v)(t)∣∣ = 0.
Therefore, it is sufficient to consider the process
Z0n,N(t) :=
√
n
(
µˆ(v)(t)− E [µˆ(v)(t)]) .
For simplicity of presentation, as in the proof of Theorem 1, we consider
the case with only one basis function φ(t). Therefore,
Yij = µ(tj) + ξiφ(tj) + ǫi(j).
Denote
ciN(t) =
(−1)v
bv+1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
φ(tij),
un = n
−1/2λ−1/2
n∑
i=1
ξi
and
en(j) = n
−1/2
n∑
i=1
ǫi(j),
we can write
Z0n,N(t) = Sn,N,1(t) + Sn,N,2(t)
where
Sn,N,1(t) =
√
λn−1/2λ−1/2
n∑
i=1
ξiciN
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and
Sn,N,2(t) =
(−1)v
bv+1
n−1/2
n∑
i=1
N∑
j=1
(tij − tij−1)K(v)
(
tij − t
b
)
ǫi(j)
are independent.
Now, we consider Sn,N,1(t). Notice that, since ξi
iid∼ N(0, λ), we have
un ∼ N(0, 1) for all n. For cN(t), we have
|ciN(s)− ciN (t)| ≤
∣∣φ(v)(s)− φ(v)(t)∣∣+ Cbk−v + C⋆ (bv+1βN)−1 ,
where C and C⋆ are suitable constants. Thus
ωSn,N,1(∆) ≤
√
λ
(
ωφ(v)(∆) + Cb
k−v + C⋆
(
bv+1βN
)−1) |un|,
where
ωf (∆) = sup
|s−t|≤∆
|f(t)− f(s)|
is the modulus of continuity of function f(t). Let τ > 0 and ∆ > 0 be small.
Then, we have
P (ωSn,N,1(∆) > τ) ≤ P
(√
λ
(
ωφ(v)(∆) + Cb
k−v + C⋆
(
bv+1βN
)−1) |un| > τ) .
Taking the lim sup over n and N such that conditions of Theorem 2 hold, we
have
lim supP (ωSn,N,1(∆) > τ) ≤ 2
[
1− Φ
(
τω−1
φ(v)
(∆)λ−1/2
)]
,
where Φ denotes the cumulative distribution function of standard normal ran-
dom variable. Since φ(v) is uniformly continuous on [0, 1], we have
lim
∆→0
lim supP (ωSn,N,1(∆) > τ) = 0.
Therefore,
Sn,N,1(t)⇒
√
λφ(v)(t)ζ.
For Sn,N,2(t), first, we show convergence of finite-dimensional distribu-
tions. Notice that
var(Sn,N,2(t)) = b
−2v(Tmaxb)
(2d−1)qIq(t) + rN(t)
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where
lim
Tmax→∞
b2v(Tmaxb)
(1−2d)q sup
t∈[0,1]
|rN(t)| = 0.
Thus,
sup
t∈[0,1]
var(Sn,N,2(t)) ≤ Cb−2v(Tmaxb)(2d−1)q (n ≥ n0, N ≥ N0)
for n0 and N0 large enough. Thus, for all p ∈ N, t1, ..., tp ∈ [0, 1],
(Sn,N,2(t1), ..., Sn,N,2(tp))
T d, p−→ (0, ..., 0)T .
Now we have to show the tightness of Sn,N,2(t). Therefore,
E
[
(Sn,N,2(t)− Sn,N,2(s))2
]
=
1
b2(v+1)n
E[(
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − t
b
)
ǫi(j)
−
n∑
i=1
Ni∑
j=1
(tij − ti,j−1)K(v)
(
tij − s
b
)
ǫi(j))
2]
≤ b−2(v+1)κ2v+1
(
t− s
b
)2
β−2N n
−1
n∑
i=1
2Tmaxb∑
j1,j2=1
Vi,j1,j2.
where
Vi,j1,j2 = Cov(ǫi(j1), ǫi(j2) =
∞∑
l=q
cl(tij1)cl(tij2)
l!
γlZ(Tij1 − Tij2).
Recalling that
γZ(Tij1 − Tij2) ∼ cZ|Tij1 − Tij2 |2d−1
and the condition (T2), i.e. −1 < (2d− 1)q < 0, we have
Vi,j1,j2 ∼
c2q(t)
q!
γqZ(Tij1 − Tij2).
Then, notice that |Tij1 − Tij2 | ≥ 1 and assumption (T1), we have
E
[
(Sn,N,2(t)− Sn,N,2(s))2
]
≤ b−2(v+1)κ2v+1(t− s)2b−2β−2N n−1
n∑
i=1
2Tmaxb∑
j1,j2=1
CV |Tij1 − Tij2 |(2d−1)q
≤ Cb−2(v+1)b−2β−2N (Tmaxb)(2d+1)q(t− s)2
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where
κv+1 = sup
t∈[−1,1]
∣∣K(v+1)(x)∣∣ .
Therefore, assumption (9) Sn,N2 → 0 implies that there is a finite constant
C∗ such that
E
[
(Sn,N,2(t)− Sn,N,2(s))2
] ≤ C(t− s)2
Therefore, tightness of Sn,N2(t) (t ∈ [0, 1]) and the weak convergence of
Sn,N,2(t) to 0 in the Skorohod topology can be obtained from Billingsley (1999).
Therefore
Z0n,N(t)⇒
√
λφ(v)(t)ζ
and further
Zn,N(t)⇒
√
λφ(v)(t)ζ
The above proof can be extended to the general case with an arbitrary
number of basis functions φl.
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