The computation of geodesic distances is an important research topic in Geometry Processing and 3D Shape Analysis as it is a basic component of many methods used in these areas. For this reason, different approaches have been proposed to compute geodesic distances including exact and approximate methods. Approximate methods are usually used when efficiency is mandatory and particularly when dealing with large meshes. One of the most well-known methods used for computing approximate geodesic distances is the Fast Marching algorithm. Recently, new methods have been proposed: the spectral and diffusion flow-based methods. These approaches are very efficient for distance query but usually depend on computationally intensive preprocessing steps. In this work, we present an iterative parallel algorithm based on front propagation to compute approximate geodesic distances on meshes that is practical and simple to implement. The convergence of our iterative algorithm depends on the number of discrete level sets around the source points from which distance information propagates. To appropriately implement our method in GPUs taking into account memory coalescence problems, we devised a new graph representation based on a breadth-first search traversal that works harmoniously with our parallel front propagation approach. In the experiments, we show how our method scales with the size of the problem by using the proposed graph representation. We compare its mean error and processing times with such measures computed using other methods. We also demonstrate its use for solving two classical geometry processing problems: the regular sampling problem and the Voronoi tessellation on meshes.
Introduction
Computing geodesic distances on meshes is of paramount importance to many Geometry Processing and 3D Shape Analysis problems, like parameterization [KKD * 11], shape retrieval [RPC10] , isometry-invariant shape classification [BBK06] , mesh watermarking [BlD06] , object recognition [HK03] , skinning [SRC01] , just to mention a few. Because it is a basic step in many geometrical algorithms, the efficiency of its computation is a very important issue.
Meshes are usually described as graphs. Consequently, one natural approach to solve the problem of geodesic computation on meshes is to generalize the ideas of distances on graphs to compute distance maps on surface representations. This path was pursued by [MMP87] which proposed a continuous Dijkstra method that is able to yield exact results. Later, Surazhsky [SSK * 05] refined such method and proposed a more efficient approximate version. Other researchers approached the problem via physical phenomena analogy. Two of the most important methods are based on models for wave propagation and heat diffusion. The Fast Marching ap-proach belongs to the first category of methods and aims to solve the so-called Eikonal Equation [Set99] , [KS98] . The Geodesics on Heat [CWW13] belongs to the second class and explores the relationship between the heat kernel computation and distances on surfaces.
Here, we propose a parallel algorithm for the computation of distance maps on meshes that produces results with competitive accuracy and is simple to implement. As the Fast Marching method, it is also inspired by the grassfire propagation but our approach does not require the maintenance of any priority queue which is the key to our parallelization strategy. Instead, we propagate distances simultaneously around the frontier of propagation. Our experiments show that, under certain conditions, no more than c √ n iterations, where c is a small constant and n is the number of vertices of the mesh, are necessary for the convergence of the method. We provide a theoretical computational complexity analysis congruent with the experimental results. We also discuss and show that our method is especially appropriate for solving the multi-source distance map problem. submitted to COMPUTER GRAPHICS Forum (10/2018). arXiv:1810.08218v1 [cs.CG] 18 Oct 2018
Contribution
We introduce an iterative parallel algorithm called Parallel Toplesets Propagation (PTP) to compute distance maps from a set of multiple sources on triangular meshes. Our method was inspired by the Fast Marching algorithm and is based on the propagation of distance information from the inner to the outer groups of vertices that are equidistant to the source vertices. These groups are denoted here topological level sets (toplesets, for short). The vertices in each topleset have their distances updated in parallel, independently, enabling us to explore the powerful parallel architectures present in the GPUs. To appropriately deal with coalescence problems when accessing the vertices in the GPU memory we devised a breadth-first search based graph representation similar to the one in [ZHF * 17].
Our method is particularly appropriate for the solution of the problem of distance computation from multiple sources when the sources are predominantly distributed in a uniform way. This makes it remarkably adequate when used as part of the implementation of the Farthest Point Sampling algorithm [ELPZ94] used to solve the problem of mesh resampling.
The proposed method is applied directly to the meshes and produces good accuracy results for large and irregular meshes. Additionally, the speedup values are competitive against methods where the preprocessing step dominates the overall complexity even without taking into account the preprocessing time.
Outline
This paper is organized as follows. In Section 2, we describe some of the most important works related to distance computation on graphs and minimal geodesic computation on meshes. Next, in Section 3, we describe and define some concepts and results that were used to develop our algorithm. The proposed method is presented in Section 4. In Section 5, we present the results produced by our algorithm. We first show two applications of our method: a parallel solution to the Farthest Point Sampling Problem and a parallel solution to the problem of computing the Voronoi Diagram on meshes. Next, we present the speedup of our parallel method for different meshes and measure the distance error for each experiment. We also compare our results with the exact method of [MMP87], the Fast Marching Algorithm of [KS98] and the Geodesics on Heat method [CWW13] . Finally in Section 6 we present the conclusions.
Related Work
The exact computation of geodesic distances on surfaces was proposed by Mitchell et al. [MMP87] . The MMP algorithm proposed by them is based on a continuous Dijkstra algorithm and its computational complexity is O(n 2 log n).
Due to its high computational cost, approximate methods were developed. These methods present a better performance and maintain a comparable level of accuracy. A fast implementation of the MMP algorithm was presented in [SSK * 05]; this algorithm requires less memory and has a computational complexity of O(n log n).
Over the last decade, several approximate methods were proposed to compute distances by solving the Eikonal equation:
where φ is a distance function. We can divide these approaches into two families, the Fast Marching, and the Fast Sweeping.
The Fast Marching method (FM) was introduced by Sethian to solve distance computation on regular grids [Set99] and later was extended to triangular meshes by Kimmel and Sethian [KS98] . The algorithm which preserves the spirit of the Dijkstra algorithm as it uses a priority queue. It is a single-source to all-vertices algorithm, whose main advantage is the fast calculation of distances of vertices that are close to the source vertices. However, due to the sequential requirement of the priority queue, it is not possible to parallelize this algorithm without critical modifications.
The Fast Sweeping approach [QZZ07] has O(n) linear computational complexity. However, the algorithm requires a lot of sweeps to converge, particularly when the grids are unstructured.
A parallel version of the Fast Marching Algorithm on parametric surfaces was proposed by Weber [WDB * 08]. In this method, the surface must be divided into several regular grids. Then, the distance map is computed for each grid, using a a parallelization strategy based on the Raster Scan algorithm [Dan80] . Finally, the reconstruction is done by joining the distance maps associated with each grid via the Dijkstra algorithm. Up to now, this method is the fastest and highly parallelizable for computing geodesic distances on triangular meshes. However, the error of the computed distance map depends on the distortion of the parameterization.
Different approaches that do not resolve Eikonal equation are:
The Saddle Vertex Graph (SVG) [YWH13] , which encodes the geodesic information in a sparse undirected graph. This method is outperformed by a divide and conquer technique proposed by Wang [WFW * 17]. / curve given by a map γ(t) : t → M, where t ∈ I = [a, b]. According to [dC76] , γ is a geodesic at t ∈ I if the field of its tangent vectors γ (t) are parallel along γ at t. In other words, if the covariant derivative Dγ (t) dt = 0. A parameterized curve γ is a geodesic if it is a geodesic at all t ∈ I and a minimizing geodesic or shortest path when it is given by arg in fγL(γ) = b a γ(t) T Gγ(t) dt. We define a length metric as
Some concepts related to straightest geodesic and curvature on polyhedral surfaces are explained in [PS98] .
Distance maps
The Multiple Sources Distance Map problem (MSDMP) is defined as follows.
Given a metric space (M, d L ) and a set of source points S ⊂ M define a map d S (x) = min s∈S d L (s, x) that associates to each x ∈ M the shortest distance to S.
The single source distance map problem is a particular case of the multiple source problem and will not be explicitly defined here.
One way to solve the problem of computing distance maps is to simulate the propagation of a signal (the distance information) from the source points towards all other points in the space. For the sake of argument, consider that the signal propagates with constant speed |v| = 1 where v is a velocity vector. In nature, signals like light and sound travel according to the Fermat Principle, i.e., by choosing the quickest path. Hence, the signal that propagates from a point source s will choose the direction of propagation that causes the greatest increase in distance. This direction is the gradient of the distance function ||∇d S ||. One can show that the gradient of the distance function is parallel to the tangent of the minimal geodesic γ(t) . Thus, as ||γ(t) || = 1, it is also possible to demonstrate (see [BBK08] ) that for a manifold M,
Equation 2 is the Eikonal Equation seen before defined on manifolds.
Discrete Distance Maps
Many graphical objects are described by 2-d manifolds, embedded in a three-dimensional space, that is, embedded surfaces. Surfaces are usually represented by piecewise linear representations known as triangle meshes T = (V, E, F), where V is the set of vertices, E the set of edges and F the set of faces. We now state the problem of computing distance maps on a triangulated mesh T .
Let T be a triangulated mesh. Given a subset S ⊂ V , called source set, compute a map d S (v) : V → that associates to each v ∈ V the minimum distance to S. For the sake of simplicity, we denote d S as d.
In the literature, one can find many ways to solve the MSDMP problem as it was summarized in Section 2. Our method is closer in essence to the Fast Marching method and it uses a modification of its update function. Hence, for the sake of comprehensiveness, we present it in the next subsections.
Proposed Method
The method proposed here works by simulating the propagation of the distance information via a set of sequential iterations. One of the main features of the method is to take for granted the natural ordering induced by the topology of the graph associated with the mesh. Vertices with the same distance value in the unweighted graph induced by the mesh are grouped in sets defined here as topological level sets. The topological level sets and their distances to the source are used to guide the propagation and also mark off its scope. Our algorithm is an iterative algorithm that uses the preliminary ordering defined by the topological distances as an initial estimate of the real continuous distance. At each iteration, the distances of a subset of all topological sets, defining a band (the update band), are updated in parallel using a relaxation scheme similar to the update function of the Fast Marching Method. This relaxation process is applied for a fixed number set of iterations until all distances converge.
In this section, we define more precisely the concept of topological level sets and describe the notion of topological level sets propagation which is the kernel of our algorithm. Next, we describe the proposed algorithm and its parallel version. Finally, we present its complexity analysis and explain how to leverage the properties of our method to solve the multi-source version of the problem.
Topological level sets propagation
The topological level sets propagation relies on the concept of topological level sets.
Definition 1 (r-topological level set) Let G be a unweighted graph induced by the combinatorial topological structure of a triangle mesh T = (V, E, F). A topological level set of order r (defined here as r-topleset, for short) in G, is the set of all vertices v ∈ G, such that the length of the shortest path p, from v to the source s in G is equal to a constant r > 0, r ∈ N.
Definition 2 (Vertices at r-topological level set) Let T = (V, E, F) be a triangular mesh and S ⊂ V the set of source vertices; Vr ⊂ V is the set of vertices at topleset r and is defined by the recurrence relation
where V 0 = S. We can define the following properties of a topleset:
where ρ is the number of toplesets from S ∈ V in a triangular mesh and N (Vr) is the set of all the vertices that are neighbors of the vertices v ∈ Vr.
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From now on, for the sake of simplicity of notation use, we identify a r-topleset with the set of vertices Vr that belong to it.
A topological level set propagation is defined as the propagation of the distance information through a sequence of toplesets which defines a partial ordering on the vertices of unweighted graph G induced by the mesh's combinatorial structure.
A finite sequence of topological level sets (V i ) b i=a , is a set of contiguous topological level sets where a is the starting index of the sequence and b is the ending index. We classify a sequence (V i ) b i=a according to the behavior of the growth of the cardinality of each topleset that belongs to it, as follows:
1. Monotonically increasing topleset sequence:
Now, let T be a triangle mesh with ρ toplesets and n = |V |. T is a monotonically increasing mesh when all of its toplesets define one monotonically increasing sequence
. Similarly, T is a monotonically decreasing mesh when all of its toplesets define one monotonically decreasing sequence (V i ) ρ i=0 . When all its toplesets have the same cardinality, except for a small finite number of toplesets c << n, then the set of all toplesets form a stationary sequence (V i ) ρ i=c and we say that T is a stationary mesh. In any other case we call T as an arbitrary mesh.
An algorithm based on topleset distance propagation
The proposed algorithm propagates and relaxes distance information through the meshes' toplesets.
At each iteration 0 < k < K, where K is the maximum number of iterations, we define a band B(k), called update band, that define the vertices that will have their distances updated. B(k) is composed of a set of consecutive toplesets V i , s(B(k)) ≤ i ≤ k, where s(B(k)) is the index of the first topleset in B(k). B(k) and s(B(k)) are computed with a breadth-first traversal along with all the consecutive toplesets V i . Algorithm 4.1 performs the distance propagation, updating at each k-th iteration, the current distance map d k , as a function of the previous distance map d k−1 at iteration k − 1, for all vertices in B(k); (see Algorithm 4.2).
One of the most important operations in the topological level sets propagation algorithm is the distance update operation. Our distance update is a modification of the distance update of the Fast Marching method, considering a previous distance map d k−1 . Consequently, it is possible to update all vertices independently (see Line 7 in Algorithm 4.1), since each vertex v updates its new distance d k (v) according to the distance map d k−1 computed in the preceding iteration k − 1.
To define the band B(k) of vertices to be updated at an iteration k we take advantage of the mesh's topological level sets structure to sort the vertices and avoid unnecessary updates. It is only necessary to update the vertices v ∈ k r=1 Vr because the distances of the sources vertices V 0 = S are equal to zero and the distances of the Require: Triangular mesh (V, F), source vertices S ⊂ V , Vr and r ∈ [0, ρ] Ensure:
end for 11:
end for 12: end for 13: return d ⇐ d K Algorithm 4.2 Modified FM planar update.
Vr are d(v) = ∞; they have not been reached yet by the front propagation and all vertices in their neighborhood have infinite distance values.
Second, in the Parallel Toplesets Propagation (PTP), as the frontier travels forward, there will be vertices whose distances have already converged; vertices which are located in the first toplesets of the propagation.
Parallelization and Implementation in GPU
The Parallel Toplesets Propagation algorithm completely eliminates the dependency on the priority queue which is necessary for the classical Fast Marching Algorithm. This permits us to reuse the calculations of the previous distance maps to generate a new estimate. Furthermore, as the calculation of distances is independent for each vertex v 0 , the loop (see Line 7 in Algorithm 4.1) is highly parallelizable in SIMD and GPU processors. submitted to COMPUTER GRAPHICS Forum (10/2018).
Since meshes are irregular graphs, they induce random accesses to the global memory. Thus, it needs to be handled carefully to avoid an inefficient implementation in GPU. In this section, we explain how we deal with this problem. We were inspired by the method presented in [ZHF * 17] which addressed the problem of iterative traversing-based graph processing algorithms, for instance, Breadth First Search (BFS). Our method is quite similar to a BFS approach, with the difference that traversing tasks are being performed at the same time. Thus, we adapted some ideas from the WolfPath algorithm [ZHF * 17] to deal with meshes. In order to solve the problem of non-coalescing memory access, they convert the graph into a layered tree representation using a breadthfirst-search traversal, where the vertices that are in the same layer are duplicated in the next level. The data structure is a layered edge list composed of two arrays, a source, and a destination array. Our method performs a similar step when it is used in a GPU. We compute the toplesets and we change the order of the data array that represents a mesh as a Compact Half Edge data structure (CHE) [LLV05] . In this way, the coalesced memory access is guaranteed.
Complexity analysis sketch and Comparison
We begin the complexity analysis of the Parallel Toplesets Propagation algorithm without taking the number of threads T into consideration. In the final part of the analysis, we discuss the impact of T which will have a strong effect in the throughput when T ≈ √ n.
The first step in the algorithm is to define the order used to propagate the distances through the topological level sets. This can be done in linear time if the mesh is structured using a half-edge or any similar topological data structure. The first step (line 1 in Algorithm 4.1) is responsible for defining the size of the band B(k) at each iteration k. The size of the band depends on the combinatorial structure of the mesh but can be defined for each topleset in monotonically increasing, decreasing and stationary subsequences of the mesh, as will be shown later. This step requires segmenting the mesh's toplesets in such subsequences. To obtain such segmentation, it suffices to start with a given topleset V 0 and analyze the behavior of the function 2(
is the Heaviside step function. To classify the first sequence into increasing (+1), decreasing (-1) or stationary (0). We iterate through the toplesets using a breadth-first traversal until 2(H[|V 1 | − |V 0 |] changes, signalizing the beginning of a new subsequence. The process continues until all toplesets are grouped into monotonically increasing, decreasing and stationary subsequences. We show later in the text that for monotonically increasing subsequences the size of the band is k/2 and for monotonically decreasing and stationary subsequences the size is equal to one. The next step that the Parallel Toplesets Propagation (Algorithm 4.1) executes is to relax the vertices' distances using the update function for a total of K iterations. Consequently, the complexity of the PTP algorithm is given by the total number of update operations f (n), in the main loop of the Algorithm 4.1, expressed as a function of the number of its vertices n = |V | :
where K is the number of iterations and c is a constant.
Let r = arg max
|Vr| be the topological level set with the largest number of vertices, and |V r | the maximum number of vertices in r . Thus, we affirm that:
The number of iterations K, the number of vertices |Vr| in a topleset Vr and the depth of the bands |B(k)| all depend on the combinatorial topology of the mesh and are intricately coupled with each other. Nevertheless, an analysis can be done for meshes with specific topleset cardinality growth.
Let us now analyze the complexity of each one of the cases and posteriorly express the worst case complexity for an arbitrary mesh.
Stationary mesh case
Let the complexity of a stationary mesh be defined as a function g(n). For a stationary mesh, the number toplesets multiplied by its constant cardinality |V i | = |V r | is ρ.|V r | = O(n). To define the size of B(k) for a stationary mesh we use the result from the following lemma, which is proved in the Appendix A of the supplementary material.
Lemma 1 [Number of iterations necessary to fix the distances of a topleset of a stationary mesh] Given a stationary mesh T , and a topleset V k , the number of iterations nk necessary to fix the distances of all vertices v ∈ V k is nk = 1.
Thus, the size of the band used in all iterations of a stationary mesh is equal to |B(k)| = 1. As each topleset requires one iteration to fix all its distances and the total number of toplesets is ρ, then we affirm that K = ρ. Finally, we state that the complexity of the proposed algorithm when applied to a stationary mesh is: 
Monotonically increasing mesh case
Let the complexity of a monotonically increasing mesh be defined as a function h 1 (n). For a monotonically increasing mesh, Theorem 2 affirms that ρ = O( √ n).
Theorem 2 [Number of toplesets ρ of a monotonically increasing mesh] Let T = (V, E, F) be a triangular mesh and s ∈ V be a source vertex such that the cardinalities of its toplesets, ordered according to their distances to the sources, define a monotonically increasing sequence. Then the number of toplesets ρ from s satis-
A proof to Theorem 2 is given in the Appendix A of the supplementary material. In the same way, we can prove that for a triangular mesh T = (V, E, F) and a set of uniformly distributed source ver-
As the number of toplesets for a monotonically increasing mesh is ρ = O ( √ n) and we are limited to n = |V |, then, the largest possible topleset has cardinality equal to |V r | = O ( √ n).
To define the size of the band B(k) for a monotonically increasing mesh, we rely on the partial result presented in the proof in A. It defines the number of iterations Kr necessary to update all vertices in a topleset Vr as
where ∆v is the largest degree of the vertices v ∈ Vr. For a regular monotonically increasing mesh, whose valency is 6, we have Kr = 2r − 1; we can observe that in the Kr-iteration the vertices in the topleset r = Kr−1 2 have their final distances computed; then we can define an updating band between all vertices included in the level sets r = Kr 2 , Kr . Algorithm 4.1 updates all vertices in this layer (see line number 7).
Moreover, Theorem 3 states that for monotonically increasing meshes the maximum number of iterations is
Theorem 3 [Maximum number of iterations K to compute the distances of a monotonically increasing mesh] Let T = (V, E, F) be a triangular mesh and s ∈ V be a source vertex such that the set of its toplesets Vr ordered by their distances to s define a monotonically increasing sequence. Then, the maximum number of iterations is
A sketch of the proof of Theorem 3 is given in the Appendix A of the supplementary material, which is supported by the experimental evaluation in Section 5. Based on the Theorem 3, we can compute an upper bound for the function h 1 (n) which defines the complexity behavior of the PTP for monotonically increasing meshes.
The complexity of a monotonically decreasing mesh is expressed here as a function h 2 (n). Similarly to the previous case, the upper bound to the number of toplesets for a monotonically decreasing mesh is ρ = O( √ n). Although we do not present a formal proof for this case here, this property can be verified considering that this case is symmetrical to the case of monotonically increasing meshes.
Differently, though, the number of iterations necessary to fix all vertices in a topleset Vr in a monotonically decreasing mesh is similar to the stationary case and equal to Kr = 1. This occurs because the number of vertices from topleset V r−1 to Vr decreases and the edges in the chain associated to topleset V r−1 contains a sufficient number of vertices with fixed distances to set the correct distances of all vertices in Vr. Consequently, |B(k)| = 1 and the number of
Hence, we affirm that:
General case
An arbitrary mesh is composed of a combination of segments that can be monotonically increasing, monotonically decreasing and stationary. Let T be a mesh such that its toplesets V i , 0 ≤ i ≤ ρ are grouped into contiguous monotonically increasing, monotonically decreasing and stationary sequences s j = (V i ), k 1 ( j) ≤ i ≤ k 2 ( j) where 0 ≤ k 1 ( j), k 2 ( j) ≤ ρ. Let us denote by |s j | = ∑ Vi∈s j |V i | the amount of vertices in all toplesets of a sequence s j . Let I, D and C denote, respectively, the sets of monotonically increasing (si), monotonically decreasing (sd) and stationary segments (ss) of toplesets. The sum of all vertices in I ∪ D ∪C is equal to n = |V |. The number of update operations in all segments is given by:
Multi-source problem
The complexity of the proposed algorithm is impacted not only by the size of the mesh but also by the number m of source vertices s ∈ S. For special cases, in particular, when the source vertices are uniformly distributed, the number of toplesets can be shrunk by a factor of m.
For arbitrary meshes, the complexity is dominated by the set of monotonically increasing subsequences which depend on the number of vertices n and the diameter of the mesh √ n. Hence when the number of toplesets shrinks to n m we have an overall complexity of: O n √ n √ m . This will have a great impact on the application of the PTP algorithm for implementing the Farthest Point Sampling Algorithm, an algorithm used to sample a mesh uniformly which will be described in the next section.
Complexity of the parallel implementation
For a parallel implementation of the PTP algorithm with a number T of threads, applied to an input given by m = |S| sources and a mesh with n = |V | vertices and ρ toplesets, the final worst case
Application: Farthest Point Sampling
The Farthest Point Sampling (FPS) is a generic algorithm introduced by Eldar [ELPZ94] that generates a regular sampling. At each iteration, the farthest vertex to the current set of samples S is computed and inserted into S.
The computational complexity analysis of FPS is O(mn log n) using FM, whereas the parallel version of FPS using the proposed PTP has complexity of O( √ mn 3/2 ). We present this complexity analysis in the Appendix A of the supplementary material. The experimental results will demonstrate that as the number of samples grows, there is an increase in the performance of the algorithm. Table 4 summarizes the analyzed algorithms. We include the term T to the proposed algorithm because the parallelization is a feature in our algorithm, and also has impact in the FPS algorithm.
Experimental evaluation
We implemented two versions of the proposed algorithm using C++ with OpenMP and CUDA respectively, in order to execute the experiments in CPU and GPU. The experiments were performed in a Docker container hosted in a machine with this configuration: an Intel Xeon E5-2698 v4 2.2 GH with 40 cores and 256 GB of RAM, a Tesla P100 with 16GB of RAM memory and 3584 cuda cores, and Ubuntu 16.04.3. The Docker container was setting with GCC/G++ 7.3 compiler, CUDA 9.0, and the required libraries to run the algorithms.
In our implementation, we used an update band with k/2 toplesets where k is the index of the current iteration. This will be justified in section 5.2. We implemented the classical version of the Fast Marching algorithm that uses a priority queue, in order to compare its performance with the performance of our algorithm. To compare the accuracy of the algorithms, we used the MMP algorithm proposed by Mitchell [MMP87], to compute exact geodesics, which is included in the MeshLP package † . We also compare our method with the Heat method proposed in [CWW13]. The method requires a heavy pre-processing step. However, after the computation of the pre-processing step, the time complexity to calculate distance queries is quite fast because the linear system is sparse. We chose this method for two reasons. The first one is because this method is one of the fastest in literature. The second reason is that the source code is available in https://github.com/ dgpdec/course.
We performed experiments in CPU and GPU, in single and double precision and single point arithmetic. The specific details of the implementation as well as the performance and accuracy results obtained from the experiments will be given in the following sub-sections. The performance and accuracy are evaluated over the meshes shown in Figure 1 . Tables 2 and 3 resume the experiments of distance computation from m = 1 sources.
Performance
We evaluated the performance in single and double precision separately. The PTP method in CPU was accelerated using the OpenMP library, the number of threads was 80. For the GPU implementation, we used a block size of 128. Table 2 shows the execution times and speedup for the PTP algorithm implemented in CPU and GPU with single precision. The speedup is considered over the FM algorithm.
The experiments with double precision are summarized in Table 3. We included the Heat method experiments only in this part because the solution of Cholesky factorization requires double precision.
In Table 3 we observe that the Geodesics in Heat method is extremely fast and outperforms our method for small and medium size instances using a hybrid GPU/CPU solver (using the Cholmod library). For larger instances, the Geodesic in Heat method could not produce the correct results whereas the PTP computed the correct distance maps with an approximate speedup of 8x. Besides, the Geodesics in Heat method requires the use of double precision while the PTP can be run using both double and single precision. In the experiments, we noticed that the Cholmod did not activate the GPU component using only the CPU cores. We speculate that the reason for this is that the fill ratio of the Laplacian matrices of the meshes is too small. The meshes we used in our experiments have a fill ratio between 5 and 8; we compute these values according to the definition of fill ratio presented in [RSD14] . We can also affirm that the PTP yields better accuracy results than the Geodesic on Heat for irregular meshes like Bunny and Tyra.
We can observe that in the single precision experiments the PTP method in CUDA outperforms the PTP method in CPU. However, for small meshes like fandisk and bunny irregular, both methods have similar speedup values. This behavior is as expected since the acceleration does not compensate for the GPU overhead for small meshes.
The Heat method strongly depends on the Cholesky factorizasubmitted to COMPUTER GRAPHICS Forum (10/2018). tion, which takes a considerable time to compute, but once we calculate this matrix, the time for the queries is quite fast. To accelerate the Heat method in CPU, we used Cholmod from SuiteSparse library [RSD14] . However, we could not find a method that works with sparse matrices and solve the problem entirely in the GPU device. We found the CUDA library cusparse, which is the fastest; the problem is that the conditions are incomplete and therefore the results do not lead to a proper distance map. Another CUDA library we found is the cusolverSp, which uses a hybrid method because parts of the computation are done in CPU and others in GPU; the use of cusolverSp ‡ produced the expected results, but it is still slow which can be explained by a possible overhead due to of multiple memory copies from the device to host and host to the device. Clearly, this is a limitation of current CUDA libraries to implement the Heat method. It is difficult to get benefits from powerful GPU devices when we use the Heat method as is shown in Table 3 . The speedup values obtained from the Heat method with cusolverSp are quite low. Additionally, the solution to the Cholesky factorization is not guaranteed, even with double precision. In our experiments, it was not possible to get a proper solution for the largest meshes tyra, armadillo, ramesses and dragon. In the case of CPU, the Cholmod library is more stable and we got a good result for the armadillo mesh.
In contrast, the PTP method successfully computes the distance map using single and double precision. Moreover, as expected, the speedup values obtained for the PTP method, using single precision are faster than the speedup values obtained using double precision.
In Section 4, we showed the importance of the inverse relationship between the complexity of the PTP algorithm and the number of sources and the way they are distributed. We also discussed how distance can be computed independently from each source at each iteration allowing the parallel implementation. Figure 2 presents the speedup of the PTP algorithm for each mesh from m sources with approximate uniform distribution. Note that the speedup of meshes with a large number of vertices increases with the number of sources m; this illustrates how the algorithm performs well when computing distances from multiple sources and also reinforces the expected inverse relationship between performance and number of sources in the proposed PTP algorithm.
Accuracy
We tested the accuracy of the proposed algorithm, performing a comparison based on the Mean Absolute Percent Error (MAPE) between the FM algorithm and the PTP algorithm, summarized in Tables 2 and 3. We can observe that the PTP algorithm has an error (MAPE) values lower than of the FM algorithm; this difference is even greater in the meshes with a large number of vertices. This happens because we neither performed mesh unfolding nor subdivided obtuse triangles which are necessary steps for the FM algorithm. We show experimentally that our algorithm corrects the ‡ https://docs.nvidia.com/cuda/cusolver/index. Dijkstra's estimate in the case of obtuse triangles in subsequent iterations.
html#cusolver-lt-t-gt-csrlsvchol
We evaluated the convergence of the PTP algorithm as a function of the number of iterations. In the previous section, we showed that the number of toplesets in a monotonically increasing mesh is ρ ≤ √ n and is ρ ≤ n for a stationary mesh in the worst case, where n is the number of vertices; also we have established a relation besubmitted to COMPUTER GRAPHICS Forum (10/2018). / tween ρ and the maximum number of iterations K to compute the distances map. Figure 3 presents the absolute mean errors as a function of the number of iterations; each chart shows values starting with an iteration k = ρ (number of toplesets of the mesh) and finishing within K = 2ρ, (Theorem 3). Note that the error decreases as the number of iterations are increased and it converges for some k ∈ [ρ : 2ρ]. The results in 3 show that typical meshes have a behavior close to monotonically increasing meshes which justifies the use of an update band with k/2 toplesets. This also explains why the algorithm performed well without the pre-processing segmentation step. Appendix D of the supplementary material presents also the absolute mean errors with single precision.
We set the maximum number of iterations K = 2ρ. The exact number of iterations depends on the topology of the triangular mesh and the relation of the propagation of level sets and the geodesic distance map.
The relationship between the level sets propagation and the geodesic distance map is depicted in Figure 4 . The topological level sets propagation and the isocurves defined by the distance map are quite similar on the disk. This means that the geodesic curves are almost perpendicular to the discrete curves defined by the toplesets and that the initial edge-distance is a good approximation to the final continuous distance. In this case, our algorithm only needs ρ iterations to compute the correct distance map. For the bunny mesh, we observe a similar behavior. Nevertheless, as the topleset arrangement diverges more from the final isocurves of distance, we need more than ρ iterations, but no more than 2ρ as expected for well-behaved meshes.
From the experiments shown in Table 2 , we can observe that in general, the Parallel Toplesets Propagation method in CPU achieved slightly better accuracy values than the the Parallel Toplesets Propagation method in GPU.
One of the main problems with the Heat method was the choice of the parameter. According to the paper, a good approximation is the square mean of the mesh edges. However in case of the Ramesses mesh was not possible to obtain a correct result. For this reason, in Table 3 , the error is nan. Another limitation of the method is that the use of double precision is mandatory since this method requires to solve the Cholesky factorization. Furthermore, even with double precision, the CusolverSparse library does not always produce a solution when dealing with large meshes. In our experiments, it crashed for the Armadillo and Ramesses meshes. So, we got an inf error. Also, for the mesh tyra, the error is too high. This is another limitation of the Heat method because it depends on the Cholesky factorization for sparse matrices and this computation is still unstable, especially in libraries for GPU devices.
In contrast, our method works faster when dealing with single precision and the accuracy is little affected. These results are shown in Tables 2 and 3. Finally, in Table 3 , we note that for the irregular bunny, the Heat method presents a higher error than the proposed method. Thus, our method is robust when dealing with irregular meshes and obtuse triangles because it is able to correct the error through multiple iterations.
To summarize, we showed how our method scales, has competitive speedup values and yields to a better accuracy results. In the next experiments, we show that the presence of obtuse triangles affects the accuracy of the PTP and FM methods. We compared the accuracy of the methods in a regular grid mesh, shown in Figures 5a (input grid) , 5b and 5c, that shows the distance maps for FM and PTP methods, respectively. Both algorithms have the same error of 0.1229%. Though, under the presence of obtuse triangles, the precision of the methods is slightly different. We created an artificial mesh which contains obtuse triangles, to measure the robustness of the proposed method against to the FM method. We are aware that FM method requires a pre-processing step, called unfolding, to remove all the obtuse triangles of the mesh. However, we omitted this step in both the PTP and FM to see how they behave in such conditions. The initial obtuse mesh is depicted in Figure 5d . This is a dense mesh, which contains 360002 vertices. The distance map obtained with the FM is depicted in Figure 5e . The results with the PTP method is shown in Figure 5f . We observe that the distance map produced by the PTP method is smoother and presents less error (2.799) than the FM method (3.754%). We believe that this outcome is due to the distance revision or improvement that our algorithms perform in each iteration. The greedy behavior of Fast Marching in these cases is not suitable because obtuse triangles introduce error, which increases as the propagation moves away from the origin. Thus, we conclude, according to the experiments, that our method is more robust than the FM algorithm when dealing with obtuse triangles without unfolding or subdivision. Figure 6 presents the speedup of the computation of m samples, using the FPS algorithm based on the GPU implementation of the PTP algorithm to compute the geodesic distances. The FPS algorithm exploits the fact that, in the PTP algorithm, the performance submitted to COMPUTER GRAPHICS Forum (10/2018). increases when the number of samples grows. This happens because the FPS algorithm in each iteration computes a new sample, which is added to the set of sources S. This case is very favorable to the PTP algorithm as the FPS tends to generate uniformly distributed samples. Figure 7 presents some visual results for the computation of m samples using the FPS algorithm with the geodesics distances computed with the PTP algorithm; also presents the Voronoi regions with m sources, which were computed with the FPS algorithm. 
PTP performance on meshes with obtuse triangles

Farthest Point Sampling and Voronoi Diagrams
Conclusion
We have presented a practical parallel algorithm to compute approximate distance maps on triangular meshes. The time complexity of O n m n T , where n is the number of vertices, m is the number of sources and T is the number of threads. The experiments show that the distances computed have error around 1% in relation to the exact method.
The main advantages of our approach are:
• Simplicity: Our approach does not require complicated preprocessing steps that could lead to introducing some error in the accuracy. Also, it does not depend on parameters whose values must be defined a priori to achieve good accuracy values. • Highly parallelizable: The distances are computed simultaneously through multiple iterations, instead of using a priority queue. We have demonstrated how our algorithm scales and leverages the use of GPU devices. Furthermore, the proposed method improves the speedup considerably when used to solve the multi-source problem. • Supports single precision: The proposed method does not require double precision to achieve a good accuracy result. Moreover, the speedup value is considerably increased when using single precision while the accuracy is maintained. • Robustness: Our method achieves an accuracy similar to the classical Fast Marching method. Additionally, it performs better when applied to irregular and large meshes.
From the experiments, we can conclude that our method, Parallel Toplesets Propagation, achieves competitive speedup values without any preprocessing time. For problems where multiple sources are required and when intensive distance queries will not be performed subsequently, such as the FPS algorithm, the speedup increases from 20 to 120, as the number of sources increases. This algorithm has a time complexity of O √ m n 3/2 T using the Parallel Toplesets Propagation algorithm.
As future works, we plan to perform a robustness analysis of the proposed method, considering mesh quality criteria. Finally, we also want to investigate the use of our method as part of a method to compute Centroidal Voronoi tessellations.
Complexity: Farthest Point Sampling
The FM algorithm has a complexity of O(n log n) similar to the Dijkstra algorithm. The complexity of the FPS algorithm without taking into consideration the cost of calculating distances is O(mn), where m is the number of samples in S. However, to compute a subsampling in a triangular mesh, we must compute the distance map with the FM algorithm in each iteration. Hence the FPS algorithm complexity is O(mn log n).
The number of operations f (n) of the FPS algorithm using the PTP algorithm is
where c 1 and c 2 are constants. The terms inside the sum in Equation 5 represents the operations in each iteration: the PTP algorithm (Algorithm 4.1) which computes the geodesic distance map (first term) and the selection of the vertex with the maximum distance from the i sources (second term). Equation 6 reduces Equation 5:
It is possible to prove that
Proof We can prove that:
as a consequence of the following facts:
and (k + 1) 2 − k 2 = 2k + 1 where k ∈ N. Thus, we can limit the sum in the following way:
where H √ m ∼ ln √ m is a Harmonic number. Hence, we can affirm that:
Thus, combining Equation 6 with Equation 8 we obtain The computational complexity analysis of FPS is O(mn log n) using FM, whereas the parallel version of FPS using the proposed PTP has complexity of O( √ mn 3/2 ). As the number of samples grows, there is an increase in the performance of the algorithm.
Theorem 2
Theorem 2 [Number of toplesets ρ of a monotonically increasing mesh] Let T = (V, E, F) be a triangular mesh and s ∈ V be a source vertex such that the cardinalities of its toplesets, ordered according to their distances to the sources, define a monotonically increasing sequence. Then the number of toplesets ρ from s satisfies ρ = O ( √ n), where n = |V |.
Proof Let a triangular mesh T = (V, E, F) and the sets of vertices Vr at topleset r ∈ [1 : ρ]. We can stablish that:
where c ≥ 1 and V 0 = {s} is the set containing the source vertex s. Without loss of generality we can choose a constant c = 1. Then we have
where V r is a new crescent distribution of toplesets with the minimum difference such that |V r−1 | ≤ |Vr|, r ∈ [1 : ρ ]. Observe that ρ ≤ ρ ; then, we can solve this recurrence: |V r | = r for all
|V r | = n we have:
To prove Theorem 3, we need the next lemmas:
Lemma 4 Let T = (V, E, F) be a triangular mesh, and s ∈ V a source vertex; the number of toplesets ρ is Ω(log n).
Proof To count the number of vertices |Vr| at topleset r ∈ [1 : ρ], we first consider the number of vertices in topleset Vr that must be connected to topleset V r−1 . We can affirm that it is at least equal to degree deg(v) − 3, for each v ∈ V r−1 . The number 3 in deg(v) − 3 accounts for the two mandatory vertices connecting neighbors in the same topleset V r−1 together with the neighbor vertex at topleset V r−2 . This is the maximum number of vertices that Vr must have satisfying the constraints given by the degrees of the vertices v ∈ V r−1 (see Figure 8 ). This is represented by Equation 15:
We use the maximum degree ∆ V = max v∈V deg(v), to limit the number of vertices at topleset r:
Let b = ∆ V − 4. Solving recurrence (16) we obtain:
Now, knowing that
log b n ≤ ρ + 1 therefore, as long as b is limited, we can conclude that the number of toplesets ρ is Ω(log n).
Lemma 5 Kr ≤ ∆v−3 2 (r − 1) + 1 iterations compute the final distances of all vertices v ∈ Vr.
Proof Let Kr be the total number of iterations necessary to fix the final distance for all vertices v ∈ Vr. Similarly, let K r−1 be the total number of iterations necessary to fix the final distances of the vertices v ∈ V r−1 in the previous topleset. We affirm that Vr requires at least the number of iterations of V r−1 plus i iterations, that is:
solving this recurrence, we obtain:
In order to compute a superior bound to i, we analyze the behavior (see Table 5 ) of the number of remaining vertices |Vr| in Vr to have its distances fixed at each iteration i and the total number of fixed distances in V r−1 ∪Vr (first column of Table 5 ). 
In Figure 9 , the circular icon corresponds to vertices in V r−1 with distances already fixed. The triangle icons indicate vertices with distances fixed at iteration i = 1. At i = 1 each edge in V r−1 together with a vertex in v ∈ Vr (triangle icon) defines an updating triangle that is used to compute the final distance of v. Hence, there are |V r−1 | new fixed distances totalizing 2|V r−1 |. For i > 1, we have the double of edges that can be used to define updating triangles (bolded red lines). Hence, 2|V r−1 | vertices have their distances fixed except for i = i which may fix less than |V r−1 | vertices as |Vr| ≥ 0 (the number of remaining distances to be fixed cannot be negative). When all vertices v ∈ Vr have their distances fixed, |Vr| = 0. Hence, we state that:
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Besides, according to Lemma 4, equation (16) (lower bound to the number of toplesets of a mesh), we know that:
where ∆v is the maximum degree of v ∈ Vr. Thus,
finally:
Kr ≤ |Vr| + |V r−1 | 2|V r−1 | (r − 1) + 1 Kr ≤ ∆v − 3 2 (r − 1) + 1
When the mesh is regular ∆v = 6 and we have:
Kr ≤ 2(r − 1) + 1
Kr ≤ 2r − 1
When the mesh has toplesets whose cardinality is stationary, that is |Vr| = |V r−1 | for all r we have:
then Kr ≤ r, and one iteration is sufficient to fix all distances in Vr once V r−1 has its distances fixed.
Theorem 3 [Maximum number of iterations K to compute the distances of a monotonically increasing mesh] Let T = (V, E, F) be a triangular mesh and s ∈ V be a source vertex such that the set of its toplesets Vr ordered by their distances to s define a monotonically increasing sequence. Then, the maximum number of iterations is K = O( √ n), where n = |V |.
Proof To proof Theorem 3 we use the Lemma 5. According to it, the number of iterations K to compute the final distance to the last topleset Vρ is K = cρ − 1, ρ ≤ √ n, and c = ∆v−3 2 . Thus, we can affirm that K ≤ c √ n and K = O( √ n). Observe that for regular meshes c = 2. Figure 11 shows the distribution of toplesets for each mesh in the experiments. We observe that the curves are non-constant and the vertices are distributed in each topleset. Figure 12 shows the distribution of toplesets sorted by the number of vertices, and the functions y = x and y = 2x. We can observe that the curve increases over the minimum increase constant c = 1, which is considerate in the proofs. This plots confirm that the number of toplesets ρ ≤ √ n.
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