Introduction
To motivate our work we begin with the following example. The collection of local volume preserving di eomorphisms on R n is an example of a pseudogroup.
This collection satis es most but not all the axioms of a group. In particular composition is not de ned for all pairs of di eomorphisms, since the range of one di eomorphism may not overlap the domain of a second. Members f of this collection which map x to X = f(x) are naturally de ned by the nonlinear analytic pde X 1 where X i x j = @X i @x j . In general a pseudogroup whose di eomorphisms satisfy an analytic system of pdes, such as that above, will be called a Lie pseudogroup and the system of pdes will be called the pseudogroup de ning system. To obtain the in nitesimal de ning system of this Lie pseudogroup we linearize the pseudogroup de ning system about the identity transformation. In particular, by substituting X i = x i + " i (x) + O(" 2 ) into the pseudogroup de ning system above, we obtain its in nitesimal de ning system as the single linear homogeneous partial di erential equation (lhpde) 1 x 1 + 2 x 2 + + n x n = 0 with corresponding in nitesimal generator 1 @ x 1 + 2 @ x 2 + + n @ x n :
When n = 1 the pseudogroup and in nitesimal de ning systems above are easily integrated to give X = x + a; = b respectively, where a and b are constants. Thus n = 1 corresponds to the nite (one) parameter Lie pseudogroup of local translations. This is a transitive pseudogroup since the dimension of its orbits is the same as the dimension of the space on which it acts. The case n > 1 however yields an in nite Lie pseudogroup and neither de ning system can be explicitly integrated. To study such Lie pseudogroups we need methods which do not depend on knowledge of the solutions of either of the de ning systems. In particular we are interested in determining structural properties of such pseudogroups|that is properties preserved under pseudogroup isomorphism (see x2).
In this paper we present and justify a constructive algorithm for determining the Cartan structure of structurally transitive Lie pseudogroups from their linear in nitesimal de ning systems. By an algorithm being constructive we mean that it attains its goal in a nite number of steps, each of which only involves a di erentiation or a linear operation. In particular such a constructive algorithm does not involve integration, which is in general a heuristic process. Part of our method is the constructive determination of geometric features of a Lie pseudogroup: the dimension of its orbits and isotropy pseudogroup.
The linear systems we deal with generally involve functions as their coecients. Unless otherwise stated we assume that these functions belong to some computable domain (e.g. the rational functions over Q, or some computable extension of this eld). In this way we will be always able to determine whether a given coe cient is zero or nonzero and thus e ectively perform Gaussian elimination on such systems. In addition we make the following Blanket hypothesis:
The terms`di eomorphism',`di erential equation' and`vector eld' are henceforth understood to be real analytic without exception. 1 We were motivated to develop the approach of this paper by our success in developing a constructive algorithm to determine the structure of nite parameter Lie pseudogroups 38] from their in nitesimal de ning systems. This algorithm is particularly well suited to computer algebra implementation since it bypasses the heuristic step of integrating in nitesimal de ning equations used by other methods. In 38] we also generalized this method to in nite Lie pseudogroups but it appears di cult to extract structural information from our generalization.
In contrast to the huge amount of research on ( nite parameter) Lie groups, in nite Lie pseudogroups have received relatively little attention and rarely feature in texts (although see 33] ). Part of the problem here is the di culty of separating structural aspects of an in nite Lie pseudogroup from the manifold on which it acts. A Lie pseudogroup depending on a nite number of parameters is a realization of a bona-de (local) Lie group. The local structure of a Lie group is determined by the structure constants of its Lie algebra; moreover the structural study of nite dimensional Lie algebras can proceed axiomatically, without reference to a manifold at all. However, it is not clear how to realize an in nite Lie pseudogroup in an analogous way. We wish to simultaneously handle both nite and in nite pseudogroups, so we will not view a nite Lie pseudogroup as a local Lie transformation group (i.e. as a realization of a local Lie group). In contrast, de ning Lie pseudogroups in terms of solutions of de ning equations has the virtue of being equally valid for nite and in nite Lie pseudogroups. The price paid is that this de nition ties the pseudogroup to the manifold upon which it acts.
The theory of nite parameter Lie pseudogroups and algebras was initiated late last century by Sophus Lie 25] as a method for studying di erential equations. The idea is analogous to Galois theory for polynomial equations where one seeks a`permutation' or symmetry group on the equation's solution set as a means to deciding questions such as whether a solution in quadratures is pos- 1 Although some progress is possible in the C 1 case 50] .
sible. The obvious way to determine the symmetries of a di erential equation is to substitute a general transformation x 7 ! f(x) into the equation 2 and impose the condition that the equation take the same form in the new coordinates. The result of this process often gives an intractable nonlinear overdetermined system of pdes for the pseudogroup transformations f(x). By linearization of this pseudogroup de ning system the corresponding system of linear in nitesimal de ning equations is obtained. Lie's greatest contribution was the development of an in nitesimal linear theory of nite parameter Lie pseudogroups. Given the in nitesimal de ning system of such a Lie pseudogroup, the vector eld or in nitesimal generator corresponding to its in nitesimals, i , is of form 3 X = i (x)@ x i :
These vector elds form a vector space equipped with a skew symmetric bracket operation X; Y] = XY?YX induced by composition at the pseudogroup level. If this Lie algebra is nite dimensional, with basis X k , then closure under the commutator bracket takes the form X i ; X j ] = c k ij X k ; (1) where the constants c k ij are called the structure constants of the Lie algebra.
Lie's in nitesimal methods have proved to be particularly fruitful for symmetry analysis of di erential equations 1, 31, 32] . In almost all cases of interest the in nitesimal de ning system of Lie pseudogroups of symmetries of di erential equations can be algorithmically derived 10]. Many programs are now available for deriving and attempting to integrate in nitesimal de ning systems of these Lie pseudogroups of symmetries 18]. Recently methods which directly extract informationfrom in nitesimal de ning systems without integration have become available, and several computer algebra programs now implement these methods 47, 36, 49, 11] . Reid 34, 36] and Schwarz 47, 48] independently showed how to obtain the dimension of the symmetry algebra from the in nitesimal de ning system and Reid 34, 36] also showed how to obtain the structure constants c k ij in the nite-parameter case. The central idea behind these methods is that the in nitesimal de ning system as initially derived can, by a process of Gauss reduction and appending integrability conditions, be constructively reduced to a coordinate dependent canonical form 3, 11, 28, 36, 47, 49] for which a local existence uniqueness theorem is available 41, 21] . The coordinate independent counterpart of these approaches involve the reduction of systems of pdes to involutive form 33, 2] . The canonical form and involutive form of a system of pdes are related in that it has been shown that the canonical form of a system of linear pdes can be constructively prolonged to yield an involutive system 28, 29, 4] . The reduction algorithms above will be of crucial use in enabling us to extract the Cartan structure of in nite Lie pseudogroups.
Lie proposed a de nition of Lie pseudogroups as the local transformations constituting the general solution of an analytic system of pdes 26]. Lie's de nition is markedly di erent to the modern de nition of a Lie group, which is given in terms of the manifold coordinatized by its parameters. The modern de nition is independent of the manifold on which the pseudogroup acts. Eventually Kuranishi 23, 24] de ned an abstraction of in nite Lie pseudogroups called a Lie (F)-group, which is independent of the manifold on which the pseudogroup acts and coincides with the modern de nition in the nite parameter case.
Although Lie made several attempts he was unsuccessful in developing an in nitesimal structural theory of Lie pseudogroups. Cartan 6, 7, 9] and Vessiot 55] devised structure theories of Lie pseudogroups. Like Lie they de ned their pseudogroups as the general solution of analytic de ning equations. Cartan's structure theory is stated in terms of 1-forms ! i invariant under the action of the pseudogroup: taking exterior derivatives, Cartan obtains
where are a certain number of additional 1-forms. The structure coe cients are c k ij , a k i . If the pseudogroup is of nite type then the a k i are absent, the c k ij are constant, and the Cartan structure equations reduce to the Maurer-Cartan equations which are dual to Lie's commutation relations (1) . There are several di erences in the in nite case. Firstly, nontrivial a k i terms appear. Secondly, it is possible for the pseudogroup to have essential scalar invariants. For instance in the pseudogroup X = x, Y = y + f(x), the invariant x is essential: it must appear in any realization of this pseudogroup. Thus for in nite pseudogroups there is a fundamental divide between the transitive pseudogroups which have no essential invariants, and the intransitive pseudogroups, which have essential invariants. The third di erence is that in the intransitive case, the structure can vary from point to point. In particular the coe cients a k i , c k ij can be functions of the essential invariants, whereas in the transitive (including the nite parameter) case, they are structure constants. In addition Cartan gave an algorithmic procedure for computing the 1-forms ! i and calculating his structure equations directly from the involutive form of the de ning system of the pseudogroup. Although Cartan obtained many important results in this way, the method is di cult to apply to symmetry analysis of di erential equations. The di culty lies not with Cartan's structure algorithm, nor with the creation of the pseudogroup de ning system, but rather with the fact that there is currently no e ective algorithm for reducing nonlinear pseudogroup de ning systems to involutive form. This is in strong contrast to the availability of many algorithms for reducing the linear in nitesimal de ning systems to involutive form (also see 39]). Cartan's method of equivalence 7, 8, 13] can also be used for calculating the structure of Lie pseudogroups of symmetries of di erential equations. This method is best suited to the symmetry analysis of classes of di erential equations rather than the symmetry analysis of a particular equation. In practice to apply this method to a particular differential equation it has to be embedded in a class of di erential equations with a known equivalence group 20] and the size of the calculations can become a signi cant barrier. In 37] we give a method which is applicable to in nitesimal de ning systems and gives us Cartan's starting point in implicit form. The calculations are completed by using Cartan's algorithm at the pseudogroup level. The success of these calculations encouraged us to develop the fully in nitesimal method given in the current paper. 14, 15, 16, 27] ). We use this theory in the rigorous justi cation of our constructive algorithm for calculating Cartan structure coe cients a k i , c k ij from the in nitesimal de ning system in the transitive case. Our results generalize those of 38] for nite dimensional Lie algebras to the in nite case. In the case of symmetry analysis of pdes, this will imply that we can pass from the in nitesimal de ning equations for the symmetries of the original pde to the Cartan structure of its symmetry group by a process of di erentiation and linear algebra only. Thus our procedure is suitable for computer algebra implementation. The remainder of the paper is organized as follows.
In x2 we present background material about Lie pseudogroups, canonical and involutive forms for systems of lhpdes. In particular in x2. 
The pseudogroup de ning system, obtained by eliminating a, b, c, d, is
where X x = @X @x etc. Each transformation (3) A structural property of a Lie pseudogroup is one which is preserved by isomorphism in the sense of De nition 7. Hence we can calculate the structure of a given Lie pseudogroup by equivalently calculating the structure of any of its isomorphic prolongations. This property is exploited in x4.4.
Ordered canonical form for systems of linear homogeneous PDEs
A cornerstone of this paper will be our ability to constructively reduce systems of analytic linear homogeneous pdes to a canonical form subject to certain admissible orderings of derivatives in the system. In particular we will apply these algorithms to in nitesimal de ning systems. Several algorithms for this reduction are available and the main purpose of this section will be to review these well-known methods. We will centre our discussion around the classical Riquier-Janet algorithm and a canonical form which can be obtained from the complete orthonomic passive form given by this algorithm.
From the canonical form of a pde system, a set of analytic initial data can be constructed which determines unique local analytic solutions of the system.
Although the ordered canonical form obtained for a system is generally lost if a change of coordinates is applied to the system, geometric information can be be obtained from it. In particular the results of 28, 29] and 4] show how such a form can be prolonged to a system which is involutive by the de nition of Pommaret 33] . The property of involutivity is a geometric one which is not disturbed by changes of coordinates and crucial use of this transformation to involutive form is made in x4.4 of our paper.
We begin with a discussion of the Riquier-Janet Method.
The Riquier-Janet reduction algorithm
Suppose we have an analytic system of lhpdes on an n-dimensional manifold M. That is the coe cients of the derivatives (which we take to include order zero derivatives|i.e. the dependent variables themselves) are analytic functions of the independent variables x for all x 2 M except at certain points of M which we call singular points. An essential ingredient of all the Riquier-Janet algorithms are certain rankings of partial derivatives. In particular:
De nition 8 (Orderly ranking of derivatives.) Let ord(v) denote the order of a derivative v in a system of pdes 4 . An orderly ranking of derivatives which respects total order of derivative is a ranking of derivatives that, in addition to the usual properties of rankings (transitivity, comparability and trichotomy), satis es ord(v) ord(w) ) v w (6) and v w ) @ x j v @ x j w; (7) for j = 1; :::; n.
Property (6) means that it rst respects total order of derivative and property (7) means that the ranking is preserved under di erentiation.
Riquier 41] gave a large class of such rankings which are speci ed by matrices with nonnegative integer entries. See 5, 43, 56] , for recent work on extending this class.
An example of an orderly ranking for a system of pdes in two independent variables (x; y) 2 M = R 2 and a single dependent variable is:
x y xx xy yy xxx ::: (8) Note that given an orderly ranking then an equation in a system of lhpdes analytic at p 2 M will have a unique derivative amongst the derivatives appearing in the lhpde at p which is highest in the ranking. We call this derivative the leading derivative of the pde. The pde can then be expressed in solved form with respect to its highest derivative in the obvious way. For example the lhpde x@ x ? y@ y ? = 0; (9) has leading derivative @ y with respect to the ranking above, and when expressed in solved form with respect to that ranking it becomes
By convention we will place the leading derivative of the solved form on the lhs of the equation. An important property of the canonical form which we employ is that the system is in the solved (orthonomic) form de ned by Riquier 41] (also see 42, p.153]).
De nition 9 (Orthonomic form) An analytic system of lhpdes on a manifold M is said to be in orthonomic form with respect to an orderly ranking if a. Each equation of the system is in solved form for its leading derivative and has the same leading derivative throughout M. b. No two equations have the same leading derivative. c. No derivative of any leading derivative of the system appears in the rhs of the system. An orthonomic system is complete 41, 21] if the monomials associated with the systems leading derivatives form a complete set 42, p.153,154]. A complete orthonomic system is passive if the set of integrability conditions for the system as de ned by Janet are satis ed 21], 51, p.305].
Further Riquier gave a process which after a nite number of steps would obtain a system of pdes in either incompatible form (i.e. a form containing an equation only involving the system's independent variables) or in complete orthonomic passive form (see 41, 21] and 51, p.308]). When specialized to the case of analytic systems of lhpdes his result is:
Proposition 10 (Reduction to complete orthonomic passive form)
Any analytic system of lhpdes on a manifold M can be constructively reduced by the reduction algorithm of Riquier-Janet to complete orthonomic passive form with respect to a given orderly ranking.
We make a few comments about the e ectiveness of this algorithm. Each step of the Riquier-Janet algorithm involves either solving a pde for its leading derivative or di erentiating a pde. Hence for nonlinear systems of pdes, the method is not constructive. Also a pde involving only the system's independent variables may be found. However for systems of lhpdes, only new lhpdes can result during the application of his method, so neither of these di culties arise.
As lhpdes are solved for their leading derivatives during the reduction process, division by the coe cient functions of the leading derivatives occurs. The output complete orthonomic form has the same local analytic solutions as the original system away from a set of points on the manifold where these (pivot) functions vanish. We will call this set the pivot locus of the system. For example the pivot locus of the equation (10) is y = 0.
The only remaining barrier to the Riquier-Janet algorithm being fully e ective for systems of lhpdes is determining whether the coe cient of a leading derivative is zero or nonzero. This di culty does not occur if the coe cients come from a computable domain (e.g. rational functions on M over Q, or some nite extension of this eld). Unless otherwise stated we will assume that the coe cients come from such a computable domain.
The Riquier-Janet initial data algorithm and existence-uniqueness theorem
Suppose that a system of lhpdes is in the complete orthonomic passive form with respect to an orderly ranking of derivatives. One of the basic principles underlying the Riquier-Janet initial data algorithm is that it partitions the set of all derivatives of the dependent variables of such a system into two sets:
those that are not derivatives of the leading derivatives (the set P of parametric derivatives), and the set of remaining derivatives (the set of principal or nonparametric derivatives P). Janet 21] and 35] give nite methods for describing this generally in nite set of initial data. Speci cation of the values of the parametric derivatives at x 0 2 M determines values of all the principal derivatives, by using derivatives of the equations of the system as substitution rules, and thus determines a unique formal power series solution of the system. Consequently the space of formal power series solutions at x = x 0 depends on #(P) parameters. Convergence of the formal power series solution in the analytic case is established through the use of majorants 41, 21, 51, 42] .
Of particular interest to us will be the set of k-th order parametric and principal derivatives of a system which we will denote by P k and P k respectively. Then the set of initial conditions corresponding to the initial data for the k-th order parametric derivatives is obtained by assigning constant values to these derivatives at x 0 .
We specialize Riquier's existence-uniqueness theorem 41, 21, 51, 52, 42] to the case of analytic lhpdes.
Theorem 11 Consider a system of lhpdes on a manifold M, which is both analytic and in complete orthonomic passive form with respect to an orderly ranking of derivatives. Then 1. From the leading derivatives of the system the Riquier-Janet initial data algorithm for a given point x 0 2 M determines a set of analytic initial data at x 0 .
2. There is a unique analytic solution of the system satisfying the initial data given at the point x 0 which is valid in some neighbourhood of x 0 .
Ordered Canonical Form
The complete orthonomic passive form of a system of analytic lhpdes will in general contain pdes whose leading derivatives are derivatives of other leading derivatives in the system. These other pdes are redundant in that their removal from the system alters neither the solution of the system nor the sets of parametric and principal derivatives. In particular the assumption that they are not redundant would lead to a contradiction of the Riquier-Janet existence uniqueness theorem. We call the system obtained by deleting all such equations from the system the ordered canonical form of the system. It is canonical in the following sense. Suppose another system of lhpdes with the same solutions, posed in the same coordinates, is reduced to complete orthonomic passive form with respect to the same orderly ranking, and then to ordered canonical form. Then (away from points where the pivots vanish) the two canonical forms will agree. Several computer algebra implementations of the Riquier-Janet method are available (see especially Schwarz 46] , who later automated the Riquier-Janet initial data algorithm 47, 48] , and Topunov 53] ). Schwarz 47, 48] has implemented the deletion process described above and hence can obtain the ordered canonical of systems of lhpdes. The standard form algorithm of Reid 35] produces the ordered canonical form and initial data set of a system of lhpdes directly without rst creating the complete orthonomic passive form of a system. In addition, di erential Gr obner basis algorithms 30, 28, 3, 11] when applied to systems of lhpdes also produce the ordered canonical form of the system.
As a consequence we have the following weakened specialization of Riquier's results:
Theorem 12 Any analytic system of lhpdes on a manifold M can be constructively reduced to ordered canonical form with respect to an orderly ranking of derivatives. Further, given a positive integer k, then for each nonsingular x 0 2 M it is possible to algorithmically determine the set of parametric derivatives of order i, 1 i k. Finally, if these parametric derivatives are ascribed values at x 0 then there exists a local solution of the system satisfying the given initial value problem.
We will make repeated use of this result.
The e ectiveness of the algorithms of this paper will depend ultimately on the analysis of rst order systems for their initial data. In particular we will only require the 0-th order parametrics P 0 and the rst order parametric derivatives P 1 , and these will be algorithmically available to us.
Prolongation of ordered canonical form to involutive form
We de ne the ordinary prolongation to order q of a system of pdes of order k as the equivalent system obtained by taking all possible total derivatives of all equations in the system so that the resulting system is of order q 33].
The ordered canonical form obtained for a system is generally lost if a change of coordinates is applied to the system. The coordinate independent counterpart of the canonical form above is the involutive form of a system. An involutive system contains all its integrability conditions and has an involutive symbol. In particular the property of involutivity is not destroyed by coordinate changes 33, 2]. We have the following theorem 28, 29, 4] linking the two:
Theorem 13 (Prolongation to involutive form) Suppose S is a k-th order analytic system of lhpdes on a manifold M which is in ordered canonical form with respect to an orderly ranking of derivatives. Then an integer q k can be constructively determined such that the ordinary prolongation to order q of the system is involutive in the sense of Pommaret away from points where the system is singular.
Consequently one way of obtaining the involutive form of a system of pdes is to rst obtain it in ordered canonical form and then prolong it to involutive form. Alternatively Pommaret's involution form algorithm can be used (see 44] for a computer implementation of this algorithm). For an algorithm which checks involutivity of an exterior di erential system in the sense of Cartan, see 17] . We further note that Theorem 12 is also valid upon replacement of ordered canonical form with respect to an orderly ranking by`involutive form' (see 33]).
Lie algebra system
Let G be a Lie pseudogroup on a manifold M with coordinates x. Its pseudogroup de ning system has independent variables x and dependent variables X. Now consider a 1-parameter local group " of local analytic di eomorphisms of M, generated by a vector eld X = i (x)@ x i . If " is contained in G, then the components i (x) satisfy a linear in nitesimal de ning system, which can formally be obtained by inserting X = x+" + into the pseudogroup de ning system and retaining terms of rst order in ". For instance, the volume preserving condition in the introduction is replaced by the linear condition P i i
x i = 0: This de ning system satis es many but not all of the properties for i @ x i to be a Lie algebra of vector elds.
For a nite parameter Lie pseudogroup on a manifold M, linearization about the identity does indeed give rise to a Lie algebra of vector elds on M. This is not so in the in nite case: analytic solutions will in general only be de ned in a neighbourhood U M, and if their domains of de nition do not overlap, the commutator X; Y] of two vector elds X = i @ x i , Y = i @ x i is not dened. However if we x a point x 0 , and consider the subset of solutions of the in nitesimal de ning system de ned and analytic at x 0 , then the commutator on this subset is de ned. These vector elds therefore do form a Lie algebra L x0 attached to the point x 0 .
However L x0 is not necessarily a Lie algebra of local vector elds on any xed neighbourhood U of x 0 . For example, X n = 1= p 1 ? n 2 x 2 @ x , n = 0; 1; 2; : : :; are local vector elds analytic at x 0 = 0, but there is no neighbourhood of x = 0 on which all X n are de ned. This situation occurs whenever the pseudogroup is in nite. To deal with this technical di culty we use analytic vector eld germs. A vector eld germ at x 0 is an equivalence class of vector elds, two vector elds being equivalent if they agree on some neighbourhood of x 0 . In local coordinates about x 0 , a vector eld can be written X = i (x)@ x i . Since we assume analyticity, the germ of X at x 0 can be identi ed with the power series for i (x) about x = x 0 . We denote such a vector eld germ by fX; x 0 g.
In fact the only distinction between an analytic vector eld and its germ is that the vector eld has a domain of de nition. The germ suppresses this domain information, retaining only the basepoint x 0 . However, the distinction between germs and vector elds is a small one in the analytic case, and we shall often speak of`vector elds based at x 0 ' instead of germs.
De nition 14 (Lie algebra system) A Lie algebra system L is a collection of analytic vector eld germs fX; x 0 g on a manifold M with X = i (x)@ x i , such that i. Each x 0 2 M is a nonsingular point of a linear homogeneous system of analytic partial di erential equations S. ii. i (x)@ x i is a germ of a local solution of S in some neighbourhood of x 0 . iii. If fX; x 0 g and fY; x 0 g are in L, then their Lie bracket is also in L. The system S of pdes is called the in nitesimal de ning system of L. Note that a Lie algebra system is speci ed by the de ning equations S along with a commutator bracket de ned on its solutions.
The Lie algebra system L consists of the totality of analytic vector eld germs of local solutions of the in nitesimal de ning system. These vector eld germs constitute a sheaf, with the Lie algebra L x0 of vector eld germs based at x 0 being the stalk over x 0 . Most of our constructions are concerned with the algebras L x0 . The point is that in the in nite case we are dealing not with one Lie algebra of vector elds, but with a collection of Lie algebras L x0 , one at each basepoint x 0 . The approach of Singer and Sternberg 50] makes heavy use of sheaf theory for developing their in nitesimal interpretation of Cartan structure. We use the term`Lie algebra system' to emphasize that we take the in nitesimal de ning system as our starting point. Although we make no use of sheaf theory, our`Lie algebra system' is indeed a`Lie algebra sheaf' in the sense of Singer and Sternberg 50] : it is shown in 50] that their axiomatically de ned Lie algebra sheaves could indeed be identi ed with the solutions of a system of partial di erential equations.
We also note that the computational methods of 35, 36, 38] for nding dimension, structure and Taylor series for Lie symmetry algebras t this framework. Reid 35, 36] chooses an`initial data point' x 0 , and gives an algorithm for constructing Taylor series solutions to any order about x 0 . Thus at each point x 0 , Reid is constructing (a nite order approximation to) L x0 . In 38], the structure constants of L x0 are constructed when L x0 is of nite dimension. In this case the vector elds generated by the germs in L x0 share a nontrivial domain of de nition and the`Lie algebra system' gives rise to a Lie algebra of vector elds.
The set of values Xj x0 taken by vector elds in L x0 span a subspace (L x0 ) of tangent space T x0 M to M at x 0 . We shall see in x3.1 that condition (i) ensures that (L x0 ) has the same dimension at each x 0 . The dimension of the subspace of T x0 M spanned by the vector elds in L x0 is the dimension of the pseudogroup's orbit through x 0 ; thus all the orbits have the same dimension. We shall always understand that any singular points have been removed from the domain of the de ning pde system R. For example, consider the Lie algebra system consisting of vector elds X = (x; y)@ x + (x; y)@ y on R 2 which are local analytic solutions of the in nitesimal de ning system, with dependent variables ( ; ) 2 R 2 and independent variables (x; y) 2 R 2 , y x ? = 0; y = 0; y y ? = 0:
The manifold for this Lie algebra system is R 2 minus the set f(x; y) 2 R 2 : y = 0g of singular points of the in nitesimal de ning system. The set f (L x0 ) j x 0 2 Mg of subspaces of T x0 M of the same dimension constitute a distribution (L) on M, which we shall call the pseudogroup distribution. A special case is:
De nition 15 (Transitivity) A Lie algebra system is transitive if (L x0 ) = T x0 M for all x 0 2 M. A transitive Lie algebra system L generates a transitive pseudogroup G in a natural way 50]. Transitivity of the pseudogroup implies that the point x 0 can be mapped to every other point x in some neighbourhood U of x 0 . Hence the Lie algebra L x0 can also be transported to any other point x 2 U. All the algebras L x0 are therefore isomorphic, and we need only consider L x0 at one arbitrary point. We shall use this fact to normalize the structure coe cients in our calculation of Cartan structure.
3 Geometry of pseudogroup e r (x)@ x r ; for such that r 2 P 0 :
At each point x we have spanfXg spanfY g. Moreover, by the Riquier existence Theorem 12, there exists a solution vector eld X, for any assignment of values to the 0-th order parametric derivatives. Hence spanfXg = spanfY g.
As a consequence, the dimension of the group orbits is equal to the number #(P 0 ) of parametric derivatives of order 0. The number of functionally independent scalar invariants is n ? #(P 0 ). In fact we can directly characterize invariants I. For a scalar function I to be an invariant of the pseudogroup, it is necessary and su cient that XI = 0 identically for all X 2 L. Proposition 16 then implies that it is necessary and su cient that Y I = 0; : 2 P 0 ; in order for I to be an invariant. As a special case, a Lie algebra system is transitive (no scalar invariants) if and only if its de ning system contains no zeroth order equations. Note that explicit knowledge of the operators X is not needed to derive the above equations.
As remarked in x2.3, De nition 14 ensures that the subspaces (L x0 ) are all of the same dimension. This is because i of the de nition demands that each x 0 2 M be a nonsingular point of the de ning system. Proposition 16 then gives constancy of the orbit dimension. If we allowed x 0 to be a singular point of the de ning system, we would not be able to apply the Riquier theorem, so Proposition 16 would not be available to give the orbit dimension through x 0 .
Isotropy subgroup
Let G be a Lie pseudogroup acting on a manifold M and let x 2 M. The isotropy or stabilizer sub-pseudogroup 5 at x is the set f 2 G j (x) = xg of transformations in G leaving x xed. Any vector eld X generating a 1-parameter local subpseudogroup of the isotropy subgroup must satisfy Xj x0 = 0 and we de ne the isotropy algebra L 0 x0 at x 0 by L 0 x0 = fX 2 L x0 j Xj x0 = 0g:
Our blanket analyticity hypothesis implies that L 0 x0 consists of vector elds in L x0 with no 0-th order terms in their Taylor expansions about x 0 .
Following 50], we analogously de ne higher order isotropy algebras L k x0 , consisting of vector elds in L x0 whose Taylor coe cients vanish to order k. For k 1, L k x0 is an ideal in L k?1 x0 , so that we have the chain of subalgebras L x0 L 0 x0 . L 1 x0 . . L k x0 . We shall only require the algebras L x0 , L 0 x0 , L 1 x0 of this sequence. In the nite dimensional case, there is some maximal order q isotropy subalgebra such that L k x0 vanishes for k > q. In the in nite case, all L k x0 are in nite dimensional. Note that each algebra L k x0 is a coordinate free object.
We now characterize the algebras L k x0 in terms of initial data for the canonical form of their in nitesimal de ning equations. Since L k x0 has Taylor coe cients vanishing to order k, all parametric derivatives of order less than or equal to k vanish at x 0 . Since the ranking respects total order, all principal derivatives up to order k also vanish. Thus X 2 L k x0 if and only if the initial data up to order k vanishes. We give a simple example.
Example 17 Consider the nite dimensional Lie algebra with in nitesimal de ning system xxx = 0: (14) The parametric derivatives are , x , xx and the Lie algebra L x0 has basis X 1 = @ x ; X 2 = (x ? x 0 )@ x ; X 3 = (x ? x 0 ) 2 
The isotropy algebra L 0 x0 has basis fX 2 ; X 3 g; and L 1 x0 has basis fX 3 g. Note that L 0 x0 is the general solution of (14) with initial condition (x 0 ) = 0. Similarly L 1 x0 is the general solution of (14) with initial conditions (x 0 ) = 0, x (x 0 ) = 0.
Linear isotropy algebra
Any transformation in the isotropy subgroup at x 0 induces a linear map x0 : T x0 M ! T x0 M on the tangent space at x 0 . In coordinates x0 is the Jacobian matrix of at x 0 . The collection of all such maps is a matrix Lie group G x0 GL n , the linear isotropy group G x0 of G at x 0 . The matrix Lie algebra associated with G x0 is the linear isotropy algebra, denoted by g x0 . An element of g x0 is a linear map T x0 M ! T x0 M. In the case where G is transitive, neither G x0 nor g x0 can vary from point to point, and we can omit the subscript x 0 . An alternative construction of g x0 which better suits our purposes is as follows 50]. It was noted above that L 1 x0 / L 0 x0 .
De nition 18 The linear isotropy algebra g at a point x 0 is the quotient algebra L 0 x0 =L 1 x0 , regarded as a matrix Lie algebra operating on T x0 M. 
Cartan structure
The name`structure' equations for (2) is justi ed by a number of results due to Cartan. In 6, part I] he shows that two transitive Lie pseudogroups with the same structure equations are similar. Then in 6, part II] he shows that it is possible to decide if one Lie pseudogroup is the prolongation of another on the basis of knowledge only of a k i and c k ij . The long paper 7] is devoted to extracting information about sub-pseudogroups of in nite Lie pseudogroups. Cartan uses his method of equivalence to show how to decide the question whether two transitive Lie pseudogroups are isomorphic, based on knowledge only of their structure equations 8, 13]. Hence we need only provide an algorithm for nding the Cartan structure equations since Cartan has provided a method for resolving the isomorphism question based on the knowledge of their structure equations.
The connection between Cartan's structure constants c k ij and the vector eld viewpoint in the transitive case was given by Kuranishi 24] , and Singer and Sternberg 50, x2.1]. Our goal is to show that their methods can be realized directly from knowledge of the in nitesimal de ning system in the transitive pseudogroup case, and that the process is constructive, involving only linear algebra and di erentiation.
Structure: rst order systems with no invariants
Suppose that the Lie algebra system L of a Lie pseudogroup is transitive, so that its de ning system contains no zeroth order equations. Then the vector eld germs X 2 L x0 at each basepoint x 0 span tangent space T x0 M. In a xed coordinate system x, we take e i = @ x i j x0 as a basis for T x0 M. Because L is transitive, there exists a vector eld X i 2 L x0 such that X i j x0 = e i . In fact there is some freedom in our choice of X i , since any vector eld in the isotropy algebra L 0 x0 can be added to X i without changing the value X i j x0 . Select one such representative for each i. Take On taking linear combinations of the basis e i we have determined a map c: T x0 M^T x0 M ! T x0 M which is the map described in 50, x2.1]. In their`Lexicon to Cartan' x2.14, Singer and Sternberg 50] show that c k ij so constructed can be identi ed with those of Cartan, when the algebra is transitive and of` rst order type' ( rst order de ning system).
Before showing how to calculate c k ij from the in nitesimal de ning system we rst clarify the above process. The crucial point is that although we require existence of X i , the explicit form of X i is not required. In fact, only the zeroth order terms in the Taylor expansion of the commutator X i ; X j ] are needed: these depend only on the Taylor coe cients of X i , X j of orders 0 and 1. Hence we do not require the X i explicitly, but only their zeroth and rst order Taylor terms.
We consider the case where the canonical form of an in nitesimal system is of rst order, with respect to an orderly ranking, and there are no invariants Consequently the canonical form contains no 0-th order equations and every 0-th order derivative 1 ; : : :; n is parametric. To make the connection with Cartan structure we introduce new variables de ned by @ k @x i = ; = 1; : : :; #(P 1 ); (17) where @ k @x i 2 P 1 (i.e. the @ k @x i are rst order parametric derivatives). We then eliminate the rst order parametrics from the canonical form of the in nitesimal de ning system by using (17) , and append the equations (17) to the simpli ed canonical form to obtain the in nitesimal de ning system as
A k i (x) ; for i; k = 1; : : :; n: (18) Note that cases @ k @x i 2 P 1 , and @ k @x i 2 P 1 , are covered. In particular when (21) . In x3.2.1 we identi ed the linear isotropy algebra g x0 = L 0 x0 =L 1 x0 with the matrices of leading coe cients of vector elds in L 0 x0 . Thus k i of (21) is in g x0 if and only if it is in the span of the matrices A k i (x 0 ), = 1; : : :; #(P 1 ). Both Cartan 9] and Singer and Sternberg 50] show that a k i in the structure equations form a basis for the linear isotropy algebra, and we have shown that the a k ij can be identi ed with those in Cartan's structure equations.
To determine the relationship between our c k ij and those of Cartan we note that the construction above asserts that c k ij are the leading (0-th) order Taylor terms for X i ; X j ] and perform the expansions explicitly. Let X i = k i @ x k be a solution of the initial value problem (18) with c k ij given by (19) . Note that, since the Lie algebra system L is assumed transitive, the choice of basepoint x 0 is arbitrary and all the Lie algebras L x0 are identical.
We remark that construction of the structure constants from the de ning equations requires only expressions for the rst order derivatives @ x i j . The c k ij and a k i are constructed from the coe cients of the 0-th order and 1-st order parametric derivatives respectively, evaluated at the basepoint x 0 .
Finally, as remarked in the proof, transitivity of the pseudogroup ensures that the Lie algebras L x0 attached to each point x 0 are identical. Hence we may choose x 0 to be any convenient point. In fact the structure constants c k ij and a k i computed by the above method will di er according to the choice of x 0 . This does not contradict the assertion that L x0 all have the same structure: it merely means that our method chooses a di erent basis for L x0 at di erent x 0 . In practice, however, a wise choice of x 0 can force many of the c k ij to vanish. 
after simpli cation modulo the de ning system (23) . The values of the rst order partials of and at (x 0 ; y 0 ) are also given by (22) The linear isotropy algebra g at (x 0 ; y 0 ) is found by evaluating the in nitesimal Jacobian (23) subject to vanishing 0-th order initial data (x 0 ; y 0 ) = 0, (x 0 ; y 0 ) = 0. Then assigning the value a to the rst order initial data x (x 0 ; y 0 ) = a gives J as 0 0 a 0 (24) which is the linear isotropy algebra at (x 0 ; y 0 ). We calculate c k ij : 
Any value y 0 6 = 0 is suitable as an initial data point, so we choose y 0 = 1.
It is also instructive to directly calculate the Taylor series expansion of solutions of (22) to rst order and evaluate the commutator at x 0 .
Residual freedom in the c k ij and absorption of torsion
In deriving the formula (19) for c k ij , we chose the rst order initial data to be 0 when we constructed the Taylor expansion of the vector elds X i . This choice is coordinate dependent, and any values of rst order initial data could be imposed, leading to di ering values of c k ij . We show that this freedom in c k ij is parametrized by a k i , and is related to the`absorption of torsion' step in the Cartan method.
In the Cartan structure equations (2), the 1-forms are determined modulo ! i , that is, it is permissible to replace by +v i ! i , with v i arbitrary. Making this replacement transforms the structure equations (2) By starting with e i at the basepoint and building vector elds X i with X i j x0 = e i , we have constructed a frame on a neighbourhood U M. In the case of a nite parameter Lie pseudogroup, the frame is determined by the choice of basis e i at the base point. In the in nite case, however, the frame X 1 ; : : :; X n has the freedom to vary by addition of vector elds in L 0 x0 . This residual freedom in the frame is parametrized by the linear isotropy algebra a k i , and manifests itself in the structure through (26).
Transitivity test for essential invariants
If a de ning system is of rst order, but contains some 0-th order equations, the method described above does not apply, because the vector elds in L x0 no longer span tangent space T x0 M at a base point x 0 . In other words the Lie algebra system is no longer transitive. Following Cartan, we distinguish two cases: (i) the pseudogroup G generated by L is isomorphic to a transitive pseudogroup (ii) no such isomorphism exists. Although Cartan calls these two cases`transitive' and`intransitive' respectively, we refer to them as structurally transitive and structurally intransitive, so as to avoid confusion with the usual geometric meaning of transitivity. Thus the pseudogroup X = x, Y = f(y) is intransitive, but is structurally transitive, since it is an isomorphic prolongation of the transitive pseudogroup Y = f(y).
Structural intransitivity is related to the presence of essential invariants, so we provide a test that gives a characterization of essential invariants, and in particular counts them.
First note that the construction of the linear isotropy algebra g described in x3.2.1 is general, and does not rely on transitivity of the pseudogroup, or even on the de ning system being rst order. A matrix in the Lie algebra g x0 attached to the point x 0 is regarded as a linear map T x0 M ! T x0 M, so that it operates on tangent vectors.
Cartan in 9, p.18] de ned the`groupe plan de stabilit e' as the matrix group G 0 acting on cotangent space T x0 M induced by the isotropy group at x 0 . Thus Cartan's linear isotropy group (algebra) is the contragredient representation of the linear isotropy group as we de ned it. The quantities a k i occurring in the structure equations span the Lie algebra g 0 of G 0 . Cartan showed that a k i could be used to characterize essential invariants. His construction is as follows. First de ne the Pfa system a k i ! i , which Cartan calls the systatic system. This system is completely integrable. An integral element (`systatic element') of the systatic system is the subspace of T x0 M annihilated by a k i ! i . If a function I: M ! M is both an integral of the systatic system and an invariant of the group, Cartan shows that I is an essential invariant, and must appear in any group isomorphic to G.
We now interpret the above in terms of the tangent space T x0 M. Let e i be the basis of T x0 M dual to ! i j x0 . Then i e i is a 1-dimensional integral element of the systatic system if a k i i = 0; k = 1; : : :; ; = 1; : : :; #(P 1 ):
Note that Cartan's a k i are resolved with respect to the basis of T x0 M provided by ! i . Our a k i are resolved with respect to the basis @ x i of T x0 M. Since the integral elements of the systatic system are geometrically de ned quantities, independent of the basis in which they are expressed, we can make the following de nition, which is equivalent to Cartan's.
De nition 
This system is already complete, and since a two dimensional subspace of T x M is spanned at each point, we conclude that there is one essential invariant, and the pseudogroup is structurally intransitive.
We note that the pseudogroup described by (27) is X = x; Y = y; Z = z + f( x y );
with two functionally independent invariants x, y (integrals of (L) : @ z I = 0). Clearly x y is essential: note that it is an integral of (28) . The in nitesimal characterization in Example 25 is therefore correct. Note also that it is reasonable to demand that the basis of invariants of L should contain as a subset a basis of the essential invariants. Thus fx=y; yg is a more natural basis of the scalar invariants in the example.
Suppression of inessential invariants
Although we can detect structural intransitivity, we shall not pursue methods for getting the Cartan structure in this case. Part of the di culty in the intransitive case is that a k i and c k ij can be functions of the essential invariants, which is local rather than in nitesimal information. Hence our goal of structure by in nitesimal methods would appear to be di cult to attain.
Suppose the pseudogroup G is structurally transitive and has n?r invariants I , = 1; : : :; n ? r. Then the I are incidental from a structural viewpoint, and we shall give a method for suppressing them.
In particular, choose a base point x 0 and consider the orbit N passing through x 0 . That is, N is the leaf of the foliation induced by the group distribution (L) through x 0 . If the invariants I (x) are known in some neighbourhood of x 0 , then N is speci ed locally by equations I (x) = I (x 0 ), = 1; : : :; n ? r and N is r-dimensional.
The pseudogroup G restricts naturally to a transitive pseudogroup on an orbit N which we denote Gj N . Similarly the Lie algebra system L restricts to a transitive Lie algebra system on N which is denoted by Lj N . Moreover, since L is structurally transitive, no structural change is made when I are discarded in this way. There is no theoretical di culty in performing such restriction, but as always we are concerned with the question of construction from the in nitesimal de ning system. In particular we shall show that structure constants a k i and c k ij are available for Lj N without explicitly knowing L or N.
Let L act on an n-dimensional manifold M. Let the in nitesimal de ning system contain n ? r independent relations of order 0. Then according to x3.1, the integral submanifolds of the group distribution (L) are of dimension r. Suppose the 0-th order equations are resolved into principal and parametric derivatives as in (12) , and that we have constructed vector elds Y i , i = 1; : : :; r (13) spanning the distribution (L). The construction in x3.1 gives Y in Gauss reduced form, and because (L) is completely integrable this implies that fY g given by (13) mutually commute. Each local vector eld X 2 L is tangent to the leaves of the foliation induced by (L), and so X restricts naturally to the integral submanifolds of (L). Let N be the integral submanifold passing through the point x 0 2 M; the vector eld X restricted to N is denoted by Xj N . The vector elds Y given by (13) also restrict to N. Moreover, because they commute, the Y j N de ne a coordinate system on N. We make this coordinate system more explicit. Let us arrange that the parametric derivatives of order 0 are 1 , : : :, r . Also, let I 1 (x), : : :, I n?r (x) be functionally independent scalar invariants, so that Y I = 0 for = 1; : : :; n?r. With respect to the coordinate system X given by X i = x i ; i = 1; : : :r X r+ = I (x); = 1; : : :n ? r;
the operators Y i are just @ X i , for i = 1; : : :; r. Restricting to N by xing I (x) = I (x 0 ) = const, we see that X i j N , i = 1; : : :; r are coordinates on N.
In other words, the x i corresponding to the parametric derivatives of order 0 can be used to coordinatize N in a neighbourhood of x 0 . Because the restricted Lie algebra system Lj N is transitive, its de ning system must contain no 0-th order equations, and the method of x4.1 applies. If we write
then we have i (X) = i (x); i = 1; : : :; r and i (X) = 0 for i = r + 1; : : :; n. We shall apply the method of (4.1) in the new coordinates, then return to the original x coordinates where explicit calculation is possible.
There is no necessity to construct the de ning system for j N as a function of (X 1 ; : : :; X r ) explicitly. The method of x4.1 requires only expressions for the tangent space at each point, the pseudogroup is structurally transitive, and restriction to an orbit is justi ed.
We compute
after evaluating modulo the in nitesimal de ning system (30) . The same calculation as in Example 20 then yields the structure equations (25) .
The pseudogroup associated with this example has one scalar invariant I = xz: the above calculation e ectively restricts to the orbit I = x 0 z 0 passing through the basepoint (x 0 ; y 0 ; z 0 ) without knowing I.
Note that the above computations can be carried out for a structurally intransitive pseudogroup to obtain the structure of Gj N . The di erence is that some of the pseudogroup structure is lost in this transition. For example, the pseudogroup X = x, Y = y + f(x) is structurally intransitive: restricting to an orbit x = x 0 leaves only a 1-parameter translation group.
Reduction of higher order system to the rst order case
We have already shown how to determine the Cartan structure of transitive Lie pseudogroups with rst order in nitesimal de ning equations in canonical form. The purpose of this section is to exhibit an algorithmic prolongation procedure for reducing the higher order case to rst order. Our construction is guided by Cartan's method for determination of the structure of Lie pseudogroups, which proceeds from the pseudogroup de ning system in rst order involutive form (i.e. as an involutive system of 1-forms).
Consider an in nitesimal de ning system for the in nitesimals (z) with corresponding vector eld 1 @ z 1 + + p @ z p which we suppose to be involutive at order q. For the remainder of this section, i, j, k, l will be indices ranging between 1 and p. At the in nitesimal level we mimic Cartan by rst reducing the in nitesimal de ning system for i (z) to rst order involutive form. Cartan works with the pseudogroup de ning system whose solutions Z = (z) are the group transformations. In his process he prolongs the pseudogroup action on z to a pseudogroup action on (z; Z) with trivial action on Z. That is, a transformation z 7 ! (z) prolongs to (z; Z) 7 ! ( Note that the independent variables in the in nitesimal de ning system of the original Lie algebra are z i . For the prolonged Lie algebra the independent variables in the rst order de ning system are (z i ; Z i ; Z i J ), and the corresponding dependent variables i , i , i J , 1 #(J) q ?1. The remainder of this section will be devoted to proving this result.
First we have Lemma 28 Any analytic in nitesimal de ning system can be constructively transformed to an equivalent rst order involutive system.
Proof: According to Theorem 12 a de ning system can be reduced to ordered canonical form, and by Theorem 13 this system can then be constructively prolonged to a q-th order involutive system. Applying the method of Pommaret 33, p.109, p.161] for constructively reducing a q-th order system to an equivalent rst order system with equivalent symbol then establishes the result. In Pommaret's transformation to rst order, the derivatives l L ; 1 #(L) q?1 are relabelled as new dependent variables, and the given system is expressed as a rst order system with respect to these variables. In addition certain rst order di erential relations between the l L are appended to this rst order system (see 33 Proof: First note that the system (33), including the remainder terms, is indeed linear in l L . Secondly the highest order terms l L (i.e. those with maximum #(L)) occur in the explicitly displayed terms in (33) , so that the equations have a block triangular structure. When Z l k = l k the diagonal blocks are identity matrices, relations (33) induced by (33) , is an analytic invertible change of coordinates on the space of independent and dependent variables of the system T, by virtue of Lemma 29.
Both involutivity and the order of a system are geometric properties which are preserved under invertible changes of coordinates. Consequently the system obtained by making the change of coordinates above and adjoining the conditions l = 0 is rst order and involutive, and Theorem 27 is proved. Note that the variables Z i play a trivial role in the de ning system for the prolonged vector eld Z (q?1) . Their in nitesimals i vanish, and it is readily con rmed that all i J are independent of Z i . We retain them only for formal convenience.
A Appendix: Determination of structure of Lie pseudogroups of PDEs
When the results of this article are applied to the determination of Lie pseudogroups of symmetries of di erential equations we have the following result:
Theorem 30 Given an analytic in nitesimal de ning system of the Lie pseudogroup of symmetries of a system of PDEs then the algorithms of this paper can constructively determine (a) whether the Lie pseudogroup is structurally transitive, (b) the Cartan structure of the Lie pseudogroup, if it is structurally transitive.
We have programmed preliminary computer algebra versions of many of the algorithms in this paper. We now present a sequence of examples of di erential equations with in nite Lie symmetry pseudogroups. In each case the in nitesimal de ning system for the point symmetry vector elds was derived by the usual method 1, 31, 32] . In particular we used the Maple program 19] to obtain the in nitesimal de ning systems. These systems were then automatically brought to canonical form using the program 40] . None of the de ning systems contained 0-th order equations so the pseudogroups are all transitive. An involutivity check showed that in each case the de ning system was involutive at second order and they were automatically reduced to a rst order involutive system. Application of our programs to these rst order systems automatically yielded their Cartan structure. In 37] we also derive the above structure equations using a di erent method. 
