The penalty in data driven Neyman's tests by Kallenberg, W.C.M.
Faculty of Mathematical Sciences
University of Twente
University for Technical and Social Sciences
P.O. Box 217
7500 AE Enschede
The Netherlands
Phone: +31-53-4893400
Fax: +31-53-4893114
Email: memo@math.utwente.nl
Memorandum No. 1548
The penalty in data driven Neyman’s tests
W.C.M. Kallenberg
October 2000
ISSN 0169-2690
The Penalty in Data Driven Neyman’s Tests
Wilbert C.M. Kallenberg
Faculty of Mathematical Sciences
University of Twente
P.O. Box 217, 7500 AE Enschede
The Netherlands
Abstract Data driven Neyman’s tests are based on two elements: Neyman’s
smooth tests in nite dimensional submodels and a selection rule to choose the
\right" submodel. As selection rule usually (a modication of) Schwarz’s rule is
applied. In this paper we consider data driven Neyman’s tests with selection rules
allowing also other penalties than the one in Schwarz’s rule. It is shown that the
nice properties of consistency against very large classes of alternatives and the
more deep result of asymptotic optimality in the sense of vanishing shortcoming
continue to hold for other penalties as well, including the one corresponding to
Akaike’s selection rule.
Keyword and phrases: goodness-of-t, model selection, Schwarz’s criterion,
Akaike’s criterion, penalty, data driven test, consistency, vanishing shortcoming,
intermediate eciency, moderate deviations.
2000 Mathematics Subject Classication: 62 G 10, 62 G 20
1 Introduction
A data driven test for testing uniformity, linking Neyman’s smooth tests with
Schwarz’s model selection procedure, was introduced by Ledwina (1994). Last
years data driven tests have been developed in other contexts as well (composite
goodness-of-t problems, testing independence, the two-sample problem, testing
for tail alternatives, etc.). It turns out that these tests perform very well. This
is shown by simulations and by theoretical results.
Data driven tests consist of a sequence of test statistics and a selection rule
to choose the \right statistic" among the collection of test statistics. Usually, the
test statistics are standard test statistics (like score test statistics) for the testing
problem restricted to a k-dimensional submodel. The selection rule is applied to
choose the \right" dimension. The idea is that a higher dimensional, and hence
more complex model, should be penalized. For a more extensive discussion see
for instance Inglot and Ledwina (1996), shortly written as IL96 in the rest of the
paper, and references therein.
A topic in data driven tests that is investigated so far only by a few simula-
tions is the choice of the penalty in the selection rule. In Kallenberg and Ledwina
(1997b, Section 6.1) some remarks are made about it and some simulations are
presented. From the simulations performed in the context of that paper it is
concluded that, \although other penalties can be considered, there is sucient
support to adopt the Schwarz rule in general". In contrast to this recommenda-
tion, recently, Janssen (2000, page 241; see also page 251) stated: \the estimator
of the dimension should not be too restrictive", thus suggesting that the penalty
in Schwarz’s rule is too heavy for application in data driven tests (see also (2.4)
and the remarks following it). It is the aim of this paper to investigate the role
of the penalty more rigorously.
Theoretical support for data driven tests mostly concerns consistency against
very large classes of alternatives. More deep results are obtained by IL96. They
prove asymptotic optimality in the sense that the asymptotic intermediate e-
ciency with respect to the Neyman-Pearson test equals 1 for a large set of con-
verging alternatives. Replacing the more complicated Schwarz’s selection rule by
a simplied version Inglot (1999), which is shortly written as I99 in the rest of
the paper, has extended these results, thus obtaining asymptotic optimality in
\almost every" direction, while classical tests are as a rule only asymptotically
ecient in one direction.
A related asymptotic optimality concept is vanishing shortcoming, see Inglot
et al. (2000). The shortcoming of a test is the dierence between the power of the
test and the power of the most powerful test for that particular alternative. It is
shown in Inglot et al. (1998) that data driven tests are asymptotically optimal
in the sense of vanishing shortcoming (and thus obtaining asymptotically the
highest possible power) in an innite number of orthogonal directions.
In this paper we follow this more direct approach of (asymptotic) power com-
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parison, expressed by the concept of vanishing shortcoming with the level tending
to zero. Noting the close relationship between this concept and intermediate e-
ciency [see Inglot et al. (2000)], the arguments in favor of intermediate eciency
as criterion for test comparison in this context, presented in Inglot and Ledwina
(1998), continue to hold for vanishing shortcoming with level tending to zero as
well: we get explicit quantitative results for comparison of powers and the asymp-
totic results, for instance when comparing data driven Neyman’s tests with other
goodness-of-t tests as the Cramer-von Mises test and the Anderson-Darling test
are consistent with those following from moderate nite sample size comparisons
[cf. Section 5 in Inglot et al. (1998) and Sections 5.4 and 5.5 in Inglot et al.
(2000) or Section 3 in Inglot and Ledwina (1998)].
Furthermore, to avoid unnecessary technicalities and to focus on the role of
the penalty we investigate in this paper the goodness-of-t testing problem of
testing uniformity (which is equivalent to the simple null hypothesis case), con-
sider contamination alternatives and use the data driven test with the simplied
version of the selection rule. Moreover, the orthonormal system of the Legendre
polynomials is applied, which has turned out to work very well in practice. Gen-
eralizations however, to other testing problems, to other type of alternatives, to
data driven tests with other orthonormal systems or with other versions of the
selection rule can be done as well.
The main result of the paper is that the theoretical support for the data
driven Neyman’s test with Schwarz’s rule continues to hold for all other penalties,
starting from the one corresponding to Akaike’s criterion up to even much larger
penalties than the one in Schwarz’s criterion. This common behavior concerns
both the consistency against very large classes of alternatives and the asymptotic
optimality in the sense of vanishing shortcoming for a large set of converging
alternatives in an innite number of orthogonal directions.
From the points of view of consistency and asymptotic optimality in the sense
of vanishing shortcoming, the conclusion based on the few simulations in Kallen-
berg and Ledwina (1997b) is supported: on the one hand other penalties can be
considered also, but on the other hand the results of this paper give no reason
to assume that the penalty corresponding to Schwarz’s rule is too heavy. It is
seen from Theorems 3.5 and 4.7 that there is no essential restriction due to the
chosen penalty and hence the range of alternatives against which consistency and
vanishing shortcoming holds is the same, irrespective of the chosen penalty (if
it is as least as large as in Akaike’s rule and not tremendously larger than in
Schwarz’s rule).
The paper is organized as follows. In Section 2 the data driven tests with
several penalties are introduced and some notations and assumptions are pre-
sented. Section 3 is devoted to the consistency part. The more deep analysis
of asymptotic optimality in the sense of vanishing shortcoming is discussed in
Section 4.
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2 Notation and basic assumptions
The testing problem considered in this paper is the goodness-of-t problem based
on n observations with as null hypothesis a given continuous distribution in R.
Application of the integral transformation yields that we may consider without
loss of generalization i.i.d. r.v.’s X1; : : : ; Xn with values in [0, 1] and that un-
der the null hypothesis the Xi’s are uniformly distributed on [0, 1]. When the
null hypothesis holds, we write P0 for the probability measure and E0 for the
corresponding expectation.
Although in the goodness-of-t problem all kind of alternatives are of interest,
usually rstly one is focussed on a shift in the mean, then on a possible change
in variance after which skewness comes in, etc. According to Neyman’s original
choice we therefore consider the so called Neyman’s smooth test statistics with k
components, given by
Tk =
kX
j=1
(
n−1=2
nX
i=1
j(Xi)
)2
; (2.1)
where j is the jth orthonormal Legendre polynomial on [0, 1]. As j is a poly-
nomial of degree j, T1 is concerned with the mean, while with T2 the variance
comes in, with T3 the skewness, etc. In this way we cover step by step more and
more alternatives.
The Euclidean norm of a vector x in Rk is denoted by jjxjjk and jjxjj2jk =
x2j+1 +    + x2k. Write  = (1; 2; : : :) with j = n−1
Pn
i=1 j(Xi); j = 1; 2; : : :,
where the dimension of the vector  follows from the context. Then we get
Tk = njjjj2k. Note that Tk is the score test statistic for testing uniformity in the
k-dimensional submodel, given by the exponential family
exp
(
kX
j=1
jj(x)−  k()
)
:
Here  k() is the normalizing constant and the null hypothesis of uniformity
corresponds to 1 =    = k = 0.
For getting high power against broad classes of alternatives (and that is what
one wants in a goodness-of-t problem) the right choice of the dimension k is a
major problem. Recent research [cf. Bickel and Ritov (1992), Eubank (1997), Eu-
bank and LaRiccia (1992), Fan (1996), Kallenberg and Ledwina (1995a), Ledwina
(1994)] strongly indicates that a deterministic choice, even when it is sequential
as in Huskova and Sen (1985, 1986), does not give a satisfactory solution.
Looking for the right choice of k means looking for the right model. Hence,
an answer can be given from the area of statistics devoted to model selection.
In a series of papers [see Albers et al. (1999), Bogdan (1995, 1999), Bog-
dan, Bogdan and Futschik (1999), Bogdan and Ledwina (1996), I99, Inglot et
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al. (1997, 1998), IL96, Inglot and Ledwina (1998, 1999), Janic-Wroblewska
(1999a,b), Janic-Wroblewska and Ledwina (2000), Kallenberg and Ledwina
(1995a,b, 1997a,b, 1999), Kallenberg et al. (1997), Ledwina (1994)] the data
driven procedure based on (modications of) Schwarz’ selection rule has been
shown to be very successful.
Schwarz’ rule has been introduced to select optimally (in a Bayesian sense)
the dimension of a parametric model. Moreover, the rule has a nice information-
theoretic interpretation in terms of minimizing the discription length of the data
for a given sample size [cf. Barron and Cover (1991)]. However, these properties
are not linked up with data driven tests. So, a direct and convincing motivation
to apply Schwarz’s rule in data driven tests is not given so far.
The original Schwarz’s rule gives that −logL (with L the likelihood ratio
statistic for testing 1 =    = k = 0) is penalized by 12k log n. In the simplied
version the likelihood ratio statistic is replaced by the more simple (and asymp-
totically equivalent) statistic Tk in the sense that Tk plays the role of −2logL.
Several other selection rules, with dierent penalties, appear in the area of
model selection. It is the aim of this paper to investigate the influence of the
penalty in the selection rule on data driven Neyman’s tests. Therefore, we con-
sider in this paper the following general selection rule
S = minf1  k  mn : Tk −nk  Tj −nj; 1  j  mng; (2.2)
where mn is a control sequence, giving the largest dimension under consideration
with n observations, and where n denotes the penalty. Taking
n = log n;
the selection rule S equals a modied version of Schwarz’s rule. Other examples
are:
n = 2 (AIC)
n = log log n [Hannan and Quin (1979)]
n = 2 log n [Haughton, Haughton and Izenman (1990)]:
The null hypothesis of uniformity is rejected for large values of
TS =
SX
j=1
(
n−1=2
nX
i=1
j(Xi)
)2
(2.3)
with S given by (2.2).
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It follows from (2.2) that
S = 1, n  max

Tj − T1
j − 1 : j = 2; : : : ;mn

(2.4)
S = 2, n < max

Tj − T1
j − 1 : j = 2; : : : ;mn

and n  max

Tj − T2
j − 2 : j = 3; : : : ;mn

etc. and hence, a lower penalty implies a larger value of S. Therefore, we get a
\less restrictive estimation of the dimension" [see Janssen (2000, page 241)] by
taking a lower value of the penalty.
As a consequence, a lower value of the penalty implies a larger value of the
test statistic TS. On the one hand, this means that TS gets larger values under
the null hypothesis, involving a larger critical value. But on the other hand,
TS will also be larger under alternatives and it is not seen beforehand what the
resulting eect is on the power of the test.
3 Consistency
In this section it is investigated for which penalties n in the selection rule the
data driven test is consistent against a large class of alternatives. The idea is
that under the null hypothesis TS is bounded in probability, while under (xed)
alternatives TS !1.
The technical tool for getting the result under the null hypothesis is the fol-
lowing version of inequality (2) in Prohorov (1973), cf. also Theorem 7.7 in IL96.
Theorem 3.1 (Prohorov, 1973) Let Y1; : : : ; Yn be i.i.d. random vectors with
values in Rk. Let EYi = 0 and let the covariance matrix of Yi be equal to the
identity matrix. Assume jjY1jjk  L a.e. Then, for 2k  y2  nL−2, we have
Pr
 
jjn−1=2
nX
i=1
Yijjk  y
!
 C
Γ(k=2)

y2
2
(k−1)=2
exp

−y
2
2
(1− n)

;
where C is an absolute constant, while 0  n < Lyn−1=2. 2
The following theorem gives the boundedness in probability of TS.
Theorem 3.2 Assume n  2 and lim
n!1
m3nn
n
= 0. Then S = OP0(1) and
hence TS = OP0(1).
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Proof If S  K, then Tk − T1  (k − 1)n for some K  k  mn and hence
kX
j=2
(
n−1=2
nX
i=1
j(Xi)
)2
 (k − 1)n for some K  k  mn:
We apply Theorem 3.1 (in dimension k − 1) with Yi = (2(Xi); : : : ; k(Xi)). It
is easily seen that E0Yi = 0 and that the covariance matrix of Yi is equal to the
identity matrix. Since
max
1jk
sup
x[0;1]
jj(x)j = (2k + 1)1=2;
we get
jjY1jj2k−1 
kX
j=2
(2j + 1) = (k − 1)(k + 3);
implying that we may take in Theorem 3.1
L =
p
(k − 1)(k + 3): (3.1)
In view of the conditions n  2 and
lim
n!1
m3nn
n
= 0;
we have, for all n  n1,
2  n  n(mn − 1)2(mn + 3) :
Application of Theorem 3.1 now yields
P0
0@ kX
j=2
(
n−1=2
nX
i=1
j(Xi)
)2
 (k − 1)n
1A (3.2)
 C
Γ((k − 1)=2)

(k − 1)n
2
(k−2)=2
exp

−(k − 1)n
2
(1− n)

;
where C is an absolute constant while 0  n  (k − 1)
q
(k+3)n
n
. Using the
inequality log Γ(x)  −x+ (x− 12) log x, the right-hand side of (3.2) is bounded
above by
C−1=2n exp

−k − 1
2
fn(1− n)− 1− logng

;
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implying that, for all n  n1,
P0(S  K) 
mnX
k=K
P0
0@ kX
j=2
(
n−1=2
nX
i=1
j(Xi)
)2
 (k − 1)n
1A
 C−1=2n
mnX
k=K
exp

−k − 1
2
fn(1− n)− 1− logng

:
In view of the assumption lim
n!1
m3nn
n
= 0 we have lim
n!1
n = 0 and hence, for each
" > 0 there exists K(= K") such that, for suciently large n; P0(S  K)  ",
which means that S = OP0(1).
Noting that under the null hypothesis Tk converges to a chi-square distribu-
tion with k degrees of freedom, it now immediately follows that TS = OP0(1), as
was to be proved. 2
The next theorem concerns the behavior of S under alternatives. Let P denote
the alternative distribution of the Xi’s. Suppose that
EP1(X1) =    = EPK−1(X1) = 0; EPK(X1) 6= 0 for some K = K(P ):(3.3)
For every alternative of interest there will be a K such that (3.3) holds. It will
be assumed that
lim inf
n!1
mn  K;
which is certainly the case if lim
n!1
mn =1, since K is xed.
Theorem 3.3 If (3.3) holds, lim inf
n!1
mn  K and n = o(n) as n!1, then
lim
n!1
P (S  K) = 1:
Proof By the law of large numbers we have
K
P−! EPK(X1) as n!1:
Hence, we obtain
TK −Kn  n2K −Kn P−!1 as n!1: (3.4)
On the other hand, 
n−1=2
nX
i=1
1(Xi); : : : ; n−1=2
nX
i=1
K−1(Xi)
!
P−! U;
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where U is a multivariate normal distribution with expectation vector equal to
0. This implies that Tk = OP (1) for all k = 1; : : : ; K − 1 and hence, by (3.4),
lim
n!1
K−1X
k=1
P (Tk − kn  TK −Kn) = 0:
Since, for mn  K,
P (S < K) 
K−1X
k=1
P (Tk − kn  TK −Kn);
the result follows. 2
Theorem 3.3 is now applied to get the key result under alternatives for proving
consistency.
Theorem 3.4 If (3.3) holds, lim inf
n!1
mn  K;n = o(n) and n−1 log mn ! 0 as
n!1, then
TS
P−!1 as n!1:
Proof Let x > 0. By Theorem 3.3 and noting that TS  TK if S  K, we get
P (TS  x) =
mnX
j=K
P (TS  x; S = j) + o(1) (3.5)
 mnP (TK  x) + o(1):
Since EPK(X1) 6= 0, Cherno’s theorem implies
lim
n!1
−n−1log P
0@(n−1=2 nX
i=1
K(Xi)
)2
 x
1A > 0: (3.6)
Using n−1 log mn ! 0 as n ! 1, combination of (3.5) and (3.6) yields the re-
sult. 2
The next theorem gives the consistency of TS against any alternative of the
form (3.3), thus including essentially any alternative of interest.
Theorem 3.5 Assume n  2 and lim
n!1
m3nn
n
= 0. The test based on TS is
consistent against any alternative of the form (3.3), provided that lim inf
n!1
mn  K.
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Proof Since lim
n!1
m3nn
n
= 0, we have n = o(n) and n−1 log mn ! 0 as n!1
and hence the conditions of Theorems 3.2 and 3.4 are fullled. The result follows
immediately from application of these theorems. 2
It is seen from Theorem 3.5 that consistency holds against essentially any
alternative of interest irrespective of the penalty, starting from the one corre-
sponding to Akaike’s criterion (n = 2), up to even much larger penalties than
the one in Schwarz’s criterion (n = log n), provided that we take a reasonable
value of mn. (For 2  n  logn we may take mn = o((n=logn)1=3).)
Further note that the choice of the penalty gives no restriction on the class of
alternatives, against which consistency is obtained.
4 Asymptotic optimality
In the previous section it was shown that under very mild conditions for almost
all kind of penalties the data driven tests are consistent against essentially any al-
ternative of interest. In this section the analysis goes a step deeper by considering
the concept of vanishing shortcoming.
The shortcoming of a test is the dierence between the highest obtainable
power and the power of the test under consideration. More precisely, let +n (n; pn)
be the power of the level-n most powerful test of P0 (the uniform distribution)
against Pn, where the dependence on Pn is denoted by its density pn. The function
+n (n; pn) is called the envelope power function. Similarly, we write n(n; pn)
for the power of the level-n data driven test. The shortcoming of the level-n
data driven test is now dened as
Rn(n; pn) = +n (n; pn)− n(n; pn):
By denition, the shortcoming is non-negative and asymptotic optimality in
the sense of vanishing shortcoming is obtained when
Rn(n; pn)! 0 as n!1:
It is shown in Inglot et al. (1998) that the data driven test with penalty n =
log n, according to Schwarz’s rule, is asymptotically optimal in the sense of
vanishing shortcoming for a large set of alternatives. This result agrees with the
asymptotic optimality of the data driven test with penalty n =log n in the sense
of intermediate eciency, as obtained by IL96 and I99. This is not surprising in
view of the close relationship between the two notions of asymptotic optimality,
as shown in Inglot et al. (2000). Because of this close relationship we restrict
attention here to one of these concepts: the more direct comparison of power by
the concept of vanishing shortcoming.
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The levels of the tests, denoted by n, are assumed to converge to 0. It is
argued in Inglot and Ledwina (1998) that such an intermediate approach is better
suited than the classical Pitman and Bahadur approaches [see also Kallenberg
(1999)].
Our aim in this section is to investigate to what extend the penalty can be
chosen such that in \all" directions asymptotically optimal power is obtained.
To avoid too much technicalities, while still considering essentially all kind of
directions, we restrict attention to contamination alternatives of the following
form. Let Pn be an alternative with density
pn(x) = 1 + n−g(x);
where g is bounded. Here  belongs to the interval (0; 1=2), thus ensuring that we
have intermediate alternatives between xed alternatives ( = 0) and contiguous
alternatives ( = 1=2). Equivalently, writing g(x) = a(x) with
 =
sZ
g2(u)du and a(x) =
g(x)qR
g2(u)du
;
the alternative denisity can be expressed as
pn(x) = 1 + n−a(x):
Note that  > 0 and that
R
a(u)du= 0;
R
a2(u)du = 1 and supfja(u)j : 0 u
1g <1. Further, we assume that a 2 W 12 , where W 12 is the Sobolev space of
absolutely continuous functions whose derivatives belong to L2[0; 1].
Summarizing, the set of alternatives under consideration is given by
P = ffpn(x)g : pn(x) = 1 + n−a(x);  2 (0; 12);  > 0; a 2 Ag;
where
A = fa : [0; 1]! R : a 2W 12 ;
Z
a(u)du = 0;
Z
a2(u)du = 1g:
Note that a 2W 12 implies that a is bounded on [0; 1].
Our rst theorem in this section concerns the null distribution of TS and is an
extension of the result proved in Theorem 3.2. It gives the moderate deviation
behavior of TS, which is needed, because we are dealing with levels n tending
to 0.
Theorem 4.1 Let fxng satisfy xn ! 0; nx2n !1. Further, assume that mnxn !
0; xn ! 0;n  2; nx2n  nmn. Then we have
P0(TS  nx2n)
10
 exp

−nx
2
n
2
+O(mnnx3n) +O(1)
 mnX
k=2

enx2n
k
k=2
 exp

−nx
2
n
2
+
mn
2
log(enx2n) +O(mnnx
3
n) +O(1)

as n!1.
Proof We apply Theorem 3.1 with Yi = (1(Xi); : : : ; k(Xi)); L =
p
k(k + 2),
cf. also (3.1), and y =
p
nx2n. Since nx
2
n  nmn and n  2, we have y2  2k
for all k = 1; : : : ;mn, while mnxn ! 0 implies y2  nL−2 for suciently large n.
Hence, we get
P0(TS  nx2n) 
mnX
k=1
P0(Tk  nx2n)
 exp

−nx
2
n
2
+O(mnnx3n) +O(1)
 mnX
k=1
1
Γ(k=2)

nx2n
2
(k−1)=2
:
Because logΓ(x)  −x+ (x− 12)logx, we arrive at
P0(TS  nx2n)  exp

−nx
2
n
2
+O(mnnx3n) +O(1)
 mnX
k=1

enx2n
k
k=2
 exp

−nx
2
n
2
+
mn
2
log(enx2n) +O(mnnx
3
n) +O(1)

;
as was to be proved. 2
The next theorem concerns the distribution of TS under alternatives. It will
be shown that TS is asymptotically normal. Before presenting this result, we
dene a kind of deterministic counterpart of the selection rule S and show that
under the alternatives the selection rule is (with probability tending to 1) as least
as large as this quantity.
Let An > 0. Write aj =
R
a(u)j(u)du and a = (a1; a2; : : :). Dene ln =
ln(An) by
ln = minfk  mn : 2jjajj2k −Ank2−1n  2jjajj2j − Anjnn2−1forj = 1; : : : ;mng:
The number An is chosen in an appropriate way in the proof of the theorem. Re-
placing j = n−1
Pn
i=1 j(Xi) by its expectation EPnj(X) =
R
n−a(u)j(u)du
in Tk and taking furthermore An = 1, gives that the selection rule S equals ln.
In this sense ln may be viewed as a deterministic counterpart of S.
11
Proposition 4.2 Assume that mn ! 1; mn log
1=3 n
n1=3
! 0 and mn logn
n1−2
! 0.
Let An > 0 be such that, for some " > 0,
mn = o
 
exp
(
(A1=2n − 1)2n
2 + "
)!
and
(A1=2n − 1)2nmn
n
! 0:
Then Pn(S  ln(An))! 1.
Proof By denition of S we get, writing shortly l instead of ln(An),
Pn(S < l)  Pn(9j < l : Tj −nj  Tl −nl)

l−1X
j=1
Pn

jjjj2jl  (l − j)
n
n

:
Let ~a = n−a. Then ~aj =
R
~a(u)j(u)du = EPnj(X). By the triangle inequality
we obtain
jj~ajjjl − jj− ~ajjjl  jjjjjl
and hence,
Pn(S < l) 
l−1X
j=1
Pn
 
jj− ~ajjjl  jj~ajjjl −

(l − j)n
n
1=2!
:
In view of the denition of l we have for all 1  j < l
jj~ajjjl > A1=2n

(l − j)n
n
1=2
;
implying
Pn(S < l) 
l−1X
j=1
Pn
 
jj− ~ajjjl  (A1=2n − 1)

(l − j)n
n
1=2!
:
Since we want to apply Lemma 5.2 in I99, we check the assumptions of that
lemma. Our alternatives belong to P1, see page 494 in I99; further, (3.4) and
(3.5) hold, see page 496 of I99, while (3.6) holds by the above assumption
mnlogn
n1−2
! 0:
Hence, Pn 2 Pm. Moreover, as stated on page 495 of I99, conditions (A1) and
(A2) are fullled for the Legendre polynomials (with ! = 1=2 and  = 0) and
(A3) holds by the above assumption
mn !1; mnlog
1=3n
n1=3
! 0:
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Finally, note that, by assumption,
(A1=2n − 1)2nmn
n
! 0
and hence, (5.22) on page 504 of I99 holds.
Application of Lemma 5.2 in I99 yields
Pn(S < l)  2
l−1X
j=1
exp
(
−(A
1=2
n − 1)2n
2
(1 + o(1))
)
;
where o(1) does not depend on j (or l). The assumption
mn = o
 
exp
(
(A1=2n − 1)2n
2 + "
)!
gives the result. 2
Theorem 4.3 Assume that mn ! 1; mnlog
1=3n
n1=3
! 0; mn logn
n1=2−
! 0; mn
n
!
0;n  2 and mnn
n1=2−
! 0. Then we have
lim
n!1
Pn

TS − n1−22jjajj2mn
2n1=2−jjajjmn
 x

= (x): (4.1)
If moreover, n1=2−
(jjajj2mn − 1! 0, then
lim
n!1
Pn

TS − n1−22
2n1=2−
 x

= (x):
Proof The rst step in the proof is an application of Proposition 4.1 in I99.
In order to do that we check the assumptions of this proposition according to
Remark 5.4 on page 507 of I99. As shown in the preceding proof of Proposition
4.2 we have Pn 2 Pm and the conditions (A1)-(A3) hold. Finally, (4.1) of I99
follows from our condition mnn− ! 0 and since jjajjmn ! 1 and  > 0, (4.4)
is fullled provided that kn  K, where K is the smallest integer j for which
aj 6= 0.
Therefore, writing again ~a = n−a, we get the following result. For each
sequence K  kn  mn we have
Tkn − njj~ajj2kn − kn
2
p
njj~ajjkn
=
Tkn − n1−22jjajj2kn − kn
2n1=2−jjajjkn
D−! N(0; 1) under Pn:
To apply Proposition 4.2 we choose An > 0 such that for some " > 0,
mn = o
 
exp
(
(A1=2n − 1)2n
2 + "
)!
and
Anmnn
n1=2−
! 0: (4.2)
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Note that
Anmnn
n1=2−
! 0 and the condition mnn
n1=2−
! 0 imply(A
1=2
n − 1)2nmn
n
! 0:
It is seen that under the conditions of the theorem such An’s always can be
chosen. For instance, if we take
(A1=2n − 1)2n = log n;
the rst requirement in (4.2) is fullled, because mn = o(n) and  < 1=2, and
the second requirement in (4.2) holds, because
Anmnn
n1=2−
 2mnn
n1=2−
+
2mnlog n
n1=2−
! 0:
By Proposition 4.2 we have Pn(S < ln)! 0 with ln = ln(An) and An satisfying
(4.2). Now we get
Pn

TS − njj~ajj2mn
2
p
njj~ajjmn
 x

 Pn(S < ln) + Pn

Tln − njj~ajj2mn
2
p
njj~ajjmn
 x

and
Pn

TS − njj~ajj2mn
2
p
njj~ajjmn
 x

 Pn

Tmn − njj~ajj2mn
2
p
njj~ajjmn
 x

:
Hence,
Pn

TS − njj~ajj2mn
2
p
njj~ajjmn
 x

! (x);
provided that
mnp
njj~ajjmn
! 0 and Pn

Tln − njj~ajj2mn
2
p
njj~ajjmn
 x

! (x):
Noting that
mn
n1=2−
! 0; since mnn
n1=2−
! 0 and n  2;
it follows that
mnp
njj~ajjmn
=
mn
n1=2−jjajjmn
! 0: (4.3)
Using, cf. (4.2),
Anmnn
n1=2−
! 0;
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jjajjmn ! 1 and the denition of ln, we get
njj~ajj2lnmnp
njj~ajjmn
=
n1−22jjajj2lnmn
n1=2−jjajjmn
 An(mn − ln)n
n
1=2−
l jjajjmn
! 0:
As a consequence we have n1=2−jjajj2lnmn ! 0, implying jjajj2lnmn ! 0. Therefore,
we get ln  K, for suciently large n. Moreover, it follows that
jj~ajjln
jj~ajjmn
! 1:
So, we obtain, cf. also (4.3),
Tln − njj~ajj2mn
2
p
njj~ajjmn
=
Tln − njj~ajj2ln − ln
2
p
njj~ajjln
 jj~ajjlnjj~ajjmn
− njj~ajj
2
lnmn
2
p
njj~ajjmn
+
ln
2
p
njj~ajjmn
D−! N(0; 1):
This completes the proof of (4.1).
To prove the second statement of the theorem, note that
TS − n1−22
2n1=2−
=
TS − n1−22jjajj2mn
2n1=2−jjajjmn
 jjajjmn +
n1−22
(jjajj2mn − 1
2n1=2−
and hence the result follows by the condition
n1=2−
(jjajj2mn − 1! 0:
This completes the proof of the theorem. 2
Remark 4.1 Denote by W r2 the Sobolev space of functions f on [0; 1] for which
f (r−1) is absolutely continuous and whose rth derivative belongs to L2[0; 1]. If
a 2W r2 for some r  1, then by (7.4) in Barron and Sheu (1991) we have
jjajj2mn − 1 = O(m−2rn ): 2
The following theorems describe the behavior of the most powerful test against
a given alternative. The standardized Neyman-Pearson statistic for testing P0
against Pn is given by
Wn = (n1=20n)−1
nX
i=1
flog pn(Xi)− e0ng;
where
e0n = E0log pn(X1)and 20n = var0log pn(X1):
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We reject for large values of Wn. Further, we write
b(pn) = −10n fEPn log pn(X1)− e0ng:
We start with the behavior ofWn under the null hypothesis. It is an immediate
consequence of a Cramer-type large deviation result obtained by Book (1976) [cf.
Lemma 4.1 in Jureckova, Kallenberg and Veraverbeke (1998)], Lemma 5.4 and
Proposition 5.12 in IL96. [See also Inglot and Ledwina (1999), Theorem 3.2 (1)].
Theorem 4.4 Let fzng be a sequence satisfying zn !1 and zn = o(n1=2). Then
P0(Wn  zn) = (2z2n)−1=2expf−12z2n+O(n−1=2z3n)g: 2
Application of Proposition 6.6 and Lemma 5.4 in IL96 gives the behavior of
Wn under alternatives. [See also Inglot and Ledwina (1999), Theorem 3.1 (1)].
Theorem 4.5 For any x 2 R, we have
lim
n!1
Pn(Wn − n1=2b(pn)  x) = (x): 2
The basic result on the vanishing shortcoming of the data driven tests is
given in the following theorem. It concerns those n’s for which the asymptotic
power stays away from 0 and 1. Theorem 4.7 shows that in fact for all n’s the
shortcoming tends to 0.
Theorem 4.6 Let ftng be a sequence of real numbers satisfying
−1 < lim inf
n!1
tn  lim sup
n!1
tn <1:
Set
n = P0

TS − n1−22jjajj2mn
2n1=2−jjajjmn
 tn

:
Assume that mn ! 1; mn log
1=3 n
n1=3
! 0; mn logn
n1=2−
! 0;mnn1=2−2 ! 0; mn
n
!
0; n1=2−
(jjajj2mn − 1! 0;n  2 and mnnn1=2− ! 0. Then
lim
n!1
Rn(n; pn) = 0:
Proof Let x2n = n
−22jjajj2mn + 2tnn−1=2−jjajjmn. Since  < 1=2, it is seen
that xn = n−(1 + o(1)) as n ! 1. Hence, the conditions of Theorem 4.1 are
fullled, yielding
log n  −nx
2
n
2
+O(mn log n+mnn1−3): (4.4)
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Dene wn by
n = P0(Wn − n1=2b(pn)  wn):
Since the power of the most powerful test is at least as large as the power of the
test based on TS, it follows from the denition of n, Theorems 4.3 and 4.5 that
wn does not tend to 1. Direct calculation gives
b(pn) = n− +O(n−2):
Therefore, we may apply Theorem 4.4 with zn = 12n
1=2b(pn), yielding
P0(Wn − n1=2b(pn)  −12n1=2b(pn)) = expf−18n1−22(1 + o(1))g:
From (4.4) we infer that
log n  −12n1−22(1 + o(1))
and hence wn  −12n1=2b(pn) for suciently large n. Therefore, we may apply
Theorem 4.4 with zn = n1=2b(pn)+wn, which is of exact order n1=2−. This yields,
using wn = O(n1=2b(pn)) = O(n1=2−),
log n = −12 [n1=2b(pn) + wn]2 +O(n1−3 + log n)
= −12 [n1=2−+ wn]2 +O(n1−3 + log n):
(4.5)
By the condition
n1=2−
(jjajj2mn − 1! 0;
we have
x2n = n
−22jjajj2mn + 2tnn−1=2−jjajjmn
= n−22 + 2tnn−1=2−+ o(n−1=2−)
and therefore, (4.4) gives
log n  −12n1−22 − tnn1=2−+ O(mn log n+mnn1−3) + o(n1=2−):
Combination with (4.5) leads to
−12 [n1=2−+ wn]2
 −12n1−22 − tnn1=2−+O(mn log n+mnn1−3) + o(n1=2−)
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and hence,
0  n1=2−wn+ 12w2n− tnn1=2−+O(mn log n+mnn1−3) +o(n1=2−):(4.6)
Writing
~wn =
wn
n1=2−
;
(4.6) implies
0  ~wn + 12 ~w2n + o(1):
Since wn  −12n1=2b(pn) for suciently large n, we get lim infn!1 ~wn  −
1
2 . Us-
ing the fact that the function w + 12w
2 is negative on [−12 ; 0), it follows that
lim inf
n!1
~wn  0. On the other hand, wn is bounded from above and hence
lim sup
n!1
~wn  0. Thus we get lim
n!1
~wn = 0, or, equivalently, wn = o(n1=2−).
Returning to (4.6), we obtain
0  n1=2−wn(1 + o(1))− tnn1=2−+O(mnlog n+mnn1−3) + o(n1=2−)
and hence
0  wn(1 + o(1))− tn + o(1): (4.7)
Combination of (4.7) with Theorems 4.3 and 4.5 completes the proof. 2
Theorem 4.7 Assume that mn !1; mnlog
1=3n
n1=3
! 0; mn logn
n1=2−
! 0;mnn1=2−2 !
0;
mn
n
! 0; n1=2− (jjajj2mn − 1! 0;n  2 and mnnn1=2− ! 0. Then
lim
n!1
Rn(n; pn) = 0:
Proof The proof of this theorem is completely similar to the proof of Theorem
5.2 in Inglot et al. (1998). 2
It is seen from Theorem 4.7 that vanishing shortcoming holds in \all" direc-
tions, irrespective of the penalty, starting from the one corresponding to Akaike’s
criterion (n = 2), up to even much larger penalties than the one in Schwarz’s
criterion (n = log n), provided that we take a reasonable value of mn. (For
2  n  log n and for e.g.  = 1=3 we may take mn = n& with 0 < & < 1=6,
provided that n1=2−
(jjajj2mn − 1! 0; thus we obtain vanishing shortcoming in
an innite number of orthogonal directions.)
Further, note that for 2  n  log n the choice of the penalty gives no
extra restriction on the class of alternatives, for which vanishing shortcoming is
obtained.
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