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We study transport through electrostatic barriers in twisted bilayer graphene and show that for
certain configurations, electrons from the K (K′) valley are transmitted only to the top (bottom)
layer, leading to valley-layer locked bulk currents. We show that such a valley splitter is obtained
when the potential varies slowly on the moire´ scale and the Fermi energy in the barrier exceeds the
kinematic barrier between Dirac electrons from the top and bottom layer. Furthermore, we show
that for a given valley the current is transversely deflected, as time-reversal symmetry is broken in
each valley separately, resulting in valley-selective transverse focusing at zero magnetic field.
Introduction — Twisted bilayer graphene (TBG) hosts
a rich phenomenology ranging from its single-particle
properties [1–23] to the recent discoveries of correlated
insulating phases [24, 25], superconductivity [26, 27], ne-
maticity [28, 29], and ferromagnetism [30]. In TBG, two
graphene layers are stacked at an angle that differs from
Bernal (AB) or hexagonal (AA) stacking, giving rise to a
triangular moire´ pattern of alternating stacking regions.
For small twist angles, the moire´ pattern varies slowly
relative to the interatomic scale and the low-energy elec-
tronic properties are significantly modified [1, 4]. Its hall-
marks are the narrowing of the bands near charge neu-
trality with decreasing twist angles and the concomitant
reduction of the Fermi velocity [10, 31], vanishing at the
so-called magic angle, and emergence of low-energy Van
Hove singularities (VHSs) [3, 11, 13, 14].
In this paper, we argue that TBG for small twist an-
gles above the magic angle is also an ideal platform for
valleytronics [32] where the two twisted layers provide
a natural setting to separate valleys. Contrary to val-
leytronics proposals in monolayer graphene which rely on
specific edge termination or defects [33–35], we show that
properly oriented electrostatic barriers in bulk TBG lead
to valley-layer locked currents when the Fermi energy in
the barrier exceeds the kinematic barrier between Dirac
electrons localized on different layers. Consequently, one
can design a valley valve [33, 34] by putting two such
valley splitters in series. We also show that the current
is transversely deflected and in opposite directions for
the two valleys, leading to transverse valley currents as
time-reversal symmetry is effectively broken within a sin-
gle valley of TBG [36]. The magnitude of deflection can
be controlled by the slope of the potential and hence
this effect, which we call transverse valley focusing, can
be thought of as an electronic counterpart of transverse
magnetic focusing in graphene [37].
We first present the basic idea of the valley splitter
using semiclassical arguments. We then solve the scat-
tering problem with a two-band lattice model for TBG
[38–40] and discuss signatures of the valley splitter in the
two-terminal conductance. Finally, we consider a multi-
FIG. 1. (color online) (a) Lattice of TBG for θ = 3.9◦ where
blue (red) dots are atoms of the top (bottom) layer. The
honeycomb lattice dual to the moire´ pattern is superimposed
(gray dots). (b) Reciprocal space: large (small) hexagons
correspond to the rotated graphene (moire´) Brillouin zones
and blue (red) dots to Dirac points of the top (bottom) layer.
terminal setup to demonstrate the transverse deflection
of the valley-layer locked current.
Twisted bilayer graphene — Twisted bilayer graphene
can be obtained by rotating the top (bottom) layer of
two layers of graphene in perfect registry, over an angle
θ/2 (−θ/2), about a common hexagon center, where θ
is the twist angle [1]. This results in a moire´ pattern of
alternating stacking regions with moire´ lattice constant
Lm = a/[2 sin(θ/2)] where a ≈ 2.46 A˚ is the graphene
lattice constant, as shown in Fig. 1(a). For small θ, i.e.
Lm  a, the low-energy physics becomes independent
of twist center or commensuration due to approximate
symmetries of the moire´ pattern that are effectively ex-
act above µeV energy scales [4, 36, 40, 41]. Hence, it is
sufficient to consider the emergent moire´ lattice in the
limit of small twist angles, which we do in this work.
In Fig. 1(a), the primitive moire´ vectors are given
by L1,2 = Lm
(√
3/2,±1/2) and the corresponding
reciprocal basis G1,2 is defined by Gi ·Lj = 2piδij . Since
the moire´ pattern varies slowly (∼ a/θ) relative to a
for small twists, interlayer scattering between valleys is
suppressed. Above the first magic angle, the low-energy
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2physics is then well described by the continuum model
for TBG that treats the valleys, which are related to
each other by time-reversal symmetry, independently
[1, 4, 15, 36]. In momentum space, shown in Fig. 1(b),
the Dirac points of the rotated layers are given by
K
(′)
l = R±θ/2K
(′) for layer l = t, b, where Rθ is the
standard rotation matrix, K(′) = τ |K|ex are the unro-
tated Dirac points with |K| = 4pi/(3a), and τ = ± for
the K and K ′ valley, respectively. We choose the moire´
Brillouin zone (MBZ) such that K
(′)
l sit at the corners,
and refer to these low-energy regions as minivalleys
K¯/K¯ ′ = Kt/Kb or K ′b/K
′
t for the other valley, where
the bar indicates points in the MBZ, and which are
separated in momentum space by kθ = 2|K| sin(θ/2). In
Fig. 2, we show the low-energy bands calculated with
the continuum model for θ = 2◦ (details in Supplemental
Material (SM) [42]).
Valley splitter and transverse valley focusing — Con-
sider scattering in TBG at an n-n′-n barrier, as illus-
trated in the top panel of Fig. 3. Here, the Fermi energy
is close to charge neutrality in the outer regions, while
inside the barrier it is above EM¯ , the energy of the lowest
conduction band at the M¯ point, i.e. the midway point
between Dirac points of the top and bottom layer. Here,
we consider a potential U(y) in the zigzag direction of the
honeycomb lattice dual to the moire´ lattice, given by the
y-direction in Fig. 1(a), such that inter-minivalley scat-
tering is allowed. Now suppose there is a small bias volt-
age, such that electrons incident on the barrier come from
the left. When the potential varies slowly on the scale
of λF ∝ E−1F , scattering can be treated semiclassically
as adiabatic transport of modes in momentum space. In
this case, we expect that incident modes from Kb are
always reflected back to Kt as they pass through a lo-
cal extremum, i.e. a classical turning point. Moreover,
because the minivalleys correspond to the layers at low
energies, the transmitted current runs mostly in a single
layer. Up to this point, we only considered the K valley,
which is allowed since the valleys are decoupled for small
twist angles and we assume the potential varies slowly
on the interatomic scale. Since the valleys are related by
time reversal (Fig. 1(b)), the total transmitted current
consists of a K-polarized current in the top layer and a
K ′-polarized current in the bottom layer. The valley po-
larization of the layers can be reversed by reversing the
bias voltage. Furthermore, we find that incident modes
at Kb that are reflected to Kt are transversely deflected,
by inspection of the transverse velocity, shown in Fig.
2(b), and the classical trajectories in Fig. 4(a). It can
be understood as a consequence of broken time-reversal
symmetry in a single valley of TBG, leading to transverse
valley currents and valley-dependent deflection.
The range of twist angles for which the valley splitter
works is determined by the required carrier density nM¯ ≈
0 0.5
FIG. 2. (color online) Band structure for θ = 2◦. (a) Low-
energy bands and layer polarization PL (see Eq. (1)) along
the path shown in (b) as the green dashed line for the K (top
panel) and K′ (bottom panel) valley. The VHSs are indicated
by horizontal dashed lines at ±EVHS ≈ ±46 meV. (b) Lowest
conduction band for K, where the thick contour corresponds
to EVHS, the inner white hexagon to the MBZ, and the group
velocity v = ~−1∇kEk near M¯ is shown as the yellow arrows.
k2θ/(2pi) and whether states near the Dirac points are
sufficiently localized in their respective layer. The former
condition gives the upper limit where θ ≈ 3◦√nM¯ for
nM¯ in units 10
13 cm−2. For the latter, we calculate the
layer polarization of the Bloch states with the continuum
model. The Bloch states can be written as Ψmk(r) =
(1/
√
V )
∑
G (ψt,mk−G, ψb,mk−G)
t
ei(k−G)·r, where m is
a band index, k is the crystal momentum constrained
to the first MBZ, V is the sample area, G = n1G1 +
n2G2 (n1,2 ∈ Z) is a reciprocal lattice vector of the moire´
lattice, and ψl are two-component spinors containing the
amplitudes on the A/B sublattices of layer l = t, b. The
layer polarization is then given by
PL,m(k) =
∑
G
|ψt,mk−G|2 − |ψb,mk−G|2, (1)
and is shown in Fig. 2(a) for θ = 2◦. At the Dirac points,
PL(K¯/K¯
′) = ±0.32 for the K valley, so that (1±PL)/2 =
66% of the density remains localized in its layer, which
increases up to 82% for θ = 3◦. Hence, the valley splitter
regime lies roughly in the range 2◦ < θ < 10◦, where the
lower (upper) limit is determined by PL (nM¯ ). Devices
with twist angles in this range have already been realized
in several experiments [3, 11, 17–19].
Model — To study electronic transport, we use an ef-
fective two-band lattice model for TBG [38, 39], defined
on a honeycomb lattice with sublattices A¯/B¯ correspond-
ing to AB/BA stacking regions (Fig. 1(a)). This model
describes the two (spin degenerate) bands near charge
neutrality, for each valley independently, that are sep-
arated from the other bands by a minigap, as shown in
Fig. 2(a). We then consider transport in the zigzag direc-
tion of the effective honeycomb lattice and take periodic
boundary conditions in the armchair direction. We ob-
tain a one-dimensional (1D) chain for each transverse mo-
3FIG. 3. (color online) (top) Schematic of scattering process
in the zigzag direction of the dual honeycomb lattice for given
k‖, where k⊥ is the longitudinal momentum. (middle) Nor-
malized conductance for states at the K valley as a function
of the Fermi energy in the barrier EF − U0 for fast (d < 1)
and slowly (d > 1) varying potentials on the moire´ scale. Os-
cillations are suppressed by taking a Gaussian average with
σ = pi~vθ/(2L) (raw data in SM [42]) and the vertical dashed
lines correspond to EM¯ . (bottom) Minivalley polarization of
transmitted modes.
mentum k‖, Hˆ =
∑
τ,k‖
hˆτ (k‖), where τ = ± for K/K ′
and
hˆ+(k‖) =
∑
n
∑
σ=A¯,B¯
Uncˆ
†
nσ cˆnσ
+ t1
(
eiσk‖/2cˆ†nσ cˆnσ¯ + cˆ
†
n−1σ cˆnσ¯ + cˆ
†
n+1σ cˆnσ¯
)
+ longer-range hopping terms,
(2)
with hˆ−(k‖) = hˆ+(−k‖)∗ by time-reversal symmetry.
Here, cˆ†nσ (cˆnσ) creates (destroys) a particle on sub-
lattice σ of the nth cell of the chain, Un is the on-
site energy, σ = ± for A¯/B¯, and σ¯ = B¯, A¯ for
σ = A¯, B¯, respectively. The nearest-neighbor (nn)
hopping amplitude t1 is chosen real and positive: for
θ = 2◦, we find t1 ≈ 33 meV using the method of
Ref. 39. Here, we only show the nn hopping term ex-
plicitly (see SM [42]). The potential barrier is modeled
as Un = (U0/2) (f [(n− nl)/d]− f [(n− nr)/d]), where
f(y) = tanh(y), d determines the variation of the po-
tential in units Lm/2, and the length of the barrier is
given by L = (Lm/2) (nr − nl). Henceforth, we focus on
θ = 2◦, for which Lm ≈ 7.05 nm, and the K valley.
Results and discussion — The 1D scattering problem
was solved with Kwant [43] and the resulting zero-bias
differential conductance is shown in the middle panel
of Fig. 3 as a function of the Fermi energy in the bar-
rier EF − U0. When the barrier varies slowly on the
moire´ scale (d > 1) and EF − U0 > EM¯ , the conduc-
tance reaches a plateau of G0/2, where G0 is the bal-
listic conductance per valley. This case corresponds to
the schematic in the top panel of Fig. 3: the barrier is
transparent for one minivalley and opaque for the other,
which is corroborated by the minivalley polarization
Pmv =
∑
k‖
(Tt − Tb)∑
k‖
(Tt + Tb)
, Tl =
∑
l′=t,b
Tl←l′ , (3)
where Tl←l′ is the transmission function for scattering
from minivalley l′ to l, and which is shown in the bottom
panel of Fig. 3. The beating pattern in the conductance
is due to a mismatch of oscillations for modes at ±k‖ due
to time-reversal symmetry breaking within a single val-
ley, which displaces the VHS away from M¯ , and hence
observation of such beatings is a signature of a type-II
VHS in TBG [44–46]. In general, interference oscillations
are more prominent in the bipolar regime (EF −U0 < 0)
due to reflections at n-p junctions on both sides of the
potential barrier [47, 48]. For the same reason, the mini-
valley filter does not work perfectly for EF −U0 < −EM¯
and its efficiency decreases for the slow-varying potential
barrier (d = 7, blue line). This can be understood as
follows. When the barrier is also smooth on the scale of
λF ≈ 3.6Lm, transmission through the n-p junctions is
suppressed away from normal incidence [49]. Hence, the
filter in the bipolar regime works better for barriers with
intermediate smoothness (d ≈ 1, red line).
Since a smooth barrier in the filter regime only trans-
mits electrons from one minivalley for a given valley, one
can try to design a valley valve [33, 34] by placing two
such barriers in series. When the barriers are gated sim-
ilarly, one minivalley can go through. For opposite po-
larities, however, electrons that pass the first barrier are
reflected and change minivalley in the second barrier, at
which point they can pass the first barrier from the other
side. More detailed discussions of the minivalley filter
and valley valve are given in the SM [42].
Finally, to demonstrate the transverse deflection of the
reflected current, we consider a multi-terminal setup of
length L = 1 µm and width W = 3 µm, as shown in the
center inset of Fig. 4(c), for a smooth potential step mod-
eled by a linear carrier density profile. The corresponding
on-site energy profile follows from the energy-density re-
lation shown in the upper-right inset of Fig. 4(c). For
4FIG. 4. (color online) (a) Classical trajectories for Kb modes
injected at r = (0, 0) with n(y) = nL + (nR − nL) y/y0
for 0 < y < y0 and constant otherwise, with nL(nR) =
0.1(6.69) × 1012 cm−2 and y0 = 0.9 µm. Arrows indicate di-
rection of motion. (b) Transmission T4←1 for multi-terminal
setup shown in (c) where the side panel zooms in near charge
neutrality and also shows T2←1. (c) Transmission functions
as a function of nR for nL = 10
11 cm−2 as indicated by the
dashed line in (b). Upper-right inset shows the relation be-
tween energy and density. (d)–(e) Magnitude of the current
density with nR given by the dashed lines marked by d and
e in (c), respectively. (f) Same as (e) except for a smaller
injector lead (Wi = 0.3 µm) and with (a) superimposed.
clarity, all transmission functions are normalized by the
number of incoming modes in lead 1. In Fig. 4(b), the
transmission function T4←1 is shown as a function of the
density nR and nL on the right and left side of the po-
tential step, respectively. The upper part of the side
panel of Fig. 4(b) zooms in near charge neutrality, and
the lower part shows T2←1 for comparison. When nL is
near charge neutrality and nR corresponds to E > EM¯ ,
we have T4←1 = T2←1 = 1/2 as before, which is better
seen in Fig. 4(c) where we show the transmission (T ) for
nL = 10
11 cm−2, corresponding to the dashed lines in the
insets of Fig. 4(b). The plateau of 1/2 for nR > 5× 1012
cm−2 is imperfect, as few modes escape through other
leads. Nevertheless, almost all reflected modes end up
in lead 2, whereas T6←1 is negligible. The transverse de-
flection is best visualized by the current density; see, for
example, Refs. 50 and 51 for technical details. The mag-
nitude of the current density is shown in Fig. 4(d) for
nL = −nR = 1011 cm−2 and shows a Klein-collimated
electron beam [51], similar as in graphene n-p junctions,
due to the smooth junction [49]. The current density
in the valley splitter regime is shown in Figs. 4(e) and
(f), where in (f) the width of the injector lead is slightly
reduced and the classical trajectories of the reflected cur-
rent are superimposed. More exemplary current density
images are given in the SM [42]. The magnitude of the
deflection can be tuned by changing the slope of the po-
tential which controls the classical turning point. Impor-
tantly, the deflection is in the opposite direction for the
other valley (lead 2 ↔ lead 6) as the valleys are related
by time reversal.
Disorder on the moire´ scale can induce scattering be-
tween minivalleys Kt and Kb (or K
′
b and K
′
t) as they are
separated by kθ ∝ L−1m . However, since the minivalleys
are localized on different layers, such disorder has to cou-
ple the layers. The valley splitter is also robust against an
interlayer bias as long as the bias is smaller than the VHS
energy, since it only depends on the change in topology
of the Fermi surface in the barrier, such that two disjoint
Fermi circles connect. Lastly, we want to address the
orientation of the barrier. So far, we assumed that the
barrier is oriented along the zigzag direction of the dual
honeycomb lattice. In principle this could be achieved by
visualizing the moire´ pattern with scanning tunneling mi-
croscopy [3] and rotating the sample accordingly. If the
orientation differs by an angle χ relative to the zigzag
direction, there is always a finite part of electrons at the
Fermi surface demonstrating the same physics provided
that tanχ < 2kF /kθ =
√
2pin/kθ.
Conclusion — We have shown how electrostatic poten-
tials in TBG give rise to valley-layer locked currents and
how these can be used to design a valley valve. Such cur-
rents are characterized by a conductance plateau in each
layer given by one fourth of the total ballistic conduc-
tance, which could be measured by contacting a single
layer. Furthermore, we demonstrated the valley-selective
transverse focusing of the current. This could be ob-
served by injecting electrons from a narrow contact and
measuring the response at nearby contacts. We believe
this work opens up new means of manipulating the valley
degree of freedom in graphene systems.
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S1
Supplemental Material – Valley splitter and transverse valley focusing in twisted
bilayer graphene
S1. CONTINUUM MODEL FOR TWISTED BILAYER GRAPHENE
In the limit of small twist angles, the low-energy physics of twisted bilayer graphene (TBG) becomes independent
of the geometric details of the lattice, and is well described by the continuum model of TBG. In this model, the two
valleys are treated separately as intervalley processes are suppressed due to the slow variation of the moire´ pattern
on the atomic scale. Furthermore, only the dominant terms in the interlayer tunneling term are retained. Following
Refs. 4, 15, and 36, the continuum model for TBG for a single valley can be written in real space as
Hˆ =
(
Hˆt T
T † Hˆb
)
, (1)
where Hˆl (l = t, b) is the Dirac Hamiltonian corresponding to the top and bottom layer, respectively, and T is the
interlayer moire´ coupling:
Hˆl = −~vF [−i∇−Kl] · σ±θ/2, T (r) = T0 + T1eiG1·r + T2eiG2·r, (2)
where Kl = R±θ/2K and σθ = eiσzθ/2σe−iσzθ/2 with σ = (σx, σy) the Pauli matrices. Here, we also have G1,2 =√
3kθ
(±1/2,√3/2) (note that G2 is defined with an opposite sign in the main text) for K = Kex, which is a
reciprocal basis of the moire´ pattern and kθ = |Kt −Kb| = 2K sin(θ/2) = 4pi/(3Lm) with K = 4pi/(3a). In general,
the interlayer coupling matrices Tn (n = 0, 1, 2) are given by
Tn =
(
uAA uABw
n
w−nuAB uAA
)
, (3)
with uAA and uAB real parameters and w = e
i2pi/3. The phase factor w arises since the AB/BA regions are located
away from the AA region by ± (L1 +L2) /3, respectively, and uAA < uAB accounts for the corrugation of the twisted
bilayer [9, 20]. The form of the Tn also follows from symmetries. Assuming T0 is real [9], one finds that C2x symmetry,
which flips the layers but leaves the valleys invariant, together with C2zT symmetry (with the T the spinless time-
reversal operator) which also leaves the valleys invariant, require T0 = uAAσ0 +uABσ1. The other two are determined
by C3z symmetry, which gives T1,2 = exp (±iσz2pi/3)T0 exp (∓iσz2pi/3).
The Hamiltonian is then diagonalized by plane-wave expansion. To this end, we consider a general Bloch wave,
|Ψk〉 =
∑
G
(
ψt,k−G
ψb,k−G
)
|k −G〉, (4)
where G = n1G1 + n2G2 with n1,2 integers and ψl are 2-spinors containing amplitudes of Al and Bl sublattices. In
momentum space representation, the Hamiltonian can then be written as
Hˆ =
∑
k
∑
G
∑
l=t,b
cˆ†l,k−GHl(k −G)cˆl,k−G +
∑
G,G′
[
cˆ†t,k−G
(
2∑
n=0
Tn δG′,G+Gn
)
cˆb,k−G′ + h.c.
] , (5)
where cˆ†l,k−G (cˆl,k−G) are two-component fermion operators that create (destroy) a Dirac particle in a single valley in
layer l with momentum k−G−Kl, Hl(q) = e−iq·rHˆleiq·r, and G0 = 0. Here, k is constrained to the moire´ Brillouin
zone (MBZ) and defined with respect to the Γ¯ point. Diagonalization of the Bloch Hamiltonian requires solving an
infinite system of equations. In practice, to achieve convergence of the low-energy bands in the first MBZ, we only
include G for which |Kl +G| < 6kθ. In this way, we obtain the energy bands Emk, shown in Fig. 2 of the main text
and Fig. S3 (b) and the corresponding Bloch states |Ψmk〉 with m the band index, where we used the parameters of
Ref. 39: a = 0.246 nm, ~vF = 525.3 meV nm, uAA = 79.7 meV, and uAB = 97.5 meV.
In Fig. S1, we show the reciprocal space of the moire´ lattice of TBG in the extended zone scheme where the
equivalent Dirac points of the top (bottom) layer are indicated by blue (red) dots. The form of the interlayer
coupling in (2) corresponds to scattering between Dirac cones of different layers in momentum space with the smallest
momentum transfer. Higher-order Fourier components (higher moire´ harmonics) lead to longer-range “hopping” terms
in momentum space but are exponentially suppressed [36].
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FIG. S1. (color online) Reciprocal space of the moire´ lattice in the extended zone scheme. Blue (red) dots correspond to
(equivalent) Dirac points of the top (bottom) layer of the same valley. In the continuum model for TBG only scattering
between nearest-neighbor Dirac cones of different layers is considered. The dashed square is the region shown in Fig. 2 (b) in
the main text.
S2. TWO-BAND LATTICE MODEL
In this section, we follow Ref. 39 and construct a Wannier basis from the two low-energy bands for a single valley
and spin. We use a slightly different ansatz based on their results:
∣∣R, A¯〉 = 1√
N
∑
k
e−ik·R
1√
2
(|Ψ1k〉+ |Ψ2k〉) , (6)
∣∣R, B¯〉 = 1√
N
∑
k
e−ik·R
1√
2
eiφ1k (|Ψ1k〉 − |Ψ2k〉) , (7)
where R = n1L1 +n2L2 (n1,2 ∈ Z) is a moire´ lattice vector, N is the number of moire´ cells, k runs over all momenta
in the first MBZ, and |Ψmk〉 are the Bloch states (4) obtained from the continuum model. Unlike Ref. 39, we take
a gauge where the Bt component of |Ψmk〉 is real at the center of the BA region of the moire´ lattice (Fig. 1 (a) in
the main text), and the phase φmk is chosen so that the Bb component of e
iφmk |Ψmk〉 is real at the center of the
AB region. This is still consistent with the symmetry analysis of Refs. 38 and 39. In this way, Bloch functions in
|R, 1〉 interfere constructively at the BA region, and we expect it to be localized around R+ rBA. Similarly, |R, 2〉 is
expected to be localized around R+ rAB. We do not further optimize these Wannier states, so our Wannier basis is
not maximally localized. However, we find that it yields well-localized Wannier functions away from the magic-angle,
as shown in Fig. S2 (a), which is sufficient for the regime of twist angles that we are interested in.
The hopping amplitudes between the Wannier orbitals are then obtained as follows:
tσσ′(R,R
′) = 〈R, σ|Hˆ|R′, σ′〉 = 1
N
∑
k,m
eik·(R−R
′)Uσ′m(k)U
∗
mσ(k)Emk, (8)
where σ, σ′ = A¯, B¯, and we used 〈Ψmk|Hˆ|Ψm′k′〉 = Emkδmm′δkk′ , and
U(k) =
1√
2
(
1 1
eiφ1k −eiφ1k
)
. (9)
In the Wannier basis, the effective Hamiltonian for the two low-energy bands, can then be written as
Hˆ =
∑
nn′
∑
σσ′
tσσ
′
nn′ cˆ
†
nσ cˆn′σ′ , (10)
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FIG. S2. (color online) (a) Density |〈r|R, A¯〉|2 of the Wannier orbital centered at an A¯ = AB sublattic site of the effective
honeycomb lattice for θ = 2◦. Consistent with previous studies, the electrons are localized in the AA regions and the Wannier
orbital resembles a fidget spinner [3, 8, 40]. (b) Hopping amplitudes tσB¯(R,R0) for θ = 2
◦ from sublattice B¯ at site R0 (red
dot) to σ = A¯ (blue) and σ = B¯ (red) at sites R. The radius of the circles correspond to the modulus and the line indicates
its phase, where we choose t1 real and positive.
where n,m run over the sites of the dual honeycomb lattice with sublattices A¯ = AB and B¯ = BA, as shown in Fig.
1 (a) in the main text, on which the Wannier orbitals are centered. We also defined fermion operators cˆnσ (cˆ
†
nσ) which
destroy (create) particles in the Wannier state |Rn, σ〉 and hopping matrices tσσ′nn′ = tσσ′(Rn,Rn′). The hopping
amplitudes are illustrated in Fig. S2 (b) for θ = 2◦. Note that (10) lacks time-reversal symmetry within a single valley
because the hopping amplitudes are complex in general. The hopping amplitudes for the other valley are obtained
through complex conjugation, restoring time-reversal symmetry when both valleys are accounted for.
Bulk spectrum
The bulk spectrum of the lattice model (10), taking into account only the largest hoppings: t1, t
′
2, t4, t5, and t6, as
defined in Fig. S2 (b), is given by
E±(k) = t′2g(k)± |t1f1(k) + t4f4(k) + t5f5(k) + t6f6(k)| , (11)
where
g(k) = 2(sin [k · (2L2 −L1)] + sin [k · (2L1 −L2)]− sin [k · (L1 +L2)]),
f1(k) = 1 + e
ik·L1 + eik·L2 , (12)
f4(k) = e
ik·(L1+L2) + 2 cos [k · (L1 −L2)] , (13)
f5(k) = e
2ik·L1 + e2ik·L2 + e−ik·L1 + e−ik·L2 + eik·(2L1−L2) + eik·(2L2−L1), (14)
f6(k) = e
−ik·(L1+L2) + eik·(3L1−L2) + eik·(3L2−L1), (15)
with L1,2 = Lm(
√
3/2,±1/2). The energy bands of the two-band lattice model for θ = 2◦ is shown in Figs. S3 (a)
and (c) where we compare it with the energy bands calculated with the continuum model.
The origin of the transverse deflection of the reflected current can be traced back to the imaginary intrasublattice
hopping t2 ≈ it′2 [38, 39]. In k space, this term becomes ∝ τg(k)σ0 where τ = ± corresponds to the valley and g(k)
is an odd function with g(k)|M¯ = −4
√
3kxLm + O(k3L3m). This pushes the VHS from M¯ along the Γ¯M¯ line [23].
Hence, the transverse velocity near M¯ is asymmetric, giving rise to transverse valley currents.
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θ = 2◦
Lm 7.05 nm
t1 33.24 meV
t′2/t1 0.069
t4/t1 −0.089 + 0.209i
t5/t1 +0.104 + 0.062i
t6/t1 +0.017 + 0.022i
TABLE S1. Five largest hopping parameters of the lattice model (8) and moire´ lattice constant Lm for twist angle θ = 2
◦.
The hoppings are defined in Fig. S2 (b) with t2 ≈ it′2.
S3. TRANSPORT CALCULATIONS
A. Two-terminal conductance
1. One-dimensional chain
To solve the scattering problem in the bulk (i.e. without edges), we Fourier transform (10) along the transverse
direction. In the case that the transverse direction is given by the armchair direction of the dual honeycomb lattice
(x-direction in Fig. 1 (a) in the main text), we have
cˆnσ =
1√
Nx
∑
k
eikLxnx cˆk;nyσ, (16)
where n = (nx, ny) and Lx =
√
3Lm is the lattice constant of an armchair ribbon. This results in an effective one-
dimensional model with two orbitals per site and hopping matrices tnyn′y (k) (tnyn′y (−k)∗ for the other valley) with k
the transverse momentum. The hopping matrices are
tintracell =
(
2t′2 sin k t1e
i k2 + t∗4e
−i k2 + t∗6e
i 3k2
t1e
−i k2 + t4ei
k
2 + t6e
−i 3k2 2t′2 sin k
)
, t1n.c. =
(
0 t1 + t
∗
5e
ik
t1 + t5e
−ik 0
)
, (17)
t2n.c. =
(
0 t∗4e
i k2 + t∗5e
−i k2
t4e
−i k2 + t5ei
k
2 0
)
, t3n.c. =
(
−2t′2 sin k2 t∗5
t5 −2t′2 sin k2
)
, t4n.c. =
(
0 t∗6e
−i k2
t6e
i k2 0
)
, (18)
where for example 2n.c. stands for second nearest cell.
The 1D scattering problem was solved with the Kwant package [43] as discussed in the main text. We calculate
the minivalley polarization
Pmv =
∑
k‖
(Tt − Tb)∑
k‖
(Tt + Tb)
, Tl =
∑
l′=t,b
Tl←l′ , (19)
where Tl←l′ is the transmission function for scattering from minivalley l′ to l, and which is shown in the bottom panel
of Fig. 3 in the main text, by finding the longitudinal momentum of the incoming and transmitted modes. When
the longitudinal momentum is positive (negative), the mode corresponds to Kt (Kb). Raw data for the two-terminal
conductance shown in the middle panel of Fig. 3 in the main text is shown in the top panel of Fig. S4.
2. Minivalley filter
In the main text, we mostly concentrated on the minivalley-filter (i.e. valley splitter) regime, as illustrated in the
top panel of Fig. 3 of the main text, which is realized for a slowly-varying potential (on the moire´ scale) and when the
height (depth) of the barrier exceeds the energy at the M¯ point, EF − U0 > EM¯ . In this regime electrons from one
minivalley are freely propagating above the barrier (potential well) and electrons from another minivalley are fully
reflected via the semiclassical mechanism explained in the main text. Hence, the blue line in the right part of the
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FIG. S3. (color online) Band structure of TBG for θ = 2◦. (a) Lowest energy bands calculated with the continuum model
(thick lines) and the two-band lattice model (thin lines) for the K valley (solid) and K′ valley (dashed) along the path shown in
(b) as the green dashed line. The parameters for the continuum model are taken from Ref. 39: a = 0.246 nm, ~vF = 525.3 meV
nm, uAA = 79.7 meV, and uAB = 97.5 meV. The hopping amplitudes of the lattice model are given in Table S1 and defined in
Fig. S2 (b). (b) Lowest conduction band for the K valley calculated with the continuum model. (c) Same as (b) but calculated
with the two-band lattice model. The inner white hexagon is the MBZ and the thick contour line corresponds to the energy of
the Van Hove singularity. The red (blue) dots correspond to the Dirac points of the bottom (top) layer.
top panel of Fig. S4 shows almost perfect conductance G0/2 with very small interference oscillations. In this case all
transverse modes (different k‖) from one minivallley are reflected. However, in the energy range approximately given
by EM¯ −∆E < EF − U0 < EM¯ + ∆E with ∆E =
(
∂E/∂k‖
)
M¯
EF /vθ, where vθ is the renormalized Fermi velocity,
the number of transverse modes that are reflected via the semiclassical mechanism, gradually diminishes and the
conductance increases almost linearly from G0/2 to G0. When U0 increases further for EF −U0 > 0, the conductance
is close to G0 with small oscillations, until the barrier height becomes comparable to EF .
In the bipolar regime (EF −U0 < 0) one might naively expect also a minivalley filtering effect for EF −U0 < −EM¯
(with reversed sign) since electrons in the barrier which were perfectly reflected via the semiclassical mechanism are
now fully transmitted and vice versa. However, in order to get inside the barrier electrons need to pass through the
n-p-junction at the left side of the barrier (and then leave the barrier through the p-n junction at the right side).
Due to Klein tunneling the n-p junction is mostly transparent when EF is sufficiently small [49] and we still observe
a conductance that is reasonably close to G0/2 for smooth barriers (blue and red lines) as well as a high minivalley
polarization of the current. Interestingly, both the conductance plateau and minivalley polarization in the bipolar
region holds better not for the smoothest potential (d = 7, blue) but for the intermediate one (d = 1, red). To
understand this, we need to consider another length scale present in our system. In order for electrons to have a
well-defined minivalley that corresponds well to the layers (left panel of Fig. 2 of the main text), we need to consider
incoming/outgoing electrons with EF close to the Dirac point. The validity of the semiclassical mechanism requires
the potential to be smooth at the scale given by the VHS energy λVHS ∼ ~vθ/EVHS ∼ Lm. However, the electrons
at the n-p-junction have much larger wavelength λF ∼ ~vθ/EF . If the length scale of the barrier potential is large
compared to λF , tunneling through the junction is suppressed [49]. Hence the reduced conductance and minivalley
polarization for d = 7 (blue lines). On the other hand, if the potential scale is small compared to λF (still large
compared to λVHS), the barrier at the n-p junction becomes effectively sharp. The total transmission probability for
a sharp junction is independent of EF and turns out to be close to unity. This is because the transmission probability
reaches a maximum (unity) at normal incidence due to Klein tunneling and for sharp junctions the width of this
maximum effectively spans the entire range of transverse modes. Scattering at an n-p junction in TBG (above the
magic angle) for EF close to the Dirac point is described by the Hamiltonian
H = σxpx + σypy + U(x), HΨ = εΨ, (20)
which describes a generic crossing of two bands in the presence of the potential U(x). Here, we take |U(x)|  |ε|
for x < 0 and U(x) > 0 with U(x)  |ε| for x > 0. For concreteness, we take ε > 0 from now on. In this case, the
right-moving scattering state for x > 0 can be approximately written as
Ψ> =
(
1
1
)
exp
[
−i
∫ x
0
dx′ U(x′)
]
, (21)
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FIG. S4. (color online) (top) Normalized conductance for a single barrier for the K valley as a function of the Fermi energy
in the barrier EF − U0. The dashed vertical lines correspond to EF − U0 = EM¯ . This is the same plot as the middle panel of
Fig. 3 in the main text without taking a Gaussian average to smooth out oscillations. (bottom) Normalized conductance for
a double barrier, as shown in the inset, for the K valley for a double barrier as a function of the Fermi energy in the second
barrier EF − U0, where the Fermi energy in the first barrier is constant and given by E′F ≈ 59.8 meV. The inset show the
potential profile for d = 0.1, 1, 7 which determines the variation of the potential on the moire´ scale.
while at x < 0, the wave function is given by
Ψ< = u+e
i(pxx+pyy) + u−ei(−pxx+pyy), (22)
where we take px > 0 and the spinors u+, u− may be chosen as
u+ = a
(
ε
px + ipy
)
, u− = b
(
ε
−px + ipy
)
. (23)
The coefficients a and b are found from matching the two solutions at x = 0:
a =
px − ipy + ε
2pxε
, b =
px + ipy − ε
2pxε
. (24)
Current conservation is assured as
Ψ†<σxΨ< = u+σxu+ + u−σxu− = 2pxε
(|a|2 − |b|2) = 2 = Ψ†>σxΨ>. (25)
We thus find the reflection probability
R =
|b|2
|a|2 =
ε− px
ε+ px
, (26)
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where both ε > 0 and px > 0. For ε < 0, the sign of px is also reversed as electrons in the valence band propagate in
a direction opposite to their momentum and hence the results holds in general. The normalized conductance is then
given by
G
G0
=
1
2EF
∫ EF
−EF
dpy (1−R) = 4− pi ≈ 0.858, (27)
which is valid for a single n-p junctions. For two n-p junctions on either side of the barrier, we find
G2
G0
=
1
2EF
∫ EF
−EF
dpy
1−R
1 +R
=
pi
4
≈ 0.785, (28)
where we neglected interference effects.
We believe that this is the reason for the red curve (d = 1) for EF − U0 < −EM¯ showing better filtering than the
blue curve (d = 7) in the bipolar regime. On the other hand, if in the unipolar filtering regime (EF − U0 > EM¯ ) the
potential barrier is not sufficiently smooth with respect to λF , electrons can be reflected at the “sharp” edge of the
barrier. That is why the minivalley filter for d = 1 is similarly imperfect for both the bipolar EF − U0 < −EM¯ and
unipolar EF − U0 > EM¯ regime.
The oscillations of the conductance in the bipolar regime, as mentioned in the main text, appear due to the
interference with electrons bouncing inside the barrier [48]. The interference mechanism in the bipolar filtering regime
is illustrated in Fig. S5 (a). Here, we sketch the trajectories of an electron, which in the absence of the n-p junction
(e.g. for EF < 0) would be reflected via the semiclassical mechanism illustrated in the top panel of Fig. 3 of the main
text. As we see, the wave function is first split into transmitted and reflected parts at the left n-p junction. The
transmitted part is then reflected inside the barrier due to the semiclassical mechanism which changes the minivalley
(blue to red). This trajectory goes back to the left junction and is split again. However, the transmitted (red) wave
does not interfere with the previously reflected (blue) wave as they correspond to different minivalleys. Electrons
bouncing inside the barrier start emitting interfering waves only after a full period consisting of two reflections that
flip the minivalley and four reflections at two n-p junctions. This may be the reason why interference oscillations are
stronger in the bipolar Dirac regime (−EM¯ < EF − U0 < 0) than in the bipolar filtering regime (EF − U0 < −EM¯ )
because of the smaller length of interfering trajectories in the former.
Finally, if |EF −U0| exceeds the bandwidth of the two lowest bands, the conductance drops to zero as there are no
modes in the minigap. For the smooth potential the conductance drops to zero in almost the same way as the drop
from G0 to G0/2 at EF − U0 > EM¯ where one of the minivalleys is blocked. This is because the conductance drop
can also be viewed as the barrier becoming opaque for both minivalleys.
3. Valley valve
Since ideally the barrier only transmits electrons from one minivalley/layer for a given valley, one might try to
design a valley valve [33, 34] with two barriers in series. This setup is illustrated by the inset of the bottom panel
of Fig. S4. When the barriers are gated similarly, one minivalley can go through. For opposite polarities, one would
hope that all current is blocked. Indeed, electrons that pass the first barrier, and therefore belong to the minivalley
for which the second barrier is opaque, are reflected by the semiclassical mechanism in the second barrier which flips
the minivalley. The reflected electrons now belong to the correct minivalley to pass the first barrier from the other
side and hence all electrons reflected back. This process is illustrated in Fig. S5.
In reality, not all current is blocked due to the presence of n-p junctions on the left and right side of one of the
barriers. Scattering at these junctions, which are smooth on the moire´ scale, conserves the minivalley as the required
momentum transfer kθ ∝ L−1m cannot be provided. Therefore, after the electrons are reflected semiclassicaly in the
second barrier, they can reflect back at the n-p junction without changing the minivalley and pass the barrier. Such
processes spoil the valley valve but are suppressed when the barrier is still sharp on the scale of λF as we discussed
in the previous section. Hence, there is a trade-off between smooth junctions for which the minivalley filtering works
better and less smooth junctions for which there is less reflection at the n-p junctions.
Theoretically, there is no small parameter that ensures that the reflection at a sharp n-p junction (relative to λF )
is strongly suppressed. Nevertheless, we find that the valley valve works reasonably well as shown in the bottom
panel of Fig. S4. This is again because of the fact that Dirac electrons at normal incidence and effectively many other
transverse modes are passing through without reflection (Klein tunneling). In the figure, we see that when the barriers
have the same polarities, the conductance is approximately given by G0/2 for the slow-varying potential (d = 7) and
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reflection at NP junction
FIG. S5. (color online) (a) Electron trajectories for the barrier in the bipolar regime with EF − U0 < −EM¯ . (b) Trajectories
for the valley valve. Here, the first barrier is in the unipolar filter regime (EF −U0 > EM¯ ) such that it is transparent (opaque)
for right-moving (left-moving) modes at minivalley Kt and vice versa for Kb, while the second barrier is in the bipolar filter
regime (EF −U0 < −EM¯ ). The valley valve does not block all current as a small numerical fraction of electrons are reflected at
the n-p junctions without changing minivalley, which is shown as the dashed lines (for a single reflection at the n-p junction).
EF − U0 > EM¯ since only one of the minivalleys is transmitted. When the barriers have opposite polarities, the
current is suppressed for EF − U0 < −EM¯ .
B. Six-terminal setup
1. Normalized transmission
In the main text, we have considered a scattering region of L = 1 µm long and W = 3 µm wide attached to six leads
in the presence of a smooth junction (see Fig. 4 of the main text), and showed the normalized transmission functions.
The scattering region, along with all the six leads, are described by the effective lattice model for a θ = 2◦ twisted
BLG. See the insets of Fig. S6, where the original transmission functions T˜p←1 from lead 1 to lead p = 1, 2, · · · , 6 are
shown. These six transmission functions sum to the number of modes M1 of the incoming lead 1, as required by the
sum rule for an N -lead system
N∑
p=1
T˜p←q = Mq,
where Mq is the number of incoming modes in lead q. The horizontal gray line in Fig. S6 shows that the above sum
rule is fulfilled, and the number of modes M1 = 7. The normalized transmission functions shown in Fig. 4 (c) of the
main text as well as in Fig. S7 are defined by
Tp←1 =
T˜p←1∑6
p=1 T˜p←1
=
T˜p←1
M1
.
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FIG. S6. Transmission functions of the six-terminal setup considered in Fig. 4 of the main text.
2. Various widths of the injection lead
Figure S7 shows normalized transmission functions with various widths of the injection lead 1, also considering
nL = 10
11 cm−2, same as Fig. S6 as well as Fig. 4 (c) of the main text. The expected T˜2←1 ≈ T˜4←1 ≈ 0.5 are found
to be better seen with a wider injection lead. Overall, all curves shown in Fig. S7 exhibit similar behaviors and are
not sensitive to the width of the injection lead.
3. More on imaging of local current density
In the main text, we have shown a few local current density profiles to illustrate the valley-selective transverse
current deflection. Here, we consider the same twisted BLG (L = 1 µm, W = 3 µm, θ = 2◦) to show more images
subject to different density configurations (nL = 10
11 cm−2 remains fixed) and injection lead widths. Note that we
only consider the K valley here, while the K ′ valley is obtained from K by time reversal.
In Fig. S8, the first row of panels (a)–(c), second row of panels (d)–(f), and third row of panels (g)–(i) consider
Wi = 500, 400, and 300 nm, respectively. Despite the decreasing incoming number of modes (see Fig. S7), the current
flow behaves similarly upon different Wi. The first column of Fig. S8 [panels (a), (d), and (g)] considers (nL, nR) =
(1.0, 2.3)×1011 cm−2, so that the twisted BLG is in the low-energy unipolar state, showing typical single-layer graphene
nn′ behavior. The second column of Fig. S8 [panels (b), (e), and (h)] considers (nL, nR) = (1.0,−2.3) × 1011 cm−2,
so that the twisted BLG is in the low-energy bipolar state. In this case, the beam structure arises from the Klein
collimation due to the smooth np junction, also a typical behavior of single-layer graphene [49]. Finally, the third
column of Fig. S8 [panels (c), (f), and (i)] considers (nL, nR) = (1.0, 6.7) × 1011 cm−2, revealing the valley-selective
transverse current deflection, insensitive to the width of the injection lead. Note that Fig. S8(b), (c), and (i) are
shown in the main text as Fig. 4 (d), (e), and (f), respectively.
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FIG. S7. Normalized transmission functions of the six-terminal setup with various widths Wi of the injection lead. The color
order of the curves follows the same as that of Fig. S6.
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FIG. S8. Local current densities of the six-terminal setup, subject to nL = 1 × 1011 cm−2 and nR = 2.3 × 1011 cm−2 for
the left column of panels (a), (d), and (g), nR = −2.3 × 1011 cm−2 for the middle column of panels (b), (e), and (h), and
nR = 6.7 × 1011 cm−2 for the right column of panels (c), (f), and (i). The width of the injection lead is Wi = 500 nm for
(a)–(c), Wi = 400 nm for (d)–(f), and Wi = 300 nm for (g)–(i). All panels share the same color bar displayed in (a).
C. Classical trajectories
To calculate the classical trajectories shown in Fig. 4 of the main text, we numerically solve the Hamilton equations,
k˙ = −∇rU, r˙ = ∇kE(k). (29)
where we replaced the classical Hamiltonian Hclassical → E(k)+U(y), E(k) is the energy of the first conduction band,
and the potential profile U(y) is determined by the relation between the electron density n and E shown in Fig. S5 (b)
to obtain a linear density profile
n(y) =

nL y < 0
nL + (nR − nL) y/y0 0 < y < y0
nR y > y0.
(30)
