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Abstract 
The water distribution system hydraulic model for an Ontario, Canada town has been calibrated by engineers familiar with the 
system. Their calibration procedure was mainly an expert-based approach using judgment and trial-and-error and did not rely on 
optimization. The purpose of this study is to resolve the corresponding calibration problem with optimization tools and compare 
the calibration solutions in terms of quality (closeness to measured data) and calibration parameter values. The calibration 
problem is posed as a multi-objective optimization problem and solved with the PA-DDS algorithm described in [1]. The precise 
calibration objectives are roughly matched to the manual calibration objectives specified by the engineers who calibrated the 
model. Multi-objective optimization results are compared with the current solution to determine if the current solution is non-
dominated.  
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1. Introduction 
Hydraulic models are essential tools for planning, operation and maintenance of water distribution systems. 
However the use of these models is limited by the proper calibration of model parameters. A model is considered 
well calibrated if the discrepancies between model results and field data are minimized. Thus, a well calibrated 
model is essential for any useful results to be obtained. While automated calibration processes are widely available, 
the use of these processes has been limited in practice, with most practitioners preferring engineering judgment and 
a trial and error approach to model calibration [2]. In an effort to validate and quantify the benefits of automated 
calibration methods to practitioners, this paper directly compares the results of one such trial and error method to an 
optimization approach using PADDS.  
 
The municipality of a Canadian city (City X) of population ~115,000 commissioned a local consulting company 
(Company Y) to complete a calibration study of the City’s hydraulic model of their existing water distribution 
network. The goal of the calibration was to update the existing network to include newly built areas, update system 
demands and demand patterns, pump information, pipe roughness coefficients, and update controls accordingly to 
match observed field conditions. The model, depicted in Figure 1, consists of two distinct pressure zones, each with 
their own demand pattern, 3611 nodes, 4661 pipes, 19 active wells, 3 elevated storage tanks, 5 in ground storage 
reservoirs, and 3 zonal booster stations. The model was built and calibrated to supervisory control and data 
acquisition (SCADA) data and field data collected on August 26, 2010.  It was manually calibrated using InfoWater 
by Innovyze software (http://www.innovyze.com/products/infowater/). The same network calibration problem was 
posed as a multi-objective optimization problem and solved using PADDS. Calibration results of both methods are 
presented and compared.  
  
Figure 1 - City Network with pressure zones delineated 
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2. Methodology 
The manual calibration methodology, including data collection and network settings is briefly summarized from a 
calibration report prepared by Company Y. A discussion of the automated calibration approach follows, and the 
objective function and decision variables used to calibrate the hydraulic model in a multi-objective setting are 
presented. 
2.1. Manual Calibration 
Through various field studies, the network connectivity, tank geometries and pump curves were updated and 
verified. Following this, system settings including pump controls and valve settings were established to match 
operator settings for the selected calibration date of August 26, 2010.  The average of the 2009 customer metered 
data was used to establish base demands at each junction in the network. Discrepancies between customer metered 
data and SCADA data were attributed to leakage within the network and were accounted for by increasing demand 
evenly throughout the network. SCADA data was used again in order to generate two distinct diurnal demand 
patterns for the two pressure zones in the city. All of this data was considered accurate as it was based on good 
quality data that was easily verified in the field. The Infowater ‘Calibrator’ tool was then utilized to adjust C-factor 
settings (pipe roughness values) in an effort match model data to SCADA data. However, the ‘Calibrator’ tool failed 
to find a solution for this network. As such, C-factor tests were conducted throughout the network and the data 
collected was used in a manual calibration of the system. 
 
Following the failure of the Infowater ‘Calibrator’ tool to find a solution, a field study was conducted to 
manually improve the accuracy of the C-factor attributes within the system and to collect real time pressure data for 
model verification and calibration. 14 pressure data loggers were installed in various fire hydrants throughout the 
network. The pressure data collected was used for model calibration. Fire flow tests were conducted at 33 sites. C-
factor tests were conducted at the same sites. The locations were specifically chosen to cover a large area of the 
network as well as a variety of pipes of differing age and material. C-factors were calculated for each of the 33 pipes 
and the results of these tests were used to generate five distinct pipe groupings based on pipe material and diameter. 
Each pipe in the network belonging to a specific group was assigned a roughness value equal to the average of all 
field tests for that particular type of pipe. These groups and the associated roughness coefficients are presented in 
Table 1 below.  
Table 1- Average Observed C-Factors 
Pipe Material Diameter(mm) Average C-Factor of all tests(-) 
Cast Iron 100-150 63.8 
>150 87 
Ductile Iron All Diameters 132.4 
PVC All Diameters 140.5 
Hyprotec All Diameters 138 
 
Upon setting all parameters as defined above, the calibrated model compared favorably to most of the collected 
field data. However, this model did not accurately represent tank filling and draining rates for elevated storage tanks 
V and C. In order to address these problems, the engineers attempted assigning different roughness values for the 
five groups as well as creating more groups with age of pipes taken into consideration. However, these attempts 
were unsuccessful as they did not improve the quality of the calibrated model. Ultimately, the engineers decided that 
demands within pressure zone one (depicted in Figure 1) were not appropriately distributed due to the fact that the 
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southern portion was predominantly industrial with some relatively new residential developments, while the 
northern region consisted of primarily older residential areas. The engineers assumed that during the summer 
months, the new residential areas may require more lawn watering than their older counterparts, and that the 
industrial area may account for more water demand than originally assumed. Therefore, they transferred 20% of the 
base demands originally allocated to the northern section southward towards the industrial region. The demand is 
shifted from zone 1a to zone 1b, depicted in figure 1 above. The results were far better upon completing this change. 
The demand shift was assumed based on the engineers intimate knowledge of the system and the fact that the model 
was validated to field data collected in July 2011.However, the engineers were still interested in finding a solution 
that was not reliant on this demand redistribution. 
2.2. Automated Calibration 
The goal of the automated calibration was to replicate the manual calibration procedure objectives and decision 
variables as closely as possible in an automated setting. Thus, the manual calibration objectives needed to be 
quantitatively described for use in an optimization procedure. The calibration objectives used in the manual 
approach were the minimization of the differences between model data and SCADA data at 13 junctions, three 
elevated tanks, pipe flow downstream of 17 pumping stations, and field pressure data collected from 14 fire 
hydrants. The calibration was completed through a trial and error process and a graphical inspection of the field data 
vs. model data at each location. This was translated into a tri-objective problem through the minimization of 
cumulative discrepancies between field and model data at all junction, pipe and tank monitoring points through 
every one minute time step of the 24 hour hydraulic simulation. These objectives are presented mathematically 
below: 
 
Minimize:  
 
ாܲ௥௥ ൌ σ ൣσ ห൫ ௠ܲ௢ௗ௘௟ǡ௧ െ ௙ܲ௜௘௟ௗǡ௧൯หଵସସ଴௧ୀ଴ ൧ଵଷ௝ୀଵ        (1) 
 
ܳா௥௥ ൌ σ ൣσ ห൫ܳ௠௢ௗ௘௟ǡ௧ െ ܳ௙௜௘௟ௗǡ௧൯หଵସସ଴௧ୀ଴ ൧ଵ଻௞ୀଵ        (2) 
 
ܪா௥௥ ൌ σ ൣσ ห൫ܪ௠௢ௗ௘௟ǡ௧ െ ܪ௙௜௘௟ௗǡ௧൯หଵସସ଴௧ୀ଴ ൧ଷ௟ୀଵ        (3) 
 
Where PErr , QErr , and HErr are the cumulative pressure, flow, and tank water level differences at each junction, 
pipe and tank, respectively between model and field results at each one minute time step. J represents a node, k 
represents a pipe, l represents a tank, t is the time step in minutes, P is observed pressure in m H2O, Q is flow 
through a pipe in L/s, and H is tank water level in m. Due to differing naming conventions between the main 
contractor, Company Y, sub-contractor, and City X officials, the hydrant pressure data collected from the 14 data 
loggers was not available at the time of this optimization and was not included. Thus, the automated approach was 
only completed with available SCADA data for the 13 junctions, 17 pipe flows downstream of pumping stations, 
and three tank levels.  
 
After a discussion with the engineers who calibrated the system, the decision variables included in this automated 
calibration approach were the pipe roughness values for the five groups created by the engineers as well as the 
demand shift from zone 1a to zone 1b. This was completed in order to emulate the manual calibration process in 
which the base demand shift and the roughness coefficients were the only data thought not to have been adequately 
verified in the field. The upper and lower bounds of the roughness value settings were the maximum and minimum 
observed roughness values back calculated from the C-factor field tests at each type of pipe. The demand shift was 
modeled using equations 4 and 5 listed below and the allowable demand shift was a continuous range of 0 to 100%. 
The decision variables and their bounds are tabulated in Table 2 below.    
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Demand Decrease: 
ܦ஽௘௖௥௘௔௦௘ௗ ൌ σ ሺͳ െ ܦ݄݂݁݉ܽ݊݀ܵ݅ݐሻ כ ܦ௢௥௜௚௜ேଵ௜ୀଵ       (4) 

ܦ஼௨௠௨௟௔௧௜௩௘ௌ௛௜௙௧ ൌ σ ܦ݄݂݁݉ܽ݊݀ܵ݅ݐேଵ௜ୀଵ כ ܦ௢௥௜௚௜           (5) 
 
Demand Increase: 
ܦூ௡௖௥௘௔௦௘ௗ ൌ σ ܦ௢௥௜௚೔ כ 
஽಴ೠ೘ೠ೗ೌ೟೔ೡ೐ೄ೓೔೑೟
σ஽೚ೝ೔೒
൅ ܦ௢௥௜௚೔ேଶ௜ୀଵ       (6) 
 
Where DDecreased represents the adjusted base demand for nodes with decreased demands in L/s, Dorig is the 
original base demand at each junction in L/s, DemandShift is the percentage of demand shifted from zone 1a to zone 
1b, N1 is the number of nodes for which demand is being reduced, N2 is the number of nodes for which demand is 
increased, DCumulativeShift is the cumulative base demand that is being transferred across all nodes in L/s  and DInecreased 
is the adjusted base demand for nodes with increased demands in L/s.  
Table 2 - Automated Calibration Decision Variables 
Decision Variable Pipe Material 
Diameter 
(mm) 
Lower 
Bound 
(mm) 
Upper 
Bound 
(mm) 
Setting for 
Selected 
Design 
(mm) 
Roughness  
Factor 
(unitless) 
Cast Iron 100-150 55.3 68 
68 
200-300 47 94 93.82 
Ductile Iron 150-300 90 158 155.47 
PVC 150-400 132 145 145 
Hyprotec 150-300 101 159 152.66 
Demand Shift (%) NA NA 0 100 0 
 
The objective function formulation was initially coded in MATLAB, however the code consistently failed to 
simulate the extended period hydraulic simulation. We are unsure as to why the code failed but speculate that it may 
have been an efficiency issue in which the sheer quantity of data and size of the network were too large to handle in 
MATLAB. Thus, the objective function value calculation and decision variable setting code was re written as C++ 
script.  
2.2.1 Consistency Assessment 
The network was manually calibrated using Infowater software, while the automated approach was completed 
using the EPANET software programmer’s toolkit [3]. Thus, it was necessary to assess the consistency of the results 
generated from both pieces of software in order to more accurately compare results from the automated calibration 
to the manual approach. In order to complete this consistency assessment, a calibrated 2011 model provided by 
Company Y was exported from Infowater to EPANET. The hydraulic time step of this model was set to one hour 
and a 24 hour extended period simulation was run on both pieces of software. All pipe flows and junction pressures 
of both model outputs were compared at each time step and the average relative difference between the model 
junction pressure and pipe flows at each time step were found to be approximately 0.064 % and 0.215%, 
respectively.  
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A consistency assessment was also conducted for a version of the model which was manually calibrated to the 
August 26, 2010 data. The hydraulic time step for this model was set to one minute and the consistency assessment 
was carried out at the 3 tanks, 17 pipes, and 13 junctions included in the objective function formulation. The 
resulting average relative differences between the Infowater hydraulic solver and the EPANET solver at each time 
step were 1.84%, 2.59% and 0.67% for the tank level, pipe flow, and junction pressure, respectively. Thus, 
improvements in the objective functions were only deemed significant if they were greater than these values.  
3. Results 
An optimization with a 10,000 solution evaluation budget was completed in 18.2 hours using a computer with 
eight GBs of RAM and an eight core AMD FX-8320 processor. This optimization produced 24 results that 
dominated the manually calibrated network design in all three calibration objectives. The objective functions of a 
selection of these results are tabulated below. The improvement of these designs relative to the manually calibrated 
network is tabulated as well. In general, the improvements in the tank and pressure error minimization objectives 
were deemed significant, while the relative improvement in the flow error minimization objective was less than the 
difference observed during conversion from Infowater to EPANET and could thus be considered insignificant. This 
minimal improvement in the pump flow metric is likely due to the fact that as EPANET is a demand driven 
hydraulic solver, the pump flows are heavily dependent on demand data, which were not considered decision 
variables in the calibration formulation. Moreover, pump control rules, which were generated from SCADA data 
and thus assumed accurate, and pump hydraulic characteristics, which were verified in the field and thus also 
assumed to be accurate, were also not considered in the calibration. Therefore the optimization algorithm was 
afforded very little opportunity for improvement of the flow error objective. 
Table 3 - Manual vs Automated Calibration Results – selected automated calibration design shown in red 
Calibration 
 
Objective Function Objective Function Improvement Relative to Manual Calibration 
Tank  
Objective 
(m) 
Flow  
Objective 
(L/s) 
Pressure  
Objective 
(m) 
Tank 
Objective 
Improvement  
(%) 
Flow 
Objective 
Improvement  
(%) 
Pressure 
Objective 
Improvement  
(%) 
Manual  
Calibration 
1163 539948 54887 NA NA NA 
Automated  
Calibration  
(10000 iterations) 
1046 533343 52680 10.10 1.22 4.02 
1046 533300 52713 10.07 1.23 3.96 
1046 533287 52710 10.07 1.23 3.97 
1046 533258 52724 10.06 1.24 3.94 
1046 533247 52716 10.05 1.24 3.96 
1046 533108 52641 10.05 1.27 4.09 
1048 533581 52589 9.92 1.18 4.19 
1049 533140 52607 9.87 1.26 4.15 
1049 533330 52568 9.82 1.23 4.23 
1051 533485 52552 9.68 1.20 4.25 
1051 533651 52516 9.67 1.17 4.32 
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1051 533666 52508 9.64 1.16 4.33 
1051 533575 52540 9.63 1.18 4.28 
1052 533029 52706 9.58 1.28 3.97 
1055 533383 52567 9.31 1.22 4.23 
1056 533367 52545 9.19 1.22 4.27 
1057 533089 52580 9.15 1.27 4.20 
 
As the engineers had the most difficulty calibrating to elevated tank C and V field data, time series plots of tank 
elevation data for one of the 24 solutions that dominated the manually calibrated design were plotted and compared 
to both the manually calibrated design results and field data. The selected design objective function values are 
shown in red in Table 3. The decision variable settings for this design are tabulated in Table 2. It is important to note 
that this automated approach was able to find a design in which the demand shift was set to 0. This is important to 
the engineers designing the system as they were interested in finding a design that more closely reflected demand 
data collected and was not dependent on this shift. The optimization results appear to be marginally improved 
relative to the manual calibration results. However, the automated design more closely follows the time series 
pattern of the manually calibrated design than the automated design, indicating that some crucial decision variables 
may not have been included in the decision space. 
 
Figure 2 - Tank Level Comparison for selected Automated Result vs Manual Result vs Field Data 
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The objective tradeoff curves for all solutions generated using the automated approach are provided in Figured 3 
to 5 and compared to the manually calibrated objective function. The objectives were translated from cumulative 
differences to a more meaningful metric representing the average difference between field and model data at each 
tank, junction, and pipe per time step.  
 
 
Figure 3- Average Tank Level Error vs Average Pressure Error 
 
Figure 4 - Average Tank Level Error vs Average Flow Error 
 
Figure 5 - Average Pressure Error vs Average Flow Error 
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4. Conclusions and Future Work 
The manual calibration of City X’s water distribution network was reformulated as a tri-objective optimization 
problem. The objective functions and decision space were set so as to closely emulate the original manual 
calibration problem of minimizing errors between model and available SCADA data for tank elevations, junction 
pressures and pipe flows. The PADDS multi-objective optimization algorithm with a 10,000 solution evaluation 
budget was completed and a total of 24 designs that dominated the manually calibrated design in all three objectives 
were achieved. Tank level time series plots for one of the solutions were generated and compared to field data and 
manually calibrated design results. Although the automated result dominates the manual calibration, the solution is 
only marginally better in the flow error minimization objective. Moreover, the time series of the tank levels indicate 
that the optimized design follows the manual solution time series pattern much more closely than the observed field 
data.  
 
We have currently set up a framework to implement more optimization trials in the future. We will conduct a 
sensitivity analysis on the current variable selection and work closely with the engineers who manually calibrated 
the system to identify additional decision variables such as demand pattern adjustment, base demand adjustment, 
and the inclusion of age of pipe to increase the number of roughness groupings. 
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