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Resumen del TFM
Los sistemas Brain Computer Interface (BCI) permiten enviar mensajes y o´rdenes al
mundo externo sin necesidad de realizar ninguna actividad muscular. Estos programas
pueden habilitar a personas con discapacidades neuromusculares severas como la esclero-
sis lateral amiotro´fica, ataque cerebral y lesiones de la me´dula espinal para comunicarse y
utilizar programas y equipos de diversos tipos que mejoran su calidad de vida. Para con-
seguir este objetivo, se usan una serie de sen˜ales electroencefalogra´ficas registradas en el
cuero cabelludo en las cua´les esta´ codificada la intencio´n del usuario. En este estudio nos
centramos en una de ellas: los potenciales evocados P300.
El objetivo de este proyecto es el estudio de algoritmos de extraccio´n y clasificacio´n
de caracterı´sticas en BCI basados en potenciales evocados P300, con el propo´sito de de-
terminar los para´metros o´ptimos de todos los me´todos utilizados para obtener la ma´xima
precisio´n en la clasificacio´n. Como me´todos de extraccio´n de caracterı´sticas se proponen
un sub-muestreo y extraccio´n de caracterı´sticas mediante transformada wavelet. A su vez
se desarrolla un algoritmo de eliminacio´n y seleccio´n de canales. En cuanto a la clasifi-
cacio´n de caracterı´sticas, se utilizan tres me´todos: discriminante lineal de Fisher (FLDA),
Spectral Regression Kernel Discriminant Analysis (SRKDA) y un conjunto de ma´quinas
de vectores de soporte (SVM). Estos me´todos se prueban sobre el conjunto de datos II
de la III Competicio´n BCI proporcionados por el centro Wadsworth (NYS Department of
Health), con y sin eliminacio´n de canales. Los resultados se comparan con los del algorit-
mo ganador de esa competicio´n, el cual consistı´a en un conjunto de 17 SVM con seleccio´n
de canales y con otros me´todos del estado del arte que usaron la misma base de datos, ası´
como los resultados obtenidos en un estudio preliminar de me´todos de clasificacio´n de
caracterı´sticas.
Los resultados muestran que dos de los me´todos propuestos (FLDA y SRKDA), con
sub-muestreo y aplicacio´n de transformada wavelet adaptados a cada sujeto, obtienen una
precisio´n (99.5 % y 99 %) mayor que la del me´todo ganador (96.5 %). Comparados con
otros me´todos del estado del arte, estos dos algoritmos obtienen unos resultados excelen-
tes que los colocan en primer y segundo puesto de la clasificacio´n global.
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P300, conjunto de datos II de la III Competicio´n BCI, transformada wavelet (WT), algo-
ritmo de seleccio´n de canales, extraccio´n de caracterı´sticas, discriminante lineal de Fisher
(FLDA), Spectral Regression Kernel Discriminant Analysis (SRKDA), ma´quinas de vec-
tores de soporte (SVM).
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Abstract
Brain Computer Interface (BCI) systems allow people to send messages and com-
mands to the external world without requiring any muscle activity. These programs may
enable people with severe neuromuscular disorders, such as amyotrophic lateral sclero-
sis, brainstem stroke and spinal cord injury to communicate and operate programs and
equipment of various types that improve their quality of life. To achieve this, a variety
of electrophysiological signals recorded from the scalp in which the user’s intentions are
coded are used. In this study we focus on one of these: P300 evoked potentials.
The main purpose of this paper paper is conducting a study on feature extraction and
classification algorithms in P300-based BCIs, in order to determine the optimal parame-
ters of each of the methods used, necessary to achieve maximum accuracy in classifica-
tion. The proposed feature extraction methods are sub-sampling and feature extraction
by means of wavelet transform. A channel elimination and selection algorithm is also
developed. Regarding feature classification, three different approaches, Fisher’s Linear
Discriminant (FLDA), Spectral Regression Kernel Discriminant Analysis (SRKDA) and
an ensemble of Support Vector Machines (SVM) are considered. These algorithms are
tested on dataset II of the III BCI Competition (2003) provided by Wadsworth Center
(NYS Department of Health), with and without channel elimination. The results are com-
pared with those of the winning algorithm, which consists of an ensemble of 17 SVM
with channel selection, as well as and with other state of the art methods which use the
same database, and the results of a preliminar study that focuses on feature classification
algorithms.
The results show that two of our proposed methods (SRKDA and FLDA), with sub-
sampling and application of wavelet transform adapted to each subject, achieve a higher
accuracy (99.5 % and 99 %) than the method that won the competition (96.5 %). Compa-
red to other state of the art methods, these two algorithms provide excellent results that
place them on first and second place of the global classification.
Keywords
Brain Computer Interface (BCI), electroencephalogram (EEG), P300 evoked poten-
tials, BCI competition III dataset II, wavelet transform (WT), channel selection algorithm,
feature extraction, Fisher’s Linear Discriminant (FLDA), Spectral Regression Kernel Dis-
criminant Analysis (SRKDA), Support Vector Machines (SVM).
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Capı´tulo 1
Introduccio´n
1.1. Sen˜ales Biome´dicas
La ingenierı´a biome´dica (IB) es la aplicacio´n de los principios de la tecnologı´a al
campo de la medicina y biologı´a. Este campo combina el disen˜o y las capacidades de
resolucio´n de problemas de la ingenierı´a con las ciencias me´dicas para avanzar en el
tratamiento de enfermedades, incluyendo diagno´stico, monitorizacio´n y terapia. Es un
campo de estudio relativamente reciente y la investigacio´n y el desarrollo son por tanto de
una gran importancia en el mismo.
Las sen˜ales biome´dicas son observaciones de procesos fisiolo´gicos en organismos,
como por ejemplo ritmos neuronales o cardı´acos, ima´genes de o´rganos, etc. El procesa-
miento de estas sen˜ales consiste en el ana´lisis de las mismas para obtener informacio´n que
pueda ayudar a tomar decisiones en diversos campos de la medicina [1].
Estas sen˜ales se pueden clasificar a su vez segu´n su descripcio´n matema´tica en cuatro
tipos: deterministas, estoca´sticas, fractales y cao´ticas [2], y segu´n su origen en ele´ctricas,
acu´sticas, meca´nicas, biomagne´ticas, o´pticas, bioquı´micas, impedancias e ima´genes. Las
sen˜ales de tipo estoca´stico son aquellas para las cuales es imposible predecir su valor fu-
turo incluso conociendo valores pasados debido a la presencia de componentes aleatorios.
Normalmente las sen˜ales biome´dicas son de este tipo por diversas razones, tales como el
ruido generado por los instrumentos de medicio´n o por la propia naturaleza aleatoria de
las mismas.
Una parte importante de las sen˜ales biome´dicas son las de tipo bioele´ctrico, las cuales
pueden ser debidas a actividad esponta´nea o a como respuesta a un estı´mulo. Entre las que
se originan por actividad esponta´nea destacan el electroencefalograma (EEG)(Figura 1.1),
el electrocardiograma (ECG), el electrograma (EG), el electromiograma (EMG), el elec-
troneurograma (ENG), el electrooculograma (EOG) y el electroretinograma (ERG).
En este trabajo nos centraremos en el EEG, que describimos a continuacio´n.
1.2. Electroencefalograma (EEG)
El EEG consiste en el registro de la actividad ele´ctrica en el cuero cabelludo producida
por las neuronas del ence´falo mediante la medicio´n de las fluctuaciones de voltaje que
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Figura 1.1: Ejemplo de electroencefalograma (EEG).
resultan de las corrientes io´nicas entre las neuronas del cerebro [3]. Se usa activamente
en la investigacio´n en el campo de la neurociencia. Algunas de sus aplicaciones en el
a´mbito clı´nico son la distincio´n entre ataques epile´pticos y otros episodios como sı´ncopes
o migran˜a y entre encefalopatı´as y estados psiquia´tricos como la catatonia.
En un EEG convencional, el registro se obtiene colocando una serie de electrodos en
el cuero cabelludo mediante un gel conductor para reducir la impedancia. Los nombres
y la posicio´n de los electrodos esta´n determinados por el sistema internacional 10-20 [4]
para la mayorı´a de aplicaciones de investigacio´n. Dicho sistema fue desarrollado con el
objetivo de estandarizar la reproducibilidad de tal forma que los estudios sobre un sujeto
pudieran ser comparados a lo largo del tiempo y con otros sujetos. Cada electrodo tiene
una letra para identificar el lo´bulo cerebral: Frontal (F), Temporal (T), Parietal (P) y Oc-
cipital (O), y un nu´mero para identificar el hemisferio. Los nodos de referencia usan la
letra A. Los electrodos situados en el hemisferio izquierdo tienen nu´meros impares y los
situados en el derecho, pares. El nu´mero z se usa para los electrodos localizados en el eje
central. La Figura 1.2 muestra el esquema de electrodos del sistema 10-20.
Las sen˜ales recogidas por estos electrodos tienen unas amplitudes del orden de los µV
y esta´n comprendidas en el espectro entre 0.5 y 100 Hz.
Los EEG suelen estar afectados por sen˜ales ele´ctricas de origen no cerebral denomina-
das artefactos. La amplitud de dichos artefactos puede llegar a ser grande en comparacio´n
con la amplitud de las sen˜ales corticales de intere´s. Algunos de los artefactos biolo´gicos
ma´s comunes son los inducidos por el ojo (parpadeos, movimientos del globo ocular),
cardı´acos y musculares.
Los usos habituales del EEG son el diagno´stico de la epilepsia, enfermedades cere-
brales como el Alzheimer, encefalopatı´as, infeccciones, tumores, coma y trastornos del
suen˜o [5]. Sin embargo, el uso del EEG como me´todo de diagno´stico de tumores ha
decrecido con el advenimiento de te´cnicas de imagen me´dica de alta resolucio´n como
la tomografı´a computerizada y la resonancia magne´tica. El uso del EEG no se limita
al diagno´stico de enfermedades. Una aplicacio´n de gran importancia es la deteccio´n de
potenciales cerebrales, como los potenciales evocados (visuales, P300) y ritmos sensorio-
motores entre otros [6]. El registro de estas sen˜ales se usa para multitud de aplicaciones,
pero la de mayor importancia es permitir la comunicacio´n e interaccio´n de personas con
discapacidades motoras graves con el exterior. [7]
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Figure 2: This diagram illustrates electrode designations (Sharbrough, 1991)  
and channel assignment numbers as used in our experiments. 
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Figura 1.2: Esquema de disposicio´n de los electrodos en el sistema internacional 10-
20. [8].
1.3. Aspectos anato´micos y fisiolo´gicos del EEG
El electroencefalo´grafo clı´nico correla funciones, disfunciones y enfermedades del
sistema nervioso central (CNS) con ciertos patrones de EEG de forma empı´rica. Este
me´todo es u´til y valioso para la pra´ctica clı´nica. Es de utilidad conocer los procesos ele-
mentales que esta´n detra´s de las sen˜ales EEG para evitar los diagno´sticos erro´neos y me-
jorar las interpretaciones [9]. Este trabajo se centra en el estudio de las sen˜ales P300, las
cuales forman parte del conjunto de potenciales evocados introducidos a continuacio´n.
El sistema nervioso central consiste esencialmente en ce´lulas nerviosas o neuronas
y ce´lulas gliales, estando estas u´ltimas localizadas entre las neuronas. Como se muestra
en la figura 1.3, muchas prolongaciones surgen del cuerpo (soma) de la ce´lula nerviosa.
Estas prolongaciones se pueden dividir en dos tipos de acuerdo a su funcio´n. La mayorı´a
de las prolongaciones son dendritas que tienen numerosas ramificaciones. Las ce´lulas
tienen adema´s un axo´n que se puede dividir en mu´ltiples colaterales. Dicho axo´n habilita
el contacto con otras ce´lulas nerviosas u otros o´rganos. En el caso de las conexiones
interneuronales, el contacto consiste en sinapsis que cubren un gran nu´mero de dendritas,
soma y conos del axo´n. Las ce´lulas gliales se encuentran entre los soma, dendritas y
axones de las ce´lulas nerviosas. Suelen tener muchas prolongaciones que hacen contacto
con soma y prolongaciones de otras ce´lulas nerviosas [9].
Las neuronas son las responsables de la actividad ele´ctrica del cerebro. Estas ce´lulas
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Figura 1.3: Dibujo esquema´tico de la morfologı´a neuronal y glial.
esta´n cargadas ele´ctricamente o polarizadas por las proteı´nas de transporte de las mem-
branas, que bombean iones a trave´s de las mismas. Las neuronas esta´n constantemente
intercambiando iones con el entorno extracelular, por ejemplo para propagar potenciales
de accio´n. Los iones de carga similar se repelen entre sı´, y cuando muchos iones son ex-
pulsados de muchas neuronas al mismo tiempo, expulsan a sus vecinos, los cuales hacen
lo mismo con los suyos, y ası´ sucesivamente. Este proceso se conoce como conduccio´n
volume´trica.
El potencial ele´ctrico que se registra en un EEG nunca es el de una neurona indivi-
dual, ya que e´ste es demasiado pequen˜o para ser detectado. La actividad EEG, por tanto,
siempre refleja la suma de la actividad sı´ncrona de miles o millones de neuronas con
orientacio´n espacial similar. Si las ce´lulas no tienen una orientacio´n espacial similar, sus
iones no se alinean y no crean ondas.
La actividad EEG en el cuero cabelludo muestra oscilaciones en muchas frecuencias.
Muchas de estas oscilaciones tienen rangos de frecuencia caracterı´sticos y distribuciones
espaciales, adema´s de estar asociadas a distintos estados del funcionamiento cerebral (por
ejemplo, despertarse y las etapas del suen˜o). Algunas de las redes neuronales detra´s de
estas oscilaciones son conocidas y estudiadas, pero muchas otras no [9].
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1.4. Potenciales evocados
Los potenciales evocados son potenciales ele´ctricos registrados del sistema nervioso
humano que aparecen tras la presentacio´n de un estı´mulo, lo que los distingue de los
potenciales esponta´neos.
La amplitud de los potenciales evocados suele ser pequen˜a, en un rango de entre un
microvoltio a unos pocos microvoltios. Debido a esta baja amplitud suele ser necesario
el promediado de estimulaciones repetidas del mismo estı´mulo, ya que de esta forma se
puede eliminar el ruido, de naturaleza aleatoria y por tanto diferente en cada estimula-
cio´n [10]. En funcio´n del tipo de estı´mulo que los provoca (ve´ase [6]), algunos de los
potenciales evocados se pueden clasificar en:
Potenciales evocados visuales: cambios en el potencial producidos en la corteza
visual tras una estimulacio´n luminosa. Su uso principal es el estudio del nervio
o´ptico.
Potenciales evocados auditivos: estos potenciales son generados en la co´clea y si-
guen un camino que pasa por el nervio coclear hasta llegar al co´rtex cerebral. Son
evocados por estı´mulos auditivos.
Potenciales evocados somatosensoriales: se usan para comprobar el correcto funcio-
namiento de la me´dula espinal. Se registran estimulando nervios perife´ricos como
el tibial, normalmente mediante estı´mulos ele´ctricos.
En la Figura 1.4 se puede observar un ejemplo de potencial evocado visual.
La informacio´n que aportan los potenciales evocados es utilizada, mediante los siste-
mas que se introducen a continuacio´n, para el desarrollo y disen˜o de aplicaciones orienta-
das a mejorar la vida de las personas discapacitadas.
1.5. Brain Computer Interface
Brain Computer Interface (BCI) es un sistema de comunicacio´n mediante el cual men-
sajes u o´rdenes que un individuo envı´a al mundo exterior no pasan por los caminos habi-
tuales de salida del cerebro de los nervios perife´ricos y mu´sculos. Se pueden considerar,
por tanto, como sistemas que permiten al cerebro interactuar con el medio sin hacer uso
de dichos nervios y mu´sculos. Los BCI se pueden clasificar en dos clases: dependientes e
independientes [6].
Los BCI dependientes son aquellos que se basan en actividad cerebral ele´ctrica provo-
cada mientras que los independientes son aquellos que se basan en sen˜ales que aparecen
de forma esponta´nea. Un ejemplo de los primeros son los BCI basados en potenciales
evocados visuales (VEP) en los que el usuario mira una letra concreta de una matriz y
la sen˜al generada depende de la direccio´n de la mirada. Entre los segundos destacan los
BCI basados en potenciales evocados P300, los cuales aparecen independientemente de
la intencio´n del usuario.
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Figura 1.4: Potencial evocado visual (VEP) registrado en el cuero cabelludo occipital [11].
Los BCI basados en EEG traducen la intencio´n del usuario, la cual se encuentra codi-
ficada en la actividad cerebral, en acciones de distinto tipo.
Tras ser registradas, las sen˜ales se muestrean y digitalizan. Dichas sen˜ales son enton-
ces procesadas en dos etapas: extraccio´n de caracterı´sticas y clasificacio´n de caracterı´sti-
cas. La extraccio´n consiste en la seleccio´n de la informacio´n ma´s relevante de las sen˜ales
para que en la posterior etapa de clasificacio´n sea ma´s sencillo discriminar las mismas en
clases mediante me´todos estadı´sticos.
Uno de los principales usos de los BCI es el servir como sistemas de comunicacio´n
y control para personas con discapacidades motoras severas como lesiones de la me´dula
espinal o esclerosis lateral amiotro´fica. Mediante el BCI estos usuarios pueden expresar
sus deseos a los cuidadores o incluso operar sistemas procesadores de texto o sillas de
ruedas.
1.6. Objetivos del Trabajo Fin de Ma´ster
El objetivo principal de este trabajo es realizar un estudio comparativo de me´todos de
extraccio´n y clasificacio´n de caracterı´sticas, ası´ como encontrar los para´metros o´ptimos de
los mismos para llegar a la ma´xima precisio´n en la clasificacio´n posible. Los me´todos se
aplican sobre las sen˜ales BCI que constituyen el conjunto de datos de la III Competicio´n
BCI (2004) proporcionado por el Centro Wadsworth (NYS Department of Health) [12]. El
conjunto de datos sobre el que se trabaja esta´ proporcionado por los organizadores de la
competicio´n y se explica con detalle en el capı´tulo 2. Para alcanzar este objetivo general
se deben cumplir los siguientes objetivos especı´ficos:
1. Estudiar los sistemas BCI, sus paradigmas de control, sen˜ales asociadas y me´todos
de tratamiento de las mismas, con hincapie´ en los P300.
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2. Realizar un repaso del estado del arte en el campo de los P300 en los a´mbitos
de adquisicio´n de sen˜ales, presentacio´n de estı´mulos, extraccio´n de caracterı´sticas,
clasificacio´n de las mismas y aplicaciones.
3. Estudiar en profundidad la Transformada Wavelet como me´todo de extraccio´n de
caracterı´sticas, haciendo hincapie´ en su aplicacio´n a sen˜ales neuroele´ctricas.
4. Estudiar y aplicar los tres algoritmos de clasificacio´n usados en este estudio : Linear
Discriminant Analysis (LDA), Spectral Regression kernel Discriminant Analysis
(SRKDA) y Support Vector Machines (SVM).
5. Obtener los para´metros o´ptimos de los tres algoritmos de clasificacio´n mediante
validacio´n cruzada usando la herramienta Matlab R© y usando como criterio el a´rea
bajo la curva ROC (Receiver Operating Characteristic).
6. Obtener el sub-muestreo y Wavelet Madre o´ptimos para cada uno de los sujetos
de la base de datos y clasificadores por separado y aplicar la transformada wavelet
como me´todo de extraccio´n de caracterı´sticas de forma previa a su clasificacio´n.
7. Aplicar los me´todos de extraccio´n y clasificacio´n a las sen˜ales de la competicio´n
para obtener la separacio´n de las mismas en dos clases: objetivo y no objetivo. La
programacio´n y aplicacio´n de los algoritmos se lleva a cabo mediante Matlab R©.
8. Usar la clasificacio´n obtenida para determinar los caracteres objetivo que buscaban
los usuarios y establecer el porcentaje de aciertos.
9. Desarrollar y aplicar un algoritmo de seleccio´n y eliminacio´n de los canales que me-
nos informacio´n de intere´s aporten a la clasificacio´n. Observar las posibles mejoras
en la clasificacio´n que aporte.
10. Realizar una discusio´n de los resultados y compararlos con los de otros estudios.
11. Extraer conclusiones y determinar posibles lı´neas futuras de accio´n.
1.7. Estructura del Trabajo Fin de Ma´ster
Este trabajo se divide en 9 capı´tulos: Introduccio´n, Sistemas BCI basados en poten-
ciales evocados P300, Me´todos de clasificacio´n de caracterı´sticas, Extraccio´n de carac-
terı´sticas mediante Transformada Wavelet, Metodologı´a del estudio, Resultados del estu-
dio previo, Resultados del estudio actual, Discusio´n de los resultados y Conclusiones y
lı´neas futuras.
En el capı´tulo de introduccio´n se establece un primer contacto con las sen˜ales biome´di-
cas con especial hincapie´ en el EEG y se introduce el concepto de potencial evocado. A su
vez se define el concepto de BCI, su finalidad y tipos. Finalmente se explican los objetivos
y la estructura del trabajo.
El segundo capı´tulo introduce en profundidad los BCI basados en potenciales evoca-
dos P300, ası´ como un pequen˜o repaso de otros tipos de sen˜ales BCI. Tambie´n se explican
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las etapas de procesado de las sen˜ales. Finalmente se hace un repaso del estado del arte del
campo de la investigacio´n sobre P300, se introducen las competiciones BCI y se explica
los objetivos de la misma y la base de datos con la que se trabaja en este proyecto.
En el tercer capı´tulo se explican el me´todo de clasificacio´n de caracterı´sticas usado
por los ganadores de la III Competicio´n BCI; despue´s se explican los tres me´todos de
clasificacio´n utilizados y co´mo se obtuvieron los para´metros o´ptimos de cada uno de
ellos.
El capı´tulo cuatro introduce el concepto de Transformada Wavelet, haciendo hincapie´
en su aplicacio´n a sen˜ales neuroele´ctricas y sus propiedades como me´todo de extraccio´n
de caracterı´sticas
En el quinto capı´tulo se detalla la metodologı´a que se va a seguir en este trabajo, ası´
como el algoritmo de seleccio´n y eliminacio´n de canales desarrollado, compara´ndolo con
el de los ganadores de la III Competicio´n BCI.
El siguiente capı´tulo detalla los resultados obtenidos en el estudio previo al aplicar los
me´todos anteriores a las sen˜ales de la competicio´n, con gra´ficas y tablas de intere´s.
El capı´tulo se´ptimo se centra en los resultados del estudio actual, explica´ndolos con
tablas y figuras etapa a etapa con el fin de obtener una visio´n completa de los mismos y
observar las diferencias entre los sujetos del estudio.
A continuacio´n, en el capı´tulo octavo se comparan los resultados con los del me´todo
ganador y con los de otros me´todos actuales que usan la misma base de datos, tanto con
aplicacio´n del algoritmo de eliminacio´n de canales como sin e´l.
En el u´ltimo capı´tulo se exponen las conclusiones a las que se ha llegado y las li-
mitaciones del estudio. Tras ello se exponen posibles lı´neas de investigacio´n futuras que
podrı´an abrirse a partir de dichas limitaciones.
Capı´tulo 2
Sistemas BCI basados en potenciales
evocados P300
2.1. Introduccio´n a los BCI
Un gran nu´mero de enfermedades pueden impedir el correcto funcionamiento de los
canales neuromusculares por los que el cerebro se comunica y controla su entorno externo,
como la esclerosis lateral amiotro´fica (ALS), ataques cerebrales, lesiones de la me´dula
espinal, para´lisis cerebral y otras enfermedades [6]. Se calcula que estas enfermedades
afectan a cerca de dos millones de personas solo en los Estados Unidos [6]. Las personas
que este´n afectadas de forma ma´s grave pueden perder todo movimiento voluntario de los
mu´sculos, incapacita´ndolos para cualquier tipo de comunicacio´n.
Los sistemas BCI esta´n disen˜ados para restaurar las funciones sensibles de estas per-
sonas, permitiendo que puedan comunicarse e interactuar con el exterior de diversas for-
mas [7].
A lo largo de los u´ltimos 20 an˜os se ha producido un gran incremento en la inves-
tigacio´n sobre BCI para comunicacio´n y control. Adema´s un mejor entendimiento del
funcionamiento del cerebro, mejores equipos y mayor conocimiento de las necesidades
de las personas con discapacidad han ayudado al avance de la misma.
En este capı´tulo se explicara´n los aspectos principales de los sistemas BCI: las sen˜ales
de control posibles, con hincapie´ en los potenciales evocados P300, las etapas de procesa-
do en los sistemas BCI basados en P300 debido a que son en los que nos centramos en este
trabajo y un repaso por el estado del arte en la investigacio´n, incluyendo la descripcio´n
de la III Competicio´n BCI (2004) y su base de datos, que se usara´ en el estudio posterior.
Dicho repaso por el estado del arte incluye a su vez apartados dedicados a aplicaciones
novedosas de los sistemas BCI P300.
2.2. Paradigmas de control BCI
Existen dos aproximaciones al control de los sistemas BCI, aunque casi todos los
sistemas usan una mezcla de ambas [7]:
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(1) aprender a controlar voluntariamente la actividad cerebral mediante aprendizaje y
entrenamiento tras el cual el sujeto controla voluntariamente una actividad cerebral
especı´fica y
(2) aprendizaje de ma´quina (Machine Learning), en el cual el que aprende no es el
sujeto sino el propio algoritmo.
El primer paradigma (Biofeedback Approach) es un procedimiento que mediante re-
troalimentacio´n de un para´metro aparentemente auto´nomo intenta adquirir un control vo-
luntario sobre dicho para´metro. Los sujetos reciben informacio´n visual, auditiva o ta´ctil
sobre su actividad cardiovascular, temperatura, conductancia de la piel, actividad ele´ctrica
cerebral (EEG), etc. y se les pide que incrementen o disminuyan la actividad de intere´s,
lo que eventualmente lleva a un control de dicha actividad.
El segundo paradigma (Machine Learning Approach) consiste en unos algoritmos que
se adaptan individualmente al usuario que realiza la tarea. Los algoritmos de aprendizaje
requieren ejemplos a partir de los cuales puedan inferir la estructura estadı´stica subyacente
de un estado cerebral. Por ello se pide a los sujetos que produzcan un estado cerebral
repetidamente en una sesio´n de calibracio´n.
En la pra´ctica los BCI no van a basarse solamente en uno de estos dos paradigmas,
aun ası´ no esta´ claro como unirlos en sincronı´a. Es importante hacer notar, adema´s, que
el 20 % de la poblacio´n no es capaz de clasificar los patrones de activacio´n cerebral,
independientemente de la aproximacio´n al entrenamiento [7].
2.3. Sen˜ales de control en los BCI
Los BCI actuales difieren en cuanto a co´mo se registra la actividad cerebral, co´mo
se entrena a los sujetos, co´mo las sen˜ales se transforman en comandos y que´ aplicacio´n
se provee al usuario. Existen dos me´todos principales de registro: invasivos y no invasi-
vos [7].
Los me´todos invasivos miden la actividad cerebral en la corteza cerebral o debajo de
la misma. Estos me´todos tienen muchas ventajas en cuanto a la calidad de las sen˜ales y
sus dimensiones, pero por otra parte requieren cirugı´a y tienen problemas potenciales de
estabilidad de los implantes e infecciones a largo plazo, por lo que para que se decida por
uso estos deben ser sustancialmente mejores que los no invasivos.
La actividad ele´ctrica cerebral se registra de forma no invasiva mediante el EEG, el
magnetoencefalograma (MEG), nivel dependiente de oxı´geno en la sangre (blood oxygen
level dependent BOLD), o las ima´genes de resonancia magne´tica funcional (fMRI) entre
otros. El sistema ma´s usado es EEG debido a su bajo coste en relacio´n a otros me´todos ,
ası´ como su sencillez.
En un BCI tı´pico los participantes son presentados con estı´mulos o se les pide que
realicen actividades mentales especı´ficas mientras la actividad ele´ctrica cerebral se regis-
tra mediante EEG. Algunas caracterı´sticas del EEG son reguladas por el usuario (potencia-
les corticales lentos o SCP, ritmos sensoriomotores o SMR) mientras que otras aparecen
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Figura 2.1: SCP en funcio´n de la intencio´n de mover un cursor hacia arriba (negativos) o
hacia abajo (positivos) [6].
por estimulacio´n visual, ta´ctil o auditiva (potenciales evocados visuales (VEP), potencia-
les evocados P300). A continuacio´n describimos estas sen˜ales.
2.3.1. Potenciales corticales lentos (SCP)
Los potenciales corticales lentos (SCP) son una de las caracterı´sticas del EEG de me-
nor frecuencia. Consisten en cambios de voltaje que ocurren entre 0.5 y 10 segundos. Los
negativos se asocian con el movimiento y otras funciones relacionadas con la activacio´n
cortical, mientras que los positivos esta´n relacionados con activacio´n cortical reducida [6].
En la figura 2.1 se pueden observar SCP en funcio´n de la intencio´n de un usuario.
Los SCP se registran por electrodos en el vertex y con referencia en los mastoides.
Los SCP se extraen mediante filtrado y se realimentan al usuario mediante una pantalla
que muestra una eleccio´n en la parte de arriba y una en la de abajo. La seleccio´n dura 4
segundos: durante los dos primeros el sistema mide el nivel de voltaje inicial del usuario
y durante los dos siguientes el usuario selecciona una de las dos aumentando o disminu-
yendo el voltaje por una cantidad fijada [6]. El voltaje se muestra como un cursor vertical.
2.3.2. Ritmos sensoriomotores
En las personas despiertas, las zonas corticales primarias a menudo presentan activi-
dad cerebral EEG en el rango de los 8-12 Hz cuando no esta´n realizando actividad sen-
sorial ni motora. Esta actividad se conoce como ritmos µ cuando se centran en el co´rtex
somatosensorial o motor y ritmos α cuando se centran en el co´rtex visual [6].
La actividad µ agrupa una serie de ritmos que se distinguen por localizacio´n, frecuen-
cia y relacio´n con salidas motoras o entradas sensoriales concurrentes. Estos ritmos µ se
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Figura 2.2: Ritmo sensoriomotor µ usado por un sujeto para el desplazamiento de un
cursor hacia arriba o hacia abajo [6].
asocian normalmente con los ritmos β en el rango de 18-26 Hz. Algunos de estos ritmos
son armo´nicos de los β, pero otros son separables.
El intere´s por estos ritmos radica en el hecho de que disminuyen cuando hay movi-
miento o se prepara el movimiento: este feno´meno se conoce como “desincronizacio´n
con el evento relacionado o event-related desynchronization (ERD)”. Lo opuesto ocurre
despue´s del movimiento o con la relajacio´n. Lo ma´s relevante es, sin embargo, que no es
necesario el movimiento en sı´ para que aparezca un ERD, basta con la imagen motora en
el pensamiento. En la figura 2.2 se observa un ejemplo de ritmo sensoriomotor.
2.3.3. Potenciales evocados visuales (VEP)
Tras una estimulacio´n visual, se pueden registrar potenciales evocados en el co´rtex
visual en el lo´bulo occipital (electrodos 01, 02, 0z en el sistema internacional 10-20 [4]).
Un potencial evocado visual se hace estacionario (steady-state visually evoked potential
o SSVEP) cuando la tasa de los estı´mulos es superior a 6 Hz [13]. Cuando un sujeto fija
su mirada en un objetivo parpadeante, la amplitud del SSVEP aumenta en la frecuencia
fundamental del objetivo y sus armo´nicos de segundo y tercer orden. La resolucio´n en
frecuencia de los SSVEP es de 0.2 Hz y el ancho de banda en el que se pueden detectar
con fiabilidad es entre 6 y 24 Hz.
Los SSVEP requieren la atencio´n y mirada pero no el entrenamiento del usuario, ya
que la respuesta cortical aparece por estimulacio´n visual. Para que aparezcan SSVEP,
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Figura 2.3: Potencial evocado P300. El asociado al objetivo presenta un pico positivo de
voltaje [6].
se presentan objetivos con diferentes frecuencias de iluminacio´n en un monitor, con un
nu´mero de objetivos que varı´a entre 4 y 48 [7]. Se suelen obtener precisiones de clasifica-
cio´n del 90 % hacia arriba con tasas binarias de 18.37-27.29 bits/min [14]. La desventaja
de estos sistemas es que dependen de la capacidad del usuario de mantener la mirada, lo
que los hace incompatibles con pacientes con movimiento restringido en el ojo.
2.3.4. Potenciales evocados P300
Los potenciales evocados P300 son picos de voltaje positivos que aparecen en el co´rtex
parietal como respuesta a un estı´mulo auditivo, visual o somatosensorial infrecuente o sig-
nificativo a los 300 ms aproximadamente [6]. Aparece normalmente cuando se pide a los
usuarios que atiendan a un estı´mulo infrecuente entre un flujo de estı´mulos frecuentes [7].
La amplitud del P300 varı´a en funcio´n de caracterı´sticas de la tarea como la facilidad
de discriminar entre de los estı´mulos esta´ndar y objetivo, volumen de los tonos en caso
de estı´mulos auditivos, probabilidad del estı´mulo objetivo, el orden de la secuencia de
estı´mulos y la posicio´n de los electrodos [15]. En la figura 2.3 se muestra un ejemplo de
P300.
La aplicacio´n tı´pica que se realiza con este tipo de sen˜ales es la seleccio´n de letras.
Para ello se muestra al usuario una matriz de 6×6 letras y nu´meros. En un intento se van
iluminando aleatoriamente las filas y las columnas de forma que, tras doce iluminaciones,
cada fila y columna se ha iluminado una vez. Para el elemento que el usuario quiere
seleccionar se habra´n producido dos P300, uno al iluminarse la fila en que se encuentra
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Figura 2.4: Esquema de las etapas de tratamiento de una sen˜al en un BCI [17].
y otro al iluminarse su columna. Se promedia entonces la respuesta para cada elemento
de la matriz y el potencial que presente un pico de mayor amplitud sera´ el que el usuario
tenı´a como objetivo [16].
2.4. Procesado de sen˜ales BCI
Los sistemas BCI constan de 3 etapas a la hora de tratar la sen˜al: adquisicio´n, proce-
sado y aplicacio´n del usuario. A su vez el procesado se divide en dos partes: extraccio´n
de caracterı´sticas y traduccio´n o clasificacio´n de las mismas. En la figura 2.4 se puede ver
este esquema [17]. A continuacio´n se describen estas etapas.
2.4.1. Adquisicio´n de la sen˜al
La sen˜al de entrada se registra tı´picamente mediante un EEG en el cuero cabelludo.
La sen˜al es adquirida mediante electrodos segu´n el esta´ndar 10-20 [4], amplificada, fil-
trada y digitalizada para su uso mediante programas informa´ticos. Es importante adema´s
almacenar las sen˜ales de forma digital para su posterior ana´lisis offline, para poder esta-
blecer que´ me´todos de extraccio´n y clasificacio´n de caracterı´sticas son ma´s adecuados. En
nuestro estudio trabajamos con un BCI no invasivo (registro sobre el cuero cabelludo). Es
importante amplificar las sen˜ales porque su amplitud es muy baja, del orden de los µV.
2.4.2. Procesado de la sen˜al
a) Extraccio´n de caracterı´sticas
Las sen˜ales digitalizadas son sometidas a una serie de procedimientos de extraccio´n
de caracterı´sticas, como filtrado espacial o ana´lisis espectral. Este ana´lisis extrae las ca-
racterı´sticas que, en caso de que el procedimiento sea factible, codifican los mensajes u
o´rdenes del usuario. Los BCI pueden usar sen˜ales que esta´n en el dominio del tiempo
(amplitud potenciales evocados) o en el de la frecuencia (amplitudes ritmos µ y β).
Como el objetivo es conocer la intencio´n del usuario, debe haber una correlacio´n entre
los registros electrofisiolo´gicos y la accio´n que se pretende realizar. La extraccio´n de
caracterı´sticas debe maximizar la relacio´n sen˜al a ruido, ya que la sen˜al estara´ afectada
por el ruido del sistema nervioso central.
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b) Traduccio´n o clasificacio´n de caracterı´sticas
En esta etapa se transforman las caracterı´sticas extraı´das de la sen˜al en sen˜ales de
control que servira´n para controlar un dispositivo. Se lleva a cabo mediante un clasificador
que, en funcio´n de co´mo sea la caracterı´stica en cada intento, le asocia una seleccio´n u
otra [6]. El objetivo es que la seleccio´n atribuida sea la misma seleccio´n que el usuario
pretendı´a realizar.
Los algoritmos lineales son en general ma´s robustos que los no lineales. Los algorit-
mos lineales asumen que los datos se pueden separar de manera lineal. Para ello dividen
el espacio en hiperplanos de separacio´n que generan dos regiones, cada una de las cuales
corresponde a una seleccio´n distinta. Los algoritmos no lineales, por otra parte, tienen en
cuenta ma´s para´metros por lo que la carga computacional es mayor y no son adecuados
para una gran cantidad de datos [18].
Es conveniente aplicar inicialmente una regularizacio´n de los datos para limitar la
influencia de outliers y ruido y reducir la complejidad del clasificador. Por otra parte, si
se trata de un algoritmo adaptativo, como en el caso de los usados para clasificar P300, es
necesario que se adapte a las caracterı´sticas de la sen˜al del usuario. Para ello se entrena
a los clasificadores en sesiones de entrenamiento en los que las clases son conocidas. Es
posible realizar este ajuste de manera offline.
2.4.3. Aplicacio´n
En esta etapa, una vez detectadas las caracterı´sticas y traducidas en sen˜ales de control,
se usan las mismas para realizar acciones concretas en aplicaciones. Algunos ejemplos
serı´a seleccionar una letra de la matriz o mover un cursor en una pantalla de arriba abajo.
2.5. Estado del arte en el campo de los potenciales evoca-
dos P300
En esta seccio´n se hace un repaso del estado actual, ası´ como de los u´ltimos avances
en el campo de la investigacio´n y desarrollo de BCI basados en potenciales evocados
P300. Asimismo se hace una comparacio´n de resultados entre diferentes algoritmos de
clasificacio´n.
Los campos que se estudian sera´n los me´todos de adquisicio´n de sen˜al, paradigmas
de presentacio´n de estı´mulos, aplicaciones y algoritmos de extraccio´n y clasificacio´n, con
un especial e´nfasis en el u´ltimo campo. Asimismo se explica el procedimiento de la III
Competicio´n BCI (2004) y se hace un estudio comparativo de algoritmos de clasificacio´n
y extraccio´n que hagan uso de la base de datos de la misma.
2.5.1. Me´todos de adquisicio´n de sen˜al
Tradicionalmente, una de las principales trabas a la hora de realizar un BCI que pue-
da ser aplicado a situaciones de la vida cotidiana es el engorroso proceso preparatorio,
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que incluye preparacio´n de la piel, aplicacio´n del gel conductor y posicionamiento de
electrodos, entre otras cosas.
Adema´s del me´todo tradicional de adquisicio´n consistente en electrodos y gel apli-
cado sobre el cuero cabelludo existe actualmente un casco desarrollado por la empresa
EMOTIV que cuenta con la ventaja de que no necesita gel y el consiguiente limpiado
de la cabeza del usuario. Adema´s cuenta con electrodos semi-rı´gidos que permiten un
posicionamiento ma´s ra´pido aunque menos preciso.
Se realizo´ un estudio comparativo por parte de Mayaud et al. del rendimiento del
casco EMOTIV con respecto a tres tipos de electrodos (disco, aguja, y cuadrado) en un
mismo equipo y sobre diez usuarios [19]. Los resultados obtenidos sugieren que no hay
diferencia en cuanto a rendimiento entre el casco y los electrodos de disco, aunque se
encontro´ una cierta tendencia a una caı´da de rendimiento en el casco EMOTIV tras dos
horas de utilizacio´n, adema´s de una mayor incomodidad empezando al mismo tiempo
que dicha caı´da. De cualquier forma, es un avance esperanzador a la hora de establecer
sistemas de uso comu´n (no estrictamente de investigacio´n). Sin embargo, este sistema
tambie´n ha recibido crı´ticas por tener un rendimiento muy inferior al de sistemas me´dicos
de mayor coste, y en algunos casos se cuestiona que realmente registre sen˜ales EEG,
sugirie´ndose que en realidad se trata de artefactos musculares u oculares.
2.5.2. Paradigmas de presentacio´n de estı´mulos
Los sistemas BCI-P300 se basan en el paradigma de la aparicio´n de un estı´mulo es-
perado entre muchos no esperados. A dı´a de hoy existen tres paradigmas visuales princi-
pales: el original de la fila/columna (RCP), donde las filas y las columnas de una matriz
visual parpadean en orden aleatorio mientras el usuario espera a que aparezca su eleccio´n.
Otro es el de la celda u´nica (SCP), donde los elementos de la matriz parpadean de forma
aleatoria (con el que se obtienen potenciales ma´s grandes a costa de velocidad y precisio´n)
y finalmente el paradigma del tablero de damas (CBP), donde grupos de elementos de la
matriz parpadean de forma cuasi-aleatoria en lugar de filas y columnas.
Se ha propuesto una variacio´n al sistema de la fila/columna por parte de Akram et
al. [20] que consiste en integrar un mecanismo de sugerencia de palabras mediante una
bu´squeda en un diccionario y una seleccio´n final de la palabra en funcio´n de las suge-
rencias cuando el nu´mero de las mismas se ha reducido a un nu´mero determinado. Este
sistema reduce el tiempo de entrada de las palabras de forma considerable, si bien solo es
u´til para aplicaciones de escritura.
Un estudio realizado previamente por Taha Ahi et al. [21]) sugiere un posicionamien-
to alternativo del alfabeto en la matriz bajo el supuesto de que la mayorı´a de los pares
objetivo-error esta´n en la misma fila o columna.
El paradigma del tablero de damas ha sido mejorado recientemente por sus creadores,
Townsend et al. [22], mediante la propuesta del paradigma de los cinco parpadeos (FFP),
con el que se consiguio´ una tasa de transmisio´n de informacio´n muy superior a la obte-
nida con el CBP. Ba´sicamente en este paradigma cada elemento de la matriz parpadea
cinco veces en lugar de dos como en el CBP en cada secuencia; de esta forma al haber
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ma´s candidatos es ma´s fa´cil seleccionar el deseado por el usuario y se requieren menos
secuencias.
Adema´s de los paradigmas visuales tambie´n existen paradigmas ta´ctiles y auditivos,
los cuales se pueden usar con personas cuya discapacidad sea demasiado severa y no
puedan ver correctamente. En el campo de los paradigmas auditivos se propuso un sistema
desarrollado por Guo et al. [23] para seleccionar un objetivo entre una secuencia aleatoria
de dı´gitos con el que se obtuvo una precisio´n del 85 %, mayor que lo que habitualmente
se consigue en este tipo de paradigmas.
Una forma novedosa de enviar los estı´mulos auditivos propuesta por Aminaka et
al. [24] es a trave´s de las apo´fisis mastoides de sujeto, las cuales fueron estimuladas por un
transductor que emitı´a sen˜ales sinusoidales en tonos que se debı´an reconocer por patrones.
2.5.3. Algoritmos de extraccio´n y clasificacio´n
Uno de los mayores retos a la hora de optimizar el rendimiento de los BCI P300 es
mejorar la deteccio´n de los potenciales evocados por los estı´mulos elegidos. Este proceso
consiste en la extraccio´n de las caracterı´sticas que representan mejor las intenciones del
usuario y la clasificacio´n de las mismas en una salida adecuada por un algoritmo.
Se describen a continuacio´n trabajos de investigacio´n relacionados con los me´todos de
extraccio´n y seleccio´n de caracterı´sticas aplicados a los BCI basados en potenciales P300
junto con una comparativa entre los resultados obtenidos por los mismos, con especial
hincapie´ en aquellos que hagan uso de la base de datos de III Competicio´n BCI (2004).
a) Extraccio´n
Elsawy et al. [25] usaron en su estudio un filtro espacial de media comu´n como extrac-
tor de caracterı´sticas. Adema´s se estudiaron los resultados para 8 canales y los 64 canales
totales para comparar el rendimiento. El conjunto de datos usados para este estudio fue el
de la III Competicio´n BCI (2004).
El estudio de Wang et al. [26] aplico´ transformada de ondı´cula o wavelet a las sen˜ales
de la III Competicio´n BCI (2004), en concreto a un subconjunto de 10 canales, obte-
nie´ndose una precisio´n del 89.5 %.
He et al. [27] propusieron un me´todo de extraccio´n de caracterı´sticas basado en au-
toregresio´n multiresolucio´n en de series de tiempo multicanal (MAMTS) y clasificacio´n
basada en SVM, llega´ndose a una precisio´n del 94.74 % para sen˜ales de registro propio
por parte de los autores.
En un estudio realizado sobre la base de datos II de la III Competicio´n BCI (2004),
Li et al. [28] propusieron la combinacio´n de filtro de mediana como me´todo de extrac-
cio´n de caracterı´sticas, y Discriminante Lineal Bayesiano (BLDA) como clasificador de
caracterı´sticas. Esta combinacio´n obtuvo una precisio´n del 90 % de forma computacio-
nalmente eficiente. En este mismo estudio se combino´ BLDA con un ana´lisis basado en
wavelet y se obtuvo una precisio´n media algo inferior (no especificada) pero de forma
menos computacionalmente eficiente.
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El filtro basado en subespacios utilizado por Shahriari y Erfanian [29] es un filtro
espacial disen˜ado para maximizar el ratio entre las sen˜ales sincronizadas con el estı´mulo
objetivo y las sen˜ales sincronizadas con el estı´mulo no objetivo. Los resultados fueron
adecuados aunque no especialmente destacados (89.53 % de precisio´n).
Un algoritmo que combina Wavelets para extraccio´n de caracterı´sticas y una combi-
nacio´n de FLD combinados, aplicado por Salvaris et al. [30], dio resultados parecidos a
los de los ganadores de la III Competicio´n BCI (95 %) pero con un coste computacional
muy inferior para la seleccio´n de canal.
Sakamoto y Aono [31] proponen un me´todo de extraccio´n de caracterı´sticas basado
en el diezmado adaptativo con FLDA como clasificador, obteniendo una precisio´n media
del 96.5 %. Este me´todo de diezmado se basa en dividir las sen˜ales base en intervalos no
uniformes y obtener la media de cada intervalo para aproximar los datos originales con
muestras reducidas. Dichos intervalos se determinan mediante entrenamiento de forma
previa.
Mirghasemi et al. [32] propusieron en su estudio sobre la base de datos II de la III
Competicio´n BCI un filtrado paso banda como me´todo de extraccio´n de caracterı´sticas,
obtenie´ndose una precisio´n del 96.77 %.
Onishi et al. [33] realizaron un estudio en el que proponen un me´todo de extraccio´n
de caracterı´sticas basado en descomposicio´n tensorial. Este me´todo se diferencia de los
tradicionales en que extrae simulta´neamente informacio´n espacial y temporal dominan-
te, mientras que normalmente se extrae informacio´n temporal exclusivamente (aunque
algunos estudios realizan seleccio´n de canal mediante algoritmos de eliminacio´n recur-
siva [12]). El me´todo realiza una tensorizacio´n mediante expansio´n de datos para luego
reducir la dimensionalidad. En este caso se obtuvo una tasa de aciertos del 92 %
C¸elik y Anca [43] aplicaron aproximacio´n multiresolucio´n como me´todo de extrac-
cio´n de caracterı´sticas a la base de datos II de la III Competicio´n BCI, obteniendo los
coeficientes correspondientes. Mediante un clasificador de tipo FLDA se obtuvo una pre-
cisio´n del 91 % mediante canales predefinidos y del 94.5 % mediante una transformacio´n
wavelet previa.
Li et al. [28] estudiaron la aplicacio´n del filtro de mediana como me´todo de extrac-
cio´n de caracterı´sticas, acompan˜a´ndolo de un clasificador consistente en un LDA Baye-
siano. La base de datos fue el conjunto de datos II de la III Competicio´n BCI (2004).
Los resultados de este estudio fueron del 90 % de aciertos. La transformada de ondı´cula
o transformada wavelet es una herramienta de ana´lisis de sen˜ales que se puede usar para
maximizar la precisio´n del clasificador P300 gracias al conocimiento de la localizacio´n es-
pacial y frecuencial de estos potenciales (Gonza´lez et al. [42]). Se uso´ el algoritmo Lifting
Wavelet Transform (LWT) como me´todo de extraccio´n de caracterı´sticas y se obtuvieron
resultados similares a otros me´todos (un 67.5 %), pero podrı´an mejorar con futuros refina-
mientos: por ejemplo se podrı´an probar otras topologı´as con pasos y coeficientes de filtro
adicionales.
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b) Seleccio´n
Elsawy et al. [25] realizaron un estudio sobre la aplicacio´n de PCA (Principal Com-
ponent Analysis) a un clasificador P300 basado en un conjunto de clasificadores lineales
(LDA, LDA de Fisher y SVM lineal). Tras ello se aplico´ PCA a los vectores de carac-
terı´sticas concatenados (todos los segmentos de datos para todos los canales, de un solo
cara´cter se concatenan) y se les aplico´ PCA. Se estudiaron dos casos diferentes: con y sin
diezmado previo a la aplicacio´n de PCA. Los mejores resultados se obtuvieron para 64
canales, PCA con diezmado previo y un conjunto de FLDAs (91.5 %).
Un estudio realizado por Wang et al. [26] uso´ como me´todo de seleccio´n de carac-
terı´sticas ICA (Independent Component Analysis). Como clasificador se uso´ un conjunto
de SVM. Se aplico´ ICA y un proceso complejo basado en transformada wavelet como
extraccio´n de caracterı´sticas y computacio´n de la distancia de Fisher entre sen˜ales con y
sin P300. Se combinaron las caracterı´sticas o´ptimas en tiempo y frecuencia. Se obtuvo
una precisio´n del 85 % para el sujeto A con una reduccio´n de datos del 62.5 % y del 94 %
para el sujeto B con una reduccio´n de datos del 64.3 % (en ambos casos respecto a las
sen˜ales sin procesar), lo que hace un total de precisio´n del 89.5 %.
Los algoritmos gene´ticos se pueden usar para obtener aspectos relevantes de una sen˜al
de forma automa´tica. Dal Seno y Matteucci [34] aplicaron un algoritmo gene´tico propio
al conjunto de datos IIb de la II Competicio´n BCI (2004) y a otro propio, clasificando
mediante un clasificador logı´stico. Se usaron 10 canales de los 64. En funcio´n de distintos
para´metros del algoritmo gene´tico se obtuvieron distintos resultados. Sin embargo, en
el estudio no se especifica la precisio´n obtenida sobre este conjunto de datos, sino solo
sobre el propio, llegando al 90 % para un sujeto de los 7, aunque los resultados son muy
variables entre los mismos.
Recientemente se llevo´ a cabo un estudio comparativo de tres me´todos de extraccio´n
de caracterı´sticas por parte de Amini et al. [35]. A continuacio´n se describen los me´todos
estudiados:
La “segmentacio´n inteligente” consiste en segmentar en intervalos no uniformes de
los datos del EEG adquiridos en los electrodos y calcular la media de cada segmen-
to. La idea detra´s de esta estrategia se basa en la suposicio´n de que un submuestreo
efectivo deberı´a proporcionar una distincio´n clara entre clases (objetivo y no obje-
tivo).
El CSP (Common Spatial Pattern) es una te´cnica de filtrado espacial que encuen-
tra las direcciones de discriminacio´n o´ptima entre dos clases mediante la varianza:
maximiza la varianza de una condicio´n y al mismo tiempo minimiza la de la otra.
Tambie´n es posible combinar los dos me´todos anteriores (primero CSP y luego re-
duccio´n de muestras con segmentacio´n inteligente) obtenie´ndose una precisio´n del
85.20 %. Combinando caracterı´sticas de los grupos anteriores se llego´ al 97.40 %
de aciertos.
Turnip y Widyotriamo [36] realizaron un estudio sobre una base de datos propia
en la que combinaron un FLDA como clasificador con tres me´todos de seleccio´n
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de caracterı´sticas: Adaptive Autoregressive Model (AAR), Joint Approximate Dia-
gonalization of Eigenmatrices (JADE) y Second Order Blind Identification (SOBI).
Los resultados de precisio´n obtenidos para cada uno de los tres me´todos respectiva-
mente fueron 96.16 %, 94 % y 93.36 %.
En el estudio de Onishi et al. [33] se empleo´ como me´todo de seleccio´n de caracterı´sti-
cas un algoritmo de reduccio´n de la dimensionalidad basado en High Order Discriminant
Analysis (HODA). Se aplico´ este algoritmo a la base de datos II de la III Competicio´n
BCI con LDA como clasificador, llegando a un porcentaje de aciertos del 92 %.
El trabajo realizado por Liu et al. [37], el cual obtuvo el tercer puesto en el conjunto
de datos II de la III Competicio´n BCI (2004) se baso´ en la seleccio´n de caracterı´sticas
basada en PCA y clasificacio´n mediante el criterio del peso T (T-Weight). Es importante
destacar que este trabajo realizo´ la media de las 15 iluminaciones como reduccio´n de
caracterı´sticas. El porcentaje de acierto obtenido fue del 90 %.
c) Clasificacio´n
El Discriminante Linear de Fisher (LDA) es un mecanismo de clasificacio´n cuyo
propo´sito es crear un vector discriminante que separe dos clases lo mejor posible.Usando
un LDA tı´pico como clasificador en el estudio de Amini et al. [35] se llego´ a la con-
clusio´n de que la segmentacio´n inteligente producı´a los mejores resultados (95.05 % de
precisio´n). La combinacio´n de las mejores caracterı´sticas de los me´todos anteriores dio
como resultado una precisio´n del 97.4 %.
Un me´todo novedoso de clasificacio´n de P300 es el de las redes neuronales convolu-
cionales (CNN), aplicado por Cecotti y Gra¨ser [38], la topologı´a de las cuales se adapta
a la deteccio´n de potenciales P300 en el dominio del tiempo. Las CNN son redes neu-
ronales (modelos computacionales basados en el sistema nervioso central de animales)
normalmente usadas para reconocimiento de ima´genes. Consisten en mu´ltiples capas de
pequen˜as colecciones de neuronas que miran a pequen˜as porciones de la imagen de en-
trada, las cuales luego se superponen para obtener una representacio´n mejor de la imagen
original, de esta forma toleran traslaciones de la imagen. El hecho de que estas redes se
usen para tareas de clasificacio´n las hace ideales para los P300, especialmente porque las
sen˜ales EEG son muy variables en el tiempo y respecto a las personas. Los resultados
obtenidos fueron buenos para un nu´mero pequen˜o de electrodos (el 95.5 %, algo inferior
a la precisio´n del me´todo ganador de la tercera competicio´n BCI).
Mediante un LDA Bayesiano, una extensio´n del LDA de Fisher que efectu´a una re-
gresio´n de forma Bayesiana de forma computacionalmente eficiente, aplicada por Li et
al. [28], se obtuvo una precisio´n media del 90 %.
Recientemente esta´n cobrando una especial importancia los sistemas de basados en
informacio´n mutua (MICS). Shahriari y Erfanian [39] propusieron un me´todo de selec-
cio´n de canal que hace uso de MICS, seleccionando de forma iterativa un canal con la
ma´xima dependencia respecto a la clase objetivo y mı´nima dependencia con los canales
seleccionados previamente. De esta forma se alcanzo´ una precisio´n media del 96.9 %.
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Los intentos de optimizar el sistema de deletreador P300 en general no tienen en cuen-
ta los conocimientos existentes sobre el lenguaje, es decir, tratan las selecciones de carac-
teres como elementos independientes elegidos de un grupo sin informacio´n previa. Sin
embargo, se puede usar la informacio´n sobre el lenguaje, como hicieron Speier et al. [40]
para crear suposiciones previas sobre los caracteres a elegir. Modelando el deletreador
P300 como un modelo oculto de Markov o HMM (proceso de Markov de para´metros des-
conocidos que se deducen a partir de los observables) se supone el deletreado como un
proceso secuencial donde la seleccio´n de cada cara´cter (cada estado) esta´ influenciada por
las anteriores selecciones, y se deduce la secuencia o´ptima de caracteres (los estados no
visibles) usando el algoritmo de Viterbi. Los resultados obtenidos mejoraron notablemen-
te el rendimiento del sistema de comunicacio´n en cuanto la velocidad de introduccio´n de
caracteres y la ITR (32.33), aunque el porcentaje de precisio´n fue del 88.34 %.
Los potenciales evocados por errores (ErrP) en un EEG son generados por la percep-
cio´n del sujeto de un error. Se estudio´ la posibilidad de usar estos potenciales evocados
para mejorar el rendimiento del deletreador P300 por parte de Combaz et al. [41], me-
diante la eliminacio´n de falsos positivos: la teorı´a es que cuando el usuario se diera cuenta
de que el sistema no ha reconocido correctamente el cara´cter deseado aparecerı´a un ErrP,
lo cual se usarı´a para cancelar la seleccio´n. La desventaja es que se requiere un largo
entrenamiento para que este sistema funcione correctamente y el porcentaje de acierto
(90.55 %) no es especialmente destacable.
En un estudio de Mirghasemi et al. [32] se ha llegado a la conclusio´n de que el pre-
procesamiento de datos, la extraccio´n de caracterı´sticas y la clasificacio´n no deberı´an
ser procesos aislados. En este estudio se demostro´ que para cada algoritmo de clasifi-
cacio´n existe otro algoritmo de preprocesamiento adecuado, llega´ndose a una precisio´n
del 96.77 % con una combinacio´n de filtrado paso banda, Principal Component Analysis
(PCA) y FLD.
En la tabla 2.1 se presenta una comparativa de resultados.
Artı´culo No Extraccio´n Seleccio´n Clasificacio´n Base de
Datos
Precisio´n
Elsawy et al.
(2013) [25]
2 Diezmado PCA Conjunto de
FLDA
Competicio´n
BCI III
91.5 %
Wang et al.
(2014) [26]
2 Transformada
wavelet
ICA Conjunto de
SVM
Competicio´n
BCI III
89.5 %
Dal Seno y
Matteucci
(2008) [34]
7 Ninguno Algoritmo
gene´tico
Clasificador
logı´stico
Propia 90 %
He et al.
(2010) [27]
1 MAMTS Ninguno SVM Propia 94.74 %
Li et al.
(2012) [28]
2 Filtro de me-
diana
Ninguno BLDA Competicio´n
BCI III
90 %
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Artı´culo No Extraccio´n Seleccio´n Clasificacio´n Base de
Datos
Precisio´n
Amini et al.
(2012) [35]
2 Segmentacio´n
inteligente
Ninguno FLDA Competicio´n
BCI III
95.05 %
Amini et al.
(2012) [35]
2 Common
Spatial
Patern (CSP)
Ninguno FLDA Competicio´n
BCI III
82.45 %
Amini et al.
(2012) [35]
2 Segmentacio´n
inteligente +
CSP
Ninguno FLDA Competicio´n
BCI III
85.20 %
Amini et al.
(2012) [35]
2 Combinacio´n
de caracterı´s-
ticas
anteriores
Ninguno FLDA Competicio´n
BCI III
97.40 %
Shahriari y
Erfanian
(2013) [29]
5 Filtros ba-
sados en
subespacios
Ninguno SVM Propia 89.53 %
Combaz et al.
(2011) [41]
9 Filtro Butter-
worth y sub-
muestreo
Ninguno SVM Propia 90.55 %
Cecotti
y Gra¨ser
(2011) [38]
2 Submuestreo,
filtrado y nor-
malizacio´n
Ninguno Redes neuro-
nales convo-
lucionales
Competicio´n
BCI III
95.5 %
Turnip y
Widyotriatmo
(2013) [36]
8 Ninguno SOBI FLDA Propia 93.36 %
Turnip y
Widyotriatmo
(2013) [36]
8 Ninguno JADE FLDA Propia 94 %
Turnip y
Widyotriatmo
(2013) [36]
8 Ninguno AAR FLDA Propia 96.16 %
Li et al.
(2012)
[28]
2 Filtro de me-
diana
Ninguno LDA
Bayesiano
Competicio´n
BCI III
90 %
Speier et al.
(2013) [40]
15 Ninguno Ninguno Modelo ocul-
to de Markov
Propia 88.34 %
Gonza´lez et
al.
(2013) [42]
2 Lifting
Wavelet
Transform
Ninguno SVM + Par-
ticle Swarm
Optimization
Competicio´n
BCI III
67.50 %
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Artı´culo No Extraccio´n Seleccio´n Clasificacio´n Base de
Datos
Precisio´n
Shahriari
y Erfanian
(2011) [39]
2 Ninguno Informacio´n
mutua
SVM con
nu´cleo lineal
Competicio´n
BCI III
96.90 %
Mirghasemi
et al.
(2006) [32]
2 Filtrado paso
banda
PCA FLDA Competicio´n
BCI III
96.77 %
Salvaris et al.
(2009) [30]
2 Transformada
Wavelet
Ninguno Conjunto de
FLDs
Competicio´n
BCI III
95 %
Sakamoto
y Aono
(2009) [31]
2 Supervised
Adaptative
Downsam-
pling
Ninguno FLDA Competicio´n
BCI III
96.50 %
Onishi et al.
(2012) [33]
2 Tensorizacio´n
mediante
expansio´n de
datos
HODA LDA Competicio´n
BCI III
92 %
C¸elik y Anca
(2010) [43]
2 Transformada
wavelet +
Aproximacio´n
multiresolu-
cio´n
Ninguno FLDA Competicio´n
BCI III
94.50 %
El Dabbagh y
Fakhr (2011)
[44]
2 Filtro Cheby-
chev orden 8
Ninguno SVM con
pesos
Competicio´n
BCI III
97 %
Tomioka y
Haufe
(2008) [45]
2 Filtrado paso
bajo
Ninguno Regularizacio´n
canales con
norma euclı´-
dea columnas
Competicio´n
BCI III
96.50 %
Liu et al.
(2005) [37]
2 Promediado
15
iluminaciones
PCA Criterio
T-Weight
Competicio´n
BCI III
90 %
Tabla 2.1: Resultados para diferentes paradigmas de clasificacio´n, extraccio´n y seleccio´n.
2.5.3.1. III Competicio´n BCI (2004)
Las competiciones BCI son eventos perio´dicos realizados desde 2001 cuyo objetivo es
validar me´todos de procesado de sen˜al y de clasificacio´n para BCI. Se provee a los parti-
cipantes de una serie de sets de datos registradas de usuarios en sesiones de entrenamiento
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Figura 2.5: Matriz de caracteres mostrada al usuario [8].
y test, cada uno de los cuales tiene objetivos especı´ficos.
En el caso que nos interesa (conjunto de datos II de la III Competicio´n BCI, 2004), las
sen˜ales de dicho conjunto eran un registro completo de potenciales evocados P300 obte-
nidos mediante el sistema BCI2000 para un total de dos sujetos. El objetivo era predecir
el cara´cter correcto que el usuario deseaba seleccionar entre los del tablero tradicional
bajo el paradigma de la fila/columna de Farwell y Donchin [35]. Este algoritmo consiste
en que al usuario se le presenta una matriz 6×6 de caracteres (ver Figura 2.5). El usuario
debı´a fijarse en los caracteres de una palabra fijada por los investigadores. Todas las filas y
columnas de la matriz se iluminaron de forma sucesiva y aleatoria con una frecuencia de
5.7 Hz. Dos de cada 12 intensificaciones de filas o columnas contenı´an el cara´cter desea-
do; en estos casos las respuestas evocadas por los estı´mulos son diferentes de las que no
los contienen.
Estas sen˜ales fueron tratadas de la siguiente forma: se digitalizaron con una frecuencia
de muestreo de 240 Hz y a continuacio´n se les aplico´ un filtrado paso banda de 0.1-60 Hz.
Los canales son los habituales del sistema internacional 10-20 [4]. Para la captura se
uso´ el software BCI2000 [8]. Cada sujeto realizo´ 5 sesiones, consistentes en diferentes
secuencias. En cada secuencia el sujeto centraba su atencio´n en una serie de caracteres.
El display evolucionaba de la siguiente forma: primero se mostraba la matriz (Figu-
ra 2.5) durante 2.5 segundos (en este tiempo todos los caracteres tenı´an la misma intensi-
dad). Tras ello, cada fila y columna de la matriz se iluminaban de forma aleatoria durante
100 ms (12 estı´mulos: 6 filas y 6 columnas). Tras cada intensificacio´n la matriz no se
iluminaba durante 75 ms. Cada set de 12 intensificaciones se repetı´a 15 veces para cada
seleccio´n de cara´cter, es decir, cada combinacio´n de fila y columna se intensificaba 15
veces haciendo un total de 180 intensificaciones de cada seleccio´n de cara´cter. Al pasar a
la siguiente seleccio´n de cara´cter la matriz no se iluminaba durante 2.5 s para informar al
usuario de que tenı´a que centrarse en el siguiente cara´cter de la palabra.
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Figura 2.6: Asignacio´n de valores de la variable StimulusCode a diferentes intensificacio-
nes de filas o columnas [8].
2.5.3.2. Conjunto de datos de la competicio´n
Para la competicio´n estos datos se convirtieron en 4 ficheros Matlab R© (*.mat), un en-
trenamiento (85 caracteres) y un test (100 caracteres) para cada uno de los dos sujetos A
y B. Los datos se guardaron en precisio´n simple. Para cada *.mat, la sen˜al EEG (obtenida
mediante el casco esta´ndar) se organiza en una gran matriz (Signal). Es importante saber
que para evitar que los participantes en la competicio´n adivinaran las palabras, los carac-
teres buscados fueron desordenados en los sets. El resto de variables son las siguientes:
Flashing: 1 cuando la fila/columna se intensificaba, 0 si no.
StimulusCode: 0 cuando no se intensifica ninguna fila/columna.
1. . . 6 para columnas intensificadas de izquierda a derecha.
7. . . 12 para filas intensificadas de arriba abajo (Figura 2.6).
StimulusType: 0 cuando ninguna fila/columna se intensifica o la fila/columna intensifi-
cada no contiene el cara´cter deseado.
1 cuando la fila/columna contiene el cara´cter deseado.
El propo´sito de esta variable es proveer de un acceso fa´cil a las etiquetas
en los sets de entrenamiento para separar las respuestas que contenı´an
el cara´cter deseado de las que no.
TargetChar: La etiqueta correcta para cada cara´cter buscado en los datos de entrena-
miento.
Las dos u´ltimas variables lo´gicamente solo esta´n disponibles en las matrices de entrena-
miento.
El algoritmo ganador fue el que consiguio´ un mayor nu´mero de aciertos para el con-
junto de datos de test. Los tres primeros clasificados se muestran en la tabla 2.2.
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Autor Me´todo % de aciertos
(15 ilumin.)
% de aciertos
(5 ilumin.)
1. A. Rakotomamonjy SVM lineal con seleccio´n
de canales especı´ficos pa-
ra cada sujeto
96.50 % 73.50 %
2. L. Yandong SVM lineal con seleccio´n
de canales especı´ficos pa-
ra cada sujeto
90.50 % 55.00 %
3. Z. Zongtan PCA (Principal Compo-
nent Analysis)
90.00 % 59.50 %
Tabla 2.2: Resultados de los tres primeros puestos de la competicio´n BCI 2003 [46].
El me´todo ganador fue el propuesto por Rakotomamonjy y Guigue. Dicho me´todo
esta´ basado en un conjunto de SVM lineales diferente para cada usuario, usando para
construirlas los datos de entrenamiento proporcionados y acompan˜ado de un proceso de
seleccio´n de canales que se adapta a las diferentes respuestas de cada usuario [12].
En la tabla 2.3 se recogen los resultados, ordenados por porcentaje de aciertos, de una
serie de algoritmos que usan el conjunto de datos II de la III competicio´n BCI.
Autor Me´todo % de aciertos
1. Amini et al.
(2012) [35]
Segmentacio´n inteligente, CSP + LDA de
Fisher (Combinacio´n de caracterı´sticas)
97.40 %
2. El Dabbagh y
Fakhr (2011) [44]
Filtro Chebychev orden 8 + Conjunto de
SVMs son pesos
97 %
3. Shahriari y Erfa-
nian (2011) [39]
Informacio´n mutua + SVM con kernel li-
neal
96.90 %
4. Mirghasemi et al.
(2006) [32]
Filtrado paso banda + PCA y FLD 96.77 %
5. Rakotomamonjy
y Guigue
(2008) [12]
Filtrado paso banda + SVM lineal con se-
leccio´n de canales especı´ficos para cada
sujeto
96.50 %
6. Sakamoto y Aono
(2009) [31]
Supervised Adaptative Downsampling +
FDA
96.50 %
7. Tomioka y Haufe
(2008) [45]
FPB + Regularizacio´n de canales median-
te la norma euclı´dea de las columnas
96.50 %
8. Cecotti y Gra¨ser
(2011) [38]
Submuestreo, filtrado y normalizacio´n +
CNN
95.50 %
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Autor Me´todo % de aciertos
9. Amini et al.
(2012) [35]
Segmentacio´n inteligente, LDA de Fisher 95.05 %
10. Salvaris et al.
(2009) [30]
Transformada Wavelet + Conjunto de
FLDA
95.00 %
11. C¸elik y Anca
(2010) [43]
Aproximacio´n multiresolucio´n + FLD 94.50 %
12. Onishi et al.
(2012) [33]
Tensorizacio´n mediante expansio´n de da-
tos + LDA
92 %
13. Elsawy et al.
(2013) [25]
Diezmado + PCA + Conjunto de FLDA 91.5 %
14. Li et al.
(2012) [49]
Filtro de mediana + LDA Bayesiano 90.00 %
15. Wang et al.
(2014) [26]
Algoritmo gene´tico + Clasificador logı´sti-
co
89.5 %
16. Amini et al.
(2012) [35]
Segmentacio´n inteligente, CSP + LDA de
Fisher
85.20 %
17. Amini et al.
(2012) [35]
CSP + LDA de Fisher 82.45 %
Tabla 2.3: Precisio´n de algoritmos que usan la base de datos de la III Competicio´n BCI.
2.5.4. Aplicaciones
Se propone en este apartado un repaso por algunas aplicaciones actuales de sistemas
BCI basados en P300, con el propo´sito de ofrecer una visio´n global de las posibilidades
que ofrecen estos sistemas incluso ma´s alla´ de la ayuda a discapacitados.
Uno de los principales problemas a la hora de controlar vehı´culos motorizados por
BCI basado en P300 es la baja tasa de informacio´n y el esfuerzo que implica usarlo de
forma continuada. Para evitar estas dificultades, Rebsamen et al. [47] desarrollaron una
silla de ruedas en la cual se selecciona un destino entre una serie de localizaciones prefija-
das de forma que e´sta se desplaza por caminos virtuales predeterminados de forma segura,
permitiendo al usuario parar en cualquier momento. Esta forma de abordar el problema
supone una clara reduccio´n del esfuerzo mental por parte del usuario, que solamente tiene
que prestar atencio´n a la pantalla de seleccio´n una vez, en lugar de tener que concentrar-
se de forma continuada, como serı´a el caso si el sistema estuviera basado en controles
cla´sicos (izquierda, derecha, adelante).
Para poder parar la silla de ruedas en cualquier momento los autores proponen dos
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Figura 2.7: Sistema BCI para el control de una silla de ruedas: el usuario selecciona el
destino (en este caso la televisio´n) usando el BCI P300 y la silla de ruedas sigue un
camino guiado hasta el mismo. En el monitor del ordenador aparece el menu´ donde los
elementos se iluminan aleatoriamente. Si el usuario centra su atencio´n en un elemento,
gracias a los potenciales P300 se seleccionara´ como destino dicho lugar [47].
BCIs ma´s ra´pidos: uno basado en un algoritmo P300 ra´pido con solo un elemento y otro
basado en ritmos µ y β. La figura 2.7 muestra un esquema simplificado de este sistema.
En los u´ltimos tiempos esta´n empezando a aparecer sistemas BCI hı´bridos, como el
que combina P300 con potenciales relacionados con desincronizaciones (ERD) (Riech-
mann et al. [48]. Este sistema propone controlar un cursor 2D usando la combinacio´n de
ambos potenciales, de una dimensio´n cada uno, alcanza´ndose dicho objetivo satisfacto-
riamente.
Otro sistema BCI hı´brido propuesto por Li et al. [49] combina P300 con ritmos senso-
riomotores para la misma aplicacio´n, de forma que se puedan controlar las dos direcciones
del espacio bidimensional de forma simulta´nea e independiente. Adema´s el sistema per-
mite movimiento en direcciones arbitrarias del cursor, a diferencia del tradicional movi-
miento discreto, de forma que los P300 controlan los movimientos verticales y los ritmos
sensoriomotores determinan la velocidad y direccio´n del movimiento horizontal.
El desarrollo de la robo´tica en combinacio´n con los sistemas BCI permite avances
como el presentado por Yun et al. [50]. En este trabajo se expone un sistema BCI para
el control de un robot humanoide. Debido a que los BCI basados en P300 son uno de los
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sistemas de este tipo que menos fatiga causan a los usuarios por uso continuado es un
candidato ideal para este objetivo. El sistema se basa en comandos de control avanzados
que se complementan con los propios sensores del robot, los cuales le permiten explorar
sin peligro de colisio´n, ası´ como sistemas de reposicionamiento en caso de caı´da.
Tradicionalmente la investigacio´n en torno a la aplicacio´n de los P300 se ha cen-
trado exclusivamente en los usuarios con discapacidad motora. Por esta razo´n resultan
interesantes estudios recientes de Rosenfeld et et al. [51] en los que se propone usar es-
tos potenciales para otro propo´sito, como es el de revelar informacio´n oculta. Donchin y
Farwell ya vieron el potencial de los P300 como medio para detectar informacio´n oculta
en 1991 [52]. En el estudio propuesto se realizaron dos experimentos, el primero de los
cua´les era una simulacio´n de un crimen con veinte voluntarios. El segundo experimento
contaba solamente con cuatro sujetos culpables de pequen˜as transgresiones. En ambos
experimentos se les mostraba a los sujetos tres tipos de estı´mulos: (1) elementos sonda
que solo el culpable y gente familiarizada con el crimen reconocerı´an; (2) elementos irre-
levantes que no estaban relacionados con el crimen pero eran de la misma categorı´a que la
sonda; (3) elementos objetivo que no tenı´an relacio´n con el crimen pero a los que el sujeto
tenı´a que responder segu´n las instrucciones que se le proporcionaban. A los sujetos se les
dijo que presionaran un boto´n de sı´ a los objetivos y un boto´n de no al resto de estı´mulos.
Los sujetos del primer experimento habı´an participado en escenarios simulados de
crı´menes de espionaje en los que se pasaron maletas a agentes en operaciones con nom-
bres concretos. Los detalles de estas actividades generaban seis categorı´as de estı´mulos,
por ejemplo el nombre de la operacio´n. Para cada categorı´a, el nombre real podı´a ser por
ejemplo operacio´n “burro”. El resto de los seis estı´mulos serı´an otros nombres de ani-
males incluyendo la sonda, cuatro irrelevantes y un nombre objetivo. Las seis categorı´as,
con seis estı´mulos cada una, daban un total de 36 elementos que se presentaban de forma
aleatoria dos veces por bloque. Tras cada bloque, los estı´mulos se volvı´an a presentar en
otro orden aleatorio y se presentaban de nuevo para un total de cuatro bloques. El crimen
simulado se cometı´a el dı´a antes de las pruebas P300. De los veinte casos de culpabilidad
se llego´ a decisiones correctas en todos menos dos, que no se pudieron clasificar de mane-
ra no ambigua como inocente o culpable. A pesar del e´xito de esta prueba hay que tener en
cuenta que los sujetos habı´an sido entrenados para recordar los detalles de sus crı´menes,
lo que no tiene mucha validez de campo (no se puede entrenar a un sujeto en los detalles
de un crimen que esta´ negando). De los sujetos inocentes, solo 17 de los 20 fueron correc-
tamente clasificados, mientras que el resto fueron clasificados como “indeterminados”, lo
que significa que el 12.5 % de los casos quedaron sin clasificar [52].
El segundo experimento solo contaba con cuatro sujetos voluntarios, los cuales eran
todos culpables de pequen˜os crı´menes en el campus universitario. Los detalles de sus
crı´menes se detectaron bien con P300, pero teniendo en cuenta que ya habı´an admitido
previamente sus delitos probablemente ya se habı´an “entrenado” con investigadores del
campus, profesores, padres, etc. lo que lleva a la misma situacio´n previa y dificulta la
extraccio´n de conclusiones [52]. A pesar de todo, la perspectiva de usar los P300 para
revelar informacio´n oculta es de gran intere´s para la investigacio´n.
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2.6. Metodologı´a del me´todo ganador del conjunto de da-
tos II de la III Competicio´n BCI
El objetivo de la competicio´n es proporcionar un me´todo que prediga la secuencia
de caracteres del conjunto de datos de test de los dos sujetos mediante un algoritmo que
puede ser entrenado mediante el conjunto de datos de entrenamiento. El me´todo ganador
fue el que obtuvo un mayor porcentaje de aciertos para las 15 iluminaciones de filas y
columnas [8].
2.6.1. Preprocesado y extraccio´n de caracterı´sticas
En primer lugar, para cada canal, se extraen todas las muestras del conjunto de da-
tos entre 0 y 667 ms tras el inicio de una intensificacio´n. Los potenciales evocados P300
aparecen alrededor de los 300 ms tras la aparicio´n de un estı´mulo. Por esta razo´n se con-
sidera que esta ventana es suficientemente grande para capturar todas las caracterı´sticas
temporales para una clasificacio´n eficiente.
Tras ello, cada sen˜al extraı´da se filtra con un filtro paso banda de Chebyshev de Tipo I
y orden 8 con frecuencias de corte de 0.1 y 10 Hz. Finalmente se diezman las sen˜ales con
un factor de 10, teniendo entonces 14 muestras para cada canal, y se concatenan dichas
muestras para los 64 canales. Obtenemos de esta forma una matriz de trabajo de 896
columnas (14 muestras × 64 canales) y 15300 filas para las sen˜ales de entrenamiento (12
columnas/filas × 15 repeticiones × 85 caracteres de entrenamiento) cuyas etiquetas son
1 o -1 en funcio´n de si la iluminacio´n era del cara´cter deseado o no.
2.6.2. Me´todos de clasificacio´n
A. Conjunto de ma´quinas de vectores de soporte (SVM)
Cuando se usa un sistema basado en un conjunto de clasificadores, cada clasificador
tiene su propio conjunto de datos de entrenamiento. Es necesario, por tanto, subdividir las
15300 muestras del conjunto de entrenamiento en subconjuntos.
Las particiones usadas se construyen de la siguiente forma: cada cara´cter se correspon-
de con 180 sen˜ales post-estı´mulo (12 columnas/filas× 15 repeticiones). Cada particio´n de
entrenamiento se compone de sen˜ales asociadas a 5 caracteres, lo que hace un total de 17
particiones (17 × 5 = 85 caracteres) denominadas A1, A2, . . . , A17 para el sujeto A y B1,
B2, . . . , B17 para el sujetoB. Cada particio´n se compone de 900 sen˜ales de entrenamiento
de dimensio´n 896.
En esta estrategia se ha disen˜ado un sistema de clasificacio´n mu´ltiple para cada su-
jeto. Cada clasificador individual del sistema es una SVM entrenada en una de las 17
particiones. Se uso´ SVM debido a que es un buen me´todo de reconocimiento de patro-
nes para problemas de grandes dimensiones. Cada entrenamiento de una SVM incluye
un procedimiento de seleccio´n de modelo para establecer el para´metro de regularizacio´n
C. La funcio´n de decisio´n para una SVM entrenada en la particio´n Pk viene dada por la
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expresio´n:
fk(x) =
∑
i∈Pk
yi α
(k)
i 〈x,xi〉+ b(k) , (2.1)
donde {α(k)i }, b(k) son para´metros obtenidos tras el entrenamiento de las SVM y los xi
vectores de post-estı´mulo con etiquetas yi = {1,−1}.
B. Esquema global de clasificacio´n
Las salidas de estos clasificadores tienen que ser fusionadas de tal forma que se ob-
tenga un solo cara´cter predicho. De esta forma se transforman los resultados de todos
los clasificadores en un solo resultado dentro de las 36 clases posibles (caracteres de la
matriz).
El me´todo de clasificacio´n se basa en K = 17 clasificadores que han sido clasificados
en uno de los subconjuntos de entrenamiento. Cada clasificador asigna una puntuacio´n
fk(xr|c), k = 1, . . . , 17, a cada vector de post-estı´mulo xr|c asociado a una fila r o colum-
na c.
Despue´s de un nu´mero de secuencias J se considera que la fila o columna ma´s proba-
ble es la que maximiza la puntuacio´n:
Sr|c(x) =
1
J
1
K
J∑
j=1
K∑
k=1
fk
(
x
(j)
r|c
)
, (2.2)
donde x(j)r|c es el post-estı´mulo asociado a cada columna o fila para la particio´n j y Sr|c es
la puntuacio´n de cada columna o fila.
Si desarrollamos esta expresio´n obtenemos:
Sr|c(x) =
1
K
K∑
k=1
∑
i∈Pk
yi α
(k)
i
1
J
J∑
j=1
〈
x
(j)
r|c,xi
〉
+ b(k) , (2.3)
donde se puede observar que se realiza un doble promediado. El primer promedio se
calcula en el espacio de los datos. A medida que la secuencias van aumentando se va
calculando el promedio de las filas y columnas. El segundo promedio se calcula en el
espacio del clasificador.
C. Procedimiento de seleccio´n de canales
Las sen˜ales que ofrece la competicio´n en los 64 canales esta´n registradas mediante el
gorro esta´ndar del sistema 10-20 [4]. En muchos estudios se emplean u´nicamente parte
de estos canales, aquellos donde se detecta mejor el potencial evocado P300, que normal-
mente es en la zona centro-parietal.
El me´todo ganador incluye un algoritmo de seleccio´n de canales basado en un proceso
de reduccio´n de los mismos. En este algoritmo el rendimiento de los clasificadores se
evalu´a mediante la puntuacio´n:
Ccs =
tp
tp + fp + fn
, (2.4)
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donde tp es el nu´mero de verdaderos positivos, fp es el nu´mero de falsos positivos y fn es
el nu´mero de falsos negativos. El valor de Ccs se evalu´a despue´s de cada post-estı´mulo.
El procedimiento que se sigue es el siguiente: se entrena el SVM lineal con las 896 ca-
racterı´sticas proporcionadas por los 64 canales; cada canal se elimina temporalmente, por
lo que las 14 muestras correspondientes a ese canal se eliminan y se evalu´a el valor de Ccs.
Este procedimiento se realiza para los 64 canales. Aquellos canales cuya eliminacio´n pro-
porciona los valores ma´s altos de Ccs, son aquellos que no aportan informacio´n relevante
al modelo. A continuacio´n, se volverı´a a proceder de la misma forma pero con un canal
menos. Para que el algoritmo sea ma´s ra´pido, en vez de eliminar canal a canal, se eliminan
4 canales a la vez (aquellos 4 canales cuyo eliminacio´n de´ como resultado las 4 mayores
puntuaciones de Ccs). De esta forma, se eliminan primero los canales que proporcionan
menos informacio´n. La limitacio´n que se le puede encontrar a este procedimiento es que
los canales eliminados no vuelven a ser tenidos en cuenta en el mismo.
Capı´tulo 3
Me´todos de extraccio´n de
caracterı´sticas
3.1. Introduccio´n
En este capı´tulo se describe el me´todo de extraccio´n de caracterı´sticas utilizado en
este estudio: la Transformada Wavelet, que es acompan˜ada de un proceso de seleccio´n de
sub-muestreo o´ptimo de forma complementaria.
3.2. ¿Que´ es una wavelet?
Una wavelet en el dominio temporal es una funcio´n simple de amplitud oscilante en
el tiempo, al igual que los senos y cosenos del ana´lisis de Fourier. La diferencia con estas
sen˜ales es que el seno y el coseno se encuentran localizados en frecuencia y extendidos de
forma infinita en el tiempo, mientras que las wavelets esta´n localizadas tanto en tiempo
como en frecuencia. Tienen amplitudes grandes y fluctuantes durante un periodo de tiem-
po restringido y muy bajas o nulas fuera de ese periodo de tiempo, es decir, la mayorı´a
de su energı´a se restringe a un dominio especı´fico de tiempo. Adema´s, las wavelets esta´n
limitadas en banda y por tanto se componen de un rango limitado de frecuencias [53].
Las wavelets se pueden escalar en tiempo estira´ndolas o comprimie´ndolas y se pueden
mover (traslacio´n) a otras posiciones temporales sin cambiar su forma ba´sica. El escalado
y la traslacio´n son los dos para´metros ba´sicos de las representaciones wavelet. El conjunto
de todas las wavelets escaladas y trasladadas de una forma ba´sica se conoce como familia
wavelet. Hay un nu´mero infinito de wavelets en una familia wavelet. Como se muestra en
la figura 3.1, estirar una wavelet a una escala mayor hace que este´ menos localizada en
el tiempo, su espectro se desplaza a frecuencias ma´s bajas y se concentra ma´s sobre un
ancho de banda menor. De la misma forma, comprimir una wavelet a una escala menor
hace que este´ ma´s localizada en tiempo y su espectro se desplaza a frecuencias mayores,
con mayor ancho de banda.
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Figura 3.1: Wavelet B-spline. La fila de arriba muestra una wavelet en el dominio del
tiempo en tres escalas; la fila de abajo el espectro en frecuencia de la wavelet en las
tres escalas. La traslacio´n en tiempo se muestra en escala media por la figura de lı´nea
discontinua.
Figura 3.2: Algunos ejemplos de formas de wavelet.
Las wavelets pueden tomar una gran variedad de formas. Algunas wavelets usadas
comu´nmente, como la Haar y la Daubechies D4 (Figura 3.2) no se parecen a la mayorı´a
de las sen˜ales biolo´gicas, mientras que otras, como la Coifman 30 (Figura 3.2) o la B-
spline (Figura 3.1) tienen formas ma´s naturalmente biolo´gicas.
Debido a que las wavelets pueden tomar muchas formas diferentes, es posible elegir
wavelets que se acerquen a las formas de onda de sen˜ales cerebrales reales. De forma ge-
neral, las wavelets elegidas adecuadamente modelara´n de forma cercana las propiedades
espectrales y temporales de ciertas componentes de las sen˜ales neuroele´ctricas.
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3.3. Motivacio´n para el ana´lisis Wavelet de sen˜ales neu-
roele´ctricas
Antes de presentar los conceptos te´cnicos detra´s del ana´lisis wavelet de sen˜ales neu-
roele´ctricas es interesante describir algunas de las aplicaciones del ana´lisis wavelet y su
capacidad para capturar la estructura detallada de las ondas neuroele´ctricas.
Las representaciones wavelet dan medidas precisas de cua´ndo y hasta que´ punto ocu-
rren los eventos transitorios en una onda neuroele´ctrica y cua´ndo y co´mo cambia el con-
tenido en frecuencia de las mismas en el tiempo o la frecuencia. Una vez computada, la
representacio´n wavelet de una onda neuroele´ctrica es invertible, lo que significa que la
forma de onda original se puede reconstruir a partir de un conjunto de coeficientes de
ana´lisis que capturan toda la informacio´n en tiempo o frecuencia de la misma. Esto lleva
a una serie de aplicaciones importantes, algunas de ellas descritas a continuacio´n [53].
Filtrado de ruido. Realizar un ana´lisis wavelet de una onda neuroele´ctrica como
un EEG es equivalente a descomponer la onda en piezas, cada una de las cuales
captura una banda de frecuencias u´nica en una regio´n pequen˜a de tiempo o espacio.
Estas piezas se miden por un conjunto de coeficientes conocidos como coeficientes
wavelet. Es posible, por tanto, un filtrado de ruido preciso mediante la atenuacio´n
o cambio a cero de los coeficientes asociados a ruido antes de reconstruir la sen˜al
neuroele´ctrica.
Compresio´n de sen˜ales neuroele´ctricas. El archivado o monitorizacio´n a largo
plazo de sen˜ales EEG, especialmente aquellas registradas mediante sistemas de alta
densidad de electrodos requiere una compresio´n de datos eficiente. Por lo general,
la cantidad de compresio´n que se puede conseguir suele estar en oposicio´n a la pre-
cisio´n de la misma. Las te´cnicas de compresio´n wavelet mejoran la compresio´n de
datos con poca pe´rdida de informacio´n en la sen˜al. La velocidad de compresio´n tam-
bie´n es importante. Las descomposiciones wavelet son computacionalmente muy
eficientes, lo que permite optimizar la transformacio´n a formatos comprimidos en
tiempo real.
Deteccio´n de picos y transitorios. Una representacio´n wavelet tiene la propiedad
de que su resolucio´n temporal o espacial mejora a medida que la escala del evento
neuroele´ctrico decrece. La escala se refiere a la duracio´n de un evento en el dominio
del tiempo o la distancia topogra´fica del cuero cabelludo cubierta por un evento en el
dominio espacial. Esta propiedad hace que la representacio´n wavelet sea ideal para
detectar el tiempo de ocurrencia y la localizacio´n de eventos transitorios a pequen˜a
escala como los picos epileptiformes.
Deteccio´n de componentes y eventos. El ana´lisis wavelet de ERPs basado en mo-
delos de estimacio´n estadı´stica ofrece un me´todo mejorado para descomponer ERPs
en componentes funcionalmente especı´ficos. Estos modelos ofrecen un control pre-
ciso sobre la selectividad en frecuencia de la descomposicio´n, resultando en una
identificacio´n precisa de componentes, incluso cuando estos componentes se su-
perpongan sustancialmente en tiempo y frecuencia. Adema´s, existen wavelets de
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una infinidad de formas. Las formas de las wavelets se pueden seleccionar o ser
disen˜adas para coincidir con las formas de componentes de un ERP. Estas wavelets
son patrones excelentes para detectar y separar aquellos componentes y eventos de
la forma de onda de fondo. Una vez separados, los coeficientes wavelet dan una me-
dida directa de las caracterı´sticas de estos componentes, incluyendo sus amplitudes,
latencias y duracio´n.
Ana´lisis en tiempo y espacio de ondas neuroele´ctricas. Las wavelets son buenas
herramientas para observar la estructura de las ondas EEG y ERP a lo largo del
rango completo de magnificacio´n de detalle. Las te´cnicas wavelet permiten a un
usuario expandir formas de onda neuroele´ctricas en muchos formatos para repre-
sentacio´n a escala temporal y espacial. Un formato es similar al espectrograma en
tiempo-frecuencia, otro es un conjunto de ondas componente (en tiempo) o ima´ge-
nes (en espacio), similar a la salida de un banco de filtros discretos pasa-banda.
Otro es un conjunto de coeficientes que representan informacio´n a cada escala de
forma separada y se pueden utilizar para ana´lisis cuantitativo. Las representacio-
nes a escala temporal y espacial permiten al usuario buscar eventos funcionalmente
significativos en escalas especı´ficas u observar relaciones espacio-temporales en es-
calas especı´ficas. Seleccionando diferentes wavelets y fijando ciertos para´metros de
transformacio´n, las representaciones a escala temporal y espacial se pueden perso-
nalizar para definir el rango de escala del ana´lisis, la resolucio´n espacial y tempo-
ral, la cantidad de informacio´n redundante entre escalas distintas, las caracterı´sticas
frecuenciales de componentes especı´ficos, etc. La posibilidad de estudiar de forma
precisa el comportamiento dina´mico ba´sico a pequen˜a escala de los campos ele´ctri-
cos del cerebro es potencialmente muy u´til para los neurocientı´ficos y me´dicos. La
estructura a pequen˜a escala disponible en las ondas registradas en el cuero cabellu-
do contiene informacio´n neuroele´ctrica detallada sobre los procesos subyacentes.
El ana´lisis wavelet proporciona un me´todo de aislamiento de estos procesos para su
estudio.
3.4. Transformada Wavelet
3.4.1. Ana´lisis de sen˜ales no estacionarias
El objetivo del ana´lisis de sen˜ales es extraer informacio´n relevante de una sen˜al me-
diante una transformacio´n de la misma. Denominamos sen˜ales estacionarias a aquellas
sen˜ales cuyas propiedades no evolucionan temporalmente. Para tales sen˜ales, la transfor-
macio´n estacionaria “natural” es la Transformada de Fourier [54]:
X(f) =
∫ +∞
−∞
x(t)e−j2piftdt (3.1)
Los coeficientes de ana´lisisX(f) definen la nocio´n de frecuencia global en una sen˜al y
se obtienen como producto interno de la sen˜al con funciones base de tipo seno de duracio´n
infinita. Como resultado, el ana´lisis de Fourier funciona bien si x(t) se compone de unos
pocos componentes estacionarios. Sin embargo, cualquier cambio abrupto en el tiempo
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en una sen˜al no estacionaria x(t) se expande a lo largo de todo el eje de frecuencias
en X(f). Por tanto, un ana´lisis adaptado a sen˜ales no estacionarias requiere ma´s que la
transformada de Fourier.
El me´todo habitual es introducir dependencia temporal en el ana´lisis de Fourier, pero
preservando la linealidad. La idea es introducir un para´metro de “frecuencia local” (local
en el tiempo) de tal forma que la Transformada de Fourier “local” observe a la sen˜al a
trave´s de una ventana sobre la cual la sen˜al es aproximadamente estacionaria. Otra forma
equivalente es modificar las funciones seno base a otras que este´n ma´s concentradas en el
tiempo pero menos en frecuencia.
3.4.2. Transformada de Fourier de Tiempo Reducido
La “frecuencia instanta´nea” se ha concebido a menudo como una manera de introducir
dependencia frecuencial en el tiempo. Si la sen˜al no es de banda estrecha, la frecuencia
instanta´nea tiene de media distintas componentes espectrales en el tiempo. Para ser preci-
sos en temporalmente se necesita por tanto una representacio´n frecuencial en dos dimen-
siones S(t, f) de la sen˜al x(t) compuesta de caracterı´sticas espectrales dependientes del
tiempo, definie´ndose la frecuencia local f mediante una definicio´n apropiada de S(t, f).
Esta representacio´n es similar a la de una partitura, que tambie´n muestra “frecuencias” en
el tiempo.
La transformada de Fourier se adapto´ para definir S(t, f) de la forma que se expone a
continuacio´n. Conside´rese una sen˜al x(t) y asu´mase que es estacionaria cuando se observa
a trave´s de una ventana g(t) de extensio´n finita y centrada en la localizacio´n temporal τ .
La transformada de Fourier de la sen˜al enventanada x(t)g∗(t− τ) da la Transformada de
Fourier de Tiempo Reducido (Short-Time Fourier Transform, STFT)
STFT (τ, f) =
∫ +∞
−∞
x(t)g∗(t− τ)e−j2piftdt (3.2)
que asigna la sen˜al a una funcio´n de dos dimensiones en el plano tiempo-frecuencia (τ, f).
La figura 3.3 muestra bandas verticales en el plano tiempo-frecuencia, ilustrando el
concepto de “enventanado” de la sen˜al en la STFT.
A partir de esta interpretacio´n dual se puede ver un inconveniente relacionado con
la resolucio´n temporal y frecuencial. Consideremos la habilidad de la STFT de distinguir
entre dos sinusoides puras. Dada una funcio´n de ventana g(t) y su transformada de Fourier
G(f), se define su ancho de banda como
∆f 2 =
∫
f 2|G(f)|2df
|G(f)|2df (3.3)
donde el denominador es la energı´a de g(t). Dos sinusoides se discriminara´n solo si esta´n
separadas al menos ∆f . De esta forma la resolucio´n en frecuencia del ana´lisis STFT viene
dado por ∆f . De forma similar, el esparcimiento en tiempo viene dado por ∆t
∆t2 =
∫
t2|g(t)|2dt
|g(t)|2dt (3.4)
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Figura 3.3: Plano tiempo-frecuencia correspondiente a la Transformada de Fourier de
Tiempo Reducido. Se puede ver como una sucesio´n de Transformadas de Fourier de un
segmento enventanado de la sen˜al (bandas verticales) o como un ana´lisis basado en un
banco de filtros (bandas horizontales).
donde el denominador de nuevo es la energı´a de g(t). Dos pulsos en el tiempo se pueden
discriminar solo si esta´n separados al menos ∆t.
La resolucio´n en tiempo y frecuencia no puede ser arbitrariamente pequen˜a, ya que su
producto tiene que cumplir la condicio´n:
∆t∆f ≥ 1
4pi
(3.5)
Esto se conoce como principio de incertidumbre o desigualdad de Heisenberg y quiere de-
cir que para aumentar la resolucio´n de tiempo hay que reducir la de frecuencia y viceversa.
A menudo se usan ventanas Gaussianas ya que cumplen esta condicio´n con igualdad.
Ma´s importante au´n es que una vez que se ha elegido una ventana para la STFT, la
resolucio´n tiempo-frecuencia es fija para todo el plano tiempo-frecuencia (ya que se usa
la misma ventana para todas las frecuencias).
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Figura 3.4: Divisio´n del dominio frecuencial para (a) STFT y (b) transformada Wavelet.
3.4.3. Transformada Wavelet Continua: Ana´lisis Multiresolucio´n
Una forma de superar la limitacio´n de frecuencia de la STFT es variar la resolucio´n
de ∆t y ∆f en el plano tiempo-frecuencia para obtener un ana´lisis multiresolucio´n. Intui-
tivamente, cuando el ana´lisis se ve como un banco de filtros, la resolucio´n temporal debe
aumentar con la frecuencia central de los filtros de ana´lisis, Se impone por tanto que ∆f
es proporcional a f o
∆f
f
= c (3.6)
donde c es una constante. El banco de filtros se compone de filtros paso-banda con ancho
de banda relativo constante. Se puede ver tambie´n como que los filtros esta´n espaciados
de forma logarı´tmica. En la figura 3.4 se observa este comportamiento.
Si se satisface 3.6 se observa que ∆f y ∆t cambian con la frecuencia central del
filtro de ana´lisis. De esta forma la resolucio´n temporal se hace arbitrariamente grande a
altas frecuencias, mientras que la resolucio´n frecuencial lo hace a bajas frecuencias. Este
ana´lisis, como es lo´gico, funciona mejor para sen˜ales con componentes de duracio´n corta
a altas frecuencias y de duracio´n larga a bajas frecuencias.
La Transformada Wavelet Continua (Continuous Wavelet Transform, CWT) sigue las
ideas anteriores an˜adiendo una simplificacio´n: todas las respuestas al impulso del banco
de filtros se definen como versiones escaladas del mismo prototipo h(t) (Wavelet Madre).
Por ejemplo:
ha(t) =
1√|a|h
( t
a
)
donde a es el factor de escala (la constante 1/
√|a| se usa para normalizar la energı´a).
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Esto resulta en la definicio´n de CWT:
CWTx(τ, a) =
1√|a|
∫
x(t)h∗
(t− τ
a
)
dt (3.7)
3.4.4. El caso discreto
Para el caso en tiempo discreto, se desarrollaron dos me´todos de forma independien-
te: Codificacio´n de Sub-bandas y Codificacio´n Piramidal o Ana´lisis Multiresolucio´n. Es
importante repasar los conceptos de escala y resolucio´n. La escala esta´ relacionada con el
taman˜o de la sen˜al, mientras que la resolucio´n lo esta´ con la cantidad de detalle presente
en la sen˜al. El para´metro escala en el ana´lisis wavelet discreto se entiende de esta for-
ma: para grandes escalas, las wavelet dilatadas muestran “visiones globales” de una sen˜al
sub-muestreada, mientras que para escalas pequen˜as, las wavelets contraı´das analizan pe-
quen˜os detalles en la sen˜al.
3.4.5. Pira´mide Multiresolucio´n
Dada una secuencia original x(n) ∈ Z, se deriva una sen˜al de baja resolucio´n median-
te un filtrado paso-bajo con una respuesta al impulso g(n). Segu´n la regla de Nyquist,
podemos sub-muestrear por un factor dos, doblando de esta forma la escala en el ana´lisis.
Esto resulta en la sen˜al y(n) dada por
y(n) =
k=+∞∑
k=−∞
g(k)x(2n− k) (3.8)
El cambio en la resolucio´n se obtiene mediante el filtro paso-bajo (pe´rdida de detalle en
alta frecuencia). El cambio en la escala se debe al sub-muestreo por dos.
Ahora intentamos encontrar una aproximacio´n a(n) de la sen˜al original a partir de
x(n). Para ello primero se sobremuestrea y(n) por un factor dos. Despue´s, la sen˜al sobre-
muestreada y′(n) se interpola con un filtro de respuesta al impulso g′(n) para obtener la
aproximacio´n a(n).
a(n) =
k=+∞∑
k=−∞
g′(k)y′(n− k) (3.9)
En general, a(n) no va a ser igual que x(n). La diferencia entre a(n) y x(n) se deno-
mina d(n), de forma que d(n) = x(n)− a(n). Es evidente, por tanto, que x(n) se puede
reconstruir sumando d(n) y a(n). El proceso completo se muestra en la figura 3.5.
En el caso de que el filtro paso-bajo sea perfecto y de media banda (respuesta en
frecuencia igual a 1 entre −pi/2 y pi/2), d(n) contiene exactamente las frecuencias por
encima de pi/2 de x(n), y por ello d(n) se puede submuestrear por un factor dos sin
perder informacio´n.
La separacio´n de la sen˜al original x(n) en una aproximacio´n a(n) ma´s detalle adicio-
nal contenido en d(n) es conceptualmente importante. Este me´todo se denomina Ana´lisis
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Figura 3.5: Esquema piramidal. Obtencio´n de una aproximacio´n paso-bajo submuestreada
y recuperacio´n de la sen˜al.
Multirresolucio´n debido al cambio en la resolucio´n que implica (el filtrado paso-bajo se-
guido del sub-muestreo por dos produce una sen˜al con la mitad de resolucio´n y el doble
de escala).
Este proceso se puede iterar en y(n), creando una jerarquı´a de sen˜ales a menor reso-
lucio´n a escalas ma´s bajas cada vez ma´s cortas, lo que lleva al otro nombre por el que se
conoce a este algoritmo (Pira´mide Multiresolucio´n).
3.4.6. Codificacio´n de Sub-bandas
El anterior sistema genera una serie de muestras redundantes: una etapa de una des-
composicio´n piramidal lleva a una sen˜al de baja resolucio´n a mitad de tasa de muestreo y
una sen˜al obtenida por diferencias a tasa completa, es decir un aumento de las muestras
del 50 %. Este sobre-muestreo se puede evitar si los filtros g(n) y g′(n) cumplen determi-
nadas condiciones.
En la Codificacio´n de Sub-bandas, que se popularizo´ originalmente para compresio´n
de voz, no aparece tal redundancia. Las aproximaciones paso-bajo sub-muestreadas se ob-
tienen de la misma forma que en el caso anterior, pero, en lugar de una sen˜al obtenida por
diferencia, el “detalle adicional” se computa como una versio´n paso-alto de x(n) (usan-
do un filtro con una respuesta h(n)), seguido de sub-muestreo por dos. Intuitivamente,
esta´ claro que el “detalle adicional” a la aproximacio´n paso-bajo tiene que ser la sen˜al
paso-alto, y tambie´n que si g(n) es un filtro paso-bajo de media banda ideal, entonces un
filtro paso-alto ideal de media banda h(n) llevara´ a una representacio´n perfecta de la sen˜al
original en dos conjuntos sub-muestreados.
Esto es exactamente un paso de una descomposicio´n wavelet usando filtros (sen(x))/x,
dado que la sen˜al original esta´ dividida en una aproximacio´n paso-bajo al doble de escala
y una sen˜al de detalle an˜adido (tambie´n al doble de escala). Usando estos filtros ideales,
la transformada discreta es igual que la continua.
Pero no es necesario usar filtros ideales (y por tanto, poco pra´cticos), y aun ası´ x(n) se
puede recuperar de sus dos versiones submuestreadas y filtradas, que llamaremos y0(n)
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Figura 3.6: Codificacio´n Sub-banda. Se obtienen dos aproximaciones sub-muestreadas,
una correspondiente a frecuencias bajas y otra a altas. La sen˜al reconstruida se obtiene re-
interpolando las aproximaciones y suma´ndolas. Los filtros de las izquierda son un banco
de ana´lisis, mientras que los de la derecha lo son de sı´ntesis.
e y1(n). Para ello, ambas son sobremuestreadas y filtradas por g′(n) y h′(n), respecti-
vamente, y finalmente sumadas de forma conjunta, como se muestra en la figura 3.6. A
diferencia del caso piramidal, la sen˜al reconstruida xˆ(n) no es ide´ntica a x(n) a no ser que
los filtros cumplan ciertas condiciones. Dichos filtros se dice que tienen la propiedad de
reconstruccio´n perfecta.
El caso ma´s sencillo de analizar es cuando los filtros de ana´lisis y sı´ntesis son ide´nti-
cos (con tiempo invertido debido a la convolucio´n). En dicho caso se puede demostrar
que el ana´lisis/sı´ntesis sub-banda se corresponde con una descomposicio´n de la sen˜al en
una base ortonormal, seguida de una reconstruccio´n equivalente a sumar las proyeccio-
nes ortogonales. Esta descomposicio´n ortonormal se conoce como banco de filtros “sin
pe´rdidas”.
3.4.7. Transformada Wavelet Discreta
Previamente se ha mostrado como descomponer una secuencia x(n) en dos subse-
cuencias a mitad de tasa de muestreo o mitad de resolucio´n mediante filtros ortogonales.
Este proceso se puede iterar en cada una de las sub-secuencias. Para obtener una reso-
lucio´n frecuencial ma´s fina a frecuencias ma´s bajas (como en el caso de la transformada
wavelet continua) se itera el sistema en la banda de baja frecuencia u´nicamente. De esta
forma, una iteracio´n del sistema en la primera banda de baja frecuencia crea otra banda de
baja frecuencia que se corresponde con el primer cuarto del espectro de frecuencia. Cada
iteracio´n posterior reduce a la mitad la anchura de la banda de baja frecuencia, pero debi-
do al sub-muestreo por dos su resolucio´n tambie´n se reduce a la mitad. En cada iteracio´n,
la porcio´n de banda de alta frecuencia se corresponde con la diferencia entre la anterior
banda de baja frecuencia y la actual, es decir, una banda intermedia. En la figura 3.7 se
observa este esquema.
Una caracterı´stica importante de este algoritmo es que su complejidad es relativamente
baja. De hecho, de forma independiente del nu´mero de etapas del a´rbol, la complejidad es
lineal con el nu´mero de muestras de entrada, con un factor constante que depende de la
longitud del filtro. La complejidad satisface la desigualdad:
Ctotal < 2C0
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Figura 3.7: Diagrama de bloques de la Transformada Wavelet Discreta implementada con
filtros discretos y sub-muestreo por dos.
donde C0 es el nu´mero de operaciones por muestra de entrada que realiza una etapa del
algoritmo.
Las salidas de cada iteracio´n de la Transformada Wavelet Discreta se conocen como
funcio´n de detalle (la que se obtiene de la convolucio´n con el filtro paso-bajo g(n)) y sen˜al
de baja resolucio´n (obtenida de la convolucio´n con el filtro paso-alto h(n)).
3.5. Ana´lisis wavelet de sen˜ales neuroele´ctricas
De la misma forma que las sen˜ales neuroele´ctricas se pueden descomponer mediante
STFT en un conjunto de componentes de Fourier dentro de ventanas sucesivas de tiempo,
tambie´n se pueden descomponer mediante la transformada wavelet (WT) en un conjun-
to de versiones escaladas en tiempo y frecuencia de la misma wavelet ba´sica (familia
wavelet). Tal y como la sen˜al original se puede reconstruir a partir de sus coeficientes
de Fourier sumando esos componentes en las proporciones y desfase adecuados, la onda
neuroele´ctrica original se puede reformar tambie´n. En ambos casos, la sen˜al se divide en
un conjunto de piezas ma´s pequen˜o que captura la informacio´n de forma selectiva sobre
la estructura de la forma de onda en rangos especı´ficos de tiempo y frecuencia.
Computacionalmente, la WT usa wavelets para descomponer las ondas neuroele´ctricas
de la misma forma que la STFT usa ondas seno y coseno enventanadas. La figura 3.8
muestra una ilustracio´n simplificada de la WT de un ERP para dos de las muchas escalas
posibles de estructura de onda: gran escala y pequen˜a escala. A gran escala, la wavelet se
alinea con el principio de la onda neuroele´ctrica y se calcula la correlacio´n de la forma
de la wavelet con la forma de la onda neuroele´ctrica en ese punto. Esta correlacio´n es
conocida como coeficiente wavelet. La misma wavelet se traslada una pequen˜a cantidad a
una posicio´n posterior en tiempo, llevando una porcio´n ligeramente diferente de la onda
neuroele´ctrica a la “vista” de la wavelet, y se calcula un nuevo coeficiente wavelet. Este
proceso continua hasta que se agotan las posibles traslaciones y se han calculado los
coeficientes.
La figura 3.8 muestra este proceso. En dicha figura la wavelet a gran escala se ha
congelado en el tiempo en una posicio´n con alta correlacio´n con la forma local del ERP.
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Figura 3.8: Coeficientes wavelet de un ERP para wavelets a gran y pequen˜a escala como
funcio´n de una traslacio´n en tiempo. Cada coeficiente se corresponde con una posicio´n
trasladada de la wavelet y su magnitud refleja la correlacio´n entre la forma de la wavelet
y la de la porcio´n del ERP que abarca la wavelet.
Su correspondiente coeficiente wavelet a gran escala es grande y positivo como es de
esperar. A pequen˜a escala el proceso es similar, con la u´nica diferencia de que la wavelet
se contrae en tiempo para que la “vista” sea un rango distinto de fluctuaciones wavelet.
Esto se muestra en la parte superior de la figura 3.8, donde se ha congelado la wavelet en
una posicio´n con alta correlacio´n con la forma de onda, pero con polaridad invertida entre
wavelet y sen˜al, por lo que el coeficiente es grande y negativo.
La secuencia de coeficientes wavelet en cada escala como funcio´n del tiempo de tras-
lacio´n generalmente revela donde ocurren los eventos de onda en esa escala. Por ejemplo,
observando los coeficientes a pequen˜a escala en la figura 3.8, la estructura a pequen˜a esca-
la (alta frecuencia) del ERP parece que se desarrolla principalmente en la porcio´n inicial y
en la del final. De forma opuesta, los coeficientes a gran escala (baja frecuencia) muestran
que la estructura del ERP es ma´s prominente a lo largo de un alto rango en la mitad de la
onda.
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3.6. Sub-muestreo o´ptimo
Otro me´todo de extraccio´n de caracterı´sticas es el sub-muestreo de las sen˜ales con el
objetivo de reducir la dimensionalidad de las mismas y encontrar un punto de diezmado
o´ptimo que haga que se obtengan mejores resultados en la clasificacio´n, adema´s de reducir
el tiempo de computacio´n de los clasificadores. Este me´todo de extraccio´n de caracterı´sti-
cas se usa en uno de los estudios desarrollados. El caso concreto de la base de datos II de
la III Competicio´n BCI se describe en la seccio´n correspondiente.

Capı´tulo 4
Me´todos de clasificacio´n de
caracterı´sticas
4.1. Introduccio´n
En este capı´tulo se describen los me´todos de clasificacio´n de caracterı´sticas utilizados
en este estudio. Los resultados de la clasificacio´n se comparan con los obtenidos por el
me´todo ganador, propuesto por Rakotomamonjy y Guigue [12], y otros me´todos del esta-
do del arte. El objetivo final es superar el porcentaje de clasificacio´n del me´todo ganador
y de los me´todos con mayor tasa de aciertos en el campo de investigacio´n actual.
4.2. Clasificacio´n propuesta
A continuacio´n pasamos a describir a nivel teo´rico los tres me´todos de clasificacio´n
usados en este estudio. Los me´todos en cuestio´n son el discriminante lineal de Fisher
(FLDA), Spectral Regression Kernel Discriminant Analysis (SRKDA) y ma´quinas de vec-
tores de soporte (SVM).
4.2.1. Discriminante lineal de Fisher
Un discriminante es una funcio´n que coge un vector de entrada x y le asigna a una de
K clases. Los discriminantes lineales son aquellos cuya superficie de decisio´n es un hiper-
plano [55]. En nuestro caso el problema se limita a 2 clases y por tanto nos centraremos
en el caso K = 2.
Una forma de ver el problema de clasificacio´n lineal es en te´rminos de la reduccio´n de
la dimensionalidad. El FLDA coge un vector de entrada x deD dimensiones y lo proyecta
en una sola dimensio´n mediante:
y = wTx , (4.1)
dondew es un vector de pesos. En general, la proyeccio´n a una dimensio´n da lugar a una
pe´rdida considerable de informacio´n, y las clases que esta´n muy separadas en el espacio
original de D dimensiones pueden estar muy superpuestas en una sola. De todas formas,
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ajustando los componentes del vector w podemos seleccionar una proyeccio´n que maxi-
miza la separacio´n entre clases. Se considera un problema en el cual hay N1 puntos de la
clase C1 y N2 puntos de la clase C2 de tal forma que los vectores media de las dos clases
vienen dados por:
m1 =
1
N1
∑
n∈C1
xn , m2 =
1
N2
∑
n∈C2
xn . (4.2)
La forma ma´s simple de separar las clases cuando se proyectan en w es la separacio´n
de la media de las clases proyectadas. De esta forma se elige w para maximizar:
m2 −m1 = wT (m2 −m1) , (4.3)
donde la media de los datos proyectados de la clase Ck viene dada por:
mk = w
Tmk . (4.4)
Esta expresio´n se puede hacer arbitrariamente grande u´nicamente cambiando la mag-
nitud dew. Para solucionar este problema se podrı´a hacer quew tuviera longitud unidad,
de tal forma que
∑
iw
2
i = 1. Usando un multiplicador de Lagrange para resolver el pro-
blema de maximizacio´n con restricciones se obtiene quew ∝ (m2−m1). El problema de
esta aproximacio´n se puede ver en la figura 4.1. En ella se puede observar que dos clases
que esta´n muy separadas en el espacio original de dos dimensiones (x1, x2) tienen una su-
perposicio´n considerable al ser proyectadas sobre la lı´nea que une sus medias. Este efecto
aparece por las covarianzas de las distribuciones de las clases, las cuales distan mucho de
ser diagonales. La idea del discriminante lineal de Fisher es maximizar una funcio´n que
dara´ una gran separacio´n entre las medias de las clases proyectadas a la vez que una va-
rianza pequen˜a dentro de las propias clases, minimizando de esta forma la superposicio´n
entre las mismas.
La varianza de las clases de los datos transformados por (4.1) viene dada por:
s2k =
∑
n∈Ck
(yn −mk)2 , (4.5)
donde yn = wTxn . Se define la varianza total de las clases para el conjunto de datos
como s21 + s
2
2. El criterio de Fisher se define como el cociente entre la varianza entre
clases y la varianza total de las clases y viene dado por:
J(w) =
(m2 −m1)
s21 + s
2
2
. (4.6)
Se puede reescribir el criterio de Fisher mediante (4.1), (4.4) y (4.5) de la forma:
J(w) =
wTSBw
wTSWw
, (4.7)
donde SB es la matriz de covarianza entre clases y viene dada por:
SB = (m2 −m1)(m2 −m1)T (4.8)
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Figura 4.1: En el gra´fico de la izquierda se observan las muestras de las dos clases (en
rojo y azul) junto con los histogramas que resultan de la proyeccio´n sobre la lı´nea que
une las medias de las dos clases. Se puede ver una gran superposicio´n entre las clases en
el espacio proyectado. El gra´fico de la derecha corresponde a la proyeccio´n basada en el
discriminante lineal de Fisher, con una mejor separacio´n entre clases [55].
y SW es la matriz de covarianza total de las clases, dada por:
SW =
∑
n∈C1
(xn −m1)(xn −m1)T +
∑
n∈C2
(xn −m2)(xn −m2)T . (4.9)
Derivando (4.7) respecto de w se obtiene que J(w) se maximiza cuando
(wTSBw)SW w = (w
TSWw)SBw . (4.10)
De (4.8) se puede ver que SBw siempre esta´ en la direccio´n de (m2 −m1). Adema´s,
al no importar la magnitud de w, solo su direccio´n, se pueden eliminar los factores de
escala (wTSBw) y (wTSWw). Multiplicando ambos lados de (4.10) por S−1W se obtiene:
w ∝ S−1W (m2 −m1) . (4.11)
Esta ecuacio´n se conoce como el discriminante lineal de Fisher (FLDA), aunque es-
trictamente no es un discriminante sino una direccio´n de proyeccio´n de los datos a una
dimensio´n. De todas formas los datos proyectados se pueden usar para construir un dis-
criminante eligiendo un umbral y0 tal que se clasifique un punto como perteneciente a C1
si y(x) ≥ y0 y a C2 si no. Una regla habitual es que x pertenece a la clase i si:∣∣wTx−wTmi∣∣ = mı´n
j
∣∣wTx−wTmj∣∣ . (4.12)
4.2.2. Spectral Regression Kernel Discriminant Analysis (SRKDA)
El algoritmo kernel discriminant analysis (KDA) fue propuesto como una extensio´n
del LDA para el caso no lineal. El KDA es un clasificador que, de forma similar al LDA,
busca direcciones que mejoran la separacio´n entre clases. La diferencia esta´ en que el
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KDA considera el problema en el espacio de caracterı´sticas I inducido por una aplicacio´n
no lineal Φ : RN → I, donde N es el nu´mero de caracterı´sticas [56].
La base del KDA es aplicar los vectores de caracterı´sticas en un espacio de dimensio´n
alta donde los problemas complejos de clasificacio´n sean ma´s fa´cilmente separables. La
funcio´n objetivo del KDA para encontrar las funciones o´ptimas de proyeccio´n vopt es la
siguiente:
vopt = argma´x
vTSΦB v
vTSΦW v
, (4.13)
donde v ∈ I , SΦB y SΦW son las matrices de dispersio´n o scatter (estimador de la matriz
de covarianza de la distribucio´n normal multivariante) entre clases en I. Es decir:
SΦB =
C∑
k=1
Mk
(
µ
(k)
Φ − µΦ
)(
µ
(k)
Φ − µΦ
)T
, (4.14)
SΦW =
C∑
k=1
[
Mk∑
i=1
(
Φ
(
x
(k)
i
)− µ(k)Φ )(Φ(x(k)i )− µ(k)Φ )T
]
, (4.15)
donde C es el nu´mero de clases, µ(k)Φ y µΦ son los centroides de la clase k y la media
global respectivamente en el espacio de caracterı´sticas, y Mk es el nu´mero de vectores de
caracterı´sticas en la clase k.
Se puede probar que el problema de maximizacio´n planteado se puede resolver efi-
cientemente mediante el truco del nu´cleo [57]. Para una funcio´n de aplicacio´n Φ el pro-
ducto interno 〈 , 〉 se puede definir en I lo que proporciona el llamado reproducing kernel
Hilbert space (RKHS)
〈Φ(x),Φ(y)〉 = K(x,y) ,
donde K(x,y) es una funcio´n semidefinida positiva del nu´cleo. Entonces, a partir de
la teorı´a de los nu´cleos reproducibles, sabemos que cualquier solucio´n vopt ∈ I tiene
que estar dentro del espacio de las muestras de entrenamiento en I. Tienen que existir
coeficientes αi tales que:
vopt =
M∑
i=1
αi Φ(xi) , (4.16)
donde M es el nu´mero de puntos de datos de entrenamiento.
Sea αopt = [α1, α2, . . . , αM ], entonces se puede probar que la ecuacio´n (4.13) es
equivalente a:
αopt = argma´x
α
αTKVK α
αTKK α
, (4.17)
donde K es la matriz nu´cleo Kij = K(xi,xj) y la matriz V se define como:
Vij =

1
Mk
si xi y xj esta´n en la misma clase (k) .
0 si xi y xj no esta´n en la misma clase (k) .
(4.18)
El problema de maximizacio´n descrito se corresponde con el siguiente problema de
descomposicio´n de autovalores:
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KVK α = λKKα . (4.19)
Cada autovector αopt da la proyeccio´n de un nuevo patro´n de test xˆ en v en el espacio
de caracterı´sticas. Para un nuevo vector de datos de ejemplo xˆ tenemos:
Θ(xˆ,αopt) = 〈v,Φ(xˆ)〉 =
M∑
i=1
αiK(xi, xˆ) . (4.20)
Finalmente, xˆ es clasificada en base a la distancia euclı´dea a la proyeccio´n de la media
de cada clase:
lˆ = argmı´n
k
∥∥∥〈v,Φ(xˆ)〉 − 〈v,µ(k)Φ 〉∥∥∥ . (4.21)
El algoritmo SRKDA es una mejora de KDA que encuentra la proyeccio´n o´ptima me-
diante una regresio´n. La gran ventaja de este algoritmo es que facilita una computacio´n
ma´s eficiente ya que no se necesita computacio´n de autovectores implicada en la resolu-
cio´n de la ecuacio´n (4.17). Para obtener el SRKDA, Cai et al. [58] probaron el siguiente
resultado:
Sea y el autovector del problema de autovalores
V y = λy (4.22)
con autovalor λ. Si Kα = y, entonces α es el autovector del problema de autova-
lores de la ecuacio´n (4.19) con el mismo autovalor λ.
Segu´n este teorema, las funciones de proyeccio´n se pueden obtener en dos pasos:
(1) resolver el problema de autovalores en la ecuacio´n (4.22) para obtener y;
(2) encontrar αopt solucio´n de Kα = y.
La solucio´n al problema de autovalores en el primero de estos pasos se puede encontrar
de manera trivial explotando la estructura especial de V . Sin pe´rdida de generalidad, se
puede asumir que los puntos de los datos de entrenamiento esta´n ordenados de acuerdo a
sus etiquetas, con lo que la matriz V tiene una estructura diagonal por bloques:
V =

V (1) 0 · · · 0
0 V (2) · · · 0
...
... . . .
...
0 0 · · · V (C)
 , (4.23)
donde V (k), k ∈ {1, . . . , C}, es una matriz Mk × Mk con todos los elementos iguales
a 1/Mk. Se puede observar que los autovalores de V (k) son 0 y 1 y que solo tiene un
autovector e(k) = [1, 1, . . . , 1]T ∈ RMk , asociado con el autovalor 1. Dada la estructura
diagonal por bloques de V , los autovalores y autovectores son la unio´n de los autovalores
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y autovectores de sus bloques (rellenando apropiadamente con ceros). De esta forma V
tiene C autovectores de V con el mismo autovalor 1. Estos autovectores son:
yk = [ 0, . . . , 0︸ ︷︷ ︸∑k−1
i=1 Mi
, 1, . . . , 1︸ ︷︷ ︸
Mk
, 0, . . . , 0︸ ︷︷ ︸∑C
i=k+1Mi
]T , k = 1, . . . , C . (4.24)
Dado que todos estos autovectores esta´n asociados al autovalor 1 de V , podemos tomar
otros vectores ortogonales C cualesquiera en el espacio generado por {yk}Ck=1 y definir-
los como nuestros C autovectores. El vector de unos esta´ incluido de forma natural en el
espacio. Este vector no tiene ninguna utilidad puesto que la correspondiente funcio´n pro-
yectiva llevara´ todas las muestras al mismo punto. Por esa razo´n este vector se elige como
el primer autovector de V y los restantes autovectores se encuentran mediante el algorit-
mo de Gram-Schmidt. Tras ello el vector de unos se puede eliminar dejando exactamente
C − 1 autovectores de V , {yk}Ck=1.
En el segundo paso se obtiene unαopt para cada autovector de V resolviendo el corres-
pondiente sistema de ecuaciones lineales Kα = y. La matriz nu´cleo K es semidefinida
positiva. Cuando K es singular, el sistema puede no tener solucio´n o infinitas soluciones.
Entonces, una manera posible de obtener un estimador aproximado es adoptar la te´cnica
de regularizacio´n: (K + δ I)αopt,k = yk, donde I es la matriz identidad y δ > 0 es el
para´metro de regularizacio´n. Dado que ahora la matriz K + δ I es definida positiva, la
factorizacio´n de Cholesky se puede usar para computar eficientemente la solucio´n. Final-
mente, tras los dos pasos, los nuevos patrones son clasificados proyectando el vector de
caracterı´sticas con las C − 1 funciones proyectivas {αopt,k}Ck=1 de la misma forma que el
KDA.
4.2.3. Conjunto de ma´quinas de vectores de soporte (SVM)
Las ma´quinas de vector soporte se suelen emplear tanto para clasificacio´n como pa-
ra regresio´n no lineal. La idea principal es construir un hiperplano de separacio´n de tal
manera que el margen de separacio´n entre clases sea ma´ximo. A este hiperplano se le
denomina hiperplano o´ptimo [59].
Para la construccio´n del hiperplano se supone un conjunto de entrenamiento dado por
{xi, di}Ni=1 , donde xi representa el valor de entrada y di el correspondiente valor objetivo.
La distancia entre un hiperplano y el punto de los datos ma´s cercano a e´ste se denomina
margen de separacio´n y se denota por ρ. La frontera de decisio´n viene especificada por la
ecuacio´n:
wTx− b = 0 , (4.25)
donde x es el vector de entrada, w es el vector de pesos ajustable y b es el sesgo. Si el
objetivo conseguir es el hiperplano o´ptimo, la funcio´n discriminante vendra´ dada por la
siguiente expresio´n:
g(x) = wT0 x− b0 . (4.26)
Aquellos puntos {xi, di} que se encuentran ma´s cercanos al hiperplano o´ptimo y cuyo
margen se separacio´n ρ0 es ma´ximo, se les denomina vectores soporte y su clasificacio´n
es la ma´s complicada. En la figura 4.2 se observa un ejemplo de estos conceptos.
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Figura 4.2: Hiperplano o´ptimo de separacio´n de dos clases linealmente separables. Los
cı´rculos rojos representan los patrones de una clase y los azules de la otra [60].
Para la construccio´n del hiperplano o´ptimo se suele emplear como me´todo los multi-
plicadores de Lagrange. El problema de optimizacio´n puede ser planteado de la siguiente
forma:
Dado los datos de entrenamiento {xi, di}Ni=1, encontrar los valores o´ptimos del vec-
tor de pesos w y del sesgo b para que satisfaga el criterio:
di(w
Txi + b) ≥ 1 para i = 1, 2, . . . , N (4.27)
y el vector de pesos w que minimice la funcio´n de coste:
Φ(w) =
1
2
wTw . (4.28)
Para resolver este problema se emplea el me´todo de los multiplicadores de Lagrange:
Dado los datos de entrenamiento {xi, di}Ni=1, encontrar el multiplicador de Lagran-
ge que maximice la funcio´n objetivo:
Q(α) =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αi αj di dj x
T
i xj (4.29)
sujeto a las restricciones
N∑
i=1
αi di = 0 , (4.30)
αi ≥ 0 para i = 1, 2, . . . , N . (4.31)
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Figura 4.3: Tipos de errores en la clasificacio´n. 1) Patro´n dentro de la regio´n de separacio´n
pero correctamente clasificado. 2) Patro´n incorrectamente clasificado [60].
A partir de los multiplicadores de Lagrange o´ptimos α0,i, di,xi se calculan los para´me-
tros del hiperplano o´ptimo [59].
w0 =
N∑
i=1
α0,i di xi , (4.32)
b0 = 1−wT0 x(s) para d(s) = 1 . (4.33)
Cuando las clases no se pueden separar linealmente no se puede construir el hiperplano
sin que se produzcan errores en la clasificacio´n de algunos de los patrones. Para este caso,
el hiperplano o´ptimo sera´ aquel que minimice la probabilidad de cometer ese error. Se
introduce un nuevo para´metro ξi que mide la diferencia desde el patro´n considerado al
hiperplano o´ptimo.
El error puede estar definido de dos formas:
(1) que uno de los datos caiga en la zona de decisio´n pero en el lado correcto del
hiperplano. En este caso la clasificacio´n es correcta y 0 ≤ ξi ≤ 1 ;
(2) que uno de los datos caiga en el lado incorrecto de la frontera de decisio´n, en cuyo
caso ξi > 1.
Se pueden observar ambos errores en la figura 4.3.
El hiperplano o´ptimo cuando las variables no son linealmente separables se encuentra
minimizando la siguiente expresio´n:
Φ(w, ξ) =
1
2
wTw + C
N∑
i=1
ξi (4.34)
donde C es un para´metro escalar y positivo determinado de forma experimental que con-
trola la complejidad de la ma´quina de vector soporte y el nu´mero de patrones que se han
clasificado incorrectamente.
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El problema de optimizacio´n se puede resolver empleando, de nuevo, el me´todo de
multiplicadores de Lagrange cambiando la segunda de las restricciones (4.31) de la si-
guiente forma:
0 ≥ αi ≥ C para i = 1, 2, . . . , N . (4.35)
Si C →∞ estamos ante un problema de clasificacio´n linealmente separable.
Cuando se emplean las ma´quinas de vector soporte para reconocimiento de patrones
el problema varı´a ligeramente. Como se ha presentado previamente el espacio de entrada
se aplica a un espacio de dimensio´n elevada y una vez en este plano se construye el hiper-
plano o´ptimo de separacio´n. Este hiperplano sera´ una combinacio´n lineal de los vectores
del espacio de dimensio´n mayor, no de los del espacio original [59].
El problema de optimizacio´n sera´ el siguiente:
Dado el conjunto de entrenamiento {xi, di}Ni=1 , encontrar el multiplicador de La-
grange {αi}Ni=1 que maximice la funcio´n objetivo:
Q(α) =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αi αj di djK(xi,xj) (4.36)
sujeto a las restricciones
N∑
i=1
αi di = 0 , (4.37)
0 ≤ αi ≤ C para i = 1, 2, . . . , N . (4.38)
La ecuacio´n (4.36) difiere de (4.29) en la expresio´n K(xi,xj) que es lo que se cono-
ce como nu´cleo del producto interno. Existen diferentes tipos de nu´cleos: polino´micos,
gaussianos, exponenciales, etc. En nuestro estudio usamos un nu´cleo de tipo gaussiano.
La expresio´n que lo define es [59]:
K(x,xi) = exp
(
−‖x− xi)‖
2
2σ2
)
, (4.39)
donde σ especifica la anchura de las funciones gaussianas, xi es su centro y x es el patro´n
de entrada. Se suele identificar 1/(2σ2) = γ.
Para obtener los resultados de la clasificacio´n mediante un conjunto de SVM entrena-
dos en subconjuntos del conjunto de datos de entrenamiento, de forma totalmente ana´loga
al me´todo ganador.

Capı´tulo 5
Metodologı´a del estudio
5.1. Introduccio´n
El objetivo principal de este trabajo consiste en aplicar diferentes me´todos de extrac-
cio´n (transformada wavelet) y clasificacio´n de caracterı´sticas al conjunto de datos II de la
III Competicio´n BCI [8].
Se realizan un total de dos estudios: en el primero se evalu´an u´nicamente me´todos
de clasificacio´n de caracterı´sticas, mientras que en el segundo se introducen me´todos de
extraccio´n de las mismas, ası´ como un proceso de seleccio´n de sub-muestreo o´ptimo.
5.2. Preprocesado
En nuestro estudio las sen˜ales de entrenamiento se guardan en sendos ficheros .mat
cuyo contenido incluye las siguientes variables:
code Matriz 85 × 180 correspondiente a la fila columna/iluminada en cada
muestra de los 85 caracteres.
target Cadena de 85 elementos en los que se almacena el cara´cter objetivo del
sujeto en cada prueba.
class Matriz 85 × 180 que contiene la clase (1 o -1, que se corresponden con
objetivo o no objetivo) que indica si la iluminacio´n correspondı´a con un
cara´cter objetivo o no.
features Matriz 85× 180× 896 que almacena para cada cara´cter (85) y cada ilu-
minacio´n (180) las 896 muestras que corresponden a la concatenacio´n
de los 64 canales.
name Cadena con el nombre del sujeto.
matrix Matriz de caracteres del paradigma usado en la competicio´n.
Las sen˜ales de test son similares pero con 100 caracteres en lugar de 85. Las matrices
class y features para este segundo tipo fueron construidas con conocimientos a posteriori
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de la cadena de caracteres que se buscaba en la competicio´n, con el fin de poder establecer
el porcentaje de aciertos tras la clasificacio´n.
5.3. Primer estudio: me´todos de clasificacio´n de carac-
terı´sticas
En el primer estudio se realiza una comparativa entre los tres me´todos de clasifica-
cio´n de caracterı´sticas descritos en el capı´tulo previo. Para ello se obtienen primero los
para´metros o´ptimos de los mismos mediante validacio´n cruzada, tras lo cual se procede a
realizar la clasificacio´n y validarla segu´n el modelo de la III Competicio´n BCI.
5.3.1. Me´todo de obtencio´n de para´metros o´ptimos
Una caracterı´stica comu´n que tienen todos los clasificadores utilizados es el hecho de
que poseen para´metros configurables. Para obtener los valores o´ptimos de dichos para´me-
tros en nuestro estudio se uso´ validacio´n cruzada. La validacio´n cruzada es una te´cnica
de validacio´n de modelos para estimar co´mo de preciso sera´ un modelo predictivo en la
pra´ctica. El objetivo de la validacio´n cruzada es definir un conjunto de datos para probar
el modelo en la fase de entrenamiento y de este modo dar una visio´n de co´mo el modelo
actuara´ con un conjunto de datos independiente.
Una ronda de validacio´n cruzada incluye partir una muestra de datos en subconjuntos
complementarios, realizando el ana´lisis en un subconjunto (conjunto de entrenamiento) y
validando el ana´lisis en otro subconjunto (conjunto de test). Para reducir la variabilidad
se realizan mu´ltiples rondas de validacio´n cruzada usando diferentes particiones y se hace
la media de los resultados de la validacio´n.
En una validacio´n cruzada de k iteraciones, la muestra original se subdivide en k par-
ticiones de igual taman˜o. De esos k subconjuntos, uno se usa como conjunto de validacio´n
y los restantes como conjunto de entrenamiento. El proceso se repite k veces, usando cada
uno de los subconjuntos una vez como conjunto de validacio´n. Se realiza la media de los
resultados para obtener una estimacio´n. Para este estudio usamos la validacio´n cruzada
de 10 iteraciones (10-fold cross-validation). Para obtener los para´metros o´ptimos de los
clasificadores realizamos validacio´n cruzada para distintos valores de los mismos con el
conjunto de datos de entrenamiento (85 caracteres). Tras el proceso se seleccionan como
o´ptimos aquellos que nos proporcionen mayor a´rea bajo la curva ROC al clasificar. Los
pa´rametros configurables de los clasificadores y sus barridos son los siguientes:
LDA: para´metro de regularizacio´n “ReguAlpha” (desde 1 hasta 50000 con salto
1000);
SRKDA: para´metro de regularizacio´n “ReguAlpha” (desde 0.05 hasta 0.1 con salto
0.01) y para´metro t (desde 800 hasta 2200 con salto 100);
SVM: para´metro C, con valores [1 5 10 15 20 25 30].
La razo´n por la que se barren estos valores es porque se ha demostrado en la pra´ctica
que los valores o´ptimos suelen encontrarse dentro de este rango [59].
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5.3.2. Validacio´n del me´todo propuesto
Una vez obtenidos los para´metros o´ptimos para cada clasificador, se entrenan median-
te el conjunto de datos de entrenamiento. Tras ello, se aplican los modelos al conjunto de
datos de test y se obtiene la probabilidad de que la fila o columna para cada iluminacio´n
fuera de clase 1 (objetivo) o -1 (no objetivo). Cada cara´cter tiene asignada una fila y una
columna de la matriz. Para la decisio´n final se escoge aquel cara´cter cuya media de proba-
bilidad de ser clase 1 para la fila y la columna que le corresponden sea mayor. El proceso
se repite con los 100 caracteres y se calcula el porcentaje de aciertos comparando con los
caracteres correctos.
Es importante destacar que los sujetos A y B por lo general tienen distintos para´metros
o´ptimos para los clasificadores.
5.4. Segundo estudio: me´todos de extraccio´n de carac-
terı´sticas
En este segundo apartado se procede a mostrar el procedimiento que se va a seguir
en un segundo estudio. El objetivo es aplicar dos me´todos de extraccio´n de caracterı´sti-
cas: sub-muestreo (para optimizar la banda de frecuencia y el nu´mero de muestras por
iluminacio´n) y transformada wavelet. Finalmente se explica el algoritmo de eliminacio´n
de canales implementado y se compara con el desarrollado por los ganadores de la III
Competicio´n BCI.
5.4.1. Primera etapa: evaluacio´n del sub-muestreo o´ptimo
En la primera etapa de este estudio se determina el nu´mero de muestras y la banda de
frecuencia o´ptima para cada uno de los sujetos de la base de datos II de la III Competicio´n
BCI.
Las sen˜ales del conjunto de datos de la III Competicio´n BCI originalmente contaban
con 160 muestras por canal. Dicho nu´mero es excesivamente elevado para que la clasifi-
cacio´n sea viable en tiempo real, por lo que hasta ahora se ha trabajado con un conjunto
filtrado y sub-muestreado. La frecuencia de muestreo del conjunto de datos era de 240
Hz. La sen˜ales se filtraban paso banda entre 0.1 y 20 Hz y se diezmaban por un factor que
venı´a dado por
Factor de diezmado =
Frecuencia de muestreo
Frecuencia de corte superior
(5.1)
Por tanto, el factor original de diezmado era de 12. Al haber 160 muestras por canal e
iluminacio´n originalmente, al final se tienen 160/12 muestras, redondeando hacia arriba
14 muestras por canal e iluminacio´n.
En esta parte del estudio se va a estudiar el efecto de cambiar la frecuencia de corte
y, por tanto, el nu´mero de muestras por canal e iluminacio´n. Tras obtener unas nuevas
sen˜ales de entrenamiento y test de esta forma, se procede a su clasificacio´n y se comparan
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resultados. El objetivo es determinar si el nu´mero de muestras utilizado previamente (y la
banda de frecuencias asociada) no es el o´ptimo y podrı´a mejorar. Para el estudio se van a
utilizar frecuencias de corte superior de 6, 9, 12, 15, 18, 20, 24, 27, 30 y 33 Hz, con los
que se obtienen respectivamente 4, 6, 8, 10, 12, 14, 16, 18, 20 y 22 muestras por canal.
Se determina el sub-muestreo o´ptimo para cada sujeto y clasificador por separado,
siendo los clasificadores LDA, un conjunto de 2 SRKDA y un conjunto de 19 SVM (se
vera´ que este es el nu´mero o´ptimo obtenido en los resultados del primer estudio). Se
selecciona como sub-muestreo o´ptimo para cada sujeto el que arroje mejores resultados
para este clasificador, cuyos para´metros o´ptimos ya se determinaron previamente para ca-
da sujeto. Se realiza la clasificacio´n para 5 y 15 muestras, ya que es lo que se pedı´a en
la III Competicio´n BCI. Como valor principal se toma el resultado para 15 iluminacio-
nes, en caso de empate se considera o´ptimo aquel que tenga mejores resultados para 5
iluminaciones.
5.4.2. Segunda etapa: seleccio´n de la Wavelet Madre o´ptima
En la segunda etapa del estudio se determina la Wavelet Madre o´ptima para cada sujeto
una vez determinado el sub-muestreo para cada uno de ellos. En concreto, se realiza la
Transformada Wavelet Discreta con las Wavelet madre: ’haar’, ’db1’, ’db2’, ’db3’, ’db4’,
’db5’, ’db6’, ’db7’, ’db8’, ’db9’, ’db10’, ’sym2’, ’sym3’, ’sym4’, ’sym5’, ’sym6’, ’sym7’,
’sym8’, ’coif1’, ’coif2’, ’coif3’, ’coif4’ y ’coif5’ y se determina cua´l es la o´ptima para
usar como me´todo de extraccio´n de caracterı´sticas para cada sujeto (o bien si en ningu´n
caso se mejora la clasificacio´n). El criterio seguido es el mismo que en el caso anterior:
como valor principal se toma el resultado para 15 iluminaciones, en caso de empate se
considera o´ptimo aquel que tenga mejores resultados para 5 iluminaciones. De nuevo,
para cada sujeto y clasificador se obtiene un resultado o´ptimo.
5.4.3. Tercera etapa: clasificacio´n con los para´metros o´ptimos
En la tercera etapa del estudio se procede a la clasificacio´n de las bases de datos
correspondientes a ambos sujetos con los sub-muestreos y Wavelets Madre fijados ante-
riormente. En esta etapa se usan como clasificadores LDA, un conjunto de 2 SRKDA y
un conjunto de 19 SVM. Adema´s, en este caso la clasificacio´n se realiza para todas las
iluminaciones entre 5 y 15, con el propo´sito de ver la evolucio´n del rendimiento de los
clasificadores de forma ma´s detallada. El objetivo final es determinar el clasificador o´pti-
mo para cada sujeto, de forma que una vez ma´s se seguira´ el criterio de comparar los
resultados: el que mejores resultados tenga para 15 iluminaciones se considerara´ como
o´ptimo, en caso de empate el que mejores resultados tenga para 5 iluminaciones de entre
los empatados.
5.4.4. Cuarta etapa: algoritmo de eliminacio´n de canales
En esta cuarta etapa del estudio se procede a aplicar el algoritmo de eliminacio´n de
canales que se describe en la siguiente seccio´n, antes de la clasificacio´n. El objetivo es
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descartar aquellos canales que no aporten informacio´n de intere´s para la clasificacio´n y
cuya eliminacio´n se espera que mejore la misma. El algoritmo se aplica sobre las sen˜ales
de entrenamiento una vez que se ha aplicado la Transformacio´n Wavelet sobre ellas. Este
algoritmo se aplica para cada clasificador por separado, ya que puede que los canales
redundantes para uno no lo sean para los dema´s. Los para´metros de diezmado que se
utilizan, ası´ como la Wavelet Madre, son los obtenidos en las etapas anteriores.
5.4.5. Algoritmo de eliminacio´n y seleccio´n de canales
Las sen˜ales registradas correspondientes al conjunto de datos II la III Competicio´n
BCI se obtuvieron de acuerdo al Sistema Internacional 10-20, ya descrito en un apartado
previo, el cual se compone de 64 electrodos. Por tanto, las sen˜ales de las que se disponen
cuentan con 64 canales que se corresponden con sen˜ales registradas en distintos puntos
del cuero cabelludo de cada sujeto. El me´todo ganador de la competicio´n (Rakotoma-
monjy y Guigue, 2008 [12]) aplica un algoritmo recursivo de eliminacio´n de canales con
el objetivo tanto de reducir las dimensiones de las sen˜ales como de descartar aquellos
canales que no aporten informacio´n valiosa a la clasificacio´n. A continuacio´n se describe
el algoritmo usado por los ganadores y tras esto el que se ha aplicado en este estudio. El
algoritmo se desarrollo´ en base al indicado por los ganadores de la competicio´n con las
correspondientes variaciones.
5.4.5.1. Algoritmo usado por los ganadores de la competicio´n
El rendimiento de un clasificador se evalu´a habitualmente en funcio´n de la puntuacio´n
Ccs =
tp
tp + fp + fn
, (5.2)
donde tp, fp, fn son respectivamente el nu´mero de verdaderos positivos, falsos positivos
y falsos negativos del conjunto de datos de validacio´n tras la clasificacio´n. Es importante
destacar que para la seleccio´n de canales el rendimiento de los clasificadores se evalu´a
para una sola sen˜al (clasificacio´n binaria) y no el rendimiento del reconocimiento de ca-
racteres. Esto quiere decir que esta puntuacio´n se calcula de la siguiente forma: una vez
clasificadas las iluminaciones del conjunto de datos de entrenamiento de forma individual,
si la sen˜al se correspondı´a con una iluminacio´n deseada (1) y se clasifico´ como tal (1),
entonces es verdadero positivo, si no era iluminacio´n deseada (0) y se clasifico´ como ilu-
minacio´n (1), entonces es falso positivo, y si se correspondı´a con una iluminacio´n deseada
(1) y se clasifico´ como no iluminacio´n (0), entonces es falso negativo.
En este caso la puntuacio´n Ccs no tiene en cuenta el nu´mero de verdaderos negativos.
Esto es importante para conjuntos de datos no balanceados, como es el caso, ya que es-
ta omisio´n da puntuaciones positivas a los casos positivos, que son muchos menos que
los negativos. Interesa ma´s valorar los casos de verdaderos positivos porque son muchos
menos que los negativos.
El algoritmo usado sigue el siguiente procedimiento. En primer lugar se entrena el
clasificador (en este caso era un conjunto de SVM lineales) con las caracterı´sticas de
todos los canales del conjunto de datos de entrenamiento. Se evalu´a el rendimiento del
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clasificador de acuerdo a Ccs. A continuacio´n, cada canal individual se retira temporal-
mente (por ejemplo, suponemos que se retira el canal j), es decir, todas las caracterı´sticas
correspondientes a ese canal se eliminan y se evalu´a la puntuacio´n Ccs(−j) (puntuacio´n
cuando el canal j se retira). El canal cuya eliminacio´n maximice Ccs(−j) se retira definiti-
vamente. Este procedimiento se continu´a hasta que todos los canales han sido eliminados,
quedando entonces e´stos ordenados de mejor a peor. Para aumentar la velocidad de este
procedimiento, se decidio´ que se eliminaran los canales de forma arbitraria de cuatro en
cuatro [12]. Este procedimiento de eliminacio´n de canales es tambie´n una forma de orde-
nar los canales de acuerdo a su puntuacio´n Ccs, siendo el primer canal eliminado el menos
importante y el u´ltimo en ser eliminado el ma´s importante. A continuacio´n se indica el
pseudoco´digo del algoritmo.
Algoritmo 1 Algoritmo de eliminacio´n recursiva de canales de la competicio´n
Inicializacio´n: RANKED = 0; CHANNEL = [1, . . . , Nu´mero de canales]
while CHANNEL no esta´ vacı´o do
for all canales en CHANNEL do
Eliminar temporalmente canal j en CHANNEL
Entrenar una SVM lineal con los canales restantes
Calcular puntuacio´n Ccs(−j)
end for
RANKCHAN = argmaxiCcs(−j)
Variable Rank: RANKED = [RANKCHAN RANKED]
Eliminar variable RANKCHAN de la lista de variables CHANNEL
end while
5.4.5.2. Algoritmo usado en este estudio
El algoritmo desarrollado en este estudio parte de premisas similares pero cuenta con
diferencias importantes respecto al descrito en el apartado anterior. Este algoritmo usa
tambie´n la puntuacio´n Ccs como criterio. La principal diferencia, aparte naturalmente
de que acepta ma´s clasificadores adema´s de SVM, es que su objetivo no es ordenar los
canales de ma´s a menos importantes, sino eliminar aquellos canales que no aporten infor-
macio´n u´til a la clasificacio´n. El funcionamiento del algoritmo se describe a continuacio´n.
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En primer lugar se entrena el clasificador con las caracterı´sticas de todos los cana-
les del conjunto de datos de entrenamiento y se evalu´a el rendimiento del clasificador de
acuerdo a Ccs. Esta evaluacio´n se hace mediante validacio´n cruzada en 10 partes. Se di-
vide el conjunto de entrenamiento en 10 partes. En primer lugar se usa una parte como
conjunto de datos de test y las 9 restantes como conjunto de datos de entrenamiento. Se
calcula Ccs con estos resultados. Este proceso se repite otras 9 veces usando en cada caso
como conjunto de test una parte y como conjunto de entrenamiento las 9 restantes. La
puntuacio´n Ccs final es la media de las 10 calculadas.
Una vez calculado Ccs con todos los canales se calcula de nuevo, siguiendo el mismo
procedimiento, pero eliminando el primer canal. Si la puntuacio´n Ccs es superior a la de
todos los canales, este canal se an˜ade a la lista de canales a eliminar (pero no se elimina
au´n). Se realiza este procedimiento para todos los canales. Una vez realizado para todos
se procede a eliminar definitivamente aquellos que han sido an˜adidos a la lista de canales
a eliminar.
Una vez eliminados estos canales, se vuelve a realizar otra ronda con el mismo crite-
rio. El algoritmo acaba en el momento en que no se elimina ningu´n canal en una ronda
completa. A continuacio´n se indica el pseudoco´digo del algoritmo. Se omite indicar el
proceso de validacio´n cruzada pero se sobreentiende que se incluye al indicar el proceso
de calcular la puntuacio´n Ccs y Ccs(−j).
Algoritmo 2 Algoritmo de eliminacio´n recursiva de canales del estudio
Inicializacio´n: CANALES = [1, . . . , Nu´mero de canales]
RATIOTOTAL = calcular Ccs con todos los canales
FLAG = 1
while FLAG == 1
CANALELIMINAR = 0
for all canales en CANALES do
Eliminar temporalmente canal j en CANALES
Entrenar una clasificador con los canales restantes
Calcular puntuacio´n Ccs(−j)
if Ccs(−j) > Ccs
CANALELIMINAR = CANALES[j]
CANALELIMINAR se an˜ade a CANALESELIMINADOS
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end if
end for
if CANALESELIMINAR == 0
FLAG = 0
else
Eliminar CANALESELIMINADOS de CANALES
end if
end while
Capı´tulo 6
Resultados
6.1. Introduccio´n
En este capı´tulo se muestran los resultados obtenidos en cada una de las etapas de
los estudios ya explicados en el capı´tulo dedicado a la metodologı´a. En cada seccio´n se
muestran los resultados obtenidos en el correspondiente estudio.
6.2. Primer estudio
En esta seccio´n se presentan los resultados del primero de los estudios, el cua´l sirve de
base para realizar una comparativa con el segundo, que es en el que se centra este trabajo.
6.2.1. Para´metros o´ptimos de los clasificadores
Tras realizar el proceso de seleccio´n de para´metros o´ptimos descrito previamente se
obtuvieron los siguientes resultados.
6.2.1.1. LDA
El a´rea bajo la curva ROC que se obtuvo en el proceso de validacio´n cruzada se puede
observar en la figura 6.1 para el sujeto A y en la figura 6.2 para el sujeto B. A su vez, en
las figuras 6.3 y 6.4 se pueden ver las curvas ROC para el valor o´ptimo de cada sujeto. El
valor o´ptimo para el para´metro de regularizacio´n fue de 13001 para el sujeto A, con un
a´rea bajo la curva ROC de 0.7834 y de 5001 para el B, con un a´rea bajo la curva ROC de
0.8711.
6.2.1.2. SRKDA
El a´rea bajo la curva ROC que se obtuvo en el proceso de validacio´n cruzada se puede
observar en la figura 6.5 para el sujeto A y en la figura 6.6 para el sujeto B. A su vez, en
las figuras 6.7 y 6.8 se pueden ver las curvas ROC para los valores o´ptimos de cada sujeto.
El valor o´ptimo para el para´metro de regularizacio´n fue de 0.05 para ambos sujetos. El
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para´metro t fue de 1000 para el sujeto A, con un a´rea bajo la curva ROC de 0.7868 y de
900 para el B, con un a´rea bajo la curva ROC de 0.8491.
Figura 6.1: A´rea bajo la curva ROC para un barrido del para´metro de regularizacio´n del
LDA. El valor o´ptimo es de 13001. Sujeto A.
Figura 6.2: A´rea bajo la curva ROC para un barrido del para´metro de regularizacio´n del
LDA. El valor o´ptimo es de 5001. Sujeto B.
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Figura 6.3: Curva ROC para el para´metro de regularizacio´n o´ptimo del Sujeto A. LDA.
Figura 6.4: Curva ROC para el para´metro de regularizacio´n o´ptimo del Sujeto B. LDA.
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Figura 6.5: A´rea bajo la curva ROC para un barrido del para´metro t del SRKDA. El valor
o´ptimo es de 1000. Para una mayor claridad solo se muestra el barrido para el valor del
para´metro de regularizacio´n de 0.05. Sujeto A.
Figura 6.6: A´rea bajo la curva ROC para un barrido del para´metro t del SRKDA. El valor
o´ptimo es de 900. Para una mayor claridad solo se muestra el barrido para el valor del
para´metro de regularizacio´n de 0.05. Sujeto B.
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Figura 6.7: Curva ROC para el para´metro t o´ptimo del Sujeto A. SRKDA.
Figura 6.8: Curva ROC para el para´metro t o´ptimo del Sujeto B. SRKDA.
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6.2.1.3. Conjunto de SVM
El a´rea bajo la curva ROC que se obtuvo en el proceso de validacio´n cruzada se puede
observar en la figura 6.9 para el sujeto A y en la figura 6.10 para el sujeto B. El valor
o´ptimo para el para´metro C fue de 30 para el sujeto A y el B, con un a´rea bajo la curva
ROC de 0.7834 para el A y un a´rea bajo la curva ROC de 0.8711 para el B.
Una vez obtenido el para´metro C o´ptimo se procedio´ a determinar el nu´mero de SVM
que se usarı´an en el conjunto. Dicho nu´mero tiene que ser impar para asegurar que nunca
haya un mismo nu´mero de votos a favor de un resultado (1 o -1) en la clasificacio´n.
Para obtener el nu´mero ideal de ma´quinas se realizaron procedimientos de seleccio´n de
caracteres sobre el conjunto de datos de entrenamiento, para 15 iluminaciones y barriendo
desde 9 hasta 31 SVM. Los nu´meros que arrojaron mayor tasa de aciertos fueron 15, 17 y
19. Estos resultados se pueden ver en la tabla 6.1.
Es importante notar que SVM tiene un coste computacional que crece de forma cu´bica
con el nu´mero de sen˜ales de entrenamiento [61]. Teniendo en cuenta que cada SVM se
entrena con una fraccio´n de las sen˜ales de entrenamiento de 1/N , donde N es el nu´mero
de SVM del conjunto, es contraproducente usar pocas SVM. Finalmente se decidio´ usar
19 SVM puesto que entre aquellas con mayor tasa de aciertos era la que ma´s ma´quinas
contenı´a, por lo que requerı´a un menor tiempo de entrenamiento.
Figura 6.9: A´rea bajo la curva ROC para un barrido del para´metro C del conjunto de
SVM. El valor o´ptimo de C es 30. Sujeto A.
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Figura 6.10: A´rea bajo la curva ROC para un barrido del para´metro C del conjunto de
SVM. El valor o´ptimo de C es 30. Sujeto B.
Nu´mero de SVM
9 11 13 15 17 19 21 23 25 27 29 31
Porcentaje de aciertos ( %)
Sujeto A 98.82 98.82 98.82 100 100 100 98.82 97.65 100 98.82 98.82 97.65
Sujeto B 96.47 96.47 95,29 96,47 96,47 96,47 95,29 95,29 95.29 96.47 96.47 96.47
Media 97.64 97.64 97.05 98.23 98.23 98.23 97.64 96.47 97.64 97.64 97.64 97.06
Tabla 6.1: Resultados para 15 iluminaciones sobre el conjunto de datos de entrenamiento
en funcio´n del nu´mero de SVM.
6.2.2. Resultados de los clasificadores
Una vez obtenidos los para´metros o´ptimos de los clasificadores se procedio´ a aplicar
los mismos al conjunto de datos de la competicio´n. Se realizo´ el proceso de clasificacio´n
para un nu´mero de iluminaciones desde 5 hasta el total de 15. Los resultados obtenidos se
recogen en las tablas 6.2, 6.3 y 6.4.
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6.2.2.1. LDA
La tabla 6.2 muestra los resultados obtenidos usando LDA con los para´metros de
regularizacio´n o´ptimos para cada sujeto: 13001 para A y 5001 para B.
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
Sujeto A 65 73 74 82 85 89 95 97 98 97 98
Sujeto B 81 84 89 91 92 94 94 95 93 95 96
Media 73 78.5 81.5 86.5 88.5 91.5 94.5 96 95.5 96 97
Tabla 6.2: Resultados obtenidos mediante la clasificacio´n usando LDA para distinto nu´me-
ro de iluminaciones.
6.2.2.2. SRKDA
La tabla 6.3 muestra los resultados usando SRKDA y para´metros de regularizacio´n y
t o´ptimos: 0.05 de regularizacio´n para ambos y para´metro t 1000 para A y 900 para B.
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
Sujeto A 77 79 82 83 81 89 93 96 99 99 100
Sujeto B 79 81 84 87 90 92 93 94 95 95 94
Media 78 80 83 85 85.5 90.5 93 95 97 97 97
Tabla 6.3: Resultados obtenidos mediante la clasificacio´n usando SRKDA para distinto
nu´mero de iluminaciones.
6.2.2.3. Conjunto de SVM
La tabla 6.4 muestra los resultados obtenidos usando 19 SVM y para´metro C o´ptimo
para cada sujeto.
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
Sujeto A 63 64 77 76 82 86 89 91 90 94 96
Sujeto B 74 72 85 85 89 92 91 92 90 92 94
Media 68.5 68 81 80.5 85.5 89 90 91.5 90 93 95
Tabla 6.4: Resultados obtenidos mediante la clasificacio´n usando un conjunto de 19 SVM
para distinto nu´mero de iluminaciones.
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Figura 6.11: Comparativa porcentaje de aciertos de caracteres en funcio´n del me´todo de
clasificacio´n y el nu´mero de iluminaciones utilizadas para la misma.
Finalmente, la figura 6.11 presenta una gra´fica comparativa con los resultados medios
obtenidos con los tres me´todos de este estudio.
6.3. Segundo estudio
En este apartado se muestran los resultados del segundo estudio por etapas, de forma
que se puede apreciar el proceso de optimizacio´n hasta llegar a los resultados finales que
se discuten en el capı´tulo posterior.
6.3.1. Primera etapa: evaluacio´n del sub-muestreo o´ptimo
6.3.1.1. LDA
En la tabla 6.5 se observan los resultados para cada sub-muestreo en el caso del sujeto
A y en la 6.6 los del sujeto B. En el caso del sujeto A, el sub-muestreo que da mejores
resultados para 15 iluminaciones es 10 muestras por canal e iluminacio´n (0.1 - 15 Hz), con
un porcentaje de aciertos del 100 %, por lo que se considera como sub-muestro o´ptimo. En
el caso del sujeto B, los sub-muestreos de 8 y 10 muestras arrojan los mismos resultados
para 15 iluminaciones (98 %), pero el de 8 muestras por canal e iluminacio´n (0.1 - 12 Hz)
da mejores resultados para 5 iluminaciones, ası´ que se considera o´ptimo.
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Por tanto, finalmente se seleccionan sub-muestreos de 10 muestras por canal e ilumi-
nacio´n para el sujeto A y 8 muestras por canal e iluminacio´n para el sujeto B.
6.3.1.2. Conjunto de 2 SRKDA
En la tabla 6.7 se observan los resultados para cada sub-muestreo en el caso del sujeto
A y en la 6.8 los del sujeto B.
En el caso del sujeto A, el sub-muestreo que da mejores resultados para 15 ilumina-
ciones es 14 muestras por canal e iluminacio´n (0.1 - 20 Hz), con un porcentaje de aciertos
del 100 %, por lo que se considera como sub-muestro o´ptimo. En el caso del sujeto B,
el sub-muestreo de 8 muestras por canal e iluminacio´n (0.1 - 12 Hz) es el que obtiene
mejores resultados, con un porcentaje de aciertos del 99 %
Por tanto, finalmente se seleccionan sub-muestreos de 14 muestras por canal e ilumi-
nacio´n para el sujeto A y 8 muestras por canal e iluminacio´n para el sujeto B.
6.3.1.3. Conjunto de 19 SVM
En la tabla 6.9 se observan los resultados para cada sub-muestreo en el caso del sujeto
A y en la 6.10 los del sujeto B.
En el caso del sujeto A, los sub-muestreos de 12 y 16 muestras por canal e iluminacio´n
arrojan los mismos resultados para 15 iluminaciones (96 %) y para 5 (65 %). Para resolver
este conflicto se selecciona el sub-muestreo de 12 muestras por canal e iluminacio´n ya que
al tener menos muestras suponen menos carga computacional para los clasificadores. Para
el sujeto B el sub-muestreo de 14 muestras por canal e iluminacio´n (0.1 - 20 Hz) arroja
los mejores resultados para 15 iluminaciones, con una tasa de aciertos del 94 %.
Por tanto, finalmente se seleccionan sub-muestreos de 12 muestras por canal e ilumi-
nacio´n para el sujeto A y 14 muestras por canal e iluminacio´n para el sujeto B.
6.3.2. Segunda etapa: seleccio´n de la Wavelet Madre o´ptima
6.3.2.1. LDA
En la tabla 6.11 se muestran los resultados para el sujeto A y en la tabla 6.12 los
resultados del sujeto B.
6.3.2.2. Conjunto de 2 SRKDA
En la tabla 6.13 se muestran los resultados para el sujeto A y en la tabla 6.14 los
resultados del sujeto B. Como se comprueba observando estas tablas, cada uno de los
sujetos tiene una Wavelet Madre que mejora los resultados de la clasificacio´n de alguna
forma y se considera o´ptima para el sujeto y el nu´mero de muestras.
En el caso del sujeto A no seleccionamos ninguna Wavelet Madre o´ptima, ya que
ninguna mejora el porcentaje de aciertos del 77 % para 5 iluminaciones, y el porcentaje
del 100 % para 15 iluminaciones no es mejorable.
En el caso del sujeto B tampoco hay Wavelet Madre o´ptima, ya que ninguna supera el
porcentaje de aciertos de 99 % para 15 iluminaciones ni el de 75 % para 5 iluminaciones.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
4 muestras (0.1 - 6 Hz) 30 75
6 muestras (0.1 - 9 Hz) 56 91
8 muestras (0.1 - 12 Hz) 65 95
10 muestras (0.1 - 15 Hz) 55 100
12 muestras (0.1 - 18 Hz) 62 98
14 muestras (0.1 - 20 Hz) 65 98
16 muestras (0.1 - 24 Hz) 61 97
18 muestras (0.1 - 27 Hz) 58 96
20 muestras (0.1 - 30 Hz) 59 95
22 muestras (0.1 - 33 Hz) 58 94
Tabla 6.5: Resultados obtenidos para el Sujeto A con el clasificador LDA para cada sub-
muestreo. El mejor resultado para 15 iluminaciones aparece en negrita.
Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
4 muestras (0.1 - 6 Hz) 55 87
6 muestras (0.1 - 9 Hz) 74 97
8 muestras (0.1 - 12 Hz) 79 98
10 muestras (0.1 - 15 Hz) 78 98
12 muestras (0.1 - 18 Hz) 81 96
14 muestras (0.1 - 20 Hz) 81 96
16 muestras (0.1 - 24 Hz) 81 95
18 muestras (0.1 - 27 Hz) 79 95
20 muestras (0.1 - 30 Hz) 78 93
22 muestras (0.1 - 33 Hz) 77 93
Tabla 6.6: Resultados obtenidos para el Sujeto B con el clasificador LDA para cada sub-
muestreo. Los mejores resultados para 15 iluminaciones aparecen en negrita. Dentro de
estos dos sub-muestreos el que mejores resultados arroja para 5 iluminaciones tambie´n se
muestra en negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
4 muestras (0.1 - 6 Hz) 34 74
6 muestras (0.1 - 9 Hz) 53 88
8 muestras (0.1 - 12 Hz) 64 94
10 muestras (0.1 - 15 Hz) 68 99
12 muestras (0.1 - 18 Hz) 74 100
14 muestras (0.1 - 20 Hz) 77 100
16 muestras (0.1 - 24 Hz) 73 100
18 muestras (0.1 - 27 Hz) 70 100
20 muestras (0.1 - 30 Hz) 76 100
22 muestras (0.1 - 33 Hz) 71 100
Tabla 6.7: Resultados obtenidos para el Sujeto A con el conjunto de 2 SRKDA como cla-
sificador para cada sub-muestreo. Los mejores resultados para 15 iluminaciones aparecen
en negrita. Dentro de estos dos sub-muestreos el que mejores resultados arroja para 5
iluminaciones tambie´n se muestra en negrita.
Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
4 muestras (0.1 - 6 Hz) 49 79
6 muestras (0.1 - 9 Hz) 72 94
8 muestras (0.1 - 12 Hz) 75 99
10 muestras (0.1 - 15 Hz) 74 97
12 muestras (0.1 - 18 Hz) 76 97
14 muestras (0.1 - 20 Hz) 76 97
16 muestras (0.1 - 24 Hz) 79 97
18 muestras (0.1 - 27 Hz) 76 93
20 muestras (0.1 - 30 Hz) 75 92
22 muestras (0.1 - 33 Hz) 73 92
Tabla 6.8: Resultados obtenidos para el Sujeto B con el conjunto de 2 SRKDA como
clasificador para cada sub-muestreo. El mejor resultado para 15 iluminaciones aparece en
negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
4 muestras (0.1 - 6 Hz) 29 69
6 muestras (0.1 - 9 Hz) 46 82
8 muestras (0.1 - 12 Hz) 59 93
10 muestras (0.1 - 15 Hz) 56 93
12 muestras (0.1 - 18 Hz) 65 96
14 muestras (0.1 - 20 Hz) 63 96
16 muestras (0.1 - 24 Hz) 65 96
18 muestras (0.1 - 27 Hz) 64 93
20 muestras (0.1 - 30 Hz) 62 95
22 muestras (0.1 - 33 Hz) 58 93
Tabla 6.9: Resultados obtenidos para el Sujeto A con el conjunto de 19 SVM como cla-
sificador para cada sub-muestreo. Los mejores resultados para 15 iluminaciones aparecen
en negrita. Dentro de estos dos sub-muestreos el que mejores resultados arroja para 5
iluminaciones tambie´n se muestra en negrita.
Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
4 muestras (0.1 - 6 Hz) 38 64
6 muestras (0.1 - 9 Hz) 61 88
8 muestras (0.1 - 12 Hz) 66 91
10 muestras (0.1 - 15 Hz) 69 92
12 muestras (0.1 - 18 Hz) 73 92
14 muestras (0.1 - 20 Hz) 74 94
16 muestras (0.1 - 24 Hz) 77 93
18 muestras (0.1 - 27 Hz) 70 93
20 muestras (0.1 - 30 Hz) 69 93
22 muestras (0.1 - 33 Hz) 67 91
Tabla 6.10: Resultados obtenidos para el Sujeto B con el conjunto de 19 SVM como
clasificador para cada sub-muestreo. El mejor resultado para 15 iluminaciones aparece en
negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
Normal 55 100
‘haar’ 55 100
‘db1’ 55 100
‘db2’ 56 100
‘db3’ 55 99
‘db4’ 56 99
‘db5’ 56 99
‘db6’ 56 99
‘db7’ 56 99
‘db8’ 56 99
‘db9’ 55 99
‘db10’ 55 99
‘sym2’ 56 100
‘sym3’ 55 99
‘sym4’ 57 99
‘sym5’ 56 99
‘sym6’ 56 99
‘sym7’ 56 99
‘sym8’ 54 99
‘coif1’ 57 100
‘coif2’ 56 99
‘coif3’ 56 99
‘coif4’ 56 99
‘coif5’ 56 99
Tabla 6.11: Resultados obtenidos para el Sujeto A con el clasificador LDA para cada Wa-
velet madre y 10 muestras por canal e iluminacio´n. Los mejores resultados para 15 ilumi-
naciones aparecen en negrita. Dentro de estas Wavelets Madre la que mejores resultados
arroja para 5 iluminaciones tambie´n se muestra en negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
Normal 79 98
‘haar’ 77 98
‘db1’ 77 98
‘db2’ 78 98
‘db3’ 77 98
‘db4’ 78 98
‘db5’ 79 98
‘db6’ 79 98
‘db7’ 79 98
‘db8’ 79 98
‘db9’ 79 98
‘db10’ 79 98
‘sym2’ 78 98
‘sym3’ 77 98
‘sym4’ 81 98
‘sym5’ 79 98
‘sym6’ 79 98
‘sym7’ 79 98
‘sym8’ 79 98
‘coif1’ 78 98
‘coif2’ 79 98
‘coif3’ 79 98
‘coif4’ 80 97
‘coif5’ 79 98
Tabla 6.12: Resultados obtenidos para el Sujeto B con el clasificador LDA para cada Wa-
velet madre y 8 muestras por canal e iluminacio´n. Los mejores resultados para 15 ilumi-
naciones aparecen en negrita. Dentro de estas Wavelets Madre la que mejores resultados
arroja para 5 iluminaciones tambie´n se muestra en negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
Normal 77 100
‘haar’ 77 100
‘db1’ 77 100
‘db2’ 76 100
‘db3’ 75 100
‘db4’ 75 100
‘db5’ 76 100
‘db6’ 76 100
‘db7’ 77 100
‘db8’ 76 100
‘db9’ 74 100
‘db10’ 73 100
‘sym2’ 76 100
‘sym3’ 75 100
‘sym4’ 75 100
‘sym5’ 76 100
‘sym6’ 73 100
‘sym7’ 74 100
‘sym8’ 76 100
‘coif1’ 75 100
‘coif2’ 76 100
‘coif3’ 73 100
‘coif4’ 72 100
‘coif5’ 70 100
Tabla 6.13: Resultados obtenidos para el Sujeto A con el conjunto de 2 SRKDA como
clasificador para cada Wavelet madre y 10 muestras por canal e iluminacio´n. Los mejores
resultados para 15 iluminaciones aparecen en negrita. Dentro de estas Wavelets Madre la
que mejores resultados arroja para 5 iluminaciones tambie´n se muestra en negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
Normal 75 99
‘haar’ 74 99
‘db1’ 74 99
‘db2’ 74 99
‘db3’ 72 98
‘db4’ 74 99
‘db5’ 73 99
‘db6’ 72 99
‘db7’ 72 95
‘db8’ 72 95
‘db9’ 71 95
‘db10’ 71 95
‘sym2’ 74 99
‘sym3’ 72 98
‘sym4’ 72 99
‘sym5’ 73 99
‘sym6’ 73 98
‘sym7’ 73 98
‘sym8’ 73 97
‘coif1’ 74 99
‘coif2’ 73 99
‘coif3’ 71 95
‘coif4’ 72 95
‘coif5’ 73 94
Tabla 6.14: Resultados obtenidos para el Sujeto B con el conjunto de 2 SRKDA como
clasificador para cada Wavelet madre y 8 muestras por canal e iluminacio´n. Los mejores
resultados para 15 iluminaciones aparecen en negrita. Dentro de estas Wavelets Madre la
que mejores resultados arroja para 5 iluminaciones tambie´n se muestra en negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
Normal 65 96
‘haar’ 60 93
‘db1’ 62 91
‘db2’ 60 93
‘db3’ 57 94
‘db4’ 57 94
‘db5’ 63 94
‘db6’ 60 95
‘db7’ 62 93
‘db8’ 60 95
‘db9’ 62 92
‘db10’ 64 93
‘sym2’ 60 93
‘sym3’ 57 94
‘sym4’ 60 97
‘sym5’ 60 93
‘sym6’ 62 94
‘sym7’ 67 93
‘sym8’ 59 92
‘coif1’ 61 96
‘coif2’ 58 97
‘coif3’ 61 93
‘coif4’ 60 94
‘coif5’ 56 92
Tabla 6.15: Resultados obtenidos para el Sujeto A con el conjunto de 19 SVM como
clasificador para cada Wavelet madre y 10 muestras por canal e iluminacio´n. Los mejores
resultados para 15 iluminaciones aparecen en negrita. Dentro de estas Wavelets Madre la
que mejores resultados arroja para 5 iluminaciones tambie´n se muestra en negrita.
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Iluminaciones
5 15
Muestras por canal Porcentaje de aciertos ( %)
Normal 74 94
‘haar’ 74 94
‘db1’ 74 94
‘db2’ 75 94
‘db3’ 74 92
‘db4’ 73 91
‘db5’ 75 93
‘db6’ 76 93
‘db7’ 75 93
‘db8’ 77 93
‘db9’ 69 93
‘db10’ 69 93
‘sym2’ 75 94
‘sym3’ 74 92
sym4’ 69 92
‘sym5’ 70 93
‘sym6’ 72 93
‘sym7’ 73 94
‘sym8’ 77 93
‘coif1’ 73 93
‘coif2’ 71 94
‘coif3’ 75 93
‘coif4’ 73 93
‘coif5’ 76 92
Tabla 6.16: Resultados obtenidos para el Sujeto B con el conjunto de 19 SVM como
clasificador para cada Wavelet madre y 8 muestras por canal e iluminacio´n. Los mejores
resultados para 15 iluminaciones aparecen en negrita. Dentro de estas Wavelets Madre la
que mejores resultados arroja para 5 iluminaciones tambie´n se muestra en negrita.
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6.3.2.3. Conjunto de 19 SVM
En la tabla 6.15 se muestran los resultados para el sujeto A y en la tabla 6.16 los
resultados del sujeto B.
Como se comprueba observando estas tablas, cada uno de los sujetos tiene una Wavelet
Madre que mejora los resultados de la clasificacio´n de alguna forma y se considera o´ptima
para el sujeto y el nu´mero de muestras.
En el caso del sujeto A la Wavelet Madre o´ptima es ‘sym4’, ya que mejora el porcen-
taje de aciertos del 96 % para 15 iluminaciones, pasando al 97 %, aunque la clasificacio´n
para 5 iluminaciones empeora, pasando del 65 % al 60 %.
En el caso del sujeto B la Wavelet Madre o´ptima queda empatada entre ‘db2’ y ‘sym2’,
ya que mantienen el porcentaje de aciertos de 94 % para 15 iluminaciones y mejoran la
clasificacio´n para 5 iluminaciones, pasando del 74 % al 75 %. En este caso, por tanto, se
calculara´n los resultados de la siguiente etapa para ambas Wavelet Madre y para los resul-
tados medios finales se seleccionara´ aquella que de´ mejor puntuacio´n de la clasificacio´n
para 14 iluminaciones, si se vuelve a dar un caso de empate, para 13, y ası´ sucesivamente.
6.3.3. Tercera etapa: clasificacio´n con los para´metros o´ptimos
En las tablas 6.17 y 6.18 se muestra un resumen de los resultados obtenidos para cada
sujeto y cada clasificador.
La tabla 6.19 es una tabla resumen con los resultados medios de los clasificadores. Es
necesario apuntar que la media de los resultados entre los dos sujetos no es una medida
muy correcta, ya que se esta´n sumando resultados obtenidos con el mismo clasificador
pero distintos sub-muestreos y Wavelets Madre. Sin embargo, esta es una me´trica que se
pedı´a en la III Competicio´n BCI, por lo que se aporta en este trabajo.
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
LDA 57 63 72 76 79 83 88 93 93 94 100
SRKDA 77 78 81 81 84 87 94 96 98 99 100
SVM 60 61 71 73 72 83 85 89 86 93 97
Tabla 6.17: Resultados obtenidos para el Sujeto A con los tres clasificadores para 10, 14 y
12 muestras por canal e iluminacio´n para cada clasificador respectivamente (LDA, SRK-
DA, SVM) y extraccio´n de caracterı´sticas mediante Transformada Wavelet con Wavelet
Madre ‘coif1’ para LDA, ninguna para el conjunto de 2 SRKDA y ‘sym4’ para el conjunto
de SVM. Los mejores resultados para 15 y 5 iluminaciones aparecen en negrita.
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Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
LDA 81 87 87 91 95 94 97 97 97 98 98
SRKDA 74 78 88 92 92 95 96 99 99 98 99
SVM db2 75 78 85 85 89 92 93 93 93 94 94
SVM sym2 75 78 85 85 89 92 93 93 93 94 94
Tabla 6.18: Resultados obtenidos para el Sujeto B con los tres clasificadores para 8, 8 y
14 muestras por canal e iluminacio´n para cada clasificador respectivamente (LDA, SRK-
DA, SVM) y extraccio´n de caracterı´sticas mediante Transformada Wavelet con Wavelet
Madre ‘sym4’ para LDA, ninguna para el conjunto de 2 SRKDA y ‘sym2’ y ‘db2’ para el
conjunto de SVM. Los mejores resultados para 15 y 5 iluminaciones aparecen en negrita.
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
LDA 69 75 79.5 83.5 87 88.5 92.5 95 95 96 99
SRKDA 75 78 84 86.5 88 91 95 97.5 98.5 98.5 99.5
SVM 67.5 69.5 78 79 80.5 87.5 89 91 89.5 93.5 95.5
Tabla 6.19: Resultados medios obtenidos para ambos sujetos con los tres clasificadores.
Los mejores resultados para 15 y 5 iluminaciones aparecen en negrita.
En las figuras 6.12 y 6.13 se muestran los resultados para el sujeto A y B de forma
gra´fica para los tres clasificadores con sus sub-muestreos y Wavelet Madre o´ptimas. En
la figura 6.14 se hace lo mismo para los valores medios de la clasificacio´n. Es importante
destacar que en el caso del sujeto B con SVM como clasificador no se resolvio´ el em-
pate entre ‘db2’ y ‘sym2’, ya que obtuvieron exactamente los mismos resultados en la
clasificacio´n. Por tanto, se consideran ambos resultados como o´ptimos.
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Figura 6.12: Representacio´n gra´fica de los valores obtenidos para el Sujeto A con los
tres clasificadores y extraccio´n de caracterı´sticas mediante sub-muestreo y Transformada
Wavelet.
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Figura 6.13: Representacio´n gra´fica de los valores obtenidos para el Sujeto B con los
tres clasificadores y extraccio´n de caracterı´sticas mediante sub-muestreo y Transformada
Wavelet.
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Figura 6.14: Representacio´n gra´fica de los valores obtenidos para los valores medios del
Sujeto A y B con los tres clasificadores y extraccio´n de caracterı´sticas mediante sub-
muestreo o´ptimo y Transformada Wavelet con sus respectivas Wavelets Madre.
6.3.4. Cuarta etapa: algoritmo de eliminacio´n de canales
Este experimento se realiza a mayores del principal, con el objetivo de comparar los
resultados cuando se aplica el algoritmo de eliminacio´n de canales y cuando no. En las
tablas 6.20 y 6.21 se muestran los resultados obtenidos para ambos sujetos tras la elimina-
cio´n de canales. Se muestran en verde los resultados superiores a aquellos obtenidos sin
eliminacio´n de canales y en rojo los que sean inferiores.
Los canales eliminados para el sujeto A fueron, segu´n el clasificador:
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LDA: 22, 24, 39, 52
SRKDA: Ninguno
SVM: 3, 7, 16, 18, 30, 60
Los canales eliminados para el sujeto B fueron, segu´n el clasificador:
LDA: Ninguno
SRKDA: Ninguno
SVM: 3, 8, 25, 28, 29, 35
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
LDA 57 66 73 77 79 84 89 95 93 93 99
SRKDA 77 78 81 81 84 87 94 96 98 99 100
SVM 57 58 68 72 75 81 85 88 86 93 91
Tabla 6.20: Resultados obtenidos para el Sujeto A con los tres clasificadores para 10
muestras por canal e iluminacio´n, extraccio´n de caracterı´sticas mediante Transformada
Wavelet y eliminacio´n de canales. Los resultados que mejoran la clasificacio´n respecto a
cuando no hay eliminacio´n de canales aparecen en verde y los que empeoran en rojo.
Iluminaciones
5 6 7 8 9 10 11 12 13 14 15
Porcentaje de aciertos ( %)
LDA 81 87 87 91 95 94 97 97 97 98 98
SRKDA 74 78 88 92 92 95 96 99 99 98 99
SVM 71 77 86 87 89 90 91 93 94 92 93
Tabla 6.21: Resultados obtenidos para el Sujeto B con los tres clasificadores para 8 mues-
tras por canal e iluminacio´n, extraccio´n de caracterı´sticas mediante Transformada Wavelet
y eliminacio´n de canales. Los resultados que mejoran la clasificacio´n respecto a cuando
no hay eliminacio´n de canales aparecen en verde y los que empeoran en rojo.
En las figuras 6.15, 6.16 y 6.17 se muestran unas gra´ficas comparativas entre aquellos
clasificadores en los cua´les se eliminaron canales al aplicar el algoritmo de eliminacio´n.
La figura 6.15 muestra la comparativa de LDA para el sujeto A y la 6.17 la comparativa
del conjunto de SVM para el sujeto B.
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Figura 6.15: Representacio´n gra´fica de los valores obtenidos para el sujeto A con LDA,
con y sin la aplicacio´n del algoritmo de eliminacio´n de canales.
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Figura 6.16: Representacio´n gra´fica de los valores obtenidos para el sujeto A con SVM,
con y sin la aplicacio´n del algoritmo de eliminacio´n de canales.
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Figura 6.17: Representacio´n gra´fica de los valores obtenidos para el sujeto B con el con-
junto de SVM, con y sin la aplicacio´n del algoritmo de eliminacio´n de canales.
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Discusio´n de los resultados
7.1. Discusio´n de los resultados del sub-muestreo
Los resultados del sub-muestreo o´ptimo difieren para cada clasificador y sujeto, repi-
tie´ndose solo 8 muestras por canal e iluminacio´n, para el sujeto B, con LDA y SRKDA de
clasificadores respectivamente. Los lı´mites inferior y superior de muestras o´ptimas son 8
y 16 (es decir, de 12 a 24 Hz como lı´mites en frecuencia ma´xima) aunque nunca se llegan
a seleccionar 16 muestras porque en ese caso con 12 muestras se obtienen los mismos
resultados. Esto indica que cada sujeto y clasificador tienen distintas bandas de frecuencia
o´ptimas, lo que contribuye a la idea de que en los sistemas BCI cada caso tiene que ser
estudiado por separado y no existen soluciones u´nicas que se adapten a todos los sujetos.
7.2. Discusio´n de los resultados de la Wavelet Madre o´pti-
ma
Los resultados de la Wavelet Madre o´ptima son diferentes para las distintas combina-
ciones de sujetos y clasificadores. En el caso de LDA es ‘coif1’ y ‘sym4’ para el sujeto
A y B respectivamente. Para el conjunto de 2 SRKDA no se encuentra ninguna Wavelet
madre o´ptima ya que ninguna supera los resultados de la clasificacio´n sin ana´lisis wavelet,
por lo que se procede a la siguiente etapa sin aplicar Wavelet. Finalmente, con el conjunto
de 19 SVM las Wavelet Madre o´ptima es ‘sym4’ para el sujeto A. En el caso del sujeto B
tanto ‘sym2’ como ‘db2’ obtienen ide´nticos resultados y ambas se consideran o´ptimas. La
u´nica Wavelet madre que se repite es ‘sym4’. De nuevo se llega a la misma conclusio´n:
es necesario optimizar cada sujeto y clasificador por separado si se pretende alcanzar un
resultado o´ptimo en todos los casos.
7.3. Discusio´n de los resultados de la clasificacio´n
Los resultados de los me´todos propuestos se evalu´an en el conjunto de datos II de la III
Competicio´n BCI, disponible de forma pu´blica. Se consideran tres me´todos diferentes de
clasificacio´n de caracterı´sticas: LDA, un conjunto de 2 SRKDA y un conjunto de 19 SVM.
En primer lugar se obtienen los para´metros o´ptimos, luego se establece el sub-muestreo
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adecuado para cada sujeto y despue´s se determina la Wavelet Madre o´ptima. Una vez
que se han realizado estos pasos previos se aplica Transformada Wavelet a los datos de
entrenamiento y test, se entrena al modelo mediante el conjunto de datos de entrenamien-
to, se aplica dicho modelo al conjunto de datos de test y finalmente se decide el cara´cter
mediante la informacio´n proporcionada por dicha clasificacio´n. La tabla 7.1 compara los
tres me´todos para un total de 5 y 15 iluminaciones, ya que en la III Competicio´n BCI se
pedı´an los resultados para dichos nu´meros.
Sujetos
A B MEDIA
Nu´mero de iluminaciones
Me´todo 5 15 5 15 5 15
LDA 57 100 81 98 69 99
SRKDA 77 100 74 99 75 99.5
SVM 60 97 75 94 67.5 95.5
Tabla 7.1: Comparativa de resultados de 5 y 15 iluminaciones para los distintos me´todos
de clasificacio´n de este estudio. Los valores ma´ximos aparecen en negrita.
La tabla 7.2 muestra los resultados obtenidos en el estudio previo con 14 muestras por
canal e iluminacio´n y sin Transformada Wavelet.
Sujetos
A B MEDIA
Nu´mero de iluminaciones
Me´todo 5 15 5 15 5 15
LDA 65 98 81 96 73 97
SRKDA 77 100 79 94 78 97
SVM 63 96 74 94 68.5 95
Tabla 7.2: Comparativa de resultados de 5 y 15 iluminaciones para los distintos me´todos
de clasificacio´n del primer estudio. Los valores ma´ximos aparecen en negrita.
Observando la primera tabla y comparando los resultados se aprecia que el algorit-
mo que da mejores resultados es el mismo para ambos sujetos. En el caso del sujeto A,
LDA obtiene una clasificacio´n perfecta (100 %), aunque la clasificacio´n del mismo para
5 iluminaciones es pobre, llegando solo al 57 %. Sin embargo, con SRKDA se obtienen
mejores resultados, ya que para 15 iluminaciones se llega al 100 % y para 5 al 77 %, que
es un resultado muy superior. El criterio de la III Competicio´n BCI es que el ganador
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es el que obtenga mejores resultados para 15 iluminaciones y en caso de empate, para 5
iluminaciones, ası´ que se selecciona SRKDA como clasificador o´ptimo. Cabe preguntarse
si este criterio es el ideal, ya que en la pra´ctica 15 iluminaciones por cara´cter se pueden
considerar demasiadas para un uso viable. Quiza´s serı´a conveniente usar como criterio el
que mejores resultados obtenga para un nu´mero bajo de iluminaciones, en cuyo caso no
se llegarı´a a la misma seleccio´n de sub-muestreo en algunos casos.
En el caso del sujeto B, los mejores resultados con 15 iluminaciones se obtienen para
SRKDA, con un porcentaje de aciertos del 99 %, lo que lleva a que se elija como o´ptimo.
Sin embargo, al contrario que en el caso del sujeto A, LDA proporciona mejores resulta-
dos para 5 iluminaciones, con un 81 % de aciertos. El conjunto de 19 SVM es el que arroja
peores resultados en ambos casos, con un 97 % y un 94 % para el sujeto A y B respectiva-
mente. Estos resultados son inferiores pero en absoluto negativos, ya que se trata de tasas
de aciertos muy elevadas. Los valores medios obtenidos para LDA y SRKDA (recordando
que difieren en sub-muestreo y Wavelet Madre) son muy buenos (99.5 % para SRKDA y
15 iluminaciones y 99 % para LDA y 15 iluminaciones). Estos resultados demuestran que
es de gran importancia la optimizacio´n individualizada de cada sujeto y clasificador.
Comparando con los resultados del estudio previo, en el caso de LDA se aprecia una
clara mejorı´a para 15 iluminaciones en ambos sujetos, aunque el A pierde mucha precisio´n
en la clasificacio´n para 5 iluminaciones.
En el caso de SRKDA los resultados son iguales para el sujeto A tanto para 15 como 5
iluminaciones (100 % y 77 % respectivamente), pero en el caso del sujeto B mejoran para
15 iluminaciones, pasando del 94 % al 99 %, aunque esto viene acompan˜ado de peores
resultados para 5 iluminaciones (74 % frente a 79 %). Es importante recordar que en este
estudio es un conjunto de 2 SRKDA y en el anterior era solo uno. Dividir el conjunto
de entrenamiento en dos partes mejora notablemente el tiempo de ca´lculo del modelo,
hacie´ndolo computacionalmente menos exigente. El conjunto de 19 SVM mejora para 15
iluminaciones en el sujeto A, pasando del 96 % de aciertos al 97 % para 15 iluminaciones,
aunque bajando del 63 % al 60 % para 5 iluminaciones. En el sujeto B los resultados se
mantienen para 15 iluminaciones (94 %) y suben del 74 % al 75 % para 5 iluminaciones.
Fija´ndonos estrictamente en los valores medios, para LDA y SRKDA hay una mejo-
ra del 97 % al 99 % y 99.5 % de aciertos para 15 iluminaciones respectivamente, aunque
para 5 disminuye la precisio´n del 73 % y 78 % al 69 % y 75 % respectivamente. Sin em-
bargo, estos resultados se pueden considerar mejores bajo este criterio ya que predominan
siempre los de 15 iluminaciones. Para SVM tambie´n hay una mejora en 15 iluminaciones
(pasando del 95 % al 97 %) y un descenso de la precisio´n para 5 iluminaciones (del 68.5 %
al 67.5 %)
A diferencia del estudio anterior ya no hay tanta diferencia para 15 iluminaciones entre
el sujeto A y el B. Previamente el sujeto B obtenı´a peores resultados para 15 iluminaciones
tanto para LDA como para SRKDA, mientras que ahora son comparables (aunque algo
inferiores en ambos casos). Es interesante destacar tambie´n que el me´todo o´ptimo ha
cambiado para el sujeto B, pasando de LDA a SRKDA, siempre que se sigan los criterios
de la III Competicio´n BCI. Serı´a ciertamente discutible afirmar que SRKDA es superior
a LDA cuando la precisio´n para 5 iluminaciones es del 74 % en SRKDA y del 81 % en
LDA.
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En este estudio no es posible elegir un me´todo de clasificacio´n “superior” globalmente
ya que se ha demostrado que los me´todos de clasificacio´n, el sub-muestreo y al extraccio´n
de caracterı´sticas esta´n muy relacionados entre sı´. Cada sujeto tendra´ una combinacio´n
o´ptima de los mismos, sin poderse obtener un me´todo universal. Puede incluso que esta
combinacio´n no sea fija para un sujeto y varı´e en el tiempo por distintos factores que
afectan a sen˜ales muy dina´micas como son los P300.
7.3.1. Discusio´n de los resultados con eliminacio´n de canales
Los resultados arrojados al aplicar dicho algoritmo de forma previa a la clasificacio´n
son interesantes y se analizan aquı´ de forma separada. En primer lugar llama la atencio´n
la alta variabilidad de canales eliminados en funcio´n de que sujetos y clasificadores. En el
caso del sujeto A solamente se eliminan canales con el LDA y con SVM, concretamente
los correspondientes a los electrodos 22, 24, 52 y 39 en el caso del LDA y los canales
3, 7, 16, 18, 30 y 60 para el conjunto de SVM. Por su parte en el caso del sujeto B se
descartan los canales 3, 8, 25, 28, 29 y 35 con el conjunto de SVM y ninguno en el resto
de clasificadores. Es interesante que el u´nico canal que se repite es el 3, para el sujeto A y
el B con SVM , lo que puede llevar a pensar que las zonas donde predomina la actividad
cerebral asociada a los potenciales evocados P300 no esta´n centradas exactamente en las
mismas zonas del cuero cabelludo para todas las personas.
Las figuras 7.1, 7.2 y 7.3 muestran los canales descartados en cada caso con el fin
de apreciar mejor en que´ zonas se encuentran localizados. Se observa que para el sujeto
A con LDA se corresponden con las zonas ma´s externas del cuero cabelludo respecto al
electrodo Cz (central). Sin embargo, con SVM los canales descartados esta´n ma´s dispersos
e incluyen algunos centrales. El hecho de que los canales descartados para un mismo
sujeto varı´en con el clasificador tambie´n es notable. Es difı´cil extraer conclusiones de esto
u´ltimo.
En segundo lugar tambie´n son destacables los resultados de la clasificacio´n: en el caso
del sujeto A con LDA los resultados son iguales o superiores a aquellos obtenidos sin
descartes, excepto para 14 o 15 iluminaciones, con lo cual se concluye que el algoritmo
puede tener utilidad para un nu´mero bajo de iluminaciones. En el caso del conjunto de
SVM tanto para el sujeto A como el B el resultado es muy distinto, siendo inferior o
igual la clasificacio´n para todo nu´mero de iluminaciones excepto para 9 en el A 8 y 13 en
el B. Se observa que el algoritmo no ofrece resultados satisfactorios para el clasificador
SVM. Estos resultados son completamente dispares, y au´n ma´s llamativo es comparar
los resultados con los del me´todo ganador de la competicio´n [12]. Si observamos los
canales que obtenı´an una mayor puntuacio´n en su algoritmo de eliminacio´n de canales
(figura 7.4) podemos observar que en el sujeto A con LDA como clasificador, el canal
22, uno de los eliminados con nuestro algoritmo, tiene una puntuacio´n media. Es decir,
que nuestro algoritmo ha determinado como descartable un canal que los ganadores de la
competicio´n determinaron como o´ptimo. Con SVM se descarta el 60, que tiene tambie´n
una alta puntuacio´n para los ganadores.
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Figura 7.1: Canales descartados por el algoritmo de eliminacio´n de canales para el sujeto
A y el clasificador LDA.
Figura 7.2: Canales descartados por el algoritmo de eliminacio´n de canales para el sujeto
A y el clasificador SVM.
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Figura 7.3: Canales descartados por el algoritmo de eliminacio´n de canales para el sujeto
B y el clasificador conjunto de SVM.
Figura 7.4: Histograma topolo´gico de la clasificacio´n de los canales en el me´todo ganador
de la competicio´n, para el Sujeto A (izquierda) y el Sujeto B (derecha). Cada canal esta´
rodeado por un cı´rculo. La escala de grises indica el nu´mero de veces, dado en los cı´rculos
que aparecen en la parte inferior, que un canal ha sido incluido entre los 12 mejores. En
total se realizaron 17 clasificaciones para cada sujeto (17 SVM entrenadas, es decir, el
conjunto de datos de entrenamiento se divide en 17 partes).
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En el caso del sujeto B con SVM como clasificador, no ocurre esto, y los canales des-
cartados no esta´n entre los o´ptimos segu´n los ganadores. Estos resultados son interesantes,
aunque es cierto que han sido obtenidos con algoritmos muy diferentes en cuanto a la im-
plementacio´n. Tambie´n es cierto que en el caso del Sujeto A, el clasificador que elimino´
el canal 22 fue LDA, no SVM. En el caso del sujeto B no se realizo´ el proceso con cada
SVM como clasificador de forma individual y luego se obtuvo la media, como se hizo en
el estudio ganador, sino que se hace la clasificacio´n con las 19 SVM directamente para
disminuir el tiempo de procesamiento.
Globalmente estos resultados podı´an haber sido ma´s satisfactorios pero au´n resta mu-
cho margen de mejora para este algoritmo, el cual se basa en parte en la idea de los
ganadores de la competicio´n pero en general es de desarrollo propio. La eliminacio´n de
canales tiene una gran importancia no solo por conseguir el descarte de parte de los datos
que no aportan informacio´n relevante, sino porque esto tambie´n supone una reduccio´n
de la carga computacional de la clasificacio´n, lo que supondra´ un tiempo reducido de la
misma y un mayor rendimiento. Esta es una vı´a de investigacio´n prometedora que aquı´
solo ha sido tratada de forma superficial.
7.4. Comparacio´n con otros me´todos
En la tabla 7.3 se comparan los resultados de los me´todos propuestos con los obtenidos
por el me´todo ganador.
Los resultados globales para 15 iluminaciones son muy superiores al me´todo ganador
tanto para LDA como SRKDA. Por otra parte para 5 iluminaciones, SRKDA supera al
ganador de la competicio´n, aunque ni LDA ni SVM lo alcanzan. Siguiendo el criterio
de la competicio´n el ganador global serı´a el conjunto de 2 SRKDA, aunque ya se ha
comentado que en este estudio no se pretende elegir un me´todo global de clasificacio´n.
En la tabla 7.4 se comparan los resultados con otros me´todos del estado del arte que
usan la misma base de datos ordenados de mayor a menor nu´mero de aciertos.
Sujetos
A B MEDIA
Nu´mero de iluminaciones
Me´todo 5 15 5 15 5 15
LDA 57 100 81 98 69 99
SRKDA 77 100 74 99 75 99.5
SVM 60 97 75 94 67.5 95.5
Rakotomamonjy y
Guigue (2008) [12]
72 97 75 96 73.5 96.5
Tabla 7.3: Comparativa de los resultados con el me´todo ganador. En negrita el me´todo
superior en cada caso.
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Los resultados finales son muy satisfactorios, puesto que el conjunto de 2 SRKDA y el
LDA, previo ajuste de sub-muestreo y extraccio´n de caracterı´sticas mediante Transforma-
da Wavelet se colocan en primer y segundo lugar de la clasificacio´n global. El conjunto
de 19 SVM se coloca en el puesto 12, no siendo este resultado tan positivo aunque es
satisfactorio. Aunque como se comentara´ despue´s, puede que la base de datos de la III
Competicio´n BCI ya haya llegado al lı´mite de su utilidad y quiza´s se deberı´an empezar a
introducir nuevos registros de otros sujetos, preferiblemente en mayor nu´mero.
No Me´todo Aciertos ( %)
1 Conjunto de 2 SRKDA 99.50
2 LDA 99.00
3 Amini et al (2012) [35] 97.40
4 SRKDA (Estudio previo) 97.00
5 LDA (Estudio previo) 97.00
6 El Dabbagh y Fakhr (2011) [44] 97.00
7 Shahriari y Erfanian (2011) [39] 96.90
8 Mirghasemi et al (2006) [32] 96.77
9 Rakotomamonjy y Guigue (2008) [12] 96.50
10 Sakamoto y Aono (2009) [31] 96.50
11 Tomioka y Haufe (2008) [45] 96.50
12 Conjunto de 19 SVM 95.50
13 Cecotti y Gra¨ser (2011) [38] 95.50
14 Conjunto de 19 SVM (Estudio previo) 95.00
15 Salvaris et al (2009) [30] 95.00
16 C¸elik y Anca (2010) [43] 95.50
17 Onishi et al (2012) [33] 92.00
Tabla 7.4: Comparacio´n de resultados con otros me´todos del estado del arte ordenados
por porcentaje de aciertos para 15 iluminaciones.
7.5. Limitaciones de este estudio
A diferencia del estudio realizado previamente, en este sı´ se han aplicado me´todos de
extraccio´n de caracterı´sticas, lo que hace que los resultados sean superiores que cuando
se elimino´ esta etapa, como era de esperar. Como se observa en la tabla 7.2, en dos de
los tres casos la extraccio´n de caracterı´sticas ha permitido mejorar los resultados de la
clasificacio´n. Sin embargo, algunas limitaciones anteriores siguen persistiendo en este
caso.
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La principal limitacio´n heredada, como ya se adelantaba, es el propio formato de la
III Competicio´n BCI: dos sujetos es una muestra de poblacio´n demasiado reducida como
para que los resultados de un estudio se puedan generalizar. Por esta misma razo´n hacer la
media de los resultados entre dos sujetos no es de demasiado intere´s, ya que cada sujeto
necesitara´ un me´todo de extraccio´n y de clasificacio´n adecuado, y una combinacio´n que
da resultados o´ptimos para una persona no tiene por que´ ser adecuada para otra. Por todo
esto serı´a deseable contar con un conjunto de datos extraı´dos de un nu´mero mayor de
sujetos.
Las pruebas realizadas se han hecho sobre bases de datos registradas, no sobre usuarios
en tiempo real, por lo que no se ha podido comprobar si son viables para una aplicacio´n
real debido a problemas potenciales como un excesivo tiempo de procesamiento previo a
la clasificacio´n.
Los co´digos desarrollados en Matlab esta´n preparados para clasificar las sen˜ales una
vez han sido registradas y adaptadas al formato de la III Competicio´n BCI. Si se quisie-
ra poder usar este co´digo para una aplicacio´n BCI en tiempo real como BCI2000 serı´a
necesaria una adaptacio´n del mismo, incluyendo su reescritura en otro lenguaje de pro-
gramacio´n (C++) y su encaje en el esquema global del mismo.
En este trabajo se han tratado solamente tres algoritmos de clasificacio´n de carac-
terı´sticas, el estudio podrı´a haberse ampliado con otros me´todos, tales como la regresio´n
logı´stica.
Se ha desarrollado un algoritmo de seleccio´n de canales, cuya carga computacional
es elevada y por tanto tiene un tiempo de ejecucio´n alto. Al solo tener que ser ejecutado
una vez, durante el entrenamiento, esto no supone un mayor problema. Este algoritmo ha
obtenido resultados prometedores para el sujeto A y LDA como clasificador, pero au´n no
tiene un rendimiento satisfactorio. A pesar de ello tiene mucho margen de mejora, ya que
au´n se encuentra en una primera versio´n y todavı´a es bastante simple.
El conjunto de datos II de la III Competicio´n BCI se obtuvo mediante me´todos de
adquisicio´n descritos previamente. Las sen˜ales podrı´an haberse extraı´do con diferentes
procedimientos con vistas a ver cua´l de ellos proporciona mejores resultados para un mis-
mo algoritmo. Es por tanto u´til plantearse probar el algoritmo de clasificacio´n desarrollado
con bases de datos de extraccio´n propia.
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8.1. Conclusiones
A lo largo de este trabajo se han estudiado los sistemas BCI, con especial hincapie´ en
aquellos basados en potenciales evocados P300. Estos sistemas permiten que usuarios en
situacio´n de discapacidad motora puedan interaccionar con dispositivos sin necesidad de
los mu´sculos perife´ricos. Las sen˜ales han sido registradas mediante el procedimiento del
EEG de tipo no invasivo. Dichas sen˜ales han sido potenciales evocados P300, las cuales
tienen la ventaja de que no necesitan entrenamiento previo por parte del usuario puesto
que son respuestas esponta´neas.
El estudio realizado se ha centrado en la aplicacio´n de un sub-muestreo, un me´todo de
extraccio´n de caracterı´sticas (Transformada wavelet), un algoritmo de eliminacio´n de ca-
nales y tres me´todos de clasificacio´n de caracterı´sticas diferentes a las sen˜ales del conjunto
de datos II de la III Competicio´n BCI de 2004, proporcionados por el centro Wadsworth
(NYS Department of Health) [8], que consisten en una serie de potenciales evocados P300
registrados a dos usuarios mediante EEG. Dichas sen˜ales se dividen en dos subconjun-
tos: uno de entrenamiento y uno de test. En primer lugar se ha obtenido un sub-muestreo
o´ptimo para cada sujeto y se ha seleccionado una Wavelet Madre o´ptima para cada uno.
Tras esto se ha procedido a la clasificacio´n de caracterı´sticas (con LDA, dos SRKDA y un
conjunto de SVM), previa aplicacio´n de transformacio´n wavelet con las Wavelet Madre
correspondientes. Los resultados de la clasificacio´n se han utilizado para elegir el cara´cter
buscado en cada caso. Dichos resultados se han comparado con los obtenidos por el me´to-
do ganador de la competicio´n [12], consistente en un conjunto de 17 SVM con seleccio´n
de canales, ası´ como con otros me´todos actuales [30–33, 35, 38, 39, 43–45].
Las principales conclusiones a las que se han llegado se pueden resumir en los puntos
siguientes:
La precisio´n media en la clasificacio´n obtenida por LDA y SRKDA tras el sub-
muestreo y la aplicacio´n de la extraccio´n de caracterı´sticas mediante transformada
wavelet (99 % para LDA y 99.5 % para el conjunto de 2 SRKDA) ha superado a la
del me´todo ganador de la competicio´n. Adema´s, SRKDA supera al ganador de la
competicio´n para 5 iluminaciones (75 % frente a 73.5 %), por lo que se puede decir
que los resultados de SRKDA son una mejora absoluta respecto a los ganadores de
la competicio´n.
105
106 Capı´tulo 8. Conclusiones y lı´neas futuras
En el caso del sujeto A y LDA como clasificador se ha seleccionado como ideales
un sub-muestreo de 10 muestras por canal y en el sujeto B de 8 muestras por canal.
La wavelet madre o´ptima para el sujeto A ha sido ’coif1’ y para el B ’sym4’.
Cuando se usa como clasificador el conjunto de 2 SRKDA, el sub-muestreo o´ptimo
para el sujeto A es 14 muestras por canal y para el B 8 muestras por canal. En este
caso no se obtiene una Wavelet Madre o´ptima para ninguno de los sujetos.
En el caso del sujeto A y el conjunto de 19 SVM como clasificador se ha seleccio-
nado como ideales un sub-muestreo de 12 muestras por canal y en el sujeto B de
14 muestras por canal. La wavelet madre o´ptima para el sujeto A ha sido ’sym4’ y
para el B ’db2’ y ’sym2’.
El sub-muestreo, Wavelet Madre y clasificadores utilizados esta´n muy relacionados
y deben ser elegidos en conjunto. Una Wavelet Madre o un sub-muestreo pueden ser
ma´s apropiados para un clasificador que para otro. Por tanto el proceso de seleccio´n
de para´metros realizado se debe hacer para cada clasificador por separado.
LDA cuenta con la ventaja de ser un me´todo computacionalmente poco exigente y
ra´pido en comparacio´n con SRKDA.
SRKDA requiere un tiempo considerable para la construccio´n del modelo. Esto
no es problema´tico debido a que esta operacio´n se puede realizar entre la sesio´n
de entrenamiento y la de test. El tiempo de clasificacio´n a partir de un modelo ya
construido es aceptable aunque mayor que el de LDA.
Se ha propuesto usar un conjunto de dos SRKDA para la clasificacio´n, entrenados
con la mitad de los datos de entrenamiento. Esto ha proporcionado un gran aumento
de la velocidad de ca´lculo del modelo en la etapa de entrenamiento sin que suponga
pe´rdidas de rendimiento en la clasificacio´n, por lo que la propuesta ha tenido e´xito.
Comparando con otros me´todos del estado del arte, SRKDA y LDA con extraccio´n
previa de caracterı´sticas mediante transformacio´n wavelet han quedado en primer y
segundo puesto en cuanto a precisio´n para 15 iluminaciones, por lo que se pueden
considerar sus resultados como satisfactorios y relevantes.
El conjunto de 2 SRKDA ha sido el clasificador que mejores resultados ha aportado
excepto en el sujeto B para 5 iluminaciones. Se considera que es el mejor clasifica-
dor globalmente.
LDA ha resultado ser el me´todo ma´s ra´pido y de menor carga computacional, por
lo que su aplicacio´n a sistemas en tiempo real es la ma´s viable, aunque usar dos
SRKDA en conjunto, entrenados con la mitad de los datos de entrenamiento, ha
reducido considerablemente su tiempo de co´mputo sin sacrificar rendimiento.
El algoritmo de eliminacio´n y seleccio´n de canales propuesto ha obtenido resul-
tados aceptables para el clasificador LDA en el caso del sujeto A, mejorando los
resultados excepto para 14 y 15 iluminaciones. Con el sujeto A y SVM mejoran
para 9 iluminaciones, se igualan para 11, 13 y 14, y empeoran para el resto. En
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el caso del sujeto B y SVM como clasificador los resultados mejoran para 8 y 13
iluminaciones, se igualan para 8 y 12 y empeoran en el resto. En los casos restantes
no se elimina ningu´n canal.
Existe mucho margen de mejora para el algoritmo de eliminacio´n y seleccio´n de
canales, ya que se trata de una primera versio´n sencilla que usa criterios simples
para decidir que´ canales son mejores y ma´s apropiados. Sin embargo, los resultados
no son excesivamente satisfactorios excepto para LDA y el sujeto A.
La base de datos II de la III Competicio´n BCI ha llegado al lı´mite de su vida u´til. Se
trata de una base de datos que solo cuenta con dos sujetos, lo que la limita mucho
a la hora de servir para extraer conclusiones generalizadas. Adema´s se ha llegado a
una tasa media de aciertos del 99 %, con lo que el margen de mejora es mı´nimo.
8.2. Lı´neas futuras
Llegados al fin de este estudio es procedente sen˜alar algunas limitaciones que han ido
apareciendo y en base a las mismas proponer nuevas lı´neas de investigacio´n.
El formato de la base de datos II de la III Competicio´n BCI es una de las principales
limitaciones del estudio, ya que se compone solo de dos sujetos. Esto provoca que
los resultados de cualquier estudio que use estos registros no puedan generalizarse,
ya que dos sujetos son muy pocos para tal fin. En este estudio se realiza la media
de resultados entre los dos sujetos, pero no es un resultado relevante excepto para
ser comparado con otros trabajos que usen esta misma base de datos. Serı´a intere-
sante, por tanto, aplicar todos los me´todos aquı´ desarrollado a otros bases de datos
menos limitadas para observar los resultados que ofrecen y extraer conclusiones
generalizadas.
Serı´a de gran intere´s aplicar todos estos algoritmos y me´todos desarrollados con
personas en tiempo real y analizar la precisio´n obtenida, el tiempo necesario para la
clasificacio´n y la viabilidad en general de los mismos para aplicaciones en tiempo
real. En concreto la aplicacio´n BCI2000 es una buena herramienta para este fin.
Una lı´nea de desarrollo futura podrı´a ser la adaptacio´n del co´digo y algoritmos
desarrollados al lenguaje de programacio´n C++ para poder ser usado por la apli-
cacio´n BCI2000. Una migracio´n completa y adaptada del co´digo podrı´a ser muy
interesante para alcanzar el objetivo del punto anterior.
Se podrı´an ampliar etapas del estudio usando ma´s algoritmos de extraccio´n de ca-
racterı´sticas o de clasificacio´n, como PCA o regresio´n logı´stica.
El algoritmo de seleccio´n y eliminacio´n de canales es prometedor pero au´n tiene
mucho margen de desarrollo. Por tanto, es una lı´nea de desarrollo futuro interesante
y de gran utilidad para reducir las dimensiones de los registros. Se podrı´an estudiar
diversos algoritmos de otros estudios e intentar llegar a uno propio que los supere
en eficiencia y carga computacional.
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Los resultados de este estudio se pueden considerar exitosos. Se ha conseguido superar
al me´todo ganador con dos clasificadores (LDA y conjunto de dos SRKDA) y adema´s se
ha llegado al primer y segundo puesto del estado del arte con los mismos. Se han redu-
cido adema´s las dimensiones de los registros, ya que el sub-muestreo utilizado en ambos
casos es inferior al de los ganadores de la competicio´n. Por otra parte la extraccio´n de ca-
racterı´sticas mediante transformada wavelet no ha mejorado los resultados tanto como se
esperaba, aunque finalmente sı´ que supera ligeramente a los obtenidos sin ella. Se ha lle-
gado al final de la vida u´til de la base de datos II de la III Competicio´n BCI, por lo que en
el futuro habra´ que plantearse usar nuevos registros de personas. A pesar de esto, la pers-
pectiva de usar estos me´todos desarrollados en nuevas personas para aplicaciones incluso
en tiempo real, ası´ como el futuro desarrollo del algoritmo de seleccio´n y eliminacio´n de
canales son prometedores.
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Anexo A
Listado del co´digo desarrollado en
Matlab
Fichero canalOptimo2.m
function [canales, canalesEliminados] = canalOptimo2(features, class, metodoClas, ...
nMuestras, params)
%Esta funci\’{o}n selecciona los canales \’{o}ptimos mediante validaci\’{o}n
%cruzada en 10 particiones sobre las se\˜{n}ales de entrenamiento. Se basa
%en eliminaci\’{o}n recursiva de canales cuya eliminaci\’{o}n mejore el ratio
%truePositives/(truePositives+falsePositives+falseNegatives). No se
%tienen en cuanta trueNegatives al estar las clases descompensadas a
%favor de los negativos.
[caracteres,iluminaciones,muestras]=size(features);
canales=1:64;
token=1;
%Vamos haciendo validaci\’{o}n cruzada eliminando canales de uno en uno
%% Primero calculamos el ratio con todos los canales
ratioTotal=ratioCruzado(canales, features, class, nMuestras, metodoClas, ...
caracteres, iluminaciones, params);
fprintf(’Calculado el ratio con todos los canales\n’);
%% Ahora vamos eliminando canales y viendo si mejora el ratio
flag=1;
canalesTotal=length(canales);
while(flag==1)
canalEliminar=0;
for c=1:canalesTotal
canalesAux=canales(find(canales˜=canales(c))); %Seleccionamos todos los
% canales excepto el que corresponda
ratio=ratioCruzado(canalesAux, features, class, nMuestras, ...
metodoClas, caracteres, iluminaciones, params);
if(ratio>ratioTotal)
canalEliminar=c;
canalesEliminados(token)=canalEliminar;
token=token+1;
ratioTotal=ratio;
end
end
if(canalEliminar==0)
flag=0; %Si no se ha eliminado ning\’{u}n canal acabamos
end
if(canalEliminar˜=0)
canales=canales(find(canales˜=canalEliminar)); %Si se ha eliminado
% algun canal lo quitamos
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canalesTotal=length(canales);
fprintf(’Eliminado un canal\n’);
fprintf(’%d\n’,canalEliminar);
end
end
if (canalesTotal==64)
canalesEliminados=NaN;
fprintf(’\nNo se ha eliminado ning\’{u}n canal\n’);
else
fprintf(’\nCanales eliminados: ’);
for a=1:length(canalesEliminados)
fprintf(’%d ’,canales(a));
end
end
end
Fichero cargarDatos.m
function [ Data ] = cargarDatos( nombreFichero )
%Extractor de Datos en estructura
Data=load(nombreFichero);
end
Fichero clasificacion.m
function [p,clase] = clasificacion( trainFeatures, testFeatures, trainClass, metodo)
%Funci\’{o}n que llama a los distintos clasificadores
%Clasificador SRKDA
if (strcmp(metodo,’SRKDA’))
%Opciones del clasificador
options = [];
options.KernelType = ’Gaussian’;
options.ReguType = ’Ridge’;
options.ReguAlpha = 0.05;
options.t = 900;
[clase,p]=clasificacionSRKDA(trainFeatures,testFeatures,trainClass,options);
end
if (strcmp(metodo,’LDA’))
%Opciones del clasificador
[clase,err,p]=classify(testFeatures,trainFeatures,trainClass,’linear’);
p=p(:,2);
end
if (strcmp(metodo,’SWLDA’))
%Opciones del clasificador
options=[];
options.Regu = 1;
%options.ReguAlpha = params;
[clase,p]=clasificacionSWLDA(trainFeatures, trainClass, testFeatures,options);
end
if (strcmp(metodo,’LDA2’))
%Opciones del clasificador
options=[];
options.Regu = 1;
options.ReguAlpha = 13001;
[clase,p]=clasificacionLDA(trainFeatures, trainClass, testFeatures,options);
p=p(:,1);
end
if (strcmp(metodo,’LDA2conjunto’))
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%Opciones del clasificador
options=[];
options.Regu = 1;
options.ReguAlpha = 13001;
%N\’{u}mero de divisiones k
k=2;
longitud=ceil(length(trainClass)/k);
[longitudTest,˜]=size(testFeatures);
claseaux=NaN(longitudTest,k);
p=NaN(longitudTest,1);
clase=p;
N = size(trainFeatures,1);
for ii=1:k
featuresTrain=(trainFeatures(longitud*(ii-1)+1:min(longitud*ii,N),:));
claseTrain=(trainClass(longitud*(ii-1)+1:min(longitud*ii,N)));
[claseaux(:,ii),p]=clasificacionLDA(featuresTrain, claseTrain, testFeatures,...
options);
paux(:,ii)=p(:,1);
end
p=sum(paux,2)/k;
%{
for ii=1:longitudTest
cont=0;
for a=1:k
if(claseaux(ii,a)==1)
cont=cont+1;
end
end
p(ii)=cont/k;
if(mean(claseaux(ii,:))>=0)
clase(ii)=1;
else
clase(ii)=-1;
end
end
%}
end
if (strcmp(metodo,’SRKDAconjunto’))
%Opciones del clasificador
options = [];
options.KernelType = ’Gaussian’;
options.ReguType = ’Ridge’;
options.ReguAlpha = 0.05;
options.t = 900;
%N\’{u}mero de divisiones k
k=2;
longitud=ceil(length(trainClass)/k);
[longitudTest,˜]=size(testFeatures);
claseaux=NaN(longitudTest,k);
p=NaN(longitudTest,1);
clase=p;
N = size(trainFeatures,1);
for ii=1:k
featuresTrain=(trainFeatures(longitud*(ii-1)+1:min(longitud*ii,N),:));
claseTrain=(trainClass(longitud*(ii-1)+1:min(longitud*ii,N)));
[claseaux(:,ii),p]=clasificacionSRKDA(featuresTrain, testFeatures, claseTrain,...
options);
paux(:,ii)=p(:,1);
end
p=sum(paux,2)/k;
end
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if (strcmp (metodo,’SVM’))
%N\’{u}mero de divisiones k
addpath(’SVM\libsvm-3.18\matlab’)
k=19;
longitud=ceil(length(trainClass)/k);
[longitudTest,nada]=size(testFeatures);
claseaux=NaN(longitudTest,k);
p=NaN(longitudTest,1);
clase=p;
N = size(trainFeatures,1);
parfor ii=1:k
featuresTrain=(trainFeatures(longitud*(ii-1)+1:min(longitud*ii,N),:));
claseTrain=(trainClass(longitud*(ii-1)+1:min(longitud*ii,N)));
claseaux(:,ii)=clasificacionSVM(featuresTrain, claseTrain, testFeatures);
end
for ii=1:longitudTest
cont=0;
for a=1:k
if(claseaux(ii,a)==1)
cont=cont+1;
end
end
p(ii)=cont/k;
if(mean(claseaux(ii,:))>=0)
clase(ii)=1;
else
clase(ii)=-1;
end
end
end
Fichero clasificacion master.m
function [p,clase] = clasificacion( trainFeatures, testFeatures, trainClass, metodo)
%Funci\’{o}n que llama a los distintos clasificadores
%Clasificador SRKDA
if (strcmp(metodo,’SRKDA’))
%Opciones del clasificador
options = [];
options.KernelType = ’Gaussian’;
options.ReguType = ’Ridge’;
options.ReguAlpha = 0.05;
options.t = 900;
[clase,p]=clasificacionSRKDA(trainFeatures,testFeatures,trainClass,options);
end
if (strcmp(metodo,’LDA’))
%Opciones del clasificador
[clase,err,p]=classify(testFeatures,trainFeatures,trainClass,’linear’);
p=p(:,2);
end
if (strcmp(metodo,’LDA2’))
%Opciones del clasificador
options=[];
options.Regu = 1;
options.ReguAlpha = 13001;
[clase,p]=clasificacionLDA(trainFeatures, trainClass, testFeatures,options);
p=p(:,1);
end
if (strcmp (metodo,’SVM’))
%N\’{u}mero de divisiones k
addpath(’SVM\libsvm-3.18\matlab’)
k=19;
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longitud=ceil(length(trainClass)/k);
[longitudTest,nada]=size(testFeatures);
claseaux=NaN(longitudTest,k);
p=NaN(longitudTest,1);
clase=p;
N = size(trainFeatures,1);
parfor ii=1:k
featuresTrain=(trainFeatures(longitud*(ii-1)+1:min(longitud*ii,N),:));
claseTrain=(trainClass(longitud*(ii-1)+1:min(longitud*ii,N)));
claseaux(:,ii)=clasificacionSVM(featuresTrain, claseTrain, testFeatures);
end
for ii=1:longitudTest
cont=0;
for a=1:k
if(claseaux(ii,a)==1)
cont=cont+1;
end
end
p(ii)=cont/k;
if(mean(claseaux(ii,:))>=0)
clase(ii)=1;
else
clase(ii)=-1;
end
end
end
if (strcmp(metodo,’LDA2_pca’))
%Opciones del clasificador
options=[];
options.Regu = 1;
options.ReguAlpha = 13001;
k=14;
[longitudTest,nada]=size(testFeatures);
[longitudTrain,nada]=size(trainFeatures);
claseaux=NaN(longitudTest,k);
featuresTrain=NaN(longitudTrain,64);
featuresTest=NaN(longitudTest,64);
for ii=1:14 %para cada clasificador
for iii=1:64 %para cada canal
featuresTrain(:,iii)=trainFeatures(:,ii+(iii-1)*k);
featuresTest(:,iii)=testFeatures(:,ii+(iii-1)*k);
end
[claseaux(:,ii),p]=clasificacionLDA(featuresTrain, trainClass, featuresTest,...
options);
end
for ii=1:longitudTest
cont=0;
for a=1:k
if(claseaux(ii,a)==1)
cont=cont+1;
end
end
p(ii)=cont/k;
if(mean(claseaux(ii,:))>=0)
clase(ii)=1;
else
clase(ii)=-1;
end
end
end
Fichero clasificacionCV.m
clc
close all
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% Par\’{a}metros
dir=’..\..\02mat’;
metodoExt=’ganador’;
metodoClas=’SVM’;
sujetos={’Sujeto A’, ’Sujeto B’};
tipoCurva=’ROC’;
Nsujetos=size(sujetos,2);
for it=1:Nsujetos
fprintf(’%s\n’,sujetos{it})
suj=sprintf(’%s SVM’,sujetos{it});
train=sprintf(’%s\\%s\\train\\%s.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s.mat’,dir,metodoExt,sujetos{it});
trainData=cargarDatos(train);
testData=cargarDatos(test);
%% Obtenci\’{o}n par\’{a}metros ideales
trainData.features=reshape(permute(trainData.features,[2 1 3]),15300,896);
trainData.class=reshape(permute(trainData.class,[2 1]),15300,1);
%features = trainData.features(1:2000,:);
%class = trainData.class(1:2000,:);
features = trainData.features;
class = trainData.class;
%a = 0.05:0.01:0.1; %SRKDA
%t = 800:100:2200; %SRKDA
%regu=1:1000:50000; %LDA2
%matriz = crossvalmatrix( a,t ); %SRKDA
%N = length(matriz); %SRKDA
%N=length(regu); %LDA
%nucleo=0;
%cparam=[0.01 0.05 0.1 0.5 1]; %kernel lineal
cparam=[1 5 10 15 20 25 30];
%nucleo=0;
%gammainv=10000:1000000:100000000;
gammainv=1000000;
matriz=crossvalmatrix( gammainv,cparam ); %SVM
N=length(matriz); %SVM
cvMCRplot=NaN(1,N);
for i = 1:N
%% Param
%a=matriz(i,1); %SRKDA
%t=matriz(i,2); %SRKDA
gamma=1/matriz(i,1); %SVM
cparam=matriz(i,2); %SVM
%% CV
s = RandStream(’mt19937ar’,’Seed’,2014);
RandStream.setGlobalStream(s);
cp = cvpartition(class,’k’,10);
string=sprintf(’-g %f -c %f -w1 11 -w-1 1 -q’, gamma, cparam);
%perf = @(xtrain, ytrain,xtest, ytest) curvas(ytest, clasificacionParams...
(xtrain,xtest,ytrain,metodoClas,a(1,i)),tipoCurva);
%perf = @(xtrain, ytrain,xtest, ytest) curvas(ytest, clasificacionParams...
(xtrain,xtest,ytrain,metodoClas,[a t]),tipoCurva);
%perf = @(xtrain, ytrain,xtest, ytest) curvas(ytest, clasificacionParams...
(xtrain,xtest,ytrain,metodoClas,regu(i)),tipoCurva);
perf = @(xtrain, ytrain,xtest, ytest) curvas(ytest, clasificacionParams...
(xtrain,xtest,ytrain,metodoClas,string),tipoCurva);
cvMCR = crossval(perf,features,class,’partition’,cp);
cvMCR=mean(cvMCR);
%fprintf(’Par1: %.02f Par2: %.02f\n’, a, t); %SRKDA
%fprintf(’Par\’{a}metro regularizaci\’{o}n: %.02f\n’, regu(i)); %LDA2
fprintf(’Gamma: %d c: %.02f\n’, gamma, cparam); % SVM
fprintf(’Performance: %.02f\n\n’, cvMCR);
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cvMCRplot(i)=cvMCR;
end
figure
%plot(regu,cvMCRplot);
plot(cvMCRplot);
[maximo,posicion]=max(cvMCRplot)
%aopt=matriz(posicion,1) %SRKDA
%topt=matriz(posicion,2) %SRKDA
%reguOpt=regu(posicion); %LDA2
gopt=1/matriz(posicion,1);
%gopt=1/(matriz(posicion,2));
copt=matriz(posicion,2);
%% Clasificaci\’{o}n
testData.features=reshape(permute(testData.features,[2 1 3]),18000,896);
testData.class=reshape(permute(testData.class,[2 1]),18000,1);
%[p,clase] = clasificacionParams( trainData.features, testData.features,...
trainData.class,metodoClas,[aopt topt]);
%[p,clase] = clasificacionParams( trainData.features, testData.features,...
trainData.class,metodoClas,reguOpt);
string=sprintf(’-g %f -c %f -w1 11 -w-1 1 -q’, gopt, copt);
[p,clase] = clasificacionParams( trainData.features, testData.features,...
trainData.class,metodoClas,string);
%% Letras
testData.code=reshape(permute(testData.code,[2 1]),18000,1);
[letras, caract]=determinarLetra(p,testData.code,testData.matrix);
%% Evaluaci\’{o}n
aciertos=posicionLetras(letras,testData.target,caract);
%save(suj,’cvMCRplot’,’reguOpt’,’aciertos’,’regu’) %LDA2
%save(suj,’cvMCRplot’,’aopt’,’topt’,’aciertos’,’matriz’) %SRKDA
save(suj,’cvMCRplot’,’gopt’,’copt’,’aciertos’,’matriz’) %SVM
%Curva ROC
%[X,Y,T,AUC] = perfcurve(testData.class,p(:,2),1);
%figure(it)
%plot(X,Y)
%title(’Curva ROC’)
%drawnow
%[AUC,F] = curvas(testData.class,p,tipoCurva);
end
Fichero clasificacionLDA.m
function [clase,p]=clasificacionLDA(trainFeatures, trainClass, testFeatures,options)
addpath(’LDA’)
s = RandStream(’mt19937ar’,’Seed’,0);
RandStream.setGlobalStream(s);
N=size(trainClass,1);
w=NaN(N,1);
num1=length(find(trainClass==1));
num2=length(find(trainClass==-1));
p1=N/num1;
p2=N/num2;
w(trainClass==-1,1)=(p2)/(p1+p2);
w(trainClass==1,1)=(p1)/(p1+p2);
y = randsample(1:N,100000,true,w);
% trainFeatures=trainFeatures(y,:);
% trainClass=trainClass(y,:);
model = LDAtrain(trainFeatures, trainClass, options);
[accuracy, clase, p] = LDApredict(trainFeatures, trainClass, model);
if mean(p(trainClass == -1,1)) > mean(p(trainClass ˜= -1,1))
model.eigvector = -model.eigvector;
end
N = size(testFeatures,1);
122 Anexo A. Listado del co´digo desarrollado en Matlab
[accuracy, clase, p] = LDApredict(testFeatures, ones(N,1), model);
end
Fichero clasificacionParams.m
function [p,clase] = clasificacionParams( trainFeatures, testFeatures, trainClass,...
metodo, params)
%Funci\’{o}n que llama a los distintos clasificadores
%Clasificador SRKDA
if (strcmp(metodo,’SRKDA’))
%Opciones del clasificador
options = [];
options.KernelType = ’Gaussian’;
options.ReguType = ’Ridge’;
options.ReguAlpha = params(1);
options.t = params(2);
[clase,p]=clasificacionSRKDA(trainFeatures,testFeatures,trainClass,options);
end
if (strcmp(metodo,’LDA’))
%Opciones del clasificador
[clase,err,p]=classify(testFeatures,trainFeatures,trainClass,’linear’);
end
if (strcmp(metodo,’LDA2’))
%Opciones del clasificador
options=[];
options.Regu = 1;
options.ReguAlpha = params;
[clase,p]=clasificacionLDA(trainFeatures, trainClass, testFeatures,options);
end
if (strcmp (metodo,’SVM’))
%N\’{u}mero de divisiones k
addpath(’SVM\libsvm-3.18\matlab’)
k=17;
longitud=ceil(length(trainClass)/k);
[longitudTest,nada]=size(testFeatures);
claseaux=NaN(longitudTest,k);
p=NaN(longitudTest,1);
clase=p;
string=params;
N = size(trainFeatures,1);
parfor ii=1:k
featuresTrain=(trainFeatures(longitud*(ii-1)+1:min(longitud*ii,N),:));
claseTrain=(trainClass(longitud*(ii-1)+1:min(longitud*ii,N)));
claseaux(:,ii)=clasificacionSVMparams(featuresTrain, claseTrain, testFeatures,...
string);
end
for ii=1:longitudTest
cont=0;
for a=1:k
if(claseaux(ii,a)==1)
cont=cont+1;
end
end
p(ii)=cont/k;
if(mean(claseaux(ii,:))>=0)
clase(ii)=1;
else
clase(ii)=-1;
end
end
end
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if (strcmp(metodo,’SRKDAconjunto’))
%Opciones del clasificador
options = [];
options.KernelType = ’Gaussian’;
options.ReguType = ’Ridge’;
options.ReguAlpha = 0.05;
options.t = params;
%N\’{u}mero de divisiones k
k=2;
longitud=ceil(length(trainClass)/k);
[longitudTest,˜]=size(testFeatures);
claseaux=NaN(longitudTest,k);
p=NaN(longitudTest,1);
clase=p;
N = size(trainFeatures,1);
for ii=1:k
featuresTrain=(trainFeatures(longitud*(ii-1)+1:min(longitud*ii,N),:));
claseTrain=(trainClass(longitud*(ii-1)+1:min(longitud*ii,N)));
[claseaux(:,ii),p]=clasificacionSRKDA(featuresTrain, testFeatures, claseTrain,...
options);
paux(:,ii)=p(:,1);
end
p=sum(paux,2)/k;
end
Fichero clasificacionSRKDA.m
function [clase,p]=clasificacionSRKDA(trainFeatures,testFeatures,trainClass,options)
%SRKDA
addpath(’SRKDA’)
%Entrenamiento
model = SRKDAtrain(trainFeatures, trainClass, options);
%Clasificaci\’{o}n
N = size(testFeatures,1);
[˜, clase, p] = SRKDApredict(testFeatures, ones(N,1), model);
end
Fichero clasificacionSVM.m
function [clase,p] = clasificacionSVM( trainFeatures, trainClass, testFeatures )
model = svmtrain(trainClass, trainFeatures, ’-g 1e-6 -c 30 -w1 11 -w-1 1 -q’);
N = size(testFeatures,1);
clase = svmpredict(ones(N,1), testFeatures, model, ’-q’);
end
Fichero clasificacionSVMparams.m
function [clase,p] = clasificacionSVMparams( trainFeatures, trainClass, testFeatures,...
string )
model = svmtrain(trainClass, trainFeatures, string);
N = size(testFeatures,1);
clase = svmpredict(ones(N,1), testFeatures, model, ’-q’);
end
ClasificacionTestWaveletFinal.m
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clc
%close all
% Par\’{a}metros
dir=’..\..\02mat’;
metodoExt=’ganador’;
%metodoClas=’SRKDAconjunto’;
metodoClas={’LDA2’,’SRKDAconjunto’,’SVM’};
%metodoClas={’SVM’};
sujetos={’Sujeto B’};
reguOptLDA=[13001, 5001]; %LDA
reguOptSRKDA=[1000, 900]; %SRKDA
wmadres={’sym4’};
Nsujetos=size(sujetos,2);
Nwavelets=size(wmadres,2);
Nclasificadores=size(metodoClas,2);
diezmado=3; %Flag para decidir qu\’{e} datos se usan
for itt=1:Nwavelets
for it=1:Nsujetos
if(diezmado==0)
train=sprintf(’%s\\%s\\train\\%s.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s.mat’,dir,metodoExt,sujetos{it});
mCanal=160;
end
if(diezmado==1)
train=sprintf(’%s\\%s\\train\\%s 4.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 4.mat’,dir,metodoExt,sujetos{it});
mCanal=4;
end
if(diezmado==2)
train=sprintf(’%s\\%s\\train\\%s 6.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 6.mat’,dir,metodoExt,sujetos{it});
mCanal=6;
end
if(diezmado==3)
train=sprintf(’%s\\%s\\train\\%s 8.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 8.mat’,dir,metodoExt,sujetos{it});
mCanal=8;
end
if(diezmado==4)
train=sprintf(’%s\\%s\\train\\%s 10.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 10.mat’,dir,metodoExt,sujetos{it});
mCanal=10;
end
if(diezmado==5)
train=sprintf(’%s\\%s\\train\\%s 13.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 13.mat’,dir,metodoExt,sujetos{it});
mCanal=13;
end
if(diezmado==6)
train=sprintf(’%s\\%s\\train\\%s 14.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 14.mat’,dir,metodoExt,sujetos{it});
mCanal=14;
end
if(diezmado==7)
train=sprintf(’%s\\%s\\train\\%s 16.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 16.mat’,dir,metodoExt,sujetos{it});
mCanal=16;
end
if(diezmado==8)
train=sprintf(’%s\\%s\\train\\%s 18.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 18.mat’,dir,metodoExt,sujetos{it});
mCanal=18;
end
if(diezmado==9)
train=sprintf(’%s\\%s\\train\\%s 20.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 20.mat’,dir,metodoExt,sujetos{it});
mCanal=20;
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end
if(diezmado==10)
train=sprintf(’%s\\%s\\train\\%s 22.mat’,dir,metodoExt,sujetos{it});
test=sprintf(’%s\\%s\\test\\%s 22.mat’,dir,metodoExt,sujetos{it});
mCanal=22;
end
trainData=cargarDatos(train);
testData=cargarDatos(test);
%% Extracci\’{o}n de caracter\’{\i}sticas
channels=1:64;
[trainData.features, mCanal2]=waveletExtract(trainData.features, mCanal,...
channels, wmadres{itt});
[testData.features, mCanal]=waveletExtract(testData.features, mCanal,...
channels, wmadres{itt});
mCanal=mCanal2;
for ittt=1:Nclasificadores
if strcmp(metodoClas{ittt},’SVM’)
[channels, channelsOut] = canalOptimo2(trainData.features,...
trainData.class, metodoClas{ittt}, mCanal, NaN(1));
end
if strcmp(metodoClas{ittt},’LDA2’)
[channels, channelsOut] = canalOptimo2(trainData.features,...
trainData.class, metodoClas{ittt}, mCanal, reguOptLDA(it));
end
if strcmp(metodoClas{ittt},’SRKDAconjunto’)
[channels, channelsOut] = canalOptimo2(trainData.features,...
trainData.class, metodoClas{ittt}, mCanal, reguOptSRKDA(it));
end
numChannels=length(channels); %N\’{u}mero de canales
if (numChannels˜=0)
trainData.features2=selectorCanal(channels, trainData.features, ’train’,...
mCanal);
testData.features2=selectorCanal(channels, testData.features, ’test’,...
mCanal);
end
matrizResults=NaN(1,11);
suj=sprintf(’%s %s %s %d’,sujetos{it},wmadres{itt},metodoClas{ittt},diezmado);
fprintf(’%s \n’,sujetos{it})
for noIlumCont=5:1:15
%% Clasificaci\’{o}n
noIlum=noIlumCont;
noIlum=((180)/15)*noIlum;
noIlumtot=noIlum*100;
testData.featuresAux=testData.features2(:,1:noIlum,:);
testData.classAux=testData.class(:,1:noIlum);
testData.codeAux=testData.code(:,1:noIlum);
trainData.featuresAux=reshape(permute(trainData.features2,[2 1 3]),15300,...
Canal*numChannels);
testData.featuresAux=reshape(permute(testData.featuresAux,[2 1 3]),...
noIlumtot,mCanal*numChannels);
trainData.classAux=reshape(permute(trainData.class,[2 1]),15300,1);
testData.classAux=reshape(permute(testData.classAux,[2 1]),noIlumtot,1);
if strcmp(metodoClas{ittt},’SVM’)
[p,clase] = clasificacion( trainData.featuresAux,...
testData.featuresAux, trainData.classAux, metodoClas{ittt});
end
if strcmp(metodoClas{ittt},’LDA2’)
[p,clase] = clasificacionParams( trainData.featuresAux,...
testData.featuresAux, trainData.classAux, metodoClas{ittt},...
reguOptLDA(it));
end
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if strcmp(metodoClas{ittt},’SRKDAconjunto’)
[p,clase] = clasificacionParams( trainData.featuresAux,...
testData.featuresAux, trainData.classAux, metodoClas{ittt},...
reguOptSRKDA(it));
end
%% Letras
testData.codeAux=reshape(permute(testData.codeAux,[2 1]),noIlumtot,1);
[letras, caract]=determinarLetra(p,testData.codeAux,...
estData.matrix,noIlum*15/180);
%% Evaluaci\’{o}n
aciertos=posicionLetras(letras,testData.target,caract);
matrizResults(noIlumCont-4)=aciertos;
end
complejidad=1;
save(suj,’matrizResults’,’complejidad’,’channelsOut’);
end
end
end
Fichero crossvalmatrix.m
function matriz = crossvalmatrix( par1,par2,varargin )
if nargin==2
[n1,n2] = ndgrid(par2,par1);
matriz=[n2(:) n1(:)];
end
if nargin==3
[n1,n2,n3] = ndgrid(varargin{1},par2,par1);
matriz=[n3(:) n2(:) n1(:)];
end
end
Fichero curvas.m
function [out_perf,X,Y] = curvas(class,p,type)
if (strcmp(type,’ROC’))
[X,Y,T,out_perf] = perfcurve(class,p,1);
figure
plot(X,Y)
title(’Curva ROC’)
drawnow
end
if(strcmp(type,’F’))
[X,Y1,T1,AUC(1)] = perfcurve(class,p,1,’YCrit’,’TPR’);
figure
plot(T1,Y1)
title(’Sensibilidad’)
[X,Y2,T2,AUC(2)] = perfcurve(class,p,1,’YCrit’,’PPV’);
figure
plot(T2,Y2)
title(’Precisi\’{o}n’)
F=(Y2.*Y1)./(Y2+Y1);
figure
plot(T2,F)
title(’F-Score’)
drawnow
X = T2;
Y = F;
out_perf=max(F);
end
end
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Fichero determinarLetra.m
function [letras,caract]=determinarLetra(p,code,matrix,noIlum)
%Determinar letras
%noIlum=15; %Seleccionar n\’{u}mero de iluminaciones
noIlum=((180)/15)*noIlum;
p = reshape(p,noIlum,[]);
[nada,caract]=size(p);
for n=1:caract
v=NaN(1,12);
for i= 1:12 % Cada fila-columna (12*15 rep= 180 ilum)
v(1,i)=mean(p(code(1+(n-1)*noIlum:noIlum+(n-1)*noIlum,1)==i,n));
%En cada elemento de v guardamos la media de las probabilidades de cada fila/columna
end
v1=repmat(v(1,1:6),6,1);
v2=repmat(v(1,7:12)’,1,6);
V=(v1+v2)/2;
valor=max(V(:));
[x,y]=find(V==valor,1);
letras(n)=matrix(x,y);
end
clear nada
end
Fichero ratioCruzado.m
function [ ratioTotal ] = ratioCruzado( canales, features, class, nMuestras,...
metodoClas, caracteres, iluminaciones, params)
% Esta funcion encuentra el ratio
% truePositives/(truePositives+falsePositives+falseNegatives) mediante
% validacion cruzada en 10 particiones sobre las se\˜{n}ales de
% entrenamiento
canalesTotal=length(canales);
featuresMat=NaN(10,caracteres*iluminaciones/10,nMuestras*canalesTotal);
%(parte, iluminaciones por caracter, muestras por caracter*numeroCanales)
classMat=NaN(10,caracteres*iluminaciones/10);
%Particion de la validacion cruzada
featuresAux=selectorCanal(canales, features, ’train’, nMuestras);
featuresMatAux=reshape(permute(featuresAux,[2 1 3]),15300,nMuestras*canalesTotal);
classAux=reshape(permute(class,[2 1]),15300,1);
for a=1:10
featuresMat(a,:,:)=featuresMatAux(((a-1)*(caracteres*iluminaciones/10)+1)...
:(a*caracteres*iluminaciones/10),:);
classMat(a,:)=classAux(((a-1)*(caracteres*iluminaciones/10)+1)...
:(a*caracteres*iluminaciones/10));
end
for a=1:10
featuresTrain=[];
classAux=[];
featuresTest=NaN(1530,nMuestras*canalesTotal);
for aa=1:10 % Creamos el vector de entrenamiento
if (aa˜=a)
featuresTrain=[featuresTrain featuresMat(a,:,:)];
classAux=[classAux classMat(a,:)];
end
end
featuresTrain=reshape(permute(featuresTrain,[2 1 3]),15300*9/10,...
nMuestras*canalesTotal);
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classAux=reshape(permute(classAux,[2 1]),15300*9/10,1);
featuresTest=reshape(permute(featuresMat(a,:,:),[2 1 3]),1530,...
nMuestras*canalesTotal);
if strcmp(metodoClas,’SVM’)
[p,clase] = clasificacion( featuresTrain, featuresTest, classAux,...
metodoClas);
else
[p,clase] = clasificacionParams( featuresTrain, featuresTest, classAux,...
metodoClas, params);
end
%% Encontramos el ratio
indicesUnosReal=find(classMat(a,:)==1);
indicesMenosUnosReal=find(classMat(a,:)==-1);
%Encontramos verdaderos positivos
truePositives=length(find(clase(indicesUnosReal)==1));
%Encontramos falsos positivos
falsePositives=length(find(clase(indicesMenosUnosReal)==1));
%Encontramos falsos negativos
falseNegatives=length(find(clase(indicesUnosReal)==-1));
%Calculamos ratio
dif=truePositives/(truePositives+falsePositives+falseNegatives);
end
ratioTotal=sum(dif)/10; %Ponderamos el ratio total
end
Fichero selectorCanal.m
function [featuresOut] = selectorCanal(channels, features, tipo, mCanal)
%Cada canal tiene 160 muestras por iluminaci\’{o}n sin diezmar
%mCanal = uestras por canal
numChannels=length(channels); %N\’{u}mero de canales seleccionados
if (strcmp(tipo,’train’))
featuresaux=NaN(85,180,mCanal);
end
if (strcmp(tipo,’test’))
featuresaux=NaN(100,180,mCanal);
end
for ii=1:numChannels
featuresaux(:,:,(ii-1)*mCanal+1:(ii)*mCanal)=features(:,:,(channels(ii)-1)*mCanal+1...
:channels(ii)*mCanal);
end
featuresOut=featuresaux;
end
Fichero waveletExtract.m
function [featuresOut, mCanalOut] = waveletExtract( featuresIn, mCanal, channels, wmadre )
[caract,ilum,˜]=size(featuresIn);
featuresAux=NaN(1,mCanal);
iter=3; %N\’{u}mero de iteraciones DWT
for a=1:caract
for aa=1:ilum
for ii=1:length(channels)
featuresAux(:)=featuresIn(a,aa,(channels(ii)-1)*mCanal+1:channels(ii)...
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*mCanal);
[a1,d1]=dwt(featuresAux,wmadre);
%[a1,d2]=dwt(a1,wmadre);
%[a1,d3]=dwt(a1,wmadre);
mCanalOut=length([a1 d1]);
muestrasCanal(ii,1:mCanalOut)=[a1 d1];
%{
for aaa=2:iter
[a1,d1]=dwt(a1,’db5’);
mCanalOut=length([a1 d1]);
%featuresOut(a,aa,(ii-1)*mCanal+1:(ii)*mCanalOut)=[a1 d1];
muestrasCanal(ii,1:mCanalOut)=[a1 d1];
end
%}
end
featuresOutAux=NaN(1,length(channels)*mCanalOut);
for ii=1:length(channels)
%featuresOut(a,aa,(ii-1)*mCanal+1:(ii)*mCanalOut)=muestrasCanal(ii,:);
featuresOutAux((ii-1)*mCanalOut+1:(ii)*mCanalOut)=muestrasCanal(ii,:);
end
featuresOut(a,aa,:)=featuresOutAux;
end
%fprintf(’Acabada dwt de un caracter %d \n’, a);
end
%featuresOut(a,aa,(ii-1)*mCanal+1:(ii)*mCanalOut)=muestrasCanal(ii,:);
end
