We study the quantum paraelectric-ferroelectric transition near a quantum critical point, emphasizing the role of temperature as a "finite size effect" in time. The influence of temperature near quantum criticality may thus be likened to a temporal Casimir effect. The resulting finitesize scaling approach yields 1 T 2 behavior of the paraelectric susceptibility (χ) and the scaling form
I. INTRODUCTION
The role of temperature in the vicinity of a quantum phase transition is distinct from that close to its classical counterpart, where it acts as a tuning parameter. Near a quantum critical point (QCP), temperature provides a low energy cut-off for quantum fluctuations; the associated finite time-scale is defined through the uncertainty relation ∆t ∼ k B T . This same phenomenon manifests itself as a boundary condition in the Feynman path integral; it is in this sense that temperature plays the role of a finite-size effect in time at a quantum critical point.
1, 2, 3, 4, 5 The interplay between the scale-invariant quantum critical fluctuations and the temporal boundary condition imposed by temperature is reminiscent of the Casimir effect, 6, 7, 8 where neutral metallic structures attract each other 9,10,11,12,13 due to zero-point vacuum fluctuations.
In this paper we explore the observable ramifications of temperature as a temporal
Casimir effect, applying it to the example of a quantum ferroelectric critical point (QFCP) where detailed interplay between theory and experiment is possible below, at and above the upper critical dimension. Our work is motivated by recent experiments on the quantum paraelectric SrT iO 3 (STO) where 1/T 2 behavior is measured in the dielectric susceptibility near the QFCP. 14, 15, 16 Here we show how this result is simply obtained using finite-size scaling in time; more generally we present similar derivations of several measurable quantities, recovering results that have been previously derived using more technical diagrammatic, 17, 18, 19, 20 large N 21 and renormalization group methods. 22, 23 In particular we present a simple interpretation of finite-temperature crossover functions near quantum critical points previously found using ǫ-expansion techniques, 23 and link them to ongoing low-temperature experiments on quantum paraelectric materials. We illustrate these ideas using a Gaussian theory to characterize the domain of influence of the QFCP and we present the full phase diagram.
Next we expand upon previous work by tuning away from the QFCP, studying deviations from scaling; here we find that coupling between the soft polarization and long-wavelength acoustic phonon modes is relevant and can lead to a shift of phase boundaries and to a reentrant quantum ferroelectric phase. We end with a discussion of our results and with questions to be pursued in future work.
II. THE CASIMIR EFFECT IN SPACE AND IN TIME
The Casimir effect is a boundary condition response of the electromagnetic vacuum. The gapless nature of the photon spectrum means that the zero-point electromagnetic fluctuations are scale-invariant; the vacuum is literally in a quantum critical state. However, once the boundary conditions are introduced, the system is tuned away from criticality and develops a finite correlation length, ξ. The Coulomb interaction between two charges, the correlation function of the electromagnetic potential inside the cavity, is changed from the vacuum to the cavity as
where the plates have removed field modes and have introduced a finite ξ. In an analogous way, the partition function of a quantum system at finite temperatures is described by a
Feynman path integral over the configurations of the fields in Euclidean space-time 24 where temperature introduces a cutoff in the temporal direction. In Figure 1 we present a visual comparison of the Casimir effect in space and in time. In both cases, the finite boundary effects induce the replacement of a continuum of quantum mechanical modes by a discrete spectrum of excitations.
In the quantum paraelectric of interest here, the path integral is taken over the space-time configurations of the polarization field P ( x, τ ),
where
and L E [P ] is the Lagrangian in Euclidean space-time. The action per unit time is now the Free energy F of the system (See Table I .). The salient point is that finite temperature imposes a boundary condition in imaginary time and the allowed configurations of the bosonic quantum fields are periodic in the imaginary time interval τ ∈ [0, β] (β ≡ 1 k B T ) so that P ( x, τ ) = P ( x, τ + β), which permits the quantum fields are thus decomposed in terms of a discrete set of Fourier modes P n ( x, τ ) = q,n P ( q, iν n )e i( q· x−νnτ ) (4) where
are the discrete Matsubara frequencies; we recall that at T = 0 the (imaginary) frequency spectrum is a continuum. The response and correlation functions in (discrete) imaginary
can be analytically continued to yield the retarded response function
where ω is a real frequency; for writing convenience we will subsequently drop the "E" subscript in χ e.g. χ( q, ω) ≡ χ E ( q, ω). 
Like the parallel plates in the traditional Casimir effect, temperature removes modes of the field. In this case it is the frequencies not the wavevectors that assume a discrete character, namely
where ν n are defined in (5).
The Casimir analogy must be used with care. In contrast to the noninteracting nature of the low-energy electromagnetic field, the modes at a typical QCP are interacting. In the conventional Casimir effect, the finite correlation length is induced purely through the discretization of momenta perpendicular to the plates. By contrast, at an interacting QCP, the discretization of Matsubara frequencies imposed by the boundary condition generates the thermal fluctuations in the fields in real time. These are fed back via interactions to generate a temperature-dependent gap in the spectrum and a finite correlation time.
Despite the complicated nature of this feedback, provided the underlying system is critical, temperature acting as a boundary condition in time will set the scale of the finite correlation
where κ is a constant. In cases where the quantum critical physics is universal, such as ferroelectrics in dimensions below d = 3, we expect the coefficient κ to be also universal and independent of the underlying strength of the mode-mode coupling. The "temporal confinement" of the fields in imaginary time thus manifests itself as a finite response time in the real-time correlation and response functions.
For the quantum paraelectric at the QFCP, the imaginary time correlation functions are scale-invariant
At a finite temperature this response function acquires a finite correlation time
is determined by mode-mode interactions, where γ c is the coupling constant describing the quartic interactions between the modes, to be defined in Sec IV. We note, as shall be shown explicitly in Section IV, that for dimensions d such that 1 < d < 3, the feedback will be sufficiently strong such that ξ τ will be independent of the coupling constant γ c ; by contrast for d > 3 the feedback effects are weak so that there will be a γ c -dependence of ξ τ . The case
is marginal and will be discussed as a distinct case. At a temperature above a quantum critical point, the energy scale
will set the size of the gap in the phonon dispersion relation. Here ∆(T ) ∼ ξ Reconnecting to our previous discussion, we remark that real-time response functions from expressions like (11) are obtained by analytic continuation to real frequencies iν n → ω.
, the dielectric susceptibility in the approach to the QFCP has the temperature-
in contrast to the Curie form (χ ∼ 1 T ) associated with a classical paraelectric; this 1/T 2 temperature-dependence was previously derived from a diagrammatic resummation, 17, 18 , from analysis of the quantum spherical model 21 and from renormalization-group studies.
22,23
We note that this 1/T 2 behavior in the dielectric susceptibility of the quantum paraelectric has been observed experimentally. 15, 16, 25 We summarize in Table I the link between the conventional Casimir effect and finite-temperature behavior in the vicinity of a QCP.
III. FINITE-SIZE SCALING IN TIME
The spatial confinment of order parameter fluctuations near a classical critical point has been studied as a "statistical mechanical Casimir effect", 7,26,27 and here we extend this treatment to study the influence of temperature near a QCP using finite-size scaling (FSS) in imaginary time. This scaling approach is strictly valid in dimensions less than the upper critical dimension. Quantum critical ferroelectrics in d = 3 lie at the marginal dimension
, so the scaling results are valid up to logarithmic corrections, which we discuss later (Sec. VI); here z = 1 refers to a linear dispersion relation, ω = c s q.
Following the standard FSS procedure, 1,28,29 we impose boundaries on the system near its critical point. For a classical system with tuning parameter t = T −Tc Tc and correlation length ξ, we confine it in a box of size L and then write the standard FSS scaling form
for the susceptibility. 1,28,29,30 Similar reasoning can be used when a system is near its QCP.
Here temperature is no longer a tuning parameter, this role is taken over by an external tuning field g. Temperature now assumes a new role as a boundary condition in time.
Introducing a fixed L τ (see Fig. 2b ) associated with a finite T , while replacing t → g, the quantum critical version of (15) is where g is the tuning parameter. The dispersion relation ω = c s q
We therefore write
where Φ(x) ∼ x p is a crossover function where p is determined by the limiting values of Φ(x); when x → 0, we expect χ = χ(L τ ), whereas we should recover the zero-temperature
and the temperature-dependence (L τ ∝ 1/T ) emerges naturally from FSS arguments. Therefore a (T = 0) quantum critical point can influence thermodynamic properties of a system at finite T just as a finite-size system displays aspects of classical critical phenomena despite its spatial constraints. A schematic overview of the finite-size scaling arguments we have presented here is displayed in Figure 3 .
The FSS approach can also yield the T -dependences of the specific heat and the polarization of a quantum critical paraelectric. At a finite temperature phase transition, to obtain the specific heat capacity of a finite size box with L << ξ, we write
so that the T -dependent specific heat is
in the vicinity of a QCP. Similarly the T -dependence of the polarization is P (T ) ∼ T β zν and we note that P (E) = ∂f qm /∂E| g=0 ∼ E 1/δ is T -independent, since finite-temperature scaling does not affect field-behavior.
Simple scaling relations at classical and quantum criticality are summarized in Figure 3 .
The key notion is that at a QCP, finite T effects correspond to the limit L τ << ξ τ ; in this case L τ becomes the effective correlation length in time, and the T -dependences follow. We " scaling form
that is similar to that observed in other systems at quantum criticality; 34, 35 this was previously derived by more technical methods. 23 Predictions for experiment are summarized in Table II . We note that since we are in the upper critical dimension, there will be logarithmic corrections to this scaling but we do not expect these to be experimentally important for the temperature dependences described here; however they will be considered later in the paper (Section VI). 
Polarization
IV. GAUSSIAN THEORY: ILLUSTRATION OF TEMPERATURE AS A BOUND-ARY EFFECT

A. The Gap Equation
In this section we use the self-consistent Gaussian theory to illustrate how the χ(T ) found via FSS in time appears from a more microscopic approach; we also study the crossover behavior between the classical and the quantum critical points. This approach is equivalent to the self-consistent one-loop approximation 36 that is used in the context of metallic magnetism.
The soft-mode treatment has been described extensively elsewhere; 31,32,36 here we briefly outline the derivation of the gap equation. The Lagrangian in Euclidean space-time, L E in (3), for displacive ferroelectrics is the φ 4 model:
which determines the partition function. Notice that in writing (22), we have chosen rescaled units in which the characteristic speed of the soft mode c s = 1. In a self-consistent Hartree theory, interaction feedback is introduced via its renormalization of quadratic terms; this procedure is equivalent to replacing L E by the Gaussian Lagrangian
is the Hartree self-energy (see Fig. 4 ). We note that this mode-mode coupling theory is exact for the "spherical model" generalization of φ 4 theory in which the order parameter has N components and N is taken to infinity.
The Green's function can now be determined from Dyson's equation, shown diagrammatically in Figure 4 , and takes the form
so the action is diagonalized in this basis. The poles of G( q, ω) determine the dispersion relation ω q for the displacive polarization modes where here we have introduced the gap function
This quantity vanishes at both quantum and classical critical points where there are scale-free 
where Ω 2 0 = (r − r c ) = g. The amplitude of the polarization fluctuations is given by
so the self-consistency (24) condition Σ = 3γ c P 2 can now be written
where Σ(r, T ) is the temperature-dependent self-energy. By converting the discrete Matsubara summation to a contour integral, deformed around the poles z = ±ω(q) in the dispersion relation, we can convert this expression to the form
where we denote n B (ω) ≡ n B (ω, β) = 1/(e βω − 1). At the quantum critical point (r = r c and T = 0), we have ω q = q and n(ω q ) = 0 so that
and using (28), we can write the gap function as
B. T -Dependence of the Gap at the QCP.
In the paraelectric phases, we can use the temperature-dependent gap to determine the dielectric susceptibility χ. Writing
we use (25) and (27) to express it as
At the quantum critical point Ω 2 0 = 0, so the gap equation (33) becomes
where we have inputted the dispersion relation, (26) , for ω q in (36) . We notice that both thermal and quantum fluctuations contribute to this expression.
Even though the mean field gap equation is only formally exact in the spherical meanfield limit, it is sufficient to illustrate the qualitative influence of T on the gap at the QCP.
In order to explore the cutoff-dependence of (36), we note that in the ultraviolet limit of interest, the last two terms can be expressed as 1 2
therefore the cutoff is required to ensure that (36) is finite in dimensions d > 3. However, in dimensions d < 3, this integral is convergent in the ultraviolet and the upper cutoff in (36) can be entirely removed. Thus, for d < 3, the only scale in the problem is temperature itself.
The integral is also convergent in the infrared provided d > In this range, the temperature-dependence of the gap
is independent of the strength of the coupling constant γ c and the cutoff, a feature that can be illustrated already within mode-coupling theory. Recalling that ∆(T ) = α Lτ and α ≡ α d (see (13) and Fig.1 ), we note that confirmation of (38) is consistent with our earlier discussion (see after (12) ) that ξ τ is independent of coupling constant; in this dimensional window, temperature is a boundary effect in (imaginary) time and is the only temporal scale in the problem.
In order to calculate α d , we rewrite the gap equation at criticality as
) is the d-dimensional volume measure. Rescaling ∆ = α d T and q = uT , we obtain
For d < 3, the temperature prefactor on the right-hand side of (40) vanishes T → 0, so a consistent solution requires α d to satisfy
At a small finite temperature, we can expand around α = α d + δα(T ), to obtain
and couplings in the range 0.01 < γc(d=2) qmax < 5.0; here T 0 is the temperature scale where ξ ∼ a and we note that lim T →0 α 2 is independent of γ c .
Thus in dimensions d < 3, the dominant low temperature behavior is independent of γ c , the strength of the mode-mode coupling, which enters into the subleading temperature dependence.
The necessity of separating out the singular part of equation (41) was pointed out to us by Chamati and Tonchev; 37 (41) was incorrectly treated in an earlier version of this paper.
Following their approach, we can rewrite (41) as
yielding
provided ( We note that this result indicates that α d vanishes in the vicinity of d ∼ 3 as
consistent with previous ǫ calculations. 23 In Figure 5 we display the dependence of α d on dimensionality 1 < d < 3. The temperature-dependence of the gap in two dimensions is shown in the inset of Fig. 5 ,
where we see that lim T →0 α 2 ≡ 0.96 is the same for all couplings. According to (40) and (41), we write α
and solve for α 3 in the limit of upper cutoff
where again we do not consider logarithmic corrections to α 3 . In the limit of strong coupling,
For weak coupling, the situation relevant here, α 3 is indeed a function of γ c but remains independent of temperature so that ∆ ∼ T according to (38) ; temperature-dependences derived here should therefore be in agreement with those found from a scaling perspective whenever direct comparison is possible.
C. Temperature-Dependent Dielectric Susceptibility
To provide an explicit illustration of the above calculations, we now use (33) , and (35) to numerically determine the temperature-dependent paraelectric susceptibility in the approach to the quantum critical point (QCP) in d = 3. We obtain χ −1 (T ) = ∆ 2 ∼ T 2 for the approach r = r c in agreement with previous results and discussion. We note that a similar analysis in the vicinity of the classical phase transition leads to the expected Curie suscepti- . We also remark that if we assume that ω ≡ω 0 with no q-dependence then we recover the Barrett
; because the disperson is constant and q-independent this approach is not applicable near quantum criticality where the gap vanishes and the q-dependence becomes important.
One more point needs to be considered before we proceed with our self-consistent Hartree theory. In the self-consistent Hartree theory (SCHT) of the ferro-electric phase, the polarization field P 0 acquires a nonzero value. P 0 enters the Lagrangian L E in (22) as P = P 0 + δP , where δP are fluctuations of the polarization field around its mean value, P 0 (P 0 = 0 in the 
as indicated diagrammatically in Figure 4 . The equilibrium value P 0 is easily obtained by introducing an electric field into the Lagrangian by replacing L E → L E + E · P , then seeking the stationary point δS/δP 0 = 0 which gives rP 0 + 3γ c δP
at zero electric field. According to (27) , ∆ 2 (r, T ) = r + Σ(r, T ), so that the spectral gap in the ferroelectric phase is
In Fig. 6 a) we plot the calculated temperature-dependent spectral gap ∆(r, T ) for three different values of r as indicated in its schematic inset. As expected, for (2) the spectral gap closes exactly at T = 0 leading to a linear dispersion relation, ω = q at the QCP. We note that in the quantum paraelectric (QPE), ∆ (or χ −1 ) is constant. In the quantum ferroelectric (QFE) again ∆ is constant; though there exists a classical paraelectric-ferroelectric transition
The static dielectric susceptibility in the vicinity of the QCP (low T) is presented in the same three r regimes in Fig.6 b) where we see that in the QPE regime χ(T → 0) saturates, at the QCP χ(T ) ∼ T −2 and diverges as T → 0.
In the QFE, the susceptibility also saturates at low temperatures, though the Curie law is recovered in the vicinity of the classical transition at T = T c . Figure 7 shows the phase diagram that results from the self-consistent Hartree theory.
This figure serves to emphasize how the strictly zero temperature QCP gives rise to a quadratic power law dependence of the inverse susceptibility on temperature over a sub-stantial region of the T − g phase diagram.
The crossover temperature, T 0 , between Curie (χ −1 ∼ T ) and Quantum Critical (χ −1 ∼ T 2 ) behavior in the susceptibility is defined by the expression
where ω 0 = cs a is the characteristic soft mode frequency, c s is the soft-mode velocity and a is the lattice spacing. Here we have assumed a simple bandstructure ω(q) = ω 0 sin qa such that
= (ω 0 a) cos qa q=0 so so that ω 0 = cs a as stated above. The factor of 2π in the denominator of (50) results from the observation that the separation of the poles of the Bose and Fermi functions in the complex frequency plane is ∆ν n = 2πk B T , which sets the natural conversion factor between temperature and frequency to be 2πk B . T 0 also corresponds to the temperature when the correlation length is comparable to the lattice constant (ξ ∼ a);
here the correlation length ξ ≡ (17)). Neutron scattering measurements We note that with O 18 substitution, the ambient pressure Curie temperature 14 is T c ∼ 25K.
Using the values of c s and a ST O from above, we get ω 0 ≈ 2.6×10 13 Hz in SrT iO 3 . The typical
frequency Ω 0 = g 1/2 (spectral gap at zero temperature) at which one observes the change of behavior in the dielectric susceptibility (blue region) is thus from Figure 7 , Ω 0 ≈ 10 −2 ω 0 = 2.6 × 10 11 Hz. Indeed, Raman scattering on ferroelectric SrT i 18 O 3 (T c = 25K) shows that the zero temperature Raman shift 41 is about 10 cm −1 which translates into Ω 0 ≈ 3 ×10 11 Hz, in good agreement with our calculation.
V. COUPLING TO LONG-WAVELENGTH ACOUSTIC MODES
A. Overview
In a conventional solid, broken translational symmetry leads to three acoustic Goldstone modes. At a ferroelectric QCP, these three modes are supplemented by one or more optical zero modes. This coexistence of acoustic and optic zero modes is a unique property of the ferroelectric QCP, and in this section we examine how their interaction influences observable properties.
The gap of the optical modes in a ferroelectric is sensitive to the dimensions of the unit cell and couples linearly to the strain field. This leads to an inevitable coupling between the critical optical mode and the long-wavelength acoustic phonons that must be considered.
To address this issue, we consider the effect of a coupling η between the soft polarization and the strain field created by a single long-wavelength acoustic phonon mode. Softening of the polar transverse optic (TO) mode near the QCP enhances the effect of this coupling.
Using dimensional analysis we find that the coupling between the TO and LA mode is marginally relevant in the physically important dimension d = 3, and thus can not be ignored. The main result of the analysis is that the acoustic phonons act to soften and reduce the quartic interaction between the optic phonons. Beyond a certain threshold η > η c , this interaction becomes attractive, leading to the development of a reentrant paraelectric phase at finite temperatures. We note that such a coupling to acoustic phonons has been considered previously, 18 and here we are rederiving and extending prior results in a contemporary framework.
B. Lagrangian and Dimensional Analysis
We introduce the coupling of the polarization (P ( x, τ )) and the acoustic phonon (φ( x, τ )) fields as a coupling of the polarization to strain −η∇φP 2 ; we then write the Lagrangian
where L E [P ] is our previous Lagrangian without acoustic coupling given in (22) . Here the constant η is the coupling strength to the acoustic phonon; the latter's dynamics are introduced in the bracketed terms of (51). Since we are using units in which the velocity of the soft optical phonon is one,c = ca cs is the ratio of the acoustic to the soft optical phonon velocities. We will discuss the restoration of dimensional constants in (51) when we make comparison to experiment in Section V. F.
We begin with a dimensional analysis of the couplings to assess their relative importance in the physically important dimension d = 3. In order to do so, we introduce the renormalization group (RG) flow by rescaling length, time, momentum and frequency
with constant Λ > 1 representing flow away from the infrared (IR) limit of the QCP, that is flow from small to large momentum and frequency. In terms of the rescaled variables x ′ and τ ′ , the action (3) with Lagrangian (51) in d + 1 dimensions becomes
We emphasize that we write Ω 2 0 = r − r c as the coefficient of the P 2 term in the Lagrangian (51) in (53), since our RG flow starts from the QCP (r = r c ). Rescaling
, γ c and η, so that the action (53) assumes its initial form, we write
which leads to
Now the fields, the mass term and the coupling constants flow to new values leaving the action unperturbed. We remark that the upper cuttoff in the imaginary time dimension is replaced by infinity as the temperature T ∼ 1 β approaches zero.
Analyzing the RG expressions in (54), we find that the Ω 2 0 term grows as we flow away from the QCP IR limit; therefore it is a relevant perturbation parameter independent of dimension d. This is consistent with the fact that Ω 2 0 = r − r c = g tunes the system away from the QCP. Similarly we find that couplings γ c and η grow (relevant) in dimension d < 3, decrease (irrelevant) in dimension d > 3, and don't change (marginally relevant) in d = 3.
We see that in this case (d = 3) the coupling to acoustic phonons (η ′ ) is equally important as the mode-mode coupling (γ ′ c ) and thus has to be included to the Gaussian model. Let us now briefly summarize what we know about γ c before we proceed to the discussion of the acoustic coupling η. In section IV B we found that the spectral gap ∆ is independent of γ c for dimensions 1 < d < 3 in the zero temperature limit (see the marginal case). In these cases the system properties are functions of δγ c and thus are γ c -dependent; we have already seen an example of this behavior in the specific case of the d = 3 spectral gap.
C. Gap Equation
We are now ready to explore how the system's low-temperature behavior changes in the presence of acoustic phonons in dimension d = 3. Let us look first at the LA phonon field φ. Following the procedure of Section IV A, we find the acoustic Green's function and dispersion relation from (51) to be
We emphasize the P 2 -dependency of the new interaction term, −η∇φP 2 , in the Lagrangian (51). Therefore it contributes to the polarization self-energy as an additional term inside the brackets of (23). This new contribution arises due to nonzero second-order perturbation and is schematically shown in Figure 8 , where the solid line represents the soft polarization TO Green's function (25) and the dashed line represents the LA Green's function (56) . We note that the interaction represented by a dot in the self-energy consists of a contribution each from the coupling γ c and η. Thus we can write the polarization self-energy Σ as a sum of these two terms
where Σ γc is the Hartree self-energy (30) previously calculated in Section IV A. We remark that the q 2 term in the integral for Σ η arises due to form of the interaction (∇φ). Converting the Matsubara summation to a contour integral, deformed around the poles z p = ±ω p (q) and z a = ±ω a (q) in the dispersion relations of the polarization (26) and acoustic phonon (57) modes respectively, we can rewrite Σ η in the form
At the quantum critical point, where r = r c and T = 0, the dispersion ω p (q) = q and
Using (28), we write the gap function (as in IV A) as
where ∆ 2 γc has been already defined in (33) . We emphasize that the γ c and η terms in (61) have opposite signs in their contribution to the spectral gap ∆. The negative coefficient of η 2 reflects the fact that it emerges from second-order perturbation theory; physically it is due to thermally enhanced virtual excitations caused by coupling between polarization TO and LA phonon modes.
D. Deep in the Quantum Paraelectric Phase
Let us first explore the effect of the acoustic coupling η deep in the QPE region of the phase diagram (see inset of Figure 9 ). Here g >> 0 and ∆ >> T ≈ 0. In this regime, we with
where derivations of A(η) and D(∆) are presented in Appendix A; for our purposes, the key point is to note that lim ∆→0 D(∆) = 0. Setting A(η) ∼ η 2 = 0, we recover a constant expression for χ as a function of temperature in the QPE phase, consistent with our previous derivations from Section IV. For η = 0, the dielectric susceptibility acquires new low-temperature behavior. The quartic temperature term in (62), −A(η)
∆ 2 , drives the inverse susceptibility at low temperatures; such a "bump" in the susceptibility (or "well" in the inverse susceptibility, see Fig. 9 ) due to acoustic phonon coupling has been considered previously 18 . It is then natural to enquire whether a finite η could eventually drive the inverse susceptibility to zero (or negative) values. Here we show that this is not the case.
We start by looking for a solution of (62) We note that when the temperature increases so that ∆ ∼ T and we are no longer in the QPE phase (red in Fig. 7) , we enter the "tornado" region of the QCP influence (blue in Fig. 7) where χ −1 ∼ ∆ 2 ∼ T 2 , as was shown in Section IV. At this point the quadratic temperature-dependence dominates and coupling to the acoustic phonons becomes negligible; as a result a turn-over in the inverse susceptibility from −T 4 to +T 2 -dependence occurs (see Fig. 9 ).
E. Quantum Critical Temperature-Dependent Dielectric Susceptibility
We already know that there exists a classical phase transition at T c for g < 0 and η = 0;
for η = 0 could this line of transitions enter the g > 0 part of the phase diagram and result in a reentrant quantum ferroelectric phase near the g = 0 QCP? In order to explore this possibility, we study the temperature-dependent susceptibility near the QCP (at g = 0)
and find that unstable behavior is possible. Next we follow the line of transitions, where χ −1 = ∆ 2 = 0 and show that its behavior is changed for η > η c .
We begin with χ(T ) in the vicinity in the quantum critical regime where g = 0 (trajectory 2 in Figure 6 ); here Ω 2 0 = g = 0 and q ∼ ω ∼ T 0 at low temperatures. Taking η = 0, the spectral gap (61) becomes
and we recover the quadratic temperature dependence, χ
With η = 0, the η contribution to the gap becomes
For both casesc ≶ 1, the expression under the integral in (65) is positive (see Appendix B
for specifics), which results in a negative coefficient for ∆ 2 η . Adding both γ c and η terms in the gap equation (61), we write the expression for the dielectric susceptibility whereα andβ are explicitly calculated in Appendix C. When the coefficient of T 2 is zero, namely when
the phase boundary line (χ −1 = 0) becomes vertical in the approach to the QCP; when η > η c , it "meanders" to the right leading to reentrant behavior. We now follow the phase transition line, defined by χ −1 = 0 (∆ = 0) out to finite temperatures. From Section IV we know that there is a classical ferroelectric-paraelectric phase transtion at g < 0 at Curie temperature T c (g); it is depicted as a solid line in Fig. 6 , where the dielectric susceptibility diverges, χ = ∆ −2 → ∞. Our results in Section IV are for η = 0, and we study the effect of η > η c > 0 on this transition line.
To do this, we look for a solution to the gap equation (61), when ∆(T c , η) = 0, which yields the transition line T c (g, η). When the spectral gap closes, the dispersion relations of the TO soft polarization and the LA acoustic modes both become linear (ω p (q) = q and ω a (q) =cq). Inserting these values into (61) and setting ∆ = 0, we obtain
for the equation determining T c (g). At low temperatures, we note that we recover the scaling relation Ω , so the r.h.s. of (68) becomes proportional to T c , and we recover the classical behavior g ∼ T c . Figure 10 shows the T c (g) transition line. For η > η c ≈ 0.6, the transition line "wanders"
into the g > 0 region, leading to a reentrant quantum ferroelectric phase. Such reentrance suggests the possibility of nearby coexistence and a line of first-order transitions ending in a tricritical point, but the confirmation of this phase behavior requires a calculation beyond that presented here and will be the topic of future work.
In order to make direct comparison with experiment, we must now restore dimensions to our coupling constant and more generally to our Lagrangian (51). We start by explicitly restoring all physical coefficients to the Lagrangian, as follows
where c s and c a are the soft optical and acoustic phonon velocities respectively and wherẽ P andφ are the un-rescaled physical polarization and phonon displacement fields. Then by
we obtain (51), the rescaled Lagrangian,
In the dimensionless units used in this Section, we found that
. Using (72), we can now rewrite this critical coupling in dimensionful terms as follows
For SrT iO 3 , the acoustic 42,43 and the soft-mode 39 velocities have been measured to be c a ≈ 8000m/s and c s ≈ 10000m/s respectively so thatc = 0.8; the crystal mass density is 5.13g/cm 3 = 5.13 × 10 3 kg/m 3 . The value of γ c has been measured 15,16 using ferroelectric Arrott plots of E/P vs P 2 to be ǫ 0 γ cD = 0.2 m 4 /C 2 . Inputting all these numbers and η c = 0.6 into our dimensionful expression for η cD , we obtain
as the dimensionful critical coupling to be compared with experiment.
Next we estimate the experimental value of η in SrT iO 3 as 
so that from our analysis we observe that η ST O < η at low temperatures to clarify this situation.
G. Translational-Invariance as Protection against Damping Effects and Singular
Interactions
Our analysis of the effects of acoustic coupling has been limited to a Hartree treatment of the leading self energy. This approach neglects two physical effects:
• Damping, the process by which a soft mode phonon can decay by the emission of an acoustic phonon
• The possibility of singular interactions induced by the exchange of acoustic phonons Similar issues are of great importance in magnetic quantum phase transitions in metals, where the coupling of the magnetization to the particle-hole continuum of electrons introduces damping. 46, 47, 48 For example, in the simplest Hertz-Moriya treatment of a ferromagnetic quantum critical point, damping by the electron gas gives rise to a quadratic Lagrangian of the form
where the term linear in |ν| is a consequence of damping by the particle-hole continuum.
This term plays a vital role in the quantum critical behavior; by comparing the dimensions of the q 2 term with the damping term, we see that [ν] ≡ q 3 , which means that the temporal dimension scales as z = 3 spatial dimensions under the renormalization group. This has the effect of pushing the upper critical dimension down from 4 − 1 = 3 to 4 − z = 1 dimensions.
In addition to this effect, the coupling to the electron-hole continuum also introduces nonlocal interactions between the magnetization modes, casting doubt on the mapping to a φ 4 field theory.
Fortunately, translational invariance protects the ferroelectric against these difficulties.
Translational invariance guarantees that the soft mode can not couple directly to the displacement of the lattice; instead it couples to the strain, the gradient of the displacement, according to the interaction H I = −η∇φP 2 . When we integrate out the acoustic phonons, the induced interaction between the soft-mode phonons takes the form
where the numerator result from the coupling to the strain, rather than the displacement.
The presence of the q 2 term in the numerator removes the "Coulomb-like" 1/q 2 divergence at small q, protecting the soft mode interactions from the development of a singular long range component.
A similar effect takes place with the damping. To see this, we need to examine the imaginary part of the self-energy appearing in the Gaussian contribution to the action, (23),
Damping results from the imaginary part of self energy, Σ ′′ n (q, ω). To compute the damping, we generalize Σ η given in (59) to finite frequency, obtaining
where we have used the short-hand
The imaginary part of this expression at zero temperature, for positive ν, is then given by
We can determine the small q, ω behavior of this damping rate by simple dimensional analysis. 
where a more careful analysis of the integral reveals that F 
is the scaling form of the free energy with a universal scaling function Φ, t 0 is the reduced Debye temperature for the soft mode (50) and γ c is the polarization mode-mode coupling at QCP. Since χ =
where χ 0 ∼ t −1 . By applying the quantum-classical analogy (III), we write at the upper
where g 0 ≡ ω 2 0 is the Debye frequency for the soft mode squared, f 0 (g, γ c ) has the same form as before, and g is the tuning parameter. By setting χ = ∂ 2 f ∂E 2 | E=0 , the dielectric susceptibility becomes
The temperature-dependence of χ with logarithmic corrections is then found by making the subsitution g ∼ T 2 in (86), and these results are identical to those found previously using diagrammatic techniques 17 . An analogous procedure can be used to find the logarithmic corrections to other thermodynamic quantitites.
We note that here we assume the upper critical (spatial) dimension d u c = 3; however if we include uniaxial dipole-dipole interactions, we will have d u c = 2. Basically this is because when all dipoles point in the (same) z-direction, the TO polarization frequency (26)
where β is a constant, and we derive (87) in Appendix D. We note that the last term of (87) is specific to the uniaxial (e.g. tetragonal) case and is not present for isotropic dipolar interactions. Applying simple scaling, we obtaiñ
where the constants b, b k > 1 represent flow to the infrared (IR) limit of the QCP. We show in Appendix D that in order for (87) and (88) to be satisfied simultaneously, k must equal 2 so that q z "counts" for effectively two dimensions (d In any case, we expect the samples under study to be structurally multi-domain so that averaging over long length-scales will make them effectively cubic; thus uniaxial dipolar interactions do not need to be considered. 
where T 1 ≡ω 0 , and M and T 0 are fitting constants.
B. Summary and Open Questions
Let us now summarize the main results of the paper. Here our aim has been to characterize the finite-temperature properties of a material close to its quantum ferroelectric critical point; we have rederived and extended previous theoretical results using scaling methods and self-consistent Hartree theory. In the process we have made an analogy between temperature as a boundary effect in time and the Casimir effect, and have used this to shed light on both problems. Using simple finite-size scaling, we have presented straightforward derivations of finite-temperature observables for direct comparison with experiment, and our approach has yielded a scaling form χ(ω) = and Quantum Critical (T 2 ) behavior in χ −1 . We emphasize that this scaling method is useful in this system where z is low (z = 1); otherwise if z is higher, the system is usually well above its upper critical dimension where this approach is inappropriate. Next we've used self-consistent Hartree methods to determine the T − g phase diagram and the crossover between classical and quantum behavior. In particular we see the influence of the quantum critical point on the susceptibility at finite temperatures, and we can put in materials pa-rameters to determine the size of its basin of attraction. Finally we include coupling to an acoustic phonon and find that it affects the transition line; for such couplings greater than a threshhold strength there is a reentrant quantum ferroelectric phase.
Naturally these results suggest a number of open questions and here we list a few:
• The presence of a reentrant phase suggests the possibility of nearby phase coexistence, a tricritical point and a line of first order transitions. This is a particularly appealing scenario given that recent experiments 51 suggest coexistence of QPE and QFE in
SrT i
18 O 3 and is a topic we plan to pursue shortly.
• If indeed there is a tricritical point and a line of first-order phase transitions, could there also be a metaelectric critical point in the g − E plane analogous to the metamagnetic situation 52, 53 in some metallic systems? There is indication that an analogous metaelectric critical point occurs in a multiferroic system, 54 so this is a question driven by recent experiment.
• What happens when we add spins to a system near its quantum ferroelectric critical point? Would the resulting multiferroic have particularly distinctive properties?
• Similarly what type of behavior do we expect if we dope a quantum parelectric in the vicinity of a QCP? There is by now an extensive body evidence that electronically mediated superconductivity is driven by the vicinity to a magnetic quantum critical point, phenomenon of "avoided criticality", whereby superconductivity in the vicinity of a naked magnetic quantum critical point 55, 56 . In such systems, the metallic transport properties develop strange metallic properties that have been termed "non-Fermi liquid behavior" 57, 58 . This raises the important question, as to what, if any, is the ferroelectric counterpart to this behavior? In particular -how does the presence of a soft mode affect the semi-metallic properties of a doped quantum critical ferro-electric, and does a doped ferroelectric quantum critical point also develop superconductivity via the mechanism of avoided criticality?
We believe that we have only begun to explore the rich physics associated with the quantum ferroelectric critical point, a simple setting for studying many issues associated with quantum criticality that emerge in much more complex materials. Furthermore the possibility of detailed interplay between theory and experiment is very encouraging.
where u = q/T . Notice that we approximate ∆ 2 >> q 2 (1 −c 2 ) in the second line of (91). For low momenta, this is indeed the case. For large momenta, q >> ∆ >> T ≈ 0, we neglect ∆ in (91) and the integral becomes − 4η 2 2π 2c (1 −c 2 ) dq qn B (cq).
In the limit q >> T , n B (cq) ≈ e −cq/T and (92) becomes exponentially small (∼ T 2 e −cq/T ) and can be neglected. Similarly, we neglect the rest of the terms in the gap function (61) with Bose-Einstein thermal distribution n B (ω p (q)). Deep in the QPE phase ∆ >> T , so that n B (ω p (q)) ≈ e −∆/T at low momenta, or n B (ω p (q)) ≈ e −q large /T at large momenta. In both cases ∆, q large >> T , the integrals containing n B (ω p (q)) become exponentially small and so are negligible.
IX. APPENDIX B: INTEGRAL (65) IS POSITIVE FORc ≶ 1
We also show that the expression under the integral in (65) 
which we note is positive. Similarly, forc > 1,cq > q and n B (cq/T ) < n B (q/T ), we write n B (q/T ) − n B (cq/T ) c
which is also positive. Therefore the integral in (65) is positive in both cases.
X. APPENDIX C:α ANDβ ARE CONSTANTS
To evaluate the quantitiesα andβ in (64) and (65), we make a change of variables to u = q/T , and u =cq/T respectively. The expressions for these two constants then becomẽ 
