Abstract. We study the behavior of a superconducting material subjected to a constant applied magnetic field, Ha = he with |e| = 1, using the Ginzburg-Landau theory. We analytically show the existence of a critical field h, for which, when h > h, the normal states are the only solutions to the Ginzburg-Landau equations. We estimate h. As κ ↓ 0 we derive h = O(1), while as κ → ∞ we obtain h = O(κ).
induced magnetic field, 
(see [6] , [16] ). The constant γ ≥ 0 reflects the retarding effect of the material in the exterior domain on the density |ψ| 2 at ∂D D D; γ is taken to be zero if R n \ D D D is a vacuum and large if the exterior is a magnetic material. Thus, we consider pairs (ψ, A) such that
which are weak solutions to 
Here n is the outward normal to D D D at ∂D D D and χ D D D is the characteristic function for D D D.
A principal feature of the energy (1.1) and the solutions to (1.2) is that they are invariant under the gauge transformation We also consider the case of a cylindrical domain of the form D D D × R, where the cross section D D D is a bounded domain in R 2 with a C 2,α boundary and the applied field H a = he = he 3 is perpendicular to the cross section. From symmetry the problem reduces to one in two dimensions. We consider ψ(x, y) for (x, y) ∈ D D D and Finally, we consider the case of small κ. We prove the following result. Let n = 2 with µ e > 0 or n = 3 with µ e = 1.
It is of interest to compare these results with conjectures made by physicists. For κ fixed, de Gennes and Saint-James have studied the local problem of determining the smallest value of h for which all normal states are stable for h ≥ h. The infimum, denoted as h c3 , is the value for which it is possible to have a family of superconducting solutions bifurcate away from the normal state. In [15] Saint-James and de Gennes discussed the case of an infinite slab
The symmetry of the domain reduced the linear analysis to a one-dimensional problem. They gave an ansatz for determining h c3 and predicted lim κ→∞ h c3 /κ = c 0 for some constant 1 < c 0 < 2. This can be compared with our estimates for h from Theorems 2.9 and 3.9. We have
2 ) as κ → 0 for the infinitely thick slab −∞ < x < 0, −∞ < y, z < ∞ (see [5] , [8] , and [14] ). Our estimate from Theorem 4.1 gives the result h = O(1) as
We next comment on past analytic work. In [3] and [4] , Bolley and Bolley and Helffer made the ansatz for the slab rigorous and proved asymptotic estimates for h c3 .
In [5] they obtained partial results for estimating an upper critical field for the slab. They considered a particular family of one-dimensional functions. For each fixed κ, they showed there is a finite upper critical field when considering only solutions in this family. In [2] Bauman, Phillips, and Tang estimated h c3 for the case of a circular cylinder, B r ×R. This estimate is relevant here as it plays a central role in our analysis of h for general domains.
The central estimates from this paper were applied by Bauman et al. in [1] to investigate phase transitions in liquid crystals. A strong analogy exists between the normal-superconducting phase transition characterized by (1.1) and the nematicsmectic phase transition in liquid crystals. The phases for the latter are described in terms of a complex-valued wave function Ψ and the molecular director field n. These are the analogues of the order parameter ψ and the vector potential A, respectively. Smectic structure is observed through Ψ, and one has Ψ ≡ 0 in the nematic phase. The free energy characterizing the nematic-smectic phase transition is the Landau-de Gennes energy introduced by de Gennes in [9] . The de Gennes model was motivated by the formal analogies between the phase transitions for liquid crystals and superconductivity. There are, however, significant differences between the two theories. For example, the Ginzburg-Landau energy (1.1) is gauge invariant, whereas the Landaude Gennes energy is not. Furthermore, the director field n is required to satisfy the constraint |n| = 1, whereas the corresponding term from superconductivity, A, is not.
In section 2 we consider cylindrical domains and establish Theorem 2.9. In section 3 we extend these ideas to treat bounded domains in R 3 . In section 4 we estimate h for small κ. Proof. Consider w = Γ 2 * (µ − µ e ), where Γ 2 (x) = 1 2π ln(|x|), x = (x, y). The function µ−µ e has bounded support. As a result, w is well defined with w ∈ H 2 loc (R 2 ) and ∆w 3 and we see that b N is a weak solution to (1.3) , that is,
such that ϕ has bounded support. Thus, a normal state exists. Suppose a N is another weak solution. Taking the difference of the equations for b N and a N , we get (2.1)
We can now show that a weak solution has a gauge-equivalent representative that satisfies a Sobolev estimate.
Lemma 2.3. Let (ζ, B) and (0, ha N ) be weak solutions to (1.2) . Then there is a weak solution (ψ, A) that is gauge equivalent to (ζ, B) such that
where
From Lemmas 2.1 and 2.2, we have that the support of f is contained in the bounded set
, and ∆w = f (see [11] ). Thus, setting
and
We need the following property for weak solutions. Next we write the weak formulation of (1.2):
Thus,
for almost every x such that ψ = 0. Moreover, since ∇ψ = 0 almost everywhere on the set {ψ = 0}, it is consistent to define the term in braces equal to zero on this set. We conclude that (2.4) holds almost everywhere. Lemma 2.5. Let (ψ, A) and (0, ha N ) be weak solutions satisfying (2.2). Then there is a constant
Proof. Let ϕ = ψ in the first equation of (2.3). Using (2.4), Proposition 2.4, and γ ≥ 0, we obtain
This inequality is also valid for n = 3. Consider the second equation in (1.2) for the solutions (ψ, A) and (0, ha N ). Taking the difference of their respective weak equations we have
Using (2.6) and the Cauchy-Schwarz inequality, we see
Combining this inequality with (2.2), we see that we can take ε sufficiently small so that
Next we write
We will use the elementary inequality
Since |ψ| ≤ 1, we can apply (2.7) to obtain
We set C 1 = 2(1 + M ) and the lemma is proved. We see that if a superconducting state (i.e., a solution with ψ ≡ 0) exists, then (2.5) implies that the principal eigenvalue for (i∇ + κha N ) 2 on D D D is bounded by C 1 κ 2 . We will show that there exists a constant φ such that if h > max( 1 κ , φκ), then the principal eigenvalue is greater than C 1 κ 2 . It then follows for such κ and h that there are only normal solutions to (1.2).
The corresponding eigenfunctions are expected to take the form of a boundary layer. The following lemma gives a way of measuring to what extent functions can concentrate near the boundary.
For
where δ 1 and δ 2 are positive constants, (x , x n ) are suitably rotated and translated coordinates, and g k (x ) = x n characterizes ∂O O O ∩ F k . We can further assume without loss of generality that g k (·) is defined for |x | ≤ 2δ 2 , |∇g k | < 1, and (2.12)
Integrating in t from 0 to δ 1 and then dividing by δ 1 gives
Next integrate v from 0 to 2d λ , where 0 < d < λ 0 δ 1 /2 is to be determined. We derive (2.13)
From the assumptions on g k , for 1 ≤ k ≤ N we have (2.14)
λ is small enough. Indeed, if this is false for some k we can find
and each term on the right is bounded by δ 1 . We have shown this for the first one. This is true for the second since
From (2.12) we see that the only possibility for such a y ∈ ∂O O O is y n = g k (y ). As a result,
On the other hand, since
, and this is a contradiction.
Using (2.13) and (2.14) and summing on k for 1 ≤ k ≤ N , we obtain
2 ), we conclude that
The assertion (2.11) follows from this inequality. We will use the following result from [2] for B r (0) ⊂ R 2 . 
where σ = σ(ωr). Furthermore, σ is characterized by σ(t) = inf n∈z σ(t, n), where for each n, σ(t, n) is analytic and positive on 0 < t < ∞. Moreover, lim t→0 σ(t, 0) = 0. In [2, section 6], it is also shown that
As a result, it follows that σ(t) is positive and continuous. 
such that curl b = e 3 . We now derive an estimate similar to (2.16) for D D D provided ω is bounded away from zero.
Lemma 2.8. 
As a result, we can apply Lemma 2.6 to conclude that
Next we choose a cover for D D D\D D D
We see
Using Proposition 2.7, the last term bounds
where the final inequality follows from (2.18). Set C 2 = K 2 /2. This chain of inequalities establishes the lemma. We now establish the principal result in this section. Here we prove the existence of an upper critical field h and obtain a bound for it as κ → ∞ and κ → 0. Proof. Let (0, a N ) be a normal state for (1.3) and (ψ, A) be a weak solution for (1.2). A state is normal if and only if its entire gauge equivalence class is normal. Therefore, we can assume without loss of generality that (ψ, A) and (0, ha N ) satisfy (2.2). Set ω 2 = hκ. Then ω 2 ≥ 1 by hypothesis. We apply (2.17) with m = 1 to derive
and by Lemma 2.5, the right-hand side of (2.19) is bounded by
By assumption, h > φκ. Hence it must hold that D D D |ψ| 2 dx = 0.
Three-Dimensional Bodies. In this section, we consider a superconducting body given by a bounded domain D D D ⊂ R
3 subjected to a uniform applied field H a = he. We will assume without loss of generality that e = e 3 throughout this section.
Denote byȞ 1 (R 3 ) the completion of C ∞ 0 (R 3 ; R 3 ) with respect to the norm
One can show that elements B ∈Ȟ 1 (R 3 ) satisfy the following relationships:
where θ is independent of B, and
(see [12] ). In order to represent magnetic fields we need the following lemma.
. To see this, let us first assume that g has bounded support. Then D k Γ * g exists as a weakly singular integral and
Let ϕ R (x) be a standard C ∞ cutoff function such that ϕ R = 1 for |x| ≤ R and
, assuming g has bounded support. Finally, by standard L 2 -singular integral theory,
and as a consequence,
Let g ε be a mollification of g; then g ε → g in L 2 as ε → 0, and div g ε = 0 for each ε > 0. We define g ε,R = ϕ R g ε . Note that div(g ε,R ) = ∇ϕ R · g ε . If we choose sequences ε(n) → 0 and
, and div g n → 0 in L 2 as n → ∞. Set w n = Γ * g n . These are well defined since the g n have bounded support. Using (3.3), we see that
Thus, using (3.1) we conclude that ∇(div w n ) → 0 in L 6 as n → ∞. Furthermore, we have curl u(g n ) → curl u(g) and g n → g in L 2 as n → ∞. As a consequence, curl u(g) = g in R 3 . Since u(g n ) = − curl w n we have div u(g n ) = 0, which implies div u(g) = 0. Finally, using (3.2) we see that u is unique inȞ 1 (R 3 ). We can apply the preceding lemma to characterize weak solutions. Lemma 3.2. Let (ζ, B) be a weak solution to (1.2) . Then there is a gaugeequivalent solution (ψ, A) such that div A = 0 and
. From the previous lemma there is a unique element u ∈Ȟ 1 (R 3 ) such that curl u = g and div u = 0. Therefore, we find A = u + µeh 2 (−y, x, 0). We now characterize the normal state in three dimensions. Lemma 3.3. There is a unique normal state satisfying
and div a N = 0. Proof. Consider the strictly convex functional (0, a N ) exists. Conversely, a normal state satisfying the hypothesis is an equilibrium for E(·), and so a N is unique.
Recall that the induction curl a N , not a N , is the physically relevant quantity. Below we show that it is uniquely determined.
Moreover, if div a N = 0, then
Proof. Using Lemma 3.2 we see that any normal state is gauge equivalent to the normal state described in Lemma 3.3. Since a gauge transformation leaves the curl of a vector field invariant, we conclude that curl a N is uniquely determined for solutions to (1.3).
We can use the first equation in ( 
from which we obtain
By hypothesis, div(curl w + a N ) = 0. Whence, from the identity above,
This implies (curl w + a N ) ∈ C ∞ (U U U), and we conclude that
Consider the case µ ≡ 1. Given e, we can find a linear function a(x) such that curl a ≡ e. Clearly a satisfies (1.3). It follows from the previous lemma, then, that curl a N ≡ e when µ ≡ 1.
We now derive a Sobolev estimate analogous to Lemma 2.3. 
Proof. Using (3.1) and (3.2) we see
and the lemma follows.
We proceed to derive the three-dimensional counterpart to Lemma 2.5. Lemma 3.6. Let (ψ, A) and (0, ha N ) be as in Lemma 3.5. Then there is a constant
Proof. We proceed just as in Lemma 2.5 to obtain
for any ε > 0 and B ∈ H 1 (R 3 ; R 3 ) with bounded support. However, since
As a result, we have
The remainder of the proof is just as before. We next give a three-dimensional analogue for the eigenvalue estimate from [2] . Let v ∈ R 3 \ {0} such that |v| = 1 and x 0 ∈ R 3 . Let T (x 0 , r, v) be a cylinder with central axis parallel to v, height 2r, and whose middle cross section is the disk of radius r with center x 0 .
Lemma 3.7.
, where σ(·) is as in Proposition 2.7. Proof. We first transfer the problem to
Let Q ∈ SO (3) such that e 3 = Qv, and set y(x) = Q(x − x 0 ). Then
By changing variables we see that (3.6) is equivalent to showing the following inequality:
For any w ∈ R 3 , we have
Therefore, curl y (bQ t ) = Q(curl x b) = Qv = e 3 . By changing the gauge if necessary, we can assume
where we have applied Proposition 2.7 for each −r ≤ z ≤ r.
We go on to prove the three-dimensional counterpart to the eigenvalue estimate in Lemma 2.8. 
. Proof. We argue as in Lemma 2.8. There exists a constant d > 0 so that, given ξ ∈ H 1 (D D D) and ω ≥ 1, either (3.7) is true with C 2 = 1 and ξ = ζ or
Assume the latter. In this case we cover
where K is independent of ω for ω ≥ 1. As a consequence,
From Lemma 3.7 we have 
where M 2 is independent of k.
As a result, we see for each k that (3.10) Hence, p satisfies 
