A range of mathematical models and error distributions was used to examine the validity of linear regression methods for the calculation of lethal gene equivalents. Because of the restricted span of inbreeding coefficient F values available in human studies and the limited number of data points, equivalent results were obtained with all combinations tested. It was concluded that linear regressions should be employed only for the detection of significant inbreeding effects in man and that their application to the estimation of lethal gene equivalents was not warranted.
INTRODUCTION
The measurement of inbreeding depression is of interest both from a general biological viewpoint and in relation to the genetic load carried by a particular group or species. As a means of calculating the number of deleterious recessive mutants carried by a human population, Morton et a!. (1956) derived the formula: S = e_A_BF where S is the proportion of survivors in a population, A is deaths expressed under random mating, B is deaths arising from the expression of recessive genes via inbreeding and F, the coefficient of inbreeding, is that fraction of gene loci homozygous as a result of consanguinity. Adoption of the formula was justified on the grounds of presumed independence between genetic and environmental influences with respect to the proportion of survivors and, in order to estimate A and B, S was transformed to reveal the linear relationship:
-lnS=A+BF
Under the implicit assumption of normally distributed errors, A and B then could be estimated using linear regression or, as subsequently was suggested (Smith, 1967 (Smith, , 1969 , by weighted regression. Reservations have been expressed on the validity of results thus obtained, especially with respect to the additional calculation of B/A ratios for assessing the relative roles of mutation and segregation in the total genetic load (Cavalli- Sforza and Bodmer, 1971; Spiess, 1977) . Nevertheless, the method has been extensively applied to the estimation of lethal equivalent genes in a wide range of human populations, for example, Schull (1958) , Neel and Schull (1962), Yamaguchi et a!. (1970) , Chakraborty and Chakravarti (1977), Rao and Inbaraj (1979) , Azevedo et a!. (1980) and Freire-Maia (1984) . In the light of recent observations on theoretical and practical limitations to the use of linear regressions for the calculation of lethal gene equivalents (Bittles and Makov, 1985) , the aim of the present study was to re-examine the basic statistical assumptions made in the original method (Morton et a!. 1956 ).
MATERIALS AND METHODS
Five mathematical models and four error distributions were employed to analyse data from two extensively cited human inbreeding studies (Bemiss, 1858; Sutter and Tabah, 1952, 1953 Mi was used as, with a change of signs, it is the model which predominantly has been utilised in the literature.
M2 and M3 were introduced as they are two of the models commonly proposed for estimating proportions (Dobson, 1983) .
M4 and M5 were tested primarily for comparative purposes; their formal adoption could not be justified on a priori grounds. were estimated by the method of Maximum Likelihood, iterated with weights corresponding to the different sample sizes until the change in the relative reduction of deviance reached 001 (McCullagh and Nelder, 1983 ). Weights were not utilised for M2 and M3 with the binomial distribution as, in those cases, the sample size explicitly was incorporated into the modes. The significance of a fit was examined by the F-test, which has been suggested as more appropriate for this purpose than the X2 test (Baker and Nelder, 1978) ; the level of significance chosen was 5 per cent.
RESULTS
Applying the ten model/error distribution combinations to the data of Sutter and Tabah (1952, 1953) , the most striking general finding was that with reference to the significance (a = 0.05) or otherwise of inbreeding on the proportion of survivors, all the models and associated error distributions tested produced the same basic conclusions, From these findings two inter-related questions arise: which of the estimates best describes the relative contributions of genetic and environ- (a) In the majority of studies the span of F values is restricted to the interval 0 to 00625, or where uncle-niece or double first cousin data are available 0 to O'125, by comparison with the theoretical total range of 0 to 1.
(b) Only a very limited number of data points is available, usually a maximum of four or, exceptionally, five in number.
The potential distorting effects of both factors on the investigation of data relating to mortality/survivorship is seen by reference to the historical study of Bemiss (1858) 
