Our goal is to find an approximate shortest path for a point robot moving in a planar subdivision with n vertices. Let ρ 1 be a real number. Distances in each face of this subdivision are measured by a convex distance function whose unit disk is contained in a concentric unit Euclidean disk, and contains a concentric Euclidean disk with radius 1/ρ. Different convex distance functions may be used for different faces, and obstacles are allowed. These convex distance functions may be asymmetric. For all ε ∈ (0, 1), and for any two points vs and v d , we give an algorithm that finds a path from vs to v d whose cost is at most (1 + ε) times the minimum cost. Our algorithm runs in O
Introduction
Background. The problem of computing a shortest path between two points arises naturally in geographic information systems, VLSI design, logistics, motion planning, and computer graphics. In these applications, the path lies in a geometric environment represented by a polygonal (or polyhedral) subdivision. Different metrics may be used in different regions of the subdivision, so as to model friction, wind, steepness, or any other constraint. Due to these applications, and the variety of possible geometric environments and metrics, algorithms for geometric shortest paths problems have been extensively studied. We mention the most relevant work here and refer the interested reader to the survey by Mitchell [8] for more details.
In the weighted region problem [9] , a point robot moves within a planar subdivision T , each face f of T being associated with a weight w f > 0. The cost of a path within face f is the length of this path multiplied by w f . We denote by n the number of vertices of T . The first approximation scheme for the weighted region problem was given by Mitchell and Papadimitriou [9] . It runs in O(n 8 L) time, where L represents the maximum number of bits of the input numbers. This algorithm is based on the "continuous" Dijkstra's algorithm. Other algorithms for the weighted region problem construct a graph to discretize the search space, and reduce the problem to finding a shortest path in the graph. In particular, Aleksandrov et al. [2] and Sun and Reif [15] gave algorithms that run in time linear in n. However, their time bounds depend on the weights and/or the minimum angle in T . The weighted region model cannot account for wind, current, or any other force field that favors some directions of travel. A more general model was introduced by Reif and Sun for motion planning in the presence of uniform flows [12] . In each face f of T , the velocity of the robot is the sum of a flow v f and a control velocity chosen by the robot. Reif and Sun [12] show that this problem is PSPACE hard in 3D, and give a FPTAS for the 2D case.
As pointed out by Aleksandrov et al. [2] , one challenge is to remove the dependence on parameters other than n and ε in the running time. It is also desirable to handle more general types of metrics, so as to model a larger class of problems that arise in applications. (See the article of Sellen [13] on the direction weighted problem, where the cost is proportional to a continuous function of the direction.) We make progress in both aspects in this paper.
Our results. Let B ⊂ R 2 denote a compact convex set containing the origin in its interior. The convex distance function [4] d with unit "disk" B is defined by d(x, y) = min{λ ∈ [0, +∞) : y ∈ x + λB}. In our model, the distance in each face f of T is measured according to a possibly asymmetric convex distance function. Different convex distance functions may be used for different faces. The cost of a path is measured according to these distance functions. Let B f denote the unit "disk" of the distance function of a face f . We assume that B f is contained in a concentric unit Euclidean disk, and B f contains a 1/ρ-radius concentric Euclidean disk. In other words, there exists ρ 1 such that the speed of the robot in any direction and within any face of T is in the interval [1/ρ, 1]. The weighted region problem and the problem of path planning in the presence of uniform flows are special cases in our model.
We assume that the distance between two points under any of the convex distance functions can be computed in O(1) time. Our model of computation is the standard real-RAM model [11] in which the operations (+, −, ×, /) can be performed in constant time.
Our main results include an algorithm that computes in time O ρ 2 log ρ ε 2 n 3 log ρn ε a polygonal path whose cost is at most (1 + ε) times the optimal. This is the first algorithm that can handle general convex distance functions. For the weighted region problem, the time bound improves to O ρ log ρ ε n 3 log nρ ε
. Our time bounds have the nice feature that they do not depend on the geometry of T . It is not obvious that an optimal path exists in our model. Indeed, we give an example in which no polygonal path is optimal. Nevertheless, using the theory of length spaces [3, 6] , we prove that there exists an optimal rectifiable path. (A rectifiable path is a path with finite Euclidean length.) Furthermore, we show that there exists a (1 + ε)-approximate shortest path that is polygonal and has O(ρn 2 /ε) links. This is instrumental to establishing the correctness and the time bound of our algorithm.
Comparison with previous work. A direct comparison cannot be made with any previous result because our algorithm is the first that can handle general convex distance functions. The problems of navigating through weighted regions and in the presence of uniform flows are special cases in our model. So we compare with the previous results for these problems. Weighted region problem. In this case, ρ is equal to the ratio of the maximum weight to the minimum weight. Other than the dependence on n and ε, there is a factor of Ω(1/θ min ) in the worst-case running times of the algorithms by Aleksandrov et al. [1, 2] and Sun and Reif [15] , where θ min is the minimum angle in T . The worst-case running time of the algorithms by Aleksandrov et al. [1, 2] depend on ρ too. Our running time is independent of the geometry of T , although it has a higher dependence on n, ε, and ρ. The algorithm of Mitchell and Papadimitriou [9] has a running time of O(n 8 log nN ρ ε ), where the input vertices have integer coordinates in [0, N]. In comparison, our algorithm works in the standard real RAM model; and our algorithm has a smaller dependence on n, but a higher dependence on ε and ρ. + log n) time [12] , where C skew is defined as follows. Let λ = max{c f /c f : adjacent faces f and f }.
θmin(ρmin−1) . Reif and Sun's algorithm requires ρ min > 1, which is equivalent to our condition v min > 0. Our running time does not depend on θ min , but Reif and Sun's running time has a better dependence on n, ε, and ρ.
Notation and Preliminaries
The environment. W.l.o.g., we assume that the faces of T are triangles. The underlying space |T | ⊂ R 2 is the union of all faces. We assume that |T | is connected, but we allow |T | to have holes so as to model obstacles. (See Figure 1. ) We assume that each vertex (resp. each edge) of T is a vertex (resp. an edge) of some face of T . We do not allow dangling edges or isolated vertices.
For any two points p, q ∈ R 2 , we denote by pq the closed, oriented line segment from p to q. We denote by pq the Euclidean distance between p and q. For any two points p, q ∈ |T |, the geodesic distance between p and q is the Euclidean length of the shortest polyline in |T | with endpoints p and q. We use pq T to denote this geodesic distance.
For each face f , we denote by int(f ) (resp. bd(f )) the interior (resp. boundary) of f according to the usual topology of R 2 . For a segment pq, we use int(pq) to denote the open line segment from p to q. When X is a polyline with endpoints p, q, we use int(X) to denote X \{p, q}. A chord of a face f is an oriented line segment pq such that int(pq) ⊂ int(f ) and {p, q} ⊂ bd(f ). If pq ⊂ bd(f ), we say that pq is a boundary segment.
Convex distance functions. Each face f is associated with a compact convex set B f that contains the origin.
Since d f may be asymmetric, it may not be a metric. Still, d f satisfies the triangle inequality and the shortest path from p to q in f is the oriented line segment pq.
If int(pq) ⊂ int(f ) for some face f , the cost of pq is defined as cost(pq) = d f (p, q). If pq is contained in an edge e of T that is adjacent to exactly one face f , we also define cost(pq) to be d f (p, q). If e is adjacent to two faces f 1 and f 2 , we define cost(pq) to
We assume that there exists ρ 1 such that, for any face f , B f contains a Euclidean disk with radius 1/ρ centered at the origin, and B f is contained in the unit Euclidean disk centered at the origin. Intuitively, it means that the speed allowed in any direction belongs to the interval [ 
We do not require the nodes of P to be distinct. The length of P is defined as
It follows that length(P ) cost(P ). We also define cost(P ) when P is is not a T -respecting path. We first obtain a T -respecting path P by introducing new nodes at the intersections between the links of P and the edges of T . Then, we define cost(P ) = cost(P ).
For all integer k, a k-link path is a polygonal path with at most k links, and whose links are either chords or boundary segments. (See Figure 1. ) In particular, a k-link path is T -respecting. By our definitions, a Trespecting path can have a node in the interior of a face of T , but a k-link path cannot.
Approximation algorithms
In this section, we present algorithms for approximating a shortest k-link path for some given ε and k. The cost of the output path is within a factor (1 + ε) of the cost of any k-link path, but the output path is allowed to have more than k links. By establishing bounds on k, we can use these algorithms to find (1 + ε)-approximate shortest paths.
Basic algorithm. Our approach is to place Steiner points along edges of T with equal spacing. The difference from previous discretization schemes [2, 7, 12, 14, 15] 
. . , g m ) be a T -respecting path with length v s v d T and such that m is minimum. The path G cannot have two links inside the same face of T : if there were two such links, say g i−1 g i and g j g j+1 with i j, we could remove from G the nodes (g i , . . . , g j ). It would yield a polygonal path with at most the same length, but fewer nodes. As we noted above, T has at most 2n − 4 faces. Therefore, G is a (2n − 4)-link path and hence a k-link path. We conclude that cost(P Figure 2 .) The spacing is 
The next lemma shows that this gives an accurate discretization. 
The Steiner points and the vertices of T form the nodes of a Steiner graph. For any two nodes p and q on the boundary of the same face, we construct two directed edges (p, q) and (q, p) with weights cost(pq) and cost(qp), respectively. For any edge e of T , the length of e ∩ E is O (ρ v s v d T ) 
We
Further improvement. We can improve the running further if we have an algorithm that does not require all the edges in the Steiner graph in order to produce a shortest path. BUSHWHACK, an algorithm by Sun and Reif [15] , does exactly this, provided that the cost function is pseudo-Euclidean.
The cost function is pseudo-Euclidean if it meets the following two conditions. First, it obeys the triangle inequality in the interior of each face and a shortest path in the interior of a face is a line segment. Second, let p be a point inside a face f and let e be an edge of f such that p / ∈ e. Let ϕ p,e : e → R be the function defined by ϕ p,e (x) = cost(px). For all p, e, this function is required to have the following property: we can compute in O(1) time a partition of e into O(1) subsegments such that ϕ p,e is monotone along each such subsegment.
By our choice of convex distance functions in T , each function ϕ p,e has only one local extremum, which is a global minimum. (In degenerate cases, when B f is not strictly convex, this minimum can be achieved over a closed segment and not just at a single point). So if we assume that this minimum can be computed in O (1) time, our metric is pseudo-Euclidean.
When there are m Steiner points per edge, the BUSHWHACK algorithm runs in time O(mn log(mn)), instead of O(m 2 n + n log n) for Dijkstra's algorithm. 
Applications. In the weighted region problem, each face f is associated with a weight w f ∈ [1, ρ] (assuming that the minimum weight is scaled to 1). According to our terminology, for all face f , the set B f is the Euclidean disk centered at the origin with radius 1/w f . Obstacles (holes in |T |) are still allowed; in other words, we allow weights to be in [1, ρ] ∪ {+∞}. Mitchell and Papadimitriou [8, 9] proved that, in the weighted region problem, the shortest path is an O(n 2 )-link path. Substituting this bound for k into Theorem 3.1 yields the following result: In the anisotropic setting where each face f is associated with a convex distance function d f , no bound on the number of links in the shortest path was known before. In Theorems 4.1 and 4.2 in Section 4, for any ε > 0, we prove a bound of O(ρn 2 /ε) on the number of links in a polygonal path whose cost is at most (1 + ε) times the optimal. Substituting this bound for k into Theorem 3.1 yields the following result: 
Path complexity
There may not be any (exact) shortest polygonal path. In Figure 3 , we give an example where ρ = √ 2 and there is no shortest polygonal path. We prove it by contradiction. Consider the points x and c in Figure 3 . Assume that the last link of a polygonal path P is xv d . Then, if we insert the node c between x and v d in P (thus replacing the sub-path (x, v d ) by (x, c, v d ) ), we obtain a polygonal path with strictly smaller cost than P . The same argument shows that the shortest path intersects some edge an infinite number of times. This poses difficulties in the analysis as we use induction. A rectifiable path [5] is a path with finite length. For example, a piecewise C 1 path is rectifiable. Using the theory of length spaces [3] , we can show that there exists a shortest rectifiable path in the anisotropic setting. Moreover, for any α > 1, there is a polygonal path whose cost is at most α times the cost of the shortest rectifiable path. The proofs of these facts are quite technical and the details will be given in the full version of this paper. In the rest of this section, given any ε ∈ (0, 1) and any polygonal path P from v s to v d , we outline the construction of an O(ρn 2 /ε)-link path P ε such that cost(P ε ) (1 + ε) cost(P ). The construction proceeds in two stages. We apply some cost-preserving transformations in stage one. Then, we shortcut the resulting polygonal path around vertices of T in stage two.
Terminology.
The path P is simple if it is not self-intersecting. The points in which P self-intersects are not necessarily nodes of P . For all integers i, j such that 0 i j m, we use P [i, j] to denote the sub-path (p i , . . . , p j ). Given two sub-paths A = (a 1 , . . . , a m ) and B = (b 1 , . . . , b m ) , we denote by A · B = (a 1 , . . . , a m , b 1 , . . . , b m ) the concatenation of A and B.
Classification of nodes. The vertices of T that are nodes of P are called the nodes of P inherited from T . The endpoints of degenerate links are called degenerate nodes. Its other nodes are classified as follows. (Figure 6 shows some examples.)
• Transversal node : p i ∈ int(e) for some edge e, and
, where f and g are the two faces incident to e.
• Critical node of entry : p i ∈ int(e) and int(p i p i+1 )∩ e = ∅ for some edge e, and p i−1 p i ∩ int(f ) = ∅ for a face f incident to e.
• Critical node of exit : p i ∈ int(e) and int(p i−1 p i ) ∩ e = ∅ for some edge e, and p i p i+1 ∩ int(f ) = ∅ for a face f incident to e.
• Reflective node: p i ∈ int(e) for some edge e, and
• Interior node : p i ∈ int(f ) for some face f .
• Linear node:
In the definition of a linear, interior or reflective node p i , we allow p i−1 p i and p i p i+1 to overlap. Notice that our classification of nodes does not assume that P is simple or T -respecting.
Cost-preserving transformations. The path P is non-redundant if it does not contain any degenerate, reflective, interior, or linear node. We introduce a procedure Simplify which calls three procedures Split, Reduce, and Slide to convert P into a polygonal path Q 0 such that cost(Q 0 ) cost(P ) and Q 0 is a simple, non-redundant, T -respecting path. Moreover, Q 0 has at most 2n critical nodes.
The procedure Split splits the links of P at the crossings with the edges of T . The output path is thus T -respecting and has the same cost.
The procedure Reduce takes the output path • There exist i < j and x ∈ |T | such that
and recursively apply Reduce to it.
• There exists i such that
Clearly, the cost of the output path is not higher than that of the input path. Moreover, if the output path is different from the input path, the output path has fewer links.
We call (i, j) a critical pair if p i is a critical node of exit, p j is a critical node of entry, i < j, and the nodes in the interior of the sub-path P [i, j] are all transversal nodes. See Figure 7 . The procedure Slide takes the output path P of Reduce and removes a critical pair, if there is any. We take Δ to be positive (resp. negative) if p i slides to the right (resp. left). It can be verified that the total change in cost(P ) is an affine function of Δ, and so there is a direction in which we can slide P [i, j] without increasing cost(P ).
The sliding stops when (a)
In case (c), we return P . Let P be the output path of Slide. Clearly, P is T -respecting, cost(P ) cost(P ), and P has no more links than the input path.
Finally, the procedure Simplify first calls Split to convert the input path P into a T -respecting path. Then Simplify goes into a loop, calling Reduce and Slide in this order in each iteration. When the output path of Slide is the same as the input path of Reduce, it stops looping and returns this output path. Proof. (Sketch) Assume that Simplify terminates. Properties (i) and (ii) follow from the working of Split, Reduce, and Slide. By the working of Slide, any two critical pairs must be separated by a node inherited from T . So (iii) holds. Why must Simplify terminate? If Reduce changes the path, the number of links decreases. If Slide does not decrease the number of links, there are two possibilities for the output path P of Slide: (a) P is non-simple, or (b) P has more nodes inherited from T than the input path of Slide. In case (a), the next call of Reduce will decrease the number of links. Case (b) happens a finite number of times because T has n vertices. Thus, Simplify must terminate.
Shortcut near vertices.
We introduce a procedure Shortcut to process the output path of Simplify further, because this path may have too many links in the vicinity of vertices of T . The output path of Shortcut may no longer be simple or non-redundant.
Shortcut (We ignore the special cases of i = j, v = q i , and v = q j which can be handled easily.) Then, Shortcut returns the modified path. Notice that the links introduced by Shortcut can make the resulting path redundant or selfintersecting.
Complete conversion. We denote by {v 1 , v 2 , . . . , v n } the vertices of T . We combine the previous results into a procedure Convert to transform an arbitrary polygonal path P into a polygonal path R with O(ρn 2 /ε) links and cost at most (1 + ε) cost(P ) for any ε ∈ (0, 1).
Convert(P, ε) works as follows. First, we compute Q 0 := Simplify(P ).
Second, we set δ := ε 2ρn cost(Q 0 ). Third, for i = 1 to n, we compute
The following properties follow directly from the definition of R: v is a vertex of T , then R has at  most two links with endpoint v. (iv) If {r i−1 , r i , r We are now ready to prove our bound on the complexity of an approximate shortest path. Proof. Let Q 0 = Simplify(P ), R = Convert(P, ε) and P ε = Reduce(R). By Lemma 4.1(i) and 4.2(i), cost(P ε ) cost(R) (1+ε) cost(Q 0 ) (1+ε) cost(P ). The fact that P ε is simple, non-redundant and Trespecting follows from the working of Reduce. Reduce does not increase the number of links. Therefore, it suffices to prove that R has O(ρn 2 /ε) nodes.
Take an edge e of T . We denote by N e the set of nodes r i ∈ int(e) such that r i−1 and r i+1 are not vertices of T . We show below that |N e | = O(ρn/ε), then the theorem follows by summing up over all edges of T .
Let r i and r j be two nodes in N e that are consecutive in the order along R, and such that i < j. 
Conclusion
We have given algorithms for shortest paths problems in planar subdivisions. The algorithms for k-link paths that we presented in Section 3, as well as the proof of the existence of a shortest rectifiable path, generalize directly to the case where T is a two dimensional simplicial complex properly embedded in R d (for any integer d). However, our bound of O(ρn 2 /ε) on the number of links of an approximate shortest path does not even generalize to the case of a terrain. See the example in Figure 5 . 
