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iAbstract
We study directed last-passage percolation on the planar square lattice whose weights
have general distributions, or equivalently, queues in series with general service dis-
tributions. Each row of the last-passage model has its own randomly chosen weight
distribution. We first show the existence of the limiting time constant and list its prop-
erties. Next we study the problem for models with Bernoulli and exponential weights, for
which we already have more precise results. We then present some universality results
about the limiting time constant close to the boundary of the quadrant. Close to the
y-axis, where the number of random distributions averaged over stays large, the limiting
time constant takes the same universal form as in the homogeneous model. But close
to the x-axis we see the effect of the tail of the distribution of the random environment.
In particular we will give some estimates of the upper bound in this case.
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1Chapter 1
Introduction
This paper studies the limit shapes of some last-passage percolation models in random
environments. Specifically, we will first derive the hydrodynamic limit of the last-passage
time for the corner growth model with exponential weights and for two Bernoulli models
with different rules for admissible paths. Next, we will present some universality results
for the limit shape for a broader range of underlying distributions.
We begin by introducing the corner growth model through its queueing interpreta-
tion. Consider service stations in series, labeled 0, 1, 2, . . . , `, each with unbounded wait-
ing room and first-in first-out (FIFO) service discipline. Initially customers 0, 1, 2, . . . , k
are queued up at server 0. At time t = 0 customer 0 begins service with server 0. Each
customer moves through the system of servers in order, joining the queue at server j+ 1
as soon as service with server j is complete. After customer i departs server j, server j
starts serving customer i+ 1 immediately if i+ 1 has been waiting in the queue, or then
waits for customer i+1 to arrive from station j−1. Customers stay ordered throughout
the process. Let X(i, j) be the service time that customer i needs at station j, and
T (k, `) the time when customer k completes service with server `.
Asymptotics for T (k, `) as k and ` get large have been investigated a great deal in
the past two decades. A seminal paper by Glynn-Whitt [6] studied the case of i.i.d.
{X(i, j)}. They took advantage of the connection with directed last-passage percolation
2given by the identity
T (k, `) = max
pi
∑
(i,j)∈pi
X(i, j). (1.0.1)
In this model, X(i, j) is a random weight assigned to the point (i, j). The maximum
is taken over non-decreasing nearest-neighbor lattice paths pi ⊆ Z2+ from (0, 0) to (k, `)
that are of the form pi = {(0, 0) = (x0, y0), (x1, y1), . . . , (xk+`, yk+`) = (k, `)} where
(xi, yi) − (xi−1, yi−1) = (1, 0) or (0, 1). Below is a picture of an admissible path from
(0, 0) to (4, 3):
-
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Figure 1: An admissible path to (4, 3).
It is easy to see that both the queueing setting and (1.0.1) satisfy the following
recursive relationship for positive k and `:
T (k, `) = max{T (k − 1, `), T (k, `− 1)}+X(k, `). (1.0.2)
Therefore if the process {X(i, j)} in the last-passage model has the same distribution as
{X(i, j)} in the queueing model, then {T (k, `)} defined in (1.0.1) and in the queueing
model have the same distribution, too. (1.0.1) together with earlier references to this
3observation can be found in [6] (see Prop. 2.1). This particular last-passage model is
also known as the corner growth model.
Next we add a random environment to both the queueing and last-passage percolation
models. The environment is a sequence {Fj}j∈Z+ of probability distributions, generated
by a probability measure-valued ergodic or i.i.d. process with distribution P. Given the
sequence {Fj}j∈Z+ , we assume that the variables {X(i, j)} are independent and X(i, j)
has distribution Fj. In the queueing picture this means that for each j ∈ Z+ the service
times {X(i, j) : i ∈ Z+} at service station j have common distribution Fj, and at the
outset the distributions {Fj}j∈Z+ themselves are chosen randomly according to some
given law P. Obviously the labels “customer” and “server” are interchangeable because
we can switch around the roles of the indices i and j. In the last-passage percolation
model, the random environment means that weights assigned to points on the j−th row
follow Fj.
Although (1.0.2) is simple and clear, it does not suffice to provide much information
about T (k, `) when k and ` are large. In fact, it is not very realistic to ask what is the
distribution of T (k, `). Instead, we let k and ` go to infinity and scale T (k, `) in a proper
way. The asymptotic regime we consider for T (k, `) is the hydrodynamic one where k and
` are both of order n and n is taken to ∞. Under some moment assumptions standard
subadditive considerations and approximations imply the existence of the deterministic
limit for all positive real numbers x and y:
Ψ(x, y) = lim
n→∞
n−1T (bnxc, bnyc).
We will also verify some properties of Ψ(x, y) in Section 2.2: homogeneity, concavity
4and continuity.
Only in the case where the distributions Fj are exponential or geometric has it been
possible to describe explicitly the limit Ψ. This is the case of · /M/1 queues in series,
which in terms of interacting particle systems is the same as studying either the totally
asymmetric simple exclusion process or the zero-range process with constant jump rate.
For i.i.d. exponential {X(i, j)} with rate 1, the limit Ψ(x, y) = (√x + √y )2 was first
derived by Rost [17] in a seminal paper on hydrodynamic limits of asymmetric exclusion
processes.
The random environment model with exponential Fj’s was studied in [1, 12, 20].
The exact Ψ(x, y) can be described implicitly. It depends on the specific distribution
of the exponential rates. In Section 3.2 we will see some explicit estimates of Ψ(α, 1)
and Ψ(1, α) when α is small. These two quantities have different behaviors and will be
discussed in further details.
Let us now set aside the queueing motivation and consider the last-passage model on
the first quadrant Z2+ of the planar integer lattice, defined by the nondecreasing lattice
paths and the random weights {X(i, j)}. For the queueing application it is natural to
assume the weights nonnegative, but in the general last-passage situation there is no
reason to restrict to nonnegative weights.
The ideal limit shape result would have some degree of universality, that is, apply to a
broad class of distributions. Such results have been obtained only close to the boundary:
in [13] Martin showed that in the i.i.d. case, under suitable moment hypotheses and as
α↘ 0,
Ψ(1, α) = µ+ 2σ
√
α + o(
√
α), (1.0.3)
5where µ and σ2 are the common mean and variance of the weights X(i, j). The o(
√
α)
term in the statement means that limα↘0 α−1/2
[
Ψ(α, 1) − µ − 2σ√α ] = 0. In the i.i.d.
case Ψ is symmetric so the same holds for Ψ(α, 1).
Our goal is to find the form Martin’s result takes in the random environment setting.
Ψ is no longer necessarily symmetric since the distribution of the array {X(i, j)} is not
invariant under transposition. So we must ask the question separately for Ψ(1, α) and
Ψ(α, 1).
It turns out that for Ψ(α, 1), where the number of rows stays large relative to the
number of columns, the fluctuations of the environment average out to the degree that
our result in Theorem 4.1.1 is essentially identical to Martin’s result in the homogeneous
environment. We still have Ψ(α, 1) = µ + 2σ
√
α + o(
√
α) as α ↘ 0, where now µ is
the average of the “quenched” mean and σ2 is the average of the “quenched” variance.
That is, if we let µ0 =
∫
x dF0(x) and σ
2
0 =
∫
(x − µ0)2 dF0(x) denote the mean and
variance of the random distribution F0, and E expectation under P, then µ = E(µ0) and
σ2 = E(σ20).
There is some evidence that we can do better than o(
√
α) for the error term. If {Fj}
is a sequence of exponential distributions, the result
Ψ(α, 1) = µ+ 2σ
√
α +O(α)
can be shown. For general distributions with uniform boundedness, one can achieve
o(α
3
5
−ε) for any ε > 0. Although not yet proved, we conjecture that O(α) should be the
answer even for general {Fj}. The first step should be to prove this for the homogeneous
case.
6The case Ψ(1, α) does not possess a clean result such as the one above. Even though
we are studying the deterministic limit obtained after n has been taken to infinity, we
see an effect from the tail of the distribution of the quenched mean µ0. We illustrate
this with the case of exponential {Fj}. Now the number nα of distributions Fj is small
compared to the number n of weights X(i, j) in each row, hence the fluctuations among
the Fj’s become prominent. The effect comes in two forms: first, the leading term is no
longer the averaged mean µ but the maximal mean µ∗. Second, if large values among
the row means are rare, the order of the α-dependent correction is smaller than the
√
α
seen above and this order of magnitude depends on the tail of the distribution of µ0. As
an exponent characterizing this tail changes, we can see a phase transition of sorts in
the power of α, with a logarithmic correction at the transition point.
Intuitively, the above two phenomena suggest that when very few rows compared to
columns are available, the optimal path makes most of its horizontal movement along
the rows with large means very close to µ∗. Therefore when large means are rare, there
are not many candidates for the optimal path, so Ψ(1, α)− µ∗ tends to be smaller. The
other extreme is that all means are µ∗, i.e. they are equal. In this case we can recall
what happens in the homogeneous case and guess the first α-dependent term may be
√
α. We will verify this idea in the exponential model, and derive an upper bound on
Ψ(1, α) that gives the correction of order
√
α as well for general distributions under
sufficient conditions.
The key idea in proving universality results in this paper is to compare limiting time
constant in models with general distributions to that in models with normal distribu-
tions. For this purpose we need to quantify the difference between ΨF (x, y) and ΨG(x, y)
for two processes {Fj}j∈Z+ and {Gj}j∈Z+ . An example of this is Lemma 4. In the proof
7we use as auxiliary results bounds on the limits of last-passage models with Bernoulli
weights .
It is worth noting that with Bernoulli weights the limiting time constant Ψ(x, y)
has not been derived for the standard corner growth model. Ψ(x, y) can be solved in a
model with Bernoulli weights when the path geometry is altered suitably. The model
we take up is the one where the paths are weakly increasing in one coordinate but
strictly in the other. There are two cases, depending on which coordinate is required to
increase strictly. If we require the x-coordinate to increase strictly then an admissible
path {(x0, y0), (x1, y1), . . . , (xm, ym)} satisfies
xi+1 − xi = 1 and y0 ≤ y1 ≤ · · · ≤ ym. (1.0.4)
We give a figure below showing a possible path:
-
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Figure 2: An admissible path to (5, 4)
with x-coordinate strictly increasing.
The other case interchanges x and y. These cases have to be addressed separately
because the random environment attached to rows makes the model asymmetric, i.e.
8the value of Ψ(x, y) changes when we interchange the two coordinates. The sum of these
two last-passage values gives a bound for the case where neither coordinate is required
to increase strictly in each step.
We derive the exact limit constants for Bernoulli models with both types of
“strict/weak” paths. For one of them this has been done before by Gravner, Tracy and
Widom [9]. Their proof utilizes the fact that the distribution of T (k, `) is a symmetric
function of the environment in the sense that it is not affected if we interchange the
distributions in any two rows (at least for the particular Bernoulli case they study). The
proof here is completely different. It is based on the idea in [19] where the limit for the
homogeneous case was derived: the last-passage model is coupled with a particle system
whose invariant distributions can be written down explicitly, and then through some
convex analysis the speed of a tagged particle yields the explicit limit of the last-passage
model. This same approach can be adapted to the random environment case so that
results in [19] can be generalized.
Further remarks on the literature. In [6], a different asymptotic regime given by
1
n
1+a
2
T (bnaxc, n) with 0 < a < 1 was studied in the homogeneous model. They derived
an asymptotic result for the above quantity when the underlying distribution has an
exponentially decaying tail. It would be interesting to see whether the result can be
generalized to the random environment case.
Many papers also addressed questions of fluctuations. For the last-passage model
with i.i.d. exponential or geometric weights, the distributional limit with fluctuations
of order n1/3 and limit given by the Tracy-Widom GUE distribution was proved by
Johansson [10]. As for the shape, universality has been achieved only close to the
boundary, by Baik-Suidan [2] and Bodineau-Martin [3].
9Fluctuations of the Bernoulli model with strict/weak paths and homogeneous weights
were derived first in [11] and later also in [7]. For the model in a random environment
fluctuation limits appear in [9, 8].
On the lattice Z2+ we can imagine three types of nondecreasing paths: (i) weak-weak:
both coordinates required to increase weakly, the type used in (1.0.1); (ii) strict-weak:
one coordinate increases strictly, as above in (1.0.4); and (iii) strict-strict: both coor-
dinates increase strictly so an admissible path {(x0, y0), (x1, y1), . . . , (xm, ym)} satisfies
x0 < · · · < xm and y0 < · · · < ym. As mentioned, with Bernoulli weights the strict-weak
case is solvable but the weak-weak case appears harder. The third case, strict-strict, is
also solvable with Bernoulli weights. The shape was derived in [18] and recent work on
this model appears in [5].
Organization of the paper. We begin by introducing the last-passage time percolation
model in Chapter 2 and verify the existence of the limiting time constant in Section
2.2. Next we present some results specifically for Bernoulli models (Section 3.1) and
exponential models (Section 3.2). Then we will show universality theorems on the shape
close to the boundary in Chapter 4: in Section 4.1 we present Theorem 4.1.1 on Ψ(α, 1)
and in Section 4.2 we have some estimates on Ψ(1, α).
Some frequently used notation. We write
ess sup
P
f = inf{s ∈ R : P(f > s) = 0}
for the essential supremum of a function f under a measure P. Z+ = {0, 1, 2, . . . },
N = {1, 2, 3, . . . }. I(A) is the indicator function of event A.
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Chapter 2
The existence and properties of the
limiting time constant
2.1 The last-passage percolation model
We give a precise definition of the last-passage model in a random environment. Let P
be a stationary, ergodic probability measure on the spaceM1(R)Z+ of sequences of Borel
probability distributions on R. E denotes expectation under P. For some of the results
in the following chapters P will be further assumed to be an i.i.d. product measure. A
realization of the distribution-valued process under P is denoted by {Fj}j∈Z+ . This is
the environment. Given {Fj}, the weights {X(z) : z ∈ Z2+} are independent real-valued
random variables with marginal distributions X(i, j) ∼ Fj for (i, j) ∈ Z2+. Let (Ω,F ,P)
be the probability space on which all variables {Fj, X(i, j)} are defined, and denote
expectation under P by E.
A (weakly) nondecreasing path is a sequence of points z0 = (x0, y0), z1 = (x1, y1), . . . ,
zm = (xm, ym) in Z2+ that satisfy x0 ≤ x1 ≤ · · · ≤ xm, y0 ≤ y1 ≤ · · · ≤ ym, and
|xi+1 − xi| + |yi+1 − yi| = 1. For z1, z2 ∈ Z2+ with z1 ≤ z2 (coordinatewise ordering),
let Π[z1, z2) be the set of nondecreasing paths from z1 to z2. Whether the endpoints z1
and z2 are included in the path makes no difference to the limit results below, but to
11
be precise let us include z1 and exclude z2, so that we can run a subadditive argument
later.
Remark 1. We included the endpoint in the definition above Figure 1 because we wanted
it to be consistent with (1.0.2).
Hereafter we will always exclude the endpoint when talking about a path between two
points.
The last-passage time T (z1, z2) from z1 to z2 is defined by
T (z1, z2) = max
pi∈Π[z1,z2)
∑
z∈pi
X(z).
When z1 = 0 abbreviate Π(z) = Π[0, z) and T (z) = T (0, z).
T (z) is a random variable that depends on the underlying distributions, and will
be quite complicated as z moves far away from the origin. However, the following
quantity, known as the limiting time constant, exists under proper conditions and provide
information about the last-passage time
Ψ(x, y) = lim
n→∞
1
n
T (bnxc, bnyc).
2.2 The existence and properties
We now give a set of sufficient conditions for the aforementioned limit to exist. Put
these three assumptions on the model:
E|X(z)| <∞, (2.2.1)
12∫ ∞
0
{
1− E(F0(x))
}1/2
dx <∞, (2.2.2)
and ∫ ∞
0
ess sup
P
(1− F0(x)) dx <∞. (2.2.3)
We start with these assumptions and consider the existence of Ψ(x, y).
Proposition 2.1. Assume P is ergodic and satisfies (2.2.1), (2.2.2) and (2.2.3). Then
for all (x, y) ∈ (0,∞)2 the last-passage time constant
Ψ(x, y) = lim
n→∞
1
n
T (bnxc, bnyc) (2.2.4)
exists as a limit both P-almost surely and in L1(P). Furthermore, Ψ(x, y) is a homoge-
neous, concave and continuous function on (0,∞)2.
Assumption (2.2.2) is also used for the constant distribution case, see (2.5) in [13].
Some further control along the lines of assumption (2.2.3) is required for our case. For
example, suppose 1 − Fj(x) = e−ξjx for random ξj ∈ (0,∞). Then (2.2.3) holds iff
ess infP(ξ0) > 0. If the distribution of ξ0 is not bounded away from zero, n
−1T (n, n)→∞
because we can simply collect all the weights from the row with minimal ξj among
{ξ0, . . . , ξn}. However, assumption (2.2.2) can be satisfied without bounding ξ0 away
from zero.
Proof. We first prove the theorem for integer pairs (x, y), and then extend to rational
numbers and finally real numbers.
Step 1: consider (x, y) ∈ N2. Set Zm,n = −T ((mx,my), (nx, ny)) for 0 ≤ m <
n, and verify that under the distribution P, Zm,n satisfies assumptions (i), (ii) and
13
(iii) in Liggett’s version of the subadditive ergodic theorem [4, p. 358]. In particular,
Z0,m + Zm,n ≥ Z0,n, {Znk,(n+1)k, n ≥ 1} is ergodic for each k, and the distribution of
{Zm,m+k, k ≥ 1} does not depend on m.
We need to work harder on condition (iv), i.e. we need to show EZ+0,1 < ∞ and for
each n, EZ0,n ≥ γn for some γ > −∞. It is easy to see
EZ+0,1 ≤ E|T ((0, 0), (x, y))| ≤ E
∑
0≤i≤x,0≤j≤y
|X(i, j)| = (x+ 1)(y + 1)E|X(0, 0)| <∞.
Next we show EZ0,n ≥ γn for some γ > −∞ under (2.2.2) and (2.2.3). This is triv-
ially true for a Bernoulli model where given {Fj} the weights have marginal distributions
P (X(i, j) = 1) = 1− Fj(u) = 1− P (X(i, j) = 0). (2.2.5)
Therefore this Bernoulli model satisfies all conditions of the Subadditive ergodic theorem,
and ΨBer[1−F (u)](x, y), the limiting time constant, is well-defined P− a.s. and in L1(P)
for (x, y) ∈ N2. We will see an upper bound (3.1.8) for Ψ(x, y) of the Bernoulli model
in the next chapter. We use it here without proof in the following calculation:
1
n
EZ0,n ≥ − 1
n
E max
pi∈Π(nx,ny)
∑
z∈pi
X(z)+ = − 1
n
E max
pi∈Π(nx,ny)
∑
z∈pi
∫ ∞
0
I(X(z) > u) du
≥ − 1
n
E
∫ ∞
0
max
pi∈Π(nx,ny)
∑
z∈pi
I(X(z) > u) du
= −
∫ ∞
0
sup
n
1
n
E max
pi∈Π(nx,ny)
∑
z∈pi
I(X(z) > u) du = −
∫ ∞
0
ΨBer[1−F (u)](x, y) du
≥ −(y + 4√xy)
∫ ∞
0
√
1− EF0(u) du− x
∫ ∞
0
(
1− ess inf
P
F0(u)
)
du.
(2.2.6)
14
Here I(A) is the indicator function of event A. By assumptions (2.2.2) and (2.2.3),
EZ0,n ≥ nγ for a constant γ > −∞. These estimates justify the application of the
subadditive ergodic theorem. So now for (x, y) ∈ N2, we can define the following P−a.s.
and L1(P) limit
Ψ(x, y) = lim
n→∞
1
n
T (nx, ny).
Step 2: take (x, y) ∈ (Q ∩ (0,∞))2. Let x = x1
x2
and y = y1
y2
be in their reduced
forms, i.e. xi and yi are positive for i = 1, 2 and gcd(x1, x2) = gcd(y1, y2) = 1. Let k be
the least common multiple of x2 and y2, so (kx, ky) ∈ N2.
For every positive integer n, write n = Mk + r for integers M and r such that
0 ≤ r ≤ k − 1. Then we have
Mkx ≤ bnxc ≤ (M + 1)kx, Mky ≤ bnyc ≤ (M + 1)ky.
So if we denote z1(n) = (Mkx,Mky) and z2(n) =
(
(M + 1)kx, (M + 1)ky
)
, we have
the following inequalities from superadditivity:
T (z1(n))+T
(
(z1(n), (bnxc, bnyc)
) ≤ T (bnxc, bnyc) ≤ T (z2(n))−T((bnxc, bnyc), z2(n))
Obviously,
T
(
z1(n), (bnxc, bnyc)
) ≥ − max
pi∈Π[z1(n),z2(n))
∑
z∈pi
|X(z)|,
and this leads to
T (z1(n))− max
pi∈Π[z1(n),z2(n))
∑
z∈pi
|X(z)| ≤ T (bnxc, bnyc). (2.2.7)
15
Let ε > 0 be any small positive number,
∞∑
n=1
P( max
pi∈Π[z1(n),z2(n))
∑
z∈pi
|X(z)| ≥ nε)
=
∞∑
n=1
P( max
pi∈Π[0,(kx,ky))
∑
z∈pi
|X(z)| ≥ nε)
≤1
ε
∫ ∞
0
P( max
pi∈Π[0,(kx,ky))
∑
z∈pi
|X(z)| ≥ x) dx
=
1
ε
E
(
max
pi∈Π[0,(kx,ky))
∑
z∈pi
|X(z)|
)
≤1
ε
(kx+ 1)(ky + 1)E|X(0, 0)| <∞.
(2.2.8)
By Borel-Cantelli Lemma, 1
n
maxpi∈Π[z1(n),z2(n))
∑
z∈pi |X(z)| → 0 P − a.s. Dividing
through by n and taking limit in (2.2.7) gives that
1
k
Ψ(kx, ky) = lim
n→∞
1
n
T (z1(n)) ≤ lim inf
n→∞
1
n
T (bnxc, bnyc) P− a.s.
Similarly, we can show the other direction
lim sup
n→∞
1
n
T (bnxc, bnyc) ≤ lim
n→∞
1
n
T (z2(n)) =
1
k
Ψ(kx, ky) P− a.s.
This shows that
lim
1
n
T (bnxc, bnyc) = 1
k
Ψ(kx, ky) P− a.s.
The definition of Ψ(x, y) has now been extended from integer points to rational points
16
by
Ψ(x, y) =
1
k
Ψ(kx, ky), (2.2.9)
where k is defined at the beginning of Step 2.
From (2.2.7), we get
( 1
n
T (z1(n))− 1
k
Ψ(kx, ky)
)
− 1
n
max
pi∈Π[z1(n),z2(n))
∑
z∈pi
|X(z)| ≤ 1
n
T (bnxc, bnyc)− 1
k
Ψ(kx, ky).
Similarly,
1
n
T (bnxc, bnyc)− 1
k
Ψ(kx, ky) ≤
( 1
n
T (z2(n))− 1
k
Ψ(kx, ky)
)
+
1
n
max
pi∈Π[z1(n),z2(n))
∑
z∈pi
|X(z)|.
Note that for i = 1, 2, because (kx, ky) ∈ N2,
lim
n→∞
E| 1
n
T (zi(n))− 1
k
Ψ(kx, ky)| = 0.
In addition,
1
n
E
(
max
pi∈Π[z1(n),z2(n))
∑
z∈pi
|X(z)|
)
≤ 1
n
(kx+ 1)(ky + 1)E|X(0, 0)|,
which also converges to 0 as n goes to infinity.
Therefore the L1(P) convergence follows
lim
n→∞
E| 1
n
T (bnxc, bnyc)− 1
k
Ψ(kx, ky)| = 0.
One can fairly easily check the following properties: for positive rational pairs (x1, y1)
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and (x2, y2)
1. homogeneity: Ψ(cx1, cy1) = cΨ(x1, y1) for any positive rational number c.
2. superadditivity: Ψ(x1 + x2, y1 + y2) ≥ Ψ(x1, y1) + Ψ(x2, y2) .
3. The above two together imply concavity: for rational 0 < c < 1 and let x =
cx1 + (1− c)x2, y = cy1 + (1− c)y2, we have
Ψ(x, y) ≥ cΨ(x1, y1) + (1− c)Ψ(x2, y2). (2.2.10)
Step 3: we extend the definition to (x, y) ∈ (0,∞)2. First, we prove limn T (n,bnyc)n
exists P− a.s. for all y ∈ (0,∞)
If y is not rational, we can pick y1, y2 ∈ Q∩ (0,∞) such that y1 < y < y2. By picking
the optimal path from the origin to (n, bny1c) and then moving directly to (n, bnyc), we
have the following inequality:
T (n, bny1c) +
bnyc−1∑
j=bny1c
X(n, j) ≤ T (n, bnyc). (2.2.11)
We now take a random subsequence {nk, k = 1, 2, ...} such that
1
nk
T (nk, bnkyc)→ lim inf 1
n
T (n, bnyc).
By the strong law of large numbers 1
n
∑bnyc−bny1c
j=1 X(0, j) converges to (y − y1)EX(0, 0)
P− a.s. and in probability. Therefore if we fix an ε > 0, then for every ` = 1, 2, . . . we
18
can find an integer N(`) such that
P
(| 1
n
bnyc−bny1c∑
j=1
X(0, j)− (y − y1)EX(0, 0)| > ε
)
< 2−` (2.2.12)
for all n > N(`).
Since 1
n
∑bnyc−1
j=bny1cX(n, j) has the same distribution as
1
n
∑bnyc−bny1c
j=1 X(0, j), (2.2.12)
implies that from {nk} we can select a further subsequence {nk(l)} such that
∞∑
l=1
P
(| 1
nk(l)
bnk(l)yc−1∑
j=bnk(l)y1c
X(n, j)− (y − y1)EX(0, 0)| > ε
)
<∞,
and this shows that P− a.s. we have
lim
l→∞
1
nk(l)
bnk(l)yc−1∑
j=bnk(l)y1c
X(n, j) = (y − y1)EX(0, 0).
Hence by dividing through by n and taking limits along this subsequence {nk(l)} in
(2.2.11) we get
Ψ(1, y1) + (y − y1)EX(0, 0) ≤ lim inf 1
n
T (n, bnyc). (2.2.13)
Similarly, we can show
lim sup
1
n
T (n, bnyc) ≤ Ψ(1, y2)− (y2 − y)EX(0, 0). (2.2.14)
Note that both of the above inequalities hold P− a.s.
So now it is natural that we want to let y1 and y2 approach y from both sides. We
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need the following lemma.
Lemma 2. If f(x) is a concave function defined on Q∩ (0,∞), then it can be extended
uniquely to a continuous function on (0,∞) by
f(x) = lim
y∈Q,y→x
f(y). (2.2.15)
Proof. Let x > 0 be a fixed real number. We first prove the one-sided limit limy∈Q,y→x− f(y)
is well-defined. If this is not the case, then we can find two sequences of rational
numbers {un} and {vn} such that they both approach x from below, and the limits
A1 ≡ limn f(un) and A2 ≡ limn f(vn) both exist with A1 > A2. Take ε > 0 small
enough. We can find three rational numbers u, u′ ∈ {un} and v ∈ {vn} such that
u < v < u′, and f(u), f(u′) > A1− ε, f(v) < A2 + ε. Take a rational number 0 < q < 1
such that v = qu+ (1− q)u′ , then
f(v) < A2 + ε < A1 − ε < qf(u) + (1− q)f(u′).
This contradicts (2.2.10), so the left limit A = limy∈Q,y→x− f(y) exists. Similarly,
B = limy∈Q,y→x+ f(y) also exists. We only need to show A = B.
Assume A > B, and choose 0 < ε < A−B
2
. Then there exists δ > 0 such that for any
rational numbers u and v with x− δ < u < x and x < v < x+ δ,
A− ε < f(u) < A+ ε, B − ε < f(v) < B + ε.
Take rational numbers u and v such that x−δ < u < x < v < x+δ and x−u
v−u < 1− 2εA−B ,
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and pick a rational number α ∈ (x−u
v−u , 1− 2εA−B ). It follows that
αf(v) + (1− α)f(u) > α(B − ε) + (1− α)(A− ε) = αB + (1− α)A− ε > B + ε.
However, by the choice of α, αv + (1− α)u is a rational number in (x, v), so
f
(
αv + (1− α)u) < B + ε < αf(v) + (1− α)f(u).
This again violates (2.2.10), and by contradiction we reject A > B. Similarly, we
can show A < B is not possible either. Hence A = B and limy∈Q,y→x f(y) exists.
For x ∈ Q ∩ (0,∞), we need to show this limit is consistent with the original value
f(x). We can repeat the above proof by contradiction and modify it when necessary.
Specifically, we let A = f(x), B = limy∈Q,y→x+ f(y) and assume A > B; in the following
part we choose u = x and v ∈ (x, x+δ) such that f(v) ∈ (B−ε, B+ε), and take a rational
number α ∈ (0, 1− 2ε
A−B ). We can check f
(
αv + (1− α)u) < αf(v) + (1− α)f(u), so it
contradicts (2.2.10) and A > B is rejected. Similarly we reject A < B and get A = B.
Since the two-sided limit limy∈Q,y→x f(y) exists, this gives (2.2.15) for x ∈ Q ∩ (0,∞).
One can quickly check that the extension keeps concavity: for x and y in (0,∞) and
0 < c < 1, take rational sequences xn → x, yn → y and cn → c, then
f
(
cf(x) + (1− c)f(y)) = lim
n
f
(
cnf(xn) + (1− cn)f(yn)
)
≥ lim
n
cnf(xn) + lim
n
(1− cn)f(yn)
= cf(x) + (1− c)f(y).
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Since a finite concave function on an open set is continuous by Theorem 10.1 of [15], we
get continuity. The uniqueness is trivial because any continuous function must satisfy
(2.2.15).
Let us return to the proof of Proposition 2.1. Since Ψ(1, y) is concave function defined
on Q∩ (0,∞), it can be extended to (0,∞) by (2.2.15). We let y1 and y2 approach y in
(2.2.13) and (2.2.14), and get
lim
n→∞
1
n
T (n, bnyc) = lim
u∈Q,u→y
Ψ(1, u) P− a.s.
Therefore we can extend the definition to y ∈ (0,∞)
Ψ(1, y) = lim
u∈Q,u→y
Ψ(1, u). (2.2.16)
We then extend the definition of Ψ(x, y) to any (x, y) ∈ (0,∞)2, and show that
lim
n→∞
1
n
T (bnxc, bnyc) = xΨ(1, y
x
) P− a.s. (2.2.17)
If we write m = bnxc, then m ≤ nx < m + 1, hence bm y
x
c ≤ bnyc ≤ b(m + 1) y
x
c. It
is clear that
T (m, bmy
x
c)−
bnyc−1∑
i=bm y
x
c
|X(m, i)| ≤ T (bnxc, bnyc)
≤ T (m, b(m+ 1)y
x
c) +
b(m+1) y
x
c−1∑
i=bnyc
|X(m, i)|.
(2.2.18)
Similarly to (2.2.8), we can run a Borel-Cantelli argument and claim that as n goes
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to infinity,
1
n
bnyc∑
i=bm y
x
c
|X(m, i)| → 0 and 1
n
b(m+1) y
x
c∑
i=bnyc
|X(m, i)| → 0 P− a.s.
Therefore dividing through by n and taking limits in (2.2.18) gives that P− a.s.
xΨ(1,
y
x
) ≤ lim inf
n→∞
1
n
T (bnxc, bnyc) ≤ lim sup
n→∞
1
n
T (bnxc, bnyc) ≤ xΨ(1, y
x
).
So (2.2.17) is proved. We can then define for (x, y) ∈ (0,∞)2 that
Ψ(x, y) = xΨ(1,
y
x
). (2.2.19)
Finally, we prove L1(P) convergence for (x, y) ∈ (0,∞)2. From (2.2.11) and its
counterpart in the other direction, we get
( 1
n
T (n, bny1c)−Ψ(1, y1)
)
+
(
Ψ(1, y1)−Ψ(1, y)
)
+
1
n
bnyc−1∑
j=bny1c
X(n, j)
≤ 1
n
T (n, bnyc)−Ψ(1, y)
≤
( 1
n
T (n, bny2c)−Ψ(1, y2)
)
+
(
Ψ(1, y2)−Ψ(1, y)
)
+
1
n
bny2c−1∑
j=bnyc
X(n, j).
We have shown that for rational numbers y1 and y2, limn→∞E| 1nT (n, bnyic)−Ψ(1, yi)| =
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0. Then
lim
n→∞
E| 1
n
T (n, bnyc)−Ψ(1, y)|
≤
(
|Ψ(1, y2)−Ψ(1, y)|+ (y2 − y)E|X(0, 0)|
)
∨
(
|Ψ(1, y1)−Ψ(1, y)|+ (y − y1)E|X(0, 0)|
)
We let y1 and y2 approach y and get
lim
n→∞
E| 1
n
T (n, bnyc)−Ψ(1, y)| = 0.
We can use a very similar argument starting from (2.2.18) to get
lim
n→∞
E| 1
n
T (bnxc, bnyc)− xΨ(1, y
x
)| = 0.
So L1(P) convergence is proved.
So now we have started from the definition of Ψ(x, y) on integer points and extended
it to (0,∞)2 by (2.2.9), (2.2.16) and (2.2.19). We can immediately extend the homo-
geneity, superadditivity, and concavity conditions to real points. Again by Theorem 10.1
of [15] a finite concave function on an open set is continuous, we get continuity.
Now we have finished the proof of Proposition 2.1.
We may also define Ψ(x, y) using supremum. If we denote xn = bnxc and yn = bnyc,
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by superadditivity, we have
T (xm, ym) + T
(
(xm, ym), (xm + xn, ym + yn)
)
+ T
(
(xm + xn, ym + yn), (xm+n, ym+n)
) ≤ T (xm+n, ym+n).
We note that xm+n − xm − xn = 0 or 1, and so is ym+n − ym − yn. If EX(0, 0) ≥ 0,
then we can easily check that ET (0, 1), ET (1, 0) and ET (1, 1) are nonnegative. This
gives ET (xm, ym) + ET (xn, yn) ≤ ET (xm+n, ym+n), which leads to another definition
that
Ψ(x, y) = lim
n→∞
1
n
ET (xn, yn) = sup
n
1
n
ET (xn, yn) = sup
n
1
n
ET (bnxc, bnyc).
This alternative definition will be helpful in some settings where we need to estimate
the upper bound of last-passage times. It may not be true if EX(0, 0) < 0. An easy
counterexample is the case where X(z) ≡ −1 for all z ∈ Z2+. We easily see that
1
n
ET (bnxc, bnyc) = 1
n
(−bnxc − bnyc) > 1
n
(−nx− ny) = −x− y = Ψ(x, y) when x and
y are not integers. However, if x and y are both integers, Ψ(x, y) = supn
1
n
ET (nx, ny)
is a valid definition regardless of the sign of EX(0, 0).
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Chapter 3
Results for Bernoulli and
exponential models
3.1 Bernoulli models with strict-weak paths in a
random environment
As we have seen in the proof of Proposition 2.1, last-passage models with Bernoulli-
distributed weights can play an important role when we study general models. As for
models with Bernoulli weights, one of the major difficulties is that there is no explicit
results so far about Ψ(x, y) with the weakly increasing paths. For this reason in this
chapter we first study Bernoulli models with two different types of admissible paths, and
eventually give an estimate of Ψ(x, y) with the weakly increasing paths.
The environment is now an i.i.d. sequence {pj}j∈Z+ of numbers pj ∈ [0, 1], with distri-
bution P. Given {pj}, the weights {X(i, j)} are independent with marginal distributions
P (X(i, j) = 1) = pj = 1 − P (X(i, j) = 0). We consider two last-passage times that
differ by the type of admissible path: for z1, z2 ∈ Z2+
T→(z1, z2) = max
pi∈Π→[z1,z2)
∑
z∈pi
X(z) and T↑(z1, z2) = max
pi∈Π↑[z1,z2)
∑
z∈pi
X(z). (3.1.1)
26
In terms of coordinates denote the endpoints by zk = (ak, bk), k = 1, 2. Admissible
paths pi ∈ Π→[z1, z2) are of the form pi = {(a1, y0)(a1 +1, y1), . . . , (a2−1, ya2−a1−1)} with
b1 ≤ y0 ≤ y1 ≤ · · · ≤ ya2−a1−1 ≤ b2. Please see Figure 2. Again note that now we always
exclude the end point as was declared in Remark 1.
Symmetrically paths pi ∈ Π↑[z1, z2) are of the form pi = {(x0, b1), (x1, b1 + 1) . . . ,
(xb2−b1−1, b2 − 1)} with a1 ≤ x0 ≤ x1 ≤ · · · ≤ xb2−b1−1 ≤ a2. Thus paths in Π→[z1, z2)
increase strictly in the x-direction while those in Π↑[z1, z2) increase strictly in the y-
direction.
As before we simplify notation with T→(0, z) = T→(z). The almost sure limits are
denoted by
Ψ→(x, y) = lim
n→∞
1
n
T→(bnxc, bnyc) and Ψ↑(x, y) = lim
n→∞
1
n
T↑(bnxc, bnyc) (3.1.2)
for (x, y) ∈ (0,∞)2. The proof of the existence of the above limits can be outlined as
follows: we first verify the assumptions of the subadditive ergodic theorem for (x, y) ∈
N2, and note that the moment assumption is trivial for Bernoulli models because of the
uniform boundedness; then we extend the definition to all (x, y) ∈ (0,∞)2 using the
same argument as we had in the previous chapter. We will omit the details and claim
the existence of the limits.
Remark 3. In (2.2.6) we used a result (3.1.8) from this chapter. To remove the concern
for circularity, we note that the proof of Proposition 2.1 works for the Bernoulli models
even without knowing (3.1.8). The logic progression actually should be: Proposition 2.1
holds for Bernoulli models, then we derive (3.1.8), and apply (3.1.8) to prove Proposition
2.1 for more general models under moment conditions.
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The next theorem gives the explicit limits. (3.1.3) is the same as in [9, Thm. 1]. Inside
the E[ · · · ] expectations below p is the random Bernoulli probability. Let b = ess sup
P
p
denote the maximal probability.
We prove the formulas and inequalities first for Ψ→ and then for Ψ↑. It is convenient
to assume b < 1. Results for the case b = 1 follow by taking a limit.
Theorem 3.1.1. The limits in (3.1.2) are as follows for x, y ∈ (0,∞).
Ψ→(x, y) =

bx+ y(1− b)E
[
p
b−p
]
, x/y ≥ E
[
p(1−p)
(b−p)2
]
yz20E
[
1−p
(z0−p)2
]
− y, E
[
p
1−p
]
< x/y < E
[
p(1−p)
(b−p)2
]
x, 0 < x/y ≤ E
[
p
1−p
]
(3.1.3)
with z0 ∈ (b, 1) uniquely defined by the equation
x/y = E
[ p(1− p)
(z0 − p)2
]
.
Ψ↑(x, y) =

y − yz20E
[
1−p
(z0+p)2
]
, 0 < x/y < E
[
1−p
p
]
y, x/y ≥ E
[
1−p
p
] (3.1.4)
with z0 ∈ (0,∞) uniquely defined by the equation
x/y = E
[ p(1− p)
(z0 + p)2
]
.
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(a) Approximation of the function Ψ→(1, α) from simulation.
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(b) Approximation of the function Ψ↑(α, 1) from simulation.
Figure 3: simulations to verify Theorem 3.1.1
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To illustrate this result, we present two plots based on simulations: the rates pj are
chosen to be i.i.d. with P(pj ≤ x) = 1− (0.9−x0.5 )3 supported on [0.4, 0.9].
The dashed curves are the precise values described by Theorem 3.1.1. The solid
curves are the approximations T→(n,bnαc)
n
and
T↑(bnαc,n)
n
respectively when n = 20, 000.
In Figure 3.3(a), the approximation is not very accurate when α is close to 0 after
zooming in. The reason is that the density of Bernoulli rates near b is low, so the first
few rows are not likely to have means close to b. In Figure 3.3(b), the error is almost
negligible. We can also clearly see that Ψ→(1, α) and Ψ↑(α, 1) approach to different
limits as α↘ 0.
Our second result gives simplified bounds that are useful for the proof of the Theorem
4.1.1 in the next chapter. Let p¯ = E(p) be the mean of the environment. Ψ(x, y) is the
limiting time constant with weakly increasing paths defined in Proposition 2.1.
Theorem 3.1.2. The following three inequalities hold for the Bernoulli model:
Ψ→(x, y) ≤ bx+ 2
√
p¯(1− b)xy, (3.1.5)
Ψ↑(x, y) ≤ p¯y + 2
√
p¯(1− p¯)xy (3.1.6)
and
Ψ(x, y) ≤ p¯y + 4
√
p¯(1− p¯)xy + bx. (3.1.7)
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(3.1.7) follows from (3.1.5) and (3.1.6) because Ψ(x, y) ≤ Ψ→(x, y) + Ψ↑(x, y). An-
other loose estimate we will use later following (3.1.7) is
Ψ(x, y) ≤ p¯y + 4
√
p¯(1− p¯)xy + bx ≤ (y + 4√xy)√p¯+ bx. (3.1.8)
Proof of (3.1.3) and (3.1.5). We adapt the proof from [19] to the random environment
situation and sketch the main points. Results from [19] are directly applicable in the
random environment and will be quoted without further explanation.
Consider now the environment {pj} fixed, but the weights X(i, j) random. For
integers 0 ≤ s < t and a, k define an inverse to the last-passage time as
Γ((a, s), k, t) = min{l ∈ Z+ : T→((a+ 1, s+ 1), (a+ l + 1, t)) ≥ k}.
For the special case k = 0 we define Γ((a, s), 0, t) = 0, but Γ((a, s), k, t) > 0 for k > 0.
Knowing the limits of the variables Γ is the same as knowing Ψ→. By the homogeneity
of Ψ→ it is enough to find h(x) = Ψ→(x, 1). By the homogeneity and superadditivity of
Ψ→, h is concave and nondecreasing. Let g be the inverse function of h on R+. Then g
is convex and nondecreasing, and (7.4) in [19] still holds here:
tg(x/t) = lim
n→∞
1
n
Γ((0, 0), bnxc, bntc).
To find these functions we construct an exclusion-type process z(t) = {zk(t) : k ∈ Z}
of labeled, ordered particles zk(t) < zk+1(t) that jump leftward on the lattice Z, in
discrete time t ∈ Z+. Given an initial configuration {zi(0)} that satisfies zi−1(0) ≤
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zi(0)− 1 and lim infi→−∞ |i|−1zi(0) > −1/b, the evolution is defined by
zk(t) = inf
i:i≤k
{zi(0) + Γ((zi(0), 0), k − i, t)}, k ∈ Z, t ∈ N. (3.1.9)
It can be checked that z(t) is a well-defined Markov process, in particular that zk(t) >
−∞ almost surely. These claims are identical to Lemma 5.2 and Lemma 5.3 in [19].
Define the process {ηi(t)} of interparticle distances by ηi(t) = zi+1(t)−zi(t) for i ∈ Z
and t ∈ Z+. By Prop. 1 in [19] process {ηi(t)} has a family of i.i.d. geometric invariant
distributions indexed by the mean u ∈ [1, b−1) and defined by
P (ηi = n) = u
−1(1− u−1)n−1, n ∈ N. (3.1.10)
Let xk(t) = zk(t − 1) − zk(t) ≥ 0 be the absolute size of the jump of the kth particle
from time t− 1 to t, and let qt = 1− pt. From (6.5) in [19], in the stationary process
P (xk(t) = x) =

(1− upt)q−1t x = 0
pt(1− upt)q−1t (u− 1)x(uqt)−x x = 1, 2, 3, . . .
(3.1.11)
We track the motion of particle z0(t) in a stationary situation. The initial state is
defined by setting z0(0) = 0 and by letting {ηi(0)} be i.i.d. with common distribution
(3.1.10). With k = 0, divide by t in (3.1.9) and take t→∞. Apply laws of large numbers
inside the braces in (3.1.9), with some simple estimation to pass the limit through the
infimum, to find the average speed of the tagged particle:
− lim
t→∞
1
t
z0(t) = sup
x≥0
{ux− g(x)} ≡ f(u). (3.1.12)
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For further details please refer to the proof of (7.15) in [19].
The last equality defines the speed f as f = g+, the monotone conjugate of g. It is
natural to set f(u) = 0 for u ∈ [0, 1), f(b−1) = f((b−1)−), and f(u) = ∞ for u > b−1.
By [16, Thm. 12.4]
g(x) = sup
u≥0
{xu− g+(u)} = sup
1≤u≤1/b
{xu− f(u)}. (3.1.13)
Since z0(t) is a sum of jumps x0(k) with distribution (3.1.11) we have the second
moment bound supt∈NE[(t
−1z0(t))2] < ∞, and consequently the limit in (3.1.12) holds
also in expectation. From this
f(u) = − lim
t→∞
E[t−1z0(t)] = lim
t→∞
E
[
t−1
t∑
k=1
x0(k)
]
= E[x0(0)]
= E
∞∑
x=1
x(u− 1)x(uq)−xp(1− up)(1− p)−1 = E
[pu(u− 1)
1− up
]
.
(3.1.14)
Next we will find the explicit expression of g(x) from (3.1.14) and (3.1.13). To
find the supremum of xu − f(x), we compute its first derivative and find it equal to
x− E
[
1−p
(b−p)2 − 1
]
.
When E
[
p
1−p
]
≤ x ≤ E
[
1−p
(b−p)2 − 1
]
, the equation
x+ 1 = E
[ 1− p
(1− u0p)2
]
(3.1.15)
has a solution u0 ∈ [1, 1b ], so g(x) = xu0 − f(u0). If x < E
[
p
1−p
]
, then g(x) = x. If
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x > E
[
1−p
(b−p)2 − 1
]
, g(x) = x
b
− f(1
b
). Therefore,
g(x) =

x/b− b−1(1− b)E
[
p
(b−p)
]
x ≥ b2E
[
(1−p)
(b−p)2 − 1
]
u20E
[
p(1−p)
(1−u0p)2
]
E
[
p
1−p
]
< x < b2E
[
(1−p)
(b−p)2 − 1
]
x 0 < x ≤ E
[
p
1−p
]
(3.1.16)
where u0 ∈ (1, b−1) is uniquely defined by the equation
x+ 1 = E
[
(1− p)(1− u0p)−2
]
.
Then we need to find the inverse function h(x) = g−1(x) and then Ψ→(x, y) =
yh(x/y). g(x) has three different cases when x takes different values. The first and
last cases g−1(x)can be calculated directly, and for the second case we only need to
interchange the positions of x and g(x) in their defining equations. Therefore
h(x) = g−1(x) =

bx+ E
[
(1−b)p
b−p
]
x > E
[
p(1−p)
(b−p)2
]
E
[
(1−p)
(1−u0p)2 − 1
]
E
[
p
1−p
]
≤ x ≤ E
[
p(1−p)
(b−p)2
]
x 0 ≤ x < E
[
p
1−p
] (3.1.17)
with
x = E
[u20p(1− p)
(1− u0p)2
]
.
Since Ψ→(x, y) = yh(x/y), (3.1.3) proved.
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To prove (3.1.5) we return to the duality (3.1.13) and write
g(x) ≥ sup
1≤u<1/b
{xu− f˜(u)} for f˜(u) = u(u− 1)
1− ub p¯. (3.1.18)
f˜ ′(u) = x is solved by u∗ = b−1
(
1−
√
(1−b)p¯
bx+p¯
)
.
When x ≥ p¯
1−b , we have u
∗ ∈ [1, 1
b
), and then
g(x) ≥ xu∗ − f˜(u∗) = 1
b2
(√
(1− b)p¯−
√
bx+ p¯
)2
.
Consequently
g−1(x) ≤ 1
b
(√
b2x+
√
(1− b)p¯ )2 − p¯
b
= bx− p¯+ 2
√
(1− b)p¯x.
When x < p¯
1−b , the supremum in (3.1.18) is attained at u = 1, and in this case
g−1(x) ≤ x ≤ bx+ 2
√
(1− b)p¯x.
The bound (3.1.5) now follows from Ψ→(x, y) = yg−1(x/y).
Proof of (3.1.4) and (3.1.6). The scheme is the same as above, so we omit some more
details. The inverse of the last-passage time is now defined
Γ((a, s), k, t) = min{l ∈ Z+ : T↑((a, s+ 1), (a+ l, t+ 1)) ≥ k}.
When k = 0 we define Γ((a, s), 0, t) = 0. Vertical distance t− s allows for at most t− s
points with value 1, so the above quantity must be set equal to ∞ for k > t − s. The
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particle process {z(t) : t ∈ Z+} is defined by the same formula (3.1.9) as before but it is
qualitatively different. The particles still jump to the left, but the ordering rule is now
zk(t) ≤ zk+1(t) so particles are allowed to sit on top of each other. Well-definedness of
the dynamics needs no further restrictions on admissible particle configurations because
the minimum in (3.1.9) only considers i ∈ {k− t, . . . , k} so it is well-defined for all initial
configurations {zi(0) : i ∈ Z} such that zi(0) ≤ zi+1(0).
The following can be checked. Under a fixed environment {pj}, the gap process
{ηi(t) = zi+1(t)− zi(t) : i ∈ Z} has i.i.d. geometric invariant distributions P (ηk = n) =
( 1
1+u
)( u
1+u
)n, n ∈ Z+, indexed by the mean u ∈ R+. In this stationary situation the
successive jumps xk(t) = zk(t− 1)− zk(t) of a tagged particle have distribution
P (xk(t) = y) =

1
1+upt
y = 0
( u
u+1
)y pt
1+upt
y ≥ 1.
From here the analysis proceeds the same way as for the other model. The speed function
is defined by
f(u) = − lim
n→∞
E
[
n−1z0(n)
]
= E[x0(0)] = u(u+ 1)E
[ p
1 + up
]
.
We now calculate g(x) = supu≥0{xu− f(u)}.
When p¯ ≤ x ≤ 1, there exists a non-negative solution u0 to the equation
x = f ′(x) = 1− E
[ 1− p
(1 + up)2
]
, (3.1.19)
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and it follows that
g(x) = xu0 − f(u0) = E
[ u20p(1− p)
(1 + u0p)2
]
.
When x < p¯, we can check the sup is taken at u = 0 and thus g(x) = 0. If x > 1,
g(x) = +∞ so
g(x) =

+∞ x > 1
E
[
u20p(1−p)
(1+u20p)
2
]
p¯ ≤ x ≤ 1
0 0 ≤ x ≤ p¯
(3.1.20)
and it has an inverse function
g−1(x) =

1− E
[
(1−p)
(1+u0p)2
]
0 < x ≤ E
[
1−p
p
]
1 x > E
[
1−p
p
]
with u0 defined implicitly in
x = E
[ u20p(1− p)
(1 + u0p)2
]
.
Since Ψ↑(x, y) = yg−1(xy ), (3.1.4) follows easily.
To prove (3.1.6), note that
g(x) = sup
u≥0
{xu− f(u)} ≥ sup
u≥0
{
xu− p¯u(u+ 1)
1 + up¯
}
=

1
p¯
(
√
1− x−√1− p¯)2 p¯ ≤ x ≤ 1
0 0 ≤ x ≤ p¯.
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We used Jensen’s inequality and concavity of p 7→ p
1+up
. From this
g−1(x) ≤

p¯− p¯x+ 2√p¯(1− p¯)x 0 ≤ x ≤ 1−p¯
p¯
1 x > 1−p¯
p¯
and (3.1.6) follows.
3.2 Limiting shapes for exponential models
3.2.1 Estimate of ΨG(α, 1)
In this section, we consider both cases Ψ(1, α) and Ψ(α, 1) for the exponential model
where some (partially) explicit calculation is possible.
Let {ξj}j∈Z+ be an i.i.d. sequence of random variables 0 < c ≤ ξj with common
distribution m. We assume c is the exact lower bound: m[c, c + ε) > 0 for each ε >
0. The distribution function of exponential distribution with random parameter ξj is
Gj(x) = 1 − e−ξjx for x > 0. Its mean is 1ξj and the variance is 1ξ2j . Then the essential
supremum of the random mean is µ∗ = c−1.
We assume X(i, j) ∼ Gj(x) for (i, j) ∈ Z2+ and write ΨG for the limiting time
constant defined in (2.2.4). Define µG =
∫
[c,∞)
1
ξ
m(dξ) and σ2G =
∫
[c,∞)
1
ξ2
m(dξ).
An implicit description of the limit shape was derived in [20] by way of studying an
exclusion process with random jump rates attached to particles. We recall the result
from [20] here. One explicit shape is needed for the proof of Theorem 4.1.1 also, so this
result will serve there too.
Define first a critical value u∗ =
∫
[c,∞)
c
ξ−c m(dξ) ∈ (0,∞]. For 0 ≤ u < u∗ define
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a = a(u) implicitly by
u =
∫
[c,∞)
a
ξ − a m(dξ).
The function a(u) is strictly increasing, strictly concave, continuously differentiable and
one-to-one from 0 < u < u∗ onto 0 < a < c. We let a(u) = c for u ≥ u∗ if u∗ < ∞.
Then define g : R+ → R+ by
g(y) = sup
u≥0
{−yu+ a(u)}, y ≥ 0. (3.2.1)
The function g is monotone decreasing, continuous, and g(y) = 0 for y ≥ a′(0+) =
1/µG. It is the level curve of the time constant. The equations connecting the two are
g(y) = inf{x > 0 : ΨG(x, y) ≥ 1} and
ΨG(x, y) = inf{t ≥ 0 : tg(y/t) ≥ x}. (3.2.2)
We first derive a result of the asymptotic behavior of Ψ(x, y) close to the y−axis.
From homogeneity, we can focus on the univariate funtion Ψ(1, α).
Theorem 3.2.1. For the random exponential distributions defined above, as α↘ 0
ΨG(α, 1) = µG + 2σG
√
α +O(α).
Proof. Recall the definition of the limit shape ΨG(α, 1) from (3.2.2). From (3.2.1) one
can read that tg(1/t) is nondecreasing in t. Thus by (3.2.2) ΨG(α, 1) = t = t(α) such
that tg(1/t) = α.
Next we argue that when α is close enough to 0, g(1/t) = −u0/t + a(u0) for some
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0 < u0 < u
∗ with a′(u0) = 1/t. Since a(0) = 0 and a(u∗−) = c, strict concavity gives for
0 < u < u∗
{∫
[c,∞)
ξ
(ξ − c)2m(dξ)
}−1
= a′(u∗−) < a′(u) =
{∫
[c,∞)
ξ
(ξ − a(u))2m(dξ)
}−1
< a′(0+) =
{∫
[c,∞)
ξ−1m(dξ)
}−1
=
1
µG
.
On the other hand, 0 < ΨG(α, 1) − µG ≤ C
√
α + Cα where the second inequality
comes from comparing {Gj} in (4.1.3) with identically zero weights. Thus when α is
small enough, 1/t is in the range of a′. Consequently there exists u0 ∈ (0, u∗) such that
a′(u0) = 1/t, or equivalently,
∫
[c,∞)
ξ
(ξ − a(u0))2m(dξ) = t. (3.2.3)
From the choice of t, α = tg(1/t) = t
(−u0/t+ a(u0)) = −u0 + ta(u0) and so
ΨG(α, 1) = t =
α
a(u0)
+
u0
a(u0)
=
α
a(u0)
+
∫
[c,∞)
1
ξ − a(u0)m(dξ). (3.2.4)
Combining (3.2.3) and (3.2.4) gives
α = a(u0)
2
∫
[c,∞)
1
(ξ − a(u0))2m(dξ). (3.2.5)
From this
a(u0)
2σ2G = a(u0)
2
∫
[c,∞)
1
ξ2
m(dξ) ≤ α.
Hence we have 0 ≤ a(u0) ≤
√
α/σG.
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When α and hence a(u0) is small, (3.2.5) and the last bound on a(u0) yield
0 ≤ α
a(u0)2
− σ2G =
∫
[c,∞)
[ 1
(ξ − a(u0))2 −
1
ξ2
]
m(dξ)
=
∫
[c,∞)
2ξa(u0)− a(u0)2
ξ2(ξ − a(u0))2 m(dξ)
≤ 2
∫
[c,∞)
a(u0)
ξ(c− a(u0))2m(dξ) = O(
√
α).
(3.2.6)
Consequently √
α
a(u0)
− σG =
α
a(u0)2
− σ2G
√
α
a(u0)
+ σG
= O(
√
α).
Now we put all the above together to prove the lemma.
ΨG(α, 1)− µG − 2σG
√
α
=
α
a(u0)
+
∫
[c,∞)
1
ξ − a(u0)m(dξ)− µG − 2σG
√
α
=
α
a(u0)
+
∫
[c,∞)
[ 1
ξ
+
1
ξ2
a(u0) +O
(
a(u0)
2
)]
m(dξ)− µG − 2σG
√
α
=
√
α
( √α
a(u0)
− σG
)
+ σGa(u0)
(
σG −
√
α
a(u0)
)
+ α ·O
(a(u0)2
α
)
= O(α) as α ↓ 0.
We may also approach this problem from a different point of view. It uses the
following theorem proved in [21]:
Theorem 3.2.2. Two ./M/1 queues in series are interchangeable: for any common
input process A(t), the output processes of ./M1/1→ /M2/1 and ./M2/1→ /M1/1 have
the same distribution.
In terms of the language in our last-passage models, the above theorem simply implies
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that if we pick a realization of the exponential rates {ξj}, the distribution of T (m,n)
will not be affected if we exchange ξj1 and ξj2 for 0 ≤ j1 < j2 ≤ n. We can start from
this idea and reprove Theorem 3.2.1.
Proof. We first look at the case where the distribution m of the exponential rates has a
finite state space {a1, a2, . . . aK}. Assume m({ak}) = xk, k = 1, 2, . . . K with
∑
k xk = 1.
We now try to approximate ΨG(α, 1) by calculating T (bNαc, N) for very large N .
Fix an arbitrarily small δ > 0. It is standard result that as N grows, the number of
rows that have exponential rates ak is in [bN(1− δ)xkc, bN(1 + δ)xkc] with probability
converging to 1 exponentially fast.
Now we temporarily assume there are bN(1 + δ)xkc rows with rate ak for each k.
Next we calculate the last-passage time from origin to (bNαc,∑kbN(1 + δ)xkc − 1).
Because exponential variables are positive, this result will be no smaller than the actual
T (bNαc, N) if N is large enough.
From Theorem 3.2.2 we can rearrange the rows without changing the distribution of
the last-passage time. So without loss of generality we let the first bN(1 + δ)x1c rows
have rates a1, the next bN(1 + δ)x2c rows have rates a2, and so on.
Now we have divided the first quadrant into K horizontal strips, each of which
has underlying distribution exp(ak). We select the optimal path pi
∗ from the origin
to (bNαc,∑kbN(1 + δ)xkc − 1), and record the points at which it exits each strip:
(M1 − 1, bN(1 + δ)x1c − 1), (M1 +M2 − 1, bN(1 + δ)x1c+ bN(1 + δ)x2c − 1), . . .
(bNαc,∑kbN(1 + δ)xkc − 1). Note M1 +M2 + · · ·+MK = bNαc+ 1.
Now we fix a small ε > 0, and define rk = dMkNε eε. Then MkN ≤ rk, and
∑
k rk ≤
1
N
(bNαc+ 1) +Kε.
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We look at the intersection of pi and the k-th strip. The weight of this portion of
pi is no more than the last-passage time from the origin to (bNrkc, bN(1 + δ)xkc), with
weights i.i.d. from exp(ak). Now Theorem 1.6 from [10] can be applied and it shows
that the maximal weight in this portion is bounded from above by N
[
1
ak
(√
(1 + δ)xk +
√
rk
)2
+ δ
]
with probability exponentially close to 1 in N . In fact for each k the rate
function
lim
N→
1
N
logP
(
| 1
N
Tk(bNrkc, bN(1 + δ)xkc)− 1
ak
(√
(1 + δ)xk +
√
rk
)2| > δ)
depends on the random variable rk. However, {r1, . . . , rK} has a finite state space
{ε, 2ε, . . . , dα
ε
eε}, so we still have a deterministic upper bound for the rate function.
So now we connect all strips and see that with probability converging to 1 exponen-
tially fast, T (bNαc, N) is bounded from above by N∑k[ 1ak (√(1 + δ)xk +√rk)2 + δ].
By Cauchy-Schwarz inequality,
∑
k
[ 1
ak
(
√
(1 + δ)xk +
√
rk)
2
=
∑
k
1
ak
(1 + δ)xk + 2
∑
k
1
ak
√
(1 + δ)xkrk +
∑
k
rk
ak
≤
∑
k
1
ak
(1 + δ)xk + 2
√∑
k
1
a2k
(1 + δ)xk ·
∑
k
rk +
∑
k
rk
c
−→
N→∞
∑
k
1
ak
(1 + δ)xk + 2
√∑
k
1
a2k
(1 + δ)xk
√
α +Kε+
1
c
(α +Kε).
(3.2.7)
This shows that ΨG(α, 1) = limN→∞ T (bNαc, N)/N is P− a.s. bounded from above by
∑
k
1
ak
xk + 2
√∑
k
1
a2k
xk
√
α +
1
c
α
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since we can make δ and ε arbitrarily small.
Then we can run a similar argument to find the lower bound: first assume there are
bN(1− δ)xkc rows with rates ak for each k and rearrange them to get K strips. We
then pick a path pi ∈ Π(bNαc,∑kbN(1− δ)xkc − 1) in which we let
Mk = bNα · (1− δ)xka
−2
k∑
k(1− δ)xka−2k
c
be the number of horizontal movements pi makes in the k-th strip, and in each strip pi
chooses the path that gives the maximal weight.
With probability converging to 1 exponentially fast in N , the weight of pi and hence
T (bNαc,∑kbN(1− δ)xkc − 1) is at least N∑k[ 1ak (√(1− δ)xk +√Mk/N)2 − δ].
From our choice of Mk, we get
∑
k
1
ak
(
√
(1− δ)xk +
√
Mk/N)
2
≥
∑
k
1
ak
(1− δ)xk + 2
∑
k
1
ak
√
(1− δ)xkMk/N
−→
N→∞
∑
k
1
ak
(1− δ)xk + 2
√∑
k
1
a2k
(1− δ)xk
√
α.
Then we can use Borel-Cantelli Lemma, let δ go to 0, and claim the last line above is a
lower bound of ΨG(α, 1).
It’s worth noting that
∑
k
1
ak
xk is actually the same as µG, the average of the means
of the exponential distributions, and
∑
k
1
a2k
xk should be understood as σ
2
G, the average
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of the variances. Therefore we have already shown that
µG + 2σG
√
α ≤ ΨG(α, 1) ≤ µG + 2σG
√
α +
1
c
α (3.2.8)
when the distribution m of exponential rates are supported on a finite space.
We can use discrete distributions to approximate any general distribution m. Let
{ξj, X(i, j)} be a realization of the exponential rates and the weights assigned to all
lattice points. Choose an arbitrarily small ε > 0, couple them with {ρj, Y (i, j)} in such
a way that
ρj =
1
b 1
ξjε
cε
and
Y (i, j) =
ξj
ρj
X(i, j).
Then Y (i, j) ∼ exp(ρj) and ρ0 is a random variable with a finite state space. In addition,
we guarantee Y (i, j) ≤ X(i, j) and 0 ≤ 1
ξj
− 1
ρj
< ε.
Then we see
ΨG(α, 1) = lim
n→∞
1
n
E max
pi∈Π(bnαc,n)
∑
z∈pi
X(z)
≥ lim
n→∞
1
n
E max
pi∈Π(bnαc,n)
∑
z∈pi
Y (z)
≥ E 1
ρ0
+ 2
√
E
1
ρ20
√
α.
Letting ε go to 0 leads to ΨG(α, 1) ≥ µG + 2σG
√
α by continuity.
For the other direction, we can define ρj =
1
(d 1
ξjε
e)ε and repeat the same argument.
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This gives the upper bound
ΨG(α, 1) ≤ µG + 2σG
√
α +
1
c
α
and we have proved the theorem.
3.2.2 Estimate of ΨG(1, α)
Next, we switch the two coordinates and estimate ΨG(1, α). Here we see how the tail of
the random mean µ0 creates different orders of magnitude for the α-dependent correction
term. Qualitative properties of the limit shape depend on the tail of the distribution
m at c+, and transitions occur where the integrals
∫
[c,∞)(ξ − c)−2m(dξ) and
∫
[c,∞)(ξ −
c)−1m(dξ) blow up. ( [20] also addressed this phenomenon.) These same regimes appear
in our results below. For the case
∫
[c,∞)(ξ−c)−2m(dξ) =∞ we make a precise assumption
about the tail of the distribution of the random rate:
∃ ν ∈ [−1, 1], κ > 0 such that lim
ξ↘c
m[c, ξ)
(ξ − c)ν+1 = κ. (3.2.9)
The value ν = −1 means that the bottom rate c has probability m{c} = κ > 0. Values
ν < −1 are of course not possible.
Theorem 3.2.3. For the model with exponential distributions with i.i.d. random rates
the limit ΨG has these asymptotics close to the x-axis.
Case 1:
∫
[c,∞)(ξ − c)−2m(dξ) <∞. Then there exists α0 > 0 such that
ΨG(1, α) = c
−1 + α
∫
[c,∞)
1
ξ − c m(dξ) for α ∈ [0, α0]. (3.2.10)
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Case 2: (3.2.9) holds so that, in particular
∫
[c,∞)(ξ − c)−2m(dξ) = ∞. Then as
α↘ 0,
if ν ∈ (0, 1] then ΨG(1, α) = c−1 + α
∫
[c,∞)
1
ξ − c m(dξ) + o(α) ; (3.2.11)
if ν = 0 then ΨG(1, α) = c
−1 − κα logα + o(α logα) ; (3.2.12)
if ν ∈ [−1, 0) then ΨG(1, α) = c−1 +Bα 11−ν + o(α 11−ν ). (3.2.13)
In statement (3.2.13) above B = B(c, κ, ν) is a constant whose explicit definition
is in equation (3.2.20) in the proof below. The extreme case ν = −1 is the one that
matches up with Theorem 4.2.3.
Proof. Equation (3.2.2) gives
ΨG(1, α) = inf{t ≥ 0 : tg(α/t) ≥ 1} = t(α) = t. (3.2.14)
That the infimum is achieved can be seen from (3.2.1).
Under Case 1 the critical value u∗ =
∫
[c,∞) c(ξ − c)−1m(dξ) <∞, and also
a′(u∗−) =
{∫
[c,∞)
ξ
(ξ − c)2 m(dξ)
}−1
> 0.
By the concavity of a and (3.2.1), for 0 ≤ y ≤ a′(u∗−) we have g(y) = −yu∗ + c.
Consequently for small enough α
1 = tg(α/t) = −αc
∫
[c,∞)
1
ξ − cm(dξ) + ct
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and equation (3.2.10) follows.
In Case 2 a′(0+) > a′(u∗−) = 0 and hence for small enough α > 0 there exists a
unique u0 ∈ (0, u∗) such that a′(u0) = α/t. Set a0 = a(u0) ∈ (0, c). As α ↘ 0, both
u0 ↗ u∗ and a0 ↗ c. We have the equations
a′(u0)−1 =
∫
[c,∞)
ξ
(ξ − a0)2 m(dξ) =
t
α
, 1 = tg(α/t) = −αu0 + ta0 ,
t =
1
a
+
αu0
a0
=
1
a0
+ α
∫
[c,∞)
1
ξ − a0 m(dξ) (3.2.15)
and
1
a20
= α
∫
[c,∞)
1
(ξ − a0)2 m(dξ). (3.2.16)
Assuming (3.2.9), start with ν ∈ (−1, 0)∪ (0, 1). For a small enough ε > 0 there are
constants 0 < κ1 < κ2 such that
κ1(ξ − c)ν+1 ≤ m[c, ξ) ≤ κ2(ξ − c)ν+1 for ξ ∈ [c, c+ ε] (3.2.17)
and as ε↘ 0 we can take κ1, κ2 → κ. First we estimate c− a0. Fix ε > 0.
1
α
= a20
∫
[c,∞]
1
(ξ − a0)2 m(dξ) = 2a
2
0
∫ ∞
c
m[c, ξ)
(ξ − a0)3 dξ
= 2a20
∫ c+ε
c
m[c, ξ)
(ξ − a0)3 dξ + C1(ε)
for a quantity C1(ε) = O(ε
−2). The first term above can be bounded above and below
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by (3.2.17), and we develop both bounds together for κi, i = 1, 2, as
2κia
2
0
∫ c+ε
c
(ξ − c)ν+1
(ξ − a0)3 dξ + C1(ε)
= 2κia
2
0
∫ c+ε
c
[
(ξ − a0)− (c− a0)
]ν+1
(ξ − a0)3 dξ + C1(ε)
= 2κia
2
0
∞∑
k=0
(
ν + 1
k
)
(−1)k(c− a0)k
∫ c+ε
c
(ξ − a0)ν−k−2dξ + C1(ε)
= 2κia
2
0
∞∑
k=0
(
ν + 1
k
)
(−1)k(c− a0)k (c− a0)
ν−k−1 − (c+ ε− a0)ν−k−1
k − ν + 1 + C1(ε)
= 2κia
2
0Aν(c− a0)ν−1 − 2κia20
∞∑
k=0
(
ν + 1
k
)
(−1)k
k − ν + 1(c− a0)
k(c+ ε− a0)ν−k−1 + C1(ε)
= 2κia
2
0Aν(c− a0)ν−1 + C1(ε).
(3.2.18)
C1(ε) changed of course in the last equality. In the next to last equality above we defined
Aν =
∞∑
k=0
(
ν + 1
k
)
(−1)k
k − ν + 1 .
Rewrite the above development in the form
(c− a0)1−ν = 2κc2Aνα + α[2Aν(κia20 − κc2) + C1(ε)(c− a0)1−ν ].
Now choose ε = ε(α)↘ 0 as α↘ 0 but slowly enough so that C1(ε)(c− a0)1−ν → 0 as
α↘ 0. Then also κia20 → κc2 and we can write
c− a0 = B0α 11−ν + o(α 11−ν ) (3.2.19)
with a new constant B0 = (2κc
2Aν)
1
1−ν .
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Now consider the case ν ∈ (0, 1) which also guarantees ∫
[c,∞)(ξ − c)−1m(dξ) < ∞.
From (3.2.15) and (3.2.19) as α↘ 0
ΨG(1, α) =
1
a0
+ α
∫
[c,∞)
1
ξ − a0 m(dξ)
=
1
c
+ α
∫
[c,∞)
1
ξ − cm(dξ) +O(α
1
1−ν ) + α
(∫
[c,∞)
1
ξ − a0 m(dξ)−
∫
[c,∞)
1
ξ − c m(dξ)
)
=
1
c
+ α
∫
[c,∞)
1
ξ − c m(dξ) + o(α).
Next the case ν ∈ (−1, 0). The steps are similar to those above so we can afford to
be sketchy.
ΨG(1, α) =
1
a0
+ α
∫
[c,∞)
1
ξ − a0 m(dξ)
=
1
c
+
c− a0
c2
+
(c− a0)2
c2a0
+ α
∫ c+ε
c
m[c, ξ)
(ξ − a0)2 dξ + αC1(ε).
Again, using (3.2.17) and proceeding as in (3.2.18), we develop an upper and a lower
bound for the quantity above with distinct constants κi, i = 1, 2. After bounding m[c, ξ)
above and below with κi(ξ−c)ν+1 in the integral, write (ξ−c)ν+1 = ((ξ−a0)−(c−a0))ν+1
and expand in power series.
1
c
+B0c
−2α
1
1−ν + o(α
1
1−ν ) + ακi
∫ c+ε
c
(ξ − c)ν+1
(ξ − a0)2 dξ + αC1(ε)
=
1
c
+B0c
−2α
1
1−ν + o(α
1
1−ν ) + ακi(c− a0)ν
∞∑
k=0
(
ν + 1
k
)
(−1)k
k − ν
+ ακi(c− a0 + ε)ν
∞∑
k=0
(
ν + 1
k
)
(−1)k
ν − k
(
c− a0
c− a0 + ε
)k
+ αC1(ε)
=
1
c
+Bα
1
1−ν + o(α
1
1−ν ) + Aν,2α(κi − κ)(c− a0)ν + αC1(ε).
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In the last equality the next to last term with the
∑∞
k=0 sum was subsumed in the αC1(ε)
term. Then we introduced new constants
Aν,2 =
∞∑
k=0
(
ν + 1
k
)
(−1)k
k − ν and B = B0c
−2 + κBν0Aν,2. (3.2.20)
As before, by letting ε = ε(α) ↘ 0 slowly enough as α ↘ 0 we can extract ΨG(1, α) =
c−1 +Bα
1
1−ν + o(α
1
1−ν ) from the above bounds.
It remains to treat the cases ν = −1, 0, 1 where integration of the type done in
(3.2.18) is elementary. We omit the details.
51
Chapter 4
Universality results
4.1 Limiting shape near the y−axis
Now we turn to the results on the form of the limit shape at the boundary for a general
process {Fj}j∈Z+ . As explained in the introduction, for Ψ(α, 1) we find a universal form
as α ↘ 0. In addition to the earlier assumptions (2.2.2) and (2.2.3), we need similar
control of the left tail of the distributions:
∫ 0
−∞
(
E[F0(x)]
)1/2
dx <∞ (4.1.1)
and ∫ 0
−∞
ess sup
P
F0(x) dx <∞. (4.1.2)
Let us point out that (2.2.2) and (4.1.1) together guarantee E|X(z)|2 < ∞. Let µj =
µ(Fj) and σ
2
j = σ
2(Fj) denote the mean and variance of distribution Fj. These are
random variables under P with expectations µ = E(µ0) and σ2 = E(σ20). Here is our
main theorem of this chapter:
Theorem 4.1.1. Assume the process {Fj} is i.i.d. under P, and satisfies tail assump-
tions (2.2.2), (2.2.3), (4.1.1) and (4.1.2). Then, as α ↓ 0, Ψ(α, 1) = µ+2σ√α+o(√α ).
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4.1.1 Proof of Theorem 4.1.1
We start the proof with the first lemma, which enables us to compare the last-passage
time limits with different underlying distribution sequences. let {Fj} and {Gj} be er-
godic sequences of distributions defined on a common probability space under proba-
bility measure P. In a later step of the proof we need to assume {Fj} i.i.d. Assume
that both processes {Fj} and {Gj} satisfy the assumptions made in Theorem 4.1.1.
With some abuse of notation we label the time constants, means, and even random
weights associated to the processes {Fj} and {Gj} with subscripts F and G. So for
example µF = E(
∫
x dF0(x)). The symbolic subscripts F and G should not be con-
fused with the random distributions Fj and Gj assigned to the rows of the lattice.
We write ΨBer([G(x)−F (x)]+) for the limit of a Bernoulli model with weight distributions
P (X(i, j) = 1) = (Gj(x) − Fj(x))+ = 1− P (X(i, j) = 0) where x is a fixed parameter.
An analogous convention will be used for other Bernoulli models along the way.
Lemma 4. Assume {Fj} and {Gj} satisfy (2.2.2), (2.2.3), (4.1.1) and (4.1.2). Then
for α > 0,
|ΨF (α, 1)−ΨG(α, 1)− (µF − µG)|
≤ 8√α
∫ +∞
−∞
(
E|G0(x)− F0(x)|
)1/2
dx+ α
∫ +∞
−∞
ess sup
P
|F0(x)−G0(x)| dx.
(4.1.3)
Proof. The right-hand side of (4.1.3) is finite under the assumptions on {Fj} and {Gj}.
Couple the Fj and Gj distributed weights in a standard way. Let {u(z) : z = (i, j) ∈ Z2+}
be i.i.d. Uniform(0, 1) random variables. Set XF (z) = F
−1
j (u(z)), where F
−1
j (u) =
sup{x : Fj(x) < u}, and similarly XG(z) = G−1j (u(z)). Write E for expectation over the
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entire probability space of distributions and weights.
The following equality will be useful when we relate arbitrary random variables to
Bernoulli variables:
XF (z)−XG(z) =
∫ +∞
−∞
{
I
(
XG(z) ≤ x < XF (z)
)− I(XF (z) ≤ x < XG(z))}dx.
Now we compare ΨF (α, 1) and ΨG(α, 1):
ΨF (α, 1)−ΨG(α, 1)
= lim
n→∞
1
n
E max
pi∈Π(bαnc,n)
∑
z∈pi
XF (z)− lim
n→∞
1
n
E max
pi∈Π(bαnc,n)
∑
z∈pi
XG(z)
≤ lim
n→∞
1
n
E max
pi∈Π(bαnc,n)
∑
z∈pi
(
XF (z)−XG(z)
)
= lim
n→∞
1
n
E max
pi∈Π(bαnc,n)
∑
z∈pi
∫ +∞
−∞
{
I
(
XG(z) ≤ x < XF (z)
)− I(XF (z) ≤ x < XG(z))}dx
≤ lim
n→∞
1
n
E
∫ +∞
−∞
max
pi∈Π(bαnc,n)
∑
z∈pi
{
I
(
XG(z) ≤ x < XF (z)
)− I(XF (z) ≤ x < XG(z))}dx.
We check that Fubini allows us to interchange the integral and the expectation. Since
F and G are interchangeable it is enough to consider the first indicator function from
above. Let a be an integer ≥ α.
∫ +∞
−∞
1
n
E max
pi∈Π(bαnc,n)
∑
z∈pi
I
(
XG(z) ≤ x < XF (z)
)
dx
≤
∫ +∞
−∞
sup
n
1
n
E max
pi∈Π(an,n)
∑
z∈pi
I
(
XG(z) ≤ x < XF (z)
)
dx =
∫ +∞
−∞
ΨBer([G(x)−F (x)]+)(a, 1) dx
≤
∫ +∞
−∞
(
E|G0(x)− F0(x)|+ 4
√
a
(
E|G0(x)− F0(x)|
)1/2
+ a ess sup
P
|G0(x)− F0(x)|
)
dx
<∞
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by estimate (3.1.7) and the finiteness of the right-hand side of (4.1.3). Continue from the
limit above by applying Fubini. Then take the limit inside the dx-integral by dominated
convergence, justified by the n-uniformity in the bound above. Finally apply again the
Bernoulli estimate (3.1.7).
ΨF (α, 1)−ΨG(α, 1)
≤ lim
n→∞
∫ +∞
−∞
1
n
E max
pi∈Π(bαnc,n)
∑
z∈pi
{
I
(
XG(z) ≤ x < XF (z)
)− I(XF (z) ≤ x < XG(z))} dx
≤
∫ +∞
−∞
lim
n→∞
1
n
{
E max
pi∈Π(bαnc,n)
∑
z∈pi
I
(
XG(z) ≤ x < XF (z)
)
+ E max
pi∈Π(bαnc,n)
∑
z∈pi
(
1− I(XF (z) ≤ x < XG(z)))−∑
z∈pi
1
}
dx
=
∫ +∞
−∞
{
ΨBer([G(x)−F (x)]+)(α, 1) + ΨBer(1−[F (x)−G(x)]+)(α, 1)− (1 + α)
}
dx
≤
∫ +∞
−∞
{
E
(
G0(x)− F0(x)
)
+
+ 1− E(F0(x)−G0(x))+
+ 4
√
α
(√
E
(
G0(x)− F0(x)
)
+
+
√
E
(
F0(x)−G0(x)
)
+
)
+ α
(
ess sup
P
[G0(x)− F0(x)]+ + 1− ess inf
P
[F0(x)−G0(x)]+
)
− (1 + α)
}
dx
≤ (µF − µG) + 8
√
α
∫ +∞
−∞
√
E|F0(x)−G0(x)| dx+ α
∫ +∞
−∞
ess sup
P
|G0(x)− F0(x)| dx.
Interchanging F and G in the above inequality gives the bound from the other direction
and concludes the proof.
For a while we make a convenient assumption that the weights are uniformly bounded,
so for a constant M <∞,
P{F0(−M) = 0 and F0(M) = 1} = 1, (4.1.4)
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then it’s easy to see
σ2(F0) ≤M2 P-a.s (4.1.5)
and the conditions assumed for Theorem 4.1.1 are trivially satisfied by the uniform
boundedness.
Henceforth r = r(α) denotes a positive integer-valued function such that r(α)↗∞
as α↘ 0. Tile the lattice with 1× r blocks Br(x, y) = {(x, ry + k) : k = 0, 1, ..., r − 1}
for (x, y) ∈ Z2+. A coarse-grained last-passage model is defined by adding up the weights
in each block:
Xr(z) =
∑
v∈Br(z)
X(v).
The distribution of the new weight Xr(i, j) on row j ∈ Z+ of the rescaled lattice is the
convolution Fr, j = Frj ∗ Frj+1 ∗ · · · ∗ Frj+r−1.
We repeat Lemma 4.4 from [13] with a sketch of the argument.
Lemma 5. Let ΨF (x, y) and ΨFr(x, y) be the last-passage time functions obtained by
using Fj and Fr,j as the distributions on the jth row, respectively. If r → ∞ and
r
√
α→ 0 as α ↓ 0, then
lim
α↓0
1√
α
∣∣ΨF (α, 1)− 1
r
ΨFr(αr, 1)
∣∣ = 0.
Proof. Given a path pi ∈ Π(m,nr−1), consider all the blocks that it intersects; this gives
a path p˜i ∈ Π(m,n− 1) in the rescaled lattice. This path contains almost all the points
in pi, with the possible exception at the end point. For example, pi may contain the point
(m,nr− 2), but p˜i does not if r ≥ 2. So there are at most r(m+n− 1)− (m+nr− 1) =
(m− 1)(r − 1) points in p˜i but not in pi, and at most r points in pi but not in p˜i.
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So
∣∣(∪z∈p˜iBr(z))4pi∣∣ ≤ mr when r is large. Then by (4.1.4)
∣∣ max
pi∈Π(m,nr−1)
∑
z∈pi
X(z)− max
p˜i∈Π(m,n−1)
∑
z∈p˜i
Xr(z)
∣∣ ≤ mrM.
Let m = bαnrc, divide through by nr, and take limits, finally we arrive at
lim
α↓0
1√
α
|Ψ(α, 1)− 1
r
Ψ(αr, 1)| ≤ lim
α↓0
Mr
√
α = 0 (4.1.6)
Let µr,y and Vr,y be the mean and variance of Fr,y:
µr,y =
r−1∑
i=0
µry+i, and Vr,y =
r−1∑
i=0
σ2ry+i.
Let Φr,y be the distribution function of the normal N (µr,y, Vr,y) distribution, and Φ˜r,y
the distribution function of N (rµF , Vr,y). The difference between Φr,y and Φ˜r,y is that
the latter has a non-random mean. We shall also find it convenient to use {Xj} as a
sequence of independent variables with (random) distributions Xj ∼ Fj. For the next
lemma we need to assume {Fj} an i.i.d. sequence under P.
As in [13], a key step in the proof is the replacement of the rescaled weights with
Gaussian weights, which is undertaken in the next lemma.
Lemma 6. Assume {Fj} i.i.d. under P. If r →∞ and r
√
α→ 0 as α ↓ 0, then
lim
α↓0
1
r
√
α
|ΨFr(αr, 1)−ΨΦr(αr, 1)| = 0. (4.1.7)
Remark 7. The following proof contains many inequalities where we need to use letters
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to denote proper constants. For simplicity all constants that does not depend on r, α and
M are subsumed in a single notation C.
Technically we could also subsume M into C and the proof of Theorem 4.1.1 is not
affected. However, we write M explicitly to help us prove the next theorem 4.1.2.
Proof. We will use (4.1.3) for the processes {Fr,y}y∈Z+ and {Φr,y}y∈Z+ and with α re-
placed by αr. On the right-hand side there are two terms. We will handle the second
term first.
To estimate the second integral, we discuss over the value of x. For x ≥ 2rM , we note
that Fr,y(x) = 1 since we assume (4.1.4). Now we turn to Φr,y(x). We quote Theorem
1.4 from [4] and get
Φr,y(x) =1−
∫ ∞
x
1√
2piVr,y
exp
(−(s− µr,y)2
2Vr,y
)
ds
≥1−
√
Vr,y√
2pi(x− µr,y)
exp
(−(x− µr,y)2
2Vr,y
)
≥1−
√
rM2√
2pi(2rM − rM) exp
(−(x− rM)2
2rM2
)
=1− 1√
2pir
exp
(−(x− rM)2
2rM2
)
.
(4.1.8)
This gives
|Fr,y(x)− Φr,y(x)| ≤ 1√
2pir
exp
(−(x− rM)2
2rM2
)
(4.1.9)
for x > 2rM . From symmetry a similar inequality
|Fr,y(x)− Φr,y(x)| ≤ 1√
2pir
exp
(−(x+ rM)2
2rM2
)
(4.1.10)
holds for x < −2rM .
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Now we are ready to claim
αr
∫ +∞
−∞
ess sup
P
|Fr,0(x)− Φr,0(x)| dx
≤αr
{∫ −2rM
−∞
1√
2pir
exp
(−(x+ rM)2
2rM2
)
dx+
∫ 2rM
−2rM
1 · dx
+
∫ +∞
2rM
1√
2pir
exp
(−(x− rM)2
2rM2
)
dx
}
≤Cαr
{
M + 4rM
}
≤ CMαr2.
Next we estimate the first term on the right hand side of (4.1.3). We will need Theo-
rem 5.17 of [14], which states that if independent mean 0 random variablesX1, X2, X3, . . .
all have finite third moments, then they satisfy the estimate
∣∣∣P{B−1/2r r∑
i=1
Xi ≤ x
}
− Φ(x)
∣∣∣ ≤ A∑ri=1E|Xi|3
B
3/2
r
(1 + |x|)−3, x ∈ R,
where Br =
∑r
i=1 Var(Xi), Φ is the standard normal distribution function, and A is a
constant that is independent of the distribution functions of X1, X2, . . . , Xr.
Recall that we assume {Fj} i.i.d. under P, so σ2(Fj) are i.i.d. random variables. For
an arbitrary 0 < ε < 1, say ε = 1
2
, we define Ur as the event
∑r−1
i=0 σ
2
ry+i ≥ r(1−ε)Eσ20 =
1
2
rEσ20. Then it is standard result that P(Ur) converges to 1 exponentially fast as r goes
to infinity.
With probability P(Ur) we get
|Fr,y(x)− Φr,y(x)| ≤ A
∑r−1
i=0 E|Xry+i − µry+i|3
(
∑r−1
i=0 σ
2
ry+i)
3/2
(
1 + V −1/2r,y |x− µr,y|
)−3
≤ CM
3
√
r
(
1 +M−1r−1/2|x− µr,y|
)−3 (4.1.11)
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where the second inequality used the assumptions P (|Xi| ≤ M) = 1 and the property
of Ur, and C is a proper constant that depends on A and Eσ20.
Next we note this trick using Cauchy-Schwarz inequality: for a probability density
f on R and a function H ≥ 0,
∫ √
H dx =
∫
f 1/2
√
f−1H dx ≤
(∫
f−1H dx
)1/2
.
Then we get
√
αr
∫ +∞
−∞
(
E|Fr,0(x)− Φr,0(x)|
)1/2
dx
≤ √αr
{∫ +∞
−∞
1
f(x)
E|Fr,0(x)− Φr,0(x)|dx
}1/2
=
√
αr
{
E
∫ +∞
−∞
1
f(x)
|Fr,0(x)− Φr,0(x)|dx
}1/2
.
(4.1.12)
For the calculation below take δ > 0 and f(x) = c1(1 + |x − rµF |1+δ)−1 for the
right constant c1 = c1(δ) to make
∫∞
−∞ f(x)dx = 1. Again factors that depend on δ are
subsumed in a constant C in each of the following steps.
Over the event Ur,
∫ +∞
−∞
1
f(x)
|Fr,0(x)− Φr,0(x)|dx
≤ CM
3
√
r
∫ +∞
−∞
(
1 + |x− rµF |1+δ
)(
1 +
|x− µr,0|
M
√
r
)−3
dx
by a change of variables x = µr,0 + yM
√
r
= CM4
∫ +∞
−∞
1 + |µr,0 − rµF + yM
√
r|1+δ
(1 + |y|)3 dy
≤ CM4(|µr,0 − rµF |1+δ +M1+δr(1+δ)/2).
(4.1.13)
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Over the event U cr we use (4.1.9) and (4.1.10) to bound the integral
∫ +∞
−∞
1
f(x)
|Fr,0(x)− Φr,0(x)|dx
≤
∫ −2rM
−∞
(
1 + |x− rµF |1+δ
) 1√
2pir
exp
(−(x+ rM)2
2rM2
)
dx+
∫ 2rM
−2rM
(
1 + |x− rµF |1+δ
)
dx
+
∫ ∞
2rM
(
1 + |x− rµF |1+δ
) 1√
2pir
exp
(−(x− rM)2
2rM2
)
dx.
We use a change of variables y = x+rM√
rM
and the first term above
=
∫ −√r
−∞
(
1 + |√rMy − rM − rµF |1+δ
) M√
2pi
exp
(−y2
2
)
dy
≤ C
∫ −√r
−∞
(|√rMy|1+δ + |rM + rµF |1+δ) M√
2pi
exp
(−y2
2
)
dy
≤ C
∫ −√r
−∞
M1+δr
1+δ
2 |y|1+δ M√
2pi
exp(−y
2
2
)dy
+ C
∫ −√r
−∞
r1+δM1+δ
M√
2pi
exp(−y
2
2
)dy
≤ C(r(1+δ)/2M2+δ + r1+δM2+δ) ≤ Cr1+δM2+δ
The third term follow the same upper bounds.
The second term is simply bounded by C · rM · (rM)1+δ = CM2+δr2+δ. Then
∫ +∞
−∞
1
f(x)
|Fr,0(x)− Φr,0(x)|dx ≤ CM2+δr2+δ. (4.1.14)
Continue from (4.1.12), and keep in mind that P(U cr ) decays exponentially as r grows,
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we have
√
αr
∫ +∞
−∞
(
E|Fr,0(x)− Φr,0(x)|
)1/2
dx
≤ √αr
{
E
∫ +∞
−∞
1
f(x)
|Fr,0(x)− Φr,0(x)|dx
}1/2
≤ C√αr
{
M4E|µr,0 − rµF |1+δ +M5+δr(1+δ)/2 +M2+δr2+δP(U cr )
}1/2
≤ CM (5+δ)/2α1/2r(3+δ)/4.
(4.1.15)
Here we used the fact that µr,0 − µF is a sum of independent bounded mean-zero
variables, so
E|µr,0 − rµF |1+δ ≤
(
E|µr,0 − rµF |2
)(1+δ)/2
=
[
rE(µ0 − µF )2
](1+δ)/2
= CM1+δr(1+δ)/2.
To summarize, with these estimates and (4.1.3) we have
1
r
√
α
|ΨFr(αr, 1)−ΨΦr(αr, 1)|
≤ C
r
√
α
(M (5+δ)/2α1/2r(3+δ)/4 +Mαr2)
=C(M (5+δ)/2r(−1+δ)/4 +Mr
√
α).
(4.1.16)
By choosing δ < 1, then assumptions r →∞ and r√α→ 0 make this vanish as α→ 0.
The proof is completed.
Remark 8. The proof presented above distinguished the two events Ur and U
c
r because
(4.1.11) only works when Vr,y =
∑r−1
i=0 σ
2
j can be bounded away from zero. Therefore on
U cr we used a different approach.
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We can actually find an alternative proof of this lemma. In addition to (4.1.4) let’s
also assume that variances are uniformly bounded away from zero, i.e. for a constant
0 < c0 <∞,
P{σ2(F0) ≥ c0} = 1. (4.1.17)
Note that then c0 ≤ σ2(F0) ≤M2. A direct consequence of this is that now (4.1.11) and
(4.1.13) holds P− a.s., so
√
αr
∫ +∞
−∞
(
E|Fr,0(x)− Φr,0(x)|
)1/2
dx ≤ Cα1/2r(3+δ)/4.
Note that in equations above and below we subsume M into C for simplicity since we
will not come back to them any more. For the second term on the right in (4.1.3),
αr
∫ +∞
−∞
ess sup
P
|Fr,0(x)− Φr,0(x)| dx ≤ Cαr1/2
∫ +∞
−∞
ess sup
P
(
1 +
|x− µr,y|
M
√
r
)−3
dx
≤ Cαr1/2
{∫ −rM
−∞
(
1 +
−rM − x
M
√
r
)−3
dx+
∫ rM
−rM
dx+
∫ +∞
rM
(
1 +
x− rM
M
√
r
)−3
dx
}
= Cαr1/2
{
M
√
r
∫ ∞
1
u−3du+ 2rM +M
√
r
∫ ∞
1
u−3du
}
= Cαr1/2(M
√
r + 2rM) ≤ Cαr3/2.
Therefore we see (4.1.16) still holds and Lemma 6 is proved under (4.1.17). However,
we eventually we have to show Theorem 4.1.1 without (4.1.17), so then we try to lift this
assumption.
For ε > 0, let {W (z)} be i.i.d weights with distribution H defined by P (W (z) =
±ε) = 1/2. Let F˜j = Fj ∗H be the distribution of the weight X˜(i, j) = X(i, j) +W (i, j).
Let ΨH and ΨF˜ be the time constants of the last-passage models with weights {W (z)} and
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{X˜(z)}, respectively. The Bernoulli bound (3.1.7) gives the estimate ΨH(x, y) ≤ 4ε√xy.
The corresponding last-passage times satisfy
TF˜ (z)− TH(z) ≤ TF (z) ≤ TF˜ (z) + TˆH(z)
where TˆH(z) uses the weights −W (z). In the limit
ΨF˜ (α, 1)− 4ε
√
α ≤ ΨF (α, 1) ≤ ΨF˜ (α, 1) + 4ε
√
α. (4.1.18)
Since σ2(F˜j) = σ
2(Fj) + ε
2, {F˜j} satisfies (4.1.17). Once {F˜j}j∈Z+ satisfies (4.1.25),
then so does {Fj}j∈Z+, because µF˜ = µF and ε > 0 can be arbitrarily small.
After the discussion of Lemma 6 we make a further approximation that puts us in
the situation where all sites have normal variables with the same mean.
Lemma 9. Let ΨΦr and ΨΦ˜r be defined as before, and again r
√
α→ 0 as α→ 0. Then
lim
α↓0
1
r
√
α
|ΨΦr(αr, 1)−ΨΦ˜r(αr, 1)| = 0.
Proof. For z = (i, j) ∈ Z2+, let X(r)(z) have distribution Φr,j so that X˜(r)(z) = X(r)(z)−
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µr,j + rµF has distribution Φ˜r,j. Now estimate:
ΨΦ˜r(αr, 1) = limn→∞
1
n
max
pi∈Π(bαnrc,n)
∑
z∈pi
X˜(r)(z)
≤ lim
n→∞
1
n
max
pi∈Π(bαnrc,n)
∑
z∈pi
X(r)(z) + lim
n→∞
1
n
max
pi∈Π(bαnrc,n)
∑
z∈pi
(−µr,j + rµF )
≤ ΨΦr(αr, 1) + lim
n→∞
1
n
n∑
j=0
(−µr,j + rµF )+ lim
n→∞
1
n
2Mr · bαnrc
= ΨΦr(αr, 1) + 2Mαr
2.
Note that in the second to last step we used the fact that when (i, j) is assigned with
−µr,j+rµF , every admissible path in Π[bαnrc, n) contains at least one of each−µr,j+rµF
for every j = 0, 1, . . . , n. Their average converges to 0 by the law of large numbers. There
are also bαnrc additional points all bounded from above by 2M , which contribute to
the third term.
The opposite bound ΨΦ˜r(αr, 1) ≥ ΨΦr(αr, 1)− 2Mαr2 comes similarly. So
1
r
√
α
|ΨΦ˜r(αr, 1)−ΨΦr(αr, 1)| ≤ 2Mr
√
α (4.1.19)
and the lemma follows.
Let us separate the mean by letting Φr,y denote the N(0,
∑r−1
i=0 σ
2
ry+i) distribution
function. Since the last-passage functions of the normal distributions satisfy
ΨΦ˜r(αr, 1) = rµF (1 + αr) + ΨΦ(r)(αr, 1), (4.1.20)
we can summarize the effect of the last three lemmas as follows.
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Lemma 10. Assume {Fj} i.i.d. under P, and assume r = r(α) satisfies r → ∞ and
r
√
α→ 0 as α ↓ 0. Under assumptions (4.1.4)
lim
α↓0
1√
α
|ΨF (α, 1)− µF − 1
r
Ψ
Φ
(r)(αr, 1)| = 0. (4.1.21)
In order to deduce a limit from (4.1.21) we utilize the explicitly computable case of
exponential distributions from [20], and use the results proved in Chapter 3.2. We need to
match up the random variances of the exponentials with the variances σ2j of the sequence
{Fj}. Thus, given the i.i.d. sequence of quenched variances σ2j = σ2(Fj) that we have
worked with up to now under condition (4.1.5), let ξj = 1/σj and Gj(x) = 1− e−ξjx the
rate ξj exponential distribution. Then {ξj}j∈Z+ is an i.i.d. sequence of random variables
ξj > 0 with distribution m. Since we assume (4.1.4), the sequence {ξj}j∈Z+ is bounded
away from zero. We can assume c is the exact lower bound: m[c, c + ε) > 0 for each
ε > 0. Gj has mean and variance µ(Gj) = ξ
−1
j and σ
2(Gj) = ξ
−2
j = σ
2
j .
Assumptions (2.2.2) and (2.2.3) are easily checked, and so the last-passage function
ΨG is well-defined. We would like to apply Lemma 10 to this exponential model, but
obviously assumption (4.1.4) is not satisfied. To get around this difficulty we do the
following approximation which leaves the quenched means and variances intact. We
learned this trick from [13].
Let Yj denote a Gj-distributed random variable. For a fixed τ > 0, let
mj = E(Yj|Yj > τ) and wj = E(Y 2j |Yj > τ).
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The quantities
sj =
(mj − τ)2
(mj − τ)2 + wj −m2j
and uj =
wj − τ 2
mj − τ − τ
satisfy the equations
(1− sj)τ + sjuj = mj and (1− sj)τ 2 + sju2j = wj.
Then 0 ≤ sj ≤ 1, uj ≥ τ and wj ≥ τ 2. Define distribution functions
G˜j(x) =

Gj(x) 0 ≤ x < τ
1− sj[1−Gj(τ)] τ ≤ x < uj
1 x ≥ uj.
(4.1.22)
Y˜j ∼ G˜j satisfies EYj = EY˜j and EY 2j = EY˜ 2j . Moreover, for any fixed τ > 0,
uj =
E(Y 2j |Yj > τ)− τ 2
E(Yj|Yj > τ)− τ − τ =
2
pj
+ τ ≤ 2
c
+ τ,
so {G˜j} are all supported on the non-random bounded interval [0, 2/c+τ ]. Consequently
Lemma 10 applies to G˜. We can draw the same conclusion for G once we have the next
estimate:
Lemma 11. Given ε > 0, we can select τ large enough and define G˜j as in (4.1.22) so
that
lim
α↓0
1√
α
|ΨG(α, 1)−ΨG˜(α, 1)| < ε.
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Proof. This comes from an application of Lemma 4. Gj = G˜j on (−∞, τ) and 1− G˜j ≤
1−Gj on all of R.
|ΨG(α, 1)−ΨG˜(α, 1)|
≤ 8√α
∫ +∞
−∞
(
E|G0(x)− G˜0(x)|
)1/2
dx+ α
∫ +∞
−∞
ess sup
P
|G0(x)− G˜0(x)| dx
≤ 8√α
∫ +∞
τ
(
E|1−G0(x)|+ E|1− G˜0(x)|
)1/2
dx
+ α
∫ +∞
τ
(
ess sup
P
|1−G0(x)|+ ess sup
P
|1− G˜0(x)|
)
dx
≤ 8
√
2α
∫ +∞
τ
(
E|1−G0(x)|
)1/2
dx+ 2α
∫ +∞
τ
ess sup
P
|1−G0(x)|dx
≤ 8
√
2α
∫ +∞
τ
exp(−cx
2
) dx+ 2α
∫ +∞
τ
exp(−cx) dx
=
16
√
2α
c
exp(−cτ
2
) +
2α
c
exp(−cτ).
(4.1.23)
Now we see limα↓0 1√α |ΨG(α, 1)−ΨG˜(α, 1)| can be made arbitrarily small by choosing
τ large.
So Lemma 10 and Lemma 11 together show that
lim
α↓0
1√
α
|ΨG(α, 1)− Eσ0 − 1
r
ΨΦr(αr, 1)| = 0. (4.1.24)
It remains to perform an explicit calculation on ΨG(α, 1). As before, utilize the
notation µG = Eξ−10 and σ2G = Eξ−20 . In Theorem 3.2.1 We have already computed that
lim
α↓0
1√
α
|ΨG(α, 1)− µG − 2σG
√
α| = 0.
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This result combined with (4.1.24) gives
lim
α↓0
1√
α
∣∣1
r
ΨΦr(αr, 1)− 2σG
√
α
∣∣ = 0.
Substitute this back into (4.1.21) and recall that σF = σG. The conclusion we get is
lim
α↓0
1√
α
|ΨF (α, 1)− µF − 2σF
√
α| = 0. (4.1.25)
So far we have proved Theorem 4.1.1 under the assumption (4.1.4). As the last item
of the proof of Theorem 4.1.1 we remove this uniform boundedness assumption. Suppose
{Fj} satisfy the conditions required for Theorem 4.1.1, but there is no common bounded
support. For a fixed M > 0 define the truncated distributions
Fj,M(x) =

1 x ≥M
Fj(x) −M ≤ x < M
0 x < −M.
Let µM , σ
2
M and ΨFM (x, y) be quantities associated to {Fj,M}.
From (4.1.3) and the conditions assumed in Theorem 4.1.1,
1√
α
|ΨF (α, 1)−ΨFM (α, 1)− (µ− µM)|
≤ 8
∫ +∞
−∞
(
E|F0(x)− F0,M(x)|
)1/2
dx+
√
α
∫ +∞
−∞
ess sup
P
|F0(x)− F0,M(x)| dx
= 8
[∫ −M
−∞
(
E|F0(x)|
)1/2
dx+
∫ ∞
M
(
E|1− F0(x)|
)1/2
dx
]
+
√
α
[∫ −M
−∞
ess sup
P
|F0(x)| dx+
∫ +∞
M
ess sup
P
|1− F0(x)| dx
]
≤ ε.
(4.1.26)
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The last inequality comes from choosing M large enough, and is valid for all α ≤ 1.
Since E(EX2(0, 0)) < ∞, dominated convergence gives σM → σ and so we can pick M
so that |σ − σM | < ε. Now
1√
α
|ΨF (α, 1)− µ− 2σ
√
α| ≤ 1√
α
|ΨFM (α, 1)− µM − 2σM
√
α|+ 2ε.
Since ε is arbitrary and limit (4.1.25) holds for {Fj,M}, we get the conclusion for the
sequence {Fj}. This concludes the proof of Theorem 4.1.1.
4.1.2 An improvement on the error o(
√
α)
The error term o(
√
α) can still be improved. As was shown in Theorem 3.2.1, in the
exponential model O(α) is a more accurate estimate. In this section we will take a closer
look at the approximations we used along the proof of Theorem 4.1.1 and analyze the
order of α.
Theorem 4.1.2. Assume the process {Fj} satisfies the assumptions in Theorem 4.1.1,
i.e. it is i.i.d. under P, and satisfies tail assumptions (2.2.2), (2.2.3), (4.1.1) and (4.1.2).
In addition, assume the uniform bound (4.1.4), then for any ε > 0, as α↘ 0
ΨF (α, 1) = µF + 2σF
√
α + o(α
3
5
−ε). (4.1.27)
Proof. We give a list of all approximations in the previous subsection: when {Fj}j∈Z+
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satisfies (4.1.4),
(4.1.6) :
1√
α
|Ψ(α, 1)− 1
r
Ψ(αr, 1)| ≤Mr√α,
(4.1.16) :
1
r
√
α
|ΨFr(αr, 1)−ΨΦr(αr, 1)| ≤ C(M (5+δ)/2r(−1+δ)/4 +Mr
√
α),
(4.1.19) :
1
r
√
α
|ΨΦ˜r(αr, 1)−ΨΦr(αr, 1)| ≤ 2Mr
√
α, and
(4.1.20) :ΨΦ˜r(αr, 1) = rµF (1 + αr) + ΨΦ(r)(αr, 1).
To sum up, (4.1.21) can be rewritten as
|ΨF (α, 1)− µF − 1
r
Ψ
Φ
(r)(αr, 1)| ≤ C(M (5+δ)/2r(−1+δ)/4√α +Mrα) (4.1.28)
for a proper constant C.
Now we recall the approximation for the exponential model. For exponential distri-
butions {Gj}j∈Z+ , if we define {G˜j}j∈Z+ uniformly bounded by M as in (4.1.22), then
(4.1.23) gives:
|ΨG(α, 1)−ΨG˜(α, 1)| ≤ C exp(−cM)
√
α
for a proper constant C.
The above equation, together with (4.1.28) applied to {G˜j}j∈Z+ , implies
|ΨG(α, 1)− µG − 1
r
Ψ
Φ
(r)(αr, 1)| ≤ C(exp(−cM)√α +M (5+δ)/2r(−1+δ)/4√α +Mrα).
(4.1.29)
Here C does not depend on M, r, and α.
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In the above equation the left-hand side is independent of M , so we make both M
and r functions of α. Let r(α) = α−
2
5−δ and M(α) = −0.1
c
lnα. Make δ small enough,
then the right hand side of (4.1.29) is bounded by C(−0.1
c
lnα)5+δα
3−δ
5−δ = o(α
3
5
−ε) as
α↘ 0.
Recall Theorem 3.2.1, we get
1
r
Ψ
Φ
(r)(αr, 1) = 2σG
√
α + o(α
3
5
−ε). (4.1.30)
Now let us come back to Ψ(α, 1). If {Fj}j∈Z+ are uniformly bounded, then M is a
fixed constant and the right hand side of (4.1.28) is just o(α
3
5
−ε), and this shows that
∀ε > 0,
Ψ(α, 1) = µF + 2σF
√
α + o(α
3
5
−ε).
Remark 12. The proof did not treat the case when {Fj}j∈Z+ is not uniformly bounded.
The difficulty is that (4.1.26) does not give precise computability on how the right-hand
side would change according to M . We surely need additional assumptions in this case.
4.2 Estimates for limiting shape near x-axis
We turn to the case Ψ(1, α). As we have seen in 3.2.3, the results will be qualitatively
different from Theorem 4.1.1. The leading term will be the essential supremum of the
mean instead of the averaged mean and we will see different orders for the first α-
dependent correction term. Universality results are desired but much more difficult to
achieve. In this section we will see some estimates of Ψ(1, α) under various conditions.
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We first present a result which gives an upper bound of Ψ(1, α) in a very general set-
ting. We will use F as superscripts or subscripts when we want to stress the dependence
(of a probability, or expectation, etc.) on a distribution function F that is in the state
space of P. Again, µ(F ) is the mean of the distribution F and σ2(F ) is the variance.
Theorem 4.2.1. Assume {Fj}j∈Z+ is i.i.d. and there exists constants t0 > 0 and K0 <
∞ such that
ess supPE
F et0|X−µ(F )| < K0.
Let µ∗ = ess supP µ(F ), then
Ψ(1, α) = µ∗ +O(
√
α log
1
α
). (4.2.1)
Proof. We will use ω to denote a realization of {Fj}j∈Z+ , and use P ω and Eω as the
corresponding quenched probability and expectation. Recall the definition
Ψ(1, α) = lim
n→∞
1
n
max
pi∈Π(n,bnαc)
∑
z∈pi
X(z).
For any specific path pi, we write T (pi) =
∑
z∈piX(z). We also use mj as the leftmost
site traveled by pi in the j-th row. Then we derive the following estimate: for any positive
u and t,
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P(T (pi) ≥ nu) = EP ω(T (pi) ≥ nu) ≤ E(e−ntuEω(etT (pi)))
= e−ntuE
[
exp(
∑
z∈pi
logEω(etX(z)))
]
= e−ntu
bnαc∏
j=0
E exp
[mj+1∑
i=mj
logEω(etX(i,j))
]
= exp
{
−ntu+
bnαc∑
j=0
logE
[
exp
(
(1 +mj+1 −mj) logEFjetX
)]}
.
(4.2.2)
We need the following inequality in order to proceed: if we have a random variable
Y and positive real numbers t1, ..., tm with
∑
j tj = t, then
∑
j
logEetiY ≤
∑
j
log[E(etY )]
tj
t =
∑
j
tj
t
log[E(etY )] = log[E(etY )]. (4.2.3)
Continuing from (4.2.2), as n↗∞
P(T (pi) ≥ nu) ≤ exp
{
−ntu+ logE exp(n(1 + α) logEF etX)}
= exp
{
−n[tu− (1 + α) 1
n(1 + α)
logE exp
(
n(1 + α) logEF etX
)
]
}
≤ exp
{
−n[tu− (1 + α)Λ(t)]
}
,
(4.2.4)
where Λ(t) = ess supP Λ
F (t) and ΛF (t) = logEF etX .
From the assumption that there is t0 > 0 and K0 <∞ such that EF et0|X−µ(F )| < K0,
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it follows that for t ∈ (0, t0),
ΛF (t) =µ(F )t+ log
(
1 +
σ2(F )
2
t2 + EF
∞∑
k=3
tk
k!
(X − µ(F ))k
)
≤µ(F )t+ σ
2(F )
2
t2 + t3EF et0|X−µ(F )|
≤µ(F )t+ σ
2(F )
2
t2 +K0t
3,
(4.2.5)
and therefore if we denote σ∗ = ess supP σ(F ),
Λ(t) ≤ µ∗t+ σ
∗2
2
t2 +K0t
3,
from which we obtain
P(T (pi) ≥ nu) ≤ exp
{
−n[tu− (1 + α)(µ∗t+ σ
∗2
2
t2 +K0t
3)]
}
= exp
{
−n[(u− (1 + α)µ∗)t− (1 + α)σ∗2
2
t2 − (1 + α)K0t3]
}
.
(4.2.6)
We take u = µ∗(1 + α) + ε and t = ε
σ∗2(1+α) , where ε = 4σ
∗
√
α log 1
α
. When α is
small enough, ε is small and we get t ∈ (0, t0). Then (4.2.6) becomes
P(T (pi) ≥ nu) ≤ exp
[
−n ε
2
2σ∗2(1 + α)
(
1− 2K0ε
σ∗4(1 + α)
)] ≤ exp[−n ε2
4σ∗2(1 + α)
]
(4.2.7)
when α and thus ε is small enough.
The last-passage time T (n, bnαc) = maxpi∈Π(n,bnαc) T (pi). Here the maximum is taken
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over a pool of
(
n+bnαc
n
)
paths, so we can use Stirling’s formula to get
P
(
T (n, bnαc) ≥ nu) ≤(n+ bnαc
n
)
exp
[
−n ε
2
4σ∗2(1 + α)
]
≤ C√
α
exp
[
−n(α logα− (1 + α) log(1 + α) + ε2
4σ∗2(1 + α)
)]
.
(4.2.8)
Plug in the expression for ε we have
α logα− (1 + α) log(1 + α) + ε
2
4σ∗2(1 + α)
=
3− α
1 + α
α log
1
α
− (1 + α) log(1 + α).
As α ↘ 0, the first term on the right-hand side above has order α log 1
α
, whereas the
second term has order α. So when α is small,
α logα− (1 + α) log(1 + α) + ε
2
4σ∗2(1 + α)
> 0
and hence ∑
n
P
(
T (n, bnαc) ≥ nu) <∞,
which by Borel-Cantelli lemma gives
Ψ(1, α) ≤ u = µ∗(1 + α) + 4σ∗
√
α log
1
α
, (4.2.9)
and we can claim as α↘ 0,
Ψ(1, α) = µ∗ +O(
√
α log
1
α
). (4.2.10)
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The order
√
α log 1
α
should be a rather conservative estimate. In Theorem 3.2.3 and
in some other settings we find that the first α-dependent term in Ψ(1, α) is no more
than
√
α. There has not been a very general statement about the necessary condition
for the order
√
α so far, but next we will see two sufficient conditions. The first one is
uniform boundedness.
Theorem 4.2.2. Let {Fj}j∈Z+ be an ergodic sequence of distribution functions satisfying
the conditions listed in Proposition 2.1. Assume the existence of M > 0 such that
P{F0(−M) = 0, F0(M) = 1} = 1. (4.2.11)
Again define µ∗ = ess supP µ(F ), then as α↘ 0,
Ψ(1, α) = µ∗ +O(
√
α). (4.2.12)
Proof. We first prove an upper bound for Ψ(1, α). We start by increasing all the weights
X(z) by moving their means to µ∗, so that Ψ(1, α) for the shifted weights gets no
smaller. Then we subtract the common mean µ∗ from the weights. Therefore we can
assume µ(F ) = 0 for all F . The weights X(z) are still uniformly bounded, and without
loss of generality we still assume (4.2.11) for the shifted weights with the bounds still
denoted by M .
Fix a realization of {Fj}j∈Z+ , and the lattice point z0 = (0, 0). Let N be a positive
integer. According to whether the path pi goes through z0 or not, and in case it goes we
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also separate the weight at z0, we write
max
pi∈Π(n,bNαc)
∑
z∈pi
X(z) = A ∨ (B +X(z0)) = B + (A−B) ∨X(z0), (4.2.13)
where A = maxz0 6∈pi
∑
z∈piX(z) and B = maxz0∈pi
∑
z∈pi\{z0}X(z). Both A and B look
complicated but we only need to treat them as some random variables. Let G(y) denote
the distribution of A−B, then the quenched expectation
E
[
(A−B)∨X(z0)
]
=
∫
R×R
x∨y dF0(x)dG(y) =
∫
R
(∫ M
−M
x∨y dF0(x)
)
dG(y). (4.2.14)
We now take a closer look at
∫M
−M x ∨ y dF0(x). The only nontrivial case is when
y ∈ [−M,M ], integration by parts gives
∫ M
−M
x ∨ y dF0(x) = yF0(y) +
∫ M
y
x dF0(x)
= yF0(y) +
(
M − yF0(y)
)− ∫ M
y
F0(x) dx
= M −
∫ M
y
F0(x) dx.
(4.2.15)
Next we try to minimize the integral
∫M
y
F (x)dx when F (x) is selected from mean
zero distribution functions supported on [−M,M ]. Suppose the value F (y) is given and
F (y) ≥ 1
2
, then obviously
∫M
y
F (x)dx ≥ (M − y)F (y), in which the equal sign can be
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achieved for
F (x) =

0 x < −M
(1−F (y))M+yF (y)
M+y
−M ≤ x < y
F (y) y ≤ x < M
1 x ≥M.
(4.2.16)
If F (y) is known and F (y) < 1
2
, the above function F (x) would not work since it is then
not non-decreasing. Now we have
∫ M
y
F (x)dx =
∫ M
−M
F (x)dx−
∫ y
−M
F (x)dx
= M −
∫ M
−M
xdF (x)−
∫ y
−M
F (x)dx
= M − EX −
∫ y
−M
F (x)dx
≥M − F (y)(y +M).
(4.2.17)
The equality holds when
F (x) =

0 x < −M
F (y) −M ≤ x < y
(1−F (y))M−yF (y)
M−y y ≤ x < M
1 x ≥M.
(4.2.18)
We now summarize the above two cases and see
∫M
y
F (x)dx ≥ 1
2
(M−y), with equality
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when F (y) = 1
2
, which corresponds to the distribution function
FM(x) =

0 x < −M
1
2
−M ≤ x < M
1 M ≤ x.
(4.2.19)
Notice that FM(x) puts half probability on M and −M each and does not depend
on the value y. Back to (4.2.14), we see that for any random variables A and B,
E
[
(A− B) ∨X(z0)
]
is maximized as long as we let X(z0) follow F
M(x). Running this
argument for all z ∈ {0, ..., N} × {0, ..., bNαc}, we obtain
E max
pi∈Π(n,bNαc)
∑
z∈pi
X(z) ≤ E max
pi∈Π(n,bNαc)
∑
z∈pi
XFM (z). (4.2.20)
Taking limits and using (1.0.3) gives
Ψ(1, α) ≤ ΨFM (1, α) = 2M
√
α + o(
√
α). (4.2.21)
If we consider the effect of µ∗, we get (4.2.12).
The next two theorems also prove that Ψ(1, α) is a constant plus order O(
√
α). They
relax the assumption of uniform boundedness and use the ones from [13]. The finiteness
of the state space of P plays an important role in the proofs of both theorems, but it
does not seem to be a necessary condition for the results. It would be great if we can
design a different approach and remove this finiteness condition.
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Theorem 4.2.3. Assume the process {Fj} of probability distributions is stationary,
ergodic, and has a state space of finitely many distributions H1, . . . , HL each of which
satisfies Martin’s [13] hypothesis
∫ ∞
0
(1−H`(x))1/2 dx+
∫ 0
−∞
H`(x)
1/2 dx <∞. (4.2.22)
Let µ∗ = max` µ(H`) be the maximal mean of the H`’s. Then there exist constants
0 < c1 < c2 <∞ such that, as α ↓ 0,
µ∗ + c1
√
α + o(
√
α ) ≤ Ψ(1, α) ≤ µ∗ + c2
√
α + o(
√
α ). (4.2.23)
Proof. The lower bound in (4.2.23) can be proved by applying Martin’s result (1.0.3)
to the homogeneous problem where a maximal path is constructed by using only those
rows j where Fj = Hi∗ , the distribution with the maximal mean µ
∗ = µ(Hi∗). This is
fairly straightforward.
To prove the upper bound in (4.2.23), we again start by increasing all the weights
X(z) by moving their means to µ∗. Then we subtract the common mean µ∗ from the
weights, so that for the proof we can assume that all distributions H1, . . . , HL have mean
zero.
Create the following coupling. Independently of the process {Fj}, let {X`(z) : 1 ≤
` ≤ L, z ∈ Z2+} be a collection of independent weights such that X`(z) has distribution
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H`. Then define the weights used for computing Ψ(1, α) by
X(z) =
L∑
`=1
X`(z)I{Fj=H`} for z = (i, j) ∈ Z2+.
Begin with this elementary bound:
Ψ(1, α) = lim
n→∞
1
n
E
[
max
pi∈Π(n,bαnc)
∑
z∈pi
X(z)
]
≤
L∑
`=1
lim
n→∞
1
n
E
[
max
pi∈Π(n,bαnc)
∑
z∈pi
X`(z)I{Fj=H`}
]
.
(4.2.24)
The next lemma contains a convexity argument that will remove the indicators from the
last-passage values above.
Lemma 13. Let D be a sub-σ-field on a probability space (Ω,F , P ), D an event in D,
and ξ and η two integrable random variables. Assume that Eη = 0, η is independent of
D, and ξ and η are independent conditionally on D. Then E[ ξ ∨ (ηID) ] ≤ E[ ξ ∨ η ].
Proof. By Jensen’s inequality, for any fixed x ∈ R,
x ∨ E(η | D) ≤ E(x ∨ η | D).
Since η is independent of D and mean zero,
x ∨ 0 ≤ E(x ∨ η | D).
Integrate this against the conditional distribution P (ξ ∈ dx | D) of ξ, given D, and use
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the conditional independence of ξ and η:
E(ξ ∨ 0 | D) ≤ E(ξ ∨ η | D).
Next integrate this over the event Dc:
E
[
IDc · ξ ∨ (ηID)
]
= E
[
IDc · ξ ∨ 0
] ≤ E[IDc · ξ ∨ η ].
The corresponding integral over the event D needs no argument.
Fix a lattice point z0 = (i0, j0) for the moment. We split the maximum in (4.2.24)
like the way we did in (4.2.13):
max
pi∈Π(n,bnαc)
∑
z∈pi
X`(z)I{Fj=H`} = B +
(
A−B) ∨ (X`(z0)I{Fj0=H`})
where
A = max
pi 63z0
∑
z∈pi
X`(z)I{Fj=H`} and B = maxpi3z0
∑
z∈pi\{z0}
X`(z)I{Fj=H`}.
Now apply Lemma 13 with ξ = A − B, η = X`(z0), and D = {Fj0 = H`}. Given Fj0 ,
A− B does not look at X`(z0), so the independence assumed in Lemma 13 is satisfied.
The outcome from that lemma is the inequality
E
[
max
pi∈Π(n,bαnc)
∑
z∈pi
X`(z)I{Fj=H`}
]
≤ E[A ∨ (B +X`(z0))].
This is tantamount to replacing the weight X`(z0)I{Fj0=H`} at z0 with X`(z0).
We can repeat this at all lattice points z0 in (4.2.24). In the end we have an upper
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bound in terms of homogeneous last-passage values, to which we can apply Martin’s
result (1.0.3):
Ψ(1, α) ≤
L∑
`=1
lim
n→∞
1
n
E
[
max
pi∈Π(n,bαnc)
∑
z∈pi
X`(z)
]
=
L∑
`=1
ΨH`(1, α)
= 2
√
α
L∑
`=1
σ(H`) + o(
√
α).
This completes the proof of Theorem 4.2.3.
The gist of the above theorem is the inequality
Ψ(1, α) ≤
L∑
`=1
ΨH`(1, α). (4.2.25)
We will use it repeatedly in the proof of the following theorem.
The following theorem also shows an order of
√
α given that the state space of P is
finite. It uses a similar approach as in the proof of Theorem 4.1.1 and is much lengthier
than the previous result, but it gives a better coefficient of
√
α in the sense that it does
not depend on the size L. Therefore it gives some insight on the possibility to remove
the finiteness condition.
Theorem 4.2.4. Let {Fj}j∈Z+ be an i.i.d. sequence under P from a finite set of distri-
butions {H1, ..., HL}. Again assume for each `,
∫ 0
−∞
H`(x)
1/2 dx+
∫ ∞
0
(
1−H`(x)
)1/2
dx <∞. (4.2.26)
Then as α↘ 0:
Ψ(1, α) ≤ µ∗ + 2σ∗√α + o(√α), (4.2.27)
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where µ∗ = max`{µ(H`)} and σ∗ =
√
max`{σ2(H`)}.
Proof. Again if we assume µ(H`) = µ
∗ for all ` = 1, ..., L, Ψ(1, α) will get no smaller.
Without loss of generality, we will assume µ(H`) ≡ 0 hereafter unless specified otherwise.
In a similar way as we did in the proof of Theorem 4.1.1, we let r = r(α) be a positive
integer-valued function such that r(α) ↗ ∞ and r√α ↘ 0 as α ↘ 0. Define the r × 1
blocks as Br(x, y) = {(rx+ i, y) : i = 0, 1, ..., r − 1} for (x, y) ∈ Z2+.
For every point z = (i, j) ∈ Z2+, write Xr(z) =
∑
v∈Br(z) X(v). The distribution
function of Xr(z) is denoted as Fr,j(x), and the corresponding last-passage time function
for Xr(z) is then denoted as Ψr(x, y). Also, write H
`
r for the convolution H` ∗H` ∗ ...∗H`
with H` repeated r times.
For j ∈ Z+, let Φr,j be the distribution function of the normal distribution N (0, rσ2j ),
where σ2j = Var(Fj). For each z = (i, j) ∈ Z2+, let Yr(z) be a random variable with
distribution Φr,j. Write
ΨΦr(x, y) = lim
n→∞
1
n
E max
pi∈Π(bnxc,bnyc)
∑
z∈pi
Yr(z).
Also, let Φ`r be the distribution function of N (0, rV`), where V` is the variance of H`.
We make an approximation first:
Lemma 14.
lim
α↓0
1√
α
|Ψ(1, α)− 1
r
ΨΦr(1, rα)| = 0. (4.2.28)
Proof. For each ` = 0, 1, ..., L and each z = (i, j) ∈ Z2+, we do the following cou-
pling. Define {u(z) : z = (i, j) ∈ Z2+} be i.i.d. Uniform(0, 1) random variables. Set
Xr(z) = Fr,j
−1(u(z)), where Fr,j−1(u) = sup{x : Fr,j(x) < u}. Similarly define Yr(z) =
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Φ−1r,j (u(z)). Also define Xr,`(z) = Fr,j
−1(u(z))I{Fj=H`} and Yr,`(z) = Φ
−1
r,j (u(z))I{Fj=H`}.
We first assume {H1, H2, . . . , HL} are uniformly bounded and directly quote the
computation from Lemma 4.2 and Lemma 4.5 in [13]:
lim
n→∞
1
n
E max
pi∈Π(n,bnrαc)
∑
z∈pi
(
(H`r)
−1(u(z))− (Φ`r)−1(u(z))
)
≤2
√
rα(1 + rα)
∫ ∞
−∞
|H`r(s)− Φ`r(s)|
1
2 ds
≤2
√
rα(1 + rα))
∫ ∞
−∞
√
Cr−
1
2 (1 + | s√
rσ`
|)−3ds
≤Cr 34σ`
√
α(1 + rα)
(4.2.29)
for proper constant C that are independent of r, ` and α.
Then we apply (4.2.25):
Ψr(1, rα)−ΨΦr(1, rα)
≤ lim
n→∞
1
n
E max
pi∈Π(n,bnrαc)
∑
z∈pi
(
Xr(z)− Yr(z)
)
≤
L∑
`=0
lim
n→∞
1
n
E max
pi∈Π(n,bnrαc)
∑
z∈pi
(
Xr,`(z)− Yr,`(z)
)
≤ lim
n→∞
1
n
E max
pi∈Π(n,bnrαc)
∑
z∈pi
(
(H`r)
−1(u(z))− (Φ`r)−1(u(z))
)
=
L∑
`=0
Cr
3
4σ`
√
α(1 + rα).
(4.2.30)
If we switch the two terms on the left hand side, we can repeat the calculation and
obtain
1
r
√
α
|Ψr(1, rα)−ΨΦr(1, rα)| ≤
K∑
k=0
Cσ`r
− 1
4
√
1 + rα, (4.2.31)
which goes to 0 as α↘ 0.
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Lemma 4.4 in [13] still applies here since X(z)’s are uniformly bounded, so we have
lim
α↓0
1√
α
|Ψ(1, α)− 1
r
Ψr(1, rα)| = 0.
Therefore
lim
α↓0
1√
α
|Ψ(1, α)− 1
r
ΨΦr(1, rα)| = 0. (4.2.32)
If we do not have uniform boundedness, Lemma 4.3 of [13] says that for any ε > 0,
we can find distribution functions H˜` for each k with bounded support, and with mean
and variance equal to those of H`, and
∫∞
−∞|H˜`(s)−H`(s)|
1
2ds < ε. Hence (4.2.32) holds
for Ψ˜(1, α), the corresponding last-passage time function associated with {H˜1, . . . , H˜L}.
We repeat the argument leading to (4.2.29) and (4.2.30) and get
|Ψ˜(1, α)−Ψ(1, α)|
≤
L∑
`=1
2
√
α(1 + α)
∫ ∞
−∞
|H˜`(s)−H`(s)| 12ds
≤2Lε
√
α(1 + α).
(4.2.33)
We let ε approach 0 and it follows that (4.2.32) is also valid for {H`}. The lemma is
proved.
With Lemma 4.2.32, we know that Ψ(1, α) has the same coefficient of the term
√
α
with 1
r
ΨΦr(1, rα). ΨΦr(1, rα) is the last-passage constant of a model where all X(z)
follow mean zero normal distributions. The following lemma looks at the role played by
the variances of normal distributions.
Lemma 15. Let X and Y be independent random variables and X ∼ N (0, σ2), then
87
E(X ∨ Y ) is an increasing function of σ.
Proof. Firstly, we have
E(X ∨ Y ) =
∫ ∞
−∞
{∫ y
−∞
y
1√
2piσ
exp(− x
2
2σ2
)dx+
∫ ∞
y
x
1√
2piσ
exp(− x
2
2σ2
)dx
}
dG(y).
Note that
∫ y
−∞
x
1√
2piσ
exp(− x
2
2σ2
)dx+
∫ ∞
y
x
1√
2piσ
exp(− x
2
2σ2
)dx = 0,
we get
∫ y
−∞
y
1√
2piσ
exp(− x
2
2σ2
)dx+
∫ ∞
y
x
1√
2piσ
exp(− x
2
2σ2
)dx
=
∫ y
−∞
y
1√
2piσ
exp(− x
2
2σ2
)dx−
∫ y
−∞
x
1√
2piσ
exp(− x
2
2σ2
)dx
=
∫ y
−∞
(y − x) 1√
2piσ
exp(− x
2
2σ2
)dx
=
∫ y
σ
−∞
(y − σx) 1√
2pi
exp(−x
2
2
)dx.
The last line can be viewed as a function of σ and its derivative is
− 1√
2pi
∫ y
σ
−∞
x exp(−x
2
2
)dx > 0,
because when y ≤ 0, it is easy to see ∫ yσ−∞ x exp(−x22 )dx < 0; when y > 0,∫ y
σ
−∞ x exp(−x
2
2
)dx <
∫∞
−∞ x exp(−x
2
2
)dx = 0.
Therefore E(X ∨ Y ) is an increasing function of σ.
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With Lemma 15, we can run a similar argument with the one leading to (4.2.20).
That is, we fix a z0 ∈ Z2+, and claim that Emaxpi∈Π(n,bnαc)
∑
z∈pi Yr(z) is maximized
when Yr(z0) has the largest possible standard variance rσ
∗2. Repeat this reasoning we
see that an upper bound for ΨΦr(1, rα) is given if we let all sites z ∈ Z2+ have the largest
possible variance. So (1.0.3) can be applied here: as α↘ 0,
ΨΦr(1, rα) ≤ 2
√
rσ∗
√
rα + o(
√
rα).
From 4.2.32, as α↘ 0, we have
Ψ(1, α) ≤ 2σ∗√α + o(√α). (4.2.34)
Consider the case µ∗ 6= 0, the last result becomes
Ψ(1, α) ≤ µ∗ + 2σ∗√α + o(√α). (4.2.35)
Remark 16. This theorem did not remove the finiteness of the state space because the
approximations (4.2.30) and (4.2.33) depend on the size L. A more accurate method of
approximation is needed in order to lift this assumption.
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