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This paper gives a general theory for constructive dual methods in discrete programming. These 
techniques are concerned with the reduction of the feasibility set in order to obtain a dual problem 
which is easy to solve and has no duality gap. If a particular dual problem fails to solve the primal 
problem, then a stronger dual problem is constructed and the analysis continued. The relaxation 
approximation is made progressively tighter until, in a finite number of iterations, an optimal 
solution is reached. 
The theory presented generalises both the ‘convergent duality theory’ of Shapiro [IO] and ‘the 
bound improving sequence algorithm (BlSA)’ of Barcia [4]. An improved BISA, requiring only 
the solution of knapsack problems, is presented. For the case of O-l LP’s computational ex- 
perience is reported, both for problems presented in the literature as well as for randomly gener- 
ated ones. 
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1. Introduction 
The aim of this paper is to present a general theory for constructive dual methods 
in integer programming. 
These techniques are based on the construction of progressively tighter dual prob- 
lems. If a particular dual fails to solve the primal, a stronger dual is built and the 
analysis is continued until, in a finite number of steps, the primal is solved. 
The theory hereby presented general&es both the convergent duality theory, 
Shapiro [lo], and the bound improving sequence algorithm, Barcia [4]. 
In this introductory section we shall recall some basic concepts of IP duality and 
prove three results that will be useful later on. In Section 2 we shall state a general 
algorithm for constructive dual methods and show that Shapiro’s algorithm is a 
special case of this theory. Section 3 will be concerned with bound improving 
sequences as a specialization of the general algorithm stated in Section 2. In Section 
4 we shall report computational experience of using bound improving sequences to 
solve O-l LP’s and finally in Section 5 some remarks on the usefulness of this type 
of approach and directions for future research are stated. 
We start now by recalling some basic IP duality results. 
Consider the following problem 
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UP) z = min cx 
Ax>b 
XEX 
where c E L”, b E Z”‘, A is an m x n matrix of integers and XC Z" is of finite cardin- 
ality. We shall assume further that IP has a finite minimum and that the following 
constraint qualification holds: There exists XE Conv X such that Ax> b, where 
ConvX stands for the convex hull of X. 
The (Lagrangean) dual of IP is defined as 
(DIP) s = mz; msi; cx+ u(b-Ax) 
where u E R”’ is a vector of multipliers. 
The following two theorems hold. See Shapiro [lo] for proofs. 
Theorem 1.1 (Weak duality). SIZ. 
Theorem 1.2 (Global optimality conditions). If a primal dual pair (.T, ii), KEX, 
ii 2 0, satisfies the following global optimality conditions 
(1) cx+u(b-AAR) =t$cx+U(b-Ax), 
(2) u(b-Ax) = 0, 
(3) Ax> 6, 
then K is optimal for IP, u is the optimal multiplier in DIP and s = z. If X is convexi- 
fied, i.e., if X is replaced by Conv X in IP, DIP and (I), the above conditions will 
also be necessary, i.e., there exists ii optimal for the convexified DIP and an x opti- 
mal for the convexified IP such that the primal dual pair satisfies the convexified 
global optimality conditions and s = z. 
We note now that DIP is not changed if it is convexified, i.e., if we replace X 
by Conv X, because cx + u(b -Ax) is linear in x and we have the following corollary 
Corollary 1.3. Solving DIP is equivalent o solving the convexification of IP in the 
sense that 
(CW s= min cx 
AXZh 
xtconvx 
and there exists a ii optimal for DIP and an K optimal for CIP such that the primal 
dual pair (x, u) satisfies the convext’fied global optimality conditions. 
Proof. Let (z, ii) be an optimal primal dual pair for CIP and the convexified DIP. 
Our aim is to show that u is also optimal for DIP. 
For any UL 0 we have 
mincx+u(b-Ax) =xcFizxcx+u(b-Ax) 
X6X 
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The set of optimal multipliers zZr 0 is the same for both sides of the equality and 
the corollary holds because of part two of Theorem 1.2. L? 
Corollary 1.4. Lef (.?, ii> be an optima/ primal dual pair for the convex program- 
ming problem CIP and /et x(i), ieZ= {l, . . . . p), be the optimal sohtions for 
min css @(b-Ax). 
WEX 
Then X is in the convex hull of ihe points x(i), iei. 
Proof. Theorem 1.2 shows that x is on the face of Conv X that minimizes 
cx+ii(b-Ax), i.e., 
and the extreme points of that face will certainly be among the points x(i), i E I. ci 
Corollary 1.5. Let (X, 27) be an optimai primal dual pair for problem CIP and let 
x(i), i E I, be the optimal solutions for 
(I) If some x(i), ig1, is feasible for IP and 17(b-Ax(i))20 holds, then x(i) is 
optimal for IP. 
(2) If all x(i), iE4 are feasible for IP, then at /east one is optimal for IP. 
Proof. (1) As x(i) is feasible for IP and ~720 we must have iifb -Ax(i))z~O so the 
hypothesis implies a(b- Ax(i)) =0 and the primal dual pair (x(i), a) satisfies the 
global optimality conditions for IP. 
(2) Theorem 1.2 and Corollary 1.4 show that there exists /(i)zO, iE T, such that 
so we must have 
= 0 or x i(i)@(b- Ax(i)) = 0. ifl 
As all x(i) are feasible for IF this is only possible if iifb -Ax(i) = 0 for those x(i) 
such that I(i)>O. So the primal dual pairs (x(i), t7) such that I(i)>0 satisfy the 
global optima&y conditions and the corollary holds. El 
P. Barcia 110 
2. Constructive dual methods 
We start this section with the following remark: Let X(k) be a subset of Z” such 
that J? E X(k) Cx where 2 stands for an optimal solution for IP. Then the following 
problem is equivalent to IP 
(IP(k)) z = min cx 
AXZh 
XEX(k) 
in the sense that both problems yield the same optimal value. However, if we take 
the dual of IP(k) 
(DIP(k)) s(k) = max min cxs u(b -Ax) 
u>o xsX(k) 
we may have improved the DIP bound, s, and certainly we shall have s<s(k)<z. 
Constructive dual methods try to exploit this feature by constructing progressively 
tighter X(k) sets until the duality gap can be totally bridged, i.e., until we have 
s(k) = z,. 
We state next a general constructive dual algorithm that achieves such a goal. 
Algorithm 2.1. 
Step 0. Set k = 0 and X(0) =X. Go to Step 1. 
Step 1. Solve DIP(k). Let a be the optimal multiplier and x(i), i E I(k) = 
(1, ..*, p(k)}, the optimal solutions for 
min cxt ii(b -Ax). 
x-t/Y(k) 
If all x(i), iEl(k), are feasible for IP, one is optimal. Stop. 
Else let x(l), k^cl(k), be an unfeasible x(i). Go to Step 2. 
Step 2. Take X(k + 1) cX(k) - {x(k)} such that the following condition holds. 
(C) _C-E(k+ 1) 
Set k = k+ 1 and return to Step 1. 
We have the following theorem: 
Theorem 2.2. Algorithm 2.1 will solve IP in a finite number of steps. 
Proof. It is clear that if the algorithm stops (Step l), an optimal solution for IP is 
found because of Corollary 1.3 and Corollary 1.5 (which shows that one of the 
points x(i), i E I(k), would be optimal for IP(k) and therefore optimal for IP). 
Step 2 shows that the cardinality of X(k) decreases at least by one at each iteration 
and condition (C) shows that we shall always have the equivalence of IP(k) and IP. 
So, as the cardinality of X is finite the algorithm will terminate in a finite number 
of steps. 0 
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A lot of freedom regarding the way of constructing X(k + 1) from X(k) is left by 
Algorithm 2.1. Of course, the useful constructions will be those which produce easy 
to solve DIP(k) problems and, in some way, minimise the number of iterations 
necessary to bring the algorithm to an end. 
In a pioneering paper Bell and Shapiro [5] proposed a group-theoretic based con- 
structive dual method that we summarise next. A full description can be found in 
Shapiro [lo]. 
For the sake of simplicity we shall deal with a O-l LP of the form 
(SIP) min cx 
Ax=b 
.rsx= (0.1)” 
where all the coefficients are integers. 
Shapiro observes that if h(k) is a homomorphism from Z” onto a finite abelian 
group G the system of equations Ax = b implies 
h(k)[Alx = h(k)[bl 
where h(k)[A] stands for an n-vector whosejth element is the h(k)-image of the cor- 
responding column of A. This is a group equation over the abelian group G and the 
set 
X(k) = {XEX: h(k)[A]x = h(k)[b]} 
certainly verifies condition (C) of Algorithm 2.1. 
Shapiro’s algorithm proceeds by attempting to solve the DIP(k) problem as- 
sociated with the X(k) set defined above. This is done by solving its convexified 
primal ClP(k), using a column generation procedure to obtain a representation of 
ConvX(k). The solution of this problem, x(k), is either a point of X(k) or a non- 
trivial convex combination of points of X(k). If the first possibility occurs, x(k) is 
feasible for SIP and therefore optimal. If the second possibility occurs, then at least 
one nonfeasible point is identified and a stronger homomorphism h(k+ l), onto a 
group of higher order, is built excluding this nonfeasible point from X(k+ 1). 
This algorithm, which is a special case of Algorithm 2.1, obtains an optimal solu- 
tion for SIP in a finite number of iterations because of Theorem 2.2. Shapiro’s 
proof is quite different and can be found in Shapiro [lo]. 
This type of algorithm has several drawbacks that are mostly related to the size 
of the generated groups. As a matter of fact the column generation procedure used 
to solve DIP(k) demands, to generate a new column, the solution of a shortest route 
problem over a graph with a number of nodes equal to the order of the generated 
group. D’Aversa [I] gives extensive computational experience with this type of 
approach as well as some procedures to reduce the group sizes. 
Another drawback is the fact that the sequence of bounds s(k) is not guaranteed 
to be strictly increasing, so if our aim is not to solve SIP but to improve a bound 
for further use in a branch-and-bound procedure, this approach does not seem 
appropriate. 
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Finally the procedure used to derive the new homomorphism h(k+ 1) demands 
that DIP(k) be solved exactly because number-theoretic arguments are used. So the 
use of subgradient optimization is excluded, at least for the final stages of the solu- 
tion procedure. 
In the next section we shall describe another constructive dual method that is 
intended to improve on this situation. 
3. Bound improving sequences 
As mentioned in the last section the constructive duality theory algorithm does 
not always produce a strictly monotonically increasing sequence of bounds. 
In this section we shall establish the conditions under which such a feature can 
be added to Algorithm 2.1. Those conditions are the object of the next theorem. 
Theorem 3.1. Let O(k) be the set of optimal solutions for problem CIP(k), which 
is obtained from CIP by replacing X by X(k). We shall have s(k+ l)>s(k) if and 
only if X(k + 1) C X(k) is such that 
Conv X(k + 1) n O(k) = 0. 
Proof. Since the feasible region of CIP(k+ 1) is contained in the feasible region of 
CIP(k), it is quite obvious that s(k+ 1) >s(k), if and only if no optimal solution of 
CIP(k) is feasible for CIP(k+ l), which in turn happens if and only if 
ConvX(k+ 1)tl O(k) = 0 
and the proof is terminated. 0 
We can see now that Algorithm 2.1 will produce a strictly monotonic sequence 
of bounds if X(k+ 1) is such that the following properties hold: 
(Pl) ZEX(k+l), 
(P2) X(k + 1) c X(k) - {x(k)}, 
(P3) Conv X(k + 1) fl O(k) = 0 
where _? and x(k) have the same meaning as in Algorithm 2.1. 
We shall deal now with a way of building X(k+ 1) such that properties Pl, P2 
and P3 hold and lead to easy computations. 
We shall take the following definition of X(k+ 1) 
(BISA) X(k+ 1) = (xEX: CX2 [s(k)]} 
where ryl stands for the integer immediately after y (i.e., r2.51 = 3 = r21). We 
have now the following result: 
Theorem 3.2. If s(k)<2 and in X(k), then properties Pl, P2 and P3 hold for 
X(k + 1). 
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Proof. (Pl) i~X(k+l) because ,?~x(k), s(k)<2 and c,x~Z”. 
(P2) We have to prove that the above definition excludes at least one unfeasible 
point of IP, x(l), from the set of the optimal solutions of DIP(k) (ii, x(i)), i E I(k) = 
(1, *.., p(k)}. According to Corollary 1.4 R, the optimal solution of CIP(k), can be 
written as follows 
X = C /(i)x(i), C l(i) = 1, I(i)rO, iEl(k) 
i E I(k) is f(k) 
and the complementarity condition ti(b -AK) = 0 holds for (x, a). This means that 
C I(i)[a(b-Ax(i))] = 0 and this is only possible if for some key Z(k) we have 
ii(b -Ax(k)) L 0. This means that cx(k^) I &Z(k) + tl(b -Ax(k)) =s(k) and so x(k) 
will be excluded by the inequality cxz [s(k)l. We must now show that x(k) is 
not feasible. It is obvious that we have s(k) = cx(k^) + ii(b -Ax(k)) <z and as 
a(b-Ax(k))>0 we must have cx(k^)<z, so x(l) is unfeasible. 
(P3) For everyxe O(k) we have cx=s(k). On the other hand for everyxEX(k+ 1) 
we have cxz [s(k)1 , so the same happens for every x in Conv X(k + 1). This implies 
Conv X(k + 1) fl O(k) = 0 and terminates the proof. 0 
We also note that the above definition of X(k+ 1) implies the following result: 
Lemma 3.3. For every s(k) < z we have 
rs(k)l I s(k + 1) = max min cx+u(b-Ax)Iz. 
uro U;.Y$)l 
Proof. The left-hand side inequality is obtained just by setting u = 0 in the formula. 
The right-hand side inequality is a consequence of s(k) < z and c, x E Z”. c] 
A direct consequence of Lemma 3.3 is the following: 
Corollary 3.4. z = yz; En cxf u(b - Ax). 
XGX 
This corollary is obtained from Lemma 3.3 by setting [s(k)] =z. 
that for the above formula u=O will be an optimal multiplier. This 
an easy way of testing if s(k) = z. We have the following theorem: 
We also note 
fact provides 
Theorem 3.5. Consider an integer s(k)<2 which is a fixed point for 
s(k) = max min cx + u(b - Ax). 
UkO cx>s(k) 
XEX 
We shall have s(k) = z if and only if there exists an optimal solution for the above 
fixed point problem of the form (2,O) with 2 feasible for IP. 
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Proof. If (i,O) is an optimal solution for the above fixed point problem we shall 
have c,i? = s(k) 5 z (because of Lemma 3.3). But as 2 is feasible for IP we must have 
s(k) = CZl z. so s(k) = z. 
If s(k) = z holds, Corollary 3.4 shows that u = 0 will be optimal and the problem 
will have a feasible _? as a solution (the optimal solution for IP). 0 
We are now ready to state an algorithm that solves IP in a finite number of 
iterations. 
Algorithm 3.6. Bound improving sequence algorithm (BISA). 
Step 0. Compute s(O): 
s(0) = max min cx+ u(b - Ax). 
u>o XEX 
Set k=O and go to Step 1. 
Step 1. If s(k) is an integer then go to Step 3. 
Else go to Step 2. 
Step 2. Compute 
s(k+l) = max min cxf u(b -Ax). 
UZO (‘X2 /-s(k)] 
XEX 
Set k=k+l and go to Step 1. 
Step 3. Check if there exists (,?,O), such that A2-r b, optimal for the fixed point 
problem 
s(k) = max min cx+ u(b-Ax). 
UbO cxzs(k) 
XCX 
If this is so, then s(k) =z and 2 is optimal for IP. 
Else go to Step 2. 
We have the following result: 
Theorem 3.7. Algorithm 3.6 solves the IP problem in at most rz - s(O)] iterations. 
Proof. We prove first that all the values of s(k+ 1) produced by Step 2 are such that 
s(k+ 1)s~. We prove this by induction. We certainly have s(O) IZ. Now let us 
assume that s(k)<z. There are two possibilities: 
Either s(k) is not an integer and then we have s(k)<z or s(k) is an integer. If so, 
either Step 3 proves s(k) = z, IP is solved and the algorithm stops (Theorem 3.5), 
or we must have s(k) < z. 
So, if the algorithm is not terminated by Step 3 we shall have s(k) < z and Lemma 
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3.3 shows that s(k+ 1)s~. 
Lemma 3.3 also shows that s(k+ 1)~ [s(k)1 >s(k). But as all s(k)< n + 1. We 
therefore have [s(k)1 = n + 1 and s(k + 1) 2 n + 1, so in the interval [n, n + 1) between 
two consecutive integers only one s(k) can exist. 
This implies that the total number of iterations performed by the algorithm is 
bounded by rz - s(o)1 and the proof is terminated. 0 
4. Computational experience 
An experimental computer code was developed to implement Algorithm 3.6 for 
the case of O-l LP’s. 
For this case the inner minimization problems are single O-l knapsack problems 
and the Martello and Toth [9] algorithm was used. The outer maximization was per- 
formed using subgradient optimization. 
This code has been tested on several examples, either taken from the literature or 
randomly generated, and its performance compared with FMPS [7]. 
Problems IBM4, IBM6 and IBM9 were taken from Haldi [S] and problems 
Fleisher (FLEI), Steiner 9 (ST9) and Steiner 15 (ST15) from D’Aversa [l]. 
Problems P 1 up to P 10 are randomly generated problems with 20 constraints and 
50 variables. The A and c coefficients are uniformly random in [0, 1001. The b 
coefficients were obtained by summing up the corresponding row of A and multi- 
plying the result by 0.1. 
Table 1. Computational experience 
Name m n Z nit t FMPS 
IBM4 10 15 10 2 7 36 
IBM6 31 31 20 3 11 155 
IBM9 50 9 9 5 10 180 
ST9 12 9 5 3 8 43 
ST15 35 15 90 8 21 180 
FLEI 10 20 1282 14 864 675 
Pl 20 SO 100 26 124 204 
P2 20 50 125 46 262 676 
P3 20 50 167 40 800 335 
P4 20 50 68 18 78 191 
P5 20 50 129 45 533 769 
P6 20 50 147 900 900 
P7 20 50 96 23 56 201 
P8 20 50 70 16 39 91 
P9 20 50 73 28 89 354 
PI0 20 50 69 29 59 162 
nit : number of iterations of Algorithm 3.6, 
t: computer time, in seconds, for Algorithm 3.6, 
FMPS: computer time, in seconds, for FMPS. 
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Problems were run with a time limit of 15 minutes on a SPERRY 1100/80 
machine. 
Table 1 shows that the performance of Algorithm 3.6 (BISA) is in general superior 
to FMPS. 
The problems that are hard for BISA are also hard for FMPS: Neither algorithm 
could solve problem P6 in less than 1.5 minutes. 
One should note however that FMPS is a sophisticated software tool while BISA 
is an experimental code totally writen in FORTRAN 77. So one should expect 
that a more elaborated implementation would lead to better performances for 
Algorithm 3.6. 
Further computational experience with this type of approach can be found in 
Barcia [3,4]. 
5. Conclusions 
The bound improving sequence algorithm, Algorithm 3.6, has several features 
which previous constructive dual methods do not exhibit: 
(1) The algorithm generates a strictly increasing sequence of bounds. 
(2) The outer maximization problem need not be solved exactly because at itera- 
tion k+ 1 only the value of [s(k)1 is important, not the value of s(k). This means 
that subgradient optimization can be used extensively. 
(3) The inner minimization problem is a knapsack problem for which efficient 
algorithms are available. 
So BISA appears likely to be a useful tool in helping to solve IP problems. 
The ability of Algorithm 3.6 to solve a problem is apparently connected with the 
type of knapsack problems it generates. If those problems are easy then the algor- 
ithm is superior to standard codes like FMPS. However, the algorithm may generate 
knapsack problems that are hard to solve using the Martello and Toth algorithm. 
Computational experience is under way in order to test other approaches to the 
knapsack problem such as Balas and Zemel[2], Fayard and Plateau [6] and dynamic 
programming methods to be used within this approach. 
If an intelligent selection of the knapsack solver can be done by the algorithm, 
according to the type of the generated problem, substantial improvements in com- 
puter time can be expected. 
Finally we note that this type of approach can be easily extended to cases where 
the IP coefficients A, b and care not integers but real numbers, Barcia [4]. A further 
extension of the theory to nonlinear problems can be done, Barcia [3], but for this 
case computational efficiency may be lost. 
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