Hierarchies provide a means of organizing, summarizing and accessing information. We describe a method for automatically generating hierarchies from small collections of text, and then apply this technique to summarizing the documents retrieved by a search engine.
INTRODUCTION
A topic hierarchy is a description of a body of text which both summaries the text and provides a method of navigating through it. The popularity of hierarchies as a method of organization indicates that this type of summary is relatively easy to understand. For example, the Yahoo hierarchies [7] and MeSH headings [4] have been used for many years. In contrast to clustering algorithms, the hierarchy is comprised of monothetic groups of documents, which are described by the feature(s) that the group has in common. Such groupings are easy for a user to understand because a single word or phrase is used to describe the feature.
In order to construct the hierarchies, we build statistical models of language to identify topic terms in a document set. These statistical models can be built recursively to identify subtopics of a main topic, thus creating a hierarchy that summarizes the collection. Documents are attached to the hierarchy if they include the topic terms, thereby creating a means of navigating the collection. When searching for web documents, hierarchies can give the user an alternative to the organization provided by a ranked list.
EXAMPLES
Search engines have become very good at ranking relevant webpages for certain types of queries. Unlike 5 to 10 years ago, when a search for a company web page would often rank personal home pages above a company's own page, today the company page is likely to be the top ranked page. However, there are other types of queries where web search engines do not perform nearly as well. This occurs frequently when the query is a search for general information on a topic. Such topical searches are where hierarchies can help a user the most. The hierarchy provides an alternative to Copyright is held by the author/owner. SIGIR'03, July 28-August 1, 2003, Toronto, Canada. ACM 1-58113-646-3/03/0007. browsing a ranked list, and can be a more effective organization of the documents that were retrieved, thus allowing users to find the relevant information. Figure 1 shows an example hierarchy generated from the snippets of documents retrieved by the Google search engine [1] for the query: "Hubble Telescope Achievements". The top part of the figure is a portion of the hierarchy that the user would see when interacting with our system. The ranked list that follows is the portion of the ranked list that would be seen by navigating to "achievements Hubble Hubble's achievements" and selecting the topic "Hubble's achievement". The order of the documents is the same order that would be seen in the ranked list and the rank numbers correspond to the ranks assigned by the search engine.
This topic includes eleven documents, although only the first six appear in the figure. Of the eleven documents, three of them are about Hubble telescope achievements including the ones shown in Figure 1 that rank at 100 and 140. Because of the sites' low ranks, it is unlikely a user would have found them without using a tool such as the hierarchy.
FRAMEWORK FOR HIERARCHIES
The main challenge to creating topic hierarchies is selecting the correct terms that will accurately describe the document set to the user. We propose that the best topical summarization terms are those which are both about the topic and predictive of other terms. We model the set of topical summary terms Ì as the maximization of the joint probability of topicality and predictiveness, given by the Term Selection Formula [2] :
where Ì refers to topicality with respect to topic Ì and refers to predictiveness.
Topical terms are the content-bearing terms with respect to a particular topic. These are not necessarily the most frequent terms, since they may only be mentioned once in a document; however, the information conveyed to the reader by content-bearing terms is crucial to the reader's understanding of the document. Predictive terms are those whose occurrence is a precondition for many other terms. This quality captures the presence of subtopics that are associated with a topic. Previous work on topic hierarchies [6] has shown that this is an important aspect of topic terms, because these are the terms that are frequently used to discuss the topic at different levels of generality. Included in this set of terms are most stopwords, which due to their frequent occurrence in a document make most terms dependent on them. Also in the set of predictive terms are general terms related to a topic. For example, in a retrieved set about Endangered Mammals, "endangered species" is likely to be a predictive term because many other words only occur when it is present. By combining these two properties, one finds a set of words that will maximize a user's understanding of the information contained in the documents. Since there are some terms that are predictive and not topical (i.e. stopwords), and other terms that are topical but not predictive (i.e. single occurrences of content-bearing terms), we assume the two probabilities are independent, and so È´ Ì µ È´ Ì µÈ´ µ. We use statistical language models [5] to estimate È´ Ì µ, topicality, and È´ µ, predictiveness. In order to estimate topicality, a unigram language model is computed, and then the Kullback-Leibler divergence contribution of each term is calculated. In order to estimate predictiveness, a language model is necessary to show how terms relate to each other.
EVALUATION
We use two different metrics to evaluate the hierarchies. The first evaluation measures how good a summary the hierarchy is. The second measures the percentage of documents a user can find. For our evaluations, we created a test bed of 50 different hierarchies for the TREC Topics 301 to 350. We used the TREC Topic titles as queries to retrieve web documents using the Google Search Engine. The text used to create the hierarchies came from up to 1000 snippets.
Since the hierarchy is intended to be viewed as a summary, it is important to determine how well it summarizes the text in the documents. This can be done using automated techniques because the hierarchy is a predictive summary, which means the terms that occur in the hierarchies should predict the text. If one were to remove the structure of the hierarchy, a bag-of-words is all that would remain. By treating the documents as a bag-of-words, we can compare the distribution of terms found in the hierarchy to the distribution of all terms. To do this we calculate EMIM, which measures the extent to which the distributions of the two sets deviate from stochastic independence as described in Lawrie and Croft [3] . The greater the dependence between the two distributions, the better the hierarchy is a summary of the text. We use this evaluation to compare the choices of words made by our algorithm to the top ranked TF.IDF words. We found that the topics selected for the hierarchy were significantly better at summarizing the documents than the top TF.IDF terms.
Another important attribute of the hierarchy is the ability to find documents within it, which we refer to as the reachability of the hierarchy. Because of the statistical nature of the hierarchies, there is no guarantee that there will exist a path to all documents used to create the hierarchy. This evaluation imposes different cut-offs as the maximum size group a user would explore, and then calculates the percent of documents that are reachable. We compared the effects of different policies with hierarchies and with ranked lists. Specifically, we compared the percentage of documents that can be discovered with different policies for both the hierarchy and the ranked list. The performance of a hierarchy is dependent on the maximum size of the levels in the hierarchy. As expected, the hierarchy with the most number of topics in a level allows access to the most number of documents. Also, the policy that looks at the largest size document groups accesses the most number of distinct documents. A policy of looking at document groups no larger than 20 allows access to 52.6% of the documents with a standard deviation of 11.6% over all queries for hierarchies with a level of size 20. This is equivalent to examining the top 400 in the ranked list. With levels of 5, the average number of documents found is 18.8% with a standard deviation of 9.8%. Even with only 5 topics per level of the hierarchy a user can reach about 150 documents, given that an average number of documents are returned by the search engine. This number of documents is still more than the typical user is likely to see using a ranked list.
CONCLUSION
This paper breifly describes our design of hierarchies for web documents. In our preliminary evaluation, we show examples of the usefulness of the hierarchies. We show that the terms selected to be part of the hierarchy are better summary terms than the top TF.IDF terms, and that the hierarchy provides users with more access to the documents retrieved than using a ranked list alone.
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