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ли потерянной нагрузки для дискретной 𝑀/𝐺/∞–модели, в ситуации,
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Введение
Самоподобный характер и долгая память у трафика в современных телекомму-
никационных системах подтверждены многочисленными эмпирическими и анали-
тическими исследованиями. Наличие этих свойств объясняют тяжелыми хвостами
у распределений длин сообщений [3,4, 7].
Традиционно выделяются 2 подхода к анализу компьютерных систем: очере-
ди с ограниченным (𝐺𝐼/𝐶𝐼/1/ℎ) или неограниченным (𝐺𝐼/𝐶𝐼/1) накопителем и
жидкостные модели.
В 𝐺𝐼/𝐶𝐼/1–моделях учитывается влияние каждой индивидуальной единицы
(клиента), привносящей мгновенную нагрузку в систему. Жидкостные модели ис-
пользуют для описания потоков данных в ситуации, когда нагрузка поступает в
систему непрерывно, а влияние отдельных единиц информации — символов, яче-
ек, пакетов на весь трафик пренебрежимо мало. Примером таких систем явля-
ются широкополосные сети с асинхронной технологией передачи (ATM ). «Жид-
костное» представление трафика позволяет получить достаточно аккуратное его
описание, а также значительно экономит время и компьютерные ресурсы необ-
ходимые для моделирования. Более того, естественная взаимосвязь между двумя
этими подходами обеспечивает асимптотически близкие результаты для основных
характеристик качества обслуживания (Quality of Service, QoS ).
1Работа выполнена при финансовой поддержке РФФИ (проект № 18-07-00678).
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Характеристики QoS в системах массового обслуживания с самоподобными
потоками кардинально отличаются от традиционных марковских моделей и требу-
ют серьезного пересмотра из–за существенной недооценки предлагаемой нагруз-
ки. Сложная структура потоков нагрузки, как правило, не позволяет получить
«конечные» формулы для их расчета. Однако, в определенных случаях, удает-
ся описать асимптотическое поведение некоторых характеристик или указать для
них определенные асимптотические границы. Наиболее востребованными харак-
теристиками QoS служат вероятности переполнения буфера и потери нагрузки, а
также средняя величина потерь.
В большинстве известных к настоящему времени работ рассматриваются ис-
ключительно монофрактальные потоки, являющиеся результатом агрегирования
(multiplexing) процессов с одинаковыми показателями самоподобия. Поэтому осо-
бый интерес для исследования представляет ситуация, когда объединяемые пото-
ки могут характеризоваться разными значениями коэффициента Хёрста 𝐻.
1. Вспомогательные понятия
Выше отмечалось, что особый интерес для анализа в настоящий момент време-
ни представляют модели входящих потоков, характеризующиеся длинными хво-
стами у распределения нагрузки.
Определение 1. Говорят, что распределение 𝐹 неотрицательной случайной ве-
личины X имеет длинный хвост (long–tailed distribution) (𝐹 ∈ ℒ), если
lim
𝑥→∞
𝐹 (𝑥− 𝑦)
𝐹 (𝑥)
= 1, ∀𝑦 ∈ 𝑅,
где 𝐹 (𝑥) = 𝑃 (𝑋 > 𝑥) — правый хвост распределения 𝐹 .
Класс ℒ — наиболее общий класс распределений c тяжелыми хвостами
(heavy–tailed distributions). В зависимости от целей исследования в нем выделя-
ются несколько подклассов ℛ𝛼 ⊂ ℐℛ ⊂ 𝒮 ⊂ ℒ. В практических приложениях
наиболее востребованным является класс ℛ𝛼 распределений с правильно меняю-
щимся хвостом.
Определение 2. Говорят, что распределение 𝐹 неотрицательной случай-
ной величины X является субэкспоненциальным (subexponential distribution)
(𝐹 ∈ ℒ), если
lim
𝑥→∞
𝐹
𝑛*
(𝑥)
𝐹 (𝑥)
= 𝑛,
где 𝐹
𝑛*
(𝑥) = 𝑃 (𝑋1 + . . .+𝑋𝑛 > 𝑥) — хвост свертки 𝑛 одинаковых распределений.
Определение 3. Говорят, что распределение 𝐹 неотрицательной случай-
ной величины X принадлежит классу ℐℛ (intermediately regularly varying)
(𝐹 ∈ ℐℛ), если
lim
𝜈↓1
lim inf
𝑥→∞
𝐹 (𝜈𝑥)
𝐹 (𝑥)
= 1.
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Определение 4. Говорят, что распределение 𝐹 неотрицательной случайной ве-
личины X имеет правильно меняющийся хвост (regularly varying distribution)
(𝐹 ∈ ℛ𝛼), если
𝐹 (𝑥) =
𝐿(𝑥)
𝑥𝛼
, 𝛼 > 0,
где функция 𝐿(𝑥) медленно меняется на бесконечности, т.е.
lim
𝑥→∞
𝐿(𝜈𝑥)
𝐿(𝑥)
= 1, 𝜈 > 1.
2. Средняя доля потерянной нагрузки в 𝑀/𝐺/∞–модели
Следуя [5, 6], рассмотрим жидкостную модель трафика с 𝑀/𝐺/∞ входя-
щим потоком и пропускной способностью канала 𝑐 > 0. Входящий поток
{𝐴∞𝑡 , 𝑡 > 0} описывается точечным процессом Пуассона с интенсивностью Λ, чьи
точки указывают на начало активных периодов. Каждый активный период по-
рождает нагрузку со скоростью 𝑟 в течение случайного периода времени длитель-
ностью 𝜏𝑜𝑛. Для разных активных периодов их длины независимы и одинаково
распределены. Под ℎ в дальнейшем мы подразумеваем объем накопителя.
Известно [6], что модель 𝑀/𝐺/∞ может быть получена как предел при
𝜆𝑁 → Λ, 𝜆 → 0, 𝑁 → ∞ агрегированного процесса {𝐴𝑁𝑡 , 𝑡 > 0}, являюще-
гося суммой 𝑁 однородных ON/OFF–процессов с экспоненциальными (Exp(𝜆))
OFF–периодами и субэкспоненциальными ON –периодами. Тогда для агрегиро-
ванного ON/OFF–процесса 𝐴𝑁𝑡 , 𝑁 → ∞ средние длительности 𝑛–тых активного
периода и периода покоя равны
𝑀(𝑇 𝑜𝑛𝑛 ) =
1
Λ
(︁
𝑒Λ𝑀(𝜏𝑜𝑛) − 1
)︁
, 𝑀(𝑇 𝑜𝑓𝑓𝑛 ) =
1
Λ
.
Пусть 𝐷𝑛 есть прирост нагрузки в течение 𝑛–го периода активности. Тогда при
𝑐 6 𝑟 справедлив аналог уравнения Линдли для длины очереди 𝑊ℎ𝑛
𝑊𝑛+1 =
(︀
min(𝑊𝑛 + 𝐷𝑛, ℎ)− 𝑐 · 𝑇 𝑜𝑓𝑓𝑛
)︀+
, 𝑛 > 0, (1)
где (𝑥)+ = max(0, 𝑥).
Среднюю долю потерь нагрузки можно определить по правилу
𝜆ℎ𝑙𝑜𝑠𝑠 = lim
𝑡→∞
𝐿(0, 𝑡)
𝑡
, (2)
где 𝐿(0, 𝑡) — величина потерь на (0, 𝑡).
В [5] (теорема 5) было показано, что в случае субэкспоненциальных распреде-
лений для длин активных периодов средние потери в системах с очередями и в
жидкостных моделях асимптотически эквивалентны, т.е.
𝑀(𝑊𝑛 + 𝐷𝑛+1 − ℎ)+ ∼𝑀
(︀
min(𝑊𝑛 + 𝐷𝑛+1, ℎ)− 𝐶𝑛+1
)︀+∼𝑀(𝐷 − ℎ)+, ℎ→∞,
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где 𝐶𝑛+1 — величина обслуженной нагрузки. Поэтому справедливо соотношение
𝜆ℎ𝑙𝑜𝑠𝑠 =
𝑀
(︀
𝑊𝑛 + 𝐷𝑛+1 − ℎ
)︀+
𝑀(𝑇 𝑜𝑛𝑛 ) + 𝑀(𝑇
𝑜𝑓𝑓
𝑛 )
. (3)
Если 𝜏𝑜𝑛 ∈ ℐℛ, 0 < 𝑐 < 𝑟+𝑟Λ𝑀(𝜏𝑜𝑛) и 𝜈 = 𝑟+𝜌−𝑐, то справедливо следующее
асимптотическое соотношение для 𝐷𝑛
𝑃 (𝐷𝑛 > 𝑥) ∼ 𝑒Λ𝑀(𝜏𝑜𝑛)𝑃
(︀
𝜈 · 𝜏𝑜𝑛 > 𝑥
)︀
, 𝑥→∞. (4)
Учитывая (3) и (4), можно сформулировать следующий результат о средней
доле потерянной нагрузки
Теорема 1 (см. [5]). Пусть 𝜌 = Λ𝑟𝑀(𝜏𝑜𝑛) < 𝑐 6 𝑟 и 𝜏𝑜𝑛 ∈ ℐℛ. Тогда
𝜆ℎ𝑙𝑜𝑠𝑠 ∼ Λ𝑀(𝜈 · 𝜏𝑜𝑛 − ℎ)+, ℎ→∞. (5)
Замечание 1. Поскольку распределения с правильно меняющимися хвостами вхо-
дят в класс ℐℛ при всех 𝛼 > 0, результат (5) будет также справедлив для 𝜏𝑜𝑛 ∈ ℛ𝛼.
3. Основной результат
3.1 Однородный случай
В качестве практической иллюстрации применения формулы (5) рассмотрим
дискретизованную версию 𝑀/𝐺/∞–потока, в котором
1) время разделено на слоты длины 1;
2) число источников 𝜉𝑡, «прибывающих» в систему в каждый момент времени,
имеет распределение Пуассона с параметром 𝜆;
3) длины активных периодов источников 𝜏𝑜𝑛 (здесь 𝜏𝑜𝑛 — общее обозначение
для длин {𝜏𝑠𝑜𝑛, 𝑠 ∈ 𝑍+} по всем источникам) взаимно независимы, независи-
мы от 𝜉𝑡 и имеют дискретное распределение Парето с конечным средним и
бесконечной дисперсией, т.е.
𝑃 (𝜏𝑜𝑛 = 𝑛) =
𝑐0
𝑛−𝛼−1
, 𝑐0 > 0, 1 < 𝛼 < 2.
Трафик 𝑌𝑡 есть суперпозиция пакетов, генерируемых всеми источника-
ми, активными в момент 𝑡. Для каждого фиксированного 𝑡 случайная ве-
личина 𝑌𝑡 имеет пуассоновское распределение со средним и дисперсией
𝑀(𝑌𝑡) = 𝐷(𝑌𝑡) = 𝜆 ·𝑀(𝜏𝑜𝑛). Процесс {𝑌𝑡, 𝑡 > 0} — асимптотически самоподобен
с параметром Хёрста 𝐻 =
3− 𝛼
2
и имеет долгую память, поскольку 𝐻 ∈ (0.5, 1)
при 1 < 𝛼 < 2.
Без ограничения общности можно считать, что длина каждого пакета равна
единице и 𝑟 = 𝑐 = 1. В каждый момент времени 𝑡 в канале может находить-
ся не более одного пакета, а буфер хранит 𝑍𝑡 6 ℎ пакетов. Следовательно, если
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𝑌𝑡 + 𝑍𝑡 > ℎ + 1, то 𝑌𝑡 + 𝑍𝑡 − ℎ − 1 пакетов обязательно будут утеряны. Момент 𝑡
называется моментом переполнения, если теряется хотя бы один пакет, сгене-
рированный в этот момент. Какие пакеты направляются на обслуживание, а какие
отбрасываются при переполнении буфера, определяет дисциплина обслуживания
𝑑 ∈ 𝐷(ℎ). На вычисление характеристик QoS этот факт не влияет.
Эта математическая модель, пригодная для описания передачи данных в со-
временных широкополосных сетях (ATM ), была предложена и подробно описана
в работах Цыбакова и его соавторов [8–10]. В данных работах для однородного
потока были найдены верхние и нижние асимптотические границы для вероятно-
стей переполнения буфера и потери нагрузки. В настоящей статье внимание будет
сосредоточено на асимптотической оценке средней доли потерянной нагрузки для
однородного и неоднородного потока данных.
Теорема 2. В описанной выше дискретной версии 𝑀/𝐺/∞–модели при
𝑀(𝜏𝑜𝑛) < ∞ справедлива следующая асимптотическая оценка для средней доли
потерь нагрузки
𝜆ℎ𝑙𝑜𝑠𝑠 ∼ 𝑙 · ℎ−𝛼+1, ℎ→∞, (6)
где 𝑙 =
𝑐0 · 𝜆 · 𝜈𝛼
𝛼 · (𝛼− 1) и 𝜈 = 𝑟 + 𝜆𝑟𝑀
(︁
𝜏𝑜𝑛
)︁
− 𝑐.
Доказательство. При больших ℎ имеем
𝜆 ·𝑀(𝜈𝜏𝑜𝑛 − ℎ)+ = 𝜆 · 𝜈 ·𝑀
(︂
𝜏𝑜𝑛 − ℎ
𝜈
)︂+
∼ 𝜆 · 𝜈 ·
∞∑︁
𝑛=[ℎ𝜈 ]
𝑃 (𝜏𝑜𝑛 > 𝑛),
[𝑥] — целая часть числа 𝑥. Следовательно,
𝜆ℎ𝑙𝑜𝑠𝑠 ∼ 𝜆 · 𝜈 ·
∞∑︁
𝑛=[ℎ𝜈 ]
𝑃 (𝜏𝑜𝑛 > 𝑛), ℎ→∞.
Поскольку
𝑐0 · 𝑛−𝛼
𝛼
6 𝑃 (𝜏𝑜𝑛 > 𝑛) 6
𝑐0 · (𝑛− 1)−𝛼
𝛼
и
𝑚−𝛼+1
𝛼− 1 6
∞∑︁
𝑛=𝑚
𝑛−𝛼 6 (𝑚− 2)
−𝛼+1
𝛼− 1 , 𝑚 > 2, 1 < 𝛼 < 2,
то справедливы следующие неравенства
𝑐0 · 𝜆 · 𝜈
𝛼 · (𝛼− 1) ·
[︂
ℎ
𝜈
]︂−𝛼+1
6 𝜆 · 𝜈 ·
∞∑︁
𝑛=[ℎ𝜈 ]
𝑃 (𝜏𝑜𝑛 > 𝑛) 6
𝑐0 · 𝜆 · 𝜈
𝛼 · (𝛼− 1)
(︂[︂
ℎ
𝜈
]︂
− 2
)︂−𝛼+1
.
При больших ℎ получаем
𝑐0 · 𝜆 · 𝜈
𝛼 · (𝛼− 1) ·
[︂
ℎ
𝜈
]︂−𝛼+1
∼ 𝑐0 · 𝜆 · 𝜈
𝛼
𝛼 · (𝛼− 1) · ℎ
−𝛼+1,
𝑐0 · 𝜆 · 𝜈
𝛼 · (𝛼− 1)
(︂[︂
ℎ
𝜈
]︂
− 2
)︂−𝛼+1
∼ 𝑐0 · 𝜆 · 𝜈
𝛼
𝛼 · (𝛼− 1) · ℎ
−𝛼+1,
что и доказывает результат (6).
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3.2 Неоднородный случай
Допустим, что нагрузку в систему привносят источники 2 6 𝑟 < ∞ разных
типов [1,2]. Все источники взаимно независимы. Каждый тип 1 6 𝑘 6 𝑟 источников
характеризуется своими частотой появления 𝜆(𝑘) и распределением Парето для
длины 𝜏
(𝑘)
𝑜𝑛 активного периода:
𝑃 (𝜏 (𝑘) = 𝑛) = 𝑐
(𝑘)
0 · 𝑛−𝛼
(𝑘)−1, 1 < 𝛼(1) < . . . < 𝛼(𝑟) < 2.
В этом случае 𝜉𝑡 = 𝜉
(1)
𝑡 + ... + 𝜉
(𝑟)
𝑡 , где пуассоновские величины 𝜉
(𝑘)
𝑡 есть ко-
личество источников типа 𝑘, «проснувшихся» в момент 𝑡. Так как 𝜉
(𝑘)
𝑡 независи-
мы, то совокупный поток 𝜉𝑡 также имеет распределение Пуассона с параметром
𝜆 = 𝜆(1) + . . . + 𝜆(𝑟). Мы полагаем, что общая интенсивность потока 𝜆 = 𝑐𝑜𝑛𝑠𝑡
неизменна, однако доли {𝜆(𝑘), 1 6 𝑘 6 𝑟}, отведенные источникам каждого типа
в совокупном трафике, могут меняться.
Каждый источник независимо от его типа генерирует 𝑟 = 1 пакетов во время
своего периода активности. Размер буфера равен ℎ <∞, пропускная способность
канала 𝑐 равна 1. Какого типа пакет теряется при переполнении буфера, зависит
от конкретной дисциплины 𝑑 ∈ 𝐷(ℎ) и на дальнейшие рассуждения не влияет.
Новый входящий поток 𝑌 *𝑡 = 𝑌
(1)
𝑡 + . . .+ 𝑌
(𝑟)
𝑡 есть суперпозиция независимых
процессов {𝑌 (𝑘)𝑡 , 𝑘 = 1, . . . , 𝑟}, определенных выше.
Положим
𝑑(𝑘) =
𝜆(𝑘)
𝜆
и зададим распределения 𝜉* и 𝜏*𝑜𝑛, характеризующих поток 𝑌
*
𝑡 , по правилам
𝑃 (𝜉* = 𝑚) =
𝑟∑︁
𝑘=1
𝑑(𝑘) · 𝑃 (𝜉(𝑘) = 𝑚) =
𝑟∑︁
𝑘=1
𝑑(𝑘) ·
(︀
𝜆(𝑘)
)︀𝑚
𝑚!
· 𝑒−𝜆(𝑘) (7)
и
𝑃 (𝜏* = 𝑥) =
𝑟∑︁
𝑘=1
𝑑(𝑘) · 𝑃 (𝜏 (𝑘)𝑜𝑛 = 𝑥) =
𝑟∑︁
𝑘=1
𝑑(𝑘) · 𝑐(𝑘)0 · 𝑥−𝛼
(𝑘)−1. (8)
Хорошо известно, что без дополнительных ограничений на структуру моде-
ли, в потоке доминируют источники с самым длинным активным периодом. В
нашем случае это источники первого типа, поскольку при фиксированных 𝜆(𝑘) и
𝜆 первое слагаемое в (8) c ростом 𝑥 убывает медленнее чем все остальные и на
бесконечности 𝑃 (𝜏* = 𝑥) приобретает асимптотику 𝑐 · 𝑥−𝛼(1)−1 самого «тяжело-
го» из рассматриваемых распределений. Влияние же оставшихся источников на
поведение системы пренебрежимо мало.
Рассмотрим ситуацию, когда источник любого типа оказывает нетривиальное
влияние на показатели QoS. Для этого переопределим специальным образом доли
«тяжелых» и «легких» заявок в системе.
Выберем веса 𝑑(𝑘) следующим образом
𝑑(𝑘) = ℎ𝛼
(𝑘)−𝛼(𝑟) , 𝑘 = 1, . . . , 𝑟 − 1,
𝑑(𝑟) = 1− 𝑑(1) − . . .− 𝑑(𝑟−1). (9)
Легко видеть, что 𝑑(𝑟) → 1, 𝑑(𝑘) → 0, 𝑘 = 1, . . . , 𝑟 − 1 при ℎ→∞.
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Теорема 3. В описанной выше дискретной версии 𝑀/𝐺/∞–модели при выполне-
нии условий (9) и𝑀
(︁
𝜏
(𝑟)
𝑜𝑛
)︁
<∞ справедлива следующая асимптотическая оценка
для средней доли потерь нагрузки
𝜆ℎ𝑙𝑜𝑠𝑠𝑛 ∼ ̃︀𝑙 · ℎ−𝛼(𝑟)+1, ℎ→∞, (10)
где ̃︀𝑙 = 𝑟∑︁
𝑘=1
𝜆 · 𝑐(𝑘)0 · 𝜈𝛼
(𝑘)
*
𝛼(𝑘) · (𝛼(𝑘) − 1) и 𝜈* = 𝑟 + 𝜆𝑟𝑀
(︁
𝜏
(𝑟)
𝑜𝑛
)︁
− 𝑐.
Доказательство. Поскольку нас интересует режим большого буфера ℎ → ∞, а
веса источников разных типов ведут себя согласно (9), то
𝑀
(︁
𝜏*𝑜𝑛
)︁
=
𝑟∑︁
𝑘=1
𝑑(𝑘)𝑀
(︁
𝜏 (𝑘)𝑜𝑛
)︁
→𝑀
(︁
𝜏 (𝑟)𝑜𝑛
)︁
⇒ 𝜈* → 𝑟 + 𝜆𝑟𝑀
(︁
𝜏 (𝑟)𝑜𝑛
)︁
− 𝑐.
Теперь для средней величины потерь справедливо
𝜆ℎ𝑙𝑜𝑠𝑠𝑛 ∼ 𝜆 · 𝜈* ·
𝑟∑︁
𝑘=1
∞∑︁
𝑛=[ ℎ𝜈* ]
𝑑(𝑘)𝑃
(︁
𝜏 (𝑘)𝑜𝑛 > 𝑛
)︁
, ℎ→∞.
Проводя рассуждения, аналогичные приведенным выше, устанавливаем спра-
ведливость оценок
𝑑(𝑘) ·
∞∑︁
𝑛=[ ℎ𝜈* ]
𝑃
(︁
𝜏 (𝑘)𝑜𝑛 > 𝑛
)︁
> 𝑑
(𝑘) · 𝑐(𝑘)0
𝛼(𝑘) · (𝛼(𝑘) − 1) ·
[︂
ℎ
𝜈*
]︂−𝛼(𝑘)+1
,
𝑑(𝑘) ·
∞∑︁
𝑛=[ ℎ𝜈* ]
𝑃
(︁
𝜏 (𝑘)𝑜𝑛 > 𝑛
)︁
6 𝑑
(𝑘) · 𝑐(𝑘)0
𝛼(𝑘) · (𝛼(𝑘) − 1) ·
(︂[︂
ℎ
𝜈*
]︂
− 2
)︂−𝛼(𝑘)+1
.
В силу определения 𝑑(𝑘) при больших ℎ
𝑑(𝑘) · 𝑐(𝑘)0
𝛼(𝑘) · (𝛼(𝑘) − 1) ·
[︂
ℎ
𝜈*
]︂−𝛼(𝑘)+1
∼ 𝑐
(𝑘)
0 · 𝜈𝛼
(𝑘)−1
*
𝛼(𝑘) · (𝛼(𝑘) − 1) · ℎ
−𝛼(𝑟)+1,
𝑑(𝑘) · 𝑐(𝑘)0
𝛼(𝑘) · (𝛼(𝑘) − 1) ·
(︂[︂
ℎ
𝜈*
]︂
− 2
)︂−𝛼(𝑘)+1
∼ 𝑐
(𝑘)
0 · 𝜈𝛼
(𝑘)−1
*
𝛼(𝑘) · (𝛼(𝑘) − 1) · ℎ
−𝛼(𝑟)+1.
Окончательно получаем
𝜆ℎ𝑙𝑜𝑠𝑠𝑛 ∼
(︃
𝜆 ·
𝑟∑︁
𝑘=1
𝑐
(𝑘)
0 · 𝜈𝛼
(𝑘)
*
𝛼(𝑘) · (𝛼(𝑘) − 1)
)︃
· ℎ−𝛼(𝑟)+1 = ̃︀𝑙 · ℎ−𝛼(𝑟)+1, ℎ→∞.
Замечание 2. При доказательстве теоремы веса источников были подобраны так,
чтобы самые «легкие» заявки играли доминирующую роль в общем потоке. Мож-
но было использовать любую другую нормировку, позволяющую источнику опре-
деленного типа нетривиально влиять на характеристики QoS.
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Заключение
В данной статье исследовалось асимптотическое поведение средней доли по-
терянной нагрузки в дискретной неоднородной 𝑀/𝐺/∞–модели трафика. Была
получена асимптотическая оценка для исследуемого показателя и показано, что
при соответствующем выборе частот появления активных периодов с различны-
ми распределениями их длин любой источник способен нетривиальным образом
влиять на производительность телекоммуникационной системы.
Получившаяся оценка
𝜆ℎ𝑙𝑜𝑠𝑠 ∼ 𝑙 · ℎ−𝛼+1, 𝜆ℎ𝑙𝑜𝑠𝑠𝑛 ∼ ̃︀𝑙 · ℎ−𝛼(𝑟)+1, ℎ→∞,
где 𝑙 и ̃︀𝑙 есть явно вычисляемые константы, проста и удобна для практического
применения. Но в связи с ее асимптотическим характером возникает отдельная
интересная задача об установлении величины буфера, начиная с которой данная
асимптотика будет справедливой. Решение этой задачи лежит в сфере имитаци-
онного моделирования, чему будет посвящена отдельная статья.
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