We present a collection of new results on problems related to 3SUM, including:
INTRODUCTION

Motivation: Bounded Monotone (min,+) Convolution
Our work touches on two of the most tantalizing open algorithmic questions:
• Is there a truly subcubic (O(n 3−δ )-time) algorithm for all-pairs shortest paths (APSP) in general dense edgeweighted graphs? If all the edge weights are small integers bounded by a constant, then the answer is known to be yes, using fast matrix multiplication [33] , but the question remains open not only for arbitrary real weights, but even for integer weights in, say, [n] . 1 The current best combinatorial algorithms run in slightly subcubic O((n 3 / log 2 n)(log log n) O(1) ) time [12, 18] . The recent breakthrough by Williams [32] achieves n 3 /2 Ω( √ log n) expected time (using fast rectangular matrix multiplication).
• Is there a truly subquadratic (O(n 2−δ )-time) algorithm for the 3SUM problem? The problem can be stated as follows (out of several equivalent formulations): given sets A, B, S of size n, decide whether there exists a triple (a, b, s) ∈ A × B × S such that a + b = s; in other words, decide whether (A + B) ∩ S = ∅.
2 All 3SUM algorithms we are aware of actually solve a slight extension which we will call the 3SUM + problem: decide for every element s ∈ S whether a + b = s for some (a, b) ∈ A × B; in other words, report all elements in (A + B) ∩ S. If A, B, S ⊆ [cn], then the problem can be solved in O(cn log n) time by fast Fourier transform (FFT), since it reduces to convolution for 0-1 sequences of length cn. However, the question remains open for general real values, or just integers from [n] 2 . The myriad "3SUM-hardness" results showing reductions from both real and integer 3SUM to different problems about computational geometry, graphs, and strings [15, 25, 7, 26, 30, 1, 2, 19, 21] tacitly assume that the answer could be no. The current best algorithm for integer 3SUM or 3SUM
+ by Baran et al. [7] runs in slightly subquadratic O((n 2 / log 2 n)(log log n) 2 ) expected time. Grønlund and Pettie's recent breakthrough for general real 3SUM or 3SUM
+ [17] achieves O((n 2 / log 2/3 n)(log log n) 2/3 ) deterministic time or O((n 2 / log n)(log log n) 2 ) expected time.
Our starting point concerns one of the most basic special cases-of both problems simultaneously-where finding a truly subquadratic algorithm has remained open. Put another way, solving the problem below is a prerequisite towards solving APSP in truly subcubic or 3SUM + in truly subquadratic time:
Problem: (Bounded Monotone (min,+) Convolution)
Given two monotone increasing sequences a0, . . . , an−1 and b0, . . . , bn−1 lying in [O(n)], compute their (min,+) convolution s0, . . . , s2n−2, where s k = min
If all the ai's and bi's are small integers bounded by c, then (min,+) convolution can be reduced to classical convolution and can thus be computed in O(cn log n) time by FFT. If the differences ai+1 − ai and bi+1 − bi are randomly chosen from {0, 1}, then we can subtract a linear function i/2 from ai and bi to get sequences lying in a smaller range [ O( √ n)] and thus solve the problem by FFT in O(n 3/2 ) time w.h.p.
3
However, these observations do not seem to help in obtaining truly subquadratic worst-case time for arbitrary bounded monotone sequences. We reveal the connection to APSP and 3SUM + :
• A simple argument [10] show that (min,+) convolution can be reduced to (min,+) matrix multiplication, which in turn is known to be equivalent to APSP. More precisely, if we can compute the (min,+) matrix multiplication of two n × n matrices, or solve APSP, in T (n) time, then we can compute the (min,+) convolution of two sequences of length n in O( √ nT ( √ n)) time. The APSP result by Williams immediately leads to an n 2 /2 Ω( √ log n) -time algorithm for (min,+) convolution, the best result known to date. The challenge is to see if the bounded monotone case can be solved more quickly.
• Alternatively, bounded monotone (min,+) convolution can be reduced to O(log n) instances of 3SUM + for integer point sets in 2D, by setting A = {(i, a) : ai ≤ a < ai+1} and
2 , and choosing S appropriately to simulate a simultaneous binary search (as we explain in the full paper). Two
The current best result for integer 3SUM + leads to worse bounds, but the 3 The O notation hides polylogarithmic factors; "w.h.p." means "with high probability", i.e., with probability at least 1 − 1/n c for input size n and an arbitrarily large constant c.
above reduction requires only a special case of 3SUM + , when the points in each of the 2D sets A, B, S in [O(n)] 2 form a monotone increasing sequence in both coordinates simultaneously. The challenge is to see if the 3SUM + in this 2D monotone case can be solved more quickly.
The bounded monotone (min,+) convolution problem has a number of different natural formulations and applications:
• Computing the (min,+) convolution for two integer sequences in the bounded differences case, where |ai+1 − ai|, |bi+1 − bi| ≤ c for some constant c, can be reduced to the bounded monotone case by just adding a linear function ci to both ai and bi. (The two cases turn out to be equivalent.)
• Our original motivation concerns histogram indexing (a.k.a. jumbled indexing) for a binary alphabet: the problem is to preprocess a string c1 · · · cn ∈ {0, 1} * , so that we can decide whether there is a substring with exactly i 0's and j 1's for any given i, j (or equivalently, with length k and exactly j 1's for any given j, k). Histogram indexing has been studied in over a dozen papers in the string algorithms literature in the last several years, and the question of obtaining a truly subquadratic preprocessing algorithm in the binary alphabet case has been raised numerous times (e.g., see [11, 23, 24] and the introduction of [2] for a more detailed survey). In the binary case, preprocessing amounts to computing the minimum number s k (and similarly the maximum number s k ) of 1's over all length-k substrings for every k. Setting ai to be the prefix sum c1 + · · · + ci, we see that s k = min n i=k (ai − a i−k ), which is precisely a (min,+) convolution after negating and reversing the second sequence. The sequences are monotone increasing and lie in ±[n] (and incidentally also satisfy the bounded differences property). Thus, binary histogram indexing can be reduced to bounded monotone (min,+) convolution. (In fact, the two problems turn out to be equivalent.)
• In another formulation of the problem, we are given n integers in [O(n)] and want to find an interval of length containing the smallest/largest number of elements, for every ∈ [O(n)]; or find an interval containing k elements with the smallest/largest length, for every k ∈ [n]. This is easily seen to be equivalent to binary histogram indexing.
• For yet another application, a "necklace alignment" problem studied by Bremner et al. [10] , when restricted to input sequences in [O(n)], can also be reduced to bounded monotone (min,+) convolution.
New Result
We present the first truly subquadratic algorithm for bounded monotone (min,+) convolution, and thus for all its related applications such as binary histogram indexing. The randomized version of our algorithm runs in O(n 1.859 ) expected time; the curious-looking exponent is more precisely (9 + √ 177)/12. The deterministic version of the algorithm has a slightly worse O(n 1.864 ) running time. Our randomized algorithm uses FFT, while our deterministic algorithm uses both FFT and fast (rectangular) matrix multiplication.
New Technique via Additive Combinatorics
Even more interesting than the specific result is our solution, which surprisingly relies on tools from a different area: additive combinatorics. We explain how we are led to that direction.
It is more convenient to consider the reformulation of the bounded (min,+) monotone convolution problem, in terms of solving 3SUM
+ over certain 2D monotone sets A, B, S in [O(n)] 2 , as mentioned earlier. A natural approach to get a truly subquadratic algorithm is via divide-and-conquer. For example, we can partition each input set into subsets by considering a grid of side length and taking all the nonempty grid cells; because of monotonicity of the sets, there are O(n/ ) nonempty grid cells each containing O( ) points. For every pair of a nonempty grid cell of A and a nonempty grid cell of B, if their sum lands in or near a nonempty grid cell of S, we need to recursively solve the problem for the subsets of points in these cells. "Usually", not many pairs out of the O((n/ )
2 ) possible pairs would satisfy this condition and require recursive calls. However, there are exceptions; the most obvious case is when the nonempty grid cells of A, B, S all lie on or near a line. But in that case, we can subtract a linear function from the y-coordinates to make all y-values small integers, and then solve the problem by FFT directly! Thus, we seek some combinatorial theorem roughly stating that if many pairs of A × B have sum in or near S, then the sets A and B must be "special", namely, close to a line. (We will apply the theorem to the sets of nonempty grid cells in Z 2 , with N = O(n/ ).) The original proof by Balog and Szemerédi [5] used heavy machinery, namely, the regularity lemma, and had a much weaker superexponential dependency on α. A much simpler proof with a polynomial α-dependency later appeared in a (small part of a famous) paper by Gowers [16] . Balog [4] and Sudakov et al. [28] further refined the factor to the stated (1/α) 5 . Since then, the theorem has appeared in books [29] and surveys [22, 31] . Although additive combinatorics, and specifically the BSG Theorem, have found some applications in theoretical computer science before [22, 31] (for example, in property testing [8] ), we are not aware of any applications in classical algorithms-we believe this adds further interest to our work.
Four points about the BSG Theorem statement are relevant to our algorithmic applications:
• First, as it reveals, the right criterion of "special" is not that the two sets A and B are close to a line, but rather that their sumset A + B has small size. According to another celebrated theorem from additive combinatorics, Freiman's Theorem [14, 29] , if a sumset A + A has size O(|A|), then A indeed has special structure in the sense that it must be close to a projection of a higherdimensional lattice. Fortunately, we do not need this theorem (which requires a more complicated proof and has superexponential α-dependency): if A + B has small size, we can actually compute A + B by FFT directly, as explained in the "FFT Lemma" of Section 2.
• Second, the theorem does not state that A and B themselves must be special, but rather that we can extract large subsets A and B which are special. In our applications, we need to "cover" all possible pairs in {(a, b) ∈ A × B : a + b ∈ S}, and so we need a stronger version of the BSG Theorem which allows us to remove already covered pairs and iterate. Fortunately, Balog [4] and Szemerédi et al. [28] provided a version of the BSG Theorem that did precisely this; see Section 2 for the precise statement. The resulting corollary on pairs covering is dubbed the "BSG Corollary" in Section 2.
• The BSG Theorem was originally conceived with the setting of constant α in mind, but polynomial α-dependency (which fortunately we have) will be critical in obtaining truly subquadratic algorithms in our applications, as we need to choose α (and ) to balance the contribution of the "usual" vs. "special" cases.
• The BSG Theorem is originally a mathematical result, but the time complexity of the construction will matter in our applications. We present, to our knowledge, the first time bounds in Theorem 2.3.
Once all the components involving the BSG Corollary and the FFT Lemma are in place, our main algorithm for bounded monotone (min,+) convolution can be described simply, as revealed in Section 3.
Other Consequences of the New Technique
The problem we have started with, bounded monotone (min,+) convolution, is just one of many applications that can be solved with this technique. We briefly list our other results:
• We can solve 3SUM
+ not only in the 2D monotone case, but also in the d-dimensional monotone case in truly subquadratic O(n • In 1D, we can solve integer 3SUM + in truly subquadratic n 2−Ω(δ) time if the input sets are clustered in the sense that they can be covered by n 1−δ intervals of length n (Corollary 4.3). In fact, just one of the sets A needs to be clustered. This is the most general setting of 3SUM we know that can be solved in truly subquadratic time (hence, the title of the paper). In some sense, it "explains" all the other results. For example, d-dimensional monotone sets, when mapped down to 1D in an appropriate way, become clustered integer sets.
• We can also solve a data structure version of 3SUM + where S is given online: preprocess A and B so that we can decide whether any query point s is in A + B. For example, if A and B are monotone in [n] d , we get truly subquadratic O(n 2−δ ) expected preprocessing time and truly sublinear O(n 2/3+δ(d+13)/6 ) query time for any sufficiently small δ > 0 (Corollary 5.3).
• As an immediate application, we can solve the histogram indexing problem for any constant alphabet size d: we can preprocess any string c1 · · · cn ∈ [d] * in truly subquadratic O(n 2−δ ) expected time, so that we can decide whether there is a substring whose vector of character counts matches exactly a query vector in truly sublinear O(n 2/3+δ(d+13)/6 ) time for any sufficiently small δ > 0 (Corollary 5.4). This answers an open question and improves a recent work by Kociumaka et al. [20] . Furthermore, if n queries are given offline, we can answer all queries in total O(n 2−2/(d+13) ) expected time (Corollary 4.6). As d gets large, this upper bound approaches a conditional lower bound recently shown by Amir et al. [2] .
• For another intriguing consequence, we can preprocess any universes A0, B0, S0 ⊆ Z of n integers so that given any subsets A ⊆ A0, B ⊆ B0, S ⊆ S0, we can solve 3SUM + for A, B, S in truly subquadratic O(n 13/7 ) time (Theorem 6.1). Remarkably, this is a result about general integer sets. One of the results in Bansal and Williams' paper [6] mentioned precisely this problem but obtained much weaker polylogarithmic speedups. When S0 is not given, we can still achieve O(n 1.9 ) time (Theorem 6.2).
INGREDIENTS: THE BSG THEOREM/ COROLLARY AND FFT LEMMA
As noted in the introduction, the key ingredient behind all of our results is the Balog-Szemerédi-Gowers Theorem. Below, we state the particular version of the theorem we need, which can be found in the papers by Balog [4] and Sudakov et al. [28] . A complete proof is redescribed in the full paper. 
The main case to keep in mind is when |A| = |B| = N and t = 1, which is sufficient for many of our applications, although the more general "asymmetric" setting does arise in at least two of the applications.
In some monochromatic versions of the BSG Theorem, A = B (or A = −B) and we further insist that A = B (or A = −B ); there, the α-dependencies are a bit worse.
In some simpler versions of the BSG Theorem that appeared in many papers (including the version mentioned in the introduction), we are not given G, but rather a set S of size tN with |{(a, b) : a + b ∈ S}| ≥ αN 2 ; in other words, we take G = {(a, b) : a + b ∈ S}. Condition (ii) is replaced by |A |, |B | ≥ Ω(αN ). For our applications, it is crucial to consider the version with a general G. This is because of the need to apply the theorem iteratively.
If we apply the theorem iteratively, starting with G = {(a, b) : a+b ∈ S} for a given set S, and repeatedly removing A × B from G, we obtain the following corollary, which is the combinatorial result we will actually use in all our applications (and which, to our knowledge, has not been stated explicitly before): Corollary 2.2. (BSG Corollary) Let A, B, S be finite subsets of an abelian group. Suppose that |A||B| = O(N 2 ) and |S| ≤ tN . For any α < 1, there exist subsets A1, . . . , A k ⊆ A and B1, . . . , B k ⊆ B such that
. . , k, and
A naive argument gives only k = O((1/α) 2 ), as each iteration removes Ω(α 2 |A||B|) edges from G, but a slightly more refined analysis, given in the full paper, lowers the bound to
None of the previous papers on the BSG Theorem addresses the running time of the construction, which will of course be important for our algorithmic applications. A polynomial time bound easily follows from most known proofs of the BSG Theorem, and is already sufficient to yield some nontrivial result for bounded monotone (min,+)-convolution and binary histogram indexing. However, a quadratic time bound is necessary to get nontrivial results for other applications such as histogram indexing for larger alphabet sizes. In the full paper, using a number of additional ideas (e.g., sampling tricks for sublinear algorithms), we show that the construction in the BSG Theorem/Corollary can indeed be done in near quadratic time with randomization, or in matrix multiplication time deterministically.
Theorem 2.3. In the BSG Corollary, the subsets A1, . . . , A k , B1, . . . , B k , the remainder set R, and all the sumsets Ai + Bi can be constructed by
where M(n1, n2, n3) is the complexity of multiplying an n1 × n2 and an n2 × n3 matrix, or (ii) a randomized Las Vegas algorithm in expected time
We need one more ingredient. The BSG Theorem/Corollary produces subsets that have small sumsets. The following lemma shows that if the sumset is small, we can compute the sumset efficiently: (ii) a deterministic algorithm that runs in O(N ) time after preprocessing T in O(N 1+ε ) time for an arbitrarily small constant ε > 0.
As the name indicates, the proof of the lemma uses fast Fourier transform. The randomized version was proved by Cole and Hariharan [13] , who actually obtained a more general result where the superset T need not be given: they addressed the problem of computing the (classical) convolution of two sparse vectors and presented a Las Vegas algorithm that runs in time sensitive to the number of nonzero entries in the output vector; computing the sumset A + B can be viewed as an instance of the sparse convolution problem and can be solved by their algorithm in O(|A + B| log 2 N ) expected time. Amir et al. [3] have given a derandomization technique for a related problem (sparse wilcard matching), which can also produce a deterministic algorithm for computing A + B in the setting when T is given and has been preprocessed, but the preprocessing of T requires O(N 2 ) time.
In the full paper, we give self-contained proofs of both the randomized and deterministic versions of the FFT Lemma. For the randomized version, we do not need the extra complications of Cole and Hariharan's algorithm, since T is given in our applications. For the deterministic version, we significantly reduce Amir et al.'s preprocessing cost to O(N 1+ε ), which is of independent interest.
3SUM
+
We say that a set in Z d is monotone (increasing/decreasing) if it can be written as {a1, . . . , an} where the j-th coordinates of a1, . . . , an form a monotone (increasing/decreasing) sequence for each j = 1, . . . , d. Note that a monotone set in [n] d can have size at most dn. We assume that all points (x1, . . . , x d ) ∈ A satisfy xj mod < /2 for every j = 1, . . . , d; when this is true, we say that A is aligned. This is without loss of generality, since A can be decomposed into a constant (2 d ) number of subsets, each of which is a translated copy of an aligned set (by shifting selected coordinate positions by /2). Similarly, we may assume that B is aligned. By alignedness, the following property holds: for any a ∈ A and b ∈ B, s = a + b implies cell(s) = cell(a) + cell(b).
The Main Algorithm
Our algorithm works as follows:
Step Note that |A * |, |B * |, |S * | = O(n/ ) by monotonicity of A, B, S. The parameters in the BSG Corollary are thus N = Θ(n/ ) and t = 1. Hence, this step takes O((n/ )
2 ) expected time by Theorem 2.3.
Step 1: For each (a * , b * ) ∈ R * , recursively solve the problem for the sets {a ∈ A : cell(a) = a * }, {b ∈ B :
Note that this step creates |R * | = O(α(n/ ) 2 ) recursive calls, where each set lies in a smaller universe, namely, a translated copy of [ ] d .
Step 2: For each i = 1, . . . , k, apply the FFT Lemma to generate {a ∈ A : cell(a) ∈ A * i } + {b ∈ B : cell(b) ∈ B * i }, which is contained in the superset Ti = {s ∈ Z d : cell(s) ∈ A * i + B * i }. Report those generated elements that are in S.
Note that the size of
Correctness is immediate from the BSG Corollary, since
The expected running time is characterized by the following interesting recurrence:
Note that the reduction to the aligned case increases only the hidden constant factors in the three terms. We can see that this recurrence leads to truly subquadratic running time for any constant d-even if we use the trivial upper bound T ( ) = O( 2 ) (i.e., don't use recursion)-by setting and 1/α to be some sufficiently small powers of n.
For example, for d = 2, we can set = n 0.0707 and 1/α = n 0.1313 and obtain
which solves to O(n 1.859 ).
More precisely, the recurrence solves to T (n) = O(n z ) by setting = n x and 1/α = n y for x, y, z satisfying the system of equations z = 2(1 − x) = −y + 2(1 − x) + xz = 6y+(1−x)+dx. One can check that the solution for z indeed obeys the quadratic equation 6z 2 + (d − 11)z − 2d = 0. Alternatively, the deterministic version of the algorithm has running time given by the recurrence
with µ = 0.4651 and ν = 2.3729, which can be solved in a similar way. The quadratic equation now becomes (6 − µ)z 2 + ((1 + µ)d − 13 + ν + 2µ)z − (ν + 2µ)d = 0.
As d gets large, the exponent in the randomized bound is 2−2/(d+13)−Θ(1/d 3 ); however, the deterministic bound is subquadratic only for d ≤ 7 with current knowledge on the matrix multiplication exponents (if ω = 2, then we would have subquadratic deterministic time for all d). In the remaining applications, we will mostly emphasize randomized bounds for the sake of simplicity.
Applications to the 2D Connected Monotone Case, Bounded Monotone (min,+) Convolution, and Binary Histogram Indexing
As noted in the full paper, bounded monotone (min,+) convolution reduces to 3SUM + for 2D monotone sets, and is equivalent to (min,+) convolution in the bounded differences case and to binary histogram indexing. Thus, all these problems can now be solved in O(n 1.859 ) expected time (or O(n 1.864 ) deterministic time).
GENERALIZATION TO CLUSTERED SETS
In the main algorithm of Section 3, monotonicity is convenient but not essential. In this section, we identify the sole property needed: clusterability. Formally, we say that a set in Z d is (K, L)-clustered if it can be covered by K disjoint hypercubes each of volume L. We say that it is (K, L, M )-clustered if furthermore each such hypercube contains at most M points of the set. 
The Main Algorithm
where W = min{MAMB, MAMS, MBMS}.
Proof. The algorithm is similar to the one in Theorem 3.1, except without recursion. We use a grid of side length := L 1/d , and as before, we may assume that A and B are aligned.
Step Step 1: For each (a * , b * ) ∈ R * , solve the problem for the sets {a ∈ A : cell(a) = a * }, {b ∈ B : cell(b) = b * }, {s ∈ S : cell(s) = a * + b * }.
Note that the three sets have sizes O(MA), O(MB), O(MS)
, and so the naive brute-force algorithm which tries all pairs from two of the three sets takes O(W ) time. As |R * | = O(αN 2 ) = O(αKAKB), this step takes total time O(αKAKBW ).
Note that the size of
A * i + B * i is O((1/α) 5 t 3 N ), and so the size of Ti is O((1/α) 5 t 3 N L). As k = O(1/α), this step takes expected time O((1/α) 6 t 3 N L) = O((1/α) 6 K 3 S L/(KAKB)).
The total expected time is O(KAKB
It turns out that the M bounds on the number of points per cluster are not essential, and neither is clusterability of the third set S. In fact, clusterability of only one set A is enough to obtain nontrivial results. Proof. We say that a set of size n is equitably 
and we upper-bound W in the third term more simply by (n/KA)(n/KB). This leads to the expression O(KAKB + n 12/7 (KAL)
A ). The third term is always dominated by the second (since KA ≤ n), and so we get precisely the stated time bound.
What if A, B, S are not equitably clustered? We can decompose A into O(log n) equitably (≤ KA, L)-clustered subsets: just put points in hypercubes with between 2 i and 2 i+1 points into the i-th subset. We can do the same for B and S. The total time increases by at most an O(log 3 n) factor (since the above bound is nondecreasing in KA and KB and independent of KS).
The corollary below now follows immediately by just substituting KA = n 1−δ , L = n, and KB ≤ n.
Although this corollary may not give the best quantitive bounds, it describes the most general setting under which we know how to solve 3SUM in truly subquadratic time.
For example, for d = 1, this corollary generalizes the wellknown fact that 3SUM for integer sets in [n 2−δ ] can be solved in subquadratic time (by just doing one FFT), and a notso-well-known fact that 3SUM for three integer sets where only one set is assumed to be in [n 2−δ ] can still be solved in subquadratic time (by doing several FFTs, without requiring additive combinatorics-a simple exercise we leave to the reader).
Remark 4.4. Although we have stated the above results in d dimensions, the one-dimensional case of integers contains the essence, since we can map higher-dimensional clustered sets to 1D. Specifically, consider a grid of side length := L 1/d , and without loss of generality, assume that 
. We set = n 1/(d+13) to balance the two terms.
If only A is monotone, we just know KB ≤ n and get
The above bounds are (predictably) slightly worse than in Theorem 3.1, which assumes the monotonicity of the third set S. The algorithm there also exploits a stronger "hierarchical" clustering property enjoyed by monotone sets (namely, that clusters are themselves clusterable), which allows for recursion.
* for a constant alphabet size d and a set S ⊆ [n]
d of O(n) vectors, we can answer histogram queries, i.e., decide whether there exists a substring with exactly i0 0's, . . . , and
Proof. We just apply the 3SUM + algorithm in Corollary 4.5 to the monotone increasing sets A = {a0, . . . , an} ⊆ + turns out to have a truly subquadratic algorithm, then there would be a truly subquadratic algorithm for offline histogram queries with an exponent independent of d.
ONLINE QUERIES
We now show how the same techniques can even be applied to the setting where the points of the third set S are not given in advance but arrive online.
The Main Algorithm
) into a data structure with O(KAKB + KAKBL/P ) space, so that we can decide whether any query point s is in A + B in O(min{MA, MB} · P ) time.
Proof. The approach is similar to our previous algorithms, but with one more idea: dividing into the cases of "low popularity" and "high popularity" cells. As before, we use a grid of side length := L 1/d and assume that A and B are aligned.
The preprocessing algorithm works as follows:
Step 0:
Store all these buckets. Define the popularity of s * to be the number of elements in its bucket. Let S * be the set of all s * ∈ Z d with popularity > P . Apply the BSG Corollary to A * , B * , S * .
Note that Step 1: For each (a * , b * ) ∈ R * , generate the list {a ∈ A : cell(a) = a * } + {b ∈ B : cell(b) = b * }.
Note that naively each such list can be generated in O(MAMB) time.
Since |R * | = O(αN 2 ) = O(αKAKB), this step takes total time O(αKAKBMAMB).
Step 2: For each i = 1 . . . , k, apply the FFT Lemma to generate the list {a ∈ A : cell(a) ∈ A *
Step 3: Store the union L of all the lists generated in Steps 1 and 2. Prune elements not in {s ∈
Note that the pruned list L has size at most |S * |L = O(KAKBL/P ).
The query algorithm for a given point s works as follows:
"Low" Case: cell(s) has popularity ≤ P . W.l.o.g., assume
MA ≤ MB. We look up the bucket for cell(s). For each (a * , b * ) in the bucket, we search for some a ∈ A with cell(a) = a * that satisfies s − a ∈ B. The search time is O(MA) per bucket entry, for a total of O(MAP ).
"High" Case: cell(s) has popularity > P . We just test s for membership in L in O(1) time.
To summarize, the preprocessing time is O(KAKB into a data structure with O(KAKB + KALQ) space, so that we can decide whether any query element s is in A + B in O(n/Q) time. A ) (the last term is always dominated by the second), space O(KAKB + KALQ), and query time O(n/Q).
We can reduce to the equitable case as in the proof of Corollary 4.2, by decomposing each set into O(log n) subsets.
Applications to the Monotone Case and
Online Histogram Queries If only A is monotone, the query time is O(n 2/3+δ(d+6)/3 ).
ing time and O(n/Q) query time. We set = n δ/2 and
) preprocessing time and O(n/Q) query time. We set = n δ and Q = n 1/3−δ(d+6)/3 .
If we want to balance the preprocessing cost with the cost of answering n queries, in the case when A and B are both monotone, we can set δ = 2/(d + 19) and obtain O(n 2−2/(d+19) ) preprocessing time and O(n 1−2/(d+19) ) query time. These bounds are (predictably) slightly worse than in Corollary 4.5 in the offline setting.
* for a constant alphabet size d, we can preprocess in O(n 2−δ ) expected time, so that we can answer histogram queries, i.e., decide whether there exists a substring with exactly i0 0's, . . . , and
Proof. We just apply Corollary 5.3 to the same sets A and B from the proof of Corollary 4.6.
Remark 5.5. The idea of dividing into the cases of low and high popularity cells has previously been used by Kociumaka et al. [20] for histogram indexing, but they were able to obtain only a space/query-time tradeoff, namely, a data structure with O(n 2−δ ) space and O(n δ(2d−1) ) query time. Their data structure requires close to quadratic preprocessing time. Incidentally, we can easily improve their space/query-time tradeoff: substituting KA,
and O(n/Q) time. Setting = n δ/2 and Q = n
then gives O(n 2−δ ) space and O(n δ(d+1)/2 ) query time. All this does not require additive combinatorics (which helps in improving the preprocessing time).
3SUM + IN PREPROCESSED UNIVERSES
As one more application, we show that 3SUM can be solved in truly subquadratic time if the universe has been preprocessed. (Note, though, that the running time below is subquadratic in the size of the three given universes A0, B0, S0, and not of A, B, S.) This version of the problem was considered by Bansal and Williams [6] , who only obtained time bounds of the form n 2 /polylog n.
Theorem 6.1. Given sets A0, B0, S0 ⊆ Z of size O(n), we can preprocess in O(n 2 ) expected time into a data structure with O(n 13/7 ) space, so that given any sets A ⊆ A0, B ⊆ B0, S ⊆ S0, we can solve 3SUM + for A, B, S in O(n 13/7 ) time.
Proof. Our algorithm works as follows:
Preprocessing: Apply the BSG Corollary to A0, B0, S0. Store the resulting subsets A1, . . . , A k , B1, . . . , B k and remainder set R, and also store each Ti = Ai + Bi.
The expected preprocessing time is O(n 2 ) by Theorem 2.3. As |R| ≤ αn 2 , |Ti| = O((1/α) 5 n), and k = O(1/α), the total space usage is O(αn 2 +(1/α) 6 n).
Now, given A ⊆ A0, B ⊆ B0, S ⊆ S0, we do the following:
Step 1: For each (a, b) ∈ R, if a ∈ A, b ∈ B, and a + b ∈ S, then report a + b. This step takes O(|R|) = O(αn 2 ) time.
Step 2: For each i = 1, . . . , k, apply the FFT Lemma to generate (Ai ∩ A) + (Bi ∩ B), which is contained in the superset Ti. Report those generated elements that are in S. This step takes O((1/α) 6 n) expected time.
The total expected time is O(αn 2 + (1/α) 6 n). We set 1/α = n 1/7 to balance the two terms. The part after preprocessing can be made deterministic, after including an extra O((1/α) 6 n 1+ε ) = o(n 2 ) cost for preprocessing the Ti's for the deterministic version of the FFT Lemma.
In the above theorem, S is superfluous, since we may as well take S = S0 when solving 3SUM
+ . In the next theorem, we show that a slightly weaker subquadratic time holds if the universe for S is not given in advance.
Theorem 6.2. Given sets A0, B0 ⊆ Z of size O(n), we can preprocess in O(n 2 ) expected time into a data structure with O(n 2 ) space, so that given any sets A ⊆ A0, B ⊆ B0, S ⊆ Z of size O(n), we can solve 3SUM + for A, B, S in O(n 19/10 ) time.
Proof. We incorporate one more idea: dividing into the cases of low and high popularity.
Preprocessing: Place each (a, b) ∈ A0 × B0 in the bucket for s = a + b. Store all these buckets. Define the popularity of s to be the size of its bucket. Let S0 be the set of all elements s ∈ Z with popularity > n/t. Apply the BSG Corollary to A0, B0, S0, store the resulting subsets A1, . . . , A k , B1, . . . , B k and remainder set R, and also store each Ti = Ai + Bi.
Note that |S0| = O(tn), because the total popularity is O(n 2 ). The buckets can be formed in O(n 2 ) time and space. The expected preprocessing time is O(n 2 ) by Theorem 2.3. As |R| ≤ αn
Now, given A ⊆ A0, B ⊆ B0, S ∈ Z of size O(n), we do the following:
Step 0: For each s ∈ S of popularity ≤ n/t, we look up the bucket for s, and report s if some (a, b) in the bucket has a ∈ A and b ∈ B. The search time is O(n/t) per element in S, for a total of O(n 2 /t).
Step 2: For each i = 1, . . . , k, apply the FFT Lemma to generate (Ai ∩ A) + (Bi ∩ B), which is contained in the superset Ti. Report those generated elements that are in S. This step takes O((1/α) 6 t 3 n) expected time.
The total expected time is O(n 2 /t+αn 2 +(1/α) 6 t 3 n). We set t = 1/α = n 1/10 to balance the three terms. Again the part after preprocessing can be made deterministic.
Corollary 6.3. Given a vertex-weighted graph G = (V, E) with n vertices, we can decide whether there exists a (not necessarily induced) copy of K1,3 (the star with four nodes) that has total weight exactly equal to a given value W in O(n 2.9 ) time.
Proof. Let w(v) denote the weight of v. Preprocess A0 = B0 = {w(v) : v ∈ V }. Then for each u ∈ V with neighborhood NG(u), we solve 3SUM for A = B = {w(v) : v ∈ NG(u)} ⊆ A0 = B0 and S = {W −w(v)−w(u) : v ∈ NG(u)}. (Technically, we want a solution (w(v1), w(v2), W − w(v3) − w(u)) ∈ A × B × S to 3SUM with the extra constraint that v1, v2, v3 are distinct. The algorithm in Theorem 6.2 can be modified to solve this variant.) The n instances of 3SUM can be solved in O(n 1.9 ) time each, after preprocessing in O(n 2 ) expected time. (The result can be made deterministic, as we can afford to switch to the slower O((1/α) 0.4651 n 2.3729 )-time preprocessing algorithm.)
The above "application" is admittedly contrived but demonstrates the potential usefulness of solving 3SUM in preprocessed universes.
(Vassilevska Williams and Williams [30] had a more general result for counting the number of copies of any constant-size subgraph with a prescribed total vertex weight, but their bound is not subcubic for 4-vertex subgraphs.)
For another application, we can reduce 3SUM for (K, L, M )-clustered sets to preprocessing a universe of size O(K) and then solving O(L 3 ) 3SUM instances in the preprocessed universe. This provides another way to get subquadratic time for certain parameters of clusterability, although this indirect approach yields worse time bounds than those from Section 4.
FINAL REMARKS
We have given the first truly subquadratic algorithms for a variety of problems related to 3SUM. Although there is potential for improving the exponents in all our results, our key contribution is in breaking the quadratic barrier.
Most of our results can be adapted to certain variants of 3SUM
+ , e.g., where we want to provide a witness (a, b) ∈ A × B with s = a + b (if it exists) for each s ∈ S, or counting the number of (a, b) ∈ A×B with s = a+b. (This follows by gathering more information from the results of the FFTs; for the counting problem, some care is needed to avoid doublecounting.)
An obvious direction for improvement would be to reduce the α-dependency in the BSG Theorem itself; our work provides more urgency towards this well-studied combinatorial problem. Recently, Schoen [27] has announced such an improvement of the BSG Theorem, but it is unclear whether this result will be useful for our applications for two reasons: First, the time complexity of this construction needs to be worked out. Second, and more importantly, Schoen's improvement is for a more basic version of the theorem without G, and the extension with G is essential to us.
Here is one specific combinatorial question that is particularly relevant to us:
Given subsets A, B, S of an abelian group of size N , we want to cover {(a, b) ∈ A × B : a + b ∈ S} by bicliques Ai × Bi, so as to minimize the cost function i |Ai + Bi|. (There is no constraint on the number of bicliques.) Prove worst-case bounds on the minimum cost achievable as a function of N .
A bound of O(N 13/7 ) follows from the BSG Corollary, simply by creating αN 2 extra "singleton" bicliques to cover R, and setting α to minimize O(αN 2 + (1/α) 6 N ). An improvement on this combinatorial bound would have implications to at least one of our algorithmic applications, notably Theorem 6.1.
We hope that our work will inspire further applications of additive combinatorics in algorithms. For instance, we have yet to study special cases of kSUM for larger k; perhaps some multi-term extension of the BSG Theorem [9] would be useful there. As an extension of bounded monotone (min,+) convolution, we may also consider (min,+) matrix multiplication for the case of integers in [n] where the rows and columns satisfy monotonicity or the bounded differences property. It would be exciting if the general integer 3SUM or APSP problem could be solved using tools from additive combinatorics.
