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ABSTRACT
Prosodic Units as Language Processing Units
September 1, 1981
Maria L. Slowiaczek, B.S., Union College
M.S., Ph.D., University of Massachusetts
Directed by: Professor Charles Clifton, Jr.
Language processing requires the organization of a com-
plex physical pattern into a memory representation which cap-
tures the meaning relations intended in the utterance.
Theories of language processing have focussed on the struc-
ture of syntax and semantics as the underlying organization
of memory representations. Although research on prosodic
information in spoken language has demonstrated that prosody
can affect language processing, theories have usually
treated prosodic information as a source of cues in develop-
ing a syntactic or semantic representation.
This thesis proposes that prosody occupies a distinct
level of representation in the language processing system.
The organization of the prosodic representation determines
the availability of information in memory as well as the
processing units for higher levels of analysis.
Two experiments are presented in support of this view.
The first experiment compared listening comprehension time
for sentences with good and poor prosodic information.
vi
The pattern of results was best explained by assuming an
internal representation of the prosodic contours. The
second experiment found similar effects for temporally
organized sentences in reading. Two pilot experiments
were conducted to test a specific representation model.
These experiments served to evaluate some techniques for
further research in auditory language processing.
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CHAPTER I
INTRODUCTION
Language understanding is an extremely complex activ-
ity that is remarkably simple for people to do. In the
few moments that it takes to utter the words of a sentence,
the listener is able to combine many different kinds of
information in order to understand the intended message.
The meaning of the message can only be derived by organ-
izing the acoustic information into speech segments and
words. The words must be related to one another as con-
stituents and the meaning of the relations must be estab-
lished in the final representation of the sentence. The
listener is able to do this by using his knowledge of the
language and knowledge of the world. The knowledge of the
language includes a memory representation of the speech
segments and words in the language and rules of how words
can be combined. The rules can be general, like phrase
structure rules which state how syntactic categories form
constituents (e.g.. Noun Phrase = Det Adj Noun), or they
can be specific lexical rules which state what can be
combined with a particular word (e.g., the verb "walk" can
be transitive or intransitive). Knowledge of the world
includes experience from many situations which leads to
expectations about what semantic relations are implausible
1
2and what events are likely to co-occur.
The focus of research in psycholinguistics has been
to establish levels of representation in language process-
ing, and to determine how different sources of informa-
tion can be used to construct the representation for a
given sentence. The levels of representation correspond
to the types of organization which seem necessary to
understand a sentence.
Each level of representation is open to theoretical
question, and arguments for a given level usually focus
on the critical role of the organizing information at that
level in the comprehension process. Within the framework
of a given representational system, different sources of
information are studied to determine which ones are used
by listeners. For example, do subcategorization frames
(a kind of syntactic information) affect the initial repre
sentation of syntactic relations? The information within
a representation is also a potential predictor of the
organization of subsequent information at earlier levels.
One such source of information is prosody. Prosody
is the rhythm, intonation and stress in a sentence, which
is loosely recognized as the melody and emphasis in speech
A naive listener can recognize the prosodic pattern by
saying sentence (1) out loud.
(1) The man who came to the store yesterday
was John's father.
3Notice that in saying this sentence a pause occurs at
some point in the sentence, most likely after the word
"yesterday." This is part of the rhythm or timing in the
sentence, and would show up in the speech waveform as
lengthening of the final segments of "yesterday," or as a
physical silence. Other aspects of the timing include the
overall rate of speech.
Sentence (1) can be said with several different in-
tonation patterns. First, it can be said as a simple
statement of a fact. The intonation pattern for an asser-
tion sometimes called "declarative intonation" usually
ends with a sudden drop in pitch. Sentence (1) could also
be said with "surprise" or "question" intonation which is
characterized by a drop in pitch followed by a rise to a
final high tone. In either case, the sentence is spoken
in a series of intonation phrases. In each intonation
phrase, the fundamental frequency gradually declines
throughout the contour. As each new intonation phrase
begins, the fundamental frequency is reset to its initial
high pitch, and the declination begins again. How the
text is organized' into intonation phrases is largely the
choice of the speaker. For example, sentence (1) could
be said with two intonation phrases, with the first ending
after "yesterday, " or it could be said with three separate
intonation phrases, one ending after "man," and the second
ending after "yesterday."
4The third type of prosodic information is stress.
Stress is the emphasis or accent placed on a syllable,
word, or phrase. Stress placement on syllables can
distinguish between lexical items (e.g., conVERT/CONvert;
subJECT/SUBject), and between compounds and modifiers (e.g.,
BLACKboard/black BOARD; LIGHT housekeeper/lightHOUSE
keeper). Some words in a sentence can be emphasized more
than others as well. in sentence (1), if the word "father"
were said the way a reader might if it were underlined in
a text, "father" would be given main sentence stress.
Other words in the sentence (e.g., "yesterday") could also
receive main sentence stress. These differences in stress
are indicated in the physical signal by local changes in
the pitch pattern (a pitch accent) or by extending the
duration of the word.
Prosody has been studied in both language production
and perception. Research on production has tried to pin-
point the structural properties of language which are
reflected in the physical signal. Patterns of spontaneous
speech have been analyzed for regularities in hesitations
and pauses. Other work has tried to specify the relations
between prosody and syntax, by an analysis of the physical
signal at syntactic boundaries. Research on perception has
tried to isolate the prosodic information which listeners
use in comprehension. This work includes studies which
test how well prosodic information can disambiguate ambigu-
5ous sentences, and others which show the sensitivity of
listeners to well-organized prosodic patterns.
Although prosody has been studied as a source of
information in language processing, it has not been con-
sidered as a distinct level of representation. This thesis
argues for a prosodic representation as an initial level of
organization in the language processing system. In this
chapter, research on the role or prosody in production and
perception is reviewed. Related areas of research which
emphasize acoustically related representations in memory
are also discussed. Finally, the representation model is
evaluated within current language processing theories.
Production
Studies of speech production serve to expose the or-
ganization that the speaker uses to produce sentences as
well as the information that is available for the listener
in understanding sentences. Acoustic measurements of the
speech signal have indicated that prosodic structure can
be tremendously informative. Segments at the end of major
phrases, clauses, and sentences are lengthened and often
followed by pauses (Klatt & Cooper, 1975; Sorensen, Cooper,
& Paccia, 1978). For a sentence which is ambiguous,
speakers can use this phrase final lengthening to indicate
the intended importance of the constituent boundary
6(Cooper, Paccia, & LaPointe, 1978). For example, speakers
said the sentence "My uncle gave his talk naturally" with
additional lengthening and pause after "talk" when they
intended "Of course he gave his talk." This added length-
ening corresponds to the more prominent constituent boun-
dary for this meaning of the sentence than for the verb
phrase attachment "He gave his talk in a natural manner."
Intonation contours correspond to constituent structure as
well. Subordinate clause boundaries are often marked by a
fall-rise pattern in pitch (Cooper & Sorensen, 1977).
Pitch contours gradually decline and finish at the same
terminal value, so that the slope of the contour is deter-
mined by the length of the clause (Sorensen & Cooper, 1980).
The correspondence between prosodic structure and syn-
tactic constituents suggests that speakers use syntactic
constituents as planning units for articulation. If syn-
tactic constituents function as planning units, then the
phonological processes which integrate speech sounds should
operate within the domain of the syntactic constituents.
In fact, certain phonological rules only apply within con-
stituents. Cooper, Egido, and Paccia (1978) found less
palatalization where there was a verb gap than in a similar
sentence without a gap (e.g., "The seamstress wove your hat
and the maid your scarf" versus "The seamstress wove
your hat and then made your scarf" ) . The constituent break
created by the gap might force "maid" and "scarf" into
separate planning units, if the palatalization rule applied
to each planning unit separately, palatalization of /y/ would
not occur. Cooper, LaPointe, and Paccia (1977) suggest that
compensatory shortening only occurs within the boundaries of
a word. Compensatory shortening is a rule which decreases
the length of a stressed syllable when it is followed by an
unstressed syllable. They found that monosyllabic words
followed by an unstressed syllable were not shortened,
though similar stressed syllables in a bisyllabic word were
shortened (e.g., "Clin" is shorter in "Clinton til nine
o'clock" than in "Clin until nine o'clock").
Analysis of spontaneous speech also provides evidence
that sentences are planned in chunks corresponding to syn-
tactic constituents. Pauses between clauses and sentences
are longer than pauses which occur within clauses (Ford,
ms.), and pauses occur more often before long clauses
(Cook, Smith, & Lalljee, 1974) than before short clauses.
Grosjean, Grosjean, and Lane (1979) compared the length of
pauses in naturally spoken sentences to the constituent
structure that readers assigned to the written versions of
the sentences. These two measures were extremely well
matched. These measures also corresponded reasonably well
to syntactic complexity, though this match was qualified by
the length of the constituents. For example, if the initial
noun phrase in the sentence was short, there was very little
pause between this noun phrase and the verb phrase. This is
8the main constituent break within a clause, but it is not
represented in the pause structure. Martin, Kolodziej
, and
Genay (1971) also found a correspondence between syntactic
constituents and prosodic segmentation for Subject-Verb-
Object sentences. When they varied the length of each
constituent, the major pause break always separated the
longest constituent from the other two constituents. A
similar relationship between pause length and constituent
structure was found between signs in an American Sign Lan-
guage production of the Goldilocks story (Grosjean & Lane,
1977)
.
These experiments suggest that there is useful infor-
mation about the constituent structure in the speech signal.
This information may be a consequence of the planning units
used for articulation. Boomer (1965) found that speakers
make more hesitation pauses near the beginning of phonemic
clauses. He suggests that speakers are organizing the
phrase for articulation at the beginning of each phonemic
clause. Boomer (1978) argues that this structure which is
reflected in the speech signal provides the organization
for perceptual processing units as well.
Perception
Although work on language production indicates that
information about sentence organization is present in the
physical signal, the listener does not necessarily make use
of that information. Several studies on the role of prosody
in perception have tried to distinguish among the types of
ambiguities which can be resolved by prosody, and have
tried to specify the physical information which enables
the disambiguation. When pause duration is lengthened
after "house" in "lighthouse keeper," the phrase is per-
ceived as "light housekeeper." This added duration shifts
stress from "keeper" to "house" so that the phrase "house-
keeper" is heard as a compound (Bolinger & Gerstman, 1957).
Prosodic information can disambiguate sentences as well
Listeners can reliably choose the intended meaning of sur-
face structure ambiguities such as "The hostess greeted the
girl with a smile." Speakers cued the intended grouping of
the sentence by laryngealization, pausing, and segmental
lengthening at constituent boundaries (Lehiste, 1973a).
These sentences were equally unambiguous when the pauses
at constituent boundaries were manipulated by computer
(Lehiste, Olive, & Streeter, 1976). Ambiguous algebraic
expressions (e.g., "A plus E times 0") can also be disam-
biguated by prosodic boundary cues (O'Malley, Kloker, &
Dara-Abrams, 1973; Streeter, 1978). Streeter (1978) man-
ipulated duration, amplitude and pitch boundary informa-
tion separately. She found that both pitch and duration
were good boundary cues independently, and that having both
cues together did not improve performance dramatically.
The segmentation of ambiguous sentence^ can be recog-
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nized in the prosodic contours, even in the absence of seg-
mental information. Prosodic contours for sentences can
be produced by mimicking the words of the sentence using
a nonsense syllable such as "ma." These "reiterant" pat-
terns are similar in stress and timing to the original
utterance (Liberman & Streeter, 1978; Nakatani & Schaffer,
1978). Larkey (1980) presented reiterant patterns for the
two versions of ambiguous sentences. She showed subjects
the actual words of the sentence and the two possible mean-
ings, and found that listeners were able to choose which
meaning had been intended based on the reiterant pattern.
Unambiguous sentences with different constituent structures
(e.g., "Ann and Bill called Kurt" versus "Ann called Bill
and Kurt") could also be recognized in reiterant patterns,
even though an analysis of the speech waveforms showed that
speakers exaggerated the boundaries more to produce the
reiterant patterns for the ambiguous sentences. Collier
and t'Hart (1975) presented hummed contours of 200 msec
syllables to Dutch listeners. A fall in the contour
occurred at different locations in the fifteen syllable
string. Listeners made up sentences which could correspond
to the hummed syllables. These sentences were produced
with syntactic constituent boundaries at the syllable where
the fall occurred.
While these experiments indicate that surface con-
stituent structure can be cued by prosody, lexical and deep
11
structure ambiguities can not be distinguished by prosody
(Lehiste, 1973a; Lehiste, Olive, & Streeter, 1976; Wales &
Toner, 1979). Wales and Toner (1979) argued that prosodic
cues are even unreliable in signaling surface constituent
structure. They suggest a "markedness" strategy which can
be used when the preferred interpretation of the ambiguous
phrase ends the constituent early, in this case, it will
be easy to mark the sentence by using a peculiar intonation,
and the listener will assume the unlikely interpretation of
the sentence. For example, the phrase "the old men and
women" has the preferred reading of both old men and old
women. This phrase can be easily disambiguated by using a
peculiar intonation pattern of pausing after "men."
Although most of the evidence from ambiguity studies
focusses on local prosodic cues, listeners are actually
sensitive to the overall prosodic pattern, and are affected
by small changes in the timing of the pattern. In a phoneme
monitoring task, response time was slower when the phoneme
target was displaced from the appropriate rhythmic position
in continuous speech (Meltzer, Bergfeld-Mills, Imhoff, &
Zohar, 1976). This disruption occurred when the segments
either before or after the phoneme target were lengthened
or shortened (Martin, 1979). In undisrupted speech, the
rhythmic positions where stressed words occur are more
accessible than the positions of unstressed words. Res-
ponse time for phoneme monitoring was faster if the target
12
was in a stressed word than if it was in an unstressed
word (Cutler & Foss, 1977; Shields, McHugh, & Martin, 1974).
This result was not simply due to better acoustic informa-
tion because no difference was found when the stressed and
unstressed words were presented in a nonsense string without
any prosodic organization (Shields, McHugh, & Martin, 1974).
Cutler (1976) presented sentences like (2) and (3) so that
the word "dirt" occurred in a strongly stressed position in
one sentence and not in the other. She spliced acoustically
identical versions of the word "dirt" into these sentence
contexts and measured response time to detect the phoneme d.
(2) I removed the dirt from the rug but not
the berry stains.
(3) I removed the dirt from the ru^ but not
from the clothes.
Response time to detect the d was faster when the word "dirt'
was in a stressed position in the sentence. Cutler (1979)
found that this effect was due to the timing information
in the sentence since the results were the same when she
removed the pitch contours, and presented these sentences
with a flat intonation. Martin (1972) argues that listeners
use a rhythmic representation of the sentence to anticipate
when stressed and unstressed syllables will occur. He sug-
gests that the constraints of the rhythm allow the listener
to concentrate processing capacity at the most informative
points in the sentence (i.e., at stressed syllables).
13
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Evidence is beginning to accumulate which assigns
more fundamental role to the prosodic representation i
language comprehension. Prosodic organization creates
units of perception which seem impervious to disruption,
even when these units do not match the natural constituent
structure of the sentence. These perceptual units have
been demonstrated in both click localization and dichotic
listening tasks. In a click localization task, when sen-
tences were cross-spliced so that the prosodic boundaries
did not match the syntactic boundaries, listeners reported
the clicks at the prosodic boundaries rather than at the
syntactic boundaries (Geers, 1978). In a dichotic listen-
ing paradigm, sentences which were cross-spliced so that
the prosodic and syntactic boundaries did not match, were
presented in one channel but switched to the other channel
at either the prosodic or the syntactic boundary. Listeners
were more accurate at locating the switch when it occurred
at the prosodic boundary than when it occurred at the syn-
tactic boundary (Wingfield & Klein, 1971; Wingfield, 1975).
In another dichotic listening experiment, the message of
the prosodic pattern switched from ear-to-ear. When lis-
teners were asked to shadow one channel, the shadowing
switched from ear-to-ear to follow the prosodic pattern,
but not to follow the coherent message (Darwin, 1975).
Prosodic organization might serve to hold the stream of
sound information together (Nooteboom, Brokx, & de Rooi j
,
14
1978) and to provide the basic representation for further
language processing (Boomer, 1978).
Research on prosody in both production and perception
has been primarily concerned with specifying local aspects
of the acoustic signal which can function as "cues" in
building other levels of representation in the language
processing system. However, both areas of research are
moving toward claiming a more fundamental role for prosodic
structure. Prosodic patterns might function as a separate
level of representation in the processing system. This
movement has been reinforced by recent theorizing in linguis-
tics which claims that adequate descriptions of prosodic
information require the postulation of structured relations
which span several syllables and sometimes phrases. It is
also reinforced by research on non-linguistic patterns which
has argued that perception and memory are affected by global
relational information contained in a sound related memory
representation. These related areas of research argue for
a distinct level of representation of prosodic information
within the language processing system, and will be reviewed
in the following section.
Linguistic Theories of Prosody
Linguistic theories have moved from assigning proso-
dic properties to individual segments to developing repre-
sentations which provide relational information. Early
15
theories tried to account for stress patterns by using a
system of rules which assigned stress and length to Individ
ual vowels in an utterance (Chomsky & Halle, 1968). How-
ever, these rules were complicated by the variety of con-
texts which could affect the stress of individual vowels.
Recent theories of stress emphasize the relational aspects
of stress and timing (Liberman, 1975; Liberman & Prince,
1977; Selkirk, 1978). Each syllable is marked weak or
strong (w or s) in relation to its corresponding branch in
a hierarchical tree structure. In these theories, stress
is determined by the position that the word holds in the
overall pattern, rather than by some intrinsic quality of
a vowel.
Theories of intonation originally tried to specify
a few standard patterns (e.g., declarative or question
intonation) which could be described by a fixed fall or
rise pattern in pitch. These theories had difficulty
accounting for the productive nature of intonation patterns
The fundamental frequency moves between high and low tones
throughout the contour, with fluctuations which cannot be
accounted for by a list of possible static intonation pat-
terns. The length of intonation contours and the corres-
ponding number of tones which can occur seems unlimited in
principle, though the creative capacity and the lung capa-
city of the speaker do impose some practical limitations
(Pierrehumbert, 1980). In contrast to these static descrip-
16
tions, intonation patterns can be generated by rules which
assign a series of tones to text. These tone patterns are
constrained by the word and sentence stress pattern
(Liberman, 1975; Pierrehumbert, 1980).
Pierrehumbert's theory characterizes intonation con-
tours as a declining fundamental frequency marked by tonal
fluctuations, or pitch accents. An unlimited number of
pitch accents can occur within each contour as long as they
fall on stressed syllables. Pitch accents determine the
prominence of the stresses within a contour. Since the
pitch accents can be either high or low tones, the promi-
nence of the accent is not determined by the absolute level
of pitch. Rather, each tone is interpreted in relation to
the declining baseline. More prominent syllables are
spoken with a higher high tone, or a lower low tone with
respect to the baseline at its particular position in the
contour. This contextual sensitivity requires a repre-
sentation which can relate tones to the local baseline as
well as to the other tones in the contour. Thus, a tone
which is lower in absolute pitch at the end of a contour
will be judged in relation to a lower baseline, and there-
fore may be heard as higher (or more prominent) than a
tone which occurred earlier at a higher pitch. Pierre-
humbert (1979) asked listeners to judge the pitch of dif-
ferent syllables at different positions along a pitch
declination, and found that their judgements were made in
17
relation to the declining baseline.
Not only are intonation contours often consistent with
constituent structure as discussed in the previous sections,
but certain types of syntactic constituents require
separate intonation phrases. Both non-restrictive relative
clauses and noun phrases which have undergone left disloca-
tion must be said in a separate contour (e.g., That hot
pepper oil you shouldn't put too much of it on), other
types of phrases occur most naturally as separate intona-
tion phrases (e.g., parentheticals and adverbial construc-
tions like "After the picnic Sunday, John and Mary went
back to the library."). Selkirk (1978) has argued for an
independent prosodic representation which can be related
to syntax by rule. She suggests several levels of prosodic
representation including prosodic words, phonological
phrases and intonation phrases. An example from Selkirk
(1978) is presented in Figure (1).
Auditory Patterning
A sequence of tones is perceived and remembered
according to the relations of the tones within the whole
pattern. Researchers of auditory pattern perception have
argued for an internal representation of the pattern which
determines both pattern perception and memory.
Theories of auditory patterning have emphasized dif-
ferent aspects of pattern structure. Martin (1972) proposed

19
a rhythmic organization with accents on each stressed
syllable occurring at regular intervals, other timing
theories have focussed on more abstract levels of represen-
tation. Povel (1981) proposed a "beat-base" model in which
the segmentation of tones into equal intervals imposes
accents or "beats,"! which sometimes include several tones.
Reiss-Jones (1978) suggests that several levels of repre-
sentation are used including a "contour" which simply
represents changes in the direction of pitch.
Although there is some disagreement about the best
formal representation of tone patterns, the experimental
evidence consistently argues that some structural repre-
sentation is used to perceive auditory patterns. When sub-
jects are asked to segment a series of tones into groups,
the organization which they impose is governed by rules of
similarity, symmetry, and hierarchical relations in the
pattern (Handel & Todd, 1981; cf. Reiss-Jones, 1978, for a
review). Even when auditory patterns are presented repeat-
edly in a cycle, subjects will repeat the pattern in a
sequence which orders similar tones together and places
symmetrical high or low tones at the beginning and end
(Royer & Garner, 1970).
Recognition of the differences between two auditory
patterns is also influenced by the rhythmic structure.
Sturges and Martin (1974) manipulated the position of the
accent to create rhythmic and arhythmic patterns (tones 1
20
and 5 or 1 and 4 were accented, respectively) in an eight
tone pattern. The arhythmic patterns were more difficult
to discriminate in a same-different task. Jones, Maser,
and Kidd (1978) found that tone patterns with nested organ
izations were easier to recall than unnested patterns.
These results clearly demonstrate that tone sequences
are perceived and remembered within an organized pattern.
Other research with more rapid sequences of tones had
indicated that even the immediate local perception of the
order in which two tones occur depends on the structure of
the pattern.
When a series of high and low tones are repeated in
a cyclic pattern they are heard as two separate series,
one of high tones and one of low tones, and these series
will not be ordered with respect to each other. This
auditory streaming phenomenon is influenced by the pitch
of the tones (Dannenbring & Bregman, 1976), the time separ
ation from tone onset to onset (Bregman & Campbell, 1971),
the similarity to other surrounding tones (Bregman, 1978;
Bregman & Rudnicky, 1975), and pitch continuity (Bregman &
Dannenbring, 1973).
Pitch continuity influences perception of a sequence
of speech segments as well. When vowels were presented
without spectral transitions, listeners heard two separate
speech streams, but when the transitions were included
the vowels were ordered as one continuous series (Cole &
Scott, 1973; Lackner & Goldstein, 1974).
The auditory streaming results suggest that there are
constraints on the changes in pitch which can occur within
a short time interval if coherent pattern perception is to
be maintained. Expectations for a pitch change can be
built into the pattern, by repeated sequences, or by includ-
ing transitions which provide a bridge between high and
low tones. Intonation contours provide expectations for
particular tones and may serve as a bridge to hold the
sounds within a contour together in a similar manner
(Nooteboom, Brokx, & Rooi j , 1978). Dramatic changes in
pitch which are not anticipated by the contour might
cause separation, like streaming, which will begin a new
contour
.
Speech Perception
Speech segments are identified by interpreting a com-
plex acoustic pattern which changes with the context of
surrounding segments. Early speech perception research was
aimed at segmenting the signal into discrete units which
would exhibit invariant properties in an attempt to identify
individual segments. However, many years of careful and
ingenious research suggest that such a segmentation is
impossible since information about each segment spills over
into adjacent segments (Liberman, Cooper, Schankweiler , &
Studdert-Kennedy, 1967; cf. Darwin, 1975 for a review).
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For example, voicing in a final consonant of a CVC syllable
can be determined by the transition of the first con-
sonant and the length of the vowel (rider versus writer).
Properties such as duration, which are sufficient cues to
distinguish segments will vary with the context in which
they are presented. For example, by lengthening an /e/,
people will report hearing an /ae/. However, a sound of
the same physical length will be judged as an /e/ when it
is presented in a string of vowels at a slow rate, and as
an /ae/ when presented in a string of vowels at a fast
rate (Nooteboom, Brokx, & de Rooi j , 1978). Vowels which
differ in formant height will be identified in the context
of the formant patterns of a sentence context (Ladefoged &
Broadbent, 1957). A silent gap before the frication noise
of /s/ in "shop" will make it sound like "chop" but this
effect is dependent on the overall rate of speech (Liberman,
1977). The voice onset time required to hear a stop con-
sonant as a voiced stop also depends on the overall rate
of speech (Summerfield, 1975; Summerfield & Haggard, 1972).
Although speech segments have some intrinsic duration,
segment duration also depends on word stress, the number of
syllables in a word, the occurrence of a phrase or clause
boundary, and the number of consonants in a syllable (Hug-
gins, 1976; Klatt, 1976; Klatt & Cooper, 1975). In order
to identify segments, the listener must be able to judge
the length of the segments in relation to the overall con-
text of the sentence.
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Language Processinc^
The previous sections argued that prosody is best des-
cribed by an organized representation, and that listeners
are sensitive to the structure of the representation.
Research from other areas, such as auditory pattern percep-
tion and speech perception, provide converging evidence for
a well-organized prosodic representation which functions in
auditory processing. Language processing theories, however,
have focussed on isolated pieces of information which can
"cue" the intended interpretation of the sentence.
Some of these theories have assumed immediate word by
word processing (Marslen-Wilson, 1975; Marslen-Wilson &
Tyler, 1980; Marslen-Wilson & Welch, 1978). As a listener
identifies a word, the syntactic category of the word, the
meaning of the word, and the prosodic information such as
stress, will all be evaluated to determine how the word
fits with the prior context. The syntactic category will
be combined with previous word categories to form a phrase,
and will provide predictive information about the possible
categories of subsequent words. The word meaning will com-
bine with the meanings of previous words to predict the
semantically plausible subsequent words. The sentence will
be completely processed, with predictions about what will
come next, moment by moment, as each word is identified.
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All of the information is combined together to recognize
each word, and to incorporate the word into the meaning of
the sentence. Evidence for the immediate availability of
all kinds of information comes from experiments in which
subjects shadow fluent speech at a very fast rate. Sub-
jects can shadow more quickly for sentences which are more
highly constrained. When mispronunciations are placed in
the sentences, shadowers restore the mispronunciations to
the correct pronunciation, more frequently if the mispro-
nunciation occurs in a highly constrained context, than in
a less constrained context. Subjects are also able to
detect mispronunciations more quickly when they occur in
a highly constrained context.
Other theories of sentence processing have assumed
independent serial stages (Forster, 1978; Frazier & Fodor,
1978). In Forster 's model, words are accessed by a lexical
processor and organized into a syntactic structure. At a
later stage, a message processor develops a semantic inter-
pretation based on the syntactic representation. This
model predicts that semantic factors will not influence the
earlier stages of lexical access and syntactic organization.
While this theory does assume a structural representation at
the syntactic level, there is no representation of relations
among words at an earlier stage of processing. Lexical and
phonological (presumably, also prosodic) information provide
cues to help choose the correct syntactic representation.
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one detailed proposal of an independent stage model
which uses a syntactic representation is the Sausage
Machine model (Frazier & Fodor, 1978). This model assumes
that words are immediately organized in a syntactic repre-
sentation, but that this organization proceeds in two
stages. The first stage attaches words locally into phrases
as a package of optimally six or seven words. The size of
the package will depend on the limits of STM and the con-
stituent structure of the sentence. These phrasal packages
are combined with each other in the second stage.
The organization of words into phrases is done immedi-
ately, even when there is more than one structure avail-
able to the parser. The parser follows a "Minimal Attach-
ment Strategy" when there is more than one way to attach a
word into a phrase (Frazier, 1978). Consider sentences
(4) and (5).
(4) The dog brushed by the boy and left hair
on his clothing.
(5) The dog brushed by the boy looked beauti-
ful for the contest.
The phrase "brushed by the boy" can either be analyzed
as the main verb, with a prepositional phrase (Example 4) or
it can be analyzed as a relative clause in the noun phrase
"the boy" (Example 5). The Minimal Attachment strategy
predicts that the main verb phrase analysis will be pre-
ferred, since it requires a minimal number of nodes in order
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to attach the phrase into the sentence structure. Notice
in Figure (2) that an additional node is required for the
relative clause attachment. As predicted, readers misan-
alyze sentences such as (5) and must reread them.
The words of the sentence will be incorporated into a
phrasal package rather than beginning a new phrasal package
as long as memory is not overloaded. New words will be
incorporated into the phrase currently being parsed as
long as the constituent structure of the phrase permits
additional attachment. This principle of organization is
summarized in the Late Closure strategy (Frazier, 1978).
The Late Closure strategy predicts that the noun phrase
"the sock" in sentences (6) and (7) should be included in
the first package as the object of the verb "mending."
(6) While Mary was mending the sock it fell
off her lap.
(7) While Mary was mending the sock fell off
her lap.
Because of this strategy, sentence (7) will be misanalyzed,
and will therefore be more difficult to understand than
sentence (6).
Frazier and her colleagues have demonstrated that syn-
tactic parsing is done in two separate stages, by manipu-
lating the availability of information at each stage. For
example, local attachments are preferred over distant
attachments, even if the local attachment is non-minimal.
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Figure 2. Partial syntactic trees for the relative clause
(Non-minimal Attachment) and main verb (Minimal
Attachment) analyses of sentences (4) and (5)
.
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Also, attachment preferences are determined by the lengths
of phrases, which presumably affects how much can be or-
ganized as one phrasal package (Fodor & Frazier, 1980).
Models of independent stages have focussed on building
a syntactic representation, and have tried to specify the
kinds of information which can be used in making decisions
about which syntactic analysis to follow. Although these
models have not been developed to incorporate the role of
prosody in comprehension, the most natural extension of
the model would treat prosody as another source of informa-
tion, which might provide a cue to the best syntactic anal-
ysis. Although this "Cue" Model could be developed in
many different ways, I will try to describe one which seems
compatible with the current syntactic models. In contrast
to the "Cue" Model, processing theories could be extended
to incorporate prosody as a fundamental representation in
the processing system. This view is more compatible with
the evidence cited earlier on auditory processing, and
linguistic descriptions of prosody.
The Cue Model
.
The "Cue" Model assumes that listeners use
locally specifiable features of the physical input to con-
strain some non-prosodic representation. Cue Models which
have been developed focus on syntax as the basic form of
representation. The listener will try to use all of the
information which is available, word by word, in order to
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Choose the correct syntactic representation. One type of
syntactic information which might be used when more than
one structural analysis is possible is subcategorization
information. For example, in sentence (8), the noun phrase
following the verb "walked" might initially be assigned to
a new clause if information that "walk" is usually intransi-
tive was used in choosing the syntactic structure.
(8) Wherever Mary walked her dog would follow.
In this model, prosody would provide additional information
about how to structure lexical categories in relation to
each other. This information might be presented in a
variety of cues, such as pauses or segmental lengthening
to signal the ends of constituents, stress peaks to sig-
nal the heads of phrases, or dramatic increases in funda-
mental frequency (F^) to signal the beginning of a new
constituent. For example (8), suppose that the "cue" of
segmental lengthening + pause was provided at the end of
the verb "walk," to signal a boundary. This prosodic cue
would be evaluated along with the lexical information
which biases "walk" as an intransitive verb. These two
cues together might signal the less preferred. Early Clo-
sure analysis of the sentence. If the prosodic cue and
the lexical cue were inconsistent with each other, the
sentence would be more likely to be misread. Inconsis-
tency would result from the absence of pause or lengthening
with a verb like "walk" or the presence of pause or length-
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ening with a verb like "mend."
The Representation Model. The Representation Model assumes
that the relations among constituents in the sentence are
organized by prosodic patterns and are represented in
memory as prosodic structures. This structure is the
initial organization of the acoustic waveform in memory
and is therefore critical in determining the organization
of more abstract levels of representation such as syntax.
The boundaries which define prosodic units will con-
strain the processing units throughout the language compre-
hension system. Words will be recognized, constituents will
be defined, and semantic relations will be determined within
the organization of the prosodic processing units. Pros-
odic processing units are similar to the phrasal packages
in the Sausage Machine. However, prosodic processing units
are defined by the organization of the acoustic signal
rather than by constituent structure or by STM capacity.
There are two aspects of the Representation Model
which are critical in distinguishing it from the Cue Model.
First, the representation is needed to specify the informa-
tion which is coded prosodically, since all of the physical
attributes of the signal are perceived in relation to the
surrounding context. Second, local specification of
context-sensitive prosodic information is not sufficient.
Local prosodic properties will only influence language
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processing decisions as part of a global prosodic pattern.
The Cue Model assumes that prosodic cues can be speci-
fied within the local context of a sentence. Context sen-
sitivity might extend to a syllable or word where particu-
lar articulatory gestures would be constrained by the
limits of vocal tract movement, other global context such
as overall speaking rate might also be considered in
evaluating the duration of a segment or a pause. However,
these types of contextual sensitivity can be determined
locally, or by marking a non-prosodic representation.
Contextual sensitivity which requires the representation
of relations more distant than individual words would argue
for the Representation Model.
If acoustic information could only be interpreted
within the relations of a prosodic pattern, some represen-
tation of prosody would be needed in the processing system.
However, this does not argue that the prosodic representa-
tion is used as the organization for other levels of lan-
guage processing. A Cue Model could be revised to allow
an initial prosodic representation which specified some
set of cues from the acoustic pattern. These isolated
cues could then be used as one source of infomation in
building the syntactic and semantic representations. The
Representation Model suggests that the pattern of the cues
creates an organization which defines the units of pro-
cessing. Thus, each cue is informative only in its rela-
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tion to the other cues because these relations determine
how information is segmented.
The cue/representation distinction has implications
for other aspects of the language processing model. The
Cue Model emphasizes the independent contribution of iso-
lated sources of information. At a given local position
in the sentence, the processor is faced with a decision
about how the sentence should be structured. Information
from the prosody, the syntax, and the meaning of the sen-
tence can all be brought to bear on this decision. In
this view, there is no theoretical motivation for a prefer-
ence of one source of information over another. The most
parsimonious of these models would predict that each cue
IS equally important in influencing parsing decisions. If
more than one prosodic cue is used to signal a particular
analysis, we would expect each of the cues to contribute
without any one cue dominating the decision.
The representation view emphasizes the role of pros-
ody as an initial organizer. As such, we would expect this
representation to be used at an early processing level.
The organization of the prosodic representation should
determine the organization of other processing levels, but
the information from other representations should not
affect the prosodic representation. A processing theory
could be developed which used other information besides
acoustic information to construct a prosodic representa-
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tion. However, such a theory would not advocate prosody
as an initial organizer.
Another Cue Model might emphasize the use of prosodic
information at choice points in the development of a syn-
tactic representation. if the syntactic representation is
primarily built by recognizing syntactic categories and by
following syntactic strategies, changes in prosody should
go unnoticed. The prosodic information should only influ-
ence the organization of the sentence when the syntactic
information is insufficient for a decision to be made (at
a temporary ambiguity). m a syntactically driven parsing
model in which the parser doesn't initially recognize
ambiguities, the role of prosody would be even more incon-
sequential. Such a model would predict that prosodic
information which was consistent with the preferred syntac-
tic analysis would not affect the parsing decisions. The
preferred syntactic analysis would be chosen unless a
prosodic cue signalled the less preferred analysis.
In the Representation Model, prosodic organization
determines the organization of the sentence, whether or
not there is a syntactic ambiguity. If information is
first combined within prosodic processing units before it
can be combined across units, then a mismatch of prosodic
boundaries and syntactic boundaries will be disruptive
whenever a prosodic boundary separates words which must
be related as constituents. This disruption should hold
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for both ambiguous and unambiguous strings.
If language is organized into some structural repre-
sentation in working memory, the organization of this
structure should affect the availability of information.
Tasks which require access of information from the repre-
sentation should be more difficult if the information which
is needed is in a subordinate position in the representa-
tion. Tasks in which information must be combined will be
easier if the information to be combined is presented with-
in the same structural unit.
For the Cue Model, the most likely structure for
organization is syntactic structure. Information which is
represented in prominent positions (e.g., heads of phrases)
should be easier to access, and information presented with-
in syntactic constituents should be easier to combine.
For the Representation Model, prosodic structure orga-
nizes the representation. Information which is represented
by prosodic prominence should be easier to access (e.g.,
stress) and information within prosodic constituents (e.g.,
intonation contours) should be easier to combine.
The experiments presented in this dissertation test
some of the predictions of the Representation Model. Ex-
periment 1 compares the difficulty of different prosodic
organizations for sentences with a temporary syntactic
ambiguity. It tests the usefulness of prosodic cues in
signaling the correct syntactic analysis and shows that
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patterns of prosodic information are used in language
comprehension. Experiment 2 uses visual presentation to
test whether or not temporal grouping can impose struc-
ture in the absence of sound information.
The Representation Model predicts that prosodic struc
ture will affect comprehension of sentences without tem-
porary ambiguities. Experiment 3 tests unambiguous sen-
tences with normal and abnormal intonation patterns.
Finally, information presented within the same pros-
odic constituent should be easier to combine than informa-
tion which crosses a prosodic boundary. in Experiment 4,
information which is needed to answer a comprehension ques
tion is presented within an intonation contour or across
two contours.
CHAPTER II
EXPERIMENT 1
Spoken sentences can be well described by prosodic
regularities but there are very few demonstrations that
listeners use this information in sentence processing.
Some studies (Lehiste, 1973; Lehiste, Olive, & Streeter,
1976; Streeter, 1978) have shown that listeners can use
prosodic information to disambiguate sentences which have
two possible meanings. However, in these studies, the
listeners were aware of the ambiguity and were asked to
choose the intended meaning of the sentence. They may
have been able to focus on prosodic distinctions which
would not normally affect comprehension. Also, the
speakers were asked to say each sentence so that the cor-
rect meaning would be clear. This might have produced
exaggerated prosodic information which would not be avail-
able for the listener in natural speech. For ambiguous
sentences, the listener is left with two meanings even
when processing is complete. Prosody might be used only
as a last resort when neither meaning of the sentence
can be eliminated based on other sources of information.
While these studies have demonstrated that listeners are
sensitive to the prosodic information which is in the
signal, they do not show that the listener makes use of
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prosodic information in normal sentence comprehension.
Experiment 1 was designed to test whether or not
listeners could use prosodic information to choose the
correct syntactic analysis in temporarily ambiguous sen-
tences. Since only one meaning was possible by the end of
the sentence, this experiment provides a test of whether
or not prosodic information can be used immediately for
on-line processing decisions. Consider the sentences in
Example 1.
(ILC) Because her grandmother knitted pullovers
Cathy kept warm in the wintertime.
(lEC) Because her grandmother knitted pullovers
kept Cathy warm in the wintertime.
These sentences are ambiguous at the word "pullovers." In
processing these sentences, the listener or reader must
decide whether the word "pullovers" is the object of
the word "knitted" or the subject of the second clause.
According to Late Closure, a syntactic parsing strategy
described by Frazier (1979), the parser prefers to include
the ambiguous phrase in the phrase which is currently being
processed. In this example, the parser will prefer the
analysis in which "pullovers" is the object of the verb
"knitted,
" because this places the boundary of the current
phrase after the word "pullovers." This strategy predicts
that Late Closure sentences such as (ILC) which require
the later boundary will be easier to understand than Early
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Closure sentences such as (lEC) which require that the
phrase end earlier, before the ambiguous word, m reading.
Early Closure sentences such as (lEC) are more difficult
than the Late Closure sentences (Frazier, 1979; Frazier &
Rayner, 1982). However, when these sentences are spoken,
the rhythmic organization of the sentences may prevent the
listener from choosing the wrong syntactic analysis.
If prosodic information is used in normal sentence
comprehension, language processing theories must explain
how this information influences processing decisions, and
how it is combined with other sources of information. Some
of the sentences in Experiment 1 were presented with incon-
sistent prosodic information. For one part of the sentence,
the prosody matched the correct syntactic analysis, while
the other part of the sentence was inconsistent with the
correct analysis. By presenting conflicting information,
we hoped to isolate the critical points in the sentence
where the parser must be committed to one analysis, and to
determine what prosodic information is contributing to this
decision. For example, if the verb "knitted" in example (1)
is marked by a prosodic boundary (segmental lengthening +
pause) and another boundary is marked after "pullovers,"
which boundary will determine the decision?
Finally, this experiment provides the beginning of
the investigation of a prosodic representation in process-
ing. By determining the kinds of prosodic information
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Which affect how the sentence is organized, we can begin
to build this information into a psychological representa-
tion Which will make predictions about how sentences should
be understood. The patterns of cues which emerge from this
experiment will direct future descriptions of the repre-
sentation of prosody in processing.
One specific claim of the prosodic Representation
Model presented in Chapter I was that information will be
organized in prosodic units. if so, a complete prosodic
unit should be more movable in the representation than
information which is incorporated in a prosodic unit with
other information. A test for this hypothesis is included
in this experiment. If the ambiguous phrase of example (1)
("pullovers") is presented as a separate prosodic unit, it
should be more easily movable in the representation. Thus,
it could be attached to the first clause as the object of
the verb "knitted," and it could just as easily be attached
to the second clause as the subject of the verb "kept." The
test case for this hypothesis is one where a prosodic boun-
dary occurs both after "knitted" and after "pullovers." In
these sentences, "pullovers" is isolated from both the first
and second clause intonation contours, and should therefore
be easily combined with either clause.
Method
Subjects
. Forty volunteers from the University of Massa-
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chusetts community served as subjects.
Materials and desi>
. Each sentence was constructed so that
there was a temporary syntactic ambiguity. There were two
versions of each sentence in example (l). The LC version
(Late Closure) resolved the ambiguity by including the
ambiguous phrase with the second clause.
Four groups of test sentences were constructed with
eight sentences in each group. The four groups differed in
the type of construction which made the phrase ambiguous.
Group 1 sentences were ambiguous because the Verb + Noun
Phrase in the first clause could be parsed as a verb and
direct object, or as an intransitive verb with the noun
phrase as the subject of the new clause. Group 2 sentences
contained a word which could be interpreted either as a
noun or an adjective. Group 3 sentences contained an in-
finitival complement which could be attached within the
first clause, or could begin the second clause. Group 4
sentences were similar to Group 1 sentences except that
the ambiguity occurred at the first clause boundary in a
string of three conjoined clauses. These four types of
Late Closure sentences were tested by Frazier (1978) using
visual materials. A fifth group of sentences was included
to test sentences with a different type of temporary ambigu-
ity. In these sentences the ambiguity could be resolved by
choosing the preferred Minimal Attachment analysis, or by
41
Choosing the less preferred Non-minimal Attachment. A list
of the 40 experimental sentences and the 20 filler sentences
is presented in Appendix A.
The sentences were constructed so that they could
be divided into three segments which are illustrated in
Figure 3 for Example 1
.
The segments were an opening
(A or X in Example 1), the ambiguous phrase (B or Y), and
the disambiguating final phrase (C or Z). The sentences
were recorded on a Revox A77 tape recorder in an anechoic
chamber. They were spoken in a natural intonation, with
main sentence stress on the first word of the second
clause. For sentence (ILC), segments A and B were spoken
within one intonation contour, with a natural comma pause
at the end of segment B. Segment C was a separate intona-
tion contour with main sentence stress on Cathy
. For sen-
tence (lEC), segment X was spoken with one intonation con-
tour, with natural comma pause after knitted. Segments Y
and Z were spoken as the second intonation contour with
main sentence stress on pullovers .
These two naturally spoken sentences were divided
into the three segments illustrated in Figure 3. These
segments were recombined to form the original natural
sentences, or sentences with one or two segments from the
alternative version. For example, in sentence (1), either
segment A or X would be followed by either B or Y. The
final phrase (C or Z) determined the correct interpreta-
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tion of the sentence. The complete set of interchanged
segments produced eight experimental conditions which are
listed in Table 1.
The four conditions which ended with the C segment
were Late Closure sentences since the correct analysis of
the sentence closes the phrase late, after the ambiguous
phrase (pullovers). The four conditions which ended with
the Z segment were Early Closure sentences because the
clause ends before the ambiguous phrase. The Late and
Early Closure endings were preceded by each of four intona-
tion patterns. The Late Boundary pattern (LB) consisted of
segments A and B, which put the ambiguous phrase in the
first clause intonationally
. The Early Boundary pattern
(EB) consisted of segments X and Y which put the ambiguous
phrase at the start of a new clause intonationally. The
Both Boundaries pattern (BB), consisted of segments X and
B, which put the ambiguous phrase between two comma pauses,
and the No Boundary pattern (NB) consisted of segments A
and Y which completely missed the pauses which had occurred
in the natural versions of the sentence. For the Late
Closure sentences, the LB pattern was the natural intonation
pattern. However, the LB pattern should be the most mis-
leading pattern for the Early Closure sentences, since it
grouped the ambiguous phrase with the first clause. The EB
pattern was the natural intonation pattern for the Early
Closure sentences, and this pattern should be the most
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TABLE 1
Conditions Presented in Experiment 1
Prosodic Boundary Syntactic Bound;.ry
Late Boundary
Early Boundary
Both Boundaries
No Boundaries
Late Closure ABC
Early Closure ABZ
Late Closure XYC
Early Closure XYZ
Late Closure XBC
Early Closure XBZ
Late Closure AYC
Early Closure AYZ
AB\ C\
AB\ Z\
X\ YC\
X\ YZ\
X\B\C\
X\B\Z\
A Y C\
A Y Z\
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misleading for the Late Closure sentences. The BB pattern
provided some information for an early boundary and for a
late boundary. The pauses at each boundary position iso-
lated the ambiguous phrase into a separate unit. This
condition provides a test of the Separate Unit Hypothesis.
If prosodic units can be more easily moved, the BB sen-
tences should be easily understood for both the Early and
Late Closure sentences. The NB pattern did not contain a
pause at either boundary position.
The sentences were digitized, segmented, cross-spliced
and resynthesized using the Haskins Laboratories PCM system.
Each segment began with a voiceless stop consonant to allow
precise segmentation. The segments were divided immedi-
ately before the release of the stop consonant, so that all
pauses and lengthening were kept at the end of the previous
segment.
The Haskins PCM system was used to put a brief high
frequency noise on the second channel for timing the res-
ponse. The final syllable of the sentence usually began
with a voiceless stop consonant so that this "pip" could
be placed in precisely the same place for both versions of
the sentence.
The speech waveform for each sentence was recorded on
a Visipitch and the duration of each critical segment was
measured on the Haskins PCM system. An analysis of the
contour and the timing of the sentences will appear in the
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Results section.
Eight experimental tapes were constructed so that each
of the 40 experimental sentences appeared in one condition
on each tape. There were five instances of each condition
and eight instances of each of the 5 syntactic groups on
each tape. Thus, there was one instance of each condition
in each syntactic group. The 40 experimental sentences and
the 20 filler sentences were randomly ordered on each tape.
Every subject listened to one tape.
Procedure
.
The sentences were played on a Revox A77
tape recorder into a quiet room over an AR-4A speaker.
Subjects were asked to listen to each sentence and to press
a button when they understood the sentence. If the subject
did not understand the sentence, he told the experimenter,
who was seated in the room. The next sentence was played
two seconds after the subject's response. On 25% of the
trials, selected randomly for each subject, the word Para-
phrase was displayed on a video monitor after the response
was made. On these trials the subject was instructed to
tell the experimenter a paraphrase of the last sentence
which was played. In addition, the experimenter recorded
the successful trials, and marked down the sentences which
subjects could not understand. A PDP8I computer operated
the tape recorder and recorded the responses. Response
time was recorded from the beginning of the last syllable
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in the sentence, which averaged about 400 msec in duration
for both the Early Closure and the Late Closure endings.
Results
In order to analyze for effects of sentence type, the
data from the 5 subjects who listened to the same stimulus
tape were collapsed to form 8 "super-subjects." Collapsing
the data was necessary since each subject listened to only
one sentence in each condition for each sentence type. The
Mean Response times to comprehend the Late and Early Closure
sentences in each sentence group are presented in Table 2.
The means in Table 2 are averaged over Boundary condi-
tion. A full table of Closure and Boundary conditions
separated by sentence group is presented in Appendix B.
There was a significant effect of sentence type which was
primarily due to the faster response times in Group 1 than
in the other groups (F (3,21) = 5.86, £ < .0047). However,
this effect was not significant in the sentence analysis
(F (3,28) = 1.89, £ < .152). Late Closure sentences were
easier than Early Closure sentences in Groups 1 and 3, but
not in Groups 2 and 4. This resulted in a significant
interaction of Closure and Sentence Type (F (3,21) = 12.5,
£ < .00016, in the subject analysis; F (3,28) = 3.9, £ <
.0187, in the sentence analysis; and marginally by
Min F' (3,43) = 2.97, £ < .10). Follow-up tests on each
sentence type indicated that the Late Closure sentences
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TABLE 2
Means Response Times to Comprehend Closure Sentences
for Different Sentence Groups, in Experiment 1
^^Q^P ^ Group 2 Group 3 Group 4 X
Late Closure 1055 1520 1098 1546 1305
Early Closure 1395 1402 1653 1434 1471
X 1225 1461 1376 1490
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were easier than the Early Closure sentences in Group 1
(t (21) = 4.0, £ < .01), and in Group 3 (t (21) = 5.2,
£ < .01) but not in Groups 2 and 4 (t (21) = 1.3 and 1.38,
respectively). Late Closure sentences were easier than
Early Closure sentences overall in the subject analysis
(F (1,7) = 9.55, £ < .017) and in the sentence analysis
(F (1,28) = 3.79, £ < .058, but Min F' (1,34) = 2.71,
£ > .10).
Since Sentence type did not interact with Intonation
Boundary condition (F (9,63) < l), and Sentence type, boun-
dary, and closure did not interact (F (9,63) < i), the Sen-
tence type was collapsed for further analysis of Intonation
Boundary effects.
The mean response times to comprehend the Early and
Late Closure sentences in the four boundary conditions are
presented in Table 3. Comprehension time was slower when
the intonation boundary was inconsistent with the correct
analysis of the sentence than when the intonation boundary
was consistent. For Late Closure sentences. Late Boundary
sentences were faster (1132 msec) than the Early Boundary
sentences (1536). For the Early Closure sentences, Early
Boundary sentences were faster than the Late Boundary sen-
tences (1282 versus 1798). The Both Boundary intonation
was misleading for the Early Closure sentences, but not for
the Late Closure sentences, and the No Boundary condition
was not misleading for either Late or Early Closure sen-
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TABLE 3
Mean Response Times to Comprehend Closure Sentences
in Experiment 1
LB EB BB NB x
1263
501
Late Closure 1132 1536 1142 1243
Early Closure 1798 1282 1537 1386 i
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tences. These differences resulted in a significant inter-
action of Closure and Boundary condition (F (3,117) = 12. 61,
P < .00001), in the subject analysis; (F (3,93) = 12.78,
£ < .00001), in the sentence analysis; and Min F' (3,207) =
6.34, £ < .01.
In the Newman-Keuls analysis, the four boundary con-
ditions were contrasted separately for the Late and Early
Closure sentences. For the Late Closure sentences, the
Late Boundary, Both Boundary and No Boundary conditions
were all faster than the Early Boundary condition (^ < .05).
For the Early Closure sentences, the Late Boundary condi-
tion was more difficult than the Early and No Boundary con-
ditions (£ < .05), and marginally more difficult than the
Both Boundary condition (^ - .05). The Both Boundary con-
dition was also more difficult than the Early Boundary con-
dition though this difference was only marginally signifi-
cant (£ = .05)
.
Mean response times to comprehend the Minimal and Non-
minimal Attachment sentences are presented in Table 4.
There was no interaction of Boundary and Attachment type
(F (3,117) = .54, £ > .10). There was also no main effect
of either boundary or attachment type.
The total number of trials on which subjects could
not understand the sentence in each condition is reported
in Table 5. Subjects failed to understand Early Closure
sentences more frequently than Late Closure sentences.
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TABLE 4
Mean Response Times to Comprehend Minimal and
Non-minimal Attachment Sentences in Experiment 1
LB EB BB NB
Minimal Attachment io42 1192 1023 1170
Non-minimal Attachment 1263 1242 1172 1135
TABLE 5
53
Frequency of Not Understanding Sentences in
Experiment 1
EB BB NB
Late Closure 9 (.06) 9 (.06) 14 (.09) 9 (.06)
Early Closure 28 (.18) 5 (.03) 12 (.08) 22 (.14)
Minimal Attachment 0 (.00) 2 (.05) l (.03) 3 (.08)
4 (.10) 1 (.03) 3 (.08) 0 (.00)
Non-minimal
Attachment
NOTE: Proportion of total responses is in parentheses.
54
There were no differences for the Minimal and Non-™ini™al
Attachment sentences.
An analysis of the fundamental frequency contours
and segment durations supported the intuition that the
sentences were spoken in two intonation contours, with the
intonation break after the B segment in the Late Closure
sentences (see ABC in Figure 3), and after the X segment
in the Early Closure sentences (see XYZ in Figure 3). The
Peak F^ was consistently higher in the Y segment than in
the B segment (Mean peak in Hz, Y = 292, B = 244). This
was expected since the Y segment is the beginning of the
second intonation contour, but the B segment is the end of
the first intonation contour. The C segment was consistent-
ly higher than the Z segment (Mean peak in Hz, C = 287, z =
229) since the C segment is the beginning of the second in-
tonation contour, and the Z segment is a continuation of the
second contour begun at Y. The mean durations for each seg-
ment in each sentence group are presented in Table 6. The X
segments were consistently longer than the A segments since
the X segment included the intonation boundary (segmental
lengthening and pause) for the Early Closure sentences.
The B segments were consistently longer than the Y segments,
since the intonation boundary occurred after the B segment
in the Late Closure sentences. The C segments were also
longer than the Z segments, probably because of the addi-
tional word in many of the Late Closure endings.
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TABLE 6
Duration in Msec for Each of the Three Segments
Coinbined to Make Test Sentences in Experiment 1
Group 1
Group 2
Group 3
Group 4
A/X
1321
1900
1198
1617
1408
1806
966
1372
1053
586
879
476
1425
966
1094
642
C/2
1739
1265
2019
1576
2044
1550
3254
2793
Minimal and Non-minimal
Attachment 994
1184
1363
1185
1693
1472
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Discussion
This experiment provides evidence that sentence com-
prehension is affected by the prosodic organization of the
sentence. The sentences used were only temporarily ambigu-
ous, so that a unique structural analysis of the sentence
was specified by the end of the sentence, when the compre-
hension response was made. Thus, the prosodic organization
affected how these sentences were understood on-line.
These effects were dramatic enough so that listeners were
not able to correct the analysis before they reached the
end of the sentence and were required to make a response.
The experiment also provided evidence that listening
comprehension is influenced by the Late Closure syntactic
strategy proposed by Frazier (1979). Although others
(Frazier, 1978; Frazier & Rayner, 1982) have provided
support for these strategies in reading, this experiment
has provided converging evidence that the Late Closure
preference occurs in listening as well.
Although both of these effects are clearly demon-
strated, a language processing theory must explain how
these effects are obtained within the structure of the
processing system. A Cue Model must indicate which speci-
fic cues are informative in processing the sentence, and
how these cues influence the processing decisions.
Several cue models will be considered to see if they
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can adequately account for these results. One cue model
suggests that an initial syntactic representation is con-
structed based on information about phrase structure rules
and syntactic preferences. Prosodic information is used
only to alter which syntactic analysis is considered first.
Since prosodic information is only used to re-order syntac-
tic choices, if no re-ordering is needed then the prosodic
information will not affect sentence processing. Notice
that this view predicts that when the preferred syntactic
analysis is followed, the normal prosodic information will
be of no help over no prosodic information at all. This
type of model is only successful in explaining part of the
results of Experiment 1. As predicted, for the Late Clo-
sure sentences, the Late Boundary intonation which provides
the correct prosodic organization is no better than the No
Boundary intonation condition. Also, the Early Boundary
condition which would re-order the syntactic preferences to
favor an Early Closure analysis is disruptive. To account
for the ease of processing the Both Boundary condition,
this model needs two additional assumptions. First,
ambiguous information must not re-order the syntactic
alternatives. Secondly, the decision to re-order does not
occur on-line, since the first boundary is only ambiguous
in relation to the second boundary in this condition.
However, even with these additional assumptions, this
model cannot account for the pattern of results in the
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Early Closure conditions. The Early Boundary, Late Boun-
dary, and Both Boundary conditions are consistent with the
predictions of the model, since the Early closure analy-
sis is less preferred, it is only chosen in the case of
unambiguous information which occurs in the Early Boundary
condition. However, the results in the Early Closure No
Boundary condition cannot be explained, if the No Boun-
dary information is taken to be ambiguous, the re-ordering
should not take place and this condition should be as dif-
ficult as other misleading conditions for the Early Closure
sentences. However, the No Boundary condition did not show
a difference from the Early Boundary Early Closure sen-
tences where the prosodic information was consistent with
the correct analysis of the sentence.
Other models of how cues function might give a more
central role to prosodic cues. First, consider the pause
and segmental lengthening at the end of a clause as a cue
that a constituent is finished. In the ambiguous sentences
in Experiment 1 this cue could signal whether or not to end
the clause after the verb. If this cue determined which
analysis of the sentence was chosen, all the conditions
which had a pause after the first segment should have been
interpreted as Early Closure sentences and those without
pauses should have been interpreted as Late Closure sen-
tences. This correctly predicts that the Early Closure
Early Boundary condition should be easy, and that the Early
59
Closure Late Boundary condition should be difficult, it
also correctly predicts that the Late Closure Late Boundary
condition should be easy and the Late Closure Early Boundary
condition should be difficult. However, it also predicts
that the Both Boundary conditions should both be inter-
preted as Early Closure sentences. If so, the Late Closure
Both Boundary condition should have been misleading and
the Early Closure Both Boundary condition should have been
easy, since the results are exactly the opposite of this
prediction, the first boundary cue is not sufficient to
explain the results.
An alternative cue model might claim that the prosodic
cue is only useful after the ambiguous phrase is heard. If
a boundary cue such as a pause is presented after the
ambiguous phrase, the Late Closure analysis will be assumed.
If the pause does not occur after the phrase it will be
attached to the material which follows it. This cue model
is successful in explaining the results of the Both Boun-
dary conditions in addition to the Late Boundary and Early
Boundary conditions. Since the first boundary is not con-
sidered, the second pause in the Both Boundary condition
will cue a Late Boundary which will be correct for the Late
Closure sentences but disruptive for the Early Closure sen-
tences. However, this model cannot account for the results
in the No Boundary condition. Although there is no pause
or boundary information after the ambiguous phrase, this
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condition is easy for both the Late and Early closure sen-
tences. If the boundary information was guiding the analy-
sis, the Late Closure sentences should be more difficult in
this condition.
While isolated cues cannot account for these results,
perhaps a model which allows patterns of cues would be more
successful. in this model, both the first and second boun-
dary can contribute to the decision which is made, if both
boundaries are considered, the correct predictions can be
made for the Late Boundary and Early Boundary conditions.
However, why would a pause at both boundaries predict the
same analysis as a pause only at the second boundary, and
no pause at the first boundary? Further, the No Boundary
condition cannot be explained by using these two cues.
These is no pause at either boundary and yet the correct
Late or Early Closure analysis is chosen.
The No Boundary conditions can only be explained by
using a cue from the final segment of the sentence. Analy-
sis of the fundamental frequency curves of these sentences
showed that the beginning of the final segment of the Late
Closure sentences had a consistently higher than the
beginning Early Closure final segments. This result is due
to the fact that for the Early Closure sentences, the middle
and final segments are both in the same intonation contour,
so that the beginning of the final segment does not begin
at the initial high F^ characteristic of a new contour.
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By including a
-cue- of how high the is at the beginning
of the final segment, a unique pattern of cues is obtained
for each of the eight conditions in the experiment. This
set of cues is presented in Table 7.
The results from Experiment 1 can only be explained
by a pattern of at least three cues. However, if this pat-
tern is interpreted as a set of cues which operate on the
parsing system, it provides no insight into why certain
prosodic cues will influence the parsing decision in one
way and others will have the opposite effect, if these
cues are interpreted in the context of a representation,
however, the functioning of this pattern becomes clear.
The height of the fundamental frequency of the final
segment is not an isolated tone. Rather it is part of
the continuous pattern of which defines the pitch con-
tour. During the intonation contour, the pitch gradually
declines, until the beginning of a new contour when it is
reset to the initial high frequency. Pitch contours are
not smoothly declining curves. They are accented by both
high and low tones on stressed syllables throughout the
contour.
Suppose that the listener uses the height of the F
o
to determine whether or not a boundary has occurred.
Since the F^ declines, tones which occur later in the con-
tour will be judged higher than acoustically equivalent
tones which occur earlier in the contour. The absolute
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TABLE 7
Patterns of Cues Which Can Account for the Results
of Experiment 1
Late Closure
Early Closure
LB
-P+P+H
-P+P-H
EB
+P-P+H
+P-P-H
BB
+P+P+H
+P+P-H
NB
-P-P+H
-P-P-H
+P
+H
= Pause;
-P = No Pause
= High fundamental frequency;
-H = Continuing contour,
lower fundamental
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pitch of a tone will also vary tremendously depending on
the emphasis and expression intended by the speaker, if
tone height is used as a cue, it must be used within the
overall representation of the pitch contour, since the
height of the tone can only be evaluated in relation to
the contour.
A representation model of the pattern of cues found
in Experiment 1 can explain how prosody grouped the words
for processing. As the listener hears a sentence, the
words are arranged in prosodic contours. The boundary
of a contour is marked by an increase in pitch which
does not fall within the range of acceptable pitches for
the declining baseline of the current contour. The accept-
able pitch height is evaluated on two dimensions. First,
how high is this tone, given the position it holds in the
declining baseline? Thus, higher tones will be more accept-
able earlier in the contour, but as the baseline declines
the maximum height of the tone will be lower. Second,
how high is this tone in relation to the previous tone?
Increases in within a small temporal interval will
also signal the start of a new contour. Consider the
prosodic manipulations used in Experiment 1. in the Late
Boundary Late Closure condition, there is a pause after
the middle segment, which ends with a low F^. The begin-
ning of the final segment is high both in relation to the
pitch of the previous segment and in relation to the late
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position in the contour. The change is perceived as a
boundary, and the intonation unit is ended after the
.id-
die segment, m the Late Boundary Early closure sentence
the boundary is also placed after the middle segment
Although the final segment does not begin at such a high F
xn this condition, the pause positions this segment far
"
enough along in the declining baseline so that this tone is
interpreted as too high to continue the contour. For Early
Boundary conditions, the high tone in the middle segment is
interpreted as high, both in relation to the declining base-
line (exaggerated because of the pause after the first
segment) and also in relation to the tone at the end of the
first segment. These conditions had unambiguous prosodic
patterns for the first two segments, and could easily be
explained by any of the models proposed above. However,
only the representation view can explain why the first
boundary is ignored in the Both Boundary conditions. Al-
though the pause after the first segment positions the
middle segment later in the contour, the tone on the middle
segment is very low, so that it is still acceptable for the
lower baseline it is judged in relation to. Thus the mid-
dle segment is grouped in the first intonation contour,
and the Early Closure sentences are misanalyzed. For the
No Boundary condition, since there are no pauses to exag-
gerate the decline of the baseline, the relative height of
the middle segment is determined by the height of the
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following segment, m the Late Closure condition, the
high tone on the beginning of the final segment forces the
middle segment into a less prominent position, and posi-
tions it in the first contour. Por the Early closure sen-
tences, the tone at the beginning of the middle segment is
interpreted as a high tone, and the boundary is placed
after the first segment.
Notice, that this explanation requires a prosodic
representation. The height of a tone is determined by its
position in the contour. Thus, there is no absolute value
to a particular cue in the absence of the overall repre-
sentation. Also, a pattern determines where the boundary
Of the prosodic units has occurred. The pattern of "cues-
only makes sense as a description of the prosodic contour
which is being processed.
While an evaluation of tone height provides an ade-
quate account of the results of this experiment, there are
no doubt other aspects of the prosodic pattern which could
account for them as well. Prosodic patterns are highly
constrained in natural language, and no attempt was made
in recording these materials to control for different
aspects of the prosodic pattern. One other aspect of the
patterns which is potentially important is the occurrence
of the boundary tones at the end of the contours. Pierre-
humbert (1981) points out that boundary tones can be dis-
tinguished from pitch accents in that they occur on un-
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stressea syXla^Zes. s.e ae^ne. intonaUon p..ase. as a
serxes of pitch accents ana a .ounaary tone with a aecUn-mg baseline. However, the baseline can continue to
aecUne over several intonation phrases,
^though boun-dary tones are potential boundary Markers, they were not
effective in ending the Early closure sentences in the Both
Boundary condition in this experiment. Perhaps the psy-
chological prosodic unit is defined by the pitch declina-
tion rather than by the boundary tones and pauses which
can occur within a declining contour.
Other aspects of the prosodic pattern may be deter-
mining the prosodic units as well. The height of the F
serves as an example, however, that the organization of"
the representation will provide a more satisfying explana-
tion than a set of arbitrary cues.
CHAPTER III
EXPERIMENT 2
Experiment 1 provided evidence that prosodic organi-
sation is important in processing auditory sentences, m
addition, the pattern of results supported a processing
system Which uses the prosodic information as an initial
Memory representation rather than as a set of isolated
cues. If rhythmic organization provides an initial repre-
sentation in sentence processing, this representation
might not be specific to auditory language processing.
This rhythmic organization might be the underlying repre-
sentation for a general language processing system, which
would be used for reading as well as listening. The pur-
pose of Experiment 2 was to test whether or not the tem-
poral organization of sentences would affect how easily the
sentences could be understood. The ambiguous sentences
from Experiment 1 were presented visually, one word at a
time, with an increase in duration to mark the boundaries
which occurred in the auditory experiment. If the visual
sentences are affected in the same way as the auditory
sentences by these durational manipulations, one could
claim that a rhythmic representation is used in reading as
well as in listening.
A second purpose to this experiment was to evaluate
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a new technique for studying rhythmic organization in sen-
tence processing, xf the results in the visual experiment
were identical to the results in the auditory experiment,
visual displays which are less time consuming and costly
to construct could be used to investigate the rhythmic
effects we expect to find in speech.
Finally, one purpose of the prosodic patterns in audi-
tory sentences is to define the processing units in the
prosodic memory representation. By using visual sentences,
only the pauses at the intonation phrase boundaries will be
available in the signal. Experiment 2 tests whether or not
the phrase boundary information given by pauses is adequate
to organize a sentence into processing units.
Method
Subiects. Forty volunteers from the University of Massa-
chusetts community served as subjects.
Materials and design. The sentences were the same Late
and Early Closure sentences and Minimal and Non-Minimal
Attachment sentences used in Experiment 1. The sentences
were presented visually, one word at a time on a video moni-
tor at the rate of 300 msec/word. This presentation rate
was chosen because it allowed full recognition of the words,
while maintaining a moderately fast reading rate. The words
were presented so that each began at the same location on
the screen, replacing the word which preceded it.
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The eight experimental conditions were the same as
those in Experiment 1. since the sentences were presented
visually, boundary information was manipulated by increas-
ing the duration of the last word by 400 msec. This was
the mean increase in word duration plus pause at the boun-
daries for the auditory sentences in Experiment 1. For
the Late Boundary patterns, the duration of the final word
Of the ambiguous phrase was increased. For the Early Boun-
dary patterns, the final word of the opening phrase was
increased, and for the Both Boundary patterns, both the
end of the opening and the end of the ambiguous phrase
were increased. For the No Boundary patterns, all of
the words were presented at a constant rate of 300 msec/
word. A paraphrase sentence was constructed for each
test sentence as a check for comprehension. The para-
phrase sentences appear in Appendix A.
Eight random orders of sentences were constructed to
match the eight tapes used in Experiment 1. An equal num-
ber of sentences in each condition and of each syntactic
type had been presented on each Experiment 1 tape. Thus,
each subject was presented with five cases of each of the
eight experimental conditions, one of each syntactic type.
Procedure
.
The sentences were presented one word at
a time, as described above. The last word of each sentence
was presented with a period for 700 msec. The subjects
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were as.ed to read each sentence and to press a button as
qu.c.ly as possible, to indicate when they understood ihe
-aning of the sentence. They were told not to press the
button, if they could not understand the sentence, on the
trials When the subject responded by pressing the button
a paraphrase sentence was immediately presented on the
screen. Subjects were told to read the paraphrase sentence
and to respond "true" or "false" by pulling one of two
levers to indicate whether or not the meaning of the para-
phrase was consistent with the meaning of the first sen-
tence. Feedback was presented for the paraphrase sen-
tences, to encourage subjects to think about the sequen-
tial sentences carefully.
On the trials when the subject did not respond to the
first sentence, within a four second period, the paraphrase
sentence was not presented, the trial was eliminated and
the next sequential sentence was presented.
Subjects were encouraged to think about the meaning
of the sequentially presented sentence carefully before
pressing the button. This response time was measured from
the onset of the final word of the sentence.
The sentences were presented in four blocks of 15
sentences each. Five practice trials were presented at
the beginning of the experiment to familiarize the subjects
with the procedure.
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Results
and
An analysis of variance which treated sentence type
as a separate factor showed no effect of sentence type
no interaction of sentence type with any of the other vari
ables, so an analyses were collapsed over sentence type.
A full table of the response times for each Closure and
Boundary condition for each sentence type is presented in
Appendix B.
The mean response times to comprehend the Late and
Early Closure sentences are presented in the top part of
Table 8. The pattern of results for the Boundary by Clos-
ure conditions is remarkably similar to the pattern found
with auditory presentation in Experiment 1. Both experi-
ments show faster response times for the consistent boun-
dary inforination than for the inconsistent boundary infor-
mation. Also, in both experiments, the Both Boundary con-
dition is easy for the Late Closure sentences and mislead-
ing for the Early Closure sentences. The only condition
which does not match the results of Experiment 1 is the
Late Closure, No Boundary condition. This condition
appears to be harder than the normal intonation. Late
Closure, Late Boundary condition. However, this result
is primarily due to sentences 11 and 15, which are both
Adjective Noun sentences from Group 2. The mean response
times for these two sentences were both over 400 msec
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longer than any other sentence in this condition, when
these two sentences are removed, the mean for the Late
Closure, No Boundary condition changes from 1254 to 1198
The Adjective Noun sentences in this condition can be
potentially misanalyzed by following the Late Closure
strategy. For example, in sentence (11), the phrase "cam-
paign polls candidates" can all be misanaly.ed as one noun
phrase. This kind of phrase makes the Late Closure version
of this sentence more difficult than the Early Closure ver-
sion Where "candidates" is not included in the sentence.
Notice that this problem does not occur in the auditory
experiment, since the stress on "polls" and "candidates"
does not permit them to be included in the same Noun
Phrase. The correlation of the eight conditions of Exper-
iment 1 with Experiment 2 is .83 (t = 3 . 656, e < . 02 )
.
Comprehension times were faster when the duration
information at the boundary was consistent with the correct
syntactic analysis of the sentence. Late Closure, Late
Boundary sentences (1146) were faster than Late Closure,
Early Boundary sentences (1284), and Early Closure, Early
Boundary sentences (1305) were faster than Early Closure,
Late Boundary sentences (1411).
The interaction of Closure by Boundary was significant
when subjects were treated as a random factor (F (3,117) =
4.1, £ < .009). However, this interaction was only mar-
ginally significant when sentences were treated as a random
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factor (P (3,93) =2.1, ,< .,o). In follow-up contrasts
Of the four Late Closure boundary conditions, only the dif-
ference between the Late Boundary condition and the Early
Boundary condition was significant (t (117) = 1.7, ^ < .05)
None Of the Early closure contrasts were significant. ^
'
Early Closure sentences were more difficult than Late
Closure sentences (F (1,39) = 9.6, ^ < .004, in the subject
analysis; F (1,31) = 11.0, ^ < .002, in the sentence analy-
sis; and Min F' (1,70) = 5.1, ^ < .05).
For the Minimal Attachment sentences, the boundary
information did not interact with the type of syntactic
attachment (F(1,39)=13 n> ^^^ mu\_ \x,ov, J..J, £ > .10). There was a signifi-
cant effect of boundary condition in the subject analysis
(F (3,117) = 4.88, £ < .003), but this effect was only
marginally significant in the sentence analysis (F (3,21) =
2.43, £ < .09). A Newman-Keuls test showed that the Late
Boundary sentences were more difficult than both the No
Boundary and the Both Boundary sentences (£ < .05).
The total number of sentences in each condition which
subjects did not understand are listed in Table 9. The
Early Closure sentences were more difficult to understand
than the Late Closure sentences.
Discussion
This experiment demonstrated that temporal organiza-
tion can affect the way a sentence is processed in reading.
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TABLE 9
Frequency of No Response in Comprehension of
Sentences in Experiment 2
Late Closure
LB EB BB NB
8 (.05) 8 (.05) 6 (.04) u (.07)
Early Closure ig (.11) 12 ,.03) u (.07) 10 (.06)
Minimal Attachment 4 (.10) 2 (.05) 0 (.00) 1 (.03,
Non-minimal
Attachment 3 ( or\ t / no \ r. ,
^ (-08) 1 (.03) 0 (.00) 3 (.08)
NOTE: Proportion of total responses is in parentheses
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Although Visual material does not usually provide temporal
information, when this information is introduced by extend-
ing the durations of some of the words in the sentence, the
sentence is organized to be consistent with the temporal
pattern .
^
The pattern of results cannot be explained by the
amount of extra processing time that was available at
clause boundaries where there may be increased processing
load. Even in the Both Boundary conditions, where there
is a pause at the boundary for the Early Closure sentences
as well as the Late Closure sentences, the Early Closure
sentences were more difficult to understand. Also, in the
No Boundary conditions, in which there was no extra pro-
cessing time, the Early and Late Closure sentences were
equally easy to understand.
The results from this experiment are remarkably simi-
lar to the results obtained in the listening experiment.
Readers were able to use the temporal pattern to construct
a representation in the absence of other prosodic informa-
tion. If subjects are creating the prosodic pattern
through subvocalization, they may be able to use the con-
straints of the temporal pattern to infer the other aspects
of the organization.
If readers used the temporal patterns to segment the
sentences, it is difficult to explain the results in the
No Boundary condition. The No Boundary sentences were pre-
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sented without any pauses, so the temporal pattern did not
provxde any indication of where the sentences should have
been segmented. Nonetheless, both the Late and Early
Closure No Boundary sentences were easy to understand
Possibly, the steady rate of presentation provided enough
Of a rhythm to hold the individual words in memory, until
the ambiguity was resolved, if so, long sentences which
might exceed memory capacity would be more difficult in
this condition than short sentences. However, the sen-
tences in this experiment did not vary in length enough to
test this hypothesis.
A secondary purpose of this experiment was to evaluate
the sequential visual presentation as a way to study pro-
sodic organization in language. Although this technique
is less costly than manipulating speech materials, the
effects in this experiment were much smaller than in the
listening experiment. The variability due to individual
sentences was also greater in the reading experiment than
in the listening experiment. Consequently, with visual
presentation, subtle effects due to the rhythmic organiza-
tion may not emerge from the overwhelming effects of
individual words and sentence meanings.
The process of reading is much more constructive than
the process of listening. Readers must actively choose
the relations among different words in the sentence. This
active construction often leads to structural errors which
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can easily go undetected. For example, in this experiment,
for the misleading Early Closure sentences, subjects often
inserted a pronoun as the subject of the second clause to
allow the Late Closure analysis of the sentence. Subjects
seemed satisfied with ungrammatical structures as long as
the meaning of the sentence had come through. For example,
the sentence "While out in space capsules tend to give
cosmonauts claustrophobia" was paraphrased as "Cosmonauts
went out in space capsules" and "Space capsules are claus-
trophobic." Subjects did not separate "space capsules"
into two noun phrases as the correct analysis of this sen-
tence requires. Although these problems occurred in the
listening experiment as well, they were more serious in
the reading experiment. Future experiments might impose
more stringent tests of comprehension, by designing sen-
tences which change in meaning when the wrong structural
analysis is chosen.
CHAPTER IV
FURTHER EXPERIMENTS
The first section of this thesis argued that prosodic
information provides an important organization which is
used in language processing. Experiment 1 demonstrated
that prosody affects comprehension time and that the pat-
tern of results could best be explained by a prosodic
representation which is used to structure information in
the language processing system. Experiment 2 provided
some initial evidence that a similar organization is used
in reading.
This section describes a specific model of a prosodic
representation in a language processing system. Two pilot
experiments were conducted to test some of the claims of
this model and to evaluate some techniques for studying it
further
.
The Model
The prosodic representation is the first level of or-
ganization which contains relations among words and phrases
The representation is constructed entirely from acoustic
information such as pitch changes and relative timing. Thi
information is the speaker's explicit organization of the
processing units used in producing the sentence.
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The prosodic representation is the in-ii-i;,i ^j-a un t al organizatio'
Which serves as the input to all later stages of processing
The segmentation into syntactic constituents and the assign
ment of semantic relations will be influenced by the posi-
tion Of critical lexical items in the prosodic representa-
tion. Prosodic processing units are created by the seg-
mentation of sentences into intonation phrases and phonol-
ogical phrases. Information will be more easily related
to other information within a single prosodic unit than to
other information contained in a different prosodic unit.
Experiment 3 investigated two aspects of this model.
First, if prosodic organization provides the initial seg-
mentation of the sentence, then an abnormal prosodic seg-
mentation should make the sentence more difficult to under-
stand. If the prosodic representation is constructed with-
out regard to other sources of information, then the dis-
ruption should occur even for sentences which are syntac-
tically unambiguous. Second, if information is organized
by prosodic processing units, a word or phrase which is
presented as a separate processing unit should be easily
attached within either the prior or subsequent clause.
In this case, the abnormal segmentation would not be dis-
ruptive since the segmentation does not force the phrase
into the wrong processing unit.
Experiment 4 investigated the claim that information
within a prosodic unit is more easily related to other
81
infoonation in the same prosodic unit than to
.nfoonation
m a different prosodic unit. This experiment focussed on
simple semantic relations which were given in paraphrase
sentences prior to the test sentences. The information
needed to verify the semantic relations was presented
within a prosodic unit or in two separate units, m addi-
tion, the prosodic processing units were not consistent
with the syntactic constituents of the sentences. Thus,
the relations established within prosodic units would not
be completely mediated by syntactic relations.
Experiment 4 served to evaluate a technique to study
the availability of information during sentence processing.
A paraphrase sentence specified the target semantic rela-
tion before the test sentence was heard. Subjects were
instructed to respond "true" or "false" as soon as they
heard enough information in the sentence to verify or
contradict the relation. Response time was measured from
the point in the sentence where enough information had
been presented to verify the relation.
Experiment 3
The purpose of this experiment was to test whether or
not prosodic organization would affect how people under-
stand sentences which are not ambiguous. If the function
of prosody is to provide information for the parsing system
only at critical decision points (i.e., when more than one
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syntactic analysis is possible), then prosodic changes
Should not affect comprehension of unambiguous sentences
since there is no syntactic decision to be made. On the
other hand, prosodic information might be used as a repre-
sentation in memory, which imposes an organization on con-
stituents. If so, even when there was no ambiguity of how
constituents should be combined, abnormal prosodic grouping
might interfere with comprehension.
Experiment 3 tested unambiguous sentences. Each sen-
tence contained a Noun Phrase which unambiguously belonged
either in the first clause or in the second clause. The
sentences which unambiguously required a Noun Phrase in
the first clause were constructed so that they ended in a
Prepositional Phrase, since a Preposition is obligatorily
followed by a Noun Phrase, other sentences were con-
structed so that the first clause ended with an Adverb,
which forced the following Noun Phrase to begin the second
clause. Examples of the Adverb and Preposition sentences
are presented in Table 10.
The sentences were spoken so that the Noun Phrase was
included in the same intonation contour as the clause it
belonged with, or in an intonation contour with the other
clause. If intonation contours are used as the memory
structure to determine which phrases should be related to
each other, then the sentences where the Noun Phrase was
included with the wrong intonation contour should be more
83
TABLE 10
Materials and Design of Experiments 3 and 4
Abverb Sentences:
Paraphrases
1st Clause
2nd Clause
Sentences
Late Boundary:
Early Boundary:
Both Boundaries
My father mows the lawn
My father is frustrated* aboutthe upkeep of the yard
^""t^ ^^2tJ^^
he mows the lawn regularly
yLd ^^^^^ complains about the
Even though he mows the lawn regularly
my father still complains about theyard.
Even though he mows the lawn regularly
my father still complains about the
yard.
Preposition Sentences:
Paraphrases
1st Clause
2nd Clause
Sentences
Late Boundary;
The secretary didn't like the gray walls
The janitor repainted the gray walls.
Because the secretary couldn't tolerate
the office with dull gray walls thejanitor painted them a pale blue color
Early Boundary: Because the secretary didn't like the
office with dull gray walls the jani-
tor painted them a pale blue color.
Both Boundaries: Because the secretary didn't like the
office with dull gray walls the jani-
tor painted them a pale blue color.
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difficult. A third intonation condition isolated the Noun
Phrase m a separate intonation contour. This condition
served as a test of the Separate Units hypothesis dis-
cussed in Experiment 1. if the prosodic grouping deter-
mines how constituents are combined, a Noun Phrase
presented in a separate prosodic unit should be more
easily combined with the correct clause than a Noun Phrase
which is already grouped with the wrong clause, m addi-
tion, this condition provides a test of an abnormal intona-
tion condition which is not inconsistent with the correct
organization of the sentence. Thus, if any abnormality in
the sentence causes disruption, the sentences in this con-
dition should be difficult. However, if the disruption is
only caused by misleading organization of the constituents,
these sentences should not be more difficult to understand
than the normal intonation conditions.
Method
.
:
Subjects. Eighteen volunteers from the University of
Massachusetts community served as subjects.
Materials and design. Two sets of sentences were con-
structed so that they would be unambiguous at the clause
boundary. The Adverb set consisted of 24 sentences which
ended the first clause with an adverb. This prohibited
connecting the following Noun Phrase to the preceding Verb,
and forced the clause to end after the Adverb. The second
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set consisted of 24 sentences which ended the first clause
with a Prepositional Phrase, where the Preposition always
required a following Noun Phrase as an object. This Noun
Phrase which unambiguously belonged in only one clause will
be referred to as the Critical Noun Phrase. An example of
each of these sentence types is presented in Table 10.
Sixteen filler sentences were also constructed.
Paraphrase sentences were written for each of the
experimental sentences as a test for comprehension. Of
the 24 Adverb and 24 Preposition sentences, 18 were pre-
sented with "true" paraphrase tests and 6 were presented
with "false" paraphrase tests. For each "true" test, two
paraphrases were constructed. The first paraphrase (first
clause paraphrase) required combining the information from
the first clause with the Critical Noun Phrase in order
to verify it. The second paraphrase (second clause para-
phrase) required combining information from the second
clause with the Critical Noun Phrase in order to verify
it. In addition to the 6 Adverb and 6 Preposition false
paraphrases, false paraphrases were constructed for the
16 filler sentences. A full set of the sentences and
paraphrase tests is presented in Appendix A.
All of the experimental sentences were recorded in
three intonation conditions. The Late Boundary (LB) con-
dition included the Critical Noun Phrase in the same intona-
tion contour as the adverb or preposition. The remainder
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Of the sentence was spoken with a second intonation con-
tour. This was a normal intonation pattern for the Pre-
positional phrase sentences and abnormal intonation for
the Adverb sentences. The Early Boundary (eb) condition
ended the first intonation contour after the adverb or
the preposition so that the Critical Noun Phrase was
included in the second intonation contour. This was a
normal intonation for the adverb sentences and abnormal
intonation for the preposition sentences. The Both Boun-
dary (BB) condition was spoken with three intonation con-
tours. The first ended after the adverb or preposition,
the second included only the Critical Noun Phrase, and the
third contained the remainder of the sentence.
The sentences were recorded on a Revox A77 tape
recorder in an anechoic chamber. The speaker was a trained
linguist who imposed intonation contours over designated
segments of text.
A brief high frequency noise (a "pip") was placed on
the second channel of the tape for timing the response.
This pip was placed at the beginning of the final syllable
of the sentence by manually positioning the tape and
recording the pip. Three sets of sentences were recorded
so that each sentence occurred in one of the intonation
conditions on each tape. Each subject was presented with
1st Clause paraphrases on half of the trials and 2nd Clause
Paraphrases on the other half. This set reversed so that
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over six subjects, 18 of the adverb and preposition sen-
tences had been presented in all three intonation condi-
tions with both a 1st and 2nd Clause paraphrase test. The
sentences were randomly ordered on each tape.
Procedure
.
Subjects were asked to listen to the
sentences over a pair of headphones which were connected to
a Revox A77 tape recorder. The tape recorder turned off
one second after the beginning of the last syllable of the
sentence. Subjects were asked to press a button as soon
as they understood the sentence. They were told not to
press the button when they did not understand the sentence.
Immediately after the subject pressed the button, a para-
phrase sentence appeared on a video screen. Subjects were
told to read the paraphrase and to respond "true" or
"false" by pulling one of two levers to indicate whether
or not the meaning of the paraphrase was consistent with
the spoken sentence. If a four second period passed with
no button press response to indicate understanding, the
paraphrase was skipped, the trial was eliminated and the
next sentence was played from the tape.
A PDP8I computer operated the tape recorder and
recorded the responses. Response time to understand the
sentence was measured from the beginning of the last syl-
lable of the sentence. Response time to verify the para-
phrase sentence was measured from the onset of the para-
phrase sentence.
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The sentences were presented in four blocks of 16 sen-
tences each. Five practice trials were presented at the
beginning of the experiment, to faMiliari.e subjects with
the procedure.
Results. If prosodic organization affects comprehension
time of unambiguous sentences, the abnormal intonation sen-
tences Should have taken longer to understand than the normal
intonation sentences. The Early Boundary Adverb sentences
and the Late Boundary Preposition sentences should have
been easier than the Late Boundary Adverb and the Early
Boundary Preposition sentences.
The mean response times to comprehend the sentences are
presented in Table 11. The Abnormal intonation conditions
were not more difficult than the Normal intonation condi-
tions. This resulted in a non-significant interaction of
sentence type with intonation condition (F (2,34) < i).
For both the Adverb and Preposition sentences, the
sentences presented with an Early intonation boundary were
more difficult than the sentences presented with a Late
Boundary or Both Boundaries (896 msec versus 781 versus
785, respectively). This effect was significant when sub-
jects were treated as a random factor (F (2,34) = 5.33,
£ < .01), but not when sentences were treated as a random
factor (F (1,46) = 1.3, £ < .26).
For the preposition sentences, the ease of the Late
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TABLE 11
Mean Response Times to Understand Sentences in
Experiment 3
Adverb Preposition
Late Boundary oo.
^ 834 738*
Early Boundary 920* 872
Both Boundaries 801 759
NOTE: * = Normal intonation
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Boundary condition was predicted since this was the Normal
intonation condition. However, for the adverb sentences,
the Late Boundary condition should have been more difficult
than the Early Boundary condition. A closer examination of
the Adverb sentences showed that 8 of the 24 adverb sen-
tences were temporarily ambiguous, m the Late Boundary
condition, the ambiguity was resolved before the intonation
break while in the Early Boundary condition it was not.
For example, the sentence "Because he ran the race quickly
the boy was admired for his skill," is temporarily ambigu-
ous. The noun phrase "the race" could be the object of the
verb "ran" or it could be the subject noun phrase of the
second clause. in the Late Boundary intonation condition,
the intonation boundary occurs after the Critical Noun
Phrase "the boy" which is the subject of the second clause.
"The race" is therefore unambiguously attached as the object
of the verb "ran." In the Early boundary condition, this
ambiguity is not resolved until the beginning of the second
intonation contour. Possibly, these ambiguous sentences
were responsible for the faster response times in the Late
Boundary condition.
Separate analyses were done on the Preposition sen-
tences and the Adverb sentences. For the Preposition sen-
tences, the difference among boundary conditions was only
marginally significant (F (2,34) = 3.08, £ < .057). This
difference was not significant in the sentence analysis
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(F (2,46) < 1). When the ambiguous adverb sentences were
eliminated the Late Boundary intonation was still faster
than the Early Boundary intonation. This difference was
even greater than before (810 msec versus 952). However,
this difference was not significant (F (2,34) = 1.77
£>.!).
Mean response times to verify the paraphrase tests
are presented in Table 12. This table separates verifica-
tion times for the 1st Clause and 2nd Clause paraphrase
tests, for both Adverb and Preposition sentences in each
intonation condition. The error rates which were less than
20% for each condition, are also listed in Table 12.
The verification times did not differ between the
normal and abnormal intonation conditions (1699 msec and
1634 msec, respectively). This is evident by the non-
significant interaction of boundary by sentence type
(F (2,34) = 1.95, £ > .15).
Verification times were faster for the 1st Clause
paraphrases than for the 2nd Clause paraphrases (1571 msec
versus 1740 msec) in the subject analysis (F (1,17) = 19.4,
£ < .001); in the sentence analysis (F (1,35) = 5.8, £ <
.02) and by Min F' (1,46) = 4.46, p < -05.
This was especially the case for the Adverb sentences,
which resulted in a significant interaction of sentence
type with type of paraphrase test, (F (1,17) = 13.3, £ <
.002). However, this effect was not significant in the
TABLE 12
Response Times to Verify Paraphrase Tests in Experiment 3
1st Clause
Late Boundary-
Early Boundary
Both Boundaries
2nd Clause
Late Boundary
Early Boundary
Both Boundaries
Adverb
1558 (.13)
1640 (.23)*
1522 (.15)
Adverb
1845 (.08)
1877 (.19)*
1787 (.15)
Preposition
1592 (.15)*
1558 (.18)
1558 (.17)
Preposition
1688 (.08)*
1575 (.04)
1666 (.04)
NOTE: * = Normal Intonation
Error rates are in parentheses.
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sentence analysis.
verification times were slower for the adverb sen-
tences than for the preposition sentences
,1705 msec ver-
sus 1606 msec). This effect was significant in the subject
analysis (F (1,17) = 9.27, g < .007), but not in the sen-
tence analysis.
Table 13 shows the total number of sentences that
subjects could not understand in each condition.
Discussion. This experiment tested comprehension time for
sentences without a temporary ambiguity. The Representa-
tion Model predicts that these sentences should be more dif-
ficult to process when the prosodic organization of the
sentence is inconsistent with the syntactic constituent
structure, even though only one syntactic structure is
possible. For the preposition sentences, the Late Boundary
sentences (normal intonation) were easier to understand
than the Early Boundary sentences. However, for the adverb
sentences, the Late boundary sentences (abnormal intonation)
were also easier to understand than the Early boundary
sentences. These results do not support the Representation
Model
.
There were several problems with the construction of
the adverb sentences. Some of the sentences had verbs in
the first clause which could have been intransitive. This
created a temporary ambiguity which might have led to a
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TABLE 13
Total Number of Sentences Not Understood
in Experiment 3
Late Boundary
Early Boundary
Both Boundaries
Adverb
4 (.03)
2* (.01)
0 (.00)
Preposition
3* (.02)
9 (.06)
3 (.02)
NOTE; * = Normal Intonation
Proportion of total responses is in parenthes
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mxsanalysis of the clause boundary prior to the point in
the sentence where the prosodic boundary was manipulated
in addition to thses ambiguous sentences, twelve other
sentences contained adverbs which could either begin or end
a clause. Thus, although the constituent that was being
manipulated was the following noun phrase, the adverb could
have been misparsed as the beginning of the second clause.
This problem was exaggerated by the stress pattern used in
producing the sentences. The word preceding the final word
of each intonation contour was stressed, since stress
usually marks the end of a constituent, subjects might have
used stress rather than intonation to designate the first
clause boundary. if so, the Late Boundary sentences would
have been segmented correctly, but the Early and Both Boun-
dary sentences would have been segmented before the adverb.
There were also several problems with the sentence
comprehension task. The sentence comprehension measure
can only indicate processing difficulty which occurs at the
end of the sentence. This measure might be too insensitive
to indicate subtle differences in processing difficulty.
Some of the abnormal intonation sentences may have been
more difficult at the point in the sentence where the pro-
sodic boundary did not match the syntactic constituents,
but this difficulty might have been resolved before the
end of the sentence.
Another problem is the vagueness of the comprehension
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task. Each subject must set his own criteria for
-compre-
hension... These criteria will change fro. subject to sub-
ject and might also change from sentence to sentence.
in a sentence comprehension task, where prosodic boun-
daries are being manipulated, subjects might become skep-
tical listeners, who are unwilling to believe the boundary
information that they hear. if subjects were skeptical
about the normal intonation sentences, they may have tried
to re-organize them. Notice that this would be more of a
problem for the Adverb sentences, where the Normal intona-
tion ends the contour early. At the beginning of the next
contour, if the subjects tried to include the subject noun
phrase in the first clause, or the adverb in the second
clause, the correct analysis would be difficult to recover
before the end of the sentence. This is not as serious a
problem in the Late Boundary intonation conditions because
enough information is available at the boundary to deter-
mine the complete correct analysis.
Given these difficulties. Experiment 3 cannot argue
against a prosodic representation. Future experiments
should use a task which measures processing difficulty on-
line. Also, the prosodic organization is determined by
prominence within contours as well as the intonation
boundaries. Stress and boundary information must be manipu-
lated independently to determine the contributions of each
in developing the memory representation.
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Experiment 4
The purpose of this experiment was to test whether or
not the availability of infonnation in a sentence is deter-
mined by the prosodic organization of the sentence, if
prosody provides an organized memory representation, in-
formation will be structured in the representation as
intonation units. If these units function as processing
units, then information should be more easily related to
other information which is contained in the same intona-
tion contour, than to information which is contained in
a separate intonation contour.
The tapes from Experiment 3 were also used in this
experiment. Each sentence was spoken in either two or
three intonation phrases. Subjects were required to make
a judgement about the meaning of the sentences, as they
listened to them. Sometimes the information which they
needed to make the judgement was available by combining
several concepts in one intonation phrase. On other
trials, the information was only available by combining
information from two different intonation contours. A
paraphrase sentence was presented visually before each
test sentence. While listening to the test sentence, sub-
jects judged whether or not the sentence was consistent
with the paraphrase which they had read. Consider the
Adverb sentence example in Table 10. In order to judge
the consistency of the 1st Clause paraphrase with the test
sentence, concepts from the first clause and the critical
noun Phrase of the test sentence must be combined, if
information is organized in memory by intonation phrases
this infonnation will be together in the same intonation
Phrase only when the contour is spoken abnormally by in-
cluding the noun phrase "my father" in the same intonation
phrase. This condition (Late Boundary intonation) should
be the fastest for the first clause paraphrases. For the
2nd Clause paraphrases, the Early Intonation boundary
should be the fastest, because this includes the critical
noun phrase in the same intonation contour as the 2nd
clause.
Method
.
Subjects. Thirty-six volunteers from the University
of Massachusetts community served as subjects.
Materials and design. The sentences were the same
as those used in Experiment 3. Two additional pips were
recorded on the second channel of the tape for each sen-
tence, in order to time the response to the paraphrase
sentences while the auditory sentence was still being
played. The first pip was placed at the beginning of the
critical noun phrase, since this is the place in the
sentence where all of the information was available to
answer a 1st clause paraphrase. A second pip was placed
99
at the point in the second clause where enough information
had been presented to answer the 2nd clause paraphrase,
in the Adverb sentence example in Table 9, a
-pip-, was
placed at the beginning of the word "father" in each of
the three intonation conditions. For the 1st Clause para-
phrase trials, subjects had to wait until they heard the
word
..father" before they could verify the paraphrase.
For the 2nd Clause paraphrase trials, a "pip- was placed
at the beginning of the word "yard." The distractor sen-
tences often included a change of only a single concept,
to prevent subjects from anticipating the correct answer
based on the concept. For example, distractors for the
adverb paraphrases might have changed "father" to "uncle"
or "yard" to "house." Of the 18 adverb and 18 preposition
sentences that were tested with a true paraphrase, 6 of
each were presented in each of the three intonation condi-
tions. Three sentences within each of these groups were
tested with a 1st clause paraphrase, and three were tested
with a 2nd clause paraphrase. Table 10 contains the 12
conditions which result from combining sentence type,
intonation boundary and paraphrase type orthogonally.
Across subjects, every sentence was presented in all
three intonation conditions with both 1st and 2nd clause
paraphrase tests.
Procedure
. Subjects were asked to read the paraphrase
sentence from a video screen. As soon as they understood
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the sentence, they pressed a button which erased the screen
and turned on the tape recorder. They were told to respond
true or false, while they were listening to the sentence,
as soon as enough information had been given to make a
decision about the paraphrase. As soon as a response was
made, a message was printed on the video screen to indicate
whether or not the response was correct, if the subject
responded before the necessary information was presented
in a sentence, a "Too Early" message was printed on the
screen. This was to discourage subjects from guessing, or
anticipating information in the sentence. This occurred
on less than 6% of the trials in the experiment.
The sentences were presented in four blocks of 16 sen-
tences each. Five practice sentences were presented at the
beginning of the experiment to familiarize subjects with
the procedure.
Results. If prosodic organization affects the availability
of information, then, when phrases were presented within the
same intonation contour, they should have been easier to
organize together. Paraphrases which required the organi-
zation of these phrases should have been faster to verify
when the phrases were presented in one intonation contour
than in separate intonation contours. Thus, 1st clause
paraphrases which required information from the first
clause and the critical Noun Phrase should have been
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faster to verify in the Late Boundary condition since all
of the necessary information was presented in the same
contour, similarly, the 2nd Clause paraphrases should
have been faster to verify in the Early Boundary condition.
The mean response times for correct verifications are
presented in Table 14. The 1st and 9nH mixie ST: 2nd Clause paraphrases
were analyzed separately.
Table 14 shows that the predicted result was not
obtained. For the 1st Clause paraphrases, the Late Boun-
dary intonation was slower rather than faster than the
Early and Both Boundary intonations. This is evident in
the significant effect of intonation condition (F (2,70) =
6.16, £ < .003). This effect was not significant in the
sentence analysis (F < 1). The increased difficulty of
Late Boundary intonation was apparent in the Adverb sen-
tences but not in the Preposition sentences. This resulted
in a significant interaction of sentence type and intona-
tion boundary (F (2,70) = 3.96, £ < .02) . This effect was
not significant in the sentence analysis (F (2,68) = 2.13,
£ < .1).
For the 2nd Clause paraphrases, there is absolutely
no evidence of any differences among intonation conditions.
None of the effects were significant (All Fs < 1).
The proportion of correct responses for each condition
are presented in Table 15. The 2nd Clause paraphrases were
more difficult than the 1st Clause paraphrases. There were
TABLE 14
Mean Response Times to Verify Paraphrases On-Line
in Experiment 4
Adverb Preposition
1791 1600*
1st Clause EB 1310*
^533
BB 1386 1615
LB 777 807
2nd Clause eb 726 797
BB 797
NOTE: * = Normal Intonation Conditions
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no differences among conditions for the 1st Clause para-
phrases. There was a significant interaction of boundary
condition and sentence type for the 2nd Clause paraphrases
(F (2,70) = 3.86, E < .02). This was primarily due to
fewer correct responses in the Both Boundary, Adverb sen-
tences
.
Discussion
.
The results from this experiment did not pro-
vide any evidence that prosodic organization determines the
availability of information, if information could be more
easily organized when it was presented in the same intona-
tion contour, the Late Boundary intonation should have
been faster for the 1st Clause paraphrases, and the Early
Boundary intonation should have been faster for the 2nd
Clause Paraphrases. This result was not obtained. The
Late Boundary intonation was more difficult than the Early
boundary and Both Boundary intonations for the Adverb sen-
tences. Possibly, the extra processing time after the
adverb in the Early Boundary and Both Boundary conditions
allowed the subject to prepare for the Critical Noun
Phrase. This difference did not occur in the Preposition
sentences. However, for the Preposition sentences, the
first clause was not complete in the Early Boundary and
Both Boundary conditions, when the pause occurred. The
abnormal intonation may have disrupted comprehension and
prevented the listener from using the extra processing
TABLE 15
Proportion Correct Responses for 1st and 2nd Clause
Paraphrases in Experiment 4
.903
Adverb Preposition
.951*
1st Clause EB
.958*
.850
.877
.600
.598
2nd Clause EB 578
BB
.573
•500
.631
NOTE: * = Normal Intonation Conditions
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time in these conditions.
For the 2nd Clause paraphrases, there were no dif-
ferences among conditions. These paraphrase tests required
more general comprehension of the entire sentence rather
than the combination of two specific concepts. The vague-
ness of Which information was critical for comprehension
made it difficult to specify a point for timing the res-
ponse. Although this problem occurred for the 1st Clause
paraphrases as well, the problem was more serious for the
2nd Clause paraphrases.
There are three ways in which this task could be
improved to provide a more convincing test of whether
or not prosody deteinnines the availablity of information.
First, the information which is needed to verify the para-
phrase must be clearly specified for each sentence. Some
of the subjects in this experiment reported that they often
waited until the end of the sentence to be sure that no
contradictory information would occur. Also, due to the
anaphoric relations which were used to tie the two clauses
together, a decision about the meaning of the sentence
often depended on whether or not the correct antecedent
was assigned to the pronoun. These problems could be solved
by using a more direct test of comprehension. Critical
phrases could be constructed so that they referred to a
particular category name. For example, a phrase such as
"an animal that builds a nest" would refer to "bird." The
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con-
category would be presented before the sentence, and sub-jects would be instructed to respond xf they heard a phrase
whxch referred to this category. Distractors could be
structed to insure that the entire phrase was needed to
make a decision. A distractor Might be "an ani»al that
builds a dam," or "an animal that found a nest," or "an
artist that drew a nest." By controlling exactly how much
information was needed to maJce a match, the speed with
which the information was available could be more accurate-
ly timed.
The second type of improvement is to control the
timing of the response more precisely, m this experiment
the "pip" which began the timing of the response was
placed on the tape manually, since this was done for each
individual sentence in the experiment, the timing of the
response for each of the three intonation conditions may not
have been identical. Manual "pip" placement can be as
inaccurate as 200-300 msec when the sentence does not end
with a stop consonant which can be clearly located. This
problem can be taken care of by using materials with stop
consonants in the final syllable of the sentence, and by
electronic measurement and placement of the pips.
A third problem with this experiment was the use
of natural spoken sentences to produce the experimental
intonation conditions. Although the speaker was a trained
linguist who had remarkable control of her intonation, many
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Of the regularities of prosodic patterns in speech are not
available for conscious control. There were many idiosyn-
cratic differences in the way that sentences in different
conditions were spoken. These variations can only be con-
trolled by using synthetic speech.
CHAPTER V
GENERAL DISCUSSION
Prosodic organization has been recognized as a poten-
tially important source of information in language process-
ing. However, in theories of processing, prosody functions
as a stylistic component, or as a signal of exaggerated,
peculiar, or unexpected meanings. The lack of emphasis on
the role of prosody is consistent with theories of lan-
guage processing which focus on syntactic organization in
memory. These theories most naturally incorporate prosody
by specifying prosodic cues which signal the correct syn-
tactic analysis for a sentence.
In this thesis, I have argued for a more central role
of prosodic information in language processing. Prosody
can be used to organize a sentence during normal comprehen-
sion. The role of prosody in comprehension can best be des-
cribed by a prosodic representation model. In this model,
prosodic organization provides a separate representation
in the language processing system. This representation
is constructed from the acoustic information constrained
by the metrical properties of the language. The organiza-
tion of the prosodic representation affects the avail-
ability of information and influences the way words are
structured for further processing.
108
109
The organization given by prosody is the only explicit
organization imposed by the speaker. The organization is
the result of the planning units used in speech production.
The speaker groups words into phrases and clauses which are
spoken as phonological phrases and intonation contours.
Thus, prosody can provide the initial segmentation of the
sentence, which will define the processing units for later
stages
.
The prosodic representaton model predicts that the
prosodic grouping of information will be used to deter-
mine the initial syntactic analysis of a sentence. ^ Words
will be related to one another within prosodic units, so
syntactic constituents will be constructed from the words
which occur within the same prosodic units.
Syntactic ambiguities will be disambiguated by prosody
only to the extent that the prosodic representation can
distinguish the two syntactic analyses. If a sentence is
ambiguous in surface constituent structure, prosody can
disambiguate the sentence by changing the segmentation of
prosodic processing units. Similarly, if more than one
prhase can serve as a filler in an argument position, the
prominence in the prosodic representation given by stress
might specify the correct filler.
This model assumes that the structure of the memory
representation will affect the availability of information
in that representation. If prosody is used as a funda-
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mental representation in language processing, then the
prosodic structure should affect the availability of all
information used in language processing. Information which
occupies a more prominent position in the prosodic repre-
sentation should be more easily accessible. Also,
words within a prosodic unit should be combined more
quickly than words which cross a prosodic boundary.
some aspects of this model have been tested in the
experiments presented in this thesis. Experiment 1 demon-
strated that prosodic information affects how quickly a
sentence can be understood, even when the sentences are not
spoken with exaggerated prosody. The prosodic information
was used to signal the structure of sentences which were
only temporarily ambiguous, since only one syntactic analy-
sis was possible once the sentence was complete, the prosody
must have influenced how the sentence was understood during
listening, not at a later stage of comprehension, when the
sentence was complete. Experiment 1 also provided support
for a prosodic representation. The results could not be
explained by a set of cues which signalled one syntactic
analysis over another. Rather, these patterns of cues
helped to construct a coherent representation of intonation
phrases which influenced the syntactic segmentaton. Exper-
iment 2 provided some support for a similar temporal pat-
tern in reading. Readers may subvocalize to provide the
missing prosodic information in reading; the pause patterns
Of Experiment 2 might have helped to signal the intonation
units
Experiments 3 and 4 were designed as further tests
of the prosodic processing model. However, the results of
these experiments did not support the model. These experi-
ments were preliminary explorations without full control
over materials or recording. However, they did suggest
procedures for further study of auditory processing.
Experiment 3 tested comprehension of prosodically
manipulated sentences without any temporary ambiguity.
This experiment used a sentence comprehension task, in
which subjects were asked to press a button once they
understood the sentence which they heard. This measure
may not have been sensitive enough to detect processing
difficulties which were encountered while the sentence
was being heard. Although each sentence was followed by
a paraphrase sentence as a test for comprehension, these
sentences rarely required more than a superficial under-
standing of the sentence. Future experiments which study
prosody must rely on more immediate and stringent tests of
comprehension.
Experiment 4 tested the availability of information
combined in prosodic units. This experiment used a meaning
detection procedure. Subjects were given a visual sentence
to understand. They listened to the prosodically manipu-
lated sentences, for information which verified or contra-
-em with
e were a
was
dieted the visual probe sentence. The primary probl
this experiment was that subjects were uncertain about when
they had heard enough information to respond to the prob
This procedure could be improved by using more specific
probe information. For example, if the visual prob
category name, and the phrase in the auditory sentence
a description of an exemplar of the category, the uncer-
tainty about when the information was complete would be
eliminated.
The prosodic processing model proposed here remains
virtually untested. Several interesting experiments sug-
gest themselves, however, if prosody is the basis of a
fundamental memory representation, then the prosodic
organization should affect the availability of informa-
tion. Stressed words are prosodically prominent, so
these words should be more easily accessed than unstressed
words. In natural language, stress is highly correlated
with syntactic category. If prosodic prominence and syn-
tactic prominence are manipulated independently however,
the organization of the representation can be determined.
Two tasks could be used to determine the availability of
information. First, a memory scanning task (Sternberg,
1969) would present a sentence followed by a probe word.
Subjects would decide whether or not the word had been
presented in the sentence. A second task would use a
probe word after the sentence was complete. Subjects
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would respond by saying the word which followed the probe
word in the sentence. m this task, the stress and cate-
gory of both the probe word and the target word could be
manipulated. if the memory representation used to retrieve
the word was organized by prosody, the stressed words
Should be retrieved faster. However, if the representation
is organized by syntax, words which are the heads of phrases
should be retrieved faster than other words, other aspects
of the structure of the prosodic representation and how it
influences the syntactic organization could be studied by
using these techniques.
The study of language has concentrated on how informa-
tion can be combined into some structural representation.
Yet, the most explicit organization for this representa-
tion has been largely neglected. Research on auditory
patterns and speech perception has shown that listeners
automatically organize sound patterns. Although comprehen-
sion is far from automatic, listeners can build on the
sound organization which is given in the acoustic signal,
by the speaker. Further research which contrasts the ease
of comprehension in reading and listening will help to
balance the key function of prosody with other sources of
language information.
FOOTNOTES
or not''slressed°syu:^?Is'arff^n^lh'^"^ questioned whether(Fowler, 1979; LehisS "973b "^"^^""""V^ equidistant
sentences r^vealedlSal f»aio???fof'T^ ^-/"di-'l-ltered near the mean, which^S^ngel Irom'^conlitlonlo'con-dition. However about Z i. ^^^-''^lon t con-
cally more aifflcuTtTn s^i^LS^t ^S^b^? ^^L'^l^L''"to the mean m other conditions. Carefil exaSna?ioithese sentences did not lead to any consis?e?? patte^^^of the tremendously variable response times ^^^^^
r,^^^
^Information about how the sentences were organizedneed not necessarily be temporal. For example slashesunderlining or some other form of punctuSion'mighfha^e
fro^^th?^ ""^V' the representation developedm is information will still be prosodic. if this
""^^ ^^^^ ^^^^1°P a prosodic representa-tion there IS no explanation for the results in the BothBoundary conditions, where the first boundary "cue" isineffective.
4
In an unpublished paper, Dechovitz found that syn-
, L^^^'u^'B''''^
influenced segment perception. Silence
was added before the word "shop" and listeners heard it
as chop" more often when the word was not preceded by amajor syntactic boundary. Although this experiment sug-gests that syntax can influence earlier stages of analy-
sis, the sentences were temporarily ambiguous until afterthe target word. This information may have effected
memory of the word rather than its immediate perception
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APPENDIX A
SENTENCES USED IN THE EXPERIMENTS
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Sentences for Experiments 1 and 2
Group 1 Sentences
w^^'in ^'^^^^ ^^^^--^ ^-thy kept
llZTn ^'"^^^ ^^Pt Cathy
oily^SfoccasTii"^^^ '^^'^^^^ ^^^^ ^-P^^ o^^er it
occasion.
""^^ ""^^^^'^ delivers cream comes only on
Slin ^"ou^y^^llLS^LL^^^^
^oStlL'^L^^^^Sc^^ ^^^^^ --P^ain
?^^clap^
''^''^ cheering pretty girls Tom turned
When the boys were cheering pretty girls turned to
After Margaret finished baking pumpkin pies crumbs
covered the counters.
After Margaret finished baking pumpkin pies coveredthe counters.
Even though Sam can drive taxis passengers can makehim nervous in traffic.
Even though Sam can drive taxis can make him nervousin traffic.
7A. Whenever the school choir sings popular music Christmas
songs tend to be their favorite kind.
7X. Whenever the school choir sings popular music tends tobe their favorite kind.
Although other children played piano trombone took all
of Mary's time.
Although other children played piano took all of
Mary's time.
lA
IX,
2A.
2X,
3A.
3X.
4A.
4X.
5A.
5X.
6A.
6X.
8A
ex.
9A.
9X.
lOA
lOX,
llA
IIX
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Sentences for Experiments 1 and 2
Group 2 Sentences
i^po?Sn? IrcllilZti''^'' ^^^^^^^ less
TcTisl.tr:''' ^^^^^ important
r^low'pricf^
cassettes packages were selling for
When^I bought tape cassettes were selling for a low
vSry^'^foL^aS^e^oTp^^Sl^a?''^ ^^^^'^^^^^ ^^^^
Uve^or'popuUr."'"^"'^ ^^^^ --'ona.-
'''''
make^fp^'fit'
"'^'"^^ collectives tradesmen can't
12X. Because of the wealthy collectives can't make a profit.
13A. During the signing of the agreement papers copiescovered the meeting room table.
13X. During the signing of the agreement papers coveredthe meeting room table.
14A. Even though decisions were made in the court casespeople kept coming back to the prosecutor
14X. Even though decisions were made in the court caseskept coming back to the prosecutor.
15A. If Mary wants to see the slide projectors carousels
can be found in the supply closet.
15X. If Mary wants to see the slide projectors can be foundin the supply closet.
16A. While out in space capsules cosmonauts tend to get
claustrophobia
.
16X. While out in space capsules tend to give cosmonauts
claustrophobia.
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Sentences for Experiments 1 and 2
Group 3 Sentences
Uci?fco'S!/L'^?^?/ the book pub-
bfv^ry difficS?!' Permission-to sell the book could
ci^^S^LSl^^ - the mountain
c»ir^^ Xic"!' '''''' ^''^ --tain
p'^Si^rtoo'^^?^^^ lISL'^Lf^™ ^-^^
5Sok ve?y U??ie\fr' ^'^^^^^^ the books
^^ISe^Ss^^??i?-d^^er^^ ^— on
TtT,e'ill^^^^^^ to perform on
pos^^^f^^°?'^r^b^?^L^ ^ competition
manrprob^ems!^'^
'^^'^^
^ ^--^ Po-^ too
22A. Because of his ability to write letters complaints
co^ittee/''°''°^^°'' ''^''^'^ ""^^ ^^^^ received by the
Because of his ability to write letters complainingabout his promotion would not be well received by thecommittee.
17A,
17X.
18A.
18X.
19A.
19X.
20A.
20X.
21A.
21X.
22X
23A. If he carries out his threat to jump off the building
o-^v
con^ittmg suicide could be my only response.
If he carries out his threat to jump off the building
could be my only response.
24A. Even though they get paid alot of money to swing on
o/.^
trapeze twirling terrifies circus performers.24X. Even though they get paid alot of money to swing on
the trapeze terrifies circus performers.
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Sentences for Experiments 1 and 2
Group 4 Sentences
25A. John was kicking Tim Paul tried punching and theteacher had lost her patience.
25X. John was kicking Tim tried punching and the teacherhad lost her patience.
26A. The radio played popular music punkrock disturbed the
neighbors and Tom had to change the program.
26X. The radio played popular music totally disturbed the
neighbors and Tom had to change the program.
27A. Mary was writing Christmas cards papers covered thedesk and she was getting tired.
27X. Mary was writing Christmas cards covered the desk and
she was getting tired.
28A. The children were teaching patient parents teachers
tried to follow and the principal was very proud.
28X. The children were teaching patient parents tried to
follow and the principal was very proud.
29A. The landlords were selling property prices couldn't
stay stable and the tenants were going to court.
29X. The landlords were selling property couldn't stay
stable and the tenants were going to court.
30A. The waiter was serving pizzas coffee kept getting cold
on the counter and somebody forgot to order coke.
SOX. The waiter was serving pizzas kept getting cold on
the counter and somebody forgot to order a coke.
31A. The secretary was typing papers for the meeting com-
ments came late in the mail and the program still
wasn't printed.
3 IX. The
late
secretrary was typing papers for the meeting came
in the mail and the program still wasn't printed.
32A. The cast was rehearsing parts of the play Tom's part
kept needing revisions and opening night was next
Tuesday.
32X. The cast was rehearsing parts of the play kept needing
revisions and opening night was next Tuesday.
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Sentences for Experiments 1 and 2
Group 5 Sentences
too^Lt'e^?^ ZL^erl ^frTek'^ ^^^^^^ ^-^^
llll^f^fT^^^^^^^ Physics pro.l
ScuTa^^^^^^^^^^
T^l lrrSn^re^ra.^e°^pe%^e^-^°- -oVLf^i^^ors
wndnoSers^ff^I^ ^?LI'^^'^' ^^^^^^ ^^^^^-^ P-^-^
dXrupt?ee1rc?ass^^ ^^^^^^ ^^^^^-^
personaPprSs
work'probl^ms'^"" ^""^''"^ customers can cause
^J'.m^ ^""^^^
conservative positions on the draftquestion contrary to beliefs he acceptedPierre argued conservative positions on the draftquestion could not be accepted.
native'cu^ture"^""^"
^""""^ superstitions cortunon in his
The priest believes crazy superstitions contribute tothe decline of culture.
The scientist found chemicals clogging the drainpipes.The scientist found chemicals clogged the drainpipes.
The computer programmer wrote programs powerful enoughto answer industry's problems.
40X. The computer programmer wrote programs could be the
answer to industry's problems.
33A.
33X.
34A,
34X.
35A.
35X.
36A.
36X.
37A.
37X.
38A.
38X.
39A
39X
40A
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Sentences for Experiments 1 and 2
Group 6 Filler Sentences
llTo'^T^'llllir '^^^ "^"^ thro™
41.
42.
43.
45. After Thanksgiving most people begin worrying aboutshopping for Christmas presents.
46. The requirements for the art history course include
writing an original paper.
47. Susan tries to work at two jobs while she is taking
48
four courses
.
The book about astronomy was a gift for Jane but shehasn't even looked at the cover.
49. John wants to be a famous writer because he'd like to
see his name in print.
50. Peter wrote a letter to his grandmother to thank herfor the birthday card.
51. If you like to throw snowballs, dry weather makes the
snow a perfect consistency.
52. The autumn in New England is most beautiful because
of the trees.
53. The movie had very little suspense and no plot but
the photography was pretty.
54. Billy planned his dissertation defense on Friday so
that we could have a party.
55. The muffins were baked with whole wheat flour,
bananas and pecans.
129
56.
57.
58.
59.
60.
130
Paraphrases for Experiment 2
1. Sweaters made winter less cold for Cathy.
2. Customers buy cream daily from the milkman.
^*
store.
^""^ ^^"^ consequences to keeping a dog at the
4. The clapping was in response to the boys' cheering.
5. The counters were cleared off after the baking.
6. Nothing bothers Sam while he's driving.
7. The choir never sings popular music.
8. Mary dedicated a lot of time to her music lessons.
9. Haying a family doesn't add anything to Christmas
celebrations
.
10. Recording materials are expensive.
11. Polls do not always give valid information about
candidates
.
12. Wealthy organizations create financial problems for
others
.
13. Materials were scattered all over the table.
14. Once decisions were made in the court the prose-
cutor's job was done.
15. The necessary equipment is kept in the supply closet.
16. Space travel is very confining.
17. The author's permission is important in the marketing
process
.
18. Neil was never afraid of climbing mountains.
19. Her task wasn't very hard once Jane found the
strength.
20. Karen looked forward to being on stage.
21
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pro^fessionart^SSL'"'"
motivation to compete in
Se deSsio^ """^ appreciate criticism about
23. His threat means nothing to me.
24. Trapeze artists are not afraid of daring stunts.
25. The teacher wasn't bothered by the students' mischief,
26. The neighbors were annoyed about the noise.
27. Mary was tired from spending so much time writing.
28. The principal tried to follow the children.
29. The landlords took the tenants to court.
30. Some orders were cold because the waiter was busy.
31. No one had taken care of printing the program.
32. The play wasn't ready for opening night.
33. The physics problem was answered by Tom.
34. Mary had heard some rumors about her neighbors.
35. The teacher was playful and active with the children
in class.
36. There are some strange people who come to the store.
37. Pierre didn't really care about the draft question.
38. The superstitions were brought to the culture by
the priest.
39. Problems with the plumbing were not traced back to
chemicals
.
40. The computer programmer was probably proud of his
work.
41. Mary's closet is never clean.
42 . John believed he could make connections at the
convention.
48
49
50
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43. Cathy is faster on her bike than Tom.
44. The bakery is next door to the temple.
Christmas shopping is usually started afterThanksgiving.
46. People in art history only take exams.
47. Susan is working while she is a student.
Jane read the astronomy book from cover to cover.
John is interested in being a celebrity.
Peter's mother sent him a birthday card.
51. Snow needs special weather for good packing.
52. Summer is New England's best time of year.
53. The movie was well written but poorly photographed.
54. The defense was scheduled before vacation.
55. Fruit and nuts were baked into the muffins.
56. The paper needed to be rewritten after Joanne finished
with it.
57. We took pictures to finish the roll of film.
58. The typewriter was cleaned recently.
59. The conference was coming soon but the paper wouldn't
be done.
60 Competitive gymnastics requires a lot of work.
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Sentences and Paraphrases for Experiments 3 and 4
Group 1 Sentences
for^his skin" "^^ admired
1. The boy was a fast runner.
2. People admired the boy's skill.
Even though he mows the lawn regularly my fatherstill complains about the yard.
^^i^n
1. My father mows the lawn.
2. My father is frustrated about the upkeep ofthe yard. ^
Whenever they exercise daily the twins never findtime for their schoolwork.
1. The twins sometimes exercise regularly.
2. The twins hardly have time for homework.
If he reviews the play unfavorably the critic has to
contend with angry letters.
1. The critic might give the play a negative
review.
2. The critic may have to deal with unpleasant
correspondence
.
Because the cheese sold out quickly the supermarket
promised a reduced price on eggs.
1. The supermarket sold all the cheese.
2. The supermarket lowered the price of eggs.
Since she planted the flowers early my mother may
have the garden ready for the June graduation.
1. My mother already planted the flowers.
2. My mother may have the garden fixed by June
graduation.
Even though he handled the situation badly John was
encouraged to try again.
1. John didn't handle things well.
2. John was urged to keep trying.
If it can be seen in the hiding place easily the pre-
sent might be discovered before the surprise party.
1. The present may be visible in the hiding
place
.
2. The present could be found before the
celebration.
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9. Whenever the boy stacks them on the shelves neatlythe cans look more attractive and sales go up
1. The cans are stacked neatly.
2. The cans sell better when they look
,
attractive
.
10. Because Randy answered his question hastily the
reporter had to doubt the truth of his story.
1. The reporter asked randy a question.
2. The reporter thought the story was a lie.
11. If .he didn't fix the switch successfully the elec-
trician will service it again without charge.
1. The electrician tried to fix the switch.
2. The electrician will re-do the job for free.
12. Whenever the boss examines it's records carefully the
company fires the head accountant.
1. The company's records are sometimes examined.
2. The company often changes head accountants.
13. When he ran the hotel efficiently the manager could
support the staff comfortably during the off-season.
1. The hotel manager has been successful.
2. The manager sometimes kept the staff
employed during off-season.
14. Since the banquet required him to get dressed
formally the architect had to rent a tuxedo.
1. The architect had to dress up.
2. The architect rented evening clothes.
15. When they get hangovers from drinking heavily the
football players have trouble working hard at
practice.
1. The football players sometimes drink too
much
.
2. Football players find it difficult to
practice
.
16. Although he entered the room assertively the poli-
tician gave a very compromising speech.
1. The politician came in with confidence.
2. The politician's speech was not very forceful
17. Although the spring fashions were delivered early the
manufacturer would not wait for the payment.
1. The manufacturer made the delivery ahead
of schedule.
2. The manufacturer wanted the money immedi-
ately.
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j-o. ^wuiijj.cixiiea dDour tneir taxes,
oil companies boosted the price of gas
oil companies were not happy about
their taxes.
cidentally the operator
s call.
e for the call.
While the violinists were playing his piece beauti-fully the composer refused to stay quiet backstage.
The composer listened quietly.
Because she scribbled the letter quickly the legible
sentences stood out from the rest.
All of the sentences were illegible.
Once he had greeted the family warmly the puppy left
the house to roll in the leaves.
The kitten was happy to see the family.
Since the kitten was scratching herself furiously
the fleas had to be bothering her.
The kitten had a skin disease.
Since many of them fell apart suddenly the buses
could not continue service in the summer.
The commuter trains had mechanical troubles.
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Sentences and Paraphrases for Experiments 3 and 4
Group 2 Sentences
25. After she spilled tea on her Aunt Joan Mary offeredto help her clean her blouse.
1. Aunt Joan got tea all over her.
2. Mary wanted to clean Aunt Joan's blouse.
26. Because Peter played with his cockerspaniel the
children weren't afraid to pet it.
1. The cockerspaniel belonged to Peter.
2. The cockerspaniel didn't frighten the
children.
27. Whenever the scientist gave a class on Albert Ein-
stein the students struggled to stay awake.
1. The scientist lectured about Albert
Einstein.
2. The topic of Albert Einstein bored the
students
.
28. Even though Tony hated to leave without his breakfast
he woke up too late to eat it.
1. Tony liked to eat breakfast before leaving.
2. He didn't get up early enough for breakfast.
29. When he finished reading the book about Vietnam Jim
was ready to write an essay about it.
1. The book was about Vietnam.
2. He planned to write an essay about Vietnam.
30. Because he liked to order salt on his popcorn Bob
drank several cokes at the movie.
1. He ate popcorn with lots of salt.
2. The popcorn made Bob thirsty.
31. When the women entered the gallery of Picasso's
paintings Peggy notices that all of them were water-
colors .
1. The gallery was full of works by Picasso.
2. All of the Picasso's were watercolors
.
32. Ever since Kate's uncle bought the bicycle from
Canada he wants to see the countryside there.
1. The bicycle came from Canada.
2. He wants to travel in the Canadian country-
side.
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34.
35.
36
l^^^^'lt
secretary couldn't tolerate the office
If John plans to plant sweet corn on his cousin'sfarm someone will have to weed it this spring
1. The corn will be planted at his cousin's
rarm
.
2. The farm needs to be weeded.
Even though Cindy gave the answer to the teacher'sdifficult equation she didn't really understand il
1.. The difficult equation was answered by Cindy.
2. Cindy didn't understand the equation.
After she had met her roommate at her new dormitoryJoanne felt more comfortable about moving there
1. She met the person she would room with atthe dorm.
2. Joanne felt comfortable about moving tothe dorm.
37. Although Tom telephoned the owner at Jacque's res-taurant the table would not be ready for severalhours
.
1. Tom called up the restaurant.
2. The table at the restaurant wasn't ready.
38. Although the little girl liked vacations in colonial
Williamsburg the crowds made the village unpleasantin the summer.
1. Colonial Williamsburg was a nice place for
the girl.
2. Crowds made colonial Williamsburg less fun.
39. Even after he had sewed in the lining of Eric's suit
the tailor had to shorten the coat sleeves.
1. Eric's suit had a lining sewn in.
2. Eric's suit needed to have the sleeves
shortened.
40. Since Martha was only interested in the first half
of Tom's recital we left during the intermission.
1. Martha only cared about the beginning of
the recital.
2. We left Tom's recital at intermission.
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Since John had brought hamburgers for the Smith's
1. There would be hamburgers at the Smith'sbarbecue
.
2. He hoped there would be a grill at theSmith's barbecue.
Whenever Rich takes a train from Philadelphia thecrowded station there is filled with commuters toWashington.
1. Rich travels from Philadelphia by train
2. The station at Philadelphia is crowded.'
After she watched the terrible acting on her favorite
soap opera Cathy enjoyed the commercials better thanthe show
.
The acting was terrible in the movie.
Because we put the Indian rug in Janet's room the
atmosphere seems cozier there than it had before
We used the rug for Peggy's room.
Since the book had been written by Harvard's eco-
nomist most people had trouble understanding it.
A Harvard psychologist wrote the book.
When the meeting was held without the committee's
chairman his salary decision was voted on.
The chairman's retirement was discussed.
When Sally took her sweaters to Joe's cleaners the
store was closed for vacation.
The cleaner was out to lunch.
Since many craftsmen make leather goods in Israel
the country exports them to shops in America.
Israel imports products from America.
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Filler Sentences for Experiments 3 and 4
Jack taught his little brother to throw a bas^^h^n
""^Lk^^^^^f.^^^ ^° ^ famous a?hlete"^^''
wSui.^^^Lnh^^L^rfio^? oTL\:r' ^^^^
to So?d the ?airover'^'°^^ ^
?o\u^?r^^f^eco^^d^^Lle^o^r '^'^^ ^^^^
wafsc?a?ched.^'"
Because she can sew quickly Susan's mother made allthe uniforms for the school band.
Susan's mother made the football uniforms.
^u^^.^?^?^ Melanie studied three weeks for the examshe didn't do well in the course.
Melanie crammed for the course in one night.
Although he went from door to door to get supportJerry couldn't find a sponsor for the team.
Peter went from door to door to get help.
Even though the new coach was authoritative thebasketball team still couldn't win a game.
The baseball team had a tough coach.
After they had picked all the strawberries in thefield the girl scouts spent the afternoon lying inthe sun.
The girl scouts spent the morning lying in the
sun.
The special cars that run on cheaper fuels sold at
a fast pace.
The cars weren't selling.
Because he charged the lowest prices in town the
dentist always had people waiting in his office.
The electrician charged low prices.
In order to move her furniture to her new apartment
Beth had to hire a moving truck.
She hired a truck to move.
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After teaching French for ten years Sandy decidedto go back to school to study marketing.
'^^''^'^^^
Sandy quit her job to study acting.
When Paul put his money in the coke machine he
noticed that the sign said that it was out of orderPaul was buying some candy.
Because the teacher in the perception class broughtm demonstrations the class was interested in thetopic
.
The instructor used movies in the class.
Since Pat decided to jog every day he doesn't gettired so early at night.
Pat plays tennis every day.
Because there was no room to put the shelves up
Arlene had to rearrange her living room furniture.
Maryann had trouble making space for shelves!
APPENDIX B
RESPONSE TIMES SEPARATED BY SENTENCE TYPE
FOR EXPERIMENTS 1 AND 2
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Response Time to Understand Sentences in
Experiment 1, Separated by Sentence Type
GROUP 1
Late Closure
Early Closure
GROUP 2
Late Closure
Early Closure
GROUP 3
Late Closure
Early Closure
GROUP 4
Late Closure
Early Closure
LB
962
1649
1269
1482
957
2120
1351
1391
EB
1359
1131
1872
1208
1277
1412
1901
1437
BB
863
1523
1425
1665
NB
1037
1277
1434 1504
1458 1460
1099 1057
1674 1405
1508
1243
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Mean Response Time to Comprehend Sentences in
Experiment 2, Separated by Sentence Type
GROUP 1
Late Closure
Early Closure
GROUP 2
Late Closure
Early Closure
GROUP 3
Late Closure
Early Closure
GROUP 4
Late Closure
Early Closure
LB EB
1190 1216
1322 1442
1125 1170
1428 1276
1159 1378
1357 1295
1021 1368
1363 1361
BB NB
1186 1007
1404 1151
1180 1375
1387 1108
1133 1077
1568 1280
1069 1205
1244 1273

