Abstract-In this paper, an iterative-learning-control (ILC) algorithm is proposed for a certain class of linear parameter-varying (LPV) systems whose dynamics change between iterations. Consistency of the algorithm in the presence of stochastic disturbances is shown. The proposed algorithm is tested in simulation and the obtained tracking performance is compared with that obtained using a standard linear time-invariant ILC algorithm. Better results are obtained using the proposed method. The method is also applied to a linear, permanent-magnet synchronous motor system, which is shown to be an LPV system for a specific class of movements. Greatly improved tracking is achieved.
form of the disturbance variation in advance in order to include its model in the ILC controller, as required by the internal-model principle.
In this paper, we develop an ILC algorithm that can lead to improved tracking for systems that can be represented by the linear parameter-varying (LPV) class of systems [9] , and therefore, whose dynamics change as a function of a measurable scheduling parameter. Development and application of control techniques for LPV systems has been active in recent years (e.g., [10] and [11] ). ILC for LPV systems has been considered in [12] . The variation of the system's dynamics due to the changing scheduling parameter is, however, assumed to take place during the iteration, rather than from one iteration to the next. The problem considered is, therefore, different to that studied here.
The method developed in this paper is applied to a linear, permanent-magnet, synchronous motor system (LPMSM). LPMSMs are very stiff and have no mechanical transmission components. They, therefore, do not suffer from backlash, and so allow very high positioning accuracy to be achieved. Typical uses for this type of motor include wafer stages, microscale robotic decomposition, electronic assembly and manufacturing, and machine tools. The precision required by all of these applications is continuously increasing. When the required movements are repetitive, ILC is an obvious choice to achieve this precision [13] [14] [15] [16] [17] . LPMSMs, however, are affected by a periodic, position-dependent force ripple disturbance. When a movement starts from the same place this disturbance will be repetitive. ILC can thus adjust the system's input to compensate for it [18] . However, if the movement starts from a different position, the disturbance will change and the learned input will no longer produce optimal tracking. This problem has been investigated in [19] . The method proposed there is to learn the input that gives optimal tracking for a specific starting position. This input will compensate for errors due to the system's dynamics and the ripple force disturbance. It can thus be decomposed into these two components. When the movement is executed from a different starting position the component compensating the system's dynamics can be applied to the system, plus a phaseshifted version of the component that compensates the periodic, position-dependent disturbance. The phase shift will be a function of the distance between starting positions. This method has the benefit that the input only needs to be learned once, rather than for every starting position. Its disadvantage is that the learning process has to be done offline as a tuning procedure in order that the same starting position is used at each iteration.
In this paper, it will be shown how, for a certain class of movements whose amplitude is negligible compared to the period of the force ripple, the LPMSM can be modeled as an LPV system with the position-dependent force ripple as the scheduling parameter. The proposed LPV ILC algorithm is, therefore, applicable to the LPMSM.
The paper is organized as follows. In Section II, the LPV ILC algorithm is presented. The algorithm is then tested in simulation in Section III. It is then applied to the LPMSM, as detailed in Section IV. Finally, some conclusions are made in Section V.
II. LINEAR PARAMETER-VARYING ILC
In this section, the LPV ILC algorithm is described. First, the class of systems considered in this paper is outlined. The ideal input for this class of systems is then given. A parameterization for the input to be estimated is then presented, based on the structure of the ideal input. Next a recursive algorithm, similar to the standard recursive least squares but taking into account the iteration-varying aspect of LPV systems, is developed to estimate the ideal input. Finally, it is shown that, under a persistency of excitation condition on the scheduling parameter, the learning algorithm converges probabilistically to the ideal input.
A. System Description
We consider the finite-time tracking problem of following a repetitive, finite duration desired trajectory y d (t), defined for t = 0, . . . , N − 1.
The output at time t of the stable, LPV single-input-singleoutput (SISO) discrete-time system, resulting from linearizing a nonlinear system about the operating point σ(k) ∈ R n σ , is given by
where
Here, u(t, k) is the input to the system and q −1 is the backwardshift time operator, and d(t, k, σ(k)) and n(t, k, σ(k)) are a deterministic and a stochastic disturbance, respectively, both possibly dependent on σ. The operating point σ(k) remains constant throughout repetition k. The dependence of the coefficients a i and the deterministic disturbance on the scheduling parameter is assumed polytopic
where λ j (σ(k)) : R n σ → R. Additionally, we designate the values of σ at the vertices of the polytopic space as σ j .
As the signals are defined over the finite duration of the repetition, it is possible to express the system's input-ouput relationship by a matrix representation. Using the lifted-system representation typically used in ILC, we define, for a system with a relative degree of m, the following vectors:
with y d , d j , and n(k, σ(k)) defined similarly to y(k, σ(k)). This representation can then be used to write (1) as (4) where
Assumptions: The disturbance vector n(k, σ(k)) is assumed to be a zero-mean, random vector with unknown but bounded covariance matrix R n (k, σ(k)). Additionally, realizations of n(k, σ(k)) are considered independent.
Later in the paper the following lemma will be needed. Lemma 1 ([20, p. 253] ): Let X(k) be an independent random sequence with constant mean µ X and variance σ 2 X (k) defined for k ≥ 1. Define another random sequence aŝ
Then, if
where P → represents convergence in probability. The theorem also holds true for almost sure (a.s.) convergence, thus making it a strong law.
B. Ideal Input
The measured error is defined as
The ideal input vector, defined as the one that achieves zeromean error, i.e., E{e(k, σ(k))} = 0 ∀σ, where E{·} denotes the mathematical expectation operator, is given by
At the values of σ that correspond to the vertices of the polytopic dependence, we have
Using this, (10) can be written as
Remark: Expression (12) rationalizes the class of LPV systems considered here, i.e., LPV systems with dependence on the scheduling parameter solely in the denominator. Only for this system class does the ideal input depend linearly on the ideal inputs at the vertices. This linear dependence means the estimation of these inputs, as considered in the next section, can be done via linear least squares and there will be a global minimum. Furthermore, as will be seen in the application section, real systems exist that belong to this system class.
C. Input Parameterization
We see from (12) that the ideal input is a function of the scheduling parameter σ(k). The ILC algorithm should, therefore, estimate an input that is also a function of σ(k). Motivated by the form of the ideal input, and under the assumption that the functions λ j (σ(k)) are known, the input is parameterized as
The system output can be written as
should be nonsingular, which is always the case due to its structure. If the parameterized input (13) is applied to the system, we have
where (12) is achieved when
D. Learning Algorithm
The aim of the algorithm is to estimate U 0 over the iterations. The approach proposed here to find the estimate is to minimize a quadratic cost function over all previous iterations, i.e., to find the estimate that minimizes
where K is the number of completed iterations. Via some simple calculations, the estimate can be found aŝ
Alternatively, via some standard manipulations, (18) can be written in the recursive form aŝ
The error signal
can be evaluated experimentally by applying the input u(k, σ(k + 1)) from (13) based onÛ k to the real system. Therefore, we see that the estimateÛ can be evaluated recursively using data measured from the real system.
E. Consistency of Estimates
Next, a condition for consistent estimates is given. Theorem 1: Under the assumptions made in Section II-A, the algorithm (19) is a consistent estimator, i.e.,Û K converges almost surely to
is nonsingular. Proof: The recursive algorithm (19) has the same asymptotic properties as the batch result (18) , so the consistency of (18) can be considered. Equation (18) can be rewritten aŝ
In order for the estimates to be consistent, it is necessary that
be nonsingular and
Equation (21) is the condition in the theorem that should be satisfied. To show that (22) is true, we first write
Since n(k, σ(k)) is assumed to be zero mean and independent between iterations, and A is nonsingular, this expression means that x(k, σ(k)) will also be zero mean and independent between iterations. Additionally, x(k, σ(k))'s covariance matrix is given by
Since R n (k, σ(k)) is assumed bounded and A is nonsingular, R x (k, σ(k)) will be bounded. The ith component of w(K) in (22), therefore, represents the sample average of a sequence of zero-mean, independent random variables with finite, though possibly different, variances σ
Since
Since (23) is satisfied, the theorem is, therefore, proved. Remark: The condition (21) in Theorem I is a persistency of excitation condition that requires the scheduling parameter trajectory to be sufficiently rich.
III. SIMULATION
The effectiveness of the proposed method is next shown via simulation. The LPV system used in the simulation is defined by the polynomials
and
The functions λ j (σ(k)) are given by
where σ and σ are the respective minimum and maximum values of the scheduling parameter σ(k), which is taken as a uniformly distributed signal in the interval (0,1). We, therefore, have that σ = 0 and σ = 1.
The desired output y d (t) is defined by
The disturbances d(t, k, σ(k)) and n(t, k, σ(k)) are set to zero to emphasize the proposed algorithm's ability to compensate the changing dynamics. The proposed method is applied to the system, however, in order to investigate the method's robustness to uncertainty, instead of using the matrix G(σ(k)) in the algorithm, the constant matrix G(σ) is used, independently of the current value of σ(k).
In the implementation of the algorithm, the matrix
is required at each iteration of the algorithm. In order for the inverse to exist, it is necessary that this matrix be full rank. For this to be the case, a persistency of excitation condition on the scheduling parameter trajectory should be satisfied. A necessary, but not sufficient, condition for the matrix to be full rank is that two different values of σ(k) are visited. 1 In order to satisfy this, the algorithm is not used to calculate the system input until two different values of σ(k) have been visited. u(k, σ(k)) = y d is used for k = 1, 2. The results obtained using the proposed method are compared with those obtained using an ILC algorithm developed under the assumption of the system being LTI. The algorithm is given by
This algorithm can be motivated either by stochastic approximation theory [7] or as the equivalent recursive version of the least squares solution when the 2-norm of the tracking error is minimized over all iterations up to iteration k + 1. The latter is the same motivation as used to develop the LPV ILC algorithm, and thus makes the comparison fair. The algorithm is tested in simulation using the same signal for σ(k) and y d (t).
The rms values e(k) 2 achieved using the LPV and LTI ILC algorithms are shown in Fig. 1 . It can be clearly seen that the proposed method reduces the rms value of the error substantially over the iterations and the error converges toward zero. There is, however, no obvious trend in the error achieved using the LTI algorithm. This lack of tracking improvement is because the LTI algorithm is not able to learn the correct input as the system's dynamics change continuously between iterations.
IV. APPLICATION
As mentioned previously, the proposed method is applied to a linear, permanent-magnet, synchronous motor. This LPMSM forms the upper axis of an x-y positioning table (see Fig. 2) .
A PID feedback controller is used to control the motor's position. It operates at a sampling frequency of 2 kHz. An analog position encoder using sinusoidal signals with periods of 2 µm, which are then interpolated with 8192 intervals/period to obtain a resolution of 0.24 nm, is used to measure the motor's position. However, the accuracy of this type of encoder is limited to 20 nm.
The input u(k, σ(k + 1)), which is computed by the ILC algorithm, is used as the closed-loop system's position reference signal.
The desired output motion is a low-pass filtered step type movement with an amplitude of 5 µm in one direction followed by a similar movement back to the starting position. This movement is typical in the semiconductor industry. In this paper, we consider the problem of improving the tracking performance of the LPMSM when it executes the movement repetitively but from a different starting position each repetition. This scenario is clearly possible in an industrial setting. If the system's dynamics and disturbances were position-independent, this problem could be solved with a standard LTI ILC algorithm. This, however, is not the case for the system considered as can be seen from Figs. 3 and 4. In these figures, the mean system's response is shown when the movement is carried out at ten different starting positions spaced 1.6 mm apart. The movements are repeated ten times at each position in order to be able to differentiate between the effect of stochastic disturbances on the system's response and that due to changing dynamics. It can be clearly seen that significantly different responses are obtained that differ by an amount greater than could be expected from stochastic effects. 
A. System Modeling
Experimentally, a position dependence of the system's response has been shown. In order to understand where this comes from, a model of the system will now be developed. The position y(t, k) of the translator of the LPMSM, at time t and repetition k, obeys the following equation:
where f m (t, k) is the force applied to the motor and α is the viscous friction coefficient and f r (y(t, k)) is the force ripple.
Since the system has a current loop whose dynamics are much faster than the position dynamics, the force applied to the motor can be considered proportional to the applied current, i.e., f m (t, k) = k m i(t, k). The force ripple term contains both the cogging force and reluctance force, and is primarily a periodic function of the system's position y(t, k) that can be modeled by
where the periods T r,i are influenced by different factors such as the average pitch of the magnets and the size of the bearings. We see that this force has a nonlinear dependence on the system's position making the system, itself, nonlinear. The developed ILC algorithm is for the LPV system class. The system represented by (30) does not have the form of an LPV system. Nonetheless, for the specific class of movements considered in this study, whose amplitude is negligible compared to the force ripple's principal period, certain manipulations can be made in order to obtain an LPV model. Under this assumption on the movement amplitude, the force ripple can be assumed to vary linearly in a small zone about a certain operating point corresponding to a specific starting positionȳ(k). Using this idea we can obtain an LPV model, whose dynamics change as a function of the starting position, by linearizing the force ripple term about this operating point, giving
where δy(t, k) is a small position deviation aboutȳ(k), δf m (t, k) is a small force deviation about the force required to maintain the system at the operating point, and
This model can be seen to represent an LPV system with σ(ȳ(k)) as the scheduling parameter. For simplicity of notation from now on δy(t, k) and δf m (t, k) will be replaced by y(t, k) and f m (t, k), respectively, though it should be remembered that they represent small deviations about the operating point values.
Taking the Laplace transform of (32), for a fixed σ(ȳ(k)), gives
.
(34) In practice, the ILC algorithm is applied to the reference signal r(t) of the system operating in closed-loop with a PID feedback controller
The closed-loop transfer function between the reference signal and the system output is given by
The ILC algorithm is applied in discrete time. It is, therefore, necessary to discretize the transfer function (36). This discretization is done using Euler's second method, i.e., by substituting s by (1 − z −1 )/h, where h is the sampling period. Additionally, the discrete-time system has a two sampling period input delay. We, therefore, have the discrete-time closed-loop LPV system transfer function given by
It has, therefore, been shown that the LPMSM can be represented by an LPV model for the class of movements considered and thus the developed algorithm is applicable.
B. System Identification
The developed ILC algorithm uses the matrix G (σ(k) ), as seen in (19) . This matrix is formed from the system matrix G(σ(k)) and the functions λ i (σ(ȳ(k))) . A model of G(z −1 , σ(ȳ(k))) needs to be identified in order to construct the matrix G(σ(k)). This identification will be considered first, followed by the identification of λ i (σ(ȳ(k))).
The LPV model of G(z −1 , σ(ȳ(k))) could be found by first identifying LTI models, each with the same structure (order and delay) as (37) at different positions. These models' parameters could then be used to find the parameters of the overall LPV model (37). This method is, however, very time consuming and calls into question the practical usefulness of the ILC method. As was seen in the simulation, the proposed algorithm is robust to a certain amount of system uncertainty. A single LTI model G(q) is, therefore, identified to be used in the place of the LPV model in (19) .
In order to excite the system correctly for the identification of the LTI model, a pseudo random binary signal (PRBS) is chosen as the system's reference signal. It uses a shift register of 10 bits and a divider of 7 bits, thus giving a signal length of 7161 points. These values are chosen to sufficiently excite the system at low frequencies, and are calculated from an estimate of the system's settling time obtained via a step response test on the real system. The amplitude of the signal is selected large enough to give a good signal-to-noise ratio and reduce the effects of static friction, but small enough to remain in the zone of linearization and avoid saturation. Two experiments are carried out at an arbitrarily chosen position, one set for parameter estimation and the other for validation. An output error model, with the same order and number of input delays as (37), is found to give a good fit to the validation data in simulation.
Next, the identification of the functions λ i (σ(ȳ(k))) is undertaken. These functions are based on the scheduling parameter σ(ȳ(k)). σ(ȳ(k)) cannot be measured directly, onlyȳ(k). In order to calculate σ(ȳ(k)), it is necessary to estimate the values of F r,i , T r,i , and φ r,i , for i = 0, . . . , n r − 1. This can be done using measurements from the motor. The force applied by the feedback controller is measured while the motor moves at constant velocity. Since the acceleration is approximately equal to zero and the friction force is assumed constant, any variation in the applied force is to compensate the force ripple. By doing several experiments in the positive and negative directions, removing the offset due to the constant friction force and taking the average we can obtain an estimate of the force ripple (see Fig. 5 ). The spectrum of the measured force ripple is calculated in order to estimate the periods T r,i . Significant peaks occur at spatial frequencies corresponding to periods of 2, 3.7, 8, 13, and 21 mm. These values are thus used for T r,i for i = 0, . . . , 4, re- spectively. With these values, the parametric model of the force ripple is given bŷ
. . . 
C. Application of Proposed Algorithm to the Real System
With the required model identified, the proposed algorithm is applied to the LPMSM. The desired motion's length is such that N − m = 24. Similarly to the simulation, in order for the matrix P(k + 1) to exist, the algorithm is not used to calculate the system input until two different values ofȳ(k) have been visited. Nonetheless, the matrix P −1 (k + 1) is still ill-conditioned. This is because the identified model G(q) used to produce the matrix G has an unstable zero at q = −7. The G used to generate P −1 (k + 1) thus uses G(q) with this zero stabilized by replacing it with a zero at q = −1/7. This stabilization process is motivated by the fact that it gives a system with a frequency response that has the same magnitude as the identified G(q), though the phase is different.
The movement's starting positions are chosen as a sawtooth waveform that periodically visits 13 equally spaced positions in the 13 mm range considered.
As in the simulation section, the results obtained using the proposed method are compared with those obtained using an LTI ILC algorithm.
The rms values e(k) 2 achieved using the LPV and LTI ILC algorithms are shown in Figs. 7 and 8. It can be seen that the proposed LPV algorithm considerably reduces the rms value of the tracking error. The LPV algorithm gives slightly better converged tracking than that achieved with the LTI algorithm; the mean and maximum rms error values over the last 26 iterations (i.e., the last two periods of starting positions) are 0.0234 and 0.0515 µm, respectively, for the LPV algorithm, and 0.0254 and 0.0703 µm, respectively, for the LTI algorithm. The improvement achieved with the proposed LPV method is not, however, as great as that obtained in the simulation. This is probably because the force ripple affecting the LPMSM used in the experiments is not sufficient to make the system strongly LPV, and therefore, the system does not truly benefit from the LPV algorithm. 
V. CONCLUSION
An ILC algorithm has been proposed for systems that can be represented by the discrete-time, LPV class of systems. Consistency of the algorithm in the presence of nonstationary stochastic disturbances has been shown when the scheduling parameter trajectory is sufficiently exciting.
The algorithm was tested in simulation and shown to give improved tracking performance over a standard LTI ILC algorithm.
The algorithm has also been applied to a linear, permanentmagnet, synchronous motor. Its use lead to a considerable tracking improvement.
Monotonic convergence of a norm of the error signal is of practical interest, and much attention has been given to this issue in LTI ILC. Unfortunately, it seems unlikely that this property can be incorporated into LPV ILC algorithms as the system's dynamics change from one iteration to the next, and so, depending on how they change, it is always possible that the error will increase slightly, though the overall trend should be to decrease.
Experimentally, the algorithm has been shown to be robust to a certain amount of model uncertainty. Nevertheless, a theoretical result quantifying the acceptable uncertainty should be the subject of future work.
Furthermore, the proposed method is restricted to LPV systems with a dependence on the scheduling parameter only in the denominator of the system's transfer function. It is clear that a more general algorithm that works for systems with scheduling parameter dependence in the numerator as well would be of interest. A different approach to that presented in this paper would be necessary, nonetheless, as the ideal input could not be represented as a linear combination of the ideal inputs at the polytopic vertices.
