Two major difficulties in using default logics are their intractability and the problem of selecting among multiple extensions. We propose an ap proach to these problems based on integrating non monotonic reasoning with plausible reasoning based on triangular norms. A previously proposed system for reasoning with uncertainty (RUM) performs un certain monotonic inferences on an acyclic graph.
1 Introduction
1.1

Motivation
The management of uncertain information in first generation expert systems, when addressed at all, has largely been left to ad hoc methods. This has been effective only because operational expert sys tems normally assume that knowledge is complete, precise, and unvarying. This fundamental assump tion is a principal source of the limitation of many The management of incomplete information has also lacked a clear focus, as some researchers have attempted to find its solution by defining new non monotonic logics, by augmenting classical logic with default rules of inference, by searching for minimal models via functional optimization, or by concen trating only on the instruments, Le. TMSs, rather than the theory required to handle this problem.
In the past, a subset of the authors have con tributed to the development of individual theories for reasoning with uncertainty and incompleteness.
Bonissone has proposed RUM, a system for rea soning with uncertainty whose underlying theory is anchored on the semantics of many-valued log ics (Bon87] . This system provides a representation layer to capture structural and numerical informa tion about the uncertainty, an inference layer to provide a selection of truth-functional triangular norm based calculi [Bon87] , and a control layer to focus the reasoning on subsets of the KB, to (proce durally) resolve ignorance and conflict, and to main tain the integrity of the inference base via a belief revision system. RUM, however, does not provide any declarative representation to handle incomplete information.
Goodwin (Goo87] and Brown [BGB87] have provided such a representation by developing theories based on nonmonotonic dependency networks and algebraic equations over boolean lattices, respec tively. These approaches, however, have neglected the aspect of uncertain information.
Another motivation is the existence of a new class of problems, referred to as dynamic classi fication problems [BW88] , which cannot be properly addressed without an integration of the theo ries for reasoning with uncertainty and incomplete ness.
Preliminary work in this integration have been reported by D'Ambrosio (integrating assump tions and probabilistic reasoning) [DAm88] .
1.2
Uncertainty
The existing approaches to representing uncertainty 
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The formal approach has a corresponding (modal) logic theory that determines the mecha nism by which inferences (theorems) can be proven or believed to be true. The heuristic approach has a set of context-dependent rules to define the way by which frame-like structures (endorsements) can be combined, added or removed.
In our work we use a quantitative representa tion of uncertainty based on the semantics of many valued logics (T-norm operators). This is integrated with a formal qualitative approach to reasoning with incompleteness.
1.3
Incompleteness 
, and the negations of the justifications are not in T, then the conclusion is in f(T).
Since the operator r is not necessarily monotonic, toepistemic logic were also discussed in [Kon86] .
The third prominent approach is based on min imization. This approach is embodied in many attempts at dealing with negative knowledge in One of the most studied of the minimality-based approaches is circumscription, which was first pro posed by McCarthy in [McC80] . The notion we will describe here is called predicate circumscrip tion. This was later extended by McCarthy to for mula circumscription, discussion of which we omit here. Predicate circumscription is tied to the no tion of minimal models. Informally, the idea be hind circumscribing a predicate P in a formula F is to produce a formula which, when conjoined with F, forces P to be true for those atomic objects for which it is forced to be true by F, and false other wise. This conjunction is called the circumscription of Pin F (written CIRC[F; P]). Formally, this is defined to be:
(F(P') 1\ (Vx P '(x)::::? P(x))) ::::? (Vx P(x)-+ P'(x))) where F(P') is the formula F with all occurrences of P replaced with P'. Although this is a second order formula, in many cases it reduces to a first order formula.
I .
The most prominent work attempting to develop a usable computational framework for default rea soning is that involving truth maintenance systems.
Among others, this approach is exemplified by the work of Doyle [Doy79b] , de Kleer [dK86], Goodwin [Goo87] , and Brown [BGB87] . The work described in this paper involves propagation of uncertainty measures through a network similar to the JTMS graph described by Doyle in [Doy79b] .
Proposed Approach
In the rest of this paper we discuss our efforts in integrating defeasible reasoning (based on non monotonic rules) with plausible reasoning (based on monotonic rules with partial degrees of sufficiency and necessity). We will illustrate our approach through an exam ple. For this purpose we will prevail upon Tweety, the much over worked flying emu. The example con sists of the following default rules:
The first rule states that unless it can be proven that a bird hops, assume that it flies. The second says that unless it can be proven that an emu flies assume it hops. Given that FLEMU is false, and RUM restricts its rules to Horn clauses; it deals with negative antecedents by treating P and ---, p independently. We denote the certainty of P as 1Triangular norm calculi represent logical and as a real valued function call ed a t-norm, and logical or as a s-conorrn.
For an introduction to them see [Bon87] . A succinct presen tation can be fonnd in [Bon89] .
2Unless an idempotent t-norm is used cyclic rules will cause all certainties in the cycle to converge to 0.
LB(P).
The only time P and ..., p will interact is when LB(P) + LB(•P) > 1 (both P and --,pare Definitions: A PRlMO specification is a triple (L, I, J). L is a set of ground literals, such that 
PRIMO Example
We use our example to illustrate the above defini tions. The default rules given in the earlier example can be turned into PRIMO justifications by adding sufficiencies to them. For example:
In the first justification, BIRD is a monotonic antecedent and -,�HOPS is a nonmonotonic an tecedent. The sufficiency of the justification is .8.
The first rule states that if it can be proven with certainty � .2 that HoPs is true then the certainty of FLIES is 0; otherwise the certainty of FLIES is the t-norm of .8 and the certainty of BIRD being true.
The input literals for this example are BIRD, EMU, and FLEMU. 
1ngs
In this section we discuss an approach to propaga tion of constraints which is used as a preliminary step in processing a PRIMO graph before resorting to exhaustive search.
3.1
Propagation of Bounds
In PRIMO, propagation of bounds on LB's can be more effective than propagation of exact values alone. It may even trigger further propagation of exact values when bounds are p rop aga ted to a non monotonic antecedent whose value of a falls outside of them. Thus bounds propagation can sometimes provide an exact solution where propagation of ex act values alone would not.
To propagate bounds, vertices are labeled with pairs of values representing lower and upper bounds on the exact LB of that vertex in any admissible la beling. These bounds are successively narrowed as propagation continues. For each vertex v we define LB-(v) and LB + (v), the lower and upper bounds on LB(v) at any given point during the computa tion, to be functions of the bounds then stored on the antecedents of v. LB-uses the lower bounds of monotonic antecedents and the upper bounds of nonmonotonic ones; LB+ uses the upper bound of monotonic and the lower bound of nonmonotonic antecedents. The actual function applied to these values is the same one used to compute LB itself for that vertex. The algorithm is then: 
While there exists any vertex v such that the label on vi s not equal to [LB-(v),LB+(v)], relabel v with that value.
It can be shown that this algorithm converges in polynomial time, yields the same result regard less of the order of propagation, and never assigns bounds to a vertex which exclude any value that vertex takes on in any admissible labeling. Proofs can be found in [Goo88].
Example
In this section we illustrate, through the example, the bounds propagation algorithm. Figure 3 shows the labeling of the graph after the initialization step. Figure 4 shows the final bounds obtained.
The value of LB + for FLIES of .8 is derived by using LB-of HoPs (0) which gives the certainty of the premises of the justification for FLIES of 1. The t-norm of this with the sufficiency of the justifica tion yields .8. (a graph is always stable after bounds have been propagated). In a stable graph, a starter depen dency is an AND-vertex which has no unlabeled A straightforward algorithm to do this would search the space depth-fi rst with backtracking.
Each iteration would pick a starter dependency, force it to LB-or LB + , and propagate bounds again, continuing until either a solution is produced or an inconsistency is found, and then backtrack.
Inconsistencies can only occur at a starter depen dency, when either (1) the starter was earlier forced to LB-(i.e., zero) and positive support for it is de rived, or (2) the �:�:tarter is forced to LB + (i.e., a positive value) and the last support for it becomes relabeled zero.
Practical efficiency may be greatly enhanced if the starter dependency is always chosen from a min imal strongly connected component of the unlabeled part of the graph.
Below we consider more sophisticated methods for searching this space.
Consistent and Preferred Ex tensions
The discussion and algorithm given above indicate that in a stable graph the problem of deciding upon how to resolve the ambiguous nonmonotonic wires is a boolean decision. Thus we should be able to formulate this problem in propositional logic , the satisfying assignments of which would represent the various consistent extensions of the PRIMO speci fication.
We now present an alternate algorithm, based on propositional satisfiability, for finding consistent ex tensions. We also show how this algorithm can be used to find an optimal extension.
In general, a set of formulae will have many ex
tensions. Given such a set of extensions, some may be preferable to others based on the cost associ ated with choosing truth values for certain nodes.
That is, the LB of the ambiguous antecedents will be coerced to either LB-or LB + . We will pre fer extensions in which the sum of the costs asso The first clause represents the cost of making p;
false, the second the cost of making -.p; false ( equiv alently, making p; true) . A typical case is illustrated in Figure 5 .
It is easy to see that the original graph has an admissible labeling if and only if there is a finitely weighted truth ass ignment for the corresponding instance of weighted satisfiability, and that the weighted truth assignment corresponds to minimiz ing the objective function given above. We leave it to the reader to verify that starting with LB(EMU) = .8 instead of 1 would result in the optimal labeling where LB(FLIES) = .8, LB(HoPS)
;::: 0.
Algorithms and Heuristics
In Section 3.4 we showed how the problem we are concerned with can be posed as one of weighted sat isfiability. Since this problem is intractable in � en era!, we must make compromises if our system IS to perform reasonably �:m n <:> ntrivial instan �� -The alternatives we constder mclude constrammg the class es of problems we will allow (Section 4.1) or sacrificing optimality of solutions (Section 4.2).
Nonserial Dynamic Program ming
One of the most interesting possibilities involves re stricting our attention to classes of formulae which, while still intractable, have satisfiability algorithms which theoretically take much less than 0(2n) time,
where n is the number of propositional variables. In � It is shown in [Lic82] that the satisfiability problem for this class is NP-complete [GJ79] . Thus the existence of a polynC>mial time decision procedure is highly unlikely.
4.2 Heuristics
Depending on the size of the graph and the deadline imposed on the system by the outside world, time to find an optimal extension may not be av ailable.
Under these circumstances, we need to use a heuris tic that, without guaranteeing an optimal solution, will find a satisficing solution while exhibiting rear son able performance characteristics. 5
The following heuristics can be applied to the PRIMO graph, after the propagation of bounds, _ or to the problem encoded in terms of weighted sat2s
fiability.
As initial conditions we ass ume a set of nodes P, which is a subset of the original set of nodes in the graph. Each element of P has an associated pair of lower and upper bounds. We sort the elements 
Strongly Connected Compo nents
Thus far we have presented our algorithms as if they were to work on the entire PRIMO rule graph.
Even the heuristic presented would bog down on rule graphs of realistic size.
As a result, several optimizations are essential in practice, even though they do not aff ect the theoret ical worst case complexity. The entire initial graph can be decomposed into strongly connected c ? m ponents (SCCs), which are atta.cke� o?e . at a time (using whatever algorithm or heuriStic ts deemed appropriate) "bottom up".
This idea was first used for JTMSs in [Goo87] .
As in the JTMS, there is no guarantee that one can avoid backtracking: a low level sec may have sev eral solutions, and a higher sec dependent upon it may become unsolvable if the wrong choice �s made lower down. However, this strategy seems hkely to be helpful in practice.
5 As any other heuristic, there is no guarantee that _ its worst case performance can improve that of an exhaustive search.
4.4
Compile Time Options • Precompute all admissible labelings at compile time. At run time eliminate those labelings that are not currently valid, and choose the optimal labeling from those remaining.
• Precompute a subset of the admissible label ings at compile time. At run time eliminate those labelings that are not currently valid, and choose the optimal labeling from those remain ing. If all the precomputed labelings have been eliminated, additionallabelings must be gener ated.
• Precompute one default admissible labeling op timized according to static uncertainty and utility information. If this labeling is no longer valid at run time, additionallabelings must be generated.
• Precompile the graph into some canonical form that will allow easier generation of admissible are beginning to experiment with these options in an attempt to determine which will work best in practice.
Conclusions
We have presented an approach that integrates non monotonic reasoning with the use of quantitative information as a criterion for model preference.
This represents a major departure from existing paradigms, which normally fail to account for one or the other. We have also identified several methods
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for coping with the inherent intractability involved in such reasoning. We feel that this is a promising approach, but this work is at a preliminary stage.
As a result, there are a number of questions which we are considering now. We list some of them be low.
• We have previously noted that there are some correspondences between the PRIMO rule graph and that of the JTMS. Their exact relationship (if indeed one exists) is not well understood and needs to be explored.
• The dynamic programming algorithms dis cussed in Section 4.1 may help us to deal with large problem instances under certain struc tural constraints on the allowed propositional formulae. The results discussed, however, are based on asymptotic bounds. We have be gun to implement these algorithms, but do not know at this point whether they will perform satisfactorily in practice. We also need to de termine how well the heuristics we have de scribed will perform.
