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Abstract
In this paper we consider convergence rate problems for stochastic strongly-convex optimization in the non-Euclidean sense
with a constraint set over a time-varying multi-agent network. We propose two efficient non-Euclidean stochastic subgradient
descent algorithms based on the Bregman divergence as distance-measuring function rather than the Euclidean distances that
were employed by the standard distributed stochastic projected subgradient algorithms. For distributed optimization of non-
smooth and strongly convex functions whose only stochastic subgradients are available, the first algorithm recovers the best
previous known rate of O(ln(T )/T ) (where T is the total number of iterations). The second algorithm is an epoch variant of the
first algorithm that attains the optimal convergence rate of O(1/T ), matching that of the best previously known centralized
stochastic subgradient algorithm. Finally, we report some simulation results to illustrate the proposed algorithms.
Key words: Distributed stochastic optimization; Strong convexity; Non-Euclidean divergence; Mirror descent; Epoch
gradient descent; Optimal convergence rate
1 Introduction
Recent years have witnessed a growing interest in de-
veloping distributed subgradient algorithms for solving
convex constrained optimization problem, where the ob-
jective function is the sum of the local convex objec-
tive functions of nodes in a network (see, e.g., Nedic´,
Ozdaglar, & Parrilo, 2010; Zhu & Mart´ınez, 2012; Lin,
Ren, & Song, 2016), due to their widespread applications
including sensor networks (see, e.g., Shi, Ling, Wu, &
Yin, 2015), and smart grid (see, e.g., Yi, Hong, & Liu,
2016; Chang, Nedic´, & Scaglione, 2014), to name a few.
Strong convexity has been widely studied in convex opti-
mization, because strongly convex cost functions can be
easily found in a variety of engineering application do-
mains like sensor networks and smart grids and strongly
convex properties are actively used in regularization
methods. Take the ridge regression problem as an exam-
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ple, where the objective function consists of the strongly
convex Tikhonov regularization term for some perfor-
mance improvement in optimization computation (see,
e.g., Shalev-Shwartz, & Ben-David, 2014). In light of the
increasing attention to distributed optimization, various
distributed designs for optimizing strongly convex func-
tions (in the Euclidean sense) have been proposed in the
literature (see Nedic´ & Olshevsky, 2016 and Tsianos &
Rabbat, 2012), due to its wide application in many prac-
tical fields and its potential to provide better guarantees
of convergence performance.
Many algorithms have been developed over the past
years to solve distributed convex optimization problems
(see, e.g., Lu, Tang, Regier, & Bow, 2011; Liu, Qiu, &
Xie, 2014; Chen & Sayed, 2012; Yuan, Ho, & Xu, 2016;
Yuan, Ho, & Hong, 2016; Kia, Corte´s, & Mart´ınez, 2015;
Ram, Nedic´, & Veeravalli, 2010). Such algorithms require
only the first-order information of the objective func-
tions and Euclidean projection onto the constraint set.
This makes the algorithms attractive for large-scale opti-
mization problems. Specifically, recently an O(ln T/
√
T )
rate of convergence has been established in Nedic´ and
Olshevsky (2015). However, the aforementioned algo-
rithms are inherently Euclidean, in the sense that they
rely on measuring distances based on Euclidean norms.
This means that it is challenging or infeasible to generate
efficient projections for certain objective functions and
constraint sets, taking the Euclidean projection onto
the unit simplex as an example. In this paper, we shall
develop a class of distributed algorithms that are built
on mirror descent, which generalizes the projection step
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using the Bregman divergence. Bregman divergences are
a general class of distance-measuring functions, which
include the Euclidean distance and Kullback-Leibler
(KL) divergence as special cases. The work Xi, Wu, and
Khan (2014) presents a first study of the distributed
optimization algorithm that builds on mirror descent,
for solving the non-strongly and deterministic variant
of problem (1); however, only convergence results are
established for the proposed algorithm.
Convergence rate is an important issue in the distributed
design. Although the aforementioned algorithms in the
last paragraph can be applied to distributed optimization
of strongly convex functions, it is desirable to develop al-
gorithms by further exploiting the strongly convexity of
the objective function, in order to provide better perfor-
mance such as faster convergence rates. In Nedic´ and
Olshevsky (2016), the authors proposed a distributed
stochastic subgradient-push algorithm for solving prob-
lem (1), under the assumption that the stochastic gradi-
ents of the objective functions are Lipschitz. In particu-
lar, the algorithm converges at anO(ln(T )/T ) rate in the
unconstrained case, which is (to the best of our knowl-
edge) the previously best known rate in the literature.
The work Rabbat (2015) developed a distributed proxi-
mal subgradient algorithm, that uses the Euclidean dis-
tance as the distance-measuring function, for solving the
unconstrained composite stochastic optimization prob-
lems; they prove that the proposed algorithm converges
at an O(1/T ) rate, under the smoothness assumptions
on the objective functions. The authors in Tsianos and
Rabbat (2012) proposed a class of distributed algorithms
(in both batch and online setting) that converge at an
O(ln(T )/T ) rate in the constrained case, without making
the smoothness assumptions on the objective functions.
Notably, recently the work Lan, Lee, and Zhou (2017)
proposed a class of distributed stochastic optimization
algorithms that convergence at a rate of O(1/T 2), how-
ever, note that the algorithms are built on the accelerated
subgradient schemes that utilize two previous estimates
in the subgraident step.
In this paper we focus on establishing the convergence
rate of algorithms for the distributed strongly convex
constrained optimization problem in the following form
minimize F (w) =
m∑
i=1
Fi(w)
subject to w ∈ W
(1)
where each Fi is strongly convex in the non-Euclidean
sense and maybe non-smooth, and W ⊆ Rd is a con-
vex constraint set known to all the nodes in the network.
Moreover, the nodes can only compute the noisy subgra-
dients of their respective objective functions. To be spe-
cific, we assume that there exists a stochastic subgradi-
ent oracle, which, for any point w ∈ W , returns a ran-
dom estimate gˆi(w) of a subgradient gi(w) ∈ ∂Fi(w)
so that E[gˆi(w)] = gi(w), where ∂Fi(w) denotes the
subdifferential set of Fi(·) at w. It is well-known that
for (centralized) stochastic optimization of non-smooth
and strongly convex functions, the optimal convergence
rate is O(1/T ) (see, e.g., Hazan & Kale, 2014). This fact,
combined with the above observations, motivates us to
consider the following questions: 1) Is it possible to de-
velop a distributed stochastic mirror descent algorithm
that recovers the best previously known rateO(ln(T )/T ),
for distributed optimization of non-smooth and strongly
convex functions? and 2) For the same optimization prob-
lem, is it possible to devise a variant of the developed
algorithm that attains the optimal O(1/T ) convergence
rate?
In this paper, we give affirmative answers to the above
questions. Specifically, the main contributions of this pa-
per are highlighted as follows:
• We consider the construction of non-Euclidean al-
gorithms for distributed stochastic optimization of
strongly convex functions whose only stochastic sub-
gradients are available. The algorithms generalize the
standard distributed stochastic projected subgradient
algorithms to the non-Euclidean setting. Therefore,
the proposed algorithms are more flexible, in the sense
that they enable us to generate efficient updates to
better reflect the geometry of the underlying opti-
mization problem, by carefully choosing the Bregman
divergence.
• We propose a distributed stochastic mirror descent
(DSMD) algorithm to answer the first question. In par-
ticular, we show that for a total number of T itera-
tions, the proposed algorithm achieves an O (ln(T )/T )
rate of convergence, by exploiting the strongly convex-
ity of the objective functions. The DSMD algorithm is
a stochastic variant of the algorithm in Xi, Wu, and
Khan (2014), where only asymptotic convergence is es-
tablished. In addition, this rate recovers the best pre-
vious known rate in Nedic´ and Olshevsky (2016) and
Tsianos and Rabbat (2012). Moreover, in contrast to
the algorithm in Nedic´ and Olshevsky (2016), our pro-
posedDSMDalgorithm is in constrained setting, which
naturally arises in a number of applications where each
node’s estimate has to lie within some decision space
(see, e.g., Nedic´, Ozdaglar, & Parrilo, 2010).
• We propose an epoch variant of the DSMD algorithm,
called Epoch-DSMD algorithm, to answer the second
question. The Epoch-DSMD algorithm combines the
strength of the epoch gradient descent algorithm that
is widely used in the machine learning community (see,
e.g., Hazan & Kale, 2014) and the DSMD algorithm.
In particular, we prove by induction that the result-
ing point returned by the last epoch attains the opti-
malO(1/T ) rate of convergence, which largely improve
the O (ln(T )/T ) rate obtained by Tsianos and Rabbat
(2012) with the Euclidean norm.
Notation: Let Rd be the d-dimensional vector space.
Write ‖w‖2 to denote the Euclidean norm of a vector
w ∈ Rd, and 〈w,v〉 to denote the standard inner prod-
uct on Rd, for any w,v ∈ Rd. We denote by [m] the set
of integers {1, . . . ,m}. For a vector w, we denote its ith
component by [w]i. We denote the (i, j)th element of a
matrix P by [P]ij . For a differentiable function f , Let
∇f(w) denote the gradient of f(·) atw, and E[X ] denote
the expected value of a random variable X .
2 Problem Setting and Assumptions
In this paper, we are interested in solving convergence
rate problems for (1) over a time-varyingmulti-agent net-
work. Specifically, let G(t) = (V , E(t),P(t)) be a directed
graph that represents the nodes’ communication pattern
at time t, where V = {1, . . . ,m} is the node set, E(t) is
the set of activated links at time t, and P(t) is the com-
munication matrix at time t. Wemake the following stan-
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dard assumption on graph G(t) (see, e.g., Ram, Nedic´, &
Veeravalli, 2010; Yuan, Ho, & Xu, 2016).
Assumption 1 The graph G(t) = (V , E(t),P(t)) satis-
fies (t = 1, 2, . . .):
(a) There exist a scalar 0 < ξ < 1 such that [P(t)]ii ≥ ξ
for all i and t, and [P(t)]ij ≥ ξ whenever (j, i) ∈ E(t);
(b) P(t) is doubly stochastic, i.e.,
∑m
i=1[P(t)]ij = 1 and∑m
j=1[P(t)]ij = 1 for all i and j;
(c) There exists some positive integerB such that the graph(
V ,⋃(s+1)Bt=sB+1 E(t)) is strongly connected for every s≥0.
We now give the definition of the Bregman divergence,
which is crucial in developing the algorithms.
Definition 1 Given a strongly convex and differentiable
distance-generating function Φ : Rd → R, the Bregman
divergence induced by Φ is defined as follows:
DΦ(w||v) := Φ(w)− Φ(v) − 〈∇Φ(v),w − v〉 .
It is time to provide a non-Euclidean strong convexity
assumption on problem (1).
Assumption 2(a) Φ is σΦ-strongly convex with respect
to the Euclidean norm, where (without loss of general-
ity) σΦ ≥ 1, i.e., for any two points w, v ∈ Rd,
Φ(w)≥Φ(v) + 〈∇Φ(v),w − v〉+ σΦ
2
‖w− v‖22;
(b) Fi(w) is σF -strongly convex with respect to function
Φ, i.e., for any two points w, v ∈ W, we have for any
i = 1, . . . ,m,
Fi(w)≥ Fi(v) + 〈gi(v),w − v〉 + σFDΦ(w||v)
where DΦ(w||v) are convex in their second argument
v for every fixed w.
Remark 1 Note that Assumptions 2(a) is standard in
developing mirror descent algorithms for solving convex
optimization problems (see, for example, Beck &Teboulle,
2003; Xi, Wu, & Khan, 2014). Assumption 2(b) is com-
monly used in developing distributed mirror descent al-
gorithms for strongly convex optimization (see, e.g., Xi,
Wu, & Khan, 2014). In fact, under Assumption 2(b), one
can easily show that each Fi is also strongly convex with
respect to the Euclidean norm, by simply assuming the
smoothness of function Φ.
The following assumption is about the stochastic subgra-
dient, which has been widely used in the literature (see,
e.g., Nedic´ & Olshevsky, 2016).
Assumption 3 At any pointw ∈ W, the stochastic sub-
gradient of function Fi satisfies:
E[‖gˆi(w)‖22] ≤ G2, ∀i.
Remark 2 The motivation of studying stochastic sub-
gradients comes from the following considerations: i) in
many situations only the noisy subgradients are available
and it is easy for calculation; and ii) the stochastic subgra-
dients can be used in reducing the cost by taking only one
sample among multiple samples of the objective function
of each agent.
3 Distributed Stochastic Mirror Descent
In this section, we propose a distributed stochastic al-
gorithm that is built on mirror descent. The details of
the non-Euclidean algorithm are given in Algorithm 1.
Specifically, we will establish the explicit convergence
rate of the proposed algorithm.
Algorithm 1 DSMD
Input: total number of iterations T and step size se-
quence {ηt}Tt=1
Initialize: wi,1 ∈ W for all i ∈ [m]
1: for t = 1 to T do
2: Query the stochastic subgradient oracle at wi,t to
get a random gˆi,t := gˆi(wi,t)
3: Compute
∇Φ(vi,t) =∇Φ(wi,t)− ηtgˆi,t
ui,t+1 = argmin
w∈W
DΦ(w||vi,t)
wi,t+1 =
m∑
j=1
[P(t)]ijuj,t+1
4: end for
Before presenting the main convergence results, we pro-
vide two standard setups for the distributed stochastic
mirror descent algorithms.
• Euclidean setup: Φ(w) = 12‖w‖22, and the associated
Bregman divergence is DΦ(v||w) = 12‖v − w‖22. In
this case the DSMD algorithm (i.e., Algorithm 1) re-
duces to a stochastic variant of the distributed pro-
jected subgradient algorithm in Nedic´, Ozdaglar, and
Parrilo (2010).
• Simplex setup: For this setup, suppose that our con-
straint set W = ∆d = {w ∈ Rd :
∑d
i=1[w]i =
1, [w]i ≥ 0, i ∈ [d]}. Let Φ(w) =
∑d
i=1[w]i ln[w]i,
and it is proved that Φ(w) is 1-strongly convex with
respect to the ℓ1 norm ‖ · ‖1 over W (see, e.g., Ne-
mirovski, Juditsky, Lan, & Shapiro, 2009). Its associ-
ated Bregman divergence, also known as the Kullback-
Leibler divergence, is DΦ(w||v) =
∑d
i=1[w]i ln
[w]i
[v]i
.
More importantly, in that case Step 3 in Algorithm
1 is equivalent to the following distributed stochastic
entropic descent algorithm:
[ui,t+1]j=
[wi,t]j exp(−ηt[gˆi,t]j)∑d
ℓ=1[wi,t]ℓ exp(−ηt[gˆi,t]ℓ)
j ∈ [d] (2)
wi,t+1=
N∑
j=1
[P(t)]ijuj,t+1. (3)
Note that the projection step in the standard dis-
tributed projected subgradient algorithm cannot be
solved explicitly (in fact, it involves computing the
solution of d-dimensional nonlinear equation at each
step, as pointed out by Beck and Teboulle (2003)), as
opposed to the update (2).
Nowwe establish themain result of the DSMD algorithm.
Theorem 1 Let Assumptions 1–3 hold. Let ηt =
1
σF t
for
all t = 1, . . . , T and w∗ = argminw∈W F (w). Then, for
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any j ∈ [m] and T ≥ 3, we have
E
[‖ŵj,T −w∗‖22] ≤ c ln(T )T + c
′
T
where ŵi,T =
1
T
∑T
t=1wi,t, c =
2G2
σ2
F
σΦ
(
1 + 4αβm(1−β)σΦ
)
and
c′ = 2GσF σΦ
(
2αβ
1−β + 1
)∑m
i=1 E[‖wi,1‖2].
The proof of Theorem 1 relies on the following lemma,
that establishes a bound on the differences among the
estimates of all the nodes in the network.
Lemma 1 Let Assumptions 1–3 hold. Then
T∑
t=1
m∑
i=1
E[‖wi,t −wj,t‖2]
≤ m
(
2αβ
1− β + 1
) m∑
i=1
E[‖wi,1‖2] + 2αβm
2G
(1− β)σΦ
T∑
t=1
ηt.
Proof. See Appendix A. 
Armed with Lemma 1, we are ready to present the proof
of Theorem 1.
Proof. [Proof of Theorem 1] Let E|t−1[X ] denote the ex-
pectation conditioned on all the randomness until round
t− 1. Hence, E|t−1[gˆi,t] = gi(wi,t). This fact implies
m∑
i=1
E|t−1 〈gˆi,t,wi,t−w∗〉=
m∑
i=1
〈gi(wi,t),wi,t−w∗〉 . (4)
Taking the total expectation and using Assumption 2(b),
we have
m∑
i=1
E[〈gˆi,t,wi,t −w∗〉]
≥
m∑
i=1
E [Fi(wi,t)− Fi(w∗) + σFDΦ(w∗||wi,t)]
≥
m∑
i=1
E[Fi(wj,t)]− F (w∗) + σF
m∑
i=1
E[DΦ(w
∗||wi,t)]
−G
m∑
i=1
E[‖wi,t −wj,t‖2] (5)
where the last inequality follows from the convex-
ity of function Fi, that is, Fi(wi,t) ≥ Fi(wj,t) +
〈gi(wj,t),wi,t −wj,t〉 ≥ Fi(wj,t)−G‖wi,t −wj,t‖2, be-
cause ‖gi(wj,t)‖2 = ‖E[gˆi(wj,t)]‖2 ≤ E[‖gˆi(wj,t)‖2] ≤(
E[‖gˆi(wj,t)‖22]
)1/2 ≤ G. On the other hand, by follow-
ing an argument similar to that of Lemma 6 in Hazan
and Kale (2014), it is easy to show that
m∑
i=1
〈gˆi,t,wi,t −w∗〉 ≤ ηt
2
m∑
i=1
‖gˆi,t‖22
+
m∑
i=1
DΦ(w
∗||wi,t)−DΦ(w∗||wi,t+1)
ηt
. (6)
Combining inequalities (5) and (6), we get
T∑
t=1
E[F (wj,t)]− F (w∗)
≤
T∑
t=1
m∑
i=1
E[DΦ(w
∗||wi,t)]− E[DΦ(w∗||wi,t+1)]
ηt
−σF
m∑
i=1
E[DΦ(w
∗||wi,t)] +
T∑
t=1
ηt
2
m∑
i=1
E[‖gˆi,t‖22]
+G
T∑
t=1
m∑
i=1
E[‖wi,t −wj,t‖2]
:= p1 + p2 + p3 + p4 (7)
where p1, p2, p3, p4 denote the respective right-hand side
terms in (7). For terms p1 and p2, due to ηt =
1
σF t
and
the non-negativity of the Bregman divergence, we obtain
p1 + p2 =
(
η−11 − σF
) m∑
i=1
E[DΦ(w
∗||wi,1)]
+
T∑
t=2
(
η−1t − η−1t−1 − σF
) m∑
i=1
E[DΦ(w
∗||wi,t)]
− 1
ηT
m∑
i=1
E[DΦ(w
∗||wi,T+1)] ≤ 0. (8)
Term p3 can be bounded by,
∑T
t=1
ηt
2
∑m
i=1 E[‖gˆi,t‖22] ≤
mG2
2
∑T
t=1 ηt, by using Assumption 3. In addition, p4 can
be bounded by Lemma 1. Hence, combining Lemma 1
with the preceding estimates, and using the inequalities
that 1T
∑T
t=1 ηt =
1
T
∑T
t=1
1
σF t
≤ 2σF ·
ln(T )
T , ∀T ≥ 3 and
1
T
T∑
t=1
F (wj,t)− F (w∗)
≥ 〈g(w∗), ŵj,T −w∗〉+mσFDΦ(ŵj,T ||w∗)
≥ mσFDΦ(ŵj,T ||w∗)
≥ mσFσΦ
2
‖ŵj,T −w∗‖22
where the first inequality follows from the first order op-
timality condition, we complete the proof. 
Remark 3 Note that our algorithm is motivated by
the seminal work on distributed optimization Nedic´
and Ozdaglar (2009) and Nedic´, Ozdaglar, and Parrilo
(2010). In contrast to the work Nedic´, Ozdaglar, and
Parrilo (2010) that built on the Euclidean projection,
the DSMD algorithm is based on mirror descent, that
generalizes the Euclidean projection step by using the
Bregman distance. This means that the DSMD algo-
rithm allows efficient projections by carefully choosing
the Bregman divergence, taking the unit simplex con-
straint set as an example (see (2)–(3)). Moreover, we
have established the explicit convergence rate for the
DSMD algorithm, while in Nedic´, Ozdaglar, and Parrilo
(2010) only asymptotic convergence is obtained. Note
also that our DSMD algorithm is a stochastic variant
of the algorithm in Xi, Wu, and Khan (2014), and we
have established non-asymptotic convergence rate results
for the proposed algorithm, while in Xi, Wu, and Khan
(2014) only asymptotic convergence is obtained.
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4 The Epoch-based Optimal Algorithm
In the previous section, we proposed a distributed
stochastic mirror descent algorithm to achieve a rate
of convergence at O(ln(T )/T ), which is suboptimal for
stochastic strongly-convex optimization. In this section,
we present an optimal distributed stochastic mirror de-
scent algorithm, called Epoch-DSMD, to solve problem
(1) and analyze its convergence properties.
Algorithm 2 Epoch-DSMD
Input: an initial step size η1, number of iterations in the
first epoch T1, and total number of iterations T
Initialize: w1i,1 = argminw∈W Φ(w) for all i ∈ [m], and
set k = 1
1: while
∑k
ℓ=1 Tℓ ≤ T do
2: for t = 1 to Tk do
3: Query the stochastic subgradient oracle at wki,t
to get a random gˆki,t := gˆi(w
k
i,t)
4: Compute
∇Φ(vki,t) =∇Φ(wki,t)− ηkgˆki,t
uki,t+1 = argmin
w∈W
DΦ(w||vki,t)
wki,t+1 =
m∑
j=1
[Pk(t)]iju
k
j,t+1
5: end for
6: Compute ŵki =
1
Tk
∑Tk
t=1w
k
i,t and updatew
k+1
i,1 =ŵ
k
i
7: Update Tk+1 = 2Tk and ηk+1 =
1
2ηk
8: Update k = k + 1
9: end while
To present the main convergence results of the Epoch-
DSMD algorithm, we assume from now on that the con-
straint set has finite radius RW = maxw,v∈W ‖w − v‖2,
and denote the Φ(·)-diameter of W by RΦ,W :=
(maxw∈W Φ(w)−minw∈W Φ(w))1/2 .
Theorem 2 Under the conditions of Theorem 1, set the
parameters in Algorithm 2 as η1 =
1
σF
and T1 = 4. Then
the final estimates wk
†+1
i,1 enjoys a convergence rate of
m∑
i=1
E[‖wk†+1i,1 −w∗‖22]≤
64ĉ
T
where k† =
⌊
log2
(
T
4 + 1
)⌋
is the total number of epochs
in Algorithm 2, and ĉ = max
{
σF c1+4c2
4σ2
F
σΦ
,
mR2
Φ,W
4σΦ
}
with
c1 = mG
(
2αβ
1−β + 1
) (
mRW +
∑m
i=1 E[‖w1i,1‖2]
)
and
c2 =
mG2
2 +
2αβm2G2
(1−β)σΦ
.
Proof. First, we derive the following basic convergence
result for Algorithm 2:
σF
m∑
i=1
E[DΦ(w
∗||wk+1i,1 )]
≤ c1
Tk
+ c2ηk +
1
ηkTk
m∑
i=1
E[DΦ(w
∗||wki,1)]. (9)
By following an argument similar to that of Theorem 1,
we have the following bound:
m∑
i=1
〈
gˆki,t,w
k
i,t −w∗
〉 ≤ ηk
2
m∑
i=1
‖gˆki,t‖22
+
1
ηk
m∑
i=1
(
DΦ(w
∗||wki,t)−DΦ(w∗||wki,t+1)
)
. (10)
Since ηk is keeping constant in each epoch k, by the fact
that the term
∑m
i=1
(
DΦ(w
∗||wki,t)−DΦ(w∗||wki,t+1)
)
we can get a telescopic sum when summing over t = 1 to
t = Tk and obtain
Tk∑
t=1
m∑
i=1
E[
〈
gˆki,t,w
k
i,t −w∗
〉
]
=
Tk∑
t=1
m∑
i=1
E[
〈
gi(w
k
i,t),w
k
i,t −w∗
〉
]
≤ ηk
2
Tk∑
t=1
m∑
i=1
E[‖gˆki,t‖22] +
1
ηk
m∑
i=1
E[DΦ(w
∗||wki,1)]
≤ mG
2
2
ηkTk +
1
ηk
m∑
i=1
E[DΦ(w
∗||wki,1)] (11)
where the equality follows from the same reasoning as
that of (4). Let us turn our attention to the left-hand side
of the preceding inequality. It follows from Assumption
2(b) that
Tk∑
t=1
m∑
i=1
E[
〈
gi(w
k
i,t),w
k
i,t −w∗
〉
]
≥
Tk∑
t=1
m∑
i=1
E
[
Fi(w
k
i,t)− Fi(w∗) + σFDΦ(w∗||wi,t)
]
≥ σF
Tk∑
t=1
m∑
i=1
E[DΦ(w
∗||wki,t)]−G
Tk∑
t=1
m∑
i=1
E[‖wki,t−wkj,t‖2]
where the last inequality is based on the same reasoning
as that of (5) and the fact that w∗ is the minimizer of
problem (1). Combining the preceding two inequalities,
and diving both sides by Tk, we get
σF
Tk
Tk∑
t=1
m∑
i=1
E[DΦ(w
∗||wki,t)]
≤ mG
2
2
ηk +
1
ηkTk
m∑
i=1
DΦ(w
∗||wki,1)
+
G
Tk
Tk∑
t=1
m∑
i=1
E[‖wki,t −wkj,t‖2]. (12)
The last term on the right-hand side can be easily
bounded by using Lemma 1, that is,
Tk∑
t=1
m∑
i=1
E[‖wki,t −wkj,t‖2]
≤m
(
2αβ
1− β+1
)(
mRW+δ̂1(w)
)
+
2αβm2G
(1 − β)σΦ ηkTk (13)
where δ̂1(w) =
∑m
i=1 E[‖w1i,1‖2] and in the last inequal-
ity we used the compactness assumption of the set W .
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Substituting the bound (13) into inequality (12) gives
σF
Tk
Tk∑
t=1
m∑
i=1
E[DΦ(w
∗||wki,t)]
=
c1
Tk
+ c2ηk +
1
ηkTk
m∑
i=1
E[DΦ(w
∗||wki,1)]. (14)
Using the assumption on the convexity of the Bregman
divergence DΦ, the left-hand side can be further lower
bounded by the following:
σF
Tk
Tk∑
t=1
m∑
i=1
E[DΦ(w
∗||wki,t)]≥ σF
m∑
i=1
E[DΦ(w
∗||ŵki )]
= σF
m∑
i=1
E[DΦ(w
∗||wk+1i,1 )]
where the last equality follows from Step 6 in Algorithm
2. This, combined with (14), yields the bound (9). Now,
we show by induction that
m∑
i=1
E[DΦ(w
∗||wki,1)]
≤ max
{
1
σF
(
c1
T1
+c2η1
)
,
1
4
mR2Φ,W
}
· 2−(k−3). (15)
We first prove that it is true at k = 1. It follows
from the definition of the Bregman divergence that∑m
i=1DΦ(w
∗||w1i,1) =
∑m
i=1
(
Φ(w∗) − Φ(w1i,1) −〈∇Φ(w1i,1), w∗−w1i,1〉 ). Utilizing the fact that
wki,1 = argminw∈W Φ(w) and applying the first order
optimality condition for the term
〈∇Φ(w1i,1),w∗ −w1i,1〉,
we have
〈∇Φ(w1i,1),w∗ −w1i,1〉 ≥ 0, which yields
m∑
i=1
E[DΦ(w
∗||w1i,1)]≤
m∑
i=1
E[Φ(w∗)−Φ(w1i,1)]≤mR2Φ,W .
Hence, the base of the induction holds. Assuming the
bound (15) is true for k, we now claim that it holds for
k + 1 as well, by combining the fact that Tk = T12
k−1
and ηk = η12
−(k−1) with (9):
m∑
i=1
E[DΦ(w
∗||wk+1i,1 )]
≤ max
{
1
σF
(
c1
T1
+c2η1
)
,
1
4
mR2Φ,W
}
· 2−(k−1)
+
1
4
max
{
1
σF
(
c1
T1
+c2η1
)
,
1
4
mR2Φ,W
}
· 2−(k−3)
= max
{
1
σF
(
c1
T1
+c2η1
)
,
1
4
mR2Φ,W
}
· 2−(k−2) (16)
where the first inequality follows from η1 =
1
σF
and T1 =
4 and the induction hypothesis for
∑m
i=1 E[DΦ(w
∗||wki,1)].
This shows that the relation (15) holds for all k ≥ 1.
Hence, combining the strongly convexity of function Φ
with the relation (15), it is easy to show that
m∑
i=1
E[‖w∗ −wki,1‖22]
≤ 2
σΦ
max
{
1
σF
(
c1
T1
+ c2η1
)
,
1
4
mR2Φ,W
}
· 2−(k−3)
= ĉ · 2−(k−4). (17)
On the other hand, from the stopping criterion in Al-
gorithm 2, the number of epochs is given by the largest
value of k such that
∑k
i=1 Tk ≤ T , that is,
∑k
i=1 T12
i−1 =
T1(2
k − 1) ≤ T , which implies that the final epoch is
given by k† =
⌊
log2
(
T
4 + 1
)⌋
. Applying the bound (17)
to k† + 1 we get
m∑
i=1
E[‖w∗ −wk†+1i,1 ‖22]≤ ĉ · 2−(k
†+1−4)
≤ ĉ · 2−(log2(T4 +1)−4) ≤ 64ĉ
T
where in the second inequality we used the relation k† +
1 ≥ log2
(
T
4 + 1
)
. The proof is complete. 
Remark 4 Theorem 2 shows that Algorithm 2 converges
at an O(1/T ) rate, matching that of the best previously
known centralized stochastic subgradient algorithm (see,
for example, Hazan & Kale, 2014). To the best of our
knowledge, our proposed algorithm is the first distributed
algorithm that utilizes the idea of epoch gradient descent
to develop a distributed stochastic mirror descent algo-
rithm (different from the distributed stochastic subgradi-
ent algorithm in Tsianos and Rabbat (2012)). Moreover,
it achieves the optimal rate of convergence for distributed
stochastic strongly constrained convex optimization, with-
out assuming smoothness of the objective functions, in
contrast to theO(ln(T )/T ) rate of convergence in Tsianos
and Rabbat (2012) and Nedic´ and Olshevsky (2016) with
Euclidean norms.
Remark 5 It is worth noting that the step size is keeping
constant in each epoch, which means that each node does
not need to coordinate the step size with those of its neigh-
bors, but at the end of each epoch. Specifically, O(ln(T ))
coordinations of the step size among all the nodes are
needed. This makes the Epoch-DSMD algorithm much
easier to implement in a distributed setting, as opposed to
those algorithms that use (coordinated) diminishing step
size (see, e.g., Nedic´ & Olshevsky, 2016; Tsianos & Rab-
bat, 2012; Xi, Wu, & Khan, 2014).
5 Simulation Results
In this section, we consider the following standard dis-
tributed estimation problem over sensor networks (see,
e.g., Rabbat & Nowak, 2004; Nedic´ & Olshevsky, 2016):
min
w∈W
m∑
i=1
ai‖w− bi‖22 (18)
where ai > 0 and bi ∈ Rd are problem data known only
to node i, and W is the constraint set known to all the
nodes. We will consider two constraint sets, namely, (i)
W = {w ∈ Rd : ∑di=1[w]i = 1, [w]i ≥ 0, i ∈ [d]}; and
(ii) W = {w ∈ Rd : li ≤ [w]i ≤ ui, i ∈ [d]}.
Implement the proposed algorithms over a ring network
that consists of 40 nodes, and the nodes are connected
to form a single cycle. The network is time-varying, in
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the sense that at each time instant, half of the links are
activated randomly. In all cases we use the dimension
of estimate d = 10. Note that the subgradient noises are
random variables generated independent and identically
distributed from the normal distribution N (0, σId×d),
where σ is the magnitude of the noises that will be speci-
fied in the sequel. The simulation results for the methods
are based on the average of 50 realizations.
For the first constraint, i.e., the unit simplex, the DSMD
algorithm is just the distributed stochastic entropic de-
scent algorithm (2)–(3). We compare the convergence of
our Epoch-DSMD algorithm with that of Rabbat (2015)
(i.e., the MAMDalgorithm). Figs. 1 and 2 provide respec-
tively a plot of the average error (on a log-scale) versus
the number of iterations T for three randomly selected
nodes, for choices of σ = 0.25 and σ = 0.5. It can be
seen that both algorithms converge, and Epoch-DSMD
converges faster than MAMD. Moreover, note that the
MAMD algorithm involves a Euclidean projection onto
the simplex at every step, which, as we have stated earlier,
is equivalent to computing the solution of a d-dimensional
nonlinear equation. This makes our proposed algorithms
more favorable for this case.
For the second constraint, i.e., a box constraint, we set
the parameters inW as follows: li = −1, ui = 1, for all i.
We compare the convergence of our Epoch-DSMD algo-
rithm with that of Nedic´, Ozdaglar, and Parrilo (2010)
(i.e., the DSPS algorithm). Note that in this case the
DSMD algorithm reduces to a stochastic variant of the
algorithm in Nedic´, Ozdaglar, and Parrilo (2010). Figs.
3 and 4 provide respectively a plot of the average error
(on a log-scale) versus the number of iterations T for
three randomly selected nodes, for choices of σ = 0.25
and σ = 0.5. It can be seen from Figs. 3 and 4 that the
proposed Epoch-DSMD algorithm converges much faster
than the standard distributed stochastic projected sub-
gradient algorithm.
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6 Conclusion
In this paper, we have studied the problem of distributed
optimization of non-smooth and strongly convex func-
tions. We have proposed two efficient non-Euclidean al-
gorithms based on mirror descent. The first algorithm re-
covers the best previously known rate, and our second al-
gorithm attains the optimal convergence rate. There are
several interesting questions that remain to be explored.
For instance, one possible future research direction is to
study the asynchronous variants of the proposed algo-
rithms or remove the doubly stochasticity assumption on
the weight matrix. Also, it would be of interest to adapt
the accelerated subgradient schemes to the proposed al-
gorithms to achieve an even faster convergence rate.
A Proof of Lemma 1
To simplify the notations, we denote
wt =
1
m
m∑
i=1
wi,t and ri,t = ui,t+1 −wi,t. (A.1)
Using the first order optimality condition for the update
formula for ui,t+1 and noting that ∇DΦ(ui,t+1||vi,t) =
∇Φ(ui,t+1) − ∇Φ(vi,t), we obtain that, for all v ∈ W ,
〈∇Φ(ui,t+1)−∇Φ(vi,t),ui,t+1 − v〉 ≤ 0. Since wi,t ∈
W , by setting v = wi,t we have
〈∇Φ(ui,t+1)−∇Φ(vi,t),ui,t+1 −wi,t〉 ≤ 0.
Substituting the update formula for ∇Φ(vi,t) into the
preceding inequality yields
ηt〈gˆi,t,wi,t−ui,t+1〉≥〈∇Φ(ui,t+1)−∇Φ(wi,t),ui,t+1−wi,t〉
≥σΦ‖ui,t+1−wi,t‖22
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because Φ is σΦ-strongly convex. This leads to the fol-
lowing bound
E[‖ri,t‖2] ≤ ηt
σΦ
E[‖gˆi,t‖2] ≤ G
σΦ
ηt (A.2)
because E[‖gˆi,t‖2] ≤
(
E[‖gˆi,t‖22]
)1/2 ≤ G, based on As-
sumption 3 and Jensen’s inequality.
It is easy to derive the general evolution of the average de-
cisionwt, by using the doubly stochasticity of the weight
matrix P(t− 1) and the definition of ri,t, that is
wt = w1 +
t−1∑
ℓ=1
1
m
m∑
i=1
ri,ℓ.
Similarly, we derive the recursive relation for wi,t, and
obtain
wi,t=
m∑
j=1
[P(t − 1, 1)]ijwj,1 +
t−1∑
ℓ=1
m∑
j=1
[P(t− 1, ℓ)]ijrj,ℓ
where P(t, ℓ) = P(t)P(t − 1) · · ·P(ℓ), ∀t ≥ ℓ ≥ 1. Com-
bining the preceding two equations, and then taking the
expectation and using the convergence property of the
transition matrix P(t, ℓ) 1 , we have that for any t ≥ 2,
E[‖wt −wi,t‖2]≤ αβt−1δ1(w) +
t−1∑
ℓ=1
αβt−ℓ
m∑
j=1
E[‖rj,ℓ‖2]
≤ αβt−1δ1(w) + αmG
σΦ
t−1∑
ℓ=1
βt−ℓηℓ
where δ1(w) =
∑m
i=1 E[‖wi,1‖2], and in the second in-
equality we used (A.2). Summing the preceding inequal-
ities over t = 1, . . . , T and i = 1, . . . ,m and using some
simple algebra, we can derive the desired bound.
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