The degree of agreement between classification and ground truth in remotely sensed data is often quantified with an error matrix and summarized using agreement measures such as Cohen's kappa. In the case of ground truth however, the kappa statistic can be shown to be a transformation of the marginal proportions commonly referred to as omissional and commissional error rates. A more meaningful statistical interpretation of remote sensing results and less ambiguous conclusions can be obtained via direct utilization of these measures. Several estimation techniques have been suggested for these marginal proportions. In this study, we will develop the exact binomial, bootstrap and Bayesian estimation methods for omissional and commissional errors. Emphasis will be placed on comparing the various estimation methods and their corresponding empirical distributions. Results are demonstrated with reference to a study designed to evaluate the detectability of yellow hawkweed and oxeye daisy using multispectral digital imagery in Northern Idaho.
L INTRODUCTION
Accuracy in remote sensing is often assessed through the comparison of the classified points on an image (pixels) with their corresponding locations on the ground. The most common means of quantifying such comparisons is the error matrix (Card, 1982; Congalton, et al., 1983) which records the incidence of agreement and disagreement between classification and ground truth. The rows of the matrix denote the classified categories (i= 1, 2, 3, ... , C) and the columns represent the reference or ground truth categories 0=1,2,3, ... , C): where Xu is the number of pixels correctly classified in category i, Ni. and Nj are the corresponding marginal totals for classification and ground truth, respectively, and N = L Ni. = L Nj .
Various measures have been suggested for assessing the degree of ground truth agreement (1) for each category. Some of the common measures include conditional kappa, a general index of agreement (Light, 1971) : the omissional error rate, measuring the proportion of pixels incorrectly omitted from a classification:
o. = 1 -x·IN. , 1 1 .1 and the commissional error rate, measuring the proportion of pixels incorrectly committed to a classification (Aronoff, 1982) :
1 -x.IN. .
. I.
(2)
Kappa statistics have been suggested as a means of assessing the degree of agreement in remotely sensed data because they equally weight both omissional and commissional errors (Rosenfield and Fitzpatrick-Lins, 1986 ). However, remote sensing presents a unique situation for conditional kappa in which, for a given image classification, the marginal ground truth totals, N.h as well as classified totals, N i ., are constant. Under these circumstances, (1) becomes a simple monotonic function of the omissional error rate (Wackerley, et aI., 1978) . Furthermore, although kappa treats misclassifications equally, in many cases it may be important to distinguish between the error types (Story and Congalton, 1986 ). Thus, it will be more advantageous to carry out accuracy assessment based on the later two measures, namely omissional and commissional error rates. These measures also provide a better statistical interpretation of remote sensing results. The objective of this study is to develop binomial, Bayesian, and bootstrap procedures for the estimation of omissional and commissional error rates. Comparison of various method via their corresponding empirical distributions are demonstrated with reference to a study concerned with detecting yellow hawkweed and oxeye daisy in Northern Idaho.
ll. METHODS
Three estimation methods are considered, i) binomial, ii) Bayesian, and iii) bootstrap, which have certain components in common. These similarities along with a complete theoretical development for the aforementioned techniques are discussed below. i) Binomial
If the area and location being imaged are held constant, the marginal totals for ground truth, N.i' are fixed and the diagonal elements of the error matrix, Xu, are distributed as binomial variates: (4) where Pii is the true proportion of correctly classified pixels. Hence, the omissional error rate (2) may be formed as a monotonic function of Xu and the distribution of 6; maybe derived from <Pi using the following transformation:
where band b' are constant values. Further, if inferential results are limited to a specified classification, the Ni are also fixed and similar distributional developments can be made for the commissional error rate. (5) Statistical inference using the binomial distribution has typically been carried out using either a normal approximation or exact binomial confidence bounds (see, for example, Morisette and Khorram, 1998) . An alternative approach is to numerically develop the full binomial distribution and hence, ascertain its associated probabilities, moments and percentiles. The later technique is adopted throughout this paper. ii) Bayesian The Bayesian perspective for 6; may be developed using (4) as a likelihood and assuming a prior distribution for Pii. Using a constant non-informative prior (Shafii and Price, 1998), the posterior distribution for Pii I Xu becomes: Similar to the binomial case, the distribution for ()i can be generated from a transformation as shown in (5). F or the binomial method, ip..ference on COffi.T.issional error was dependent on limiting the scope of the problem to a specified classification algorithm. If this restriction is lifted, the commissional error rate becomes a function of binomial variates involving sums and ratios:
where LXu is the sum of the i th row elements over j, i"* j and Xu > O. The ~j are independent and distributed as: (8) Analytical derivation of a posterior distribution for (7) is troublesome. However, numerical derivation is possible using posterior distributions based on (4) and (8). To simplify the computations, an initial distribution for the inverse of Xu / Ni. is generated. The resulting values are subsequently re-inverted to obtain the final posterior distribution. This solution is restricted to Xu > 0, encompassing all non-degenerate cases. Estimates, moments, and probability intervals are then derived using these posterior distributions. iii) Bootstrap
Given the binomial distributions (4) and (8), a parametric bootstrap method (Efron and Tibshirani, 1993 ) may be used to generate the error matrix. Parameters Pii and Pij are replaced with their empirical estimates, Xu / N.i and ~j / N. j , respectively. Bernoulli samples of size N.i or N. j are then drawn to fill the columns of the error matrix. Omissional and commissional error rates are then calculated from the bootstrapped error matrix. The resampling process is repeated a large number of times leading to empirical bootstrap distributions for each error rate. As with the other methods, the bootstrap distributions can be used to provide estimates, moments and confidence intervals.
All estimations were carried out using custom C codes and SAS (1991) . Bootstrap computations were based on a large number of repetitions, i.e. 5000., as a means of accounting for the estimation of an entire error matrix at each iteration. Program codes are available from the authors at: http://vvv.'\v.uidaho.edu.ag/statprog/kansasOI .
ill. DEMONSTRATION
The data used for the purpose of demonstration were reported in Lass and Callihan (1997) , which consisted of remotely sensed images taken on June 10, June 21, and July 17, 1994 near Fernwood, Idaho. Originally, the data were classified into nine categories representing three levels of hawkweed, one level of oxeye daisy, three other vegetation types, and categories for soil and water. As for this demonstration, only the data obtained on the June 21 sampling date are considered. Also, the data are combined and reclassified into four categories: 1) hawkweed, 2) oxeye daisy, 3) other vegetation, and 4) non-vegetation categories, for which the presence or absence is recorded. Furthermore, to illustrate the techniques described above, the examples shown concentrate on hawkweed and oxeye daisy (weed) categories.
The error matrix representing the four categories as defined above is given in Table 1 . The values within this matrix represent the number of correctly (on diagonal) or incorrectly (off diagonal) classified pixels. Column totals indicate the number of pixels sampled in a given category. For example, the hawkweed category shows 1254 correctly classified pixels out of 1511 possible pixels, indicating a producer's accuracy of 83% or an omissional error rate of 1 -1254/1511 = 0.17. Oxeye daisy, on the other hand, has a user's accuracy of47% or an omissional error rate of 1 -69/147 = 0.53. This suggests a poor detection accuracy for oxeye daisy, in that more than half of the 'true' oxeye daisy pixels are omitted from the classified image. The category for other vegetation indicates a low omissional error rate, 12%, whereas the value of the omissional error rate for the non-vegetation category is zero.
The commissional error rate is often used as a post-classification measurement of accuracy. Based on the perspective of someone using the classified image, the error rates are computed relative to the row totals. In this example, hawkweed has a commissional error rate of 1 -1254/1389 = 0.097 or equivalently, a user's accuracy of about 90%. However, the commissional error rate for oxeye daisy is 0.64 which represents a user's accuracy of about 36%. This relatively high value of commissional error indicates that more than 60% of pixels that had been classified as oxeye daisy were in fact committed to that class from other categories. Thus, the reliability of oxeye daisy classification from the user's perspective is low. The estimated values of the commissional error rates for the other vegetation and non-vegetation categories were15 and 8%, respectively.
The results of the three estimation methods are given in Table 2 . Estimates of omissional and commissional error rates for the four categories along with the standard error and respective upper and lower confidence limits for each of the estimation method are provided. Estimated standard errors and corresponding confidence bounds on the omissional error rates are similar for all the estimation methods. This is to be expected as the bootstrap technique is based on a binomial model, and the binomial and Bayesian methods are identical given the constant prior on the later. However, the estimated standard errors and the corresponding bounds for commissional error rates show more disparity. The standard errors for the binomial method are relatively higher than those of Bayesian and bootstrap methods, resulting in wider confidence limits and a lower precision. For example, the estimated values of the commissional error rate for the hawkweed category is 0.0972. The binomial methods gives an estimated standard error of 0.00062, whereas the Bayesian and bootstrap methods give estimates of 0.00008 and 0.00017, respectively. This represents a substantial reduction in variability for the Bayesian and bootstrap methods.
The above interpretations are evident from the distributions of omissional and commissional error rates generated from the three estimation methods (Figures 1 and 2) . Similar to the results obtained from Table 2 , the distributions for omissional error rates for both hawkweed and oxeye daisy are very similar across estimation methods (Figure 1) . Each method gives a unimodal distribution with essentially the same shape, location and range having comparable expected values and variances. For the commissional error rate, the expected values of the three methods are basically the same, however, the Bayesian and bootstrap distributions indicate substantially smaller variances. Also, the distributions are multimodal with numerous spikes, whereas the binomial distribution is unimodal and smoother in appearance ( Figure 2) . The irregular nature of the Bayesian and bootstrap distributions is a consequence of computing commissional error as a function of sums and ratios. On the other hand, the binomial method gives more predictable results because it is derived from a smooth function which approximates the former methods. The binomial misses numerous potential values of commissional error that the Bayesian and bootstrap methods encompass. For both the bootstrap and Bayesian distributions, the uniformity (equal spacing) and symmetry of commissional error rates implied by the binomial model is not evident. In fact, the distributions are irregular and show patterns of sparse and concentrated values which closely reflect the underlying structure of commissional error rates.
In general, the bootstrap empirical distributions are similar to their Bayesian counterparts as demonstrated by the distributions of omissional and commissional error rates. This similarity becomes more apparent with increasing bootstrap sample sizes. As an example, Figure 3 illustrates changes in the standard deviation of the estimated commissional error rate for hawkweed with increasing bootstrap sample sizes. The estimated value of the standard deviation drops markedly from about 0.0033 to 0.0010 as the bootstrap sample size increases from 1000 to100,000, and it approaches the Bayesian estimate of 0.0079 as the bootstrap sample size is increased to 1,000,000. This phenomenon is further emphasized in Figure 4 , where the estimated bootstrap probability distributions of the commissional error rate for hawkweed are displayed at various bootstrap sample sizes (B). As bootstrap sample sizes increase, the probability distribution of commissional error rates show better definition and become smoother. At B = 1,000,000, the empirical bootstrap probability distribution resembles that of the Bayesian probability distribution. Thus for the bootstrap method, given a large number of samples, the empirical distribution will approach in limit to the Bayesian solution.
IV. CONCLUDING REMARKS
Three estimation methods were introduced to assess the agreement of classified images with ground truth thorough evaluation of omissional and commissional error rates. For the omissional error, the three estimation methods provide roughly the same estimates with equal precision for all classified categories. The binomial method is an attractive solution due to its computational simplicity. However, The Bayesian approach, by definition, can incorporate prior information into the estimation. This may not necessarily be the simple constant prior, and may involve a distribution derived from similar work or image. Since remote sensing applications often utilizes images taken sequentially in time, the Bayesian methodology may provide a means of incorporating such previous information into the estimation procedure. This later aspect of analysis is currently under investigation. The commissional error rate presents a more complex situation. In the binomial case, a restrictive assumption on the domain of inference is necessary. Here, the Bayesian and bootstrap methods provide a better alternative by eliminating this restriction while utilizing the underlying distributions. The empirical bootstrap distribution approaches the Bayesian solution in the limit. Hence, the bootstrap method may provide a more attractive alternative, especially when prior information regarding the distribution of error rates is not available. ... 
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