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Abstract
We have designed a fast parallel simulator that
solves the acoustic wave equation on a GPU clus-
ter. Solving the acoustic wave equation in an oil
exploration industrial context aims at speeding
up seismic modeling and Reverse Time Migration.
We use a finite difference approach on a regular
mesh, in both 2D and 3D cases. The acoustic wave
equation is solved in either a constant density or
a variable density domain. We use CUDA to take
advantage of the GPUs computational power. We
study different implementations and their impact on
the application performance. We obtain a speedup
of 11 for Reverse Time Migration and up to 30
for the modeling application over a sequential code
running on general purpose CPU.
Key words: Seismic modeling, Reverse Time Mi-
gration, Finite Difference, CUDA.
1 Background
1.1 Seismic Modeling
Numerical seismic modeling aims at simulating
seismic wave propagation in a geological medium in
order to generate synthetic seismograms that are the
seismograms that a set of sensors would record, given
an assumed structure of the subsurface. Among
the numerous approaches to seismic modeling, di-
rect methods based on approximating the geological
model by a numerical mesh are of particular interest.
Infact, this approch can give very accurate results.
However, a disadvantage of this approach is its high
computational demand [3].
1.2 Reverse Time Migration
Reverse Time Migration (RTM)[2] is a technique
for creating seismic images in areas of complex wave
propagation, providing imaging of so called turning
and prismatic waves. Its main limitation is its high
computational cost. RTM is based on the simula-
tion of waves propagation. Both source and receivers
wave fields are propagated respectively forward and
backward in time. These wave fields are then cross-
correlated for corresponding time steps in order to
form the subsoil image.
1.3 Governing Equations
The three dimensional acoustic wave equation (1)
links the pressure field u(x,y,z,t) to the density
ρ(x, y, z) and the velocity c(x,y,z)[4].
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Using finite difference (FD) methods to solve the
wave equation is one way among others to tackle
direct methods. The way this equation is derived
among a regularly meshed domain is described in [5]:
we write a cascaded first order spatial difference ex-
pression to compute the second time difference of the
wave field:
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where K = c2ρ is the bulk modulus. The ∂− and
∂+ symbols denote the spatial difference operators
that are centered halfway between grid points either
forward or backward in the direction of the spatial
difference.
When the density is considered to be constant in
all the domain, equation (1) is simplified to equation
(3).
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This approximation is especially done during migra-
tion process. The discretization of this equation
is done with a second order scheme in time and a
eighth-order central differences in space.
1.4 GPU cluster testbed
Our GPU cluster testbed is composed of 10 Xeon
bi-socket quadcore nodes (2.0 GHz clock frequency,
16 GB of RAM), coupled with 5 Nvidia Tesla S1070
servers. Each node is connected via one PCIe gen2
bus to the Tesla server. The Tesla server is composed
of 4 T10 GPUs. Each pair is connected via a switch
to a PCIe 2.0 connection. Thus each node has access
to 2 GPUs via the same bus.
T10 GPUs can be seen as a set of 30 multipro-
cessors. Each multiprocessor comprises 8 streaming
processors running in a single instruction multiple
data (SIMD) like way. These processors can exe-
cute 3 single precision floating point operations per
clock cycle. Our T10 GPUs have a clock rate of 1.44
GHz, providing thus a theoretical peak performance
of 30 × 8 × 3 × 1.44 = 1 TFlops per GPU and 4
TFlops per S1070 blade. To exploit the GPU com-
puting power and make it available for non graphics
programmers, NVIDIA introduced the Compute Uni-
fied Device Architecture (CUDA)[1]. CUDA defines
a novel GPU architecture and a programming model
based on a Single Program Multiple Data (SPMD)
paradigm: the programmer writes a portion of code
(the kernel) to be executed by several threads in par-
allel on different data.
2 Performance and Numerical Results
Figure 2 shows the speedup and times obtained us-
ing our GPU implementation of the variable density
modeling, for different subdomain decompositions.
Each subdomain is treated on a host node. Reported
times represent the whole application cost, including
host-GPU communications. Speedup decreases with
increasing number of subdomains because the com-
puting time per subdomain decreases and the com-
munication time becomes more predominant. Yet,
only computing times are reduced when using GPUs.
We report in figure 2 times and speedup for the Re-
Figure 1: Variable Density Modeling averaged
times in seconds for one iteration on a
521 × 254 × 1067 test case.
verse Time Migration. The RTM implementation
Figure 2: Reverse Time Migration times in
seconds for on a 288 × 118 × 338 test case.
involves more host-GPU communications than the
modeling. This reduces the obtained speedup.
The difference between synthetic seismograms pro-
duced using the CPU and the GPU implementations
for a realistic data set used in production process is
proportional to the wave field amplitude but remains
very low (0.1% in terms of percentage error). This
validates our implementation.
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