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ABSTRACT
Authorship verification tries to answer the question if two documents
with unknown authors were written by the same author or not. A
range of successful technical approaches has been proposed for this
task, many of which are based on traditional linguistic features such
as n-grams. These algorithms achieve good results for certain types
of written documents like books and novels. Forensic authorship
verification for social media, however, is a much more challenging
task since messages tend to be relatively short, with a large variety of
different genres and topics. At this point, traditional methods based
on features like n-grams have had limited success. In this work,
we propose a new neural network topology for similarity learning
that significantly improves the performance on the author verifica-
tion task with such challenging data sets.
Index Terms— Authorship verification, forensic document
analysis, Siamese network, similarity learning
1. INTRODUCTION
Social media platforms and text messaging have become a pervasive
way of communication in the modern world. A hallmark of such
systems is that the true identity of anyone accessing the systems is
typically not verified. As a result, users can fall victim to false iden-
tity claims. These claims may be made for criminal purposes and/or
the distribution of fake news and hate speech for example. An analy-
sis of the authorship of a piece of text can help to reduce the success
rate of potentially criminal perpetrators.
Forensic linguistics is the scientific discipline that performs au-
thorship analysis, i.e. the analysis of text documents with respect to
authorship, origination, the author’s biographical background, and
so forth [1]. The work is usually executed by highly-trained ex-
perts. The term author profiling tends to encompass both, the anal-
ysis of authorship of documents as well as the author’s biographical
background. The term authorship attribution describes a traditional
closed-set classification task, where, given a set of candidate authors
and documents, the objective is to determine which of the authors
has written a set of anonymous or disputed documents [2, 3]. Lastly,
in authorship verification, one merely attempts to determine whether
two separate documents were written by the same author [4, 5].
Forensic linguistics has developed powerful tools for authorship
analysis, author profiling, authorship attribution, and authorship
verification. The sheer amount of data produced by social media net-
works and messaging services, however, makes it infeasible to solely
rely on trained experts. Engineers have thus begun to develop tech-
nical means to process the data by machine or to at least preprocess
the data to identify suspicious texts for a later review by experts. In
the last few decades, different computational approaches have been
published, especially for authorship attribution. They achieve good
results for certain types of written documents such as novels, blog
entries or news texts [1, 2, 3, 6, 7, 8, 9].
An important subtask for many of the proposed algorithms,
e.g. [10, 11, 12], is the automatic extraction of linguistic features as
a preprocessing step. In [1], for example, stylometric features are
categorized into five different groups: lexical, character, syntactic,
and semantic features, as well as application-specific features. Some
of these, e.g. character or word n-grams, are easy to extract but
more sensitive to a document’s content than to its author. Syntactic
features, on the other hand, are less sensitive to content but require
the use of a robust part-of-speech tagger. In addition, non-linguistic
features such as compression-based models were shown to be suc-
cessful as well [13, 14]. The employed compression model, i.e. the
prediction by partial matching approach, requires n-gram counting,
however, and is therefore also sensitive to context.
Despite successful approaches in other domains, forensic au-
thorship analysis for social media still remains a great technical chal-
lenge, primarily because small sample sizes, i.e. short texts, are quite
common and a high variability of genre and topic choice is preva-
lent [3]. In addition, the writing styles from various social media
types, such as email, blog entries, articles, and tweets differ signif-
icantly from those of news texts, which are typically used to train
pre-processing tools like a part-of-speech tagger [15].
We are exclusively considering the authorship verification task
for social media data in this work, i.e. we investigate similarities in
the writing styles for two different social media texts with unknown
authors [4, 5]. The technical core of our approach is implemented
by a hierarchical recurrent Siamese neural network (HRSN). The
recurrent neural network (RNN) topology allows us to automate the
extraction of sensible and context-independent features, even if they
may not be linguistically interpretable [16, 17].
The Siamese network topology was originally proposed in [18]
to verify hand-written signatures. Applications in other domains,
such as face verification for example, demonstrate the efficiency of
the approach [19, 20, 21, 22]. In [23, 24] a recurrent Siamese net-
work with long-short term memory (LSTM) cells was proposed to
learn semantic similarities between sentences. Recurrent models
based on LSTM cells have shown a remarkable ability to encode sen-
tences into meaningful, yet compact vector representations [25]. In
addition, RNNs are naturally suited for variable-length sequences,
which affords them a structural advantage over convolutional neu-
ral network types (CNNs) [8, 9, 26, 27]. Furthermore, hierarchical
structures with RNNs at multiple levels were proposed to handle not
only sentences but also paragraphs and/or entire documents [16, 17].
The discriminative power of our proposed authorship verifica-
tion method stems from a fusion of two disparate mechanisms into a
single algorithm. Firstly, we are using the Siamese network concept
with a specific contrastive loss function to entice maximal separation
between same-author/different-author scores during training. Sec-
ondly, we are fusing a 2-level hierarchical RNN topology into the
Siamese network, which produces fixed-length document represen-
tation vectors for variable length texts. The document representation
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vectors encode those stylistic characteristics of a document that are
relevant for authorship verification. Borrowing from the term word
embeddings for a collection of vectors that characterize semantic cat-
egories for words, we chose to call our representation vectors doc-
ument embeddings since they encode the stylistic characteristics of
entire documents.
2. SIAMESE NETWORK TOPOLOGY
Siamese networks consist of two identical neural networks which
share the same weights as illustrated in Figure 1. Traditional neural
networks may learn to classify a given input. Siamese neural net-
works, however, learn to analyze the similarity of two inputs. In
our case, the input to each RNN is a sequence of word embedding
vectors x
(w)
i for each document i with i ∈ {1, 2}. Let x
(d)
i for
i ∈ {1, 2} be the pair of data points at the output of the RNN for
each document. We refer to the x
(d)
i as document embeddings. The
output of each sister network is not an easily interpretable object but
rather an abstract nonlinear mapping into a high dimensional space.
A distance measure, here, the Euclidean distance, is applied to the
document embeddings, yielding a similarity measure. A final thresh-
old decision indicates, whether the inputs are similar or not. In the
following, we will present our hierarchical neural network topology.
2.1. Hierarchical Recurrent Siamese Network (HRSN)
The proposed encoder architecture is illustrated in Figure 2. The
main objective is to feed word embeddings into the system in a
sentence-by-sentence fashion until each document has been fully en-
coded. According to [16] we use the LSTM cell, a type of RNN
designed to better learn long-term dependencies.
Let x
(w)
t,n ∈ R
Dw×1 be theDw-dimensional pretrained word em-
bedding of the t-th word in the n-th sentence. The word-to-sentence
encoding scheme can be written as
(h
(w)
t,n , c
(w)
t,n) = LSTMw→s
(
x
(w)
t,n ,h
(w)
t−1,n, c
(w)
t−1,n
)
, (1)
where the hidden state and the memory state are denoted by
h
(w)
t,n ∈ R
Ds×1 and c
(w)
t,n ∈ R
Ds×1, respectively. Ds defines the
dimension of the sentence embeddings. The final states are given
by (h
(w)
T (w),n
, c
(w)
T (w),n
), where the parameter T (w) denotes the fixed
maximum number of words per sentence. The first-level update
equations are given by
f
(w)
t,n = σ(W
(w)
f h
(w)
t−1,n +U
(w)
f x
(w)
t,n + b
(w)
f ),
i
(w)
t,n = σ(W
(w)
i h
(w)
t−1,n +U
(w)
i x
(w)
t,n + b
(w)
i ),
o
(w)
t,n = σ(W
(w)
o h
(w)
t−1,n +U
(w)
o x
(w)
t,n + b
(w)
o ),
c˜
(w)
t,n = tanh(W
(w)
c h
(w)
t−1,n +U
(w)
c x
(w)
t,n + b
(w)
c ),
c
(w)
t,n = f
(w)
t,n ⊙ c
(w)
t−1,n + i
(w)
t,n ⊙ c˜
(w)
t,n ,
h
(w)
t,n = o
(w)
t,n ⊙ tanh(c
(w)
t,n),
(2)
where W
(w)
f , W
(w)
i , W
(w)
o , W
(w)
c ∈ R
Ds×Ds , U
(w)
f , U
(w)
i , U
(w)
o ,
U
(w)
c ∈ R
Ds×Dw and b
(w)
f , b
(w)
i , b
(w)
o , b
(w)
c ∈ R
Ds×1. If the n-th
sentence is shorter, i.e. for t
(w)
n < T
(w), then the hidden state as well
as the memory state are kept fixed for the remaining iterations, i.e.
h
(w)
t,n = h
(w)
t
(w)
n
,n
, (3)
c
(w)
t,n = c
(w)
t
(w)
n
,n
∀t ∈ {t(w)n , t
(w)
n + 1, . . . , T
(w)}, (4)
which is readily incorporated into the backpropagation-through-time
PSfrag replacements
distance measure d
(
x
(d)
1 ,x
(d)
2
)
d
(
x
(d)
1 ,x
(d)
2
) different author
≷
same author
τ
x
(d)
1
x
(d)
1
x
(w)
1
x
(w)
2
share
the same
parameters
Hierarchical Hierarchical
RNN topology RNN topology
document 1 document 2
x
(d)
1 x
(d)
2
Fig. 1: General Siamese network topology.
algorithm during training.
The hidden and memory states are initialized with zero vectors,
h
(w)
0,n = 0Ds×1, c
(w)
0,n = 0Ds×1. The hidden states at index T
(w) are
then used as the compressed sentence embeddings,
x
(s)
n = h
(w)
T (w),n
∀n ∈ {1, . . . , T (s)}. (5)
On the next level, we have the sentence-to-document encoder repre-
sented by another LSTM cell,
(h(s)n , c
(s)
n ) = LSTMs→d
(
x
(s)
n ,h
(s)
n−1, c
(s)
n−1
)
, (6)
where sentence-based hidden and memory states are given by h
(s)
n ∈
R
Dd×1 and c
(s)
n ∈ R
Dd×1, respectively. Dd finally defines the di-
mension of the document embeddings and the final states are given
by (h
(s)
T (s)
, c
(s)
T (s)
), where the parameter T (s) denotes the fixed max-
imum number of sentences per document. Analogously to the first
level encoder, the second-level update equations are given by
f
(s)
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(s)
f h
(s)
n−1 +U
(s)
f x
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where W
(s)
f , W
(s)
i , W
(s)
o , W
(s)
c ∈ R
Dd×Dd , U
(s)
f , U
(s)
i , U
(s)
o ,
U
(s)
c ∈ R
Dd×Ds and b
(s)
f , b
(s)
i , b
(s)
o , b
(s)
c ∈ R
Dd×1. If the doc-
ument has fewer than the maximum number of sentences, i.e. for
n(s) < T (s), then the hidden and memory state are, again, kept fixed
for the remaining iterations, i.e.
h
(s)
n = h
(s)
n(s)
, (8)
c
(s)
n = c
(s)
n(s)
∀n ∈ {n(s), n(s) + 1, . . . , T (s)}. (9)
The fixed sentence length allows for unrolling the recurrent net-
work and hence, for backpropagation-through-time training. The
hidden and memory states are, again, initialized with zero vectors,
h
(w)
0 = 0Dd×1, c
(s)
0 = 0Dd×1. The final hidden states are used as
2
PSfrag replacements
LSTMw→sLSTMw→sLSTMw→s
LSTMs→dLSTMs→dLSTMs→d . . .
. . .
h
(w)
0,1 h
(w)
1,1 h
(w)
2,1
h
(w)
T (w)-1,1
c
(w)
0,1 c
(w)
1,1 c
(w)
2,1 c
(w)
T (w)-1,1
c
(w)
T (w),1
h
(s)
0 h
(s)
1 h
(s)
2
h
(s)
T (s)-1
h
(s)
T (s)
= x(d)
c
(s)
0 c
(s)
1 c
(s)
2
c
(s)
T (s)-1
c
(s)
T (s)
x
(w)
1,1 x
(w)
2,1
x
(w)
T (w),1
h
(w)
T (w),1
= x
(s)
1
x
(s)
2
x
(s)
T (s)
Fig. 2: LSTM-based words-to-document encoding scheme.
the compressed document embeddings,
x
(d) = h
(w)
T (s)
. (10)
2.2. Distance measure and loss function
Given a pair of document embeddings, x
(d)
i for i ∈ {1, 2} via Equa-
tion (10), we can measure the similarity of both documents by deter-
mining the Eulidean distance,
d
(
x
(d)
1 ,x
(d)
2
)
=
∥∥∥x(d)1 − x(d)2
∥∥∥
2
=
√√√√D(d)∑
i=1
(
x
(d)
1,i − x
(d)
2,i
)2
. (11)
Hence, documents written by the same author result in small values
for Equation (11), while the measure returns large values for docu-
ments of different authors.
The loss function should be chosen carefully. In real-world ap-
plications, it happens that two documents of the same author may
treat diverse topics while two documents written by different au-
thors may consider the same topic. Such cross-topic variations in the
dataset leads to missclassifications when using context-sensitive fea-
tures. The left part in Figure 3 illustrates this behavior. The distance
between the cross-topic documents written by authorA is larger than
the distance between the same-topic documents of author A and B.
Thus, it is desirable to capture context-independent discrimina-
tive information through the obtained document embeddings. We
can accomplish this by judiciously choosing our loss function dur-
ing the training phase of the Siamese network. For cross-topic/same-
author instances, the output of Equation (11) shall be smaller than a
predefined positive threshold τ1, i.e. d
(
x
(d)
1 ,x
(d)
2
)
< τ1. On the
other hand, for same-topic/different-author instances the output of
Equation (11) shall be larger than a second predefined threshold τ2,
i.e. d
(
x
(d)
1 ,x
(d)
2
)
> τ2 with τ1 < τ2. Both constraints can be incor-
porated into a modified version of the contrastive loss function [22],
L
(
x
(d)
1 ,x
(d)
2
)
=
l
2
·max
{
d
(
x
(d)
1 ,x
(d)
2
)
− τ1, 0
}2
+
1− l
2
·max
{
τ2 − d
(
x
(d)
1 ,x
(d)
2
)
, 0
}2
,
(12)
which is applied to all training samples. The labels are defined as l ∈
{0, 1}, where l = 1 indicates that both texts are written by the same
author and l = 0 means both documents are written by different
authors. After training, the decision threshold may be chosen as
d
(
x
(d)
1 ,x
(d)
2
) different authors
≷
same author
τ =
τ1 + τ2
2
. (13)
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3. EXPERIMENTAL RESULTS
In this section, we present experimental results for our proposed au-
thorship verification model with real-world social media data.
3.1. Dataset
Currently, there are, unfortunately, not many standardized social me-
dia corpora publicly available to reproduce and compare authorship
verification results. The dataset employed in this work is based on
the one employed by Halvani et al. in [11], which also incorporates
data provided by the PAN evaluation lab [28, 29, 30]. It is com-
prised of a collection of publicly available texts, including samples
from different genres like novels, essays, tweets, news articles, so-
cial news, product reviews, blog entries, forum posts and emails.
The data is specifically designed for authorship verification tasks.
It is considered to be particularly challenging, because of its com-
paratively small size for training and because it contains not only
cross-topic variations but also handles cross-genre conditions, since
different text genres are available.
The accessable dataset (see [11, 28, 29, 30]) contains about 9300
instances of the form
(
Dknown, dunknown, l
)
, where Dknown is a set of
documents from a known author, dunknown defines a document in
question and l ∈ {0, 1} denotes the class label. The average number
of tokens per sentence 16.8 with a standard deviation of ±13.2 and
the average number of sentences per document is 63.6 ± 30.2. A
token can refer to a word, abbreviation or punctuation symbol. As
mentioned in [11], the number of known documents in each instance
varies from one to ten. In [11] all documents in Dknown are concate-
nated into one single document, dknown. For the purpose of compa-
rability we decided to do the same. After preprocessing, the average
number of sentences per document is finally given by 160.4±126.3.
3
3.2. Baseline Method
As our baseline reference, we implemented the authorship verifica-
tion method published by Halvani et al. [11] in 2016. In [11] the
authors reported that their approach outperforms two other state-of-
the-art methods over the dataset described in Section 3.1.
The baseline method works as follows: a set of character-level
features is constructed for each document according to [12]. Fea-
tures are grouped into an odd number of different categories. A sim-
ilarity function (see [11] for details) is applied to each feature pair
from the known/unknown documents. A threshold for each category
is used to accept or reject the hypothesis that the document in ques-
tion belongs to the known author. Finally, a majority vote is applied
with respect to the decisions of all feature categories. A training set
is needed to find the optimum model parameters, e.g. the n-gram
sizes as well as the equal-error-rate thresholds for all categories.
3.3. Training Details
Both algorithms, i.e. our proposed method and the baseline method,
were implemented in Python. We utilized the library textacy for
preprocessing to reduce the amount of noise in the data. For instance,
we removed URLs, email addresses, and phone numbers and re-
placed them with universal tokens. Specific URLs, email addresses,
and phone numbers are typically not part of an author’s writing style.
After text preprocessing we used spaCy for sentence boundary de-
tection and tokenization. The training of the neural networks was
accomplished with Tensorflow. The pretrained GloVe [31] word
embeddings were taken from spaCy. Here, only a small number of
≈ 2% of the segmented tokens were out of vocabulary. The follow-
ing training details are mostly inspired by [16, 32, 33]:
• All LSTM parameters were initialized from a uniform distri-
bution between −0.05 and 0.05.
• The size of the pretrained word embedding was given by
Dw = 300. We then halved the dimensions for each next
layer, i.e. Ds = 150 and Dd = 75.
• The maximum lengths were set to T (w) = 33 and T (s) = 123
to cover> 90%of the tokens of a single document in average.
• We noticed that using the Adadelta optimizer with a fixed ini-
tial learning rate of 1.0 yields the best results [34].
• Variational dropout on both LSTM levels was set with a rate
of 0.3 [35, 33].
• Gradients were normalized by scaling them when the norm
exceeded a threshold of 5.
• A batch size of 32 was chosen.
• 10-fold cross-validation was applied to test the proposed
model. We constructed a development set from the training
set such that 80% of the data was assigned to the training
set, 10% to the development set, and another 10% to the test
set. Since the baseline method does not require a develop-
ment set, its training is performed on the entire training set
(including development set).
• Data augmentation: We tried to artificially increase the num-
ber of training samples. After each epoch, we randomized
the order in which documents Dknown were concatenated into
a single document dknown.
• Semi-supervised pretraining: Instead of randomly initializ-
ing the trainable LSTM parameters we also tried to pretrain
the model. In a first step, a sentence-based Siamese network
based on [23] was trained. For this purpose we constructed a
labeled dataset from the SNLI corpus [36]. In a second step,
a hierarchical neural autoencoder was used for unsupervised
pretraining of LSTMs→d [16]. The fixed parameters of the
LSTMw→s were then given by a previously trained sentence-
based Siamese network. According to [37], the loss function
during the unsupervised pretraining was the Euclidean dis-
tance. The unsupervised training was performed using the
contents of the original Wikipedia paragraphs from [16].
3.4. Results
Table 1 summarizes the average verification accuracies over a 10-
fold cross-validation for the proposed Siamese network and the base-
line method. For the baseline method, we obtained an accuracy of
70.9% ± 1.7, which is comparable to the average results reported
in [11], where Table 7 shows ≈ 71.1% accuracy for a fixed test set.
Comparing the results of both methods, it can readily be seen
that the proposed approach significantly outperforms the baseline
system. We were able to increase the average accuracy from around
71% to 83.2% ± 0.8. An additional improvement was possible with
the proposed data augmentation, described in Section 3.3. The re-
sulting increase in the size of our training data set led to a further
gain of around 2% in performance. Interestingly, no improvement
was accomplished with the proposed pretraining, also described in
Section 3.3. The reason for this is likely found in the substantial
differences in the nature of the datasets used for pretraining in com-
parison to the data used for testing.
Table 1: Average precision, recall, F1-scores and verification accu-
racies for the test set over a 10-fold cross-validation.
precision recall F1-score accuracy
baseline 68.8 ±2.5 67.8 ±1.8 68.2 ±1.9 70.9 ±1.7
HRSN 81.7 ±2.4 81.9 ±2.7 81.7 ±1.2 83.2 ±0.8
HRSN (data
augmentation) 84.3 ±2.1 83.7 ±2.1 83.9 ±1.1 85.3 ±0.9
HRSN (data
augmentation
+ pretraining)
84.4 ±1.6 81.8 ±1.7 83.0 ±0.8 84.7 ±0.8
4. CONCLUSION
We introduced a hierarchical recurrent Siamese network topology
for the task of authorship verification. A modified contrastive loss
function was chosen during system training to effectively reduce
the cross-topic sensitivities of the employed word embeddings. The
proposed overall system was shown to be better adjusted than ear-
lier methods [11] to the challenges posed by authorship verification
with cross-topic and cross-genre social media texts. Improvements
of about 15 percentage points in accuracy were observed.
Further work is still necessary for the development of an effec-
tive pretrainig strategy. Here, a better homogeneity between the pre-
training data and the training data may be critical.
In addition, we may go beyond the proof-of-concept presented
in this paper and study in greater detail the effects of the loss func-
tion with respect to cross-topic and same-topic instances. For this
purpose, we intend to compile a larger dataset based on Amazon
reviews [38] which is labeled w.r.t. authorship and review cate-
gories. Having more data, we are motivated to extend the existing
framework: Inspired by [39] we may integrate a three-level atten-
tion mechanism for characters, words and sentences. Including
character-based representations similar to the ones proposed in [40]
may be beneficial to take the author-specific use of prefixes and
suffixes into account. An advantage of the proposed method is, after
all, that it is readily modified to incorporate additional text features
separately on the character, word, sentence, and document level.
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