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Abstract
Let B be the unit ball of Cn with respect to an arbitrary norm. We study certain properties of
Loewner chains and their transition mappings on the unit ball B. We show that any Loewner chain
f (z, t) and the transition mapping v(z, s, t) associated to f (z, t) satisfy locally Lipschitz conditions
in t locally uniformly with respect to z ∈ B. Moreover, we prove that a mapping f ∈ H(B) has
parametric representation if and only if there exists a Loewner chain f (z, t) such that the family
{e−t f (z, t)}t0 is a normal family on B and f (z)= f (z,0) for z ∈B. Also we show that univalent
solutions f (z, t) of the generalized Loewner differential equation in higher dimensions are unique
when {e−t f (z, t)}t0 is a normal family on B. Finally we show that the set S0(B) of mappings
which have parametric representation on B is compact.
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The theory of Loewner chains is one of the most powerful methods for studying ex-
tremal problems in univalent function theory. The subject has been studied by a number of
authors in several complex variables as well—existence theorems have been generalized,
and applications have been given to the characterization of subclasses of univalent map-
pings, growth results, quasiconformal extensions, and to some extent coefficient estimates
(see [3–18,20–23,25–27]). The setting for Loewner theory in higher dimensions is usually
taken to be the unit ball in Cn (the norm can be arbitrary), but some results are known for
bounded balanced pseudoconvex domains whose Minkowski function is of class C1 away
from the origin (see [10,11,13,14]). A self-contained account of Loewner theory in several
complex variables will appear in a forthcoming book of two of the present authors [8]. Of
course one must proceed without the use of single-slit mappings in several variables.
The first basic results in Loewner theory in several variables were obtained by Pfaltz-
graff in the 1970’s [20,21]. He considered existence and uniqueness results for solutions
of the Loewner differential equation, and generalized results of Becker [1,2] concerning
univalence criteria and quasiconformal extensions. Some years later Poreda studied the
theory of the Loewner differential equation on the unit ball of a Banach space [26] and on
the polydisc [25]. In the latter context he gave some applications of parametric representa-
tion (Definition 1.5) to growth theorems and coefficient estimates.
Parametric representation and its applications and relations to various classes of univa-
lent mappings were studied by Kohr [16] (see also [17]) on the Euclidean unit ball in Cn.
These results were generalized to the unit ball with respect to an arbitrary norm in Cn by
Graham, Hamada, and Kohr [5]. One of the key differences between Loewner theory in
one dimension and in higher dimensions is the role played by parametric representation.
In contrast to the situation in one variable, in several variables there exist Loewner chains
such that the initial element does not have parametric representation. This is related to cer-
tain nonuniqueness phenomena for univalent solutions of the Loewner differential equation
which arise in several variables [5].
In [5] the existence theorems for the Loewner differential equation in several variables
were improved as a consequence of a theorem that the analog of the Carathéodory class in
several variables is compact.
The present paper is also concerned with theoretical aspects of the Loewner equation
in several variables. We consider Lipschitz regularity for general Loewner chains and for
the associated transition mappings. As a consequence we show that an arbitrary Loewner
chain satisfies the Loewner differential equation, and that the transition mappings satisfy
a corresponding initial value problem. We continue the study of parametric representation
and we show that Loewner chains such that {e−t f (z, t)}t0 is a normal family satisfy a
uniqueness theorem for the Loewner differential equation and a compactness property.
We would like to thank the referee for suggestions regarding an earlier version of this
paper.
Let Cn denote the space of n complex variables z = (z1, . . . , zn)′ equipped with an
arbitrary norm ‖ · ‖. The symbol ′ means transpose of vectors and matrices. Let Br = {z ∈
Cn: ‖z‖ < r} and let B = B1. In the case of one variable, Br is denoted by Ur and U1
by U . The closed ball {z ∈ Cn: ‖z‖  r} is denoted by Br . If G⊂ Cn is an open set, let
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topology of locally uniform convergence (or uniform convergence on compact subsets).
By L(Cn,Cm) we denote the space of continuous linear operators from Cn into Cm
with the standard operator norm. Let I be the identity in L(Cn,Cn). For each z ∈Cn \ {0},
let
T (z)= {lz ∈ L(Cn,C): lz(z)= ‖z‖, ‖lz‖ = 1}.
This set is nonempty, by the Hahn–Banach theorem.
If f ∈ H(B), we say that f is normalized if f (0) = 0 and Df (0) = I . Also if f ∈
H(B), let Dkf (z) be the kth Fréchet derivative of f at z ∈B .
We say that f ∈ H(B) is locally biholomorphic on B if f has a local holomorphic
inverse at each z ∈B . It is well known that this is equivalent to the requirement that Df (z)
be invertible at each point of B . A biholomorphic mapping of B will also be called a
univalent mapping. Let S(B) be the subset of H(B) consisting of normalized univalent
mappings on B .
If f,g ∈ H(B), we say that f is subordinate to g and write f ≺ g if there exists a
Schwarz mapping v on B (i.e., v ∈ H(B), v(0) = 0, and ‖v(z)‖ < 1, z ∈ B) such that
f (z) = g(v(z)), z ∈ B . If g is univalent, this is equivalent to requiring that f (0) = g(0)
and f (B)⊆ g(B).
Definition 1.1. The mapping f :B × [0,∞)→Cn is called a Loewner chain if it satisfies
the following conditions:
(i) f (·, t) is holomorphic and univalent on B , f (0, t) = 0 and Df (0, t) = et I for each
t  0;
(ii) f is continuous on B × [0,∞);
(iii) f (z, s)≺ f (z, t) whenever 0 s  t <∞ and z ∈B .
We note that condition (iii) implies that there is a unique univalent Schwarz mapping
v = v(z, s, t), called the transition mapping associated to f (z, t), such that
f (z, s)= f (v(z, s, t), t), z ∈B, 0 s  t <∞. (1.1)
Further, the normalization of f (z, t) implies the normalization
Dv(0, s, t) = es−t I, 0 s  t <∞,
for the transition mapping.
On the other hand, equality (1.1) and the univalence of f (·, t), t  0, imply the impor-
tant semigroup property of the transition mapping v(z, s, t), i.e.,
v(z, s, u)= v(v(z, s, t), t, u), z ∈B, 0 s  t  u <∞. (1.2)
A key role in our discussion is played by the n-dimensional version of the Carathéodory
set
M= {h ∈H(B): h(0)= 0, Dh(0)= I, Re[lz(h(z))]> 0, z ∈B \ {0}, lz ∈ T (z)}.
It is well known that in one variable this set is compact. Recently Graham, Hamada, and
Kohr [5] have established the same result in higher dimensions. Thus we have
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(1− r)2 (which is independent of h) such that ‖h(z)‖M(r) for ‖z‖ r .
The basic existence theorem for the Loewner differential equation on B (see [20, Theo-
rem 2.1]) can therefore be improved by omitting a boundedness assumption on the mapping
h(z, t) which was formerly needed. (Pfaltzgraff assumed that for each r ∈ (0,1) and T > 0
there exists a number K = K(r,T ) > 0 such that ‖h(z, t)‖  K(r,T ) for ‖z‖  r and
0  t  T .) Thus we have the following result (cf. [20, Theorem 2.1, Lemma 2.2], [26,
Theorems 2 and 3], and [5]).
Lemma 1.3. Let h :B × [0,∞)→Cn satisfy the following assumptions:
(i) h(·, t) ∈M, t  0;
(ii) h(z, ·) is measurable on [0,∞) for each z ∈ B .
Then there is a unique solution v(t)= v(z, s, t) of the initial value problem
∂v
∂t
=−h(v, t) a.e. t  s, v(s)= z. (1.3)
The mapping v(z, s, t) = es−t z+ · · · is a univalent Schwarz mapping on B and is locally
Lipschitz continuous in t  s locally uniformly with respect to z ∈ B . Furthermore the limit
lim
t→∞ e
tv(z, s, t)= f (z, s) (1.4)
exists locally uniformly on B for each s  0, and f (z, s)= f (v(z, s, t), t), z ∈ B, 0 s 
t <∞. Thus the mapping f (z, t) is a Loewner chain. In addition it is a locally Lipschitz
continuous function of t  0 locally uniformly with respect to z ∈B , and for a.e. t  0,
∂f
∂t
(z, t)=Df (z, t)h(z, t), ∀z ∈B. (1.5)
Moreover, the family {e−t f (z, t)}t0 is a normal family on B .
Next, we recall the following result which shows that solutions of the Loewner differ-
ential equation in n dimensions which satisfy a growth condition give Loewner chains.
This is one of the basic results in the theory of univalence in several complex variables,
and is due to Pfaltzgraff [20, Theorem 2.3]. We also combine Pfaltzgraff’s result with [25,
Theorem 6] to deduce that the mapping f (z, t) which solves the differential equation (1.5)
coincides with the mapping defined by (1.4).
Lemma 1.4. Let f :B × [0,∞)→Cn be such that f (·, t) ∈H(B), f (0, t)= 0, Df (0, t)
= et I for each t  0, and f (z, t) is locally absolutely continuous in t ∈ [0,∞) locally
uniformly with respect to z ∈ B . Let h :B × [0,∞)→ Cn satisfy assumptions (i) and (ii)
of Lemma 1.3. Suppose that f (z, t) satisfies the differential equation (1.5) for almost all
t  0 and for all z ∈ B . Further, suppose there exists an increasing sequence {tm} such that
tm > 0, tm →∞, and
lim e−tmf (z, tm)= F(z) (1.6)
m→∞
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lim
t→∞ e
tv(z, s, t)= f (z, s)
locally uniformly on B , where v(t) = v(z, s, t) is the solution of the initial value prob-
lem (1.3).
In connection with Lemma 1.3, we recall the definition below (see [16,25]; cf. [5]):
Definition 1.5. Let h :B × [0,∞)→ Cn satisfy the assumptions of Lemma 1.3. Also let
f ∈H(B), f (0)= 0, Df (0)= I . We say that f has parametric representation on B , and
write f ∈ S0(B), if
f (z)= lim
t→∞e
tv(z, t)
locally uniformly on B , where v = v(z, t) is the unique solution of the initial value problem
∂v
∂t
=−h(v, t) a.e. t  0, v(z,0)= z,
for all z ∈ B .
Obviously, if f (z, t) is a Loewner chain satisfying the requirements of Lemma 1.4, then
f (· ,0) ∈ S0(B).
In [5] it is shown that in higher dimensions S0(B) is a proper subset of S(B), and also
S0(B) S1(B), where
S1(B)= {f ∈ S(B): ∃f (z, t) Loewner chain, f (z)= f (z,0), z ∈B}.
However, many important subsets of S(B), such as S∗(B) (the set of normalized starlike
mappings on B), G(B) (the set of normalized quasi-convex mappings of type A on B (see
[29]), and Sˆα(B) (the set of normalized spirallike mappings of type α ∈ (−π/2,π/2)) are
also subsets S0(B) (see [5]).
In this paper we show that S0(B) is a compact set. We also obtain certain properties
of transition mappings associated to Loewner chains, and we shall see that a mapping f
belongs to S0(B) if and only if there is a Loewner chain f (z, t) such that {e−t f (z, t)}t0
is a normal family and f can be embedded as the first element of this chain, i.e., f (z)=
f (z,0), z ∈B .
2. Main results
We begin this section by proving that any Loewner chain f (z, t) and its transition map-
ping v(z, s, t) satisfy local Lipschitz conditions in t locally uniformly with respect to z ∈ B .
Theorem 2.1. Let f (z, t) be a Loewner chain and v(z, s, t) be the transition mapping
associated to f (z, t). Then the following statements hold:
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Thus for each s  0, v(z, s, t) is a Lipschitz continuous function of t ∈ [s,∞) locally
uniformly with respect to z ∈ B .
(ii) For each r ∈ (0,1) and T > 0 there exists N =N(r,T ) > 0 such that∥∥f (z, s)− f (z, t)∥∥N(r,T )(1− es−t ), ‖z‖ r, 0 s  t  T .
Thus f (z, t) is a locally Lipschitz continuous function of t ∈ [0,∞) locally uniformly
with respect to z ∈ B .
Proof. (i) We show that for each r ∈ (0,1) there exists M =M(r)  4r/(1 − r)2 (inde-
pendent of v) such that∥∥z− v(z, s, t)∥∥M(r)(1− es−t ), ‖z‖ r, 0 s  t <∞. (2.1)
To see this, fix s, t , with 0 s < t <∞, and let
gs,t (z)= z− v(z, s, t)1− es−t , z ∈ B.
Then gs,t (·) ∈H(B), gs,t (0)= 0, and Dgs,t (0)= I , since v(0, s, t)= 0 and Dv(0, s, t)
= es−t I . Moreover, for each z ∈B \ {0} and lz ∈ T (z), we have
Re
[
lz
(
gs,t (z)
)]= 1
1− es−t
[‖z‖ −Re(lz(v(z, s, t)))]
 1
1− es−t
[‖z‖ − ∥∥v(z, s, t)∥∥] 0.
We have therefore shown that gs,t (·) ∈M, and in view of Lemma 1.2 we deduce that
for each r ∈ (0,1) there is a constant M =M(r) 4r/(1− r)2 such that ‖gs,t (z)‖M(r)
for ‖z‖ r . Hence (2.1) follows.
The semigroup property (1.2) of the transition mapping v(z, s, t) now implies that for
0 s  t  u <∞ and ‖z‖ r , r ∈ (0,1), we have∥∥v(z, s, t)− v(z, s, u)∥∥= ∥∥v(z, s, t)− v(v(z, s, t), t, u)∥∥
M(r)(1− et−u)M(r)(u− t),
where we have used the fact that ‖v(z, s, t)‖  ‖z‖ r . Hence the first conclusion follows.
We now prove the second statement. To do so, we first prove that f (z, t) satisfies a
locally Lipschitz condition in z ∈ B locally uniformly with respect to t ∈ [0,∞), i.e., for
each r ∈ (0,1) and T > 0, there exists L= L(r,T ) such that∥∥f (z, t)− f (w, t)∥∥L(r,T )‖z−w‖, z,w ∈Br, t ∈ [0, T ]. (2.2)
Indeed, since f is continuous on B × [0,∞), there is K =K(r,T ) > 0 such that∥∥f (z, t)∥∥K(r,T ), ‖z‖ r, t ∈ [0, T ].
On the other hand, using the Cauchy integral formula
Df (z, t)(u)= 1
2πi
∫
f (z+ ζu, t)
ζ 2
dζ|ζ |=δ
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and δ = (1− r)/2 that
∥∥Df (z, t)u∥∥K
(
1+ r
2
, T
)
2
1− r = L(r,T ).
Therefore, we have proved that∥∥Df (z, t)∥∥L(r,T ), ‖z‖ r, t ∈ [0, T ]. (2.3)
Further, since
∥∥f (z, t)− f (w, t)∥∥=
∥∥∥∥∥
1∫
0
Df
(
(1− τ )z+ τw, t)(w− z) dτ
∥∥∥∥∥

1∫
0
∥∥Df ((1− τ )z+ τw, t)∥∥dτ ‖z−w‖
for ‖z‖  r, ‖w‖  r , and t ∈ [0, T ], we deduce in view of (2.3) and the above relation
that ∥∥f (z, t)− f (w, t)∥∥L(r,T )‖z−w‖, ‖z‖ r, ‖w‖ r, t ∈ [0, T ].
Therefore, we have shown (2.2).
Finally, combining the relations (2.2) and (2.3), we obtain for 0 s  t  T and ‖z‖
r < 1, that∥∥f (z, s)− f (z, t)∥∥= ∥∥f (v(z, s, t), t)− f (z, t)∥∥ L(r,T )∥∥z− v(z, s, t)∥∥
L(r,T )M(r)(1− es−t )=N(r,T )(1− es−t )
N(r,T )(t − s),
as desired. This completes the proof. ✷
We next show that any Loewner chain on the unit ball of Cn satisfies the generalized
Loewner differential equation (2.4). (Compare with [5] and, for the one-variable case, [24,
Theorem 6.3].)
Theorem 2.2. Let f (z, t) be a Loewner chain. Then there is a mapping h = h(z, t) such
that h(·, t) ∈M for each t  0, h(z, t) is measurable in t for each z ∈ B , and for almost
all t  0,
∂f
∂t
(z, t)=Df (z, t)h(z, t), ∀z ∈B. (2.4)
(That is, there is a null set E ∈ [0,∞) such that for all t ∈ [0,∞) \E, (∂f/∂t)(·, t) exists
and is holomorphic on B , and (2.4) holds for t ∈ [0,∞) \E and z ∈B.) Moreover, if there
exists a sequence {tm} such that tm > 0, tm →∞, and
lim e−tmf (z, tm)= F(z) (2.5)
m→∞
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f (z, s)= lim
t→∞ e
tw(z, s, t) (2.6)
locally uniformly on B , where w(t)=w(z, s, t) is the unique locally absolutely continuous
solution of the initial value problem
∂w
∂t
=−h(w, t) a.e. t  s, w(s)= z,
for all z ∈B .
Proof. Let v = v(z, s, t) be the transition mapping associated to f (z, t). By the subordi-
nation property and the mean value theorem (applied to the real and imaginary parts of the
components of f ), we obtain
1
r
[
f (z, t + r)− f (z, t)]= 1
r
[
f (z, t + r)− f (v(z, t, t + r), t + r)]
=A(z, t, r)
[
1
r
(
z− v(z, t, r))
]
, z ∈B, t  0, r > 0,
(2.7)
where A(z, t, r) is a real linear operator such that A(z, t, r)→Df (z, t) as r ↘ 0. Hence,
the difference quotient in the first member of (2.7) has a limit as r ↘ 0 iff the same is
true of the difference quotient in the last member of (2.7). From Theorem 2.1(ii), f (z, t)
is locally Lipschitz continuous in t  0 locally uniformly with respect to z ∈ B . It follows
that the difference quotients on the left-hand side of (2.7) are locally bounded holomorphic
functions of z ∈ B . Let Q be a countable set of uniqueness for the holomorphic functions
on B . For each z ∈Q, the limit as r → 0 of these difference quotients exists except when
t ∈Ez, where Ez is a subset of [0,∞) of measure 0. Let E =⋃z∈QEz. Then E is also of
measure 0, and Vitali’s theorem in several complex variables (see, e.g., [19]) implies that
for t /∈E, the difference quotient on the left-hand side of (2.7) has a limit as r → 0 which
is holomorphic on z. Therefore, (∂f/∂t)(·, t) ∈H(B) for each t ∈ [0,∞) \E. Moreover,
since v(z, s, t) is a Schwarz mapping and Dv(0, s, t)= es−t I , we deduce that
h(z, t)= lim
r↘0
z− v(z, t, t + r)
r
is a holomorphic mapping on B for each t ∈ [0,∞) \E, h(0, t)= 0, Dh(0, t)= I , and
Re
[
lz
(
h(z, t)
)]= lim
r↘0
1
r
[‖z‖−Re(lz(v(z, t, t + r)))] 0
for all z ∈ B \ {0} and lz ∈ T (z). Further, using [30, Lemma 3] (or the minimum principle
for harmonic functions), it is easy to show that Re[lz(h(z, t))] > 0 for z ∈ B \ {0}, lz ∈
T (z), and t ∈ [0,∞) \E. In other words, h(·, t) ∈M for all t ∈ [0,∞) \E. For t ∈ E, it
suffices to set h(z, t)= z for z ∈ B . Then h(·, t) ∈M for all t  0, and in view of (2.7) the
differential equation (2.4) holds for all z ∈B and t ∈ [0,∞) \E.
The mapping h(z, t) is measurable in t for each z ∈ B , because the mappings
(∂f/∂t)(z, t) and [Df (z, t)]−1 are both measurable in t . To show the measurability of
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integral formula and the local Lipschitz continuity of f (z, t) in t , we obtain that Df (z, t)
is locally Lipschitz continuous in t locally uniformly with respect to z ∈ B .
Finally, it suffices to observe that if (2.5) holds locally uniformly on B , then (2.6) holds
too, in view of Lemma 1.4. This completes the proof. ✷
We now consider various consequences of the above result. First we show that the
transition mapping associated to any Loewner chain satisfies the generalized Loewner dif-
ferential equation.
Theorem 2.3. Let f (z, t) be a Loewner chain and v(z, s, t) be the transition mapping
associated to f (z, t). Also let h(z, t) be the mapping given by (2.4). Then for each s  0
and z ∈ B , v(z, s, t) satisfies the initial value problem
∂v
∂t
=−h(v, t) a.e. t  s, v(z, s, s)= z. (2.8)
Moreover, on any interval (0, t], v(z, s, t) satisfies the initial value problem
∂v
∂s
(z, s, t)=Dv(z, s, t)h(z, s) a.e. s ∈ (0, t], v(z, t, t)= z. (2.9)
Proof. Fix s  0 and let w(t) = w(z, s, t) be the unique locally absolutely continuous
solution of the initial value problem
∂w
∂t
=−h(w, t) a.e. t  s, w(s)= z, (2.10)
for all z ∈ B . Also let τ > s and g(z, s, t) = f (w(z, s, t), t) for z ∈ B and t ∈ [s, τ ]. In
view of Theorem 2.1 and Lemma 1.3, f (z, ·) and w(z, s, ·) are Lipschitz continuous on
[s, τ ] locally uniformly with respect to z ∈ B . Also f (z, t) is locally Lipschitz continuous
in z uniformly with respect to t ∈ [s, τ ] by (2.2), and w(·, s, t) is a univalent Schwarz
mapping on B . From this we easily deduce that f (z, s, t) is also Lipschitz continuous in
t ∈ [s, τ ], locally uniformly with respect to z ∈ B . Indeed, for each r ∈ (0,1), z ∈ Br , and
0 s  t1  t2  τ , we have
∥∥g(z, s, t1)− g(z, s, t2)∥∥= ∥∥f (w(z, s, t1), t1)− f (w(z, s, t2), t2)∥∥

∥∥f (w(z, s, t1), t1)− f (w(z, s, t1), t2)∥∥
+ ∥∥f (w(z, s, t1), t2)− f (w(z, s, t2), t2)∥∥
K1(r, τ )(t2 − t1)+K2(r, τ )
∥∥w(z, s, t1)−w(z, s, t2)∥∥
K1(r, τ )(t2 − t1)+K2(r, τ )K3(r, τ )(t2 − t1)=K(r, τ )(t2 − t1),
as claimed.
Consequently, g(z, s, t) is locally absolutely continuous in t , so it is differentiable with
respect to t for almost all t ∈ [s, τ ]. Using (2.10) and (2.4), we deduce for almost all
t ∈ [s, τ ] and for all z ∈B , that
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∂t
(z, s, t)= ∂f
∂t
(
w(z, s, t), t
)+Df (w(z, s, t), t) ∂w
∂t
(z, s, t)
=Df (w(z, s, t), t)h(w(z, s, t), t)−Df (w(z, s, t), t)h(w(z, s, t), t)
= 0.
Hence
g(z, s, t)= g(z, s, s)= f (w(z, s, s), s) = f (z, s) for t ∈ [s, τ ],
that is, f (w(z, s, t), t)= f (z, s). Since τ is arbitrarily chosen, we deduce that
f
(
w(z, s, t), t
) = f (z, s), z ∈B, 0 s  t <∞.
On the other hand, since v = v(z, s, t) is the transition mapping associated to f (z, t),
we also have
f
(
v(z, s, t), t
) = f (z, s), z ∈B, 0 s  t <∞.
Combining the above arguments and using the univalence of f (·, t) on B , we conclude
that v(z, s, t) = w(z, s, t) for all z ∈ B and t  s  0. The conclusion (2.8) now follows
from (2.10).
In order to prove (2.9), we first observe that v(z, s, t) is locally Lipschitz continuous
in s locally uniformly in z, by (2.1) and the semigroup property (1.2). Then v(z, s, t) is
differentiable for almost all s ∈ (0, t], t > 0, and differentiating both sides of the equality
f (z, s)= f (v(z, s, t), t) with respect to s ∈ (0, t], we obtain
∂f
∂s
(z, s)=Df (v(z, s, t), t) ∂v
∂s
(z, s, t) a.e. s ∈ (0, t].
On the other hand, in view of (2.4) and the above equality, we deduce that
Df (z, s)h(z, s)=Df (v(z, s, t), t) ∂v
∂s
(z, s, t) a.e. s ∈ (0, t],
and since
Df (z, s)=Df (v(z, s, t), t)Dv(z, s, t),
we obtain for almost all s ∈ (0, t]
Df
(
v(z, s, t), t
)
Dv(z, s, t)h(z, s) =Df (v(z, s, t), t) ∂v
∂s
(z, s, t).
Since f (·, s) is univalent on B, Df (v(z, s, t), t) is a nonsingular matrix, and hence (2.9)
follows. This completes the proof. ✷
Another consequence of Theorem 2.2 is given below. The reader may compare this
result with [24, Theorem 6.3].
Corollary 2.4. Let f (z, t) be a Loewner chain such that {e−t f (z, t)}t0 is a normal family.
Then for each s  0, the limit
f (z, s)= lim
t→∞ e
tv(z, s, t)
exists locally uniformly on B , where v = v(z, s, t) is the transition mapping associated to
f (z, t).
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The next result shows that every mapping in the class S0(B) can be embedded as the
first element of a Loewner chain (compare with [24, Theorem 6.1]).
Corollary 2.5. Let f ∈H(B). Then f ∈ S0(B) if and only if there exists a Loewner chain
f (z, t) such that {e−t f (z, t)}t0 is a normal family on B and f (z)= f (z,0), z ∈ B .
Proof. First, suppose that f ∈ S0(B). Then the conclusion follows in view of Lemma 1.3.
Conversely, if f (z, t) is a Loewner chain such that {e−tf (z, t)}t0 is a normal family, then
f (z)= f (z,0) ∈ S0(B) by Corollary 2.4. ✷
We next obtain the 1/4-growth theorem for Loewner chains f (z, t) such that {e−t ×
f (z, t)}t0 is a normal family on B . Note that in several variables there exist Loewner
chains which do not satisfy this growth result (see [5]).
Corollary 2.6. Let f (z, t) be a Loewner chain such that {e−tf (z, t)}t0 is a normal family
on B . Then
‖z‖
(1+ ‖z‖)2 
∥∥e−t f (z, t)∥∥ ‖z‖
(1− ‖z‖)2 , z ∈ B, t  0. (2.11)
Consequently, if f ∈ S0(B), then
‖z‖
(1+ ‖z‖)2 
∥∥f (z)∥∥ ‖z‖
(1− ‖z‖)2 , z ∈B.
Proof. Let v = v(z, s, t) be the transition mapping associated to f (z, t). In view of Corol-
lary 2.4, we deduce that
f (z, s)= lim
t→∞ e
tv(z, s, t)
locally uniformly on B , for each s  0. Moreover, from Theorem 2.3, v(z, s, t) satisfies
the initial value problem
∂v
∂t
=−h(v, t) a.e. t  s, v(s)= z,
for each s  0 and z ∈ B . Taking into account [20, Lemma 2.2] (see also [5, Lemma 2.1]),
we deduce that
et‖v(z, s, t)‖
(1− ‖v(z, s, t)‖)2 
es‖z‖
(1− ‖z‖)2 (2.12)
and
et‖v(z, s, t)‖
(1+ ‖v(z, s, t)‖)2 
es‖z‖
(1+ ‖z‖)2 (2.13)
for all z ∈ B and 0  s  t <∞. Combining the above arguments and letting t →∞ in
(2.12) and (2.13), we obtain (2.11).
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sion. ✷
In [5] it was shown that univalent solutions of the generalized Loewner equation (2.4)
need not be unique (cf. [1,2]). However, we can show that there is a unique solution f (z, t)
of (2.4) such that {e−t f (z, t)}t0 is a normal family. We have
Theorem 2.7. Let h :B × [0,∞)→ Cn be such that h(·, t) ∈M, t  0, and h(z, ·) is
a measurable function on [0,∞) for each z ∈ B . Then there is a unique Loewner chain
f (z, t) such that {e−t f (z, t)}t0 is a normal family on B and
∂f
∂t
(z, t)=Df (z, t)h(z, t) a.e. t  0, ∀z ∈ B.
Proof. Indeed, in view of Lemma 1.3 we deduce the existence of such a Loewner
chain f (z, t). To show that f (z, t) is unique, it suffices to use Theorem 2.3 and Corol-
lary 2.4. ✷
We conclude this paper with the compactness result for the set S0(B). For this purpose,
we first prove the lemma below, which is the n-dimensional version of [24, Lemma 6.2].
Lemma 2.8. Every sequence of Loewner chains {fk(z, t)}k∈N, such that {e−t fk(z, t)}t0
is a normal family on B for each k ∈ N, contains a subsequence that converges locally
uniformly on B to a Loewner chain f (z, t) for each fixed t  0, such that {e−t f (z, t)}t0
is a normal family.
Proof. Using the upper bound in (2.11) and the argument in part (ii) of Theorem 2.1, we
deduce that for each r ∈ (0,1) and T > 0 there exists a constant K = K(r,T ) > 0 such
that for all k ∈N,∥∥fk(z, t)− fk(z, s)∥∥K(r,T )(t − s), ‖z‖ r, 0 s  t  T .
The upper bound in (2.11) also implies that for r ∈ (0,1) and T > 0 there exists a
constant L= L(r,T ) such that∥∥fk(z, t)− fk(w, t)∥∥ L(r,T )‖z−w‖
for ‖z‖ r , ‖w‖ r, t ∈ [0, T ], and k ∈N. These estimates together imply that the map-
pings fk(z, t), k ∈ N, are equicontinuous on {(z, t): ‖z‖  1 − 1/m, 0  t  m}, m =
2,3, . . . . The Arzela–Ascoli theorem (see, e.g., [28, pp. 167–169]) implies that for m fixed,
there is a subsequence {fkp (z, t)}p∈N which converges pointwise on B1−1/m × [0,m] to
a limit f˜m(z, t), and furthermore the convergence is uniform on B1−1/m × [0,m]. A di-
agonal sequence argument then shows that we can find a subsequence, again denoted by
{fkp (z, t)}p∈N, which converges pointwise on B × [0,∞) to a limit f (z, t), and further-
more the convergence is uniform on each compact subset of B × [0,∞). In particular,
fkp (z, t)→ f (z, t) locally uniformly on B for each t  0, and f (z, t) is holomorphic in
z and jointly continuous in z and t . Since fkp (0, t)= 0 and Dfkp (0, t)= et I, p ∈ N, the
same must be true for f (z, t) and therefore the limit must be univalent on B . Furthermore,
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that there exist univalent Schwarz mappings vkp = vkp (z, s, t) such that
fkp (z, s)= fkp
(
vkp (z, s, t), t
)
, p = 1,2, . . . . (2.14)
Now, the fact that ‖vkp (z, s, t)‖ ‖z‖, p = 1,2, . . . , implies that {vkp (z, s, t)}p∈N is a
normal family. Therefore there exists a subsequence {k′p} of {kp} such that vk′p (z, s, t)→
v(z, s, t) locally uniformly on B . This limit is univalent on B and satisfies the conditions
v(0, s, t)= 0, Dv(0, s, t) = es−t I, ∥∥v(z, s, t)∥∥ ‖z‖.
Taking limits in (2.14) through the subsequence {k′p}, we deduce that
f (z, s)= f (v(z, s, t), t), z ∈B, 0 s  t <∞.
This proves that f (z, t) is a Loewner chain.
Moreover, in view of (2.11), we have
∥∥e−t fkp (z, t)∥∥ ‖z‖
(1− ‖z‖)2 , z ∈ B, 0 t <∞, p = 1,2, . . . .
Letting p→∞ in the above, we obtain
∥∥e−t f (z, t)∥∥ ‖z‖
(1− ‖z‖)2 ,
which shows that {e−t f (z, t)}t0 is a normal family. This completes the proof. ✷
Theorem 2.9. S0(B) is a compact set.
Proof. In view of Corollary 2.6, S0(B) is a locally uniformly bounded set. Therefore, it
suffices to show that S0(B) is closed in H(B). For this purpose, let {fk} ⊂ S0(B) be such
that fk → f locally uniformly on B as k→∞. Then for each k ∈ N, there is a Loewner
chain fk(z, t) such that fk(z,0)= fk(z), z ∈ B , and {e−t fk(z, t)}t0 is a normal family.
From Lemma 2.8 there is a subsequence {fkp (z, t)}p∈N such that fkp (z, t)→ f (z, t) lo-
cally uniformly on B for each t  0, f (z, t) is a Loewner chain and {e−t f (z, t)}t0 is a
normal family. It is obvious that f (z)= f (z,0), z ∈ B , and in view of Corollary 2.5, one
deduces that f ∈ S0(B). This completes the proof. ✷
Note added in proof
It is not necessary to assume in the definition of a Loewner chain that f (z, t) is con-
tinuous on B × [0,∞) (condition (ii) in Definition 1.1). This property follows from other
assumptions; see [8].
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