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Abstract 
Preconditioned Iterative Methods for 
Inhomogeneous Acoustic Scattering Applications 
by 
Josef Sifuentes 
This thesis develops and analyzes efficient iterative methods for solving discretiza-
tions of the Lippmann-Schwinger integral equation for inhomogeneous acoustic scat-
tering. Analysis and numerical illustrations of the spectral properties of the scatter-
ing problem demonstrate that a significant portion of the spectrum is approximated 
well on coarse grids. To exploit this, I develop a novel restarted GMRES method 
with adaptive deflation preconditioning based on spectral approximations on multi-
ple grids. Much of the literature in this field is based on exact deflation, which is not 
feasible for most practical computations. This thesis provides an analytical frame-
work for general approximate deflation methods and suggests a way to rigorously 
study a host of inexactly-applied preconditioners. Approximate deflation algorithms 
are implemented for scattering through thin inhomogeneities in photonic band gap 
problems. 
I also develop a short term recurrence for solving the one dimensional version of 
the problem that exploits the observation that the integral operator is a low rank 
perturbation of a self-adjoint operator. This method is based on strategies for solv-
ing Schur complement problems, and provides an alternative to a recent short term 
recurrence algorithm for matrices with such structure that we show to be numerically 
unstable for this application. 
The restarted GMRES method with adaptive deflation preconditioning over mul-
tiple grids, as well as the short term recurrence method for operators with low rank 
skew-adjoint parts, are very effective for reducing both the computational time and 
computer memory required to solve acoustic scattering problems. Furthermore, the 
methods are sufficiently general to be applicable to a wide class of problems. 
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Chapter 1 
Introduction and Background 
This thesis derives efficient computational methods to model the dynamics of time-
harmonic acoustic waves as they scatter through inhomogeneous obstacles set in a 
homogeneous media. The scattering obstacle's spatial position is represented by a 
compact subset of Rd, where d is the Euclidean dimension of the acoustic setting 
(d = 1, 2, or 3). The acoustic wave is modeled by the solution to the Lippmann-
Schwinger integral equation, which is equivalent to the Helmholtz partial differential 
equation with outgoing radiation conditions. The Helmholtz equation is derived by 
assuming that the solution to the acoustic wave equation is time-harmonic. While the 
model addressed here is for the simulation of acoustic waves, electromagnetic waves 
are modeled using similar techniques and mathematical principles, and thus should 
benefit from this work. 
The efficient computational modeling of scattered acoustic waves is important to 
1 
2 
a number of scientific fields. Wave scattering technology is at the heart of medical 
and seismic imaging. Indeed seismic exploration based on scattered sonic waves plays 
a prominent role in the energy industry, where the primary computational interest is 
the inverse scattering problem: given a scattered field, what is the geometry of the 
scattering obstacle? The ability to efficiently solve the forward problem addressed 
in this thesis is a crucial part of efficiently solving the inverse problem. Acoustic 
scattering models are also important in many defense applications, such as sonar and 
radar technology. Laser scattering is another important phenomenon whose simula-
tion could benefit from our results. 
Current methods for modeling time-harmonic waves through inhomogeneities typ-
ically involve applying finite difference or finite element techniques to the Helmholtz 
partial differential equation. Such applications lead to sparse, Hermitian matrices 
that show increasingly poor conditioning as the discretization is refined. Furthermore, 
such methods, in theory, would require discretizations of the scattering obstacle as 
well as the infinite homogeneous medium. The problem is made finite through the 
use of an artificially absorbing boundary condition that approximates the outgoing 
radiation condition. Such absorbing boundary conditions either require a large ra-
dius of discretization around the scattering obstacle or introduce dense blocks into 
the resulting linear systems. 
The numerical solution of the Lippmann-Schwinger integral equation only re-
quires discretization of the scattering domain, and satisfies the outgoing condition 
3 
automatically. Furthermore, refinements of the discretization have little effect on the 
conditioning and spectra of the resulting matrices. Such matrices, however, are large, 
dense, and non-Hermitian. While there is an inherent structure to the matrices that 
allow for matrix-vector product computation in 0(Nlog(N)) operations using fast 
Fourier transform (FFT) algorithms, iterative methods for solving these systems con-
verge increasingly slowly as wave frequency increases to physically relevant ranges. 
Nevertheless, iterative methods using FFT algorithms to compute matrix vector prod-
ucts do not require forming and sharing the coefficient matrix, which has prohibitively 
expensive computer memory requirements for higher wave numbers. Thus dense di-
rect methods are not feasible for this problem. 
In spite of the attractive characteristics offered by integral methods for penetrable 
media, this approach cannot compete with finite difference or finite element methods 
without the design of computationally efficient methods for solving the the resulting 
dense linear systems. 
The computational algorithms developed in this thesis are based on analysis of 
the spectral properties of both the underlying Lippmann-Schwinger integral operator 
and the resulting matrix equations. The work in Chapter 2 demonstrates that the 
portion of the spectrum of such matrices mainly responsible for slow convergence 
corresponds to high frequency modes. This observation leads to the development of 
preconditioning strategies based on approximate deflation on multiple grids of varying 
coarseness. This technique cheaply and efficiently resolves the low frequency portion 
4 
of the spectrum. 
In addition to deriving deflation methods based on spectral approximations on 
multiple grids tailored for this problem, we also prove convergence results for general 
approximate deflation methods that utilize Arnoldi vectors as approximate eigen-
vectors. We show that GMRES with approximate deflation preconditioning can be 
viewed as a perturbation of exact deflation preconditioning. Using stability results 
for GMRES, we give bounds on GMRES convergence of the approximately deflated 
problem as a function of convergence of the exactly deflated problem. The results 
utilize the spectral perturbation theory of Stewart [69]. 
In the case of the one-dimensional operator, this work demonstrates that the skew-
Hermitian portion of the integral operator has a two dimensional range, as does its 
natural discretization. Efficient Krylov subspace iterative methods based on short 
term recurrences for such matrices have recently been proposed [10], but we demon-
strate that such methods are unstable for this application. However, we illustrate 
that such problems can be solved via short term recurrences based on existing Schur 
complement algorithms. Kirk Soodhalter (Temple University) also discovered this 
instability on randomly generated test examples. He and I continue to investigate 
this breakdown phenomenon; Section 3.4 grows out of our collaboration. 
The methods developed in Chapters 4 and 5 are applied to modeling acoustic 
scattering through thin photonic band gap structures. This work, detailed in Chap-
ter 6, develops the asymptotic results of Moskow, et al. [55] into a preconditioning 
5 
strategy for the three dimensional problem. The preconditioning step has a compu-
tational cost equal to that of solving a system resulting from a discretization of a two 
dimensional integral equation. The deflation based preconditioning techniques can 
then be used to solve the system arising in the preconditioning step. Combining these 
two approaches to preconditioning the problem allows for the efficient solution of the 
scattering problem for thin photonic band gap structures. This work is the result of a 
collaboration between myself, Mark Embree, and Shari Moskow (Drexel University). 
1.1 Contributions 
In addition to an in-depth numerical and analytical study of the acoustic scattering 
problem, this thesis makes the following primary contributions: 
• Identifies the low rank structure of the skew-adjoint part of the one dimen-
sional Lippmann-Schwinger integral operator; discovers the instability of the 
Beckermann and Reichel short term recurrence algorithm [10] for relevant scat-
tering problems; recommends an efficient Schur complement-based alternative 
that utilizes algorithms based on Krylov subspaces with short term recurrences 
(Chapter 3) 
• Develops a rigorous analysis of GMRES with approximate deflation precondi-
tioning based on a result describing the stability of GMRES convergence; the 
result and techniques used are applicable to a wide class of approximate pre-
6 
conditioning problems (Chapter 5) 
• Develops and applies a restarted GMRES with adaptive preconditioning based 
on approximate deflation for the two dimensional Lippmann-Schwinger integral 
equations; this result extends work begun in my masters thesis [66] (Chapter 4 
and 5) 
• Designs a preconditioner based on the asymptotic results of Moskow, et al. [55] 
for thin scattering problems with applications in photonic band gap structures 
(Chapter 6). 
1.2 Mathematical Model 
1.2.1 Derivation of the Helmholtz Equation 
Consider the problem of modeling a given time-harmonic wave as it travels through 
a homogeneous acoustic medium, then is scattered by a finite medium of inhomoge-
neous refraction index. For completeness, we sketch a basic derivation; for details see 
Ihlenburg [39, Chapter 1]. The acoustic medium is represented by the d-dimensional 
Euclidean space Rd for d = 1,2, or 3. The scattering obstacle's shape within the 
acoustic medium is represented by the compact subset Q. C Rd . The time-harmonic 
property of the wave means that the wave is periodic in time, so it can be described 
as a product of a spatial function and a periodic temporal function, i.e., 
F(x,t) = f(x)e-i"t, (1.1) 
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where u> is the temporal frequency (also known as circular frequency). 
Acoustic waves are small perturbations of pressure or particle displacement that 
propagate through the acoustic and scattering media. By using the principle of mass 
conservation, along with the Green's identity [28, App. C, Thm. 3], we relate rate of 
change of mass of some arbitrary volume discretization to flux through the boundary 
of that discretization to derive the continuity equation 
^(x,t) + V-{p(x,t)V(x,t)) = 0, (1.2) 
where p(x, t) is the density of the material and V(x, t) is a velocity vector [39]. 
The derivation is continued by the assumption that the acoustic medium is an 
inviscid fluid, that is, that the force acting on the fluid is applied by a hydrostatic 
pressure P(x,t), rather than viscous or friction pressures. This assumption applied 
to Newton's Second Law allows us to apply the linearized Euler equations, 
p(x,t)^(x,t) = -VP(x,t), (1.3) 
to our model [39]. 
Equations (1.2) and (1.3) are related by the linear material assumption that pres-
sure is proportional to density at some fixed temperature. That is, a linearization 
assumption applied to the state equation gives 
P(x,t)= (-^) p(x,t), (1.4) 
where c is the speed of the unhindered wave in the acoustic setting. It follows that 
the refractive index n(x), which describes how the material slows wave propagation, 
must equal one in the acoustic setting and be greater than one in the compact space 
of the scattering medium, Q,. Thus n(x) > 1 for x £ fi and n{x) = 1 for x ^ Q,. 
(While there are materials for which 0 < n{x) < 1, i.e., materials that accelerate the 
speed of the propagated wave, we will not consider such materials here.) 
Equations (1.2), (1.3), and (1.4) imply that any such acoustic wave P must satisfy 
the wave equation 
d2P ( c \ 2 
- ( * , * ) - — - AP(x,t) = 0. (1.5) dt2 ' \n(x) 
The time harmonic assumption (1.1) of the solution P leads to the Helmholtz equation 
for the spatial part p(x) of the function P(x,t): 
Ap(x) + n2n(x)2p(x) = 0, (1.6) 
where K = ui/c> 0 is called the wave number. 
Note that (1.3) also implies that there exists a velocity potential U(x, t) such that 
V(x, t) = VC/(x, t) and P(x,t) = pdU/dt. Then the velocity potential also satisfies 
the wave equation 
d2U(x,t)-(^) AU(x,t)=0. (1.7) dt2 ' \n(x) 
Define u(x) to satisfy U(x,t) = Ke(u(x)e~lut). Then u(x) satisfies the Helmholtz 
equation 
Au(x) + K2n{x)2u{x) = 0. (1.8) 
The goal is to model the wave scattered by the inhomogeneities of the obstacle. 
The solution u is the sum of the scattered wave us and incident wave ul. Since ul 
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is an incident wave in free space, it must satisfy the previous description of waves in 
the acoustic medium. Hence ul{x) must satisfy the free space Helmholtz equation 
Au ' ( i ) + K2V!\X) = 0. 
A typical incident wave is the plane wave in the direction of the unit vector u e 
R 3 ,R 2 , or R, given by 
Since the solution to (1.8) is the sum of the scattered wave and the incident wave, 
u = u
i
 + us, 
equation (1.8) is equivalent to 
Aus(x) + K2n(x)2us(x) = K2m{x)ui(x), (1.9) 
where m{x) = 1 — n(x)2 < 0 is compactly supported on Q. 
1.2.2 The Sommerfeld Radiation Condition 
A unique solution to (1.8) is ensured by the assumption that no waves are reflected 
from infinity [19, 39]. If u is the sum of the scattered wave us and u\ then us(x) —> 0 
as ||x|| —• oo. 
The Green's function for the freespace Helmholtz equation is defined by the func-
tion G(x) that satisfies 
AG(x) + n2G{x) = -S(x), xeRd (1.10) 
10 
where 5(x) is the Dirac delta function, defined as zero when x ^ 0, and such that 
J^5(x) dx = 1. The Green's function is given explicitly by 
0in\x\ 
G(x) = { 
2K 
1
 v ( i ) 
d= 1: 
-H^(K\\x\\), d = 2; 
d = 3, 
(1.11) 
47r||xir 
where //Q ( X ) *S the Hankel function of the first kind. 
The Green's function, along with the observation that (1.8) is equivalent to 
Au(x) + K2U(X) = K2m(x)u(x), leads to the formation of an integral representa-
tion of the solution u{x) to (1.8). Let BR denote a sphere of radius R that contains 
the scattering obstacle Vt. Then for x € BR, 
u(x) = / S(x-y)u(y)dy 
JBR 
= - {AyG(x -y) + K2G(X - y)) u(y) dy 
JBR 
= I (Au(y)G(x - y) - AyG(x - y)u(y)) dy - K2 m(y)u(y)G(x - y) dy 
JBR JBR 
=
 LR {G{x • y)^iy)' u { y ) ^ ) { x • y ))d s { y ) 
- K2 m(y)u(y)G(x - y) dy 
JBR 
+L, (G(x _ y)^{y) ~ u,{y)^)[z -y))is{y) 
- K2 / m(y)u(y)G(x - y) dy, 
Jn 
dG 
l(y)irT^(x-y)) ds(y) 
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where v(y) is the unit vector normal to OBR at y. The third equality follows from 
the Green's identities (see [28, App. C, Thm. 3]). The limit of integration in the last 
term is changed to Q, since m(x) is compactly supported on Q. Applying the Green's 
function and the Green's identities gives 
u\x) = / (G{x-y)^{y)-ui(y)1Pf^{x-y)) ds{y) 
JdBR 
dv? ,
 ir dG 
and 
u
s{x) = L,( G ( x - y ) ^ ( y ) - u % ) ^y ( x - y ) ) d s ( y ) 
-K2 f m(y)u(y)G(x-y)dy. (1.12) 
Jn 
Recall the radiating condition that applied to the scattered wave us(r) as r — ||x|| —* 
oo. Since the second term in the representation of the scattered wave (1.12) is a 
convolution limited to a compact domain, and the Green's function goes to zero as its 
argument goes to infinity, the only requirement left to satisfy the outgoing condition 
is that 
lim / (G(x - y)^-(y) - us(y)^-^(x - y) ) ds(y) = 0. (1.13) 
JdBR \ 
,dus dG 
R
^°° V du du\v) 
Note that as R —> oo, -^j-^{x — y) —> | ^ . Since 
dG eiKR 1 / . 1 
— in dR 4TT R \ R 
the requirement (1.13) reduces to 
lim / 
H
-
+
°° JB 
elKR / I / QUS X us 
"77 "^77 ~ iKuS + "77^  ) ds(y) = °-
BR 4TT V R V OR J R2 
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This gives the Sommerfeld radiation condition. When S ] c R 3 the radiation condition 
takes the form 
u
s
 = 0{l/R), IKUS - —- = o[\/R) asR^oc. (1.14) 
a r t 
For fi C R2 , we have 
u
s
 = 0(l/^R), inus - | j £ = o( l /VR) a s f l - > o o . (1.15) 
a i l 
For Q = [a, b] C R, 
inu(a) + u'{a) = 0, (1.16) 
iKu(b)-u'{b) = 0. (1.17) 
The outgoing condition in this one dimensional case is a mixed boundary condition 
known as a Robin condition [16]. 
1.2.3 Problem Formulation 
Given the derivation of the Helmholtz equation and the Sommerfeld radiation condi-
tion, the acoustic model can be summarized by the equation 
Au(x) + n2n{x)2u(x) = 0, xeRd (1.18) 
for d = 1, 2, or 3, with the conditions 
u(x) = ui(x) + us(x), (1.19) 
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where ul satisfies the free space Helmholtz equation. That is 
Au'ix) + K2U\X) = 0. (1.20) 
The scattered wave us is guaranteed to be outgoing if it satisfies the Sommerfeld 
radiation boundary condition 
iKU° - §£ = o (R-«-W) , R^oo, (1.21) 
oR 
for d = 2, 3. If d = 1, then the radiation condition is given by the Robin condition 
(1.17). 
1.3 The Finite Element Approach 
Currently, the typical approach to computational wave scattering involves finite dif-
ference or finite element techniques applied to the Helmholtz partial differential equa-
tion (1.8). The advantage to such an approach is that the resulting linear systems 
are sparse and Hermitian. However, the weak formulation of the Helmholtz equa-
tion, requires a discretization of an infinite region in order to apply the outgoing 
boundary condition, which is a limiting condition as ||x|| —> oo. Thus one would have 
to implement an artificial boundary condition that absorbs outgoing solutions and 
annihilates waves coming from infinity. In fact, research into absorbing boundary 
conditions is a thriving research area with applications to discretizations of various 
partial differential equations (see, e.g., Hagstrom and Warburton [34] ). 
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An absorbing boundary condition requires a discretization of the scattering ob-
stacle as well as the space between the obstacle and the artificial boundary. Some ar-
tificial boundary conditions require this space to be sufficiently large in order to show 
accurate absorbing conditions [5, 39, 77]. Others create dense blocks in the resulting 
matrices which are derived from high order Dirichlet-to-Neumann maps [7, 25, 30, 35], 
or coupling the finite element method to boundary integral methods [48, 49]. There 
has also been recent work to show that domain decomposition techniques can reduce 
the required radius necessary for accuracy (see, e.g., [20, 32]). 
These approaches seek to approximate an unbounded differential operator. As 
one refines the discretization, the conditioning of the resulting matrix grows on the 
order of 0(h~2N), where h is the maximal element area and N is the dimension of 
the span of finite element test functions [41, 48]. Since the matrices are sparse and 
Hermitian, the natural numerical method for solving the linear system is either the 
conjugate gradient or MINRES method. Both Krylov subspace iterative methods 
are driven by the Lanczos algorithm, which exploits the Hermitian structure. Large 
condition numbers can cause the conjugate gradient algorithm to converge slowly, 
requiring preconditioning methods to address matrix conditioning [56]. 
1.4 The Lippmann-Schwinger Integral Equation 
An alternative to finite element or finite difference discretizations is to formulate the 
problem defined in equations (1.18) through (1.21) as an integral equation. Recall 
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equation (1.12), and consider the limit as R —> oo. Since the scattered wave us satisfies 
the outgoing radiation condition (1.13), the Lippmann-Schwinger integral equation 
formulation follows directly from equation (1.12) and the fact that us = u — u%, given 
by 
u(x) + K2 G(x - y)m(y)u(y) dy = u\x). (1.22) 
Ja 
By construction, the solution of the Lippmann-Schwinger equation satisfies both the 
Helmholtz equation and the Sommerfeld radiation boundary condition (1.21) [19]. 
This is an important distinction between this approach and the partial differential 
equation formulation, the latter does not automatically satisfy the radiation condition 
without the imposition of an artificial boundary condition. Another notable distinc-
tion is that the domain of integration of (1.22) (and thus area of discretization) is 
only fl: whereas in the partial differential equation formulation, the domain of inte-
gration is the space contained by the artificial boundary, which can be large for some 
discretizations. 
Equation (1.22) is more compactly expressed as 
(Au)(x) = ui(x), (1.23) 
where A : C(fi) —> C(Q). For the remainder of this thesis, C(fi) denotes the Ba-
nach space of all continuous functions with sup norm || • ||oo defined by ||/||oo = 
supx£f2 | / (x) | . The operator A is defined by 
A = I + K, (1.24) 
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where / is the identity operator and K is the integral operator given by 
(Ku)(x) = K2 [ G(x - y)m(y)u(y) dy. (1.25) 
Jn 
The equivalence of (1.23) for u E C(fi) with (1.18)-(1.21) is established, for 
example, in [19, Theorem 8.3]. The existence and uniqueness of solutions to (1.23) is 
addressed by [19, Theorem 8.7]. 
We also consider the same operator on the Hilbert space, A : L2(Q) —> L2(Q), 
where L2(Q.) is the Hilbert space with inner product (u, v) = Jn u(x)v(x) dx. This set-
ting is necessary in order to consider applying the GMRES algorithm to (1.23). Unless 
specified, we will use the notation (/, g) = Jn f(x)g(x) dx, and | | / | | = (J n \f(x)\2 dx)1/2, 
for functions f,gE L2($l). In this setting, A remains continuously invertible on L2(f2) 
[55, Lemma 2]. 
Note that the integral operator K is a convolution operator with a weakly singular 
kernel for d = 2,3, and a continuous kernel for d — 1. Thus the operator K on the 
Banach spaces C(Cl) or the Hilbert space L2(Q) is a compact operator, and therefore 
bounded [18]. We demonstrate in Figure 2.13 that refinements of the discretization 
have little effect on the conditioning of the resulting linear systems. Furthermore, 
many insightful spectral properties of compact operators are well documented. For 
example, since K is compact, then the nonzero spectrum of K, consists only of 
eigenvalues (the point spectrum), and are denoted ap(K), with only a finite number 
of eigenvalues existing outside any ball of positive radius centered at the origin [45]. 
Note also that cr(A) = l + a(K). Section 1.6 shows that the GMRES iterative method 
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has a strong dependence on spectral layout if the eigenvalues are stable, that is, not 
sensitive to perturbations. 
1.5 Discretizing the Lippmann—Schwinger Integral 
Equation 
This thesis will utilize two methods of discretizing equation (1.22): a quadrature 
method and a collocation method. For most of the results presented here, a Nystrom 
method is used. This section demonstrates convergence of the discrete operator to 
the continuous operator and describes several types of convergence. This is necessary 
to show convergence of eigenvalues in Chapter 2. However, the work in Chapter 6 is 
based on discretizations using a collocation method, which is described here as well. 
Throughout this thesis, the dimension N of the matrix resulting from the dis-
cretization of (1.22) equals the number of quadrature points (or collocations points in 
the collocation method) in the mesh, which, in each direction, grows linearly with K. 
At the very least we must have at least two nodal points per wavelength to capture a 
sawtooth pattern of wave peaks. Unless otherwise specified, the discretizations used 
here have at least 4 nodes per wavelength. Thus, for d = 1, N grows linearly with 
K; for d = 2, N grows quadratically with K; and JV grows at a cubic rate in the case 
that d = 3. 
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1.5.1 Quadrature Method 
A quadrature rule is a functional 
n 
QnU) = J2u;if(xi^ 
i=i 
where Uj 6 C and Xj are the nodes of a discretization of f2. To simplify our notation 
the integral operator K defined in (1-25) is rewritten 
(Ku)(x) = J $(x,x')u(x') dx\ 
Ja 
with the kernel 
^{x,x') = K2G(x-x')m(x'). 
Applying a quadrature rule to the variable of integration in (1.25) gives a semi-discrete 
approximation to K, 
{Knu){x) = Qn{${x,x')u{x')) (1.26) 
n 
3 = 1 
Discretizing the integral operator via a quadrature method is also known as a Nystrom 
approximation (see [2, Sec. 4.2.2] for example). 
To obtain a fully discrete approximation to K, apply a piecewise linear interpolant 
projection IIn : L2(fl) —> L2(£l) to (Knu)(x) onto a piecewise linear basis of "hat 
functions" {<^}™=i such that 
(j)j{xk) = 5jyk. 
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Define n„ to be 
n 
Then the fully discrete system is given by 
n n 
Un(Knu)(x) = ^2'Y^Ljj§(xk,xj)u(xj)(t>k(x) (1.27) 
fc=i j = i 
Applying the piecewise linear interpolant projection n „ to (I + Kn)u = u1 implies 
that the fully discrete system can be solved via the matrix equation 
A u = if, (1.28) 
where 
A = I + K. (1.29) 
The matrix K is defined by 
K f c J = ujj^(xk,Xj), 
= n
2LUjm(xj)G(xi — Xj). 
The vector u4 = \ul(xi) u%(x2) ••• ul(xn)]T, and the entries of u are the approxi-
mations to u evaluated at the nodal points, u, ~ u(xi), i = 1,2,... ,N. However 
note that, for d = 2 or 3, the diagonal of the matrix K is undefined, since G has a 
singularity at Xj — Xj = 0. 
The approach used in this thesis for dealing with the singularity in the Nystrom 
method, given in [2], is to apply discretizations to the approximate operator K$, 
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where 5 > 0 is less than the mesh size in any direction and 
K5= I $4(x, x')u{x') dx', (1.30) 
and 
K2m{x')G(x - x>), \\x-x'\\>6; 
n
2
m(x')G(S), \\x-x'\\<5. 
For such a truncation, K$ —»• K uniformly. This follows from the fact that the Green's 
function is weakly singular at zero, i.e.; G(||s||) —• oo as ||s|| —> 0 and 
/ G(H)efa-0, 
JB£(O) 
as e —> 0, where 5e(0) is the ball of radius e around 0. 
Another method, given in [4, 42], is to discretize the equivalent integral equation 
(Ku)(x) = $(x,x')(u(x')-u(x))dx'+ u(x) $(x,x')dx'. 
Jo. Ju 
This method is called the Singularity Subtraction Technique and relies on the con-
tinuity of u to offset the singularity of $(x, x'). Examples of other methods can be 
found in [1, 43]. 
1.5.2 Collocation Method 
The collocation method is a Galerkin method that restricts the solution space for 
(1.23) to a finite dimensional subspace and enforces equality at a finite set of collo-
cation points. 
®s(x,x') = 
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Discretize Q into the areas or volumes {uii}f=l, with corresponding midpoints 
{SJ}^= 1 . Let {(f>i}f=1 be a set of linear independent functions corresponding to this 
discretization, in the sense that <f>i{sj) — 0 if i ^ j . 
Let u € s p a n j ^ } ^ ! be the solution to 
{I + K)u{Si) = u\Si), z = l, 2, . . . , JV 
Then solving for u gives the linear system 
(I + K ) u = u* (1.31) 
where 
K y = K2 f m(s')G(si, s'^jis') ds' (1.32) 
Ja 
uj = u^sj). 
The entries Ky are evaluated using a Clenshaw-Curtis quadrature scheme [17]. 
1.6 The GMRES Iterative Method 
GMRES is an iterative solver that approximates a solution to (1.28) by solving at 
each iteration k the residual minimization problem 
min ||ul —Au'| |2 = min ||r0 — Au| |2 , (1.33) 
u'euo+/C f c(A,r0) ue/Cfc(A,r0) 
where r^ = u* — Au^ if u^ solves the first minimization problem and 
/Cfc(A,r0) = s p a n l A V A V A ^ o , . . . ^ - 1 ^ } (1-34) 
denotes a Krylov subspace [63]. 
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1.6.1 GMRES as a Polynomial Minimization Problem 
If u 6 /Cfc(A, u l) , then u is a linear combination of the product of powers of the 
matrix A and u \ That is, u = g(A)u' for some polynomial q € Pk-i, where Pk-i is 
the space of all polynomials of degree k — 1 or less. Thus (1.33) is equivalent to 
||rfc|| = min ||r0 - Ag(A)r0 | | 
= min |b(A)r0 | | (1.35) 
pePk 
P ( 0 ) = 1 
< min ||p(A)||||r0||. (1-36) 
pGPfc 
P ( 0 ) = 1 
For diagonalizable matrices, i.e. matrices that can be factored as A = V A V - 1 for 
diagonal matrix A, the quantity ||p(j4)|| can be readily bound, 
||p(A)|| = IKVAV"1)!!, 
< IIVIIIIV-^IHPCA)!!, 
= cond(V) max |p(A)|. 
AGCT(A) 
Then the residual minimization problem can be bounded by 
< cond(V) min max |p(A)|. (1-37) 
11r0|| PzPk ASE<T(A) 
p ( 0 ) = l 
This bound allows GMRES convergence to be understood in terms of a polynomial 
minimization problem over the spectrum [22]. This bound on the relative residual is 
important in that it will shape our intuition of GMRES convergence as a function of 
the spectral properties we observe for the matrix A. Discretizations of the integral 
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equations discussed in section 1.5 have been shown to be diagonalizable in numerical 
examples and exhibit mild values for cond(V), as will be shown in Figure 2.13. 
1.7 GMRES and Shifted Compact Operators 
GMRES can be applied in principle to operator equations in a Hilbert Space, since the 
construction of the Krylov subspace can be achieved with products of the operator 
on vectors. So we can think of applying GMRES to (1.28) in the ^-dimensional 
Euclidean norm or to the operator equation (1.22) set in L2(Q,). 
A useful property of compact operators is that they possess only a finite number of 
eigenvalues outside any neighborhood of the origin. Thus analysis of the underlying 
operator can provide insight into the behavior of the discretized system: refined dis-
cretizations yield better and better representations of the high frequency eigenvectors, 
with corresponding eigenvalues that accumulate at the origin (or near 1 for / + K). 
Indeed, for A = I + K with K compact, the norms of the GMRES (or CG for positive 
definite self-adjoint operators) residuals can decrease superlinearly [13, 14, 50, 78]. 
For matrices, diagonalizability is defined by the property that A = V A V - 1 . In 
order to discuss convergence of GMRES applied to the continuous equation (1.23), we 
define a diagonalizability property for operators on L2(f2). We call T : L2(Q.) —> L2(f2) 
diagonalizable if 
oo 
(Tu)(x) = ^2\j(u,wj)vj(x), 
3 = 1 
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where {wj,vk) = 6jk, and Y^i(^wj)vj(x) = I-
Winther shows that, when applied to positive definite self-adjoint compact per-
turbations of the identity, the conjugate gradient algorithm converges superlinearly 
[78]. His proof is adapted here to the case of non-self-adjoint, diagonalizable opera-
tors. Moret in [50] also proves this result using singular values of / + K, and the fact 
that the operator is Hilbert-Schmidt [59]. A theme of this thesis is understanding 
and improving GMRES performance based on spectral observations, rather than on 
the behavior of singular values. Thus the proof adapted from [78] and extended to 
the case of diagonalizable non-self-adjoint operators provided here is more illustrative 
from the viewpoint of this thesis. 
Theorem 1.7.1. Let I + K be nonsingular and let K : H —> H be diagonalizable, 
and Ti a separable Hilbert space, so that K can be written 
oo 
(Ku)(x) = y^Xn(u,wn)vn(x) 
71=1 
for functions {wn}'^'=1 and {vn}'^=1 with the properties (wk, Vj) = Skj and span^n}™^ 
= span{wn}^=1 = H. Then the residual rk constructed by GMRES applied to the 
continuous problem 
(I + K)u{x) = u\x) 
is R-superlinearly convergent to zero. That is, the norm of the residual 
rk = u
l
 — (I + K)uk satisfies 
I N | < (cfc)fc||r0|| (1.38) 
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where limfc^oo Ck = 0. 
Proof. Order the eigenvalues of the compact operator, cr(K) = {\j}^i, so that 
I Ai|, JA2I,... are are monotonically decreasing. Without loss of generality, let the 
initial GMRES iterate be u0 = 0. 
Define Qfc(A) to be the unique polynomial of degree A; having roots at the first k 
eigenvalues of / + K and Qk{—1) = 1. Then Qk can be written in the form 
j—i J 
Since Qk(—l) = 1, —1 is a root of 1 — Qk(^) and there is a unique polynomial Pk-i 
of degree k — \ such that 
l-Qfc(A) = (l + A)pfc_!(A). 
Define qk-i{\) = pk-i(l - A) so that qk-i{I + K) = pk-\(K). Let 
Vk = qk-iil + K)^ 
= pk-i{K)ro, 
and define the non-optimal residual rk = ul — (I + K)yk- This gives 
fk = ( / - ( J + tf)Pfc-i(#))«' 
= Qk(K)r0. 
Define Ru = YlT=i(u^vi<:)vk and Lu = YlT=i(u^wk)wk- The diagonalizability 
property of the operator K implies that 
0 0 
Kju = 22K:(uiwk)vk for all j e Z+. 
fc=i 
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Thus the non-optimal residual can be bounded by 
||r*|| < ||gfc(JO||||ro|| 
< H/JllllLllsuplQfcCAjOlllroll. 
j>k 
Since Qk(^j) = 0 for k < j , all that remains is to show that supJ>fc |Qfc(Aj)| —> 0 as 
k —> oo: 
k 
sup|gfc(Aj)| < TT sup 
i>* j=iW<|A,-| 
k
 2|Aj| 
A j - A 
A, + l 
< 
/ 2 ^ |A,-| £ 
where the last inequality above is given by the inequality between the arithmetic and 
geometric mean. Since we assume / + K is nonsingular, |1 + \j\ > 0 for all j , and 
since lim^oo Xj = 0, we get that, as k —• oo, 
This follows from the fact that {|Aj|/|Aj + l |} is a bounded sequence that converges to 
zero, hence the mean of the first k terms must converge to zero as k —* oo. Denning 
e^(l |K| M )"*(f£^ 
completes the proof. • 
The numerical results in Chapter 4 show residual histories that confirm the su-
perlinear convergence behavior described in this theorem; see for example Figure 4.2. 
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Theorem 1.7.1 also suggests that the distribution of the eigenvalues of K play an 
important role in the convergence behavior of GMRES applied to (1.23). Indeed 
this is demonstrated in Chapter 2, which investigates the spectral properties of the 
operator A that we exploit to develop effective iterative methods based on deflation 
preconditioning. 
Chapter 2 
Spectral Properties of the 
Scattering Operator 
For matrices that are close to normal, the polynomial minimization problem over 
the spectrum described in (1.37) typically describes GMRES convergence behavior 
well as a function of the spectral properties of the matrix A (or, in the continuous 
problem, as a function of the spectrum of A = I + K). Furthermore, for compact 
perturbations of the identity, GMRES converges superlinearly at a rate determined 
by the distribution of the eigenvalues [50]. This thesis ties GMRES convergence rates 
to the spectrum of the underlying integral operator, specifically investigating those 
properties responsible for an initial stagnation in GMRES convergence. 
Unless otherwise stated, the setting for this chapter is the Hilbert space L2(Q) 
endowed with the inner product (/, g) = Jn f(x)g(x) dx for two functions / and g 
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in L2{VL) and norm | |/ | | = y/(fj). The norm of an operator T : L2{9) -f L2{Vt) 
is defined to be ||T|| = supxeZ/2(m HT^H. As a compact perturbation of the identity, 
the spectrum of the operator A = I + K is a shift by one of that of the integral 
operator K. The compactness of K implies that there exist only a finite number of 
eigenvalues of K outside any ball of nonzero radius around the origin [45, Theorem 
8.3-1]. Furthermore, the span of the union of the invariant subspaces associated with 
those eigenvalues is a finite dimensional subspace [44, Theorem 6.26]. 
2.1 Bound on Spectral Radius 
An important distinction between this approach and others that directly discretize the 
unbounded Helmholtz partial differential operator, A + k2n(x)2, is that the operator 
A = I+K is bounded. In numerical experiments, the eigenvalues of the discretization 
converge in order of lowest to highest frequency of the corresponding eigenvectors. 
The ordering by frequency of the eigenvectors corresponds to an ordering of the 
eigenvalues, which lie approximately on a circle tangent to the real line at one, in a 
clockwise order, ending with a cluster of eigenvalues around one. Therefore, beyond 
a sufficiently resolved discretization, one sees eigenvalues of the discretization added 
increasingly close to one. Thus sufficiently resolved discretizations yield consistent 
bounds on the spectral radius of K and consistent conditioning of A = I + K. 
This property is demonstrated here by bounding the size of the eigenvalues of 
K. The growth of the spectral radius of K is bounded by the norm of K, thus the 
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modulus of each eigenvalue is bounded by 
p(K) := max |A| < ||AT||. 
X€<T(K) 
For compact operators of the form K = Jn $(x, y)u(y) dy, where Q is a compact 
set, then \\K\\ < | |$(., •)\\L2(nxQ) by the Cauchy-Schwarz inequality. Since $(x,y) 
is weakly singular at worst (and continuous for the one-dimensional case), then 
ll$(-> Ollz^Cnxfi) is bounded as a function of the wave number K and m(x), assumed 
to be bounded on Q. 
2.2 Convergence and Existence of Spectral Values 
Another advantage to working with the compact operator K defined in (1.25) is that it 
behaves like a finite dimensional operator in the sense that all nonzero spectral values 
are eigenvalues. However, a natural question is: If the discretization represented by 
the matrix K described in Section 1.5 has spectral values A^  G cr(K) with the property 
that Xd —> A as the discretization is refined, then is A € &(K)7 
We can see numerically that there appears to be limit points of the numerically 
computed eigenvalues of K as the discretization is refined, and that such limit points 
must be the eigenvalues of K. However, while one may be convinced computationally, 
there is no result guaranteeing the existence of any eigenvalues of K, except in the 
one dimensional operator [61]. 
Since K is not self-adjoint, we cannot immediately say that it has any eigenvalues 
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at all. Ahues, Largillier, and Limaye [2] have detailed the convergence theory for 
spectral values of discretized integral operators as the discretization is refined. The 
one dimensional case is more straightforward as the kernel is continuous on O x Q. 
The two and three dimensional cases are similar to each other in that both have 
weakly singular kernels. 
Let T, Tn : Ji —> H be linear operators and TC a Hilbert space. We say a sequence 
of operators {Tn} converges uniformly to T, denoted Tn —> T, if and only if \\T—Tn\\ —> 
O a s n ^ oo. Pointwise convergence, denoted by Tn —> T, is obtained if and only if 
\\Tx — Tnx\\ —• 0 for every x EH. However, uniform convergence of TlnKn, defined in 
(1.27), to K is not guaranteed, warranting other notions of convergence. Define V-
convergence" of T to Tn, denoted Tn A T, to be if and only if \\(Tn - T)T\\ -»• 0 and 
\\(Tn — T)Tn\\ —> 0 as n —> oo, and ||Tn|| is bounded for all n [2]. Define collectively 
compact convergence of operators, denoted Tn —> T, to be if and only if Tn —» T as 
n —• oo, and if for some positive integer n0, the subset 
V = U UTn -T)u:ueH, \\u\\ < 1} , (2.1) 
n>no 
is a relatively compact subset of Ti. 
Ahues et al. show in [2, Corollary 2.7] that, indeed, one obtains the desired 
convergence of spectral values under ^-convergence of operators. That is if Tn —»• T, 
and An -> A 6 C for An e a(Tn), then A e cr(T). 
In the case of the one dimensional operator, the matrix representation K —> K in 
the sense that HnKn —> K [2, Theorem 4.5]. Thus we have the desired property that 
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if An -* A G C and An G a(JlnKn) = cr(K), then A G a(K). 
In the two and three dimensional case, the matrix K represents the fully discrete 
operator YlnKgn where Kgn is the semidiscrete Nystrom discretization of Kg defined 
in (1.30). Anselone shows in [3] that UnKgn —* Kg. Collectively compact convergence 
of compact operators implies ^-convergence [2]. This fact, coupled with the uniform 
convergence of Kg —• K implies that K —> K, again in the sense that HnKgin —> K if 
6 —> 0 as n —> oo. 
Therefore, in all dimensions one through three, if An —> A G C and A„ G cr(K(n)), 
then A G <r(K). Convergence of the eigenvalues of the matrices K as the dis-
cretization is refined in the two dimensional case is shown numerically in Figures 
2.17 through 2.24. 
2.3 Spectral Properties of the One Dimensional 
Integral Operator 
Consider first the case of the one dimensional operator (d = 1). Russell and Shampine 
give a general theorem demonstrating the existence of one nonzero eigenvalue for 
Fredholm integral operators with continuous kernels. However nothing more is known 
in general for the scattering equations. Numerical experiments demonstrate that 
the one dimensional operator has spectral properties, and thus GMRES convergence 
properties, very similar to the two dimensional case. Hence, a thorough understanding 
Figure 2.1: On the left, 1 + cr(K) in the complex plane for wave number 
K = 10 on an interval [0, 2ir] with discretization n = 100. On the right, 
the absolute value of Fourier coefficients of the eigenvectors ordered 
so that the corresponding eigenvalues are sequenced clockwise, ending 
with the cluster at one. 
of the spectral properties of the one dimensional operator is indicative of behavior 
in higher dimensions. In this case, the kernel of the integral operator is continuous, 
making K easier to analyze than in higher dimensions. 
This section demonstrates the central observation of the spectral behavior of the 
Lippmann-Schwinger integral operator, that the eigenvalues of K lying outside of 
some ball of nonzero radius around the origin have corresponding eigenvectors that are 
lower in frequency than those eigenvalues inside the ball around the origin. The term 
"lower in frequency," here, means that these eigenvectors are very well approximated 
by trigonometric functions of low frequency. This is confirmed by Theorem 2.3.7 and 
shown numerically in Figure 2.1, for d = 1, and also in Figure 2.8, for d = 2. There, 
one sees that the eigenvalues of I + K, for d = 1 and 2, lie approximately on a circle 
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tangent to the real line at 1, where the eigenvalues cluster. More specifically, if the 
eigenvalues of K are ordered beginning with the eigenvalue to the right of the cluster 
around the origin, and continuing clockwise, as demonstra ted in Figure 2.2, then this 
corresponds with monotonically increasing frequency of the associated eigenvectors. 
This is demonst ra ted in the right half of Figure 2.1, which plots the absolute value of 
the Fourier coefficients of each eigenmode ordered in the clockwise fashion described. 
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Figure 2.2: Eigenvalues of the one dimensional operator for K = 3 and 
m = — 1, ordered clockwise 
Indeed it is striking that the spectrum of the matrices for d = 1,2, and 3 are 
so similar in this characteristic quality. In order to demonstrate the numerical ob-
servations of the spectrum of the integral operator K, the next sections considers 
asymptotic analysis and bounds on the Fourier decay of the eigenvalues in the one 
dimensional case. 
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2.3.1 Existence and Convergence of Spectral Values of the 
One Dimensional Integral Operator 
It is often convenient to consider a change of coordinates in studying a bounded 
operator; such inquiries can reveal a structure to the problem hidden by the standard 
description of the operator. To this end, consider the operator F : £2(Z) —• L2([0, 2ir]) 
defined by 
(Fv)(x) = ^ Vnfn(x), 
where v = {vn}c£L_00 G £2(Z) and /„ are the standard Fourier functions denned 
f (x) = einx 
It is well known that the adjoint operator F* : L2([0,2TT]) —• £2(Z) is given by 
F*u = {(u,/n)}2L_oo a n d that F is a unitary operator. Define D : £2(Z) -* £2(Z) to 
be the operator 
D = F*KF. (2.2) 
Then D is a doubly infinite matrix with entries Dpq = (Kfq, fp). For simplicity, con-
sider first the case of integer wave number K and constant refractive index. Without 
loss of generality, let m = 1. 
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Begin by computing 
' K2 » / , « , / ^ K 
(* / , ) (*) 
g 2 — K 2 A(
x) + ^7—IT/KO* 2 ( K - g ) ' " t v y 2(« + g) /_K(x), q ^ ±K; 
i 1 1 
-fK[x)x - -fK{x) + -f-K(x), = «; 
IK 1 / l \ 1 
. —f-K{x)x + - \2mn- - J f-K(x) + -f-K(x), q = -K. 
Then taking inner products of Kfq with fp gives the entries of the matrix D: 
,2 
K 
(KfgJP) = { 
q2 — K2 ' 
K 
2(K + 
K 
2 ( K -
« 
2 ( K -
« 
9) 
9) 
P) 
, p = q ^ ±K; 
, p = —K and g ^ ±« ; 
, p = K and g 7^  ± K ; 
, p 7^  ± K and q — K; 
, p 7^  ± K and g = — K; 
2{K +
 P) 
ZK7T 1 
— - 4 , p = g = ±«; 
p = ~q = ±K; 
0, otherwise. 
Since Dpg = (Kfq, fp), the above demonstrates that D is sparse, with nonzero entries 
only on the main diagonal, and the ±K rows and columns. This implies that D is a 
rank four update to a diagonal matrix. This is made explicit by writing 
D = $ + ve_K + wel + e_KvT + eKwT, (2.3) 
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where en € £2(Z) is the canonical basis given by {e n}£l_^ = {5nk}<kL^00 and the 
vectors v, w G •£ (Z) are defined by 
f 
(o, 
-, n 7^  - « ; 
n = —K, 
and 
2 ( K - n ) 
0, n = K, 
and $ is the doubly infinite diagonal matrix with entries 
\n\ 7^  K; 
n2 — K2 
ZK7T 1 . . 
~Y ~ 4' ln l _ A t -
Thus a natural discretization of the integral operator if would be the restriction 
of D to the space spanned by the — N through N canonical basis functions en. That 
is DN = F^KFN where (FNv)(x) = YH=-Nvnfn(x) and (F^u)n = ( u , / „ ) for 
n = -N,..., N and 0 for \n\ > N. Then DN : £2(Z) -> £2{Z) is the doubly infinite 
matrix equal with entries equal to Dij for — N < i, j < N and is zero everywhere else. 
The matrix BN e C(2iV+1)x(2iV+1) denotes the finite section of D (and DN) comprising 
rows and columns — N,... ,N. Given the sparsity and structure of D (and thus of 
DJV), it is a straightforward task to show that CT(DJV) consists of 2N + 1 nonzero 
eigenvalues (hence a(DN) = {0,a(Djv)}). 
Lemma 2.3.1. The matrix DN, for integer valued n > 0 and constant m, admits a 
trivial null space. 
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Proof. For N < K, BN E &2N+^X{2N+1) is a diagonal matrix with nonzero diagonal 
entries and the result follows trivially. 
For N > K. let c G C2JV+1 and c ^ O . To keep notation consistent within this proof, 
with notation for the doubly infinite matrices D and D^, the entries of JDN and c will 
be indexed from —N to N. Thus the canonical basis vectors e n for n = —N,..., N 
are the vectors of zeros save for a one in the nth entry (i.e., e_w = [1 0 0 • • • 0]T). 
Write the vector c as c = Y2n=-N cnen- If CK — C-K — 0, then the nth entry 
of DJVC, for |n| ^ K is equal to cnn2/(n2 — K2), which is not equal to 0 if cn ^ 0. 
Since c ^ 0 it follows that D ^ c ^ 0 if c_K and cK are both set to 0. Similarly, it is 
straightforward to see that if cn = 0 for \n\ ^ K and c / 0 , then D^rC ^ 0 follows 
from the fact that the — K and K columns of DJV are not complex scalings of each 
other, and thus are linearly independent. 
The remaining case then is when c has at least one nonzero entry in the K or 
—K position and at least one nonzero entry not in the K or — K position. Suppose 
Dive = 0. Then 
Cn
 \tf=tf) = ~CK \2(K-n)) ~ C~K \2{K + n)J ' 
for each n, \n\ ^ K. Thus one can write the coefficients c„, for \n\ ^ K in terms of c_K 
and cK: 
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Since (DNc)±K = 0, 
N 
J2 c« 
n=-N |n|#K 
N 
2(K + n)J+C-{—-4)+C«2 = ° 
and 
n=-N 
1 /Z/OT 1 
2(/c-n)J+ C-K2+ Cn~2~_4 E M^TT^ +c-5 + c« - - = 0. 
Substituting the representation of cn in terms of c_K and cK from (2.4) into the last 
two equalities gives a linear system in two variables: 
1 ^-v K — n i KIT 1 
4 ^ n + n 2 4 
i n=-N 
\ \n\ftK ) 
. 2 A T - 1 1 \ 
c _ K + i ^ - — + - ) c K = 0 
/ 
2N-1 r N 
\ 
1 Y ^ K + n inn 1 
4 ^ K-n + ~ ~ 4 
, n=-JV / 
cK = 0. 
(2.5) 
(2.6) 
Note that Y,n=-N,\n\^K ~ n)/(K + n) = En=-iv,|«|/K(K + n)/(K - n) s i n c e b o t n 
sums contain the same entries, but in reverse order. This system only has a nonzero 
solution if 
/ 
1 N E 
\ 
K — n inir 1 
4 ^ « + n 2 4 
i n=-N 
\ \n\*K ) 
2N -I 1 
However, this equality cannot be satisfied for any iV since the right hand side is real, 
while the left has both a nonzero real and imaginary component. Thus there cannot 
exist a nonzero c G C*2iV+1^ such that DJVC = 0. • 
This result is useful in understanding the spectral properties of D ^ , however it is 
not required to show that O{DN) —> o(D). The proof, though, does give a framework 
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that can be extended to show that zero is not an eigenvalue of D. Furthermore, 
(JP{D) = <TP(K) follows from the isometry between L2 and £2, (i.e., the unitary sim-
ilarity transformation (2.2)), where ap is the set of eigenvalues (known as the point 
spectrum) 
Theorem 2.3.2. Let K be the integral operator defined in (1.25) with a one dimen-
sional Green's function given in (1.11), 
iK r27t (Ku)(x) = - J eiK^m(y)u(y) dy. 
Furthermore, let m(x) be constant and the wave number K be a positive integer. Then 
K has a trivial null space. 
Proof. One may take advantage of the structure revealed by D by considering the 
decomposition L2([0,2ir]) — U@ V, where the subspaces U = span{/ n }^ = _ 0 0 , . , and 
V = span{/_K , fK}. Let u € U, u ^ 0. Then for some set of coefficients c„ of u not 
all equal to 0, the product Ku can be written 
/ \ 
oo 
Ku = K ^ Cnfn 
\
n=—oo 
H#K / 
OO 
= ^2 °nKfn 
n=—oo 
= £ 
re= 
|n 
/ 
n=—oo | /K 
KT 
n
2
 — K2 
fn + 
oo 
n=—oo 
K 
2{K-U) 
\ 
/* + 
/ 
J2 c" 
n=—oo 
\ l"l/« 
K 
2(n + n) I — K- (2.7) 
/ 
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Since the product Ku is a linear combination of linear independent functions /„ for 
all n G Z, then Ku can only equal zero if every coefficient of fn is zero. At least one 
of the coefficients in the first term of (2.7) is nonzero since cn ^ 0 for some |n| ^ « 
and K2/(n2 — n2) ^ 0 for K > 0. It follows then that the nullspace of the operator 
K restricted to the subspace U must be trivial. Consider a nonzero function v E V. 
Then v = af-K + (3fK and 
(Kv)(x) = a(Kf_K)(x) + {3(KfK)(x) 
=
 a
 f ^f*(x)x --fK +-f-KJ + 
(3 (jf-K(x)x + (in* - ±) /_„(*) + !/„(*)) 
= f Ux)x + ^f-.(x)x + ( § - f ) W) + ( W - f + f ) / -«(*) 
since fK(x)x, f_K(x)x, fK(x), f-K(x) are linearly independent functions and at least 
one of the coefficients a and (5 is nonzero. Then K restricted to the subspace V must 
also have a trivial nullspace. 
Suppose, for the sake of proving the result by contradiction, that there exists 
some nonzero z such that Kz = 0. Then z can be expressed uniquely as the sum of a 
function u G U and v G V, where both u and v are nonzero functions. Then Kz = 0 
implies that Ku = K(—v). Let 
oo 
7 l = — OO 
-u = a/_K+ /?/«. 
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Then the equality of the inner products (Ku, /„) = —(Kv,fn) for \n\ 7^  « implies 
that 
Cr 
/
 K2 \ / K \ / K \ 
Vn2-K2/ = a \2(« + «)J + ^ U(«-n)J ' 
and that the coefficients c„ must have the form 
n 
a-0\ a + f3 
n . 
2K J 2 
However, this implies that { c n } ^ . ^ ^ ^2(Z), where c_K = cK = 0, which contradicts 
that u € £2([0, 27r]). Thus there can be no nonzero z = u + v £ L2([0,2ir]) such that 
Kz = 0. Then Af(K) = {0}. • 
We will use the notion of pseudospectra throughout this thesis as an analytical 
tool in several contexts. We give three equivalent definitions here (see [71, Thm. 2.1] 
for a proof of equivalence, as well a thorough discussion of each definition). 
Definition 2.3.3. The e-pseudospectra of a square matrix A G C n x n is given by: 
1. <T£(A) := {z G C : z € a(A + E), for some E with ||E|| < e}. 
2. ae(A) :={zeC: \\(zl - A)v| | < e, for some v e C n , ||v|| = 1} 
3. ae(A) :={zeC: \\(zl - A)v|| < e} 
The Fourier truncation DN —>• D uniformly [2, theorem 4.1], meaning that for any 
e > 0, there exists some natural number N(e) > 0 such that \\D — DN\\ < e for all 
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N > N(e). Then for N > N(e), a(DN) C ae(D). Theorem 4.3 of [71] states that 
(T£'(D) C ae(D) if e > e' and that 
f>£(£>) = *(£>)• 
£>0 
Therefore, if en —> 0 as n —> oo, lim„_>00(j£n(D) = o(D). Furthermore, there exists 
an increasing sequence of natural numbers N(en) such that 
lim [ sup ) a(DN) = lim ( inf ") a(DN) C f ) ^n(£>) = a{D). (2.8) 
Therefore 
lim <T(DJV) C CT(£>). (2.9) 
AT—>oo 
Furthermore, for every A 6 ap(D), there exists a sequence of XN £ CT(DN) such 
that A AT —» A as iV —> oo, this property is called the lower semicontinuity of the 
spectrum [2, corollary 2.13]. Ahues, et. al. also show that there is some N such 
that the multiplicity of each A € crp(D), guaranteed to be finite by [44, theorem 6.26] 
and Theorem 2.3.2, is equal to the sum of multiplicities of all XN £ a{D^) in a 
neighborhood of A not containing any other eigenvalues of D for N large enough [2, 
corollary 2.13]. 
We make the concept of spectral convergence explicit by defining the Hausdorff 
distance, [69], between subsets in the complex plane: 
dn(X, Y) = max < sup inf \x — y\ , sup inf \x — y\ > , 
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Theorem 2.3.4. The set <J{DN) converges to cr(D) in the Hausdorff metric as N —>• 
oo. 
Proof. The distance OIH{O-{DN),O-P{D)) is given by 
d#(er(.Djv),crp(.D)) = max < sup inf |A — Ajv| , sup inf |A — A/y| > • 
That the first term goes to 0 as N —> oo follows from (2.9). The second term goes 
to 0 as N —> oo and follows from the lower semicontinuity property of the spectrum. 
Therefore dH{a{DN),ap(D)) -»• 0 as N -» oo. The proof that dH(a(DN),a(D)) -+ 0 
as N —*• oo is completed by noting that 0 is contained in both CT(DJV) and cr(D) and 
t h a t a ( D ) = {0,oy,(D)}. • 
Theorem 2.3.4 coupled with the result from Theorem 2.3.2 that D contains no 
zero eigenvalues along with numerical observations suggest that the operator K per-
mits an infinite number of eigenvalues. Otherwise, one would observe in numerical 
computations that all but a finite number of eigenvalues of K converge to 0. Rather it 
appears that refining the discretization yields an increasing number of approximations 
to eigenvalues of K that correspond to eigenfunctions that are well approximated by 
increasingly higher Fourier functions (see Figure 2.1). 
The convergence of the spectrum demonstrated in Theorem 2.3.4 is shown com-
putationally in Figures 2.3 through 2.5. In these convergence plots, observe that 
the evenly numbered eigenvalues (numbered clockwise and ending with the cluster 
of eigenvalues around the origin) appear to converge initially at a rate like N~l, and 
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then increase to a rate like iV~3/2, while the oddly numbered eigenvalues appear to 
converge like N~s. 
Figure 2.3: Eigenvalues of the matrix D^, with m — — 1, for values of 
JV ranging from 20 to 200. The color bar corresponds to the values of 
N. 
Another interesting (and quite useful) observation is that while the entries of the 
matrix created via a Nystrom discretization are complex valued, all but two of the 
entries of D are real valued. The two complex entries fall on the diagonal of D. Thus 
the skew-Hermitian part of D, defined by Ds = (D — D*)/2 is a matrix consisting 
entirely of zeros except for the — K and K entries of the diagonal. Thus Ds is rank 
two, from which it follows that the skew-Hermitian part of K is also rank two (and 
also the skew-Hermitian part of A = / + K). This leads to the following lemma. 
Lemma 2.3.5. The integral operator defined in (1.25) with one dimensional Green's 
function, constant refractive index and integer values K, has a skew-Hermitian part 
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Figure 2.4: Convergence of the first 10 odd eigenvalues (ordered clock-
wise) of the matrix DN, with m = — 1, for N = 32 ,64 , . . . , 1024, with 
A2048 taken as "exact". The color of the convergence curves on the right 
correspond to the circled eigenvalue of the same color on the left. The 
blue dashed line is CN~3 for some constant C. 
© 
-©-
Figure 2.5: Same as Figure 2.4, but with the first 10 even eigenvalues. 
The blue dashed line is CN~l for some constant C and the black dashed 
line is C'N3/2 for some other constant C. 
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of rank two. 
Proof. Without loss of generality, let m = 1. The proof follows directly from the 
fact that ikir/2 is the only nonzero eigenvalue of the diagonal matrix Ds, and this 
eigenvalue has multiplicity two. For a more constructive approach, compute 
(Ksu)(x) = \{K-K*)u{x) 
= \{F{D-D*)F*)u{x) 
= ^ ((«, fK(x)) fK(x) + (u, /_,.(*)) f.K{x)) 
= y ((u(y), cos(Ky)) COS(KX) + (u(y), sm(Ky)) sin(«y)) 
• 
It is a straightforward task to extend Lemma 2.3.5 to the case of non-integer values 
of the wave numbers K. 
Theorem 2.3.6. The integral operator defined in (1.25) with one dimensional Green's 
function and constant refractive index has a skew-Hermitian part of rank 2. 
Proof. Again, let m = 1. Then the skew-Hermitian part can be computed directly 
1 in f2n 
-(K-K*)u(x) = - J (e^-y\ + e-iK\x-y\)u(y)dy 
=
 ~2 COS(K(X - y))u(y) dy 
— {u(y),cos(Ky)) COS(KX) + —{u(y),sin(rey)) sin(«a;). 
• 
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The fact that the one dimensional integral operator is a rank two update to a 
Hermitian operator is significant in that it suggests the use of short term iterative 
methods for solving A u = u l that exploit this structure. Beckermann and Reichel 
demonstrate such a method that is mathematically equivalent to GMRES. However, 
the results in Chapter 3 show their method proves to be unstable for this problem. I 
propose an alternative algorithm for solving such equations that utilizes a short term 
iterative method based on Krylov subspaces. This approach is an application of the 
Sherman-Morrison-Woodbury identity for inverses of low rank matrix perturbations 
[33, 65, 79]. 
In the case of a non-constant function m, then (1.22) is equivalent to the equation 
^ T + T [^ ^"Mv) dy = «*(*), (2.10) 
m(x) 2 J0 
where v(x) = m(x)u(x). This is equivalent to using the multiplication operator 
(Mu)(x) = m(x)u(x) as a right preconditioner applied to the equation (I + K)u = u%. 
This approach is valid if m{x) ^ 0 for all x € fi, which is to say that the scattering 
obstacle has no "holes" where the refraction index coincides with the acoustic medium 
background. Since m(x) is real valued, then (2.10) is a rank two update to a Hermitian 
operator and can be solved using the techniques described in Chapter 3. 
For integer values of the wave number K, that is, in the case of a scattering 
obstacle of length equal to an integer multiple of the wavelength, and for constant 
m, then D is a rank four update to a diagonal matrix. For nonconstant m, the 
preconditioning method of (2.10), along with a change of variables to the Fourier 
49 
basis, implies that solving (1.22) is equivalent to solving a system that is a rank four 
update to a Hermitian system. Thus the methods of Chapter 3 would also apply to 
solving the one dimensional problem with nonconstant m(x) in the Fourier domain. 
2.3.2 Asymptotic Analysis of Spectral Proper t ies of the One 
Dimensional Operator 
Let Kv = Xv, with ||u|| = 1. The separability of the Hilbert space, L2([0, 2ir]), implies 
that the eigenvector v can be expressed as an expansion in the Fourier basis, 
oo 
V
= ^2 Cnfn-
n=—oo 
Combining the Fourier analysis of the previous section with this expression of an 
eigenvector suggests asymptotic bounds on the Fourier coefficients as a function of 
the distance of the associated eigenvalue from the origin. 
Theorem 2.3.7. Let K be the integral operator defined in Theorem 2.3.2 with con-
stant m(x) and integer valued K. Let (X,v) be an eigenpair of K such that \\v\\ = 1. 
Then the Fourier coefficients cn = (v,fn) of v £ L2([0,2ir]) obey 
\cn\\X\ = 0{n~l) as \n\ —> oo. (2-11) 
Proof. Without loss of generality, let m = 1. Since cn = (v,fn) and Kv = Xv, the 
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coefficients can be written 
c„ = -(Kv,fn) 
= j(v,K*fn), 
where, K* is the adjoint operator of K given by 
/-27T 
(K*u)(x) = n2m{x) j G(y,x)u(y)dy. 
Jo 
The adjoint operator applied to a Fourier basis function yields 
(K*fn)(x) = -—= / e-^^^y dy 
ZyZir Jo 
%K (e %KX rx 
' 1 \V2^ 
(n2 — K2 
I i{n+n)y 
I 
-Jn{x) ~ 
dy + 
V7^ 
I ei{n-K)y dy\ 
;Ux) + 2{n-n) y ' 2(U + K) f-K(x), n ^ ±K; 
- \ ( -inn - - J fK(x) + -f-K(x) + —fK(x)x, 
—f.K(x)x + - / K (x ) - -f-K(x), 
n = K; 
n = —K. 
Thus 
K" K K 
+ - r + i—:—r, n f ± t ; 
\(v,K*fn)\<{ I + KTT + ^ J , 
n
2
 — n
2\ \n — K\ \n + K 
KIT 
73 
KIT 1 
I 71 + 2' 
n = K: 
n = —K. 
• 
Since, as n —> oo, the special cases of n = ±K are not relevant, we observe that 
|cn||A| = O^-1). This result implies that the Fourier coefficients for eigenvectors 
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have a decay rate bounded by 0{n~l), and this rate should be more obvious the 
farther A is from zero. For eigenvectors close to the origin, |A| <C 1, the bound in 
(2.11) is less descriptive for modest values of n. This is consistent with the numerical 
observations demonstrated in this chapter, that those eigenvalues close to the origin 
correspond to highly oscillatory eigenvectors, which can be approximated well with 
high frequency Fourier modes. The bounds are demonstrated in Figures 2.6 and 2.7. 
2.4 Spectral Propert ies of the Two Dimensional 
Operator 
Consider the square scattering domain Q, = [0,1] x [0,1] with a constant refractive 
index such that m(x) = — 1 for x £ Q, and zero otherwise. The eigenvalues of the 
matrix A for various values of K with these parameters are shown in Figure 2.8. The 
eigenvalues lie approximately on a circle that is tangent to the real line at one. From 
Figure 2.8 one can deduce that the radius of this circle increases like K. 
The majority of the eigenvalues of A cluster at one, while the rest are distinct 
and lie approximately along a circle. The next chapter shows that these outlying 
eigenvalues cause GMRES to stagnate, suggesting that a preconditioning method 
that deflates this set of outlying eigenvalues could cause GMRES to converge more 
rapidly. 
One can quantify the number of "outlying" eigenvalues as a function of K by 
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1 • Fourier Model 
Figure 2.6: On the left are plots of l+a(K) for wave number n = 10. On 
the right are plots of the absolute value of the Fourier coefficients and 
associated bound (Theorem 2.3.7) for the eigenvector corresponding to 
the circled eigenvalue in the plot to the left. 
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Figure 2.7: Continuation of Figure 2.6. 
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Figure 2.8: Spectra of the matrices A for various values of n, which are 
discretizations of the two-dimensional operator in the complex plane. 
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Figure 2.9: The number of outlying eigenvalues grows like K2. 
counting the eigenvalues outside a ball of radius p > 0 centered at 1. This gives a 
measure on the growth of the number of distinct, outlying eigenvalues as a function 
of K. An example is shown in Figure 2.9 for p = 1/2. This growth is portentous of 
the growth of the number of GMRES iterations required for convergence. Table 2.1 
gives the number r of outlying eigenvalues for various values of K. The dimension 
N of the matrix A equals the number of nodes of the mesh, which in each direction 
grows linearly with K, i.e., N = 0(K2) as K grows. The number of these outlying 
eigenvalues grows like K2. 
Table 2.1: r is the number of outlying eigenvalues, and N is the number 
of total eigenvalues in the discretization. 
K 
r 
N 
10 
28 
400 
20 
98 
1600 
30 
210 
3600 
40 
369 
6400 
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2.4.1 Analysis of Nonnormality 
To validate the approach of analyzing GMRES convergence in terms of the spectrum, 
this section shows computationally that the eigenvalues of A are robust to pertur-
bations by examining plots of pseudospectra [71]. Recall that the e-pseudospectrum 
of A G <CNxN is defined to be the set of all z G C for which there exists some 
unit vector v G C ^ such that ||(A — zl)v\\ < e. If for small e, the corresponding 
e-pseudospectrum contains points far from the eigenvalues of A, then the approach 
of bounding GMRES by a polynomial minimization problem over the spectrum can 
be misleading [71, sect. 27]. 
Figures 2.10 through 2.12 show that for increasing values of K and various dis-
cretizations, the pseudospectra of A are well-behaved, implying that A is close to 
normal. A matrix M is defined to be normal if 
M*M = MM*. (2.12) 
Equivalently, M is normal if it has a complete orthonormal basis of eigenvectors, 
which implies that one can diagonalize M as M = V A V - 1 with cond(V) = 1. 
As mentioned in the discussion of the GMRES algorithm, the convergence estimate 
(1.37) is useful if cond(V) is not too large. Figure 2.13 demonstrates that cond(V) 
remains tame as K ranges from 5 to 40. This implies that the eigenvectors of A are 
not too far from orthogonal. The condition numbers demonstrated in Figure 2.13 are 
computed from diagonalizations of A = V A V - 1 , where the columns of V have unit 
norm. Such a normalization may not minimize cond(V) over all diagonalizations, but 
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Figure 2.10: Pseudospectra of the matrix A for n = 10 computed on an 
JV = 102, 202, 302, and 402 nodal discretization of O, using EigTool [80]. 
We see that the eigenvalues are well conditioned even as one refines the 
discretization. Colors correspond to log10e. 
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Figure 2.11: Pseudospectra of the matrix A for K = 20 computed 
on an N = 602 nodal discretization of Q, using EigTool [80]. Colors 
correspond to log10e. 
Figure 2.12: Same as Figure 2.10, with K = 30. 
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it is guaranteed to be within y /dim(A) of the optimal value [72]. This may account 
for the mild variation in Figure 2.13. 
In Figure 2.14, nonnormality is quantified by computing how far off A is from the 
definition of normality given in (2.12). That is we measure ||A*A — AA*| | / | |A| | as a 
function of n. For the matrix A defined in (1.29), this measure remains under 10 for 
values of AC = 5 ,10 , . . . , 30. 
Figure 2.13: The condition number cond(V) = ||V|| ||V 1 | |, computed 
on a N = 602 nodal grid, remains mild for different wave numbers K. 
60 
30 
Figure 2.14: The quantity ||A*A —AA*||/||A|| grows at a modest linear 
rate with K. 
2.4.2 The Eigenvectors of the Discretized Two Dimensional 
Operator 
The eigenvectors of the matrix A are discrete approximations to eigenfunctions of the 
operator denned in equation (1.25), and by plotting these eigenvectors on the compu-
tational grid, we gain insight into properties of the eigenfunctions of the underlying 
operator A = I+K. Such numerical results show that the lowest frequency eigenfunc-
tion corresponds to the eigenvalue closest to two on the real line. Moving clockwise 
around the spectrum, the associated eigenfunctions increase in frequency, in the sense 
that they are well approximated by low frequency Fourier modes; the eigenfunctions 
associated with the eigenvalues clustered at one have the highest frequencies. This 
0 
„° 
o 
° ° 
0.5 1 
®: 
1.5 2 2.5 
1 
Figure 2.15: Spectrum of the matrix A for n = 10, with each circled 
eigenvalue corresponding to the adjacent plots of the real part (center) 
and imaginary part (right) of the associated eigenvector. 
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Figure 2.16: Continuation of Figure 2.15. 
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behavior is shown analytically in the one dimensional case in Theorem 2.3.7 and is 
illustrated computationally for the two dimensional case for a few eigenvectors in 
Figures 2.15 and 2.16. This ordering is provocative in that it suggests that coarse 
mesh calculations may provide useful approximations to the outlying eigenvalues and 
eigenvectors even if the mesh size is too coarse to provide sufficient resolution of the 
solutions to the linear system for that given wave number K. 
2.4.3 Approximation of Low Frequency Eigenvalues 
Figure 2.15 suggests that discretizations on a coarse mesh might reasonably approxi-
mate the outlying eigenspace, since this eigenspace is characterized by low frequency 
eigenfunctions. Indeed it is this space that must be deflated for a preconditioner to be 
effective, suggesting that coarse mesh evaluations could lead to a well-approximated 
low-frequency eigenspace. Deflation of this space of outlying eigenvalues that cause 
GMRES to stagnate can lead to effective preconditioning. 
Numerical experiments indicate that the eigenvalues calculated for increasingly 
refined meshes converge quadratically with the mesh parameter n for sufficiently 
large K. Figures 2.17 through 2.24 show that for low values of n, the spectral pattern 
is similar but shifted. This shift decreases quadratically to zero. 
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Figure 2.22: Same as Figure 2.18, with K = 30. 
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Figure 2.23: Same as Figure 2.17, with K = 40. 
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Figure 2.24: Same as Figure 2.18, with K = 40. 
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2.4.4 Accuracy of Eigenvectors for Coarse Meshes 
While the numerical results show that coarse meshes can reasonably approximate the 
spectrum of integral operator, the crux of the issue is the approximation of the eigen-
vectors. Deflating the span of these eigenvectors is precisely the strategy suggested 
in this thesis. 
The first ten eigenvectors are computed for mesh dimensions N = n2, where 
n = 2J, for values of j = 2 , 3 , . . . , 8; the eigenvectors computed from the n = 28 = 256 
mesh are taken as "exact". For coarser meshes, the eigenvectors are interpolated onto 
a 256 x 256 mesh using cubic spline interpolation via MATLAB's interp command 
with the spline option. In order to compare eigenvectors of different sizes, they are 
rescaled to minimize the vector 2-norm of the difference at the nodal points by solving 
the scalar least squares problem 
min llv" — av e | |2 , 
where v e is the "exact" eigenvector evaluated on the fine mesh, and v n is interpolated 
from a mesh of size nxn. The scalar a is computed then by solving the corresponding 
normal equations to obtain 
ve*v™ 
The error is evaluated in the discrete L2 norm, denoted by L2, and is denned by 
ll ll X l l ll 
Figures 2.25 through 2.28. indicate that the eigenvectors converge at a linear rate. 
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A significant portion of eigenvectors demonstrate low frequency properties and 
can be approximated well with coarser meshes. This suggests that, for any resolu-
tion desired, a significant portion of the GMRES process, which can be seen in some 
cases as an eigenvalue deflation process, can be accomplished on a coarse mesh with 
significantly cheaper computational requirements. Therefore, in Chapter 4, we inves-
tigate GMRES convergence as a deflation process and provide numerical results for 
a preconditioning strategy based on approximate deflation. In Chapter 5, we give an 
analytical framework for approximate deflation with Arnoldi vectors and develop a 
restarted GMRES method on multiple grids. 
While the one dimensional problem shares this property, the fact that the integral 
equation is a low rank perturbation to a Hermitian operator allows for the use of short 
term recurrence methods to solve the linear systems resulting from both a Nystrom 
discretization and Fourier truncation. The results comprise the following chapter. 
Chapter 3 
Short Term Iterative Methods for 
the One Dimensional Scattering 
Problem 
3.1 Introduction 
Theorem 2.3.6 shows that the integral operator K : L2([0, 2n]) —> L2([0,2ir}), given 
in (1.25) in one dimension with corresponding Green's function (1.11) and constant 
m(x), has a skew-Hermitian part of rank two. The same holds for the resulting 
Nystrom discretization. Beckermann and Reichel recently proposed a short term 
recurrence algorithm for solving systems with such structure [10]. This method is 
mathematically equivalent to GMRES, and its successful performance is illustrated for 
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several model problems in [10]. While this method initially appears very promising for 
scattering applications, here I reveal that the method suffers a fundamental instability 
that severely limits its applicability. This chapter also demonstrates that methods for 
solving Schur complement problems can be applied to the one dimensional Lippmann-
Schwinger problem to yield short term recurrence methods that more stably solve the 
one dimensional problem. 
Theorem 2.3.6 demonstrates that the integral operator 
?'K f27r (Ku)(x) = - J eiK^m(y)u(y)dy 
has a skew-Hermitian part of rank two if m(x) is constant. In order to apply this 
result to the matrix that results from discretizing this operator, we extended the result 
to the matrix K G (gNxN ^ ^
 r e p r e s e n t s the Nystrom discretization of K described 
in Section 1.5. Recall that the (£,j) entry of K € <CNxN is given by 
Ktj=ujl-£ei«x'-xilm{xj), (3.1) 
with quadrature weights ujj and an equally spaced discretization 0 = x\ < x^ < 
... < XJV < XN+I = 2ir. In order to preserve the skew-Hermitian property, the 
composite Riemann rule is used, giving quadrature weight u>j = l/N. Note that a 
composite trapezoid rule would yield quadrature weights uj\ = o>jv = l/2(N — 1) and 
cjj = 1/(N — 1), j' = 2, 3 , . . . , N — 1, for an evenly spaced discretization 0 = X\ < x2 < 
... < XJV-I < %N = 27r. Then if the matrix K produced by a composite Riemann 
rule has a skew-Hermitian part of rank two, then the matrix created by a composite 
trapezoid rule would have a skew-Hermitian part of at most rank four. 
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The following corollary to Theorem 2.3.6 shows that its result can be extended to 
the matrix resulting from a Nystrom discretization. 
Corol lary 3.1.1. The matrix K G <&NXN^
 w ^ eniries given by (3.1) with constant 
m(x) and quadrature weights uij = l/N has a skew-Hermitian part (1/2)(K — K*) of 
rank two. 
Proof. It follows from the proof of Theorem 2.3.6 that the (£,j) entry of twice the 
skew-Hermitian part is given by 
^ ~«y N\\2)~ ' V 2 
= —: (cos(KXi) COS(KXJ) + sin(Ka^) sm(KXj)) 
Thus 
(K-K')u = ^ ( W J U + B ^ U ) , 
where the £th entry of cK and sK is equal to cos(fta^) and sin(«x^) respectively. • 
Therefore, in the case of a constant m(x), the matrix A = I + K G (Q^xiv
 c a n ^ e 
decomposed into 
A = A* + ^ [ c K s K ] [ c K s K ] \ (3.2) 
3.2 Beckermann and Reichel's GMRES 
In this section we consider the general problem of solving 
A x = b, 
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for b G C ^ and unknown x G C ^ , where A G (gNxN
 n a s the structure 
A = A* + FG* (3.3) 
for full rank F, G G C n x s and s <C n. For the matrix A described in (3.2), s = 2 
with F = (in)/(2N)[cKsK} and G = [cKsK]. 
Recall from Section 1.6 that the GMRES method solves the least squares problem 
min ||r0 — Ax|| , (3.4) 
x6/Cfc(A,ro) 
where ICk(A, r0) = span{r0, Ar0 , A 2 r 0 , . . . , A f c_1r0} [63]. The least squares problem 
is solved using an orthonormal basis for the Krylov subspace created through the 
Arnoldi recursion, 
AVfc = Vfc+1Hfc (3.5) 
= VfcHfc + hk+1,kvk+1el, (3.6) 
where Vk G Cnxk and Vfc+1 := [Vfc vfc+1] G Cnx(fc+1) are unitary and Hfc G C(fc+1)xfc is 
upper Hessenberg with (k + l,k) entry hk+i,k and upper k x k block Hfc. If the Arnoldi 
process is begun with vi = r0 / | | r0 | | , then /C(A,r0) = Ran(Vfc). It is straightforward 
then to show that (3.4) is equivalent to 
min || ||r0 | |ei - Hfcc||, (3.7) 
cecfc 
and Xfc = VfcCfc solves (3.4) if c^ solves (3.7). Multiplying both sides of (3.6) by efc 
reveals the Arnoldi vector update 
f^c+i,fc Vfc+i = Avfc — VfcHfcefc, (3.8) 
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where hk+i,k is chosen to be the non-negative real number || Avfc—VfcHfcefc||. Comput-
ing the updated Arnoldi vector v*;+1 through the relation (3.8) is typically performed 
via a modified Gram-Schmidt orthogonalization (see [64, Ch. 6] for details as well as 
other methods for orthogonalization). 
Consider the case of a Hermitian matrix A = A*. In this case, the Hessenberg 
matrix H^ = V£AVfc = H*k is also Hermitian, and thus tridiagonal. In such a case, 
the last column of H^ has only two nonzero entries implying that VftH^efc is a linear 
combination of v^ and Vk-i- Explicitly using this fact in the Arnoldi relation (3.8) 
provides a three term recurrence known as the Lanczos iteration. The MINRES 
algorithm solves (3.7) using the H^ created by the Lanczos process, and in such a 
case Saad shows in [64, Ch. 6] that x^ can be computed progressively. 
In the case considered here, Beckermann and Reichel demonstrate in [10] that the 
Arnoldi process for matrices with low rank skew-Hermitian part can be updated as 
a short term recurrence with a rank s projection. Their presentation is somewhat 
involved; here we provide a simpler derivation. The idea is similar to the principal 
of the Lanczos method: if A is Hermitian, then so is H^, and if the skew-Hermitian 
part of A is low rank, then so is the skew-Hermitian part of H^: 
Hfc = V*(A* + FG*)Vfc 
= H£ + V£FG*Vfe. 
Substituting this representation of the Hessenberg matrix in the Arnoldi update (3.8) 
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yields the relation 
hk+hkvk+1 = Avfc - 7Jfc,fcvfc - /ifc,fc_ivfc_i - VfcV^FGVfc. (3.9) 
The orthogonal projection of F onto the Krylov subspace, V^V^F, can be computed 
progressively, that is, if Fk := V^V^F, then 
F , = Ffc_! + vfev^F, (3.10) 
so that (3.9) is a short term recursion. Given this short term Arnoldi recurrence, the 
iterate x^ can be computed progressively without the complete set of Arnoldi vectors 
Vfc; see [64, Ch. 6] as well as [10] for a description of this process. This progressive 
GMRES algorithm for matrices with low rank skew-Hermitian parts will be referred 
to as PGMRES-LRS and is described in detail in [10, Alg. 4.4]. Note that PGMRES-
LRS can be implemented in several different, but mathematically equivalent, ways. 
The implementation referred to here is specifically the one given as Algorithm 4.4 in 
Beckermann and Reichel's paper [10]. 
3.3 Numerical Experiments 
3.3.1 Instability of the Short Term Iteration 
While PGMRES-LRS is mathematically equivalent to GMRES, Figure 3.1 demon-
strates that PGMRES-LRS is numerically unstable when applied to the one dimen-
sional scattering problem. Figure 3.1 shows residual norm history of both solvers 
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Figure 3.1: GMRES and PGMRES-LRS are applied to the problem 
A x = b for the matrix A G CNxN described in (3.2) with m = - 1 , 
K — 10, and JV = 100 and a random right hand side vector b created 
using the randn function in MATLAB. 
applied to the problem A x = b with A G CJVxJV described in (3.2), m = —1, n = 10, 
and N = 100 and right hand side vector b G C ^ created using the randn function in 
MATLAB. For the sake of comparison, the residual norms are computed explicitly: 
llrfe|l = IIb ~ A.Xfc||. In experiments with a variety of parameter values, we notice 
that PGMRES-LRS tends to stagnate in situations where GMRES itself experiences 
a slow initial phase of convergence. 
In [10], Beckermann and Reichel demonstrates that PGMRES does indeed con-
verge for some example problems. Figure 3.2 demonstrates convergence also for low 
frequency wave numbers K = 1, 2, 3, however at K = 4 (and for higher wave numbers), 
we see that the residual norms stagnate before converging. 
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Figure 3.2: Residual per iteration for GMRES, GMRES-ALRS, and 
GMRES-ALRSmod, applied to the one dimensional scattering prob-
lems for K. = 1 (top left), K = 2 (top right), K = 3 (bottom left) and 
K = 4 (bottom right). 
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In order to identify whether the instability lies in the progressive update to the 
solution Xfc of (3.4) or whether it comes from the short term Arnoldi recurrence 
derived from the relations (3.9) and (3.10), we repeat the experiment of Figure 3.1 
with a GMRES algorithm driven by this short term Arnoldi iteration. This algorithm 
is referred to as GMRES-ALRS for GMRES with short term Arnoldi recurrence for 
matrices with low rank skew-Hermitian part. The algorithm is given below. 
Algorithm 3.3.1. GMRES-ALRS 
Input: A, F, G, b, x0 , a maximum number of iterations, maxit, and a stopping 
criteria on the relative residual norm, tol. 
Output: x such that ||b — Ax| | < tol. 
l . r 0 = b - A x 0 ; va = r 0 / | | r 0 | | ; F = 0; 
2. For k = 1, 2 , . . . , maxit 
3. F = F + vfcv*F; 
I v ' = Avfc - FG*vfc; 
5. hkjk = (v' - /ifc,fc_ivfe)*vfc (or hKk = v'*vfc if k = 1); 
6. vfe+i = v ' - /ifc,fcVfc - /ife,fc_ivfc_i; (or vfe+i = v' - 7iuv f c if k = 1); 
7. hk+\,k = ||vfc+i||; 
8. Vfc+1 = Vk+i/hk+i,k'i 
9. hk-i,k = hk,k-i + vJ.jFGVfc; 
10. hjik = v]FG'vk for j<k-2; 
11. Find Cfc that solves mincGCA: || ||ro||ei — Hfcc|| 
81 
12. xfc = x0 + Vfccfc; 
13. If ||b - Axfc||/||r0|| < tol, Return xfc; 
14. End For 
Note that while GMRES-ALRS is driven by a short term Arnoldi recurrence, all 
of the Arnoldi vectors Vfc are kept and Hfc is built in order to solve the GMRES min-
imization problem (3.7). PGMRES computes the solution Xfc to (3.4) progressively. 
Figure 3.3 shows that GMRES-ALRS, like PGMRES-LRS, agrees with GMRES for 
about 25 iterations before it diverges rather sharply. Since one has access to Vfc in 
GMRES-ALRS, one sees that this divergence of the residual corresponds to a rapid 
loss of orthogonality of the columns of Vfc. 
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Figure 3.3: The left figure shows the residual per iteration for GMRES 
and for GMRES with the short term Arnoldi iteration. The right figure 
shows ||I — V^Vfc || per iteration. 
While the algorithm for GMRES-ALRS follows naturally from the relations (3.9) 
and (3.10), Beckermann and Reichel in [10, Alg. 3.2] give a slightly different short term 
Arnoldi recursion algorithm. It is this version of the short term Arnoldi recursion that 
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drives PGMRES-LRS. For further comparison, let GMRES-ALRSmod be a standard 
GMRES implementation with the short term Arnoldi recursion given in [10, Alg. 3.2]. 
The algorithm is outlined below with differences from the GMRES-ALRS algorithm 
numbered in bold. 
Algorithm 3.3.2. GMRES-ALRSmod 
Input: A, F, G, b, x0, a maximum number of iterations, maxit, and a stopping 
criteria on the relative residual norm, tol. 
Output: x such that ||b — Ax| | < tol. 
1. r0 = b - Ax0 ; vi = r0 / | | r0 | | ; F = 0; 
2. For k = 1, 2 , . . . , maxit 
3. F = F + vfev£F; 
I v ' = Avfc - FG*vfc; 
4a. /ifc,fc_i = v'*vfc; 
5. hk,k = (v' - 7ifc)fc_ivfc)*vfe (or hkik = v'*vfc if k = 1); 
6. vfc+i = v ' - /ifc,fcVfc - /ifc)fc_ivfc_i (or vfc+i = v ' - hltlvk if k = 1); 
7- hk+i,k = ||vfc+i||; 
8- vfe+1 = vfe+1//ifc+iifc; 
8a. hk,k = hk,k + v£FG*vfc; 
9. /ifc_i)fc = hk,k-i + v ^ j F G ' v t ; 
10. h^k = v*FG*vfc forj<k-2; 
11. Find Cfc that solves minc€Ck || ||ro||ei — Hfcc||; 
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12. xfc = x0 +Vfccfc; 
13. If ||b - Axfe||/||r0|| < tol, Return xfc; 
14. End For 
Note that in this algorithm, the value hk:k-i of the subdiagonal of Hfc is not 
assumed to be real, thus computing the conjugate of hk,k-i in steps 5, 6, and 9 are 
the only modifications to those steps. The additional steps, 4a and 8a, recompute the 
values /ifc,fc-i and h^k respectively. Figure 3.3 shows that the residual norms computed 
by GMRES-ALRSmod appear to agree closely with those of PGMRES-LRS, though 
both stagnate at the same point as GMRES-ALRS. These experiments suggest that 
the instability is caused not by the progressive update to the iterate x^, but rather 
by the loss of orthogonality of the Arnoldi vectors vfc as the iteration progresses. 
3.3.2 Harmonic Ritz Values 
Harmonic Ritz values, 9, are solutions to the generalized eigenvalue problem H£Hfcy = 
#H£y and are roots of the optimal GMRES polynomial described in (1.35) [14]. Fig-
ures 3.4 through 3.6 follow the harmonic Ritz values at iterations 20, 30, and 40. At 
iteration 20 there is agreement in the harmonic Ritz values computed from the Hes-
senberg matrices generated by GMRES, GMRES-ALRS and GMRES-ALRSmod, but 
such concurrence is lost in iterations 30 and 40. The close-up plots of the harmonic 
Ritz values at iterations 30 and 40 reveal that some of the harmonic Ritz values agree 
and very closely approximate the eigenvalues of the matrix, while the others appear 
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to go off to to infinity as the iterations grow. 
Parlett points out in [58, Ch. 13] that a similar phenomenon occurs in approx-
imations of eigenvalues of Hermitian matrices via the Lanczos iteration. However, 
in such computations, Ritz values, which are the eigenvalues of Hfe, are used as ap-
proximations to the eigenvalues of A. If 6 is a eigenvalue of H^ corresponding to 
eigenvector y, then the vector V^y is a Ritz vector. In such cases, orthogonaliza-
tion is lost as new Ritz vectors contain a significant component in the direction of 
converged Ritz vectors. To remedy this, Ritz vectors are reorthogonalized against 
converged Ritz vectors (requiring converged Ritz vectors to be stored). However it 
is not clear that such a phenomenon is occurring in the case of GMRES-ALRS (and 
GMRES-ALRSmod), since we observe convergence of harmonic Ritz vectors in the 
first twenty iterations, but see an almost immediate and rapid loss of orthogonality 
in the Arnoldi vectors in Figure 3.3. 
3.3.3 Partial Reorthogonalization 
In order to determine, experimentally, whether a partial reorthogonalization scheme 
would be effective in maintaining orthogonality of the Arnoldi vectors, we examine 
such modifications to GMRES-ALRS and GMRES-ALRSmod in this section. Con-
sider first a full reorthogonalization of vk+i against the columns of Vk, i.e., 
(I-VkVkm)vk+i 
Vk+1
^\\(i-vkv:)vk+1\\' 
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Figure 3.4: Harmonic Ritz values of the matrix A at iteration 20, com-
puted from a standard modified Gram-Schmidt Arnoldi iteration com-
pared to those computed using GMRES-ALRS and GMRES-ALRSmod 
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Figure 3.5: Harmonic Ritz values of the matrix A at iteration 30, 
computed from a standard modified Gram-Schmidt Arnoldi iteration 
compared to those computed GMRES-ALRS and GMRES-ALRSmod. 
On the right is a close up of the figure on the left. 
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Figure 3.6: Harmonic Ritz values of the matrix A at iteration 40, 
computed from a standard modified Gram-Schmidt Arnoldi itera-
tion compared to those computed using GMRES-ALRS and GMRES-
ALRSmod. On the right is a close up of the figure on the left. 
With complete reorthogonalization, both algorithms match GMRES very closely. The 
residual norms and measure of orthogonality is shown in Figure 3.7 
Figures 3.8 and 3.9 demonstrate the results of a partial reorthogonalization of 
Vk+i against the previous N Arnoldi vectors, for N = 0, 5, 1 0 , . . . , 50. This version 
of GMRES-ALRSmod with partial reorthogonalization will be referred to as GMRES-
ALRS-proN. While increasing N allows GMRES-ALRSmod-proN to match GMRES 
for more iterations before stagnation, it is not until N = 40, only slightly fewer than 
the number of iterations GMRES took to converge, that GMRES-ALRSmod-proN 
matches GMRES. 
Such a result is not unexpected. One of the themes of Chapter 4 is that the initial 
plateau of residual norms produced by GMRES for these problems corresponds to 
the Arnoldi iteration resolving the eigenvalues of A close to the origin and those 
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Figure 3.7: The left figure shows the residual per iteration for GMRES 
and for both GMRES with the short term Arnoldi iteration, and the 
modified short term Arnoldi iteration, both with complete reorthogo-
nalization. The right figure shows ||I — V£Vfc|| per iteration. 
widely distributed eigenvalues away from the cluster of eigenvalues at one. Once such 
eigenvalues are closely approximated by harmonic Ritz values, GMRES demonstrates 
the fast convergence phase of the superlinear convergence [50, 74]. Therefore the 
cost of keeping converged Arnoldi vectors would require nearly as much storage as a 
standard GMRES implementation. 
3.3.4 Experiments with Hessenberg matrices 
To better understand the dynamics causing PGMRES-LRS (and GMRES-ALRS) 
to be unstable, consider a modification of the GMRES-ALRS method where the 
upper Hessenberg matrix Hj?M produced by a run of GMRES (with full modified 
Gram-Schmidt orthogonalization) and used to create Vfc+1 using the GMRES-ALRS 
algorithm. That is, steps 5, 7, 9, and 10 of the GMRES-ALRS algorithm are skipped 
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Figure 3.8: The residual norm per iteration for GMRES-ALRSmod 
with partial reorthogonalization. GMRES-ALRSmod-proN reorthogo-
nalizes Vfc+i against the previous N Arnoldi vectors. 
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and those values are obtained from H ^ M . Thus the least squares problem at each 
step of GMRES-ALRS is equivalent to the one in GMRES, and the only difference is 
that the Arnoldi vectors are created by the short term iteration. 
Figure 3.10 demonstrates that even with the correct upper Hessenberg matrix 
HjjfM, we still observe rapid loss of orthogonality and stagnation of the residual norms. 
This implies that the instability lies in the orthogonalization process. 
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Figure 3.10: The left figure shows the residual per iteration for GMRES 
and GMRES-ALRS with the imported upper Hessenberg matrix from 
GMRES. The right figure shows ||I — V£Vfe|| per iteration. 
Figure 3.11 demonstrates a comparison of the Hessenberg matrices created by 
GMRES and GMRES-ALRS in Figure 3.11. This demonstrates that the loss of 
orthogonality of the Arnoldi vectors occurs around the 15th through 20th iterations. 
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Figure 3.11: A log scale look at the difference \RGMRES — 
HGMRES-ALRS\ further confirms the loss of orthogonality of the Arnoldi 
vectors between the 15th and 20th iterations. 
3.4 Alternative Approach 
Despite the difficulties just observed, it is possible to solve (3.3) with a short term 
recurrence algorithm based on Krylov subspaces. This is seen by noting that (3.3) 
implies that A is a low rank perturbation to a Hermitian matrix. Define the Hermitian 
part of A to be H := (A + A*)/2, then A = H + ±FG*. It follows from the skew-
symmetric property of FG*, i.e. FG* = —GF*, that there exists a unique matrix 
C € C s x s such that 2G = FC*. In the one dimensional wave scattering example, 
C = (in/N)-1! e C 2 x 2 . Then the matrix A can be expressed as 
A = H + FCF*, (3.11) 
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which is the Schur complement of the matrix 
$ = H F 
F* - C " 1 
This implies that solving A x = b is equivalent to solving 
H F 
F* - C " 1 
x 
y 
b 
0 
(3.12) 
Methods for solving matrix equations of the form (3.12) are well known. We demon-
strate the solution method by noting that since x = H _ 1(b—Fy) and F*x—C_ 1y = 0, 
we can solve for y as 
( F ' H ^ F + CT1) y = F*H- J b , 
which is equivalent to solving the s x s system 
(G*H _ 1 F + I)y = G ' H ^ b , 
from which one can compute x. This approach is equivalent to the Sherman-Morrison-
Woodbury identity for inverses of low rank matrix perturbations (see [33, 65, 79]). 
Thus solving (3.3) requires computing H _ 1 F and H _ 1 b to a user-defined tolerance 
(as well as an s x s solve, which is negligible for large n and very small s, a driv-
ing assumption of this section). Since H is Hermitian, this can be accomplished in 
5 + 1 solves of order n using the Lanczos-driven MINRES algorithm, run either in 
succession or parallel, or a block MINRES method for multiple right hand sides [64]. 
Applying this method to the one dimensional scattering problem yields stable results, 
with residual curves shown in Figure 3.12. 
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Note that, in general, there is no guarantee that the matrix H is nonsingular, or 
even as well conditioned as the matrix A. If the field of values of A is contained 
completely in the left or right half of the complex plane, then H is guaranteed to be 
be nonsingular. However this is not the case in the examples presented here, though 
one can show computationally that the matrices H in these examples are indeed non-
singular. While GMRES-ALRS is mathematically equivalent to GMRES applied to 
A x = b, the approach discussed here applies MINRES to H (which is mathematically 
equivalent to GMRES applied to H) and can possibly give very different convergence 
rates. 
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Figure 3.12: Residual norms of MINRES applied to the matrix equa-
tions H x = fi, H x = f2 and H x = b . 
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3.4.1 Non-Constant Refractive Index 
Consider the case when the function m{x) G C([0, 2ir]) in (1.25) is not constant. Let 
KG be the integral operator given in (1.25) with m(x) — 1. Then K — KQM, where 
M : L2[0, 2ir] —> L2[0, 2TT] is the multiplication operator (Mu)(x) — m(x)u(x). If 
m(x) ^ 0 for all x G [0, 2n], then ( / + # ) « = v? is equivalent to (M^+K^Mu) = it*. 
Since m(x) is real valued, it follows then that the operator M _ 1 + K0 also has a skew-
Hermitian part of rank two. Therefore the method based on the Schur complements 
given in the previous section applies to this problem as well. 
To apply this approach to the matrices resulting from discretizations of Au = uz, 
the matrix K defined in (3.1) can be written 
K = K 0 M , 
where Ko is computed from (3.1) with m(xj) set to one for each j and M is the diag-
onal matrix whose nonzero entries are the values of m(x) evaluated at the quadrature 
points Xj for j = 1 , . . . , N. Then we can apply the results of the last section to the 
right preconditioned problem 
(M^ + Kojy = u*, 
y = Mu, 
since the matrix ( M _ 1 + Ko) has a skew-Hermitian part of rank two. Convergence 
for such a problem is shown in Figure 3.13 for values k = 10, N = 100, and m{x) = 
—2 — sin(x). 
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Figure 3.13: Residual norms of MINRES in approximating H _ 1 F and 
H _ 1 b as well as residual norms of GMRES in approximating the solu-
tion to A x = b for a problem with non-constant refractive index. 
3.4.2 Solving the Lippmann-Schwinger Equation in the Fourier 
Domain for Integer K 
Recall that in the case of constant m(x) = m < 0 and integer valued wave number n, 
the one dimensional Lippmann-Schwinger integral operator is equivalent to solving 
(/ + mD)c = c\ where D : £2(Z) -» £2(Z) is defined in (2.2) and c and c* are 
£2(Z) vectors of Fourier coefficients of u(x) and ul(x) respectively. Thus a natural 
discretization is the restriction of the operator K (and thus A = I+K) to a truncated 
Fourier space. Let DJV G &2N+1)X(2N+1) be the matrix that is equal to the entries of 
D in rows and columns — N through N. This discretization yields the matrix equation 
(I + mDN)c = c\ 
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It follows from (2.3) that DJV is a rank four perturbation of a diagonal matrix. That 
is, 
BN = &N + vNe^K + wNel + e_Kv^ + eKw^, 
where 
K 
0 n = —K; 
(WJV)„ = < 2(K — n) 
0 n = K; 
and $ is the diagonal matrix with entries 
K2 
_ T1 ^ K" 
( $ i v ) n n = •( . 
2K7T 1 
—r - , n = K. 
2 4 ' ' ' 
We use here the indexing notation described in the proof of Theorem 2.3.1, so that 
the entries of the vectors and matrices are indexed from —N to N. It follows then 
from the Sherman-Morrison-Woodbury formula that 
(1 + ^ + F^G.v ) - 1 = ^ - ^ ^ ( i + G ^ F ^ G ^ 1 , 
where $N = I + $N, FN = [vN wN e_K eK] and GJV = [e_K eK vN vrN] [33, 65, 79]. 
It follows then that the solution Cjv to (I + mDjv)cjv = clN is given by 
cN = ^ c V - ^ F ^ + G ^ F ^ G * ^ 1 ^ , 
which can be computed directly in O(N) operations as N —> oo, where N is typically 
chosen to be a multiple of K. 
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3.4.2.1 The case of non-constant refractive index 
Consider the case of a non-constant function m(x) < 0 in the Lippmann-Schwinger 
integral equation (1.22). As we showed in the previous section, this equation is 
equivalent to ( M _ 1 + K0)Mu = u\ Restricting the operator ( M _ 1 + K0) to the 
subspace spanned by the Fourier basis functions fn from n = —N,...,N and solving 
for the Fourier coefficients {C_JV, C_JV+I, . . . , CJV-I, c^} of (Mu)(x) yields the matrix 
equation 
(MN + DN)cN = cjv, (3.13) 
where MN e <D(2JV+1)x(2JV+1> has entries (Mjv)m,» = (m(x)- 1e n(x) ,em(x)) . While 
MJV is dense if built, a matrix vector product MJVC can be computed in 0(N log N) 
operations using FFT algorithms. Since m(x) is real, it follows that MAT is Hermitian; 
furthermore, since D ^ has a skew-Hermitian part of rank two, MJV + DJV also has a 
skew-Hermitian part of rank two. Furthermore, the definition of Djy gives an explicit 
expression for this skew-Hermitian part: 
^ ( M , + D.V - M ^ - D;,) = ^ ( e K e £ + e^KeT_K). (3.14) 
Again we are using the convention of indexing from —N to N. Since we have a matrix 
with a rank two skew-Hermitian part, one can use the methods for solving Schur 
complement problems described in this section to solve this problem. Furthermore, 
a matrix vector product with the Hermitian part H = |(Mjv + Djv + M ^ + D ^ ) 
can be computed in 0(N log N) operations, since the matrix-vector product with the 
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Hermitian part of Djv can be computed in O(N) operations. So, as in the last section, 
one can use MINRES to compute H _ 1 F and H_ 1c* to use in the solution formulation 
shown in Section 3.4. 
Figure 3.14 shows the residual curves for MINRES applied to approximating H _ 1 F 
and H _ 1 b with K = 10, N = 100, and m(x) = - 2 - sin(x). 
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Figure 3.14: Residual norms of MINRES in approximating H 1F and 
The one dimensional operator has similar spectral qualities to the two dimensional 
operator and thus would benefit from the deflation methods developed in Chapter 4 
and Chapter 5. However, the observation that the integral operator with constant m 
in one dimension is a low rank perturbation to a Hermitian operator allows for an ap-
plication of Schur complement methods in a novel way. Furthermore, for nonconstant 
m, it is an interesting twist that we precondition the problem, not with the intent of 
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reducing iteration counts or improving spectral properties, but in order to state the 
problem in a context that allows for short term recurrences to be used. In the case 
of integer K, the observation that methods for solving Schur complement problems 
is equivalent to the Sherman-Morrison-Woodbury inverse formula allows for solving 
the one dimensional problem in the Fourier domain directly for constant m, and using 
short term recurrences for nonconstant m. 
Chapter 4 
GMRES Results and 
Preconditioning 
The work in this chapter derives from my masters thesis, and is included here to 
motivate the new results in Chapter 5. In Chapter 2 we demonstrated that a signif-
icant portion of the spectrum of the two dimensional Lippmann-Schwinger integral 
operators consists of eigenfunctions that are well approximated by low frequency 
trigonometric functions. Furthermore, as the wave number increases, the proximity 
of a subset of eigenvalues to the origin increases and the number of well distributed 
eigenvalues increases. Such results suggests that approximate deflation algorithms 
based on Krylov subspaces would be an efficient method for solving the resulting 
discretized equations. To investigate this hypothesis, this chapter details the perfor-
mance of GMRES applied to the two dimensional problem and offers experimental 
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results that show the success of deflation methods based on spectral approximations 
in reducing the computational cost of solving this problem. The numerical results of 
this chapter spurred the developments of an analytical framework for deflation tech-
niques, presented in the next chapter, and an algorithm to automate the two grid 
deflation process described in this chapter. 
4.1 GMRES Applied to the Two Dimensional Prob-
lem 
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Figure 4.1: As the parameter K increases, the total number of GMRES 
iterations necessary for convergence to a tolerance of 10~10 increases 
quadratically. The above plots are for K = 10,15, 2 0 , . . . , 40. 
Figure 4.1 demonstrates that the number of iterations required for GMRES to 
converge for a scattering problem onf i = [0, 1] x [0, 1] and m = — 1, grows like the 
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Figure 4.2: GMRES residual norms show a period of stagnation 
followed by rapid convergence. The above plots are for n = 
10,15,20, . . . , 40. 
square of the wave number K. This growth rate is reminiscent of the growth of the 
number of eigenvalues of A outside of a ball of radius r <E (0,1) and centered at 
one, shown in Figure 2.9. This suggests that GMRES convergence is tied closely to 
the number of eigenvalues that are well separated and away from the cluster at one, 
consistent with the discussion in Driscoll, Toh, and Trefethen [22]. Experiments in 
Chapter 2 demonstrate that in the two dimensional case, the spectral radius grows 
like O(K). Thus the radius of the circle that the spectrum approximately lies on 
grows as n increases, with more eigenvalues located closer and closer to the origin. 
This growing proximity of eigenvalues to the origin also contributes to rising GMRES 
iteration counts. 
Note that the residual history shown in figure Figure 4.2 exhibits superlinear con-
vergence, consistent with Theorem 1.7.1 and [50]: the convergence rate improves as 
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the iteration number k increases. As GMRES deflates more eigenvalues, the conver-
gence rate more closely resembles a system with only a cluster of eigenvalues near 1. 
This agrees with results obtained for Krylov subspace methods applied to compact 
perturbations of the identity, of which the operator in equation (1-22) is an example 
[14, 50, 57, 78]. 
4.2 Comparison to Other Krylov Iterative Meth-
ods 
This section offers a comparison of GMRES performance to other Krylov iterative 
methods: the quasi-minimal residual (QMR) method [31], and the stabilized bicon-
jugate gradient method (BiCGstab) [73]. Both QMR and BiCGstab are variants of 
BiCG, which relaxes the minimal residual property in order to use a three term recur-
rence that generates a bi-orthogonal basis for Krylov subspaces involving both A and 
A*. Thus the methods offer savings in storage and computational time per iteration 
but require more iterations to reduce the residual norm to some given tolerance. Al-
though GMRES is the optimal Krylov iterative method for non-Hermitian matrices, 
if BiCGstab or QMR converge at a similar rate, it would be worthwhile to consider 
preconditioning these Krylov methods due to the inexpensive cost of each iterations. 
However, Table 4.1 and Figures 4.3 and 4.4 demonstrate that GMRES requires sig-
nificantly fewer iterations to converge than QMR and BiCGstab, using MATLAB's 
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implementation [47] . Furthermore, based on the analysis of GMRES and the spectral 
properties of the scattering problem given in this thesis, we will show that we can 
greatly improve GMRES performance by approximate deflation preconditioning. 
Table 4.1: Performance of various Krylov methods, (dnc = did not 
converge in less than N steps, where N = 4K2). 
K 
10 
15 
20 
25 
30 
35 
40 
GMRES 
31 
57 
91 
134 
187 
254 
334 
QMR 
35 
65 
121 
200 
321 
660 
961 
BiCGstab 
56 
122 
232 
429 
801 
dnc 
dnc 
4.3 Isolating Wave Number Influence on GMRES 
The wave number n influences the matrix A in two distinct ways. Recall that, for 
a Nystrom discretization, A = I + K, where K^ = K2LUjm(xj)Gh/2(xi ~ Xj), a n d 
Gh/2{x) = (i/4)Hl(n\x\) if \x\ > h and Gh/2{x) = (i/4)Hl(nh/2) if |x| < h for mesh 
spacing h. Therefore each matrix entry (and thus the eigenvalue distribution) is both 
scaled by «2 and affected by the contribution of K in the calculation of the Green's 
function. 
In order to analyze the contribution of the wave number K to GMRES performance, 
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Figure 4.3: Performance of QMR, BiCGstab, and GMRES with K = 20 
and n = 40. 
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Figure 4.4: Performance of QMR, BiCGstab, and GMRES with K = 30 
and n = 60. 
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define the matrix K = ( 1 / K 2 ) K , SO that 
Kjj = u>jm(xj)G(xi}Xj). 
One can separate the two factors that lead to increased GMRES convergence count 
by running the following experiments. 
1. Apply GMRES to matrices of the form A = I + 0 ( K ) K , for various values of 
K, so that the radius of the circle on which the spectrum approximately lies is 
constant, but the number of outlying eigenvalues increases quadratically with K. 
2. Apply GMRES to matrices of the form A = I+0(/t)K(Kfixed), for various values 
of K and some fixed value of Kfixed-
V 
r 
.V 
•T 
• * ? : • . 
•V 
1* • ' " * * » i .• 
1 2 3 4 5 
Figure 4.5: Fixing the layout of the spectrum to a fixed radius causes 
the GMRES iteration count to grow like O(K). 
Figure 4.5 shows that for Experiment 1, as the radius of the eigenvalue distri-
bution remains constant, but the number of eigenvalues outside the cluster at one 
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increases, GMRES iterations grow linearly. As the number of distinct eigenvalues 
grows quadratically along the same circumference, a clustering effect takes place. 
This causes the degree of the GMRES polynomial necessary to resolve the spectrum 
to grow linearly with n, rather than quadratically. Therefore, an efficient precondi-
tioner for the original problem must deflate some or all of those outlying eigenvalues. 
s 
0 1 2 3 
Figure 4.6: Fixing the K value for the Green's function in computing 
K and letting the radius increase linearly with K causes the GMRES 
iteration count to grow like O(K). 
Similarly, Figure 4.6 shows that for a given distribution of the spectrum (deter-
mined by the fixed matrix K(/Cfixed)) on a radius that increases linearly with the 
parameter K, the number of GMRES iterations grows like O(K). We expect this to 
be the case, since the radius grows linearly with K. 
The combination of the growth of well-separated eigenvalues and a portion of the 
spectrum becoming increasingly close to the origin causes 0(K2) growth in GMRES 
iterations for the full problem. This suggests the entire set of outlying eigenvalues, 
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including, but not restricted to, the portion that approaches the origin, must be re-
solved before GMRES can show fast convergence. The initial period of stagnation 
evident in the plateaus of the residual norm curves shown in Figure 4.2 corresponds 
to GMRES deflating those eigenvalues. Once this set is resolved, GMRES shows a 
period of rapid convergence. 
These experiments suggest that a successful preconditioner based on eigenvalue 
deflation should address the entire set of the outlying eigenvalues, from those corre-
sponding to the lowest frequency eigenfunctions to those close to the origin, in order 
to significantly reduce the number of GMRES iterations necessary for convergence. 
This will be evident in the next section, which examines preconditioning by deflation. 
4.4 Preconditioning Experiments 
A subset of the spectrum outside the set clustered tightly around one, including 
eigenvalues close to the origin, cause an initial period of GMRES stagnation. Deflating 
this part of the spectrum can effectively precondition the linear system. After this 
deflation, the GMRES polynomial is required to be small only on the remaining 
cluster of eigenvalues at one, essentially bypassing the plateau and only requiring the 
superlinear portion of the convergence profile. This would significantly reduce the 
number of iterations GMRES requires to converge. 
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4.4.1 An Idealized Preconditioner 
To verify the description of GMRES performance described in the previous sections, 
we develop an idealized preconditioner by obliquely projecting the outlying eigenspace 
out of the incidence wave, which appears as the right hand side of the linear system 
(1.28). We wish to solve A u = u* for unknown u. We assume in this discussion 
that A is diagonalizable; this assumption is confirmed in the numerical experiments 
described here. Recall that V is the full rank matrix whose columns are eigenvectors 
of A, and therefore u* € 7£(V). Describe the discretized incidence wave as a linear 
combination of the eigenfunction approximations over the mesh, i.e., the eigenvectors 
of A. Let c be the vector in C ^ such that 
Vc = u \ (4.1) 
The columns of V are ordered in non-decreasing frequency and correspond to the 
eigenvalues of the spectral pattern ordered in clockwise order, as shown in Figure 2.2. 
Then (4.1) is equivalent to 
Vici + V 2 c 2 = u \ 
where Vi is the matrix of the first r columns of V, r <g; n. The matrix V2 contains 
the last N — r columns of V. Consider, then, applying GMRES to the new linear 
system whose right hand side is the oblique projection of u ' onto the range of V2: 
Az = V 2c 2 = u i - V 1 c 1 . (4.2) 
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For sufficiently high r, GMRES converges more rapidly for equation (4.2), as 
the polynomial minimization problem is evaluated only at those eigenvalues clustered 
around 1, corresponding to the eigenspace spanned by the columns of V2. At iteration 
k, GMRES now solves 
min | |V2p f e(A2)(V"1)2C2| | , 
Pk£Vk 
Pfc(0)=l 
where A2 is the (JV — r) x (N — r) diagonal matrix of the last N — r eigenvalues, 
which are all clustered near 1, and (V _ 1 ) 2 is the matrix consisting of the last n — r 
columns of V - 1 . A substantially lower degree polynomial, then, is sufficient to solve 
the above problem to within a given tolerance. 
The solution u can be derived from the solution z in equation (4.2): 
u = z + V1A1-1c1. (4.3) 
4.4.2 Numerical Results for Deflating the Right Hand Side 
The numerical results shown in Figure 4.7 corroborate the qualitative analysis of 
GMRES performance in Section 4.3. As the dimension r of the eigenspace projected 
out of the right hand side increases, the number of GMRES iterations decreases 
monotonically. When r is in the neighborhood of the number of eigenvalues separate 
from the cluster at 1, the number of iterations required for convergence decreases 
dramatically. The eigenspace projected out of the right hand side corresponds to 
the eigenvectors that cause GMRES to stagnate before a period of rapid convergence. 
Therefore when a sufficient number of eigenvectors are projected out of the right hand 
110 
50 100 150 200 250 300 
r 
Figure 4.7: The number of eigenvectors projected out of the right hand 
side of the linear system, denoted by r, for K = 20. As more eigenvectors 
are projected out, the number of GMRES iterations taken to converge 
decreases. 
side, GMRES shows no period of stagnation, but only rapid convergence associated 
with the deflation of the eigenvalue cluster at 1. For smaller values of r, the period 
of stagnation is shortened. 
4.4.3 Eigenvalue Deflation Using a Right Precondit ioner 
The goal is to design a preconditioner independent of the incidence wave ul that 
accomplishes similar eigenvalue deflation using only the eigenspace to be deflated. 
Not only is the number of eigenvectors associated with the outlying eigenvalues for 
fewer than the dimension of the problem, but the results of Chapter 2 demonstrate 
that one can approximate those vectors with a minimum resolution mesh, regardless 
of how high a resolution is desired. 
Eigenvalue deflation has often been proposed as a means of accelerating restarted 
40 60 
GMRES iteration 
I l l 
GMRES convergence; see [6, 12, 15, 26, 53, 81]. The restarted GMRES algorithm 
restarts the iteration process after a given number of iterations and takes the last 
iterate of the previous cycle to be the starting guess for the current cycle [64]. This 
saves storage costs, since only a lower dimensional Krylov space must be stored, but 
it does so at the cost of whatever information GMRES has accumulated about the 
spectrum. That is, at each restart, GMRES begins with a first degree polynomial, thus 
losing the "knowledge" of any eigenvalues that may have been well approximated by 
roots of the GMRES polynomial, the harmonic Ritz values [64]. Therefore spectral 
information obtained through the Arnoldi iteration is often used to augment the 
Krylov subspace at the subsequent cycle. One hopes thus to mimic the performance 
of full GMRES. 
One such approach is given in [26], and is based on the following theorem. 
Theorem 4.4.1. (Erhel, Burrage, and Pohl [26]) Let S be an invariant subspace of 
dimension r corresponding to the eigenvalues of A., A i , . . . , Ar. Let the columns o / U 
form an orthonormal basis for S. IfT = U*AU ; and P = I - UU* + |An | -1UTU*, 
then P is nonsingular and 
P " 1 = I - UU* + lA^UT-1!!*, (4.4) 
and the eigenvalues of A P _ 1 are A r+i, Ar+2,..., A„, |A„| (the last with multiplicity of 
at least r). 
By using coarse discretizations to approximate the eigenspace we wish to deflate, 
we can build a preconditioner for GMRES that produces similar results to those 
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obtained by carrying out oblique projections of the right-hand side using exact eigen-
vectors. 
4.4.4 Numerical Results for Exact Deflation Preconditioning 
We test this approach by computing Vi € <CNxr for a fine mesh using the e ig s 
command in MATLAB [47], which computes a subset of the spectrum using the im-
plicitly restarted Arnoldi iteration [67]. (This will generally converge quickly because 
the eigenvalues that are sought are largest in magnitude and well-separated; see, e.g., 
[8]). Let the columns of U form an orthonormal basis for 7?.(Vi), and replace An with 
1 in the formulation of P and P _ 1 in Theorem 4.4.1. This puts a set of eigenvalues of 
A P _ 1 with multiplicity of at least r at 1, in the midst of the cluster of eigenvalues. 
Then solve the right preconditioned problem 
A P _ 1 ( P u ) = u \ (4.5) 
where P and P _ 1 are defined in Theorem 4.4.1. The spectrum of A P _ 1 consists of 
the N — r eigenvalues in the cluster near 1 for sufficiently large r. 
Figures 4.8 through 4.13 confirm that the performance of this preconditioner is 
similar to that of the oblique projection deflation method of the idealized precondi-
tioner described in Section 4.4.1. The numerical results described here were computed 
for a scattering obstacle ft = [0, 1] x [0, 1] and refractive index of m = — 1. As the 
dimension of the deflated eigenspace r increases, the number of GMRES iterations 
decreases until r reaches the size of the set of outlying eigenvalues, including a section 
10 15 20 25 30 35 
GMRES iterations 
Figure 4.8: For K = 10, A e C6°2x6°2, GMRES residual curves show 
a decreased period of stagnation as the dimension r of the deflated 
eigenspace is increased. 
Figure 4.9: For K = 10, we plot the iterations to converge to a tolerance 
of 10~10 versus the dimension r of the deflated eigenspace. 
114 
20 40 60 80 
GMRES iterations 
Figure 4.10: Same as Figure 4.8, with K = 20. 
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Figure 4.11: Same as Figure 4.9, with K = 20. 
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GMRES iterations 
Figure 4.12: Same as Figure 4.8, with K = 30. 
200 
Figure 4.13: Same as Figure 4.9, with n = 30. 
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near the cluster. At this point the iteration count levels out to the number of GMRES 
iterations necessary to resolve the cluster around 1. 
An unexpected result is that this preconditioner shows immediate results for low 
values of r. In the case of the oblique projections, r had to be sufficiently large to 
resolve a sizable portion of the outlying spectrum before any results were seen. For 
example, in the case of K, = 20, a right hand side with r = 50 components removed 
resulted in GMRES iteration counts close to those of the full problem, see Figure 4.7. 
For the right preconditioner, we see that a deflation dimension of r = 50 cuts the 
number of GMRES iterations in half. 
4.4.5 Perturbation Analysis 
10 15 20 25 
GMRES iteration 
Figure 4.14: By using eigenvectors perturbed by vectors of magnitudes 
of 10~J for j = 1,2, . . . , 10, we see that the preconditioner is effective 
for perturbations of less than 10~2; n = 10. 
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Figure 4.15: Same as Figure 4.14, with n = 20. 
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Figure 4.16: Same as Figure 4.14, with K = 30. 
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The previous section demonstrated a deflation method based on eigenspace com-
putations on a full resolution mesh. However, for approximate deflation to be effective, 
the right preconditioning matrix P should be robust with respect to perturbations 
of the eigenvectors that span this space. Without this robustness, using coarse mesh 
approximations of these eigenspaces would most likely be futile. 
For a given eigenspace of dimension r and for different values of K, we add per-
turbation vectors using the randn command in MATLAB [47] with 2-norm 1CTJ 
to each eigenvector for values of j = 1, 2 , . . . , 10, then orthonormalize the span of 
the perturbed eigenvectors to build the U matrix from which we construct P . Fig-
ures 4.14 through 4.16 show that this preconditioning technique is robust and per-
forms well for perturbations of norm less than 10~2. This suggests an approximate 
eigenspace derived from a coarse mesh is also useful in constructing the precondi-
tioner. 
4.5 Using Approximate Eigenspaces 
Though the right preconditioning matrix P need be computed only once for a given 
scattering geometry and wave number K, one can minimize the cost of building P by 
approximating the eigenspace we wish to deflate using a coarse mesh. Recall that the 
targeted eigenspace for deflation corresponds to lower frequency eigenfunctions. In 
Section 2.4.4 we showed that the eigenvectors can be approximated well using coarse 
meshes. We compute an r-dimensional eigenspace from a coarse mesh evaluation 
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of the matrix A, and interpolate the eigenvectors using bilinear, bicubic, and cubic 
spline interpolants, using MATLAB's in t e rp2 command. 
10 ' ' ' ' ' ' ' ' 
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GMRES iteration 
Figure 4.17: Using an eigenspace of dimension r = 40 computed from a 
10 x 10 node mesh of Q. = [0, 1] x [0, 1] and interpolating using several 
methods, the preconditioner still performs very well; K = 10. 
The numerical results illustrated in Figures 4.17 through 4.19 show that for meshes 
much coarser than that required for high resolution simulations, the preconditioning 
method works nearly as well as the method based on exact eigenvectors from the fine 
grid, given minimally sufficient resolution of the mesh to resolve the eigenfunctions 
corresponding to eigenvalues close to the origin. 
Furthermore, using low order interpolants of the coarse evaluations of the eigen-
vectors provide results close to those obtained by using higher order cubic and spline 
interpolants. Therefore the preconditioning matrix P can be computed relatively 
cheaply from coarse mesh evaluations of the outlying eigenspace we wish to deflate. 
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Figure 4.18: Using an eigenspace of dimension r = 160 computed from 
a 15 x 15 node mesh of Q. = [0, 1] x [0, 1] and interpolating using several 
methods, the preconditioner still performs very well, K — 20. 
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Figure 4.19: Using an eigenspace of dimension r = 360 computed from 
a 25 x 25 node mesh of ft = [0, 1] x [0, 1] and interpolating using several 
methods, the preconditioner still performs very well, K = 30. 
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This deflation is robust in terms of using approximate eigenspaces and shows quick 
improvement over the unpreconditioned problem for low values of the dimension r of 
the deflated eigenspace. 
This preconditioner is well suited for repeated scattering simulations involving a 
single geometry and varying incidence waves. After the initial computation of the T 
and U matrices, which are of dimension r x r and N x r respectively, one can reuse 
this data to build P for any simulation involving that geometry and wave number. 
The results of this section prompt the endeavor in the next chapter to formulate 
an analytical framework for the perturbed GMRES problem and how it relates to 
deflation with approximate eigenspaces. We describe general deflation methods and 
give convergence bounds as a function of how closely the approximate eigenspace 
approximates the actual eigenspace being deflated. 
Furthermore, since the Arnoldi process driving GMRES can be used to approx-
imate eigenspaces, we demonstrate a restarted deflation scheme on two grids that 
automates the preconditioning strategy demonstrated here using coarse approxima-
tions to eigenspaces. 
Chapter 5 
GMRES with deflated restart 
Given the promising results of Chapter 4, this chapter establishes an analytical frame-
work for restarting GMRES with approximate deflation preconditioning. Deflation 
preconditioners are in a class of algorithms that apply knowledge (or estimates) of 
eigenvectors of A to remove certain components from the initial residual r0, thus 
accelerating convergence. The results of Chapter 4 demonstrate that the acoustic 
scattering problem is well suited for deflation preconditioning by eigenvector approxi-
mations. Here, we consider eigenvector approximations built from scratch during the 
iterations of GMRES. When a GMRES process is periodically restarted to overcome 
growing computation and storage requirements, this approximate spectral informa-
tion can be incorporated in various ways. In augmented subspace methods, the 
usual Krylov subspace from which approximate solutions are constructed is supple-
mented with approximations to certain eigenvectors (e.g., those closest to the ori-
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gin) [15, 23, 51, 52, 53]. Deflation preconditioners differ, in that they use approxi-
mate eigenvector information to build a matrix M _ 1 that sends certain eigenvectors 
of A M - 1 (approximately) to a point in the complex plane, while leaving the other 
eigenvalues of A fixed. Such methods have been developed in [6, 12, 26, 27, 54]. 
5.1 Approximate Deflation Preconditioning 
Consider a deflation preconditioner built with eigenvector estimates drawn from the 
Arnoldi process that forms the core of the GMRES algorithm. First we address the 
ideal case proposed by Erhel, Burrage, and Pohl [26, Thm. 3.1], which we cited as 
Theorem 4.4.1. This is the preconditioning structure used for the deflation experi-
ments in Chapter 4. In order to understand approximate deflation preconditioning in 
terms of exact deflation preconditioning, it is important to see the framework of the 
proof of Theorem 4.4.1. 
Let A e C n x n be a nonsingular matrix with eigenvalues A i , . . . , A„, and suppose 
that the columns of X S <£n*r form an orthonormal basis for an r-dimensional invari-
ant subspace of A associated with eigenvalues A 1 ? . . . , Ar (the eigenvalues A i , . . . , Ar 
may be repeated, but should be distinct from the set A r + i , . . . , A„). Then the matrix 
M = I - XX* + X(X*AX)X* 
is invertible, with 
M " 1 = I - X X * + X(X*AX)-1X*, (5.1) 
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and ^ A M " 1 ) = {1, AP+i, A r + 2 , . . . , A„}. To see this, construct Y e C n x ( n " r ) such 
that Z = [X Y] is unitary, and notice that 
Z*AM"1Z = 
I X*AY 
0 Y*AY 
(5.2) 
In particular, the eigenvalue 1 has algebraic multiplicity r (or greater, if 1 coincides 
with one of the eigenvalues A r + i , . . . , Xn). (One can readily modify M with any real 
a ^ 0 such that if M = I - X X * + a " 1 ( X * A X ) - 1 , then M " 1 = I - X X * + a ( X * A X ) " 1 
and a ( A M _ 1 ) = {a, Xr+i, K+2, • • •, A„}; e.g., Erhel, Burrage, and Pohl [26] use a = 
|A„|.) 
Since an exact invariant subspace is generally unavailable (too expensive to com-
pute independently), we build the preconditioning matrix M _ 1 using approximations 
to an invariant subspace. In [12, 26, 54], harmonic Ritz vectors are used to approxi-
mate an invariant subspace. We consider preconditioners built with Arnoldi vectors as 
a basis for an approximate invariant subspace, which could be done by approximating 
X with the matrix of Arnoldi vectors Vm upon restart after m steps. This requires the 
same storage as GMRES, but accelerates computational time significantly by limiting 
the computational complexity of the orthogonalization step in the Arnoldi iteration. 
Recall that m steps of the Arnoldi process produce a factorization 
(5.3) 
where the first k columns of V m + i = [Vm vm+i] form an orthonormal basis for the 
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Krylov subspace /Cfc(A,r0) (k = 1 , . . . ,m + 1), the matrix H m <G C ( m + 1 ) x m is upper 
Hessenberg, and H m is the top m x m portion of H m . The (m + 1) x m entry of 
H m , hm+i}m, can always be taken to be a nonnegative real number. See, e.g., [64, 
Ch. 6] for further details. From (5.3) one can see that H m = V^AV m . Thus H m is 
an orthogonal compression of A onto an m-dimensional subspace. The eigenvalues 
of H m , called Ritz values, estimate the eigenvalues of A, while subspaces of Vm 
approximate the corresponding invariant subspaces of A [8, 9, 40, 62]. 
Restarted methods are often selected because of their limited memory require-
ments, and thus a subspace of lZ(Ym) = /Cm(A,r0) is used for deflation. The im-
plicitly restarted Arnoldi method computes an orthonormal basis for such a subspace 
that maintains the Arnoldi factorization structure [67]. This is the preconditioning 
strategy developed by Baglama, et al. [6, Alg. 3.6]. We replace the exact deflation 
preconditioner (5.1) with 
M-1 = i - vr v ; + vrHr_1 v;, (5.4) 
where H r G C r x r is upper Hessenberg, V r € C n x r has orthonormal columns, and 
together these matrices satisfy an Arnoldi relation, 
AV r = V r H r + hr+l!rvr+ie*. (5.5) 
For any r < m, the matrices V r and H r = Vr*AVr can be extracted from the length-
m Arnoldi factorization (5.3) in such a way that the eigenvalues of H r correspond to 
any desired subset of r eigenvalues of H m [67]. Here we assume that H r is invertible, 
a condition not guaranteed by the invertibility of A. 
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How well does H(Vr) approximate an invariant subspace of A? Among all choices 
of L € C n x n , the norm of the residual R r = AV r—V rL is minimized by L = Vr*AVr = 
H r [69, Thm. IV.1.15], and so R r = AVr - V r H r = hr+1,vr+1e*, giving 
In the unusual case that | |R r | | = 0, the columns of V r give an orthonormal basis for 
an invariant subspace, and we have the exact setting (5.1): the preconditioner moves 
r eigenvalues of A M - 1 to one. When ||R r | | > 0, one deals with approximations 
to an invariant subspace, so it is perhaps surprising that, as we show below, the 
preconditioner still moves r — 1 eigenvalues exactly to one. To bound the other 
eigenvalues, we show that it they are contained in the pseudospectra, defined in 
Definition 2.3.3, of an appropriate matrix. 
Theorem 5.1.1. Given a nonsingular matrix A G <Cnxn, suppose H r in the Arnoldi 
factorization (5.5) is invertible. Then the matrix 
M = i - v rv; + vrHrVr* 
is invertible, with 
M-1 = i - vrv; + V.H^V;, 
and 1 is an eigenvalue of A M - 1 with multiplicity of at least r — 1. Furthermore, let 
V G <Cnxn be a unitary matrix of the form V = [Vr V r], such that V*AV is upper 
Hessenberg. Then the eigenvalues of A M - 1 are contained in the p-pseudospectrum of 
\ !r H r _ 1 J , , 
* = : (5.7) 
0 H r 
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where H r = V r AV r ; and 3 = Vr*AVr; for any p > minLec rx r ||AVr—VrL|| = hr+\tT. 
Proof. The formula for M _ 1 follows from direct computation. We are given the 
unitary transformation of A to upper Hessenberg form, 
H r J 
The unitary matrix V transforms the preconditioner M _ 1 to block diagonal form, 
* 1 [ Hr_1 0 
V * M - 1 V = 
Together, the unitary transformation of the product M _ 1 A gives 
H = V*AV = 
V*M _ 1 AV 
H r-xJ 
flr-\-l r ^ l ^ r -H-r 
(5.8) 
I r _l 
0 
0 
0 
1 
0 
[H r J]l:r-l,l:Ti-r 
eJHr-'J 
H r 
Thus the spectrum of M _ 1 A (and hence also the spectrum of the similar matrix 
A M - 1 ) contains the eigenvalue one with multiplicity r — 1. All that remains is to 
note that (5.8) implies 
V*M _ 1 AV 
I r H ^ J 
+ ./iT.+i>rer+ie*, (5.9) 
and the fact that hr+i>r = minL€cnxn ||AV r — V rL|| completes the proof. • 
0 V r A V r 
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This result demonstrates that, regardless of how well the Arnoldi subspace ap-
proximates an invariant subspace, one still sees significant deflation of the spectrum. 
The second part of the theorem demonstrates that the remaining n — r + 1 eigenval-
ues are perturbed in a manner that is tied to the accuracy of the approximation. In 
order to extend this result, one must answer the questions: Given a good enough ap-
proximation, exactly which invariant subspace is being deflated? How good is "good 
enough"? 
5.2 Per turbat ion Theory for Approximate Defla-
tion 
To answer the questions just posed, we consider the invariant subspace perturbation 
theory developed by Stewart [68, 69]. This work provides an analytical framework in 
which we can extend our understanding of approximate deflation techniques, and thus 
develop convergence bounds for such restarted GMRES methods. Specifically, this 
work allows us to compare exact deflation to approximate deflation in an explicitly 
boundable manner given certain criteria. If the approximate invariant subspace is 
sufficiently close to a true invariant subspace, then the true subspace can be expressed 
as a perturbation of the approximate one. We translate the main result into our 
notation here in order to uniquely specify the invariant subspace approximated by the 
span of the Arnoldi vectors. A key component is the "sep" of two matrices, a measure 
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of the proximity of the spectra of two matrices that accounts for the sensitivity of the 
eigenvalues to perturbations: 
•spr.f'H W ^ •= inf HH S - SH !! 
l|S||=l 
A useful property of sep in this analysis is that if a (H r ) f] <7(Hr) 7^  0, then sep(H r , H r ) : 
0; see [69, §V.2] for further properties and discussion. 
Theorem 5.2.1. (Stewart, [68, 69]) Let A, V, and H r satisfy the hypotheses of 
Theorem 5.1.1. If a (H r ) na(Hr) = 0 and 
/i r+i ; r | |J]| 1 
< 7, (5.10) 
sep (H r ,H r ) 2 4 
then there exists a unique 
p
 e C(n-r)xr g u c h ^ 
X = (V r + V r P)(I + P*P) - 1 / 2 , (5.11) 
Y = (V r + V r P*)(I + P P * ) - 1 / 2 , (5.12) 
with the properties that Z = [XY] is unitary, 72.(X) is a right invariant subspace of 
A, and H(Y) is a left invariant subspace of A. 
A telling corollary to Theorem 5.2.1 is that the tangent of the maximum canonical 
angle between /Cr(A, Vi) and 7£(X), defined to be the largest singular value of V*X, 
is bounded by | |P| | , which is bounded by 2/i r + i i r /sep(H r , H r ) [69]. This gives another 
perspective on how well the Krylov subspace approximates an invariant subspace as a 
function of the residual norm hr+i,r, and provides the means to express approximate 
deflation preconditioning as a perturbation of size proportional to the residual norm 
||Rr|| of exact deflation preconditioning. 
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Theorem 5.2.2. Let A, V, and Hr satisfy the hypotheses of Theorem 5.2.1 and 
let M^,1 be the exact deflation preconditioner defined in (5.1). Assume further that 
the unique matrix P defined in Theorem 5.2.1 is bounded in norm by one, that is 
p := | |P | | < 1. Then 
8\\Kr\\\\ A|| s ep (H r ,H r ) | A M D 1 - Z V * A M " 1 V Z * | | < | |R r | | | |H r :1 | | + ( s e p ( H r , H r ) - 2 | | R r | | ) 2 
Proof. Since | |P | | < 1, express (1 + P*P) xl2 as the convergent series 
-1/2 (I + P * P ) - 1 / 2 = ^ I ^ " ] ( P * P ) n . 
n=0 ^ ' 
This identity, along with the description of X and Y in (5.11) and (5.12), leads to an 
expression for X as a perturbation of V r : 
X = (Vr + VrP) JT (~V2\ (P*P)" = Vr + Ex, 
n=0 ^ ' 
for the perturbation E x := V r P + (V r + V r P ) £ ~ = 1 ( -J / 2)(P*P) n . Continuing 
similarly with the left invariant subspace basis leads to the expression 
Y = V r + E Y , 
for the perturbation E Y := V r P * + (V r + V r P*) £ ~ = 1 (-J/2)(PP*)". To compare 
deflation with exact and inexact invariant subspaces, first note that 
Z*AMZ31Z = 
V * A M _ 1 V 
X * A M ^ X X * A M D Y 
Y ' A M ^ X Y * A M D Y 
V;AM" 1 V r Vr*AMVr 
V I A M ^ V , V ! A M V , 
I X*AY 
0 Y*AY 
i v;Avr 
/ l r + 1 , re1e;H r-1 Vr*AVr 
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Using the expressions for X and Y derived above, 
X*AY = V ; A V r + E x A V r + Vr* A E Y + E X A E Y 
Y*AY = Vr*AVr + E Y A V r + V r A E Y + E Y A E Y , 
and so 
0 E * A V r + V ! A E Y + E X A E Y 
Z ' A M ^ Z = V * A M " 1 V + 
[ -hr+^e^il;1 E Y A V r + V r A E Y + E Y A E Y 
Norm inequalities then yield the rough bound 
| | Z * A M ^ 1 Z - V * A M - 1 V | | < fcr+lir||H71|| 
+ | |A| |( | |EX | | + | |Ex| | | |EY | | + 3 | | E Y | | + | |EY | |2) . 
(5.13) 
The perturbation norms | |EX | | and | |EY | | both satisfy the same upper bound: 
IEY||, iiExii<p+(i+p)f; ( lf\ 
n=l ^ ' 
P2n< P \ - P 
(5.14) 
Combining this bound with (5.13) yields 
| A M ^ 1 - Z V * A M - 1 V Z * | | < /i r+1 , r | |H r-1 | | + ||A|| — 4p 
< hr+itr | |H r || + 
(i -
 Py 
8||A||sep(Hr, H r) 
(sep(Hr, H r) - 2/ir+i,r)2 J 
where the last inequality follows from the bound | |P| | < 2 / i r + i j r / sep(H r ,H r ) shown 
in the proof of Theorem 5.2.1 given in [69, p. 231]. • 
The results of Stewart [69] give a clean interpretation of how Krylov subspaces, 
and thus the span of Ritz vectors, approximate invariant subspaces - and identify the 
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invariant subspace that is approximated, provided the approximation is sufficiently 
close. This insight gives the necessary framework to express approximate deflation 
as a bounded perturbation of exact deflation. Such a result then raises the question: 
Given a bounded perturbation to the coefficient matrix of a linear system A x = b, 
can one bound the performance of GMRES on the perturbed problem in terms of the 
performance of GMRES applied to the unperturbed problem? 
5.3 Per turbat ion Theory for GMRES Convergence 
Consider the general setting of solving the linear system 
A x = b 
for a nonsingular matrix A G C r a x n , b € C™, and unknown vector x € C n . Recall 
that the GMRES minimization problem at step k can be expressed as a polynomial 
minimization problem 
min ||r0 — Axil = min ||p(A)r0 | |. (5.15) 
xe/Cfc(A,r0) p€Pk 
P(0)=1 
We showed in Chapter 1 that if A is diagonalizable, i.e., A = V A V - 1 , then the 
optimal relative residual can be bound in norm by 
T;—- < cond (V) min max |»(x)|. 
||r0|| P€Pk z€*(A)< 
p(0)=l 
However this bound is valid only for diagonalizable matrices, and its utility relies on 
the conditioning of the eigenvector matrix V. Perhaps, then, a more insightful bound 
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is the one given by Trefethen in [70], [71, §26]: 
j ~ < ( r - ^ r ) min sup |p(z)|, (5.16) 
r 0 \27TdJ pePk 2 £cr4(A) 
p(0)=l 
where Lg is the length of the boundary T := das(A) of the pseudospectra of A. 
This bound follows by representing the optimal polynomial pk of (5.15) as a Cauchy 
integral involving the resolvent (zl — A)""1 (see, e.g., [36, Ch. 1], [37, Ch. 5]): 
Pfc(A) = ^-JpkizXzI-Ay'dz. (5.17) 
Expressing the optimal polynomial as a function of the resolvent is useful, as the 
resolvent is robust to perturbations: 
( z I - A - E ) - 1 = ( I - ( z I - A ) - 1 E ) " 1 ( z I - A ) - 1 . 
The approach of analyzing the stability of perturbed resolvents using Cauchy integrals 
is a style of analysis applied by Rinehart in 1956 [60] (see also [36, Prob. 3.4]), and 
recently by Davies [21] in an context similar to this one. This gives us the framework 
for the following theorem. 
Theorem 5.3.1. Let A and A + E both be nonsingular with ||E|| = e < 8. Then the 
residual r^ produced by GMRES applied to (A + E)x = b with initial iterate x0 = 0 
satisfies the bound 
M < (i + * \ J±
 min sup |p(z)|. (5.18) 
t> V 0 - e J 2ird p€Pk Z£as{A) 
p(0)=l 
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Proof. For any polynomial p, one can express the polynomial applied to the matrices 
A and A + E as 
P(A) = ~jpk(z){zl-A.)-1dz, 
p(A + E) = ±-JPk(z){zl-K-V)-ldz. 
The difference between the polynomial applied to both A and A + E is given by 
p(A + E) - p(A) = ^ - j ((I - (zl - A ) " ^ ) - 1 - I) (zl - A ) - V W dz, 
and the norm is bounded by 
||p(A + E ) - p ( A ) | | < i - / ||(I - (zl - A ) - ^ ) " 1 - I|| WizI-Ay'WlpMldz. 
(5.19) 
For z £ . r = 9o"i (A), it follows from the definition of the <5-pseudospectra and the 
continuity of the spectrum that 
1 H(zl-A)- 1! (5.20) 
From the hypothesis, e = ||E|| < S, so we can expand in a Neumann series to obtain 
(I - (^1 - A)"1E)"1 || = £ ((zl - A)-1^ 
j =0 
oo 
< ^II^I-A^iniEl 
3=0 
6 
It follows then that 
( I - ( z I - A)- 1E)- 1 — I|| < 
«J-e 1 = <J-e 
(5.21) 
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Combining the bounds (5.19), (5.20) and (5.21) gives 
b ( A + E) - p(A)| | < (j^-) p , sup \p(z)\ (5.22) 
Let p be the polynomial that minimizes 
min sup |p(z)|. 
P^Pk z£as(A) 
P(0)=1 
Then, since the bound (5.22) is satisfied for any polynomial, it follows from (5.15) 
that 
|rfc
" < ||i?(A + E 
IN. 
< (||p(A + E ) - p ( A ) | | + ||p(A)||) 
< ( l + T ^ - ) ^ m i n sup \p(z)\, 
\ d - e ) 2nd
 P<=pk 2eo-6(A) 
p(0)=l 
which gives the result of the theorem. • 
If we compare the pseudospectral bound in (5.16) to the one derived for the 
perturbed case (5.18), then Theorem 5.3.1 demonstrates that the residuals produced 
by GMRES for the perturbed problem are bounded by a size 0(e) perturbation of 
the bound for the unperturbed problem. Then the utility of the perturbed bound is 
tied to the utility of the unperturbed bound (5.16). The utility of (5.16) derives from 
the parameters e and S that one can vary to demonstrate an "envelope" of bounds 
for the residual. For more on this, see [71, §26] and [24]. 
However, this result can be refined. The fact that (5.22) holds for any polynomial 
gives us great latitude to apply this result and leads to the following corollary. 
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Corollary 5.3.2. Let rk = pk(A)h denote the kth residual vector produced by GM-
RES applied to A x = b , with the residual polynomial Pk G Pk satisfying Pfe(O) = 1. 
The residual pk produced by GMRES applied to (A + E)x = b satisfies the bound 
\\Pk\\ ^ lkfc|| , ( e \ ( L5 \ 
llbll l|b|| \5 - eJ \2ird J
 z£as{A) 
where ||E|| := e < 5 and L$ denotes the length of the boundary ofas(A). 
Proof. Let fa be the optimal GMRES polynomial at iteration k for the perturbed 
problem (A + E)x = b . Then 
l|Pfel|-||r*|| = | | ^ ( A + E )b | | - | | p f c (A)b | | 
< ||pfc(A + E )b | | - | | p f c (A)b | | 
< ||(pfc(A + E ) - p f e ( A ) ) b | | 
< ||(pfc(A + E ) - p f c ( A ) ) | | | | b | | . 
Therefore it follows from (5.22) that 
llPfcll - lkfc|| . ( e \ L5 
nui\ x—Z O^A s u p \P^z)h 
| |b|| \S - ej 2TT5
 z€as{A) 
which gives the result. • 
This bound makes explicit how far the GMRES residuals of the perturbed problem 
can lag behind those of the unperturbed problem. The "lag" is bounded in terms 
of the size of the perturbation and the values of the GMRES polynomial over the 
<5-pseudospectra of A. 
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We can apply this bound to the system A M _ 1 y = b with approximate deflation 
preconditioning, which is equivalent to the system A x = b , with x = M _ 1 y . To 
begin, define 
e := hr+hr (\\H^\\ + * " A | ' ) . (5.23) 
y sep(Hr,Hr)/ 
Theorem 5.3.3. Let \\ri~\\ denote the norm of the kth residual produced by GMRES 
applied to A M _ 1 y = b . If the hypotheses of Theorem 5.2.2 are satisfied, then 
< ( 1 + 7 ^ - ) 7TT m i n m a x IP(*)I> (5-24) ||b|| \ S — eJ 2TT5
 PePk zea^AM-1) 
P(0)=1 
where e is defined in (5.23) and 5 > e. 
Proof. The system A M _ 1 y = b is equivalent to the system 
(ZV*)AM_ 1(VZ*)y = b , (5.25) 
where y := ZV*y and b = ZV*b. Since ZV* is unitary, the relative residual norm 
for GMRES applied to (5.25) is identical to that produced for the original problem. 
By Theorem 5.2.2, we can write 
(ZV*)AM_ 1(VZ*) = A M p 1 + E, 
where ||E|| < e. The bound (5.24) follows from application of Theorem 5.3.1. • 
Furthermore it follows from Corollary 5.3.2 that the residuals produced by GM-
RES applied to the approximate deflation problem can be written in terms of the 
residuals of GMRES applied to the exact deflation problem. 
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Corollary 5.3.4. Let rfc = p ^ A M ^ ' j b denote the kth residual vector produced by 
GMRES applied to A M ^ x = b, with the residual polynomial pk € Pk satisfying 
Pfc(O) = 1. The residual pk produced by GMRES applied to A M _ 1 x = b satisfies the 
bound 
llpfcll ^ Ikfcll , ( £ \ ( U \ \ ( \\
 fr o«\ 
-uTir ^ -JiKJT+ x—: J I o~x ) s u p P*(*) • (5-26) 
llbll llbll \ 6 ~ £ J \ 2 * d J zeartXMj) 
While we have applied this perturbed GMRES bound to approximate deflation 
preconditioning, this analysis holds much promise for understanding a broad class of 
preconditioners that can only be applied approximately in practice. 
5.4 Numerical Results 
We demonstrate here that restarting with deflation preconditioning using Arnoldi 
vectors as approximate eigenvectors is successful at dramatically accelerating the con-
vergence rate of a restarted GMRES method and performs comparably to a restarted 
routine that deflates using exact eigenvectors. 
In order to demonstrate the effectiveness of approximate deflation precondition-
ing and the bound developed in Theorem 5.3.3, we compare approximate and exact 
deflation preconditioning. After forty iterations, GMRES is restarted with the precon-
ditioned systems M _ 1 A x = M _ 1 b and M ^ A x = M ^ b , where M _ 1 is built using 
the forty Arnoldi vectors generated by the Arnoldi iteration driving GMRES accord-
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ing to equation (5.4) and M^ 1 is built using exact eigenvectors, as shown in equation 
(5.1). For the exact deflation preconditioner, the subspace Ran(X) is taken to be the 
forty dimensional invariant subspace that minimizes the angle between Ran(X) and 
/C4o(A, r0) . The eigenvalues and Ritz values used for exact and approximate deflation 
are shown in Figure 5.2. 
Given the bound demonstrated in Theorem 5.3.3, we would expect that if the 
Arnoldi vectors are close enough to an invariant subspace, then GMRES with ap-
proximate deflation preconditioning cannot lag too much behind GMRES with exact 
deflation preconditioning. Furthermore, Theorem 5.1.1 guarantees that while exact 
deflation moves 40 eigenvalues to 1, approximate deflation with Arnoldi vectors moves 
39 eigenvalues to 1. Indeed Figure 5.1 shows that exact deflation convergence mim-
ics the convergence rate of the approximately deflated GMRES iteration. Figure 5.3 
demonstrates that the spectrum of the exactly deflated system and the approximately 
deflated system are very similar. This is consistent with the intuition developed as a 
results of Theorem 5.1.1. 
Such results prompt a numerical experiment with a subtle variation of Algo-
rithm 3.6 of [6], with the parameter /?o (the number of cycles of the implicitly restarted 
Arnoldi method taken to build Arnoldi vectors used in deflation) set to 1. We de-
note this method as GMRES-ADAP(m,r) for GMRES with approximate deflation 
based adaptive preconditioning, where m is the GMRES restart frequency and r is 
the dimension of the approximate invariant subspace kept at each restart. For ease 
Figure 5.1: GMRES is restarted after the first 40 iterations, and then 
preconditioned with a 40 dimensional approximate invariant subspace 
and a 40 dimensional exact invariant subspace for K = 5 on a 30 x 30 
grid. 
1 
J* 
• + 
• 
® • 
• 
OH 
© . 
« 
^ e 
i i i i 
P*-*® 
+ 
i 
^ * » 
-HS 
<* $ 
| 
© 
+ ® 
# 
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Figure 5.3: Spectra of the approximately deflated system on the left 
and exactly deflated system on the right. 
of notation in describing the algorithm, we denote x^j to be the j ' th iterate of the 
fcth cycle of GMRES-ADAP(m, r) , and similarly for v^j and Hfcj- as the jth Arnoldi 
vector and j x j Hessenberg matrix at step j of cycle k. GMRES-ADAP(ra, r ) , at 
cycle k, applies m steps of GMRES to the preconditioned problem 
M , 1 A x = M , J b (5.27) 
with initial iterate Xfc>0 = Xfc_iim and preconditioner given by Mfc := Mfc 1M fc^1 
Mj"1, with 
M-1 := i-u ru; + urG-1u;:, (5.28) 
for j > 2 and Mf 1 := I. The unitary matrix U r € C n x r and upper Hessenberg matrix 
G r G C r x r satisfy the Arnoldi relation A U r = U r G r + 5>r+1ur+ie* and are computed 
from H j _ l i m and Vj_i j m + i using one cycle of the implicitly restarted Arnoldi iteration 
with exact shifts (see [46, 67]) described here as Algorithm 5.4.1. We note that 
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a practical implementation would pre-bound according to memory constraints the 
number of approximate invariant subspaces kept to create deflation preconditioners. 
Algorithm 5.4.1. One step of the Implicitly Restarted Arnoldi Method 
I n p u t : V j _ i ) m + i , Hj_i> m , r 
Output; U r + i , Gr 
1. Let {0p}^=i = a(Hj_1>m) ; ordered so that unwanted approximations appear last. 
2. Set G = H j _ l i m and Q = I; 
3. For £ = m , m - l , . . . , r + l 
4- QeR-e = G — 9J.; 
5. G = Q,*GQ,; 
6. Q = QQ*; 
7. End For 
8. Set U r to be the first r columns of Vj_i>mQ. 
9. Set G r to he the upper r x r block of G. 
10. gr+l,r = ||<7r+l,rVj-l,fc + 9m,feVj_l,m+l ||/ 
11. u r + i = ( 3 r + l r V j _ i j r + i + 9m , fcVj_i ) m + i ) /^ r + i i r ; 
Algorithm 5.4.1 describes the inner iteration of an implicitly restarted Arnoldi 
method, the full method would follow by taking m — r Arnoldi steps described by 
(5.3) and begin again. 
We compare GMRES-ADAP, which applies approximate deflation precondition-
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ing at each cycle to a method that applies exact deflation preconditioning at each 
cycle, A;; that is, the preconditioner defined in (5.28) replaces U r with the unitary 
matrix X r , whose columns form the basis of an r-dimensional invariant subspace of 
A, (computed to minimize the angle between the subspaces Ran(X) and Ran(U r)) , 
and replaces G r with X;AX r . This method is denoted GMRES-EDAP(m,r) for 
GMRES with exact deflation-based adaptive preconditioning. The results demon-
strated in Figure 5.5 show that GMRES-EDAP(40,20) performs only slightly better 
than GMRES-ADAP(40,20). The algorithms GMRES-AD AP(m,r) and GMRES-
EDAP(m, r) are given below as Algorithms 5.4.2 and 5.4.3 respectively. 
Algorithm 5.4.2. GMRES-ADAP(m,r ) 
Input: A, b, x0, m, r, tolerance, maxit 
Output: x such that ||b — Ax|| < tolerance 
1. r0 = b - Ax 0 ; 
2. M " 1 = I; 
3. For £ = 1 : maxit 
4. M'1 = M^MJ^ • • • M r 1 ; 
5. Apply m steps of GMRES to M A x = r0 ; return x m , r m , V m + i , H m ; 
6. If GMRES has converged, Return x = x0 + xm; 
7. Apply one step of the Implicitly Restarted Arnoldi Method (Algorithm 5.4-1) to 
V m and H m ; to return Gr and XJr, so that Gr = U* A U r is upper Hessenberg. 
8. M7+\ = I - U r U ; + U . G ^ U ; ; 
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9. ro = M ^ T m / (The updated residual need only be multiplied by M ^ 1 ; 
rather than M ) . 
10. x0 = x0 + x m ; 
11. End For 
Algorithm 5.4.3. GMRES-EDAP(m,r ) 
Input: A, b, x0, m, r, tolerance, maxit 
Output: x such that ||b — Ax| | < tolerance 
1. r0 = b - Ax 0 ; 
2. M _ 1 = I; 
3. For I = 1 : maxit 
4. M " 1 = M ^ " 1 ] ^ ^ • • - M r 1 ; 
5. Apply m steps of GMRES to M A x = r0 ; return x m , rm , Vm+i , H m ; 
6. If GMRES has converged, Return x = xo + x m ; 
7. Apply one step of the Implicitly Restarted Arnoldi Method (Algorithm 5.4-1) to 
V m and H m ; return Gr and U r ; so that Gr = U*AUr is upper Hessenberg. 
8. Compute X r to be the orthogonal basis for an r dimensional invariant subspace 
that minimizes the angle between lZ(X.r) and 1Z(XJr). Set Ar = X*AX r . 
9. MJ+\ = i - xrx; + XrA^x;,-
10. TQ = M^jTm/ (The updated residual need only be multiplied by M ^ 1 ; 
rather than M ) 
11. x0 = x0 + x m ; 
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12. End For 
Note that in Algorithm 5.4.2, when the residual vector is updated at restart, one is 
only required to compute the product of the residual and the current preconditioning 
matrix M^ 1 , rather than the product M~ = M ^ M ^ • • • M^1. This follows from 
the fact that 
where Mfc_1rfe-i,m is the residual output of the previous cycle of GMRES(m). This 
is an advantage to preconditioning on the left in this approach. 
Indeed Theorem 5.1.1 leads one to expect that approximate deflation using Arnoldi 
vectors performs similarly to exact exact deflation, as the former moves r — 1 eigen-
values to one. Of course, it is possible that approximate deflation could indeed deflate 
r — 1 eigenvalues to 1, and shift the others in an unfavorable manner (perhaps moving 
them close to the origin) if the matrix <fr defined in (5.7) is poorly conditioned or the 
residual p is too large. For such problems, GMRES-ADAP(m, k) can be altered so 
that U r and G r are computed from several cycles of the implicitly restarted Arnoldi 
iteration until a predetermined tolerance is met; this is described in [6, Alg. 3.6]. 
5.5 Approximate Deflation on Two Grids 
Given the results of Section 4.5, which applies a deflation-based preconditioner built 
from coarse mesh approximations of the eigenspace, and the previous section, which 
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Figure 5.4: Residual norm histories for GMRES-ADAP(40,40) and 
GMRES-EDAP(40,40) for K = 5 on a 30 x 30 grid of fl = [0, 2TT] x 
[0, 2TT]. 
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Figure 5.5: Residual norm histories for GMRES-ADAP(40,20) and 
GMRES-EDAP(40,20), along with full GMRES and GMRES(40) for 
K = 5 on a 30 x 30 grid of SI = [0, 2TT] X [0, 2ir]. 
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GMRES-ADAP(30,30), along with full GMRES and GMRES(30) for 
K = 10 on a 60 x 60 grid of Q = [0, 2?r] x [0, 2ir\. 
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Figure 5.7: Residual norm histories for GMRES-ADAP(60,30) and 
GMRES-ADAP(30,30), along with full GMRES and GMRES(30) for 
K = 15 on a 60 x 60 grid of Q = [0, 2n] x [0, 2TT]. 
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demonstrates results for an adaptive deflation preconditioner built from Arnoldi ap-
proximations of the eigenspace, this section describes an adaptively preconditioned 
GMRES using eigenspace approximations by Arnoldi vectors constructed on a coarse 
mesh. Such an algorithm, then, calls for an approximation of an approximation of 
the eigenspace, combining the ideas of Section 4.5 and Section 5.4. 
A naive approach could compute Arnoldi approximations with a standard Eu-
clidean inner product on a coarse grid, and then prolong the results onto a finer grid 
for use in an approximate deflation preconditioner. However, this approach would 
require reorthogonalizing the prolonged vectors as well as extra matrix-vector prod-
uct computations in order to compute the restriction of the matrix A onto the span 
of the prolonged Arnoldi vectors. The fact that an orthonormal basis for an approx-
imate eigenspace and the restriction of the coefficient matrix A onto that basis is 
supplied automatically by the Arnoldi iteration within GMRES-ADAP(TT7. , r) makes 
GMRES-ADAP(m, r) such an efficient algorithm. 
However this obstacle can be overcome, provided that the Arnoldi process used in 
crafting a preconditioner based on coarse mesh computations utilizes the correct inner 
product definition. Let nc = 2e + 1 be the number of nodal points of the coarse mesh 
in one direction, so that the number of total nodal points are Nc = n2c. Let the fine 
mesh have nf = 2e+1 + 1 nodal points in each direction, so that the total number of 
nodal points is given by Nf = rij. Let Pjyc G <CNfXNc be the prolongation matrix that 
extends a vector x € <ENc onto C ^ by linearly interpolating the coarse realization 
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onto the fine mesh. Let WJV be the diagonal matrix whose entries are quadrature 
weights of the composite trapezoid cubature rule. One can define an inner product 
on C" with respect to a matrix E by (x, y) = y*Ex if E is positive definite. Then the 
proper inner product to define for the Arnoldi process when applied to coarse mesh 
computations is the inner product with respect to 
E ^ = P ^ W ^ P ^ , (5.29) 
which is sparse and positive definite. Using EJVC as an inner product allows for the 
short Arnoldi vectors to maintain orthonormality with respect to the inner product 
matrix Wjvy when interpolated onto the fine mesh. Thus using the inner product with 
respect to Wjyy in the Arnoldi process for the fine mesh calculations does not require 
the prolonged Arnoldi vectors to be reorthogonalized. Furthermore, the diagonal 
matrix WJVJ of quadrature weights allows for scaling to remain consistent between 
the two meshes. The discretization parameters nc = 2e + 1 and rif = 2i+l + 1 are 
chosen so that the Green's function and incident wave can be evaluated once on 
the fine mesh, and sampled at every other nodal point to obtain the coarse mesh 
realization. The Green's function is computed for use in the FFT algorithm that 
allows the matrix-vector product to be computed rapidly. The matrix A is never 
built. 
Given the efficiency and speed of GMRES-ADAP(m, r) , we adapt this algorithm 
to perform a given number of the associated Arnoldi cycles on a coarse mesh in order 
to create an array of approximate deflation preconditioners to apply to the problem 
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on the full mesh. Once restarted on the full mesh, GMRES-ADAP(m, r) is run on the 
preconditioned problem. The algorithm is referred to as GMRES-2GAP for GMRES 
with two grid adaptive preconditioning. We give the algorithm below. 
Algorithm 5.5.1. G M R E S - 2 G A P 
Input: Nf = (2e+1 + l ) 2 , Nc = (2* + l )2 , x0 E CNf, u* E C"', 
tol, tolf, m, rrif, r, 77, maxitp, maxit 
Output: u such that ||u l — Au| | <tol 
1. Define G^f E <CNf to be the Green's function evaluated on the fine mesh. 
2. Compute u^c E CNc, uQ,Nc E CNc, and GNc E CNc by sampling u{ E CNf, 
Uo E <CNf and G^f E <CNf at every other grid point. 
3. r0 = u ^ - A(GivJuo,jvc; 
4- Compute Wjvy to be the diagonal matrix of composite trapezoid cubature weights 
on the main diagonal and let PNC be the prolongation matrix that linearly interpolates 
data from the coarse mesh onto the fine mesh. 
5. ENc = P ^ W ^ P ^ ; 
6. Mf1 = I; 
7. For j = 1 : maxitp 
8. M ^ M T ^ - V - M r 1 ; 
9. Apply m steps of the Arnoldi iteration to M p A(GATC) with initial vector r0 
and inner product matrix EJVC to obtain H m and V m + i . 
10. Compute cm to be the solution to mmcG<cm | | | | ro||ei — H m c | | ; 
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If ||||ro||ei — Hmcm | | < tol, Return the array of preconditioners encapsulated by 
K'-
11. Apply one step of the Implicitly Restarted Arnoldi Method (Algorithm 5.4-1) 
to V m and H m , and return TjiT. and Uj>r. 
19 M _ 1 = T — TJ TJ* + IJ- T_1TJ* • 
13. r0 = M7^1Vm( | | r0 | |ei - H m c m ) ; 
14. End For 
15. For each j , redefine Mj1 = I - P ^ U ^ U ^ P ^ + P ^ U ^ T ^ U ^ P ^ . 
16. M " 1 = M - 1 M ^ 1 _ 1 - - - M r 1 ; 
11. Apply GMRES-ADAP(mf,rf) to the matrix equation M _ 1 A(Gj V / )u = M_ 1u% 
with an Arnoldi process utilizing an inner product with respect to Wjv / ; and tolerance 
parameter tolf, and maximum iteration parameter maxit. 
Note, that in the GMRES-2GAP algorithm, the Hessenberg restriction of the 
coarsely evaluated A is used in the preconditioning product defined on line 15. of 
Algorithm 5.5.1, rather than recomputing this restriction, which would require addi-
tional matrix-vector products. Our numerical experiments show that this is sufficient. 
Figures 5.8 through 5.12 demonstrate the results of GMRES-2GAP applied to the 
scattering problem on £1 = [0, 2n] x [0, 27r] with refractive index m(x) = — 1. The 
GMRES process depicted use the inner product denned by the matrix Wjv r The 
residuals plotted in Figures 5.8 through 5.12 for GMRES-2GAP are defined to be 
||rfc|| = ||ul — Aufc||, as opposed to the residual of the preconditioned equation, which 
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K = 16. 
is the one that GMRES minimizes at each iteration. Given the extra computational 
cost of computing an explicit residual, the algorithm was run once to compute the 
residual curve, and thus stopping criteria, and then again to compute the timings 
displayed in the figure legends. 
In order for GMRES-2GAP to be successful, our numerical experiments suggest 
that the coarser grid should contain about four mesh points per wavelength, which is 
equal to 27m/K, where n = y2 for these experiments, as demonstrated in Figure 5.12. 
Such a resolution is not unexpected, as this approach can be said to approximate an 
approximation of the eigenspace, in that the Arnoldi process on the coarser grid 
approximates what the Arnoldi vectors would be on the finer grid, which are approx-
imations of the eigenspace. Therefore the coarser grid in the two grid process should 
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sufficiently resolve the Green's function. 
However, the benefit is that once a minimal resolution is determined, one can 
solve high resolution problems more efficiently by applying the two grid process. Fur-
thermore, Figures 5.8 through 5.12 note the time taken to carry out each algorithm, 
computed with MATLAB's t i c and toe function. DNC implies that the algorithm 
did not converge before the maximum number of iterations was reached. The times 
demonstrate that GMRES-2GAP is significantly faster than a full GMRES implemen-
tation carried out with respect to the inner product matrix Wjv/5 and moderately 
faster than GMRES-AD AP(m, m), while requiring less computer memory to carry 
out. 
There are several parameters that one can adjust, depending on whether the 
emphasis is on speed or memory limitations. Setting m = r and mf = r$ in GMRES-
2GAP maximizes the progress kept at each restart of the preconditioner-building 
process or the solving process. However setting r and rj to be less than m and mf, 
and setting a limit on the number of deflation cycles can allow the user to control the 
memory requirements of the algorithm. 
Chapter 6 
Asymptotic preconditioning for 
thin scatterers 
6.1 Introduction 
In this chapter, we consider acoustic scattering through thin photonic band gap 
(PBG) structures. Such structures are designed to guide the propagation of light 
by blocking certain wavelengths in the band gap, while allowing others to pass freely 
through. PBG structures facilitate information propagation in optical communica-
tion networks and in optical computing. Consider the setting of three dimensional 
slab waveguides with two dimensional photonic crystal structure. Such structures are 
typically constructed with a high refraction index and are embedded in a homoge-
neous scattering medium, typically air; see [29, 75, 76] for more details about thin 
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PBG structures. 
We propose a preconditioner for the three dimensional scattering problem based 
upon an asymptotic expansion of Moskow, Santosa, and Zhang [55], and demonstrate 
its potential to significantly improve convergence, especially in physically interesting 
parameter regimes. 
6.1.1 Problem Formulation 
Consider the setting of an inhomogeneous scattering medium S c R 3 , thin in the third 
component direction, and set in a homogeneous host medium such as air or some fluid. 
We represent S by the Cartesian cross product of the compact cross section, fl C R2 
and the thin third component direction [—h/2, h/2], i.e., 5 = flx [—h/2, h/2]. 
Since the inhomogeneities in this problem describe two dimensional photonic crys-
tal structures in a three dimensional slab, the refractive index is constant in the thin 
component direction. We adapt the convention of Moskow et al. [55], where we write 
that the refractive index is inversely proportional to the length of the thin side h. 
While refractive indices are functions of material properties and not size, high refrac-
tive indices are necessary to sufficiently reduce the wavelength on the order of the 
thin dimension h. Thus we define the refractive index function 
/ 1, (x,z) 4. S: 
K
 ' * ' (6.1) 
n0(x)/h (x,z) G S, 
n(x,z) = < 
where no is defined on Q. Therefore the Lippmann-Schwinger equation for this prob 
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lem takes the form 
«(s) + / t 2 f ( l - ^ ) G ( s , s > ( * ' ) ( i s ' = u'is), (6.2) 
where G(s) is the three dimensional Green's function given in (1.11). Separating 
the integral domain S into Q and [—h/2, h/2] and letting s = (x, z) for x G f2 and 
z G [—h/2, h/2], we rewrite equation (6.2) as 
u(x, Z) + K2 I I ( l - n o ( ^ ' ° ^ G((x, z), {x', z'))u(x', z') dz'dx' = u\x, z), 
and apply the linear change of variable z = hC, to obtain 
u(x, C) + K2 f f (h- n0{x'))G((x, h(), (x', hC))u(x', (') dz'dx' = u'(x, h(). 
Jn J-i/2 
Define the scaled slab S = Q x [—1/2, 1/2], and write the above integral equation 
more compactly as 
(Au)(x,() = ui{x,hQ, (6.3) 
where 
A = I + K; (6.4) 
/ is the identity operator and K is the integral operator on the Hilbert space, K : 
L2(S) -> L2(S), such that 
r r1'2 
(Ku){x,() := K2 \ \ (h-no{x'))G({x,hO,{x',h('))u(x',C)dCdx'. (6.5) 
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6.2 GMRES Performance 
GMRES performance for this problem, discretized via a collocation method described 
in Section 6.4, is shown in Figure 6.1 for various wave numbers. According to these 
results, GMRES requires too many iterations to be effective without preconditioning. 
Figure 6.1: GMRES iteration counts as a function of scattering obstacle 
height h. Here no = 3 and the incident wave is a plane wave in the 
direction normal to the third component direction. 
We consider asymptotic results as a guide to building an effective preconditioning 
scheme. That is, we create an operator A0, and apply GMRES to the equivalent 
problem 
(AAo1) (AQu) = u\ 
such that it is easy to "invert" AQ, that is, to solve A0y = z for some given z E L2(S). 
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In this case, the right hand side data need not have physical meaning in the scattering 
model; rather, in implementing the preconditioned scheme, z is the basis function for 
the current Krylov subspace of GMRES. 
To build the preconditioning operator A0, we invoke the asymptotic results of 
Moskow, Santosa, and Zhang [55] by considering the two dimensional integral equa-
tion 
(I-K2D)u0{x)=ui(x,0), (6.6) 
where 
(K2Du0)(x) := K2 f n0(x')G((x, 0), (x', O)H(x ' ) dx'. (6.7) 
Jn 
This is the two dimensional operator used to describe asymptotic behavior of a scat-
tered wave over thin scattering domains. However, in order to use (6.6) as a pre-
conditioner, we must pose it as a three dimensional integral operator to match the 
dimensions of the objective problem. Thus we define K0 : L2(S) —> L2(S) by 
f1/2 f (K0u)(x) = K2 / n0(x')G((x, 0), (x', 0))uo(x', C) dx'dQ. 
J-i/2 Jn 
Note that IZ(Ko) consists of functions that are constant in the z direction. Then the 
preconditioning operator is defined to be Ao := I — K0. Lemma 2 of [55] shows that 
A0 is continuously invertible on both L2{S) and C(S). 
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6.2.1 Solving the Preconditioner as a Two Dimensional Sys-
tem 
As mentioned before, the right hand side data for the preconditioning operator A0 
does not have any ready physical interpretation, nor is it necessarily constant in the 
third component. Furthermore, for such a system (A0y)(s) = z(s), the solution y(s) 
need not be constant in the third component. However, the preconditioner will only 
be efficient if we can apply it as a two dimensional operator. 
Shari Moskow points that we can solve this problem by noting that if (Aoy)(s) = 
z(s), then 
(K0y)(s) = y(s)-z(s). 
This implies that y(s) — z(s) is in the range of KQ, and thus constant in the z direction, 
and equal to /_w2 y{%, C) — z(x> C) dC,. This yields the equation 
K2 n(x')G((x,0),(x',0))y(x',C)dCdx' = / y(x,(') ~ z(x, (')dC, 
JnJ-i/2 J-i/2 
which can be rearranged to give 
»i/2 r ( r1/2 f y(x,C)dC - K2 [n(x')G((x,0),(x',0))l f y(x',(') d(') dx' 
J-1/2 JU \J-l/2 J 
= / z(x,C)dC. 
J-l/2 1/2 
Define 
-1/2 
y(x,C)dC, 
1/2 
/•1/2 
:a{x) = / z{x,C)dC-
J-l/2 
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Then the preconditioning step is equivalent to solving the two dimension integral 
equation 
ya{x) -K2 [ n{x')G((x, 0), (x', 0))yn{x') dx' = za(x). 
Jn 
Given the solution ya{x) to the above, we construct the solution (which can vary in 
the third component) as 
y(x,0 = K2 [ n(x')G((x,0),(x\0))ya(x')dx' + z(xX) Jn 
= ya(x) - za(x) + z(x,C)-
6.3 Asymptotic Results 
We present the main result from Moskow, et al. to apply toward obtaining conver-
gence bounds for the preconditioned system with (6.6) and (6.7) as the basis for a 
preconditioning operator. 
Theorem 6.3.1. There exists a constant C, independent of the scattering obstacle 
thickness h, such that 
sup_ / |G((x,0),(x' ,0)) -G((x,hC),{x',hC))\ dx' < Ch. 
Proof. See Moskow, et al. [55, Lemma 1] • 
It is clear from Lemma 1 in [55] that the constant C — KM + 1, where M = 
supx£f2 Jn \\x — x' | |_ 1 dx'. We can bound M < ird, where d = diam(fi). This will is 
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useful in computing convergence estimates for the preconditioned scattering problem. 
In order to develop (6.3.1) into a useful result for convergence bounds of GMRES 
applied to the preconditioned system, we develop a bound for ||7 — A A ^ I . If we 
can show that this becomes small as h does, then we can show improving GMRES 
convergence rates as h becomes thinner. 
Corollary 6.3.2. There exists a constant C, independent of h, but depending on n, 
such that 
\I — AA0 ||Loo(s) < C h. 
Proof. We derive a bound on ||7 — ^ A / I I L ^ C S ) by factoring out the inverse of the 
preconditioner operator AQ to obtain 
M _ AAQ 11 £,00 (5) — ||(A0 — A)AQ || £,00(5) 
— HA) IIL°°(S)II^O - -A | ILOO(5) . 
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Note that \\A0 1\\L<x>(s\ is independent of h. Consider then the asymptotic term, 
\A- A0\\Loc(s) = sup \\A0u- Au\\LOO{s) 
llullz,°°(S) = 1 
sup \\K0u + KuW^^) 
-1/2 
1/2 
u =1 
< sup sup IhK2 f f \G({x,0),(x',0))\\u(x',C)\dx'dC 
Nl=i (x,c)e5 \ ^-1/  Jn 
i-l/2 /• 
+ W 2 / / G((x,0),(x' ,0)) 
7-1/2 JO. 
-G((x,hO,(x',hC))\\u(x',C)\dCdx' 
W [ f no(x')G((x,0),(x',0)) 
J-i/2 Ja 
-G((x,hO,(x',hC))\\u(x'X')\d('dx') 
< h2C + h—+ hC\\no\\Loo{a). 
D 
From Corollary 6.3.2 we have that 
t - i i \I — AAQ 1^1^ ,00(5) < e, (6.8) 
where e = 0(h) as h —* 0. However, note that this bound contains the constant 
H^o"1]!, which, while independent of h, could be very large. We demonstrate the 
bound e as a function of h in Figure 6.2 for no = 3 and in Figure 6.3 for n0 = 9. 
While this bound is more promising for no = 9, we see that, in general, we do not get 
sufficiently small values of e for relevant values of h due to the size of H^O^IIL""^) f° r 
some wave numbers. 
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However, in practice we see that ||I — A A ^ H is much smaller than the bounds 
given by Corollary 6.3.2, where A and Ao are discretizations of A and A0 using a 
collocation method described in Section 6.4. We show this in Figure 6.4 for no = 3 
and Figure 6.5 for n0 = 9. 
The following corollary demonstrates that cr(A) C ap(Ao), where ap(Ao) denotes 
the p-pseudospectra, defined in Definition 2.3.3, for p — 0(h) as h —• 0. Thus 
factoring out the AQ1 term in Corollary 6.3.2 neglects whatever benefit we get from 
spectral deflating. 
Corollary 6.3.3. Define A = I + K and A0 = I - K0. Then a(A0) C ap(A) for any 
p > C"h, for a constant C" independent of h. 
Proof. Let (\,VQ) be an eigenpair of Ao, such that ||fo|U°°(n) = 1- Then 
\\(\-A)vQ\\LO <(S) SU P _K 2 / I / G{(x, h(), (x', hC))v0(x') d('dx 
x,C)es Js 
1/2 
/2 
+ K2 f f no(x')(G((x,0),(x',0)) 
JQ J-1/2 
- G((x, kC), {x', hC))) v0{x') d('dx' 
K2 f_G((x, h(), (x', hC))v0{x') dC'dx' 
Js 
sup_«2 / |n0(x')| |v 0 (^) | / \G((x,0),(x',0)) 
c.oes Jn J-i/2 
< h sup 
(x,c)es 
+ 
(x,c)es 
-G((x,hO,(x',hO)\<K'dx: 
< h ( — + C\\n0\\Lco{a) 
where C is the constant from Theorem 6.3.1 and d = diam(fi). If follows then 
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from the second definition of pseudospectra given in Definition 2.3.3, that A is a 
p-pseudoeigenvalue of A for any p > h{n2d/A + C|J7T-o||i° <(Q)J • 
An illustration of the pseudospectral property demonstrated in Corollary 6.3.3 is 
given in Figure 6.6. There we see that the eigenvalues of A for h = 10~2 and Ao are 
very close. This provides a spectral illustration of the idea that the three dimensional 
operator is well approximated by a two dimensional one. Corollaries 6.3.3 and 6.3.2 
suggest that 1 — p(AA0)~1 —> 0 as h —> 0. Indeed, Figures 6.7 and 6.8 demonstrate 
this result computationally. 
Figure 6.2: The bound e from (6.8) as a function of h for wave numbers 
K = 1,2, . . . , 10 and UQ = 3. 
We use the bound from Corollary 6.3.2 to develop a bound for GMRES applied to 
the continuous preconditioned system. Because of the spectral properties of compact 
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Figure 6.3: The same as Figure 6.2, with no = 9. 
Figure 6.4: ||I - A A ^ H for n0 = 3. 
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Figure 6.5: ||I - A A ^ | | for n0 = 9. 
operators, analysis of GMRES applied to the continuous problem gives us insight to 
the discrete problem [13, 14, 50, 78]. Of course, this bound is only useful if e < 1. 
Corollary 6.3.4. Let rm denote the residual at the rath iteration of the GMRES 
method applied to the right preconditioned problem 
(AA^1) (A0u) = u\ 
Then \\rm\\ < Sm, where 5 = 0(h) as h —• 0. 
Proof. Recall from (1.36) that we can bound the GMRES residual by 
|rm | | < min | | p m ( M , ^HIKI). 
p€Pm 
P(0) = 1 
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Figure 6.6: The proximity of the eigenvalues of A for h = 10 2 and A0 
confirm the result of Corollary 6.3.3. 
Consider the polynomial qm(z) = (1 — z)m. It is clear that qm G Pm, and qm(0) = 
1. Thus, the minimal residual computed by the GMRES method satisfies \\rm\\ < 
H^AAo1)!!lli^H. Then Corollary 6.3.2 implies that 
— l \ ro | |rm|| < \\(I - AA^riWW 
< \\I - AA, ^ IHIti* 
< \\Ui\\MS))m, 
where /x(S) is the volume of the slab S and \\I — 4^.^ 40 ^  || = e = 0{h) follows from 
Corollary 6.3.2. • 
While the bound we showed in Corollary 6.3.4 is only useful when e < 1, we can 
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show in the same way that for the discrete problem 
AAo 1 (A0u) = u \ 
the GMRES residual r^ is bounded by 
l » II ^ NT A A - 1 1 1 xn 11 _ _i 
|rfc|| < 11J- — AA 0 || ||u (6.9) 
This bound will be useful in showing convergence bounds for the preconditioned 
system. We demonstrate that ||I — AA^1!! —> 0 as h —> 0 in Figures 6.2 and 6.3. 
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K = 6, n0 = 9. 
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Figure 6.8: Same as Figure 6.7 with no = 3. 
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6.4 Numerical Implementation 
To facilitate notation of functions on the rescaled slab S = fl x [—1/2,1/2], we use 
/ : S —• C to mean that, for s = (x, £) G S, and function / denned over the domain 
S = nx [-h/2,h/2], t h e n / ( s ) :=J((x,()) := f{(x,h()). Then, for example, 
G(s, s') := G((x, C), (x, C)') := G((x, K ) , (ar, K) ' ) , 
«*(«) := ^((^OJ-^aar./iC)). 
We use /o : 5 —> C to indicate functions that are restricted to be constant in the z 
direction, that is, for a function / : S —• C, then fo(s) := / (x ,0 ) . For example, 
G0(s,s') := G((x,0),(x',0)) 
ui(s) := u4((x,0)). 
We discretize the shifted compact operators A = I + K and AQ = I — K by 
employing a collocation method described in general in Section 1.5.2. Let {(pi}^ 
be a set of linearly independent functions corresponding to a discretization of the 
rescaled scattering obstacle S into the volumes {wi}f=1, where the collocation points 
{si}iLi = {(xiC)i}iLi a r e midpoints of the discretization volumes. 
Choose 0 i , . . . , (J>N to be piecewise constant basis functions denned by 
{ 1, x £ Wj\ 0, x f Wj. 
Then, via the description of the collocation method in Section 1.5.2, we obtain 
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the linear system 
(I + K ) u = u i , 
where 
Kij = K2 f {h - n(s'))G(Si, s') ds' 
J Wj 
" i = « * ( S i ) , 
and u is the vector of coefficients of u expanded in the basis {<frj{x)}f=i- We evaluate 
Ky using a Clenshaw-Curtis quadrature scheme [17]. 
6.4.1 Solving the Preconditioned System 
Applying the same collocation method to the preconditioner AQ = I — K0, we get a 
preconditioning matrix 
I - K 0 , 
where 
(Ko)^ = K2 f n(s')G0(Si,s')ds'. 
J W; 
Note that the integral defining (K0)jj integrates over the fl and z directions, but 
the integrand is constant in the z direction. Therefore the matrix will have the tiled 
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structure 
K0 = dz 
K Q D K 2  *^2D - - • *±2D Ko 
Kon Kon • • • K< 2D 
where K2D corresponds to the discretization of the integral operator 
(K2DU){X) = K2 / n0(x')G0(x,x')u(x')dx', Jo. 
and dz is the height of the discretization volumes. Thus 
(K2D)ij = K2 f n0(x')G((xi,0),(x',0))dx', 
Jujj 
where {^j}"=1 is a discretization of tt corresponding to the discretization of f2 x 
[—1/2,1/2] into {WJ}" = 1 . The entries of K2ZJ are also approximated using Clenshaw-
Curtis quadrature. 
6.4.2 Solving the Discretized Preconditioner as a Two Di-
mensional Problem 
The linear algebra analog to the method we used to pose the preconditioning operator 
as a two dimensional problem derives from taking advantage of the tiled structure of 
K0 . The preconditioning step involves solving, for arbitrary data z, 
yfc — K 2 z ? V V i = zfc, for k = 1,. . . , m , 
m
 J
~f 
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where m is the number of discretizations in the thin component direction. Note that 
for a regular discretization, dz = l/m. Then the analog of averaging functions defined 
on S in the thin component direction, described in Section 6.2.1, is to average the 
above with respect to the k index, resulting in 
1 m 1 m 1 m 
—y^yfe—K 2 D y V i =—Vz f c . 
fc=l i = l fc=l 
Let 
ya = — yVfc 
m *--' 
it=i 
1 m 
Za = — y^zfc-
fc=i 
This gives a matrix equation on the order of the individual block size, 
(I - K2£))ya = Za. 
Solving this system, we can reconstruct each y& by 
yk = zfc + K 2 D y a 
= zfe - za + y a . 
This implies that A^ 1 = ( l / m ) E <g> ( A ^ — I) + I, where A 2 D = I - K2£> and E is 
the m x m matrix of all ones. 
6.5 Numerical Results 
GMRES shows improved performance with the preconditioned system compared to 
the unpreconditioned problem. Figures 6.9 and 6.10 show that for values of h around 
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10~2, we get iteration counts reduced substantially to less than 50 iterations for no = 9 
and less than 100 iterations for n0 = 3. For h < 10~2'5, we see iteration counts of 
about 10 or less. This is a marked improvement over the unpreconditioned system, 
which produced iteration counts on the order of hundreds. 
Our results also show us that, while the solution to (6.3) and to (6.6) may only 
differ in the L°° norm by about 10_ 1 when h = 10_1, this is not sufficient to effectively 
precondition the problem 
Figure 6.9: GMRES iteration counts of the preconditioned system as a 
function of scattering obstacle height h, here n$ = 3 and the incident 
wave is a plane wave in the direction normal to the third component 
direction. 
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Figure 6.10: GMRES iteration counts of the preconditioned system as 
a function of scattering obstacle height h, here n0 = 9 and the incident 
wave is a plane wave in the direction normal to the third component 
direction. 
6.5.1 Solving the Preconditioner System 
The approximate deflation methods for the two dimensional scattering problem that 
demonstrated in Chapter 5 should alleviate the computational complexity of solving 
the preconditioning step even further. Figure 6.6 shows that the spectrum of Ao 
has a similar distribution to the eigenvalues of the Nystrom discretization of the 
two dimensional Lippmann-Schwinger operator. Therefore, one would expect that 
computing A ^ z for a vector z in the GMRES process can be done more efficiently 
utilizing the GMRES-ADAP(q,r) method, described as Algorithm 5.4.2. 
Figures 6.13 and 6.14 demonstrate that GMRES-ADAP(m,r) has convergence 
curves that do not lag far behind the residual curve generated by a full GMRES. 
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Furthermore, in the examples given here, since the dimension of the space kept, r, 
is half the restart frequency, q, GMRES-ADAP utilizes approximately half of the 
computational storage requirement of GMRES. Furthermore, a user could constrain 
the deflation cycles in order to satisfy given memory constraints. Thus, combining 
approximate deflation restarting with the preconditioning strategies derived from the 
asymptotic results of Moskow, et al. [55] further reduces the computational require-
ments. 
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Figure 6.13: GMRES and GMRES-ADAP convergence results for solv-
ing the two dimensional preconditioning step for K = 9 and no = 3. 
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Chapter 7 
Conclusion and Future Work 
This thesis offers an in-depth look at the spectral properties of the Lippmann-
Schwinger integral equations and details numerical methods based on deflation tech-
niques for Krylov subspaces on multiple grids. For solving the one dimensional case, 
the observation that the integral operator is a low rank perturbation to a self-adjoint 
operator in the case of a constant refractive index is exploited to develop an algorithm 
that utilizes only short term recurrence Lanczos iterations to solve the resulting ma-
trix equation. This contribution is general and can be applied to a number of linear 
systems satisfying a low rank property for the skew-adjoint part (Chapter 3). Fur-
thermore we offer a careful analysis of adaptive deflation preconditioning methods 
that utilizes stability results for GMRES (Chapter 5). This analysis is also general, 
in that it provides a framework for understanding convergence properties of deflation 
methods in general, as well as a number of other applications that call for some sort 
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of approximate preconditioning. The deflation results along with the spectral analy-
sis offered here prompt a deflation algorithm that is implemented for applications in 
photonic band gap structures. 
The allure of the Lippmann-Schwinger integral equations for acoustic scattering 
lies in the fact that the solution automatically satisfies the outgoing Sommerfeld con-
dition. Furthermore the linear systems that result from discretization demonstrate 
conditioning of the coefficient matrix A that is largely undisturbed by refining the 
discretization, once a minimal refinement is reached. However the challenge of such 
an approach is that the resulting linear systems are dense, non-Hermitian, and of di-
mension on the order of K2 in the two dimensional case and KZ in the three dimensional 
case. Furthermore, the numerical results of Chapter 4 demonstrate that the number 
of iterations required for the convergence of GMRES increases at a rate like 0(K2), 
which puts the overall computational cost at 0(K6) for two dimensional problems, in 
spite of utilizing FFT methods to accelerate the matrix-vector operation. 
The high cost of GMRES is driven largely by the eigenvalues of A associated with 
eigenvectors that are lower in the frequency spectrum than those clustered close to 
one. Furthermore, such eigenvalues, outside of some ball of nonzero radius centered at 
one, are well separated and grow in quantity quadratically with K, as demonstrated in 
Figure 2.9 The work in this thesis demonstrates that we can reduce the cost of solving 
the discretized Lippmann-Schwinger equation (1.22) by utilizing a preconditioning 
method based on coarse gird calculations to approximately deflate low frequency 
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eigenvectors. We have shown that this preconditioning method is very effective in 
reducing the number of iterations required for GMRES to converge. 
Prompted by the success of deflation using approximate eigenspaces, this thesis 
gives a rigorous analysis of a restarted GMRES algorithm with approximate deflation. 
Such techniques have been extensively studied and utilize two approaches. One uses 
approximate eigenspaces to pre-enrich the new Krylov subspace at restart (see e.g., 
[15, 23, 51, 52, 53]). The other develops a preconditioner that effectively removes the 
influence of the approximate eigenspace (see e.g. [6, 12, 26, 27, 54]). However, the 
cited examples invariably couch the analysis in terms of exact deflation. We address 
deflation by preconditioning, and show deflation results and convergence bounds for 
approximate deflation in terms of convergence of exact deflation. Furthermore, we 
give a simplified variant of the algorithm presented in [6], and demonstrate both 
analytically and computationally why the simplified variant is effective. 
Given the effectiveness of deflation using coarse grid and Arnoldi approximations 
to eigenvectors, we combine the two concepts to develop a restarted GMRES algo-
rithm with approximate deflation on two grids. This method is a novel approach to 
deflation based preconditioning. The key concept to its effectiveness is a two-tiered 
inner product space upon with the Arnoldi iteration driving GMRES operates. Using 
two related inner products associated with each grid allows Arnoldi vectors computed 
on the coarse grid to be prolonged onto the fine grid and still maintain orthogonal-
ity. Furthermore, this approach can be utilized in a variety of applications involving 
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discretizations of partial differential equations or integral equations. An immediate 
avenue of future work is to extend this algorithm to a multigrid deflation scheme. 
Furthermore, we develop preconditioning methods for acoustic scattering through 
thin inhomogeneities (Chapter 6). The preconditioning strategy applies the asymp-
totic results of Moskow, et al. [55] for thin photonic band gap structures. We demon-
strate a technique for reducing the computational complexity of the preconditioning 
step to that required by a two dimensional problem. Furthermore, the two dimen-
sional matrix equation associated with the preconditioning step can be solved effi-
ciently with the approximate deflation methods we develop in this thesis. 
Much of the scattering literature that addresses the Lippmann-Schwinger equa-
tion, involves efficient methods for approximating integral operator products (see, 
e.g., [11, 38]). This thesis, however, contributes a thorough study of some of the 
numerical challenges associated with solving the Lippmann-Schwinger integral equa-
tion for computational acoustic scattering. The results contained provide efficient 
methods for solving discretizations of the Lippmann-Schwinger integral equations. 
Furthermore, much of the analysis and algorithms offered are general and can be 
effective in a wide variety of applications, including deflation methods, approximate 
preconditioning, and iterative methods for matrices with low rank skew-Hermitian 
parts. Indeed, analyzing, and extending the classes of problems that would bene-
fit from the results demonstrated in this thesis offers a fruitful direction for future 
research. 
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