Abstract-In this paper, we introduce an explorative but adaptive-associative information management system in the presence of a natural conversation. We take advantage of explorative mind-maps, which have been demonstrated in [10] and which are altogether a management framework that emerges automatically from the data input stream it gets. An explorative mind-map is a non-verificative but dynamic system that basis on the natural paradigm: it changes its complexity continuously and fosters symbolic cells according to internal activation states. Generally, the structure mirrors a mental state where the oblivion of associated facts arrive once the stimulation decreases. Considering two mind-maps A1,2 and B1,2 for two conversational partners A and B, the mind-map * 1 represents the self-conversation and * 2 the conversational stream of the conversational partner. If we merge these mind-maps, we may apply the out-coming results for the computation of trust.
I. PROBLEM STATEMENT
Assume that Alice and Bob talk to each other by a natural conversation. Then both Alice and Bob receive conversational signals from time to time (see Figure 1 ). Both then independently decide about its relevance: textual patterns inside the conversational streams become extracted or even not, they are summarised and kept in mind -or even handled as noise. If both Alice and Bob store conversational signals, then both will know something more about the conversing partner. And, Alice surely estimates a certain belief about Bob and her own believes with respect to the subject of the conversation (and vice versa).
With respect to the question on how Alice and Bob manage these signals, we understand the corresponding management system as an associative and flexible structure that emerges from the input it gets. We call this structure an explorative mind-map (Section II; Figures 1 and 2 ). Here, both Alice and Bob store temporal patterns inside their own mental images about the conversational partner and are able to merge their own mind-map (representing the Inside; i.e., about their own thoughts and believe) with the mind-map representing the conversing partner (Outside).
Our challenge now is to merge the mind-maps and to come up with a consistent and reliable infrastructure. We demonstrate a model, compromise and design each person's own mind-map including the continuously forgetful states. With respect to the information collection of the conversed person, however, and since conversations are generally not being that intensive, we favour well structured mind-maps, but additionally come up with the occasional application of cleaning, which occurs in case that the mind-map reaches its highest capacity. For example, cells and connections, which do not have a necessary strength, are automatically removed. The advantage of this approach is that all information is recorded and the natural example remains assured.
II. ARCHITECTURE OF A MIND-MAP
In this chapter, we describe the fundamental architecture of explorative mind-maps. We accent that explorative mindmaps rely on the natural principle on sensations and the corresponding propagation of stimuli to a final destination in order to process streams of symbolic data.
A. Explorative mind-maps
Explorative mind-maps share a principle through an associative architecture that incrementally processes accepted symbolic stimuli to a consistent informational structure. This is similar to the natural paradigm, especially connectionist approaches like [2] , [3] , [4] , but on contrast to a verifying processing of a user's thoughts, the explorative mind-maps are built from bottom up, meaning that a mind-map's existence exclusively depends on each other by incoming signals. Explorative mind-maps share a sub-symbolic architecture that are composed of interacting entity cells. As mentioned above for the natural principle, these cells foster on a processing of symbolic data streams and a stimulation/inhibition-principle of adjacent connections. The activation of such a connectionist architecture bases on a dynamic construction of cell structures during the processing of the input stream. In Figure 2 , we observe a mini-network (clump of cells) that contains three patterns, namely A, B and C. In a filtration phase, the cells A and C enter inside the short-term memory and finally merge with the long-term memory, where the unused pattern B is removed from the mind-map. The bottom-up process of merging cells together (see section III) starts with a stimulation phase, where a stimulating stream data is absorbed by receptor (input) cells i k , which then decompose the stream to its entities. In the mini-network phase, the collections of entities, which occur at such a specific time-point, form a mini-network with fully connected entity cells e k . A mind-map merger starts once the mini-network is established: here, the mini-network is sent to the mind-map and is merged with the existing entity cell in the mind-map (initially, the mind-map is empty). In a final phase, the communication with the outside, especially the informing about the actual state with regard to contents, is realised. This is to be done either on demand -the user explicitly sends a request -or unsolicited.
Insofar, the consequence of the brief descriptions above is not only that explorative mind-maps are non-deterministic regarding its size, appearance, and communication but that explorative mind-maps stand for a life-cycle process that depends on the intensity of incoming stimulations and the activity inside the mind-map. Before the corresponding mini-networks arrive, they become firstly assigned to the receptor cells, then filtered, and finally put to the mini-network structure. This mini-network is sent to the main mind-map management system -and then merged with the mind-map itself. An extension to the explorative mind-maps are cognitive mind-maps, which we call as to be explorative like the mind-maps described above but that additionally use temporal mining components to detect temporal changes inside the patterns. As a consequence, both the short term memory (STM) and the long-term memory (LTM) may benefit from such an additional information. Also, the mind-map becomes more artificially human, meaning that a temporal analysis of data streams can be seen as an intellectual (artificial) intelligence. On the other side, an alternative to explorative mind-maps are the well formed universal mindmaps. In contrast to the given explorative mind-maps, they do never support a slightly decrease of activations or cells (in the sense of forgetting something) but simply remain unchanged once they have occurred.
B. Short-Term Memory (STM) and Long-Term Memory (LTM)
The mind-map is managed by two types of memories. The short-term memory stands -in analogy to the human example -for a physical and mental place of storing/managing entities like impressions, word associations, etc. In the evolutionary beginning, it is empty but will grow up to a certain size the more and more it receives the input streams. And indeed, our explorative mind-map model fosters the short-term memory as the place where collections of entity cells as well as strongly connected entity cells or skeletons may be stored (in case that they are interesting and worth). The short-term memory has a limited capacity χ, a temperature τ within an interval [ min ,. . . , max ], and the transfer parameter ν p to send longerestablished (or worth) cell-based patterns to the long-term memory. The long-term memory is similar to the short-term memory but is more a static place, being a communication platform with the external environment (users, other systems).
C. Mind-map Threshold Factors
In the presented model a unit is defined as a pattern that is constructed with both the entity cells and its associated connections. Such units change from time to time with their inherent charge (activation value). The total amount of charge in some time slice is the measure of energy for a pattern. Moreover, we consider the capacity χ as a binary variable that directly depends on a set of binary boundary threshold parameters C 1 , C 2 , and C 3 with
where n is the number of patterns inside a mind-map and m the number of units inside a pattern. The complexity τ (= |ei| |ci| ) is defined as the ratio between the number of entity cells (e i ) and the number of their associated connections (c i ). If the number of connections are higher than the number of entity cells, then the temperature τ of the mind-map will be significantly higher as well. This is the symptom of existence of a complex patterns. These types of patterns need to be simplified for maintain the healthy state of the mind-map. With this, we define the capacity as
If χ = 0, then the capacity reaches its maximum limit. Operations are applicable only if χ switches to 1.
D. Pattern Transfer Rate
The transfer of the temporal patterns to the short-term memory and from the short-term memory to the long-term memory depends on several conditions: temperature τ , Energy η, and Capacity χ. If the mind-map is healthy ( min ≤ τ ≤ max ) then the memories keep in their active state of pattern transfer. But when the temperature exceeds (τ > max ) or falls down (τ < min ) a temperature threshold, then the transfer process stops until it refreshes to the healthy state. The energy η p inside the pattern p is estimated as the total amount of its inherent activation value, where m is the number of entity cells and their associated connections and a i the corresponding activation value:
Now, the space inside the mind-map is measured by the number of patterns and the associated entity cells with their connections. The goal is a consistent growth of the mind-map with the healthy patterns. In this regard, the capacity (χ) of the mind-map is taken into consideration, which is a combined factor of mind-map parameters, including the mind-map space and the temperature. The transfer of the healthy patterns from short-term memory to long-term memory is influenced by the capacity with the observed threshold parameters.
Finally, we come with the transfer rate ν p (from shortterm memory to long-term memory) for the pattern p, which depends on its energy (η p ) along with the current state of capacity (χ) of the mind-map:
If χ = 0 then the transfer rate ν p = 0 as well. However, if χ = 1, then a gradual value will become assigned to ν p . Furthermore, when the mind-map is in a healthy state (i.e., χ = 1) the overall transfer rate ν could be estimated as the sum of all transfer rates for n patterns.
In case of a diseased mind-map state, the transfer stops.
III. MERGE FUNCTIONS
A first idea is that a conversation among partners depend on the number of entity cells that are in the mind-maps M p and M * pq . In that context, M p is the self mind-maps for the person p, whereas M * pq is the mind-map of the person p about the conversing partner q. The similarity of these two mind-maps is then the result of counting the corresponding entity cells, which contain the same information. A similarity exists, if the final number of common entity cells reaches a certain threshold (value). Furthermore, an improved version of this approach has been to take the activation status (and the corresponding connection status) into account. The similarity between the two mind-maps M p and M * pq is then not only the pure number of common entity cells but moreover a weighted sum.
In general, all the entity cells inside these two mindmaps are not often important or interesting to a person. We therefore consider individual parallel universe, which is again categorised into the corresponding self-relevance ρ Mp and outer-relevance ρ M * pq . When natural conversations are not influenced by some special situations, all the relevances (temporal patterns) are merged with a similar priority. Inside the mind-maps, these special situations are defined by the highly activated entity cells or skeletons, which can also be considered as the the permanent impression (to the memory) about some events. Therefore the overall parallel universe does not exist in the beginning of the mind-maps life cycle, but gradually matures with various cognition capabilities -like these non-specified and specified mental representations and their corresponding merging situations.
A. Merging entity cells
So far, several alternatives have been identified, which do either use an a-priori knowledge or demand an ex-posteriori information. A first (and in our opinion the most appropriate) approach is to randomize each relevance value, which has the advantage that a-priori less/no efforts must be investigated. The belief that more important entity cells adapt to a higher relevance value (and less interesting entity cells to lower relevance values) is justified. But this is a very specific situation, which depend upon the context of the conversation. Therefore, in a simplistic approach, we firstly consider all entity cells with equal priority. Then the merge function µ(M p , M * pq , t) is as follows: structures might be worthless or even less interesting in case that longer established skeletons exist in one of the memories. This observation follows the natural example, where a decision is partially influenced by recent events, ideals, and even longer established facts. With this, the following merge function µ between M p and M * pq is an alternative to the previously defined function. Now, the self structural skeletons (s i ), which exist inside the memory of the mind-maps, are considered. The time t has been removed, because skeletons are not time dependent. 
µ is not a time varying function as time has no influence for already structured skeletons (s i and s j ) inside the mindmaps. Figure 3 describes the merge situations for these functions. In a), both inner cores of Alice's mind-maps (herself, left side) and her mind-maps about Bob (right side) are merged. b) represents the situation that strong temporal impression of Alice's mind-maps in the form of memory (rounded dotted shapes on the left side -skeletons) match Alice's mind-maps about Bob (right side). c) implies the situation about the Alice's own strong beliefs (rounded dots on the left side) with respect to Alice's strong impressions about Bob (rounded dots on the right side). 
The trust threshold α is given individual to each conversing partner. Here the decision on how to trust the conversational partner is binary but also the trust level can be quantified with the measured value µ.
IV. CONCLUSIONS
In this paper, we have concerned with the nature-inspired processing of data input streams through explorative mindmaps. In the presence of a natural conversation, the presented model takes advantage of an associative and consistent management infrastructure. Moreover, for validate the consistent architecture -we have figured out the pattern transfer mechanisms for short-term memory to long-term memory with a diverse number of merge functions for different states of the mind-map. So far, we have applied explorative mindmaps in various situations [10] , for example as backbone in an intrusion detection system or as a query manager in an information retrieval system. In the presented extended model, however, we follow the merge function based trust decision model during natural conversation.
