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This is the second part of a work in which we show how to solve a large class of Lindblad master
equations for non-interacting particles on L sites. Here we concentrate on fermionic particles. In
parallel to part I for bosons, but with important differences, we show how to reduce the problem to
diagonalizing an L× L non-Hermitian matrix which, for boundary dissipative driving of a uniform
chain, is a tridiagonal bordered Toeplitz matrix. In this way, both for fermionic and spin systems
alike, we can obtain analytical expressions for the normal master modes and their relaxation rates
(rapidities) and we show how to construct the non-equilibrium steady state.
PACS numbers: 03.65.Yz, 05.60.Gg, 05.30.Fk
I. INTRODUCTION
Boundary dissipatively driven systems are quantum
systems which are coupled, at their ends, with the envi-
ronment. Understanding the particle and energy trans-
port in these systems depending on their parameters and
the coupling to the environment is a problem which has
been attracting a large deserved interest. One approach
to study such open systems is by using a master equation
as derived in [1] and [2] which is commonly referred to as
Lindblad master equation.
The knowledge of analytical solutions would help
gather a deeper intuition of these systems and also it
would allow to test the validity of numerical or approx-
imate solutions near the regime of validity of the exact
ones. However few models, for dissipative quantum sys-
tems, have been solved analytically.
For fermionic and spin systems we should mention that
the non-equilibrium steady state can, in certain cases, be
constructed analytically via a matrix product ansatz [3–
7]. For a review of this technique see [8]. In [9] the author
finds a perturbative expression for the steady state of a
boundary driven XX chain with dephasing, and is able
to compute exactly one and two-point correlations, using
a cleverly designed ansatz. Moreover, in [10], the tight-
binding fermionic chain with dephasing is mapped to a
Hubbard model with imaginary interaction. The authors
are then able to compute, for example, the eigenvalues of
the Lindblad master equation using the Bethe Ansatz.
In [11], the author showed that, analogously to closed
systems but in an enlarged space, a quadratic Lindblad
master equation for fermions can be written (analogous
to Bogoliubov transformation) as a sum of occupation
number of so-called normal master modes, times their
“rapidities”, a complex number which characterize their
evolution (typically a decay plus phase shift). In this
way he was able to convert the problem into solving for
the eigenvalues and eigenvectors of a 4L × 4L matrix,
where L is the number of sites on the fermionic chain.
This allowed him to find, for example, solutions for the
homogeneous transverse Ising chain.
Building on this, in part I, [12], we obtained analytical
expression for the rapidities and normal master modes
for a quadratic open boundary driven bosonic systems
with a number-conserving, uniform, bulk Hamiltonian.
This was possible by reducing the problem of finding the
rapidities and normal master modes to solving for the
eigenvalues and eigenvectors of a tridiagonal bordered
Toeplitz L× L matrix. For a particular type of parame-
ters combinations, and using the results in [13] we could
also write explicit analytical solutions. In part II we ex-
tend these results to fermionic systems (and via Jordan-
Wigner transformation [14, 15] to spin systems). We also
show that it is possible to convert the problem into find-
ing eigenvalues and eigenvectors of a tridiagonal L × L
matrix. For the uniform XX model with boundary dis-
sipative driving, this matrix is of tridiagonal bordered
Toeplitz form and we are able to write an explicit ex-
pression for the normal master modes and rapidities.
In this article we attempt to be as self-contained as
possible while, at the same time, trying to reduce repe-
titions with what presented in part I. We should stress
that imposing fermionic anti-commutation relations be-
tween the normal master modes requires a few further
steps compared to the bosonic case. Moreover, while the
logical flow of the derivations in part I and part II are
similar, there are important differences, for example in
the sign of various matrices and sub-blocks of matrices.
This paper is organized as follows: In section II we
introduce the quadratic fermionic model that we study.
In section III, we show how to diagonalize the Lindblad
master equation and obtain the normal master modes. In
section IV we show how to solve analytically the bound-
ary driven XX model. In section V we analytically show
that a similarity transformation can be used to construct
the steady state of the system and in section VI, we draw
our conclusions.
II. MODEL
We consider an open quantum systems of L sites with
fermionic particles. Its dynamics is described by the
2quantum Lindblad master equation [1, 2]
d
dt
ρˆ = L(ρˆ) = −
i
~
[Hˆ, ρˆ] +D(ρˆ). (1)
ρˆ is the density operator of the system, Hˆ is the Hamil-
tonian, and the dissipator D models the dissipative part
of the evolution. The Hamiltonian Hˆ is given by
Hˆ =
L∑
m,n=1
hm,nαˆ
†
mαˆn, (2)
where h is an L × L Hermitian matrix. The dissipative
part is given by
D(ρˆ) =
L∑
i,j=1
[
Λ+i,j(αˆ
†
i ρˆαˆj − αˆjαˆ
†
i ρˆ) (3)
+ Λ−i,j(αˆiρˆαˆ
†
j − αˆ
†
jαˆiρˆ) + H.c.
]
, (4)
where Λ+ and Λ− are L×L Hermitian and non-negative
matrices. The operators αˆj and αˆ
†
j respectively annihi-
late or create a fermion at site j.
III. SOLVING THE MASTER EQUATION
A. Mapping the density operator into new
representations
In order to be able to treat the open fermionic system,
we proceed similarly to the bosonic case [12], however, in
order to preserve anti-commutation relations between the
operators, we will have to use an ulterior transformation.
First we perform a one-to-one mapping from the den-
sity operator basis elements |n1, n2, . . . nL〉〈n′1, n
′
2, . . . n
′
L|
to a state vector basis (with 2L sites) which we denote
as |n1, . . . nL, n′1, . . . n
′
L〉A (see for example [16–19]). As
a result, the operator αˆi acting on site i to the left of the
density matrix is mapped to aˆi acting on the state vector
on the i-th site too, while the operator αˆi acting on the
right of the density matrix is mapped to aˆ†L+i acting on
the state vector. We refer to this new representation de-
fined by the 2L modes aˆ as A. The 2L modes aˆi satisfy
the following relations
{aˆi, aˆj} = 0, {aˆ
†
i , aˆ
†
j} = 0 (5a)
{aˆL+i, aˆL+j} = 0, {aˆ
†
L+i, aˆ
†
L+j} = 0 (5b)
{aˆi, aˆ
†
j} = δij , {aˆL+i, aˆ
†
L+j} = δij (5c)
[aˆi, aˆL+j ] = 0,
[
aˆ†i , aˆ
†
L+j
]
= 0 (5d)[
aˆi, aˆ
†
L+j
]
= 0,
[
aˆ†i , aˆL+j
]
= 0 (5e)
The operators acting on the group of sites 1 → L
and the group of sites L + 1 → 2L satisfy fermionic
anti-commutation relations among themselves separately.
However, the operators between these two groups com-
mute with each other.
To enforce the fermionic anti-commutation relations
over all the sites, we perform a second mapping from 2L
modes aˆi to another set of 2L modes bˆi, which we refer
to as the B representation:
bˆi = aˆi, bˆ
†
i = aˆ
†
i (6a)
bˆL+i = P aˆL+i, bˆ
†
L+i = aˆ
†
L+iP , (6b)
where P is the parity operator defined as
P = eipiN , N =
2L∑
j=1
bˆ†j bˆj (7)
We note that P anti-commutes with all the operators
bˆ, bˆ†, which means
{P , bˆi} = 0, {P , bˆ
†
i} = 0, (8)
for 1 ≤ i ≤ 2L.
Now it is straightforward to verify that the 2L modes
bˆ satisfy the fermionic anti-commutation relations
{bˆi, bˆL+j} = {aˆi,P aˆL+j} = 0 (9a)
{bˆ†i , bˆ
†
L+j} = {aˆ
†
i , aˆ
†
L+jP} = 0 (9b)
{bˆi, bˆ
†
L+j} = {aˆi, aˆ
†
L+jP} = 0 (9c)
{bˆ†i , bˆL+j} = {aˆ
†
i ,P aˆL+j} = 0 (9d)
{bˆL+i, bˆL+j} = {P aˆL+i,P aˆL+j} = 0 (9e)
{bˆ†L+i, bˆ
†
L+j} = {P aˆ
†
L+i, aˆ
†
L+jP} = 0 (9f)
{bˆi, bˆ
†
j} = {P aˆi, aˆ
†
jP} = δij (9g)
{bˆL+i, bˆ
†
L+j} = {P aˆL+i, aˆ
†
L+jP} = δij (9h)
The unitary part of Eq.(1) can be written in the B rep-
resentation as
[Hˆ, ρˆ]B =
L∑
i,j=1
(
hij bˆ
†
i bˆj − hji bˆ
†
L+ibˆL+j
)
|ρ〉B, (10)
and the dissipative part of Eq.(1) can be written in the
B representation as
DB|ρ〉B =
L∑
i,j=1
(
Λ+ij bˆ
†
i bˆ
†
L+jP −Λ
+
ji bˆibˆ
†
j +Λ
−
jibˆL+ibˆjP
− Λ−jibˆ
†
i bˆj −Λ
+
ij
∗
bˆ†L+ibˆ
†
jP −Λ
+
ji
∗
bˆL+ibˆ
†
L+j
− Λ−ji
∗
bˆibˆL+jP −Λ
−
ji
∗
bˆ†L+ibˆL+j
)
|ρ〉B,
(11)
where DB is the dissipator D in the B representation
while |ρ〉B the density operator ρˆ in B.
Now the system is almost in quadratic form of opera-
tors bˆi, bˆ
†
i except for the presence of the parity operator
3P . To remove the P operators, we first note that in gen-
eral we can write |ρ〉B as
|ρ〉B =
∑
n1,...,nL,n
′
1
,...,n′
L
bˆ†,n11 . . . bˆ
†,nL
L bˆ
†,n′
1
L+1 . . . bˆ
†,n′L
2L |0〉B,
(12)
where ni, n
′
i = 0, 1 for 1 ≤ i ≤ L, and |0〉B is the vacuum
state |0〉〈0| in the B representation. We can see that P
conserves the parity of the number of operators of each
term in the Eq.(12), which is N =
∑L
i=1(ni+n
′
i). There-
fore, the even sector, defined as the group of terms for
which N is even, and the odd sector, defined as the group
of terms for which N is odd, of |ρ〉B, when acted on by
P , will obtain opposite signs. Moreover, we can see that
each term in Eqs.(10, 11) does not change the parity of
N , which means the even sector and the odd sector of
|ρ〉b are decoupled under the evolution of Eq.(1). Thus
we can treat them separately, and in the following we
only consider the even sector for which we can just set
P = 1 [20]. Hence we have
DB|ρ〉B =
L∑
i,j=1
(
Λ+ij bˆ
†
i bˆ
†
L+j −Λ
+
ji bˆibˆ
†
j +Λ
−
jibˆL+ibˆj−
Λ−ji bˆ
†
i bˆj −Λ
+
ij
∗
bˆ†L+ibˆ
†
j −Λ
+
ji
∗
bˆL+ibˆ
†
L+j
− Λ−ji
∗
bˆibˆL+j −Λ
−
ji
∗
bˆ†L+ibˆL+j
)
|ρ〉B, (13)
B. The master equation in the new representation
Combining Eqs.(10, 13), the Linbladian L of Eq.(1)
can be written in the B representation as
LB =
(
b
†
1→L
bL+1→2L
)t
M
(
b1→L
b
†
L+1→2L
)
−
(
b1→L
b
†
L+1→2L
)t
Mt
(
b
†
1→L
bL+1→2L
)
− tr(Λ−t +Λ+), (14)
whereM is a 2L× 2L matrix,
M =
(
K Λ+
Λ−t −K†
)
(15)
and K = (−ih/~ + Λ+ − Λ−t)/2, where with At we
indicate the transpose of the matrix A. We have also
used the notation b1→L to mean a column vector with
elements bˆ1, bˆ2, . . . , bˆL and b
†
1→L a column vector with
elements bˆ†1, bˆ
†
2, . . . , bˆ
†
L (and similarly for both bL+1→2L
and b†L+1→2L). We should note here the difference of the
last term of Eq.(14), −tr(Λ−t + Λ+), compared to the
bosonic case, tr(Λ−t −Λ+) [12].
C. Normal master modes of the master equation
In general M is not Hermitian and it cannot always
be diagonalized, however in the following we start from
the assumption that we know a transformation which can
diagonalizeM and preserves fermionic anti-commutation
relations. This assumption is a posteriori verified in all
the cases we considered. This transformation is given by
the matricesW1 and W2 as follows(
b1→L
b
†
L+1→2L
)
=W1
(
c1→L
c′L+1→2L
)
(16)(
b
†
1→L
bL+1→2L
)
=W2
(
c′1→L
cL+1→2L
)
, (17)
where as for b1→L and b
†
L→L, c1→L means the column
vector made of operators cˆ1, cˆ2, . . . , cˆL and c
′
1→L means
the column vector made of cˆ′1, cˆ
′
2, . . . , cˆ
′
L, and similarly for
cL+1→2L and c′L+1→2L. In the following we refer to the
new representation defined by cˆ as the C representation.
Using this transformation we get
LC =
(
c′1→L
cL+1→2L
)t
Wt2MW1
(
c1→L
c′L+1→2L
)
−
(
c1→L
c′L+1→2L
)t
Wt1M
tW2
(
c′1→L
cL+1→2L
)
− tr(Λ−t +Λ+), (18)
where LC denotes the Lindbladian L in the C represen-
tation. The fermionic anti-commutation relation can be
written as{(
b1→L
b
†
L+1→2L
)
,
(
b
†
1→L
bL+1→2L
)t}
= 12L,
and requiring for the fermionic anti-commutation relation
to apply also to the cˆ we get{(
c1→L
c′L+1→2L
)
,
(
c′1→L
cL+1→2L
)t}
= 12L
and hence
W2 =W
t
1
−1
. (19)
Here we have used 1l for an identity matrix of size l. In
the following we also use the matrices
XL =
(
0 1L
1L 0
)
(20)
YL = −i
(
0 1L
−1L 0
)
(21)
ZL =
(
1L 0
0 −1L
)
(22)
Matrices in Eqs.(20, 21, 22), being given by a tensor
product between Pauli matrices and identity, satisfy the
4relations Z2L = 12L, X
2
L = 12L, Y
2
L = 12L, ZLXL =
−XLZL = iYL.
It follows that
LC =
(
c′1→L
cL+1→2L
)t
W−11 MW1
(
c1→L
c′L+1→2L
)
−
(
c1→L
c′L+1→2L
)t
Wt1M
tWt1
−1
(
c′1→L
cL+1→2L
)
− tr(Λ−t +Λ−) (23)
This implies that the problem of finding the normal
modes of the system reduces to finding a W1 such that
M can be diagonalized, that is,
W−11 MW1 = diag(β1, β2, . . . , β2L), (24)
where diag(~v) is a diagonal matrix with the elements of
the vector ~v on its diagonal. It is then possible to write
the following compact form for LC :
LC = 2
L∑
i=1
(βicˆ
′
icˆi − βL+icˆ
′
L+icˆL+i)
−
L∑
i=1
(βi − βL+i)− tr(Λ
−t +Λ+). (25)
D. Diagonalizing M
As we have seen until now, due to the different statis-
tics of fermions and bosons, in order to preserve their
commutation or anticommutation, for the bosonic case
we diagonalize the matrix ZLM [12], while for the
fermionic case the relevant matrix to be diagonalized
is M. Now we explicitly construct the eigenvalues and
eigenvectors of the matrix M. Noticing the relation
YLMYL = −M
† (26)
we find that if x =
(
u
v
)
is a right eigenvector of M
with eigenvalue ω, then x†Y is a left eigenvector of M
with eigenvalue −ω∗. In fact
Mx = ωx→ x†M† = ω∗x†
→ x†YLYLM†YL = ω∗x†YL
→ x†YLM = −ω∗x†YL (27)
Moreover if x1 is a right eigenvector of M with eigen-
value ω1, and x2 is a right eigenvector of M with eigen-
value ω2, then if ω1 + ω
∗
2 6= 0 then x
†
1YLx2 = 0. In
fact
Mx1 = ω1x1;
Mx2 = ω2x2,
then
x†1YLM = −ω
∗
1x
†
1YL;
Mx2 = ω2x2;
→ (ω∗1 + ω2)x
†
1YLx2 = 0
Since the eigenvalues ofM always appear in pairs, we
could list the eigenvalues and the corresponding eigenvec-
tors ofM as ω1, ω2, . . . , ωL,−ω∗1 , . . . , ω
∗
L, with the matrix
W1 composed in each column by the right eigenvectors
W1 = (~x1, ~x2, . . . , ~x2L). Then following Eq.(27) we know
that ~x†L+jYL is the left eigenvector of M correponding
to ωj , and ~x
†
jYL is the left eigenvector corresponding to
−ω∗j , for 1 ≤ j ≤ L. Therefore the left eigenvectors ofM
constitute the matrix XLW
†
1YL. We can now choose to
renormalize the right eigenvectors as
iXLW
†
1YLW1 = ZL ⇔ YLW
†
1YLW1 = −12L (28)
so that we have
W−11 = −YLW
†
1YL, (29)
W2 = −YLW
∗
1YL. (30)
At this point we define a new L × L matrix P, which
satisfies
P = K−Λ+ = (−ih/~−Λ+ −Λ−t)/2, (31)
for which we assume to have the eigendecomposition
PWP =WPλP , (32)
where WP and λP are eigenvectors and eigenvalues.
Then we find that the 2L × L matrix formed by
(
WP
−WP
)
constitutes L right eigenvectors of M, corresponding to
λP , and the L× 2L matrix (W
†
P W
†
P ) constitutes L left
eigenvectors of M, corresponding to −λ∗P . This can be
shown from
M
(
WP
−WP
)
=
(
PWP
−PWP
)
=
(
WP
−WP
)
λP
and
(W†P ,W
†
P )M = (−W
†
PP
†,−W†PP
†)
= −λ∗P (W
†
P ,W
†
P )
By denoting the remaining L right eigenvectors of M as(
C
D
)
, where C, D are L×L matrices, we know that they
form the right eigenvectors with eigenvalues −λ∗P , which
are paired with the left eigenvectors (W†P , W
†
P ). Also
(−D† , C†) will be the left eigenvectors corresponding
the eigenvalues λP , which are paired with the right eigen-
vectors
(
WP
−WP
)
.
5ThereforeW1 andW2 can be written more explicitly
as
W1 =
(
WP C
−WP D
)
, W−11 =
(
−D† C†
−W†P −W
†
P
)
,
(33)
W2 =
(
−D∗ −W∗P
C∗ −W∗P
)
, W−12 =
(
WtP −W
t
P
Ct Dt
)
(34)
which means
b1→L =WP c1→L +Cc′L+1→2L; (35a)
b
†
L+1→2L = −WPc1→L +Dc
′
L+1→2L; (35b)
b
†
1→L = −D
∗c′1→L −W
∗
P cL+1→2L; (35c)
bL+1→2L = C∗c′1→L −W
∗
P cL+1→2L (35d)
and the inverse equation
c1→L = −D†b1→L +C†b
†
L+1→2L; (36a)
c′L+1→2L = −W
†
Pb1→L −W
†
Pb
†
L+1→2L; (36b)
c′1→L =W
t
Pb
†
1→L −W
t
PbL+1→2L; (36c)
cL+1→2L = Ctb
†
1→L +D
tbL+1→2L (36d)
Noticing that
∑
λP,i = tr(P) = [−i tr(h/~) + tr(Λ−
t
−
Λ+)]/2 and since the (λP,1, . . . λP,L, −λ∗P,1, · · · − λ
∗
P,L)
correspond to the eigenvalues ofM, (β1, . . . β2L), we get
the following identity
L∑
i=1
(βi − βL+i) =
L∑
i=1
(λP,i + λ
∗
P,i) = −tr(Λ
+ +Λ−t),
(37)
which exactly cancels the last term in the expression of
LC in Eq.(25).
We can then write LC as
LC = 2
L∑
i=1
λP,icˆ
′
icˆi + 2
L∑
i=1
λ∗P,icˆ
′
L+icˆL+i. (38)
The state |ρss〉C which annihilates all the operator c1→2L
is the steady state because Lc|ρss〉c = 0. The cˆi are the
normal master modes of the Lindblad master equation
and the λP,i the rapidities.
E. Computing the expectation value 〈αˆ†i αˆj〉
The expectation value 〈αˆ†i αˆj〉 is given by
tr(αˆ†i αˆj ρˆss). In the A representation this is writ-
ten as A〈1|aˆ
†
i aˆj|ρss〉A where A〈1| is the transpose
of the identity operator in the A representation,
|1〉A =
∑
i1,i2,...,iL
|i1, i2, . . . , iL, i1, i2, . . . , iL〉A. In the
following we will compute this quantity by transforming
the aˆ†i and aˆj in the C representation, and using the
fact that the steady state is the vacuum of the cˆi, i.e.
|ρss〉A = |0〉C .
Since for 1 ≤ j ≤ L, aˆj = bˆj , aˆ
†
j = bˆ
†
j , we have
tr(ρˆαˆ†i αˆj) = A〈1|bˆ
†
i bˆj|0〉C . Using Eqs.(35) we get
bˆ†i = −
L∑
k=1
D∗i,k cˆ
′
k −
L∑
k=1
WP
∗
i,k cˆL+k (39)
bˆj =
L∑
k=1
WP j,k cˆk +
L∑
k=1
Cj,kcˆ
′
L+k (40)
Using this we can write
bˆ†i bˆj = −
L∑
k,m=1
D∗i,kWP j,mcˆ
′
k cˆm −
L∑
k,m=1
D∗i,kCj,mcˆ
′
k cˆ
′
L+m
−
L∑
k,m=1
WP
∗
i,kWP j,mcˆL+k cˆm
−
L∑
k,m=1
WP
∗
i,kCj,mcˆL+k cˆ
′
L+m (41)
We then show that A〈1| is annihilated by all the opera-
tors c′1→2L. From Eq.(36) we note that
A〈1|cˆ′i =
∑
n1,...,nL
A〈1|
L∑
k=1
WtP i,k
(
bˆ†k − bˆL+k
)
(42)
A〈1|cˆ′L+i = −
∑
n1,...,nL
A〈1|
L∑
k=1
W
†
P i,k
(
bˆk + bˆ
†
L+k
)
,
(43)
for 1 ≤ i ≤ L and ni = 0, 1. It is thus sufficient to prove
that
∑
n1,...,nL
A〈1|
(
bˆ†k − bˆL+k
)
= 0 (44)
and
∑
n1,...,nL
A〈1|
(
bˆk + bˆ
†
L+k
)
= 0, (45)
for 1 ≤ k ≤ L. We have, using the operator Nk =∑k
j=1 nˆj and considering that P|1〉A = |1〉A (there is
always an even number of particles in the identity of the
6A representation),∑
n1,...,nL
A〈1|
(
bˆ†k − bˆL+k
)
=
∑
n1,...,nL
A〈1|
(
aˆ†k − P aˆL+k
)
=
∑
n1,...,nL
A〈1|aˆ
†
k −
∑
n1,...,nL
A〈1|aˆL+k
=
∑
n1,...,nL
(−1)Nk−1nkA〈. . . , 1− nk, . . . , nk, . . . |
−
∑
n1,...,nL
(−1)Nk−1 (1− nk)A〈. . . , nk, . . . , 1− nk, . . . |
=
∑
n1,...,nL
(−1)Nk−1(1− nk)A〈. . . , nk, . . . , 1− nk, . . . |
−
∑
n1,...,nL
(−1)Nk−1 (1− nk)A〈. . . , nk, . . . , 1− nk, . . . |
=0, (46)
and ∑
n1,...,nL
A〈1|
(
bˆk + bˆ
†
L+k
)
=
∑
n1,...,nL
A〈1|
(
aˆk + aˆ
†
L+kP
)
=
∑
n1,...,nL
A〈1|aˆk −
∑
n1,...,nL
A〈1|P aˆ
†
L+k
=
∑
n1,...,nL
(−1)Nk−1(1− nk) A〈. . . , 1− nk, . . . , nk, . . . |
−
∑
n1,...,nL
(−1)Nk−1nk A〈. . . , nk, . . . , 1− nk, . . . |
=
∑
n1,...,nL
(−1)Nk−1nk A〈. . . , nk, . . . , 1− nk, . . . |
−
∑
n1,...,nL
(−1)Nk−1nk A〈. . . , nk, . . . , 1− nk, . . . |
=0. (47)
In both cases we have changed nk → 1 − nk to get the
terms to cancel. Using W−11 W1 = 12L and Eq.(33) we
can write
D = −C−W†P
−1
(48)
C =WPQ (49)
where Q is a L× L Hermitian matrix. This allows us to
write
W1 =
(
WP WPQ
−WP −WPQ−W
†
P
−1
)
(50)
and, from Eq.(50), together with the definition Ω =
WPQW
†
P we have
PΩ+ΩP† = Λ+. (51)
Hence, we find that only the last term of Eq.(41) does
not vanish and gives
A〈1|aˆ
†
i aˆj |ρss〉A = −A〈1|
L∑
k,m=1
WP
∗
i,kCj,mcˆL+k cˆ
′
L+m|0〉C
= −
L∑
k,m=1
WP
∗
i,kCj,mδk,l = −(CWP
†)j,i
= −(WPQW
†
P )j,i = −Ωj,i (52)
The observable matrix Oi,j = tr(ρˆαˆ
†
i αˆj) is then given by
O = −Ωt. (53)
IV. EXACT SOLUTION OF A BOUNDARY
DRIVEN XX MODEL
Here we apply our method to directly obtain the spec-
trum of the Eq.(14) for the boundary driven XX model,
which can then be solved analytically in the limit of a
long chain. We note that an approximate steady state
solution, and exact one- and two-point correlations of XX
chain, including also local dephasing, were computed in
[9]. The Lindblad equation we consider is
LXX(ρˆ) = −
i
~
[HˆXX, ρˆ] +DXX(ρˆ) (54)
with
HˆXX = J
L−1∑
l=1
(
σˆ+l σˆ
−
l+1 + σˆ
−
l σˆ
+
l+1
)
+ hz
L∑
l=1
σˆzl (55)
and
DXX(ρˆ) =
∑
l=1,L
[
Λ+l (2σˆ
+
l ρˆσˆ
−
l − {σˆ
−
l σˆ
+
l , ρˆ}) (56)
+ Λ−l (2σˆ
−
l ρˆσˆ
+
l − {σˆ
+
l σˆ
−
l , ρˆ})
]
, (57)
First we apply the Jordan-Wigner transformation [14, 15]
to make it a fermionic chain
σˆ+j = e
−ipi∑j−1
k=1
αˆ
†
k
αˆk αˆ†j (58)
σˆ−j = e
ipi
∑j−1
k=1
αˆ
†
k
αˆk αˆj (59)
σˆzj = 2αˆ
†
jαˆj − 1 (60)
with Hamiltonian
HˆF = J
L−1∑
m=1
(
αˆ†mαˆm+1 + αˆ
†
m+1αˆm
)
+ hz
L∑
m=1
(
2αˆ†mαˆm − 1
)
(61)
In this case, the non-zero elements of the matrix h from
Eq.(2) are
hj,j = 2hz (62)
hj,j+1 = hj+1,j = J. (63)
7The dissipation instead becomes
D(ρˆ)
=
∑
m=1,L
Λ+m
(
2e−ipi
∑m−1
k=1
αˆ
†
k
αˆk αˆ†mρˆe
ipi
∑m−1
k=1
αˆ
†
k
αˆk αˆm
−{αˆmαˆ
†
m, ρˆ}
)
+
∑
m=1,L
Λ−m
(
2eipi
∑m−1
k=1
αˆ
†
k
αˆk αˆmρˆe
−ipi∑m−1
k=1
αˆ
†
k
αˆk αˆ†m
−{αˆ†mαˆm, ρˆ}
)
=Λ+1
(
2αˆ†1ρˆαˆ1 − {αˆ1αˆ
†
1, ρˆ}
)
+ Λ−1
(
2αˆ1ρˆαˆ
†
1 − {αˆ
†
1αˆ1, ρˆ}
)
+Λ+L
(
2e−ipi
∑L−1
k=1
αˆ
†
k
αˆk αˆ†Lρˆe
ipi
∑L−1
k=1
αˆ
†
k
αˆk αˆL − {αˆLαˆ
†
L, ρˆ}
)
+Λ−L
(
2eipi
∑L−1
k=1
αˆ
†
k
αˆk αˆLρˆe
−ipi∑L−1
k=1
αˆ
†
k
αˆk αˆ†L − {αˆ
†
LαˆL, ρˆ}
)
=Λ+1
(
2αˆ†1ρˆαˆ1 − {αˆ1αˆ
†
1, ρˆ}
)
+ Λ−1
(
2αˆ1ρˆαˆ
†
1 − {αˆ
†
1αˆ1, ρˆ}
)
+Λ+L
(
2αˆ†Le
−ipi∑Lk=1 αˆ†kαˆk ρˆeipi
∑
L
k=1 αˆ
†
k
αˆk αˆL − {αˆLαˆ
†
L, ρˆ}
)
+Λ−L
(
2αˆLe
ipi
∑L
k=1
αˆ
†
k
αˆk ρˆe−ipi
∑L
k=1
αˆ
†
k
αˆk αˆ†L − {αˆ
†
LαˆL, ρˆ}
)
(64)
where in the last lines we have included an extra term in
the string operator and shifted its position. Therefore,
in the A representation, we have
DA =Λ+1 (2aˆ
†
1aˆ
†
L+1 − aˆ1aˆ
†
1 − aˆL+1aˆ
†
L+1)
+Λ−1 (2aˆ1aˆL+1 − aˆ
†
1aˆ1 − aˆ
†
L+1aˆL+1)
+Λ+L(2aˆ
†
Laˆ
†
2LP − aˆLaˆ
†
L − aˆ2Laˆ
†
2L)
+Λ−L (2aˆLaˆ2LP − aˆ
†
LaˆL − aˆ
†
2Laˆ2L), (65)
which is, in the B representation
DB =Λ+1 (2bˆ
†
1bˆ
†
L+1P − bˆ1bˆ
†
1 − bˆL+1bˆ
†
L+1)
+Λ−1 (−2bˆ1bˆL+1P − bˆ
†
1bˆ1 − bˆ
†
L+1bˆL+1)
+Λ+L(2bˆ
†
Lbˆ
†
2L − bˆLbˆ
†
L − bˆ2Lbˆ
†
2L)
+Λ−L(−2bˆLbˆ2L − bˆ
†
LbˆL − bˆ
†
2Lbˆ2L), (66)
Then, restricting ourselves to the even sector as in Sec.III,
we can simply write DB as
DB =Λ+1 (2bˆ
†
1bˆ
†
L+1 − bˆ1bˆ
†
1 − bˆL+1bˆ
†
L+1)
+Λ−1 (−2bˆ1bˆL+1 − bˆ
†
1bˆ1 − bˆ
†
L+1bˆL+1)
+Λ+L(2bˆ
†
Lbˆ
†
2L − bˆLbˆ
†
L − bˆ2Lbˆ
†
2L)
+Λ−L(−2bˆLbˆ2L − bˆ
†
LbˆL − bˆ
†
2Lbˆ2L), (67)
which is exactly the same as Eq.(13). Hence we can fol-
low the derivation in Sec.III, and reduce the problem of
diagonalizing L to the eigendecomposition of the matrix
P defined in Eq.(31).
For convenience we rewrite the four coefficients Λal with
four new parameters
Γ1 = Λ
−
1 + Λ
+
1 , n¯1 =
Λ+1
Γ1
(68)
ΓL = Λ
−
L + Λ
+
L , n¯L =
Λ+L
ΓL
(69)
and then all the non-zero elements of matrix P are
P1,1 = −i
hz
~
−
Γ1
2
, PL,L = −i
hz
~
−
ΓL
2
(70a)
Pm,m = −i
hz
~
, for 1 < m < L (70b)
Pm,m+1 = Pm+1,m = −
iJ
2~
, for 1 ≤ m < L (70c)
It thus results in that P is a bordered tridiagonal
Toeplitz matrix, whose eigenvalues and eigenvectors can
be analytically computed [13], and we can follow the
derivation in [12] to get the explicit spectrum under the
condition J2 = ~2Γ1ΓL. The only difference is that here
there is a constant shift ih for the diagonal terms of ma-
trix P which was not present in [12]. As a result, the
eigenvalues of P are
~λ = −J sin (α) sinh (β)− i [hz + J cos (α) cosh (β)]
(71)
with
α =
kπ
L
, (72)
β =
1
2L
ln
(
1 + 2
√
κ
κ+1
sin kpi
L
1− 2
√
κ
κ+1
sin kpi
L
)
, (73)
where k is an integer 1 ≤ k < L and κ = [J/(~Γ1)]
2. For
more details on the steps from Eq.(70) to Eqs.(71-73) see
[12].
V. COMPUTING THE STEADY STATE
From Eq.(38) we understand that the steady state of
the system is the vacuum of the operators cˆj , that is
|ρss〉 = |0〉C . This is related to the vacuum of the bˆj ,
|0〉B = |0〉A, by a linear transformation. We can then
write
|ρss〉 = |0〉C = Sˆ−1|0〉B. (74)
In the following we show how to compute Sˆ fromW1.
First we write Sˆ = eTˆ , where Tˆ is
Tˆ =
1
2
(
b
†
1→L
bL+1→2L
)t(
U V
I J
)(
b1→L
b
†
L+1→2L
)
−
1
2
(
b1→L
b
†
L+1→2L
)t(
Ut It
Vt Jt
)(
b
†
1→L
bL+1→2L
)
(75)
8and where U,V, I,J are L × L matrices. It should be
noted the presence of a minus sign in the second line of
Eq.(75) which is different from the bosonic case. Here-
after we will write
W =
(
U V
I J
)
(76)
To calculate eTˆ bˆ†je
−Tˆ and eTˆ bˆL+je−Tˆ , we use the rela-
tions
Eˆ := eTˆ bˆ†je
−Tˆ =
∞∑
m=1
1
m!
[
Tˆ , bˆ†j
]
m
Fˆ := eTˆ bˆL+je
−Tˆ =
∞∑
m=1
1
m!
[
Tˆ , bˆL+j
]
m
where the nested commutator is defined recursively as
[Aˆ, Bˆ]m+1 ≡ [Aˆ, [Aˆ, Bˆ]m] with [Aˆ, Bˆ]0 ≡ Bˆ. This results
in
Sˆ
(
b
†
1→L
bL+1→2L
)t
Sˆ−1 =
(
b
†
1→L
bL+1→2L
)t
eW (77)
Similarly we can write
Sˆ
(
b1→L
b
†
L+1→2L
)
Sˆ−1 = e−W
(
b1→L
b
†
L+1→2L
)
(78)
which results in
SˆLSˆ−1
=
(
b
†
1→L
bL+1→2L
)t
eWMe−W
(
b1→L
b
†
L+1→2L
)
−
(
b1→L
b
†
L+1→2L
)t
e−W
t
MteW
t
(
b
†
1→L
bL+1→2L
)
−tr(Λ−t +Λ+) (79)
Thus, as in [12] by setting W1 = e
−W, which means
W = − logW1, (80)
we can diagonalize SˆLSˆ−1 whose steady state is |0〉B.
This then allows to derive Eq.(74).
VI. CONCLUSIONS
Similarly to part I for bosonic particles, but with im-
portant differences, we have shown how to map the prob-
lem of computing the relaxation rates and the normal
master modes of a Lindblad master equation for non-
interacting fermions to the diagonalization of a tridiag-
onal bordered Toeplitz matrix. We have used this to
find analytical solutions for the normal master modes
and the rapidities of the Lindblad master equation for a
boundary driven spin chain (more precisely of the even
sector of the enlarged space B). This can allow one to
effectively study the time evolution of the system and
also to have an expression for the steady state too. We
should stress further that, while the structure of the anal-
ysis parallels that of the bosonic case in part I, impos-
ing anti-commutation relations between the operators in
the enlarged space C requires further intermediate steps
and important differences in the actual matrices used.
We would like to highlight that while we have explicitly
computed the rapidities and normal master modes for a
particular type of XX model, it is possible to recover an-
alytical expressions for a broader set of systems, as long
as the complex matrix P can be reduced to any of the
tridiagonal bordered matrices which has been solved in,
for instance, [13, 21, 22]. A particularly interesting case
would be that of a boundary driven XX model for which
the tunnelling parameter on the even bonds is different
from that on the odd bonds (where by bond we mean the
link between two sites). In this case P would reduce to
a matrix of the form given by Eqs.(1,2) in [21].
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