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Due to the popularity of libration points, many satellites are being maintained on their
desired trajectory. Indian space research organization has planned to launch the Aditya-L1
spacecraft to study about the Sun by 2021. James Webb Space Telescope has also been
designed to observe deep space at L2 in the Sun-Earth system by 2021. The combined
gravity of the Earth and the Sun keep satellite’s orbit locked at libration points. Though
satellites enjoys an uninterrupted view of Sun and Earth all the time, they are affected by the
solar radiation pressure (SRP) continuously. Due to the instability of collinear libration
points, the certain amount of thrust is required to maintain the desired trajectory. This thesis
introduces the Udwadia-Kalaba (UK) formulation of constrained dynamics as applied to the
restricted three-body problem of the Sun-Earth-Spacecraft. A dynamic model of the
restricted three-body system is presented to analyze the unconstrained motion of spacecraft.
The results show the instability due to perturbation from the SRP. Then, the
Udwadia-Kalaba formulation is applied to derive the equation of motion of spacecraft with
additional constraints such that spacecraft maintains the desired trajectory at libration points.
The results of exact amount of control acceleration with the directions are provided for
spacecraft for the following three cases: i) maintaining position at the L1 considering the
Earth’s circular orbit (i.e. CR3BP) ii) maintaining position at the L1 and L4 or L5
considering the Earth’s elliptical orbit (i.e. ER3BP) and iii) maintaining the three-dimension
halo orbit around the L1 and L2 in CR3BP. The UK formulation is modified using
Baumgarte’s stabilization method to allow to compute the results for the incorrect initial
conditions (i.e. initial state deviations). In this case, the results are analyzed for the
underdamped, overdamped and critically-damped systems. In addition, the delta-v is
compared for the transient response with time-varying linear quadratic regulator (LQR). For
fully constrained system, the control accelerations required to maintain the desired
trajectory obtained by the UK technique are shown identical to those obtain via feedforward
part of the time-varying LQR, as expected.
v
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1. Introduction
The prediction of spacecraft motion under the mutual gravitational forces of two
massive bodies is difficult. It is considered as a three-body problem. Unlike the two-body
problem, where the position and the velocity of spacecraft can be found analytically; there
is no closed-form analytical solution to the three-body problem.
1.1. Brief History of Three-Body Problem
The questions arise what the motion looks like if there are more than two bodies moving
only under the influence of their mutual gravitational attraction. As mentioned above, the
general analytical solution to the three-body problem does not have an algebraic expression.
Hence, it must be solved numerically, and even with the math tools the solution diverges
with a small change in initial conditions. In most of the cases, the motion of three bodies are
not repeating.
The three-body problem was considered by Newton for the first time in connection with
the motion of the Moon under the influences of the Sun and the Earth. Consequently, that
study raised the following questions: Is there any influence of the moon’s gravity on the
motion of Earth? Is the moon in a stable orbit or might it crash one day on the Earth? The
motion of moon was also a question since moon was used as a universal time keeping
device in the absence of clocks (Valtonen & Karttunen, 2006). Bruns and Poincaré proved
that the general analytical solution for the three-body problem does not exist (Brunce, 1887;
Poincaré, 1890, 1892). Then, the history of the ‘restricted’ three body problem begins with
the first contribution was made by Euler. His work was further developed for the lunar
theories (Euler, 1753). His accomplishment was the introduction of a rotating coordinate
system, which was used to obtain an integral of motion known today as Jacobian integral.
Euler showed the existence of three collinear libration points in 1767 (Euler, 1767) and
Lagrange discovered the two triangular libration points in 1772 (J. L. Lagrange, 1772).
These five equilibrium points are called Lagrange points or liberation points which exist in
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the system of two orbiting masses. Lagrange was awarded for his contribution in his paper
known as ‘General Three-Body Problem’.
1.2. Importance of Libration Points in Sun-Earth System
Lagrange points are the position in space where the gravitational force of a two-body
system such as the Earth and the Sun produce the an equal amount of gravitational force on
a third body. The structure of the five libration points are shown in Figure (1.1). Among
these five points, L4 and L5 are stable which form the apexes of two equilateral triangles
that have the two primaries (i.e. the Sun and the Earth) at their vertices. The other, i.e., L1,
L2, and L3, are unstable collinear libration points.
Figure 1.1 Structure of libration points (Arizona, 2020)
L1 is located in a line that connects the Sun to the Earth. The major advantage of
keeping spacecraft at L1 is that this location provide uninterrupted view of the Sun and the
Earth. Hence, L1 libration point orbits are beneficial in studying solar disturbances. The
spacecraft located here can have continuous solar power. The first mission to L1 halo orbit
was the International Sun Earth Explorer 3 (ISEE-3), later renamed as International
Cometary Explorer (ICE), to monitor the storm from solar winds and coronal mass
ejections. Currently, there are four satellites at L1 in the Sun-Earth and two are planned to
launch by 2021.
3
L2 libration point orbits are suitable for deep space observation using telescopes and
will be the future home of James Webb space telescope and seven more by around 2028.
The shielding and calibration are relatively simple for spacecraft at those locations because
of low disturbances due to SRP there.. However, solar radiation is not completely blocked.
The spacecraft comes to the region of the Earth’s umbra for sometime though. NASA’s
Wilkinson Microwave Anisotropy Probe (WMAP) is currently at this spot measuring the
cosmic background radiation left over from the Big Bang.
L3 is hidden behind the Sun all the time. This location has not found any useful
importance for now, although science fiction has. The idea of a hidden ‘Planet-X’ at the L3
point has been a popular topic in science fiction writing (E. Howell, 2017).
L4 and L5 are stable points. These region provides for stable orbits “like a ball in a
large bowl”. The condition to satisfy stability is that the mass ratio between the two large
masses exceeds 24.96. This condition is valid for Sun-Earth, Earth-Moon, Sun-Jupiter and
many other pairs in the solar system. There are many asteroids and dust accumulated at L4
and L5. The objects found orbiting at L4 and L5 are called Trojans after the three large
asteroids Agamemnon, Achilles and Hector were found orbiting at the L4 and L5 in the
Sun-Jupiter system (Cornish, 2012). For interplanetary space mission, these locations could
be useful for a refuelling station or used as a waypoint to travel to the Earth from the other
planets and vice versa.
1.3. Literature Review
1.3.1. Station-Keeping Techniques
In practice, the spacecraft does not follow the desired trajectory at libration points
naturally. The collinear libration points are unstable, hence the spacecraft needs to apply a
certain amount of thrust in order to maintain the desired trajectory. Though L4 and L5 are
stables, the spacecraft needed to be controlled to avoid crashing asteroids or other objects.
In the late 1960s and early 1970s, the use of libration points in the Earth-Moon system
was extensively studied (R. W. Farquhar, 1970, 1971; R. W. Farquhar & Kamel, 1973). The
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same faces of the moon always faces the Earth, hence communications with the far side of
the moon is impossible. The method was introduced by Farquhar to provide continuous
communication network by maintaining spacecraft’s halo orbits around the L1 and L2.
The station-keeping at libration points has received attention for actual space mission.
In November 1978 a spacecraft called International Sun-Earth Explorer-3 (ISEE-3) was
place around L1-halo orbit in the Sun-Earth system (R. W. Farquhar et al., 1980;
D. L. Richardson, 1980). The ISEE-3 remained in its orbit until 1982. A wide range of
station-keeping strategies was then introduced for libration point orbits (Cielaszyk & Wie,
1996; K. C. Howell & Pernicka, 1993; Lo et al., June, 2000; Simó et al., 1987). The overall
maneuver costs were provided for a spacecraft moving in Lagrange point
trajectory (K. C. Howell & Pernicka, 1993). The spacecraft insertion and maintenance in
halo orbits around Lagrange points in the Sun-Earth/Moon system were studied for Genesis
spacecraft mission using impulsive maneuver control design (Lo et al., June, 2000), optimal
continuous strategy and mode analysis for Artemis mission (Folta et al., 2014), the optimal
control design based on optimal control theory (Rahmani et al., August-2008), the
time-varying linear quadratic regulator (LQR) control and Floquet theory (Nazari et al.,
2017), and the robust adaptive control strategy (M. Xu et al., 2012).
The research investigated a Hamiltonian structure-preservative control that uses
acceleration of solar radiation pressure to stabilize orbit (Soldini et al., 2017). An analytical
method was developed to design a controller in which the continuous force is used to
eliminate the unstable component in periodic orbits around Lagrange point (Jing et al.,
2013). The survey of stationkeeping around collinear libration point L1 and L2 were done
from the 1960s to 2015 (Shirobokov et al., 2017). The data are provided of delta-v on
stationkeeping with the mission names, launch dates, type of orbits with amplitude and
frequencies.
All the researches mentioned above proposed the circular restricted three-body problem
(CR3BP) model. Although the CR3BP model has proven fruitful, it inherently assumes the
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orbit of secondary to be circular. However, the motion of the Earth around the Sun and the
motion of Moon around the Earth are eccentric (e.g. elliptical restricted three-body problem
(ER3BP)). The major difference between the CR3BP and the ER3BP is that the positions of
the Lagrange points are not constant in Sun-Earth fixed or Earth-Moon fixed system. The
ER3BP model was adopted to calculate periodic reference trajectories around collinear
Lagrange points (Cors et al., 2001; Gurfil & Meltzer, 2005; Ollé & Pacha, 1999), and the
equation of motion was derived in non-dimensional coordinates using true anomaly as the
independent variable (Szebehely, 1967; Szebehely & Giacaglia, 1964). The LQR technique
was developed for tracking a reference trajectory while rejecting nonlinear disturbance from
the dynamic of ER3BP (Gurfil & Meltzer, 2005).
1.3.2. Control Applications Using Udwadia-Kalaba Formulation
Classical mechanics is divided into two: Newtonian mechanics (Darrigol & Frisch,
2008) and analytical mechanics (Hand & Finch, 2000; J. Lagrange, 2009). Analytical
mechanics has been developed broadly because of the fact that it has a wider range of
applications compared to Newtonian mechanics. In Newtonian mechanics the motion of
particle is studied by considering internal forces (originating from within the system) and
external forces (originating from outside the system).
Lagrange formulated the analytical mechanics via the notions of “virtual displacement”
and “virtual work” in 1788 (Lanczos, 1962; Lewis, 1951). The Lagrange’s approach studies
the constrained motion of mechanical system considering impressed force (natural force)
and constraint force (with constraints). Lagrange introduced the “generalized coordinates”
(also called Lagrange coordinate) to reduce the number of equation of motion and the
Lagrange multiplier is added to describe the motion of the constrained system. However,
Lagrange multipliers are not explicitly defined as a function of the generalized coordinates
and generalized velocities.
Appell and Hamel explored the dynamics system under nonlinear velocity constraints
(Papastavridis, 2002; Pars, 1988). Hamel formulated the constrained equation of motion but
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quasi variables is not measurable in that. In 1970’s, Kane’s developed an equation based on
the use of quasi-velocities (Kane & Levinson, 1985; Kane et al., 1981). However, the
methods mentioned above are not applicable to nonholonomic constraints. There are some
auxiliary variables (such as the Lagrange multiplier or quasi variables) which cannot be
explicitly shown in equation of motion.
A general control methodology based on analytical dynamics was first developed by
Udwadia and Kalaba where they expressed the constrained equations of motion such that
the control force vector can be obtained explicitly (F. E. Udwadia, 1996; F. E. Udwadia &
Kalaba, 2002, 1993). A general control method is based on the Gauss’s principle of least
constraints. The Gauss’s principle gives a clear description of the general nature of
constrained motion and computes minimal required acceleration at each instant of time.
This enhances the potential of the Udwadia-Kalaba (UK) formulation to the control
applications. The multiple constraints including holonomic (i.e. position only) and
nonholonomic (i.e. position and velocity) are handled with equal ease. The only limitation
is that the constraints should be linear in terms of accelerations after differentiation. The
equation for control force is explicitly obtained without introducing other auxiliary
variables. Due to the simplicity and capability of handling wide class of constraints, this
approach has greatly contributed to solve the complex constrained system.
The comparison of the UK equation, the Newton-Euler equation, the Lagrange’s
approach, and the Kane’s equation showed that the UK approach is simplest and most
comprehensive in describing the equation of motion for a constrained system without
introducing any auxiliary variables (i.e. Lagrange multipliers or quasi variables) (Zhao et
al., 2018). The Udwadia-Kalaba approach has been introduced to several mechanical
systems with various constraints (Li et al., 2018; Y. Xu & Liu, 2017; Yang et al., 2019;
Zhao et al., 2018; Zhu et al., 2018). Three different examples are given for the
demonstration of Udwadia-Kalaba approach (Zhao et al., 2018). This approach was applied
to the bulldozer link lever system (Li et al., 2018), the three-link manipulator system (Yang
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et al., 2019), and the trajectory tracking control of the two-degrees-of-freedom helicopter
(Zhu et al., 2018). The dynamic modeling of the SCARA robot subjected to the trajectory
constraint was also proposed using the Udwadia-Kalaba theory (Y. Xu & Liu, 2017).
UK methodology can be easily applied to highly constrained astrodynamical problems
without using the linearization of the dynamics. The UK method was proved that it
minimizes the control cost at each instant of time for a tracking problem of nonlinear
dynamic systems (F. E. Udwadia, 2008). The explicit solution to satellite formation keeping
was obtained using the UK formulation (Cho & Udwadia, 2010; Memon et al., 2019). The
satellite formation in the presence of both orbital and attitude requirements was
developed Cho & Udwadia (2013). In latest research, the satellite formation was achieved
by an adaptive continuous robust controller to compensate for model uncertainties and
external disturbance, while the UK controller is used to precisely track the desired
trajectories between two satellites flying in formation (Hancheol et al., 2020). The UK
framework was compared with an optimal controller developed using a time-invariant LQR
for a spacecraft hovering above the asteroid Bennu (Stackhouse et al., 2019). In the
two-body problem, the UK approach was applied for a spacecraft orbiting around the
nonspherical Earth to maintain a circular orbit with a constant inclination (Lam, 2006). In
the research, the authors applied the UK approach for a spacecraft to maintain its position at
L1 and L4 in a planar CR3BP as well as ER3BP (Sun-spacecraft-Earth) model (Patel et al.,
2020, 2019).
1.4. Summary and Contribution of Work
This thesis introduces the Udwadia-Kalaba approach of constrained dynamic as applied
to the Sun-Earth-Spacecraft restricted three body problem. The control accelerations
required for spacecraft stationkeeping are obtained using the UK approach in the three
following cases: i) Maintaining position at the L1 assuming that the Earth’s orbit around the
Sun is circular (i.e. CR3BP) ii) Maintaining position at the L1 and L4 or L5 considering the
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Earth’s elliptical orbit around the Sun (i.e. ER3BP) and iii) spacecraft stationkeeping in
three-dimensional L1 and L2 halo orbits.
The UK formulation is modified using Baumgarte’s stabilization method to allow to
compute the results for the incorrect initial conditions (i.e. initial state deviations). The
results are then analyzed for the underdamped, overdamped and critically-damped system.
In addition, the ∆V is compared for the transient response with those obtained by
time-varying linear quadratic regulator (LQR). For fully constrained system, the control
accelerations required to maintain the desired trajectory obtained by UK technique are
shown identical to those obtain via feedforward part of the time-varying LQR, as expected.
1.5. Outline of Thesis
The first part of thesis (Chapter 2) discusses the background information necessary to
understand the natural dynamic of restricted three-body problem. Udwadia-Kalaba
formulation is introduced to derive the general equation of motion for a constrained system.
Some review of matrix algebra is given which help us to understand the generalized inverse
of a matrix and its properties.
Chapter 3 studies the formulation of Sun-Earth-spacecraft circular restricted three-body
problem with applied constraints on spacecraft. Then, the formulation for spacecraft
constrained motion in Sun-Earth-spacecraft elliptical restricted three body problem is
studied. The formulation of constrained equations of motion for spacecraft are derived for
three following cases. i) maintain the position at L1 in CR3BP ii) maintain the position at
L1 and L4 or L5 in ER3BP iii) maintain the halo orbits around L1 and L2.
The numerical results and discussions for spacecraft unconstrained and constrained
motions in circular and elliptical restricted three body problem are provided in Chapter 4.
The results of unconstrained and constrained motions of spacecraft in the circular and
elliptical restricted three body problems are discussed. The transient response are analyzed
comparing the UK with Baumgarte’s method and time varying LQR. Lastly, chapter 5
discusses the conclusions and future work.
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2. Theoretical Background and Preliminary Formulation
In this chapter, the theoretical backgrounds of restricted three-body problem and the
fundamental equation provided by Udwadia and Kalaba are discussed first. Then, the
Baumgarte’s stabilization and time-varying LQR techniques are discussed.
2.1. The n-Body Problem
All the masses are connected with their mutual gravitational attraction. The n-body
problem studies the motion of group of celestial objects interacting with each other by their
mutual gravitational forces. To illustrate this scenario, the inertial frame of reference
located at O (i.e. center of mass) with unit vectors of x̂, ŷ and ẑ is shown in Figure (2.1).
The each masses are modeled as a particle with zero volume (i.e. point mass).
Figure 2.1 The n-body system of particles
All the masses are assumed to be in motion only by the gravitational forces from each









Where G is the universal gravitational constant, rji is a vector pointing from mj to mi and
defined as ri − rj , and rji is the distance between mi and mj . From this expression of the
force on each mass and Newton’s second law of motion yield a vector equation of motion
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where r̈i is the acceleration of ith mass with respect to an inertial frame of reference.
Double dots indicated the second derivative with respect to dimensional time. The complete
set of scalar second order differential equations for n masses can be rewritten in first order
differential equations, which are 6n in total. The complete solution of this problem required
to know total of 6n integral constant. Currently, only ten constants are known (Vallado,
2013). Thus, the general n body problem can not be solved in a closed analytical form. The
lack of this solution is also applied to two body, since it is required twelve constants to be
known. If the two-body problem is reformulated to describe the relative motion, then the the
analytical expression is manageable. This is called the restricted two-body problem, it
forms analytical solution to relative equation of motion and this forms conic sections. The
restricted two-body problem has insight to serve as a solid basis for trajectory design for the
asrtodynamic applications.
2.2. Restricted Three-Body Problem
The term ‘restricted’ refers to the condition that two masses are extremely heavier than
third. Among two masses, the heavier mass in consider as a primary body and the other as a
secondary body. The circular restricted three body problem (CR3PB) assumes that primary
and secondary bodies are moving in a circular orbit about their center of mass. sometimes,
an additional assumption requires motion only in the orbital plane, hence the z component
of equations vanishes.
Further we express the equation of motion for the case of CR3BP. We consider a
synodic (rotating) coordinate frame whose origin is located at the center of mass of
two-body system ( i.e. lie between m1 and m2 ), as shown in Figure (2.2). m1 and m2
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follow circular path around their center of mass due to only mutual gravitation. The frame
rotates about z axis, and m1 and m2 appear to be stationary in rotating xy plane.
Figure 2.2 Restricted three body system (Curtis, 2019)
The angular velocity of the rotating frame is constant in case of CR3BP, and given by,
Ω = ωk̂ (2.3)
where, Ω = 2π/T and T = 2π
√







The total mass of system is defined as,
M = m1 +m2 (2.5)
and,
µ = GM, µ1 = Gm1, and µ2 = Gm2 (2.6)
The location of m1 and m2 on x axis is determined using the definition of center of mass.
m1x1 +m2x2 = 0 (2.7)
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Since, the distance between m1 and m2 is r12. m1 and m2 is lactated in the negative and
positive x-direction respectively. Therefore,
x2 = x1 + r12 (2.8)
From Equations 2.7 and 2.8, The following equations can be written as,
x1 = −π2r12 and x2 = π1r12 (2.9)








The relation between π1 and π2 is written as,
π1 = 1− π2 (2.11)
Note that since m1 and m2 follows the circular path around G and remain stationary in
rotating frame, they have the same orbital period. Hence the larger mass (m2) has the
greater orbital speed than m1.
As mentioned before, in the R3BP, it is assumed that mass m is small enough for its
effects on the motions of the two primaries m1 and m2 to be negligible. The equation of
motion for m will be derived further. The position vector of m with respect to m1 and m2
are given as,
r1 = (x− x1)̂i + ŷj + zk̂ = (x+ π2r12)̂i + ŷj + zk̂ (2.12)
and,
r2 = (x+ π1r12)̂i + ŷj + zk̂ (2.13)
respectively. The unit vectors are î, ĵ and k̂ in the directions of x, y and z, respectively. The
location of m from the center of the mass is defined as,
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r = x̂i + ŷj + zk̂ (2.14)
hence the inertial velocity of m is found as,
ṙ = vG + Ω× r + vrel (2.15)
where,
vrel = ẋ̂i + ẏ̂j + żk̂ (2.16)
Note that Equation 2.15 accounts for the rotating frame, the first term is the inertial velocity
of the center of mass and the third term is the relative velocity of m measured in moving
xyz frame. The absolute acceleration of m can be found as,
r̈ = aG + Ω̇× r + Ω× (Ω× r) + 2Ω× vrel + arel (2.17)
Equation 2.17 is reduced for the case of CR3BP, since Ω is a constant (i.e. Ω̇ = 0 ).
Furthermore, aG = 0, because vG is constant. Hence, it is written as,
r̈ = Ω× (Ω× r) + 2Ω× vrel + arel (2.18)
where,
arel = ẍ̂i + ÿ̂j + z̈k̂ (2.19)
Substituting Equations 2.3, 2.14, 2.16 and 2.19 into Equation 2.18, the inertial acceleration
of mass m in terms of quantities measured in the rotating frame is obtained as,
r̈ = (ẍ− 2Ωẏ − Ω2)̂i + (ÿ + 2Ωẋ− Ω2y)̂j + z̈k̂ (2.20)









The first and second terms are the acceleration of m produced by the gravitational force of






By substituting the expression for r̈ in Equation 2.20 and expressions for r1 and r2 in
Equations 2.12 and 2.13 into Equation 2.22, the latter can be rewritten as,
(ẍ− 2Ωẏ − Ω2)̂i + (ÿ + 2Ωẋ− Ω2y)̂j + z̈k̂ =− µ1
r31
[(x+ π2r12)̂i + ŷj + zk̂]
− µ2
r32
[(x+ π2r12)̂i + ŷj + zk̂] (2.23)
Further, the scalar equations of motions is written by equating the coefficient of î, ĵ and k̂
on each side of Equation 2.23,
















Three equations are the equations of motion for the circular restricted three body problem in
rotating frame. Note that if the assumption of Ω̇ = 0 is removed from Equation 2.17 then
equation of motion for the elliptical restricted three body problem can be obtained. These
equations include −Ω̇y and terms Ω̇x in Equations 2.24 and 2.25, respectively.
2.2.1. Integral of Motion
Though there is no closed form solution of the CR3BP, the integral constant exits known
as Jacobi integral or Jacobi constant. It is the only conserved quantity for CR3BP. The
expression for Jacobi constant is express as follow.
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Multiplying Equation 2.24 by ẋ, Equation 2.25 by ẏ and Equation 2.26 by ż, summing
up left and right sides, then rearranging the terms yield the final expression as,




where U is a pseudo-potential function. It is defined as,



















Taking integration on both side Equation 2.29 then rearranging the final expression yields,
v2 = 2U − C (2.30)
where v2 = ẋ2 + ẏ2 + ż2 is the relative velocity of m, C is known as Jacobi constant. The
Jacobi constant may interpreted as the total energy of m relative to the rotating frame in
CR3BP. It is convenient to check the accuracy of the numerical integration process by
plotting the Jacobi constant along the trajectory of m.
2.2.2. Location of Libration Points
In this section, we obtain the location of five Lagrange points in CR3BP using
Equations 2.24 - 2.26 . The five Lagrange points are equilibrium points in R3BP. These are
the location to place spacecraft so it stays there if there is no perturbation applied. Therefore
the equilibrium points are found by setting the conditions ẋ = ẏ = ż = 0 and


















It is observable from Equation 2.33 that z = 0, since µ1/r31 > 0 and µ2/r
3
2 < 0. It implies
the equilibrium points must lie in the orbital plane.
Equations 2.31 and 2.32 can be rewritten by using Equations 2.4, 2.11, π1 = µ1/µ,





















2.34 and 2.35 is treated as two linear equations in terms of 1/r31 and 1/r
3
2. The solution can









or r1 = r2 = r3 (2.36)
Using Equation 2.36 and 2.11 together with z = 0, the following equations are obtained
from Equations 2.12 and 2.13 respectively,
r212 = (x+ π2r12)
2 + y2 (2.37)
and,
r212 = (x+ π2r12 − r12)2 + y2 (2.38)












Thus Equation 2.39 and 2.40 gives the location of two stable equilibrium points, which are
the Lagrange points L4 and L5. Therefore, the coordinates are obtained in rotating
reference frame as,








The remaining equilibrium points are found by setting y = 0 and z = 0, which satisfy both
Equations 2.31 and 2.32. Using these, the following equations are obtained from Equations
2.12 and 2.13 as,
r1 = |x+ π2r12| (2.42)
r2 = |x+ π2r12 − r12| (2.43)




















(ξ + π2) +
π2
|ξ + π2 − 1|3
(ξ + π2 − 1)− ξ = 0 (2.46)
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Figure 2.3 Value of ξ for a given π2 (Curtis, 2019)
Figure (2.3) shows that for a given value of π2, there are three values of ξ which are
corresponding to the Lagrange points L1, L2 and L3. These values are not used directly but
can be used them as a initial guess to solve for the roots of the f(π2, ξ) in Equation 2.46.
The bisection method can be used by setting low error tolerance to obtain precise values of
L1, L2 and L3.
However the Equation 2.46 is numerically inefficient to solve since it require more
iterations to match the tolerance in bisection method. Thus the Equation 2.46 is further
simplified to show the explicit expression to obtain the location of L1, L2 and L3 for
m1 >> m2. One may tempered to cancel the fractions in Equation 2.46, but care must be
taken to obtain correct signs because of the obvious fact:
(ξ + π2) = |ξ + π2|, if (ξ + π2) > 0
(ξ + π2) = −|ξ + π2|, if (ξ + π2) < 0
similarly,
(ξ + π2 − 1) = |ξ + π2 − 1|, if (ξ + π2 − 1) > 0
(ξ + π2 − 1) = −|ξ + π2 − 1|, if (ξ + π2 − 1) < 0
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For the Lagrange point L1, it states that 1 > xi > 0. Thus the first fraction term and second
fraction term of Equations 2.46 are (ξ + π2) > 0 and (ξ + π2 − 1) < 0. The expression for






(ξ + π2 − 1)2
+ ξ = 0 (2.47)
For the Lagrange point L2, it shows that ξ > 1. Thus, (ξ + π2) > 0 and (ξ + π2 − 1) > 0.
The expression for the L2 is found as,




(ξ + π2 − 1)2
+ ξ (2.48)
For L3, it shows that ξ < −1, and therefore,
L3 : − 1− π2
(ξ + π2)2
− π2
(ξ + π2 − 1)2
+ ξ (2.49)
The expansion of Equations 2.47 - 2.49 yield three quintic equations as,
L1 : ξ5 + a1ξ4 + a2ξ3 + a3ξ2 + a4ξ + a5 = 0 (2.50)
L2 : ξ5 + a1ξ4 + a2ξ3 + (a3 − 2π2)ξ2 + (a4 − 4π22)ξ + (a5 − 2π32) = 0 (2.51)
L3 : ξ5 + a1ξ4 + a2ξ3 + (a3 − 2ξ + 2)ξ2 + (a4 − 4π22 + 8π2 − 4)ξ − a5 = 0 (2.52)
where,
a1 = 4π2 − 2, a2 = 6π22 − 6π2 + 1, a3 = 4π32 − 6π22 + 4π2 − 1
a4 = π
4
2 − 2π32 + 5π22 − 4π2 + 2 and a5 = 2π32 − 3π22 + 3π2 − 1
2.2.3. Analytical Computation of Halo Orbits
The halo orbit is a family of three dimensional periodic orbits existed around the
collinear libration points of CR3BP. The spacecraft inserted on halo orbit does not maintain
the periodic trajectory naturally because of the instability of collinear libation points .
20
Hence, the control acceleration is required to maintain the desired periodic trajectory. The
different type of orbits in halo family was studied (Davis et al., 2018; Folta et al., 2014;
Shirobokov et al., 2017). The stationkeeping strategy involves controlling the spacecraft to
a halo orbit which is of sufficient amplitude to satisfy certain mission constraints. The
particular halo orbits are constructed using analytical and numerical methods. The
analytical computation of halo orbit is difficult because of the non linearity in the dynamics
of CR3BP. Different approximation methods were studied to compute the solution of
nonlinear differential equation of motion (Akiyama et al., 2015; Ceccaroni et al., 2016;
Kumar & Kushvah, 2020; D. L. Richardson, 1980).
The method is used in current work is expressed by Richardson (R. Farquhar et al.,
1977; D. Richardson, 1980; D. L. Richardson, 1978, 1980). It was used by ISEE-3 mission
designed personnel to study the characteristics of L1 halo orbit. The actual mission orbit
was constructed numerically using differential correction procedure by analytical
approximation (D. L. Richardson, 1980). The analytical solution is obtained by application
of successive approximations in conjunction with a form of Lindsedt Poincaré method. The
method finds third order approximation to the non-linear equation of motion in a
neighborhood of the equilibrium point.
Figure 2.4 Nondimensional rotating frame of reference
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The equations of motion are simplified and reformulated in non-dimensional form; the
mass m2 is normalized by µ = m2/(m1 +m2). The primaries m1 and m2 are placed along
the x axis at points (x1, y1, z1) = (−µ, 0, 0) and (x2, y2, z2) = (1− µ, 0, 0), respectively.
The equation of motion in dimensionless form is expressed as,
ẍ− 2ẏ = Ux (2.53a)
ÿ + 2ẋ = Uy (2.53b)
z̈ = Uz (2.53c)
where x, y and z are the dimensionless coordinates of the spacecraft; Ux, Uy and Uz are the











consisting of the centripetal and gravitational potential. The distances r1 and r2 are the
distance between spacecraft and two primaries, respectively, and given as,
ri =
√
(x− xi)2 + y2 + z2, i = 1, 2 (2.55)
The non-dimensional states of spacecraft are expressed as,





















where l is a distance between m1 and m2, nE is the orbital mean motion of the Earth.
We first translate the origin at the libration points L1 and L2. The transformation
between position coordinates (x, y, z)− (X, Y, Z) is,
22
x = XγL ∓ γL + (1− µ), y = Y γL, z = ZγL (2.58)
where, γL = γ/l is the normalized distance, and γ is the distance between Lagrange point
and m2. In Equation 2.58, upper sign corresponds to L1 while lower one corresponds to L2.
The equation of motion in new coordinates can be transformed easily, then the nonlinear
terms are expanded using the following formula given by Koon (Koon et al., 2011),
1√













where ρ2 = x2 + y2 + z2 and D = A2 +B2 + C2. After some algebraic manipulation, the
equation of motion is written as,









































denotes nth degree Legendre









, n = 0, 1, 2, ... (2.60)
with upper sign for L1 and lower for L2. Lindstedt Poincaré method is used to find the
periodic solution of a third order approximation of Equation 2.59 and given by,




2 − Y 2 − Z2) + 2c4X(2X2 − 3Y 2 − 3Z2) (2.61a)




2 − Y 2 − Z2) (2.61b)




2 − Y 2 − Z2) (2.61c)
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Since we are interested to compute halo orbit, a correction term, ∆ = λ− c2 to make
the out-of-plane frequency equal to the in-plane frequency. Hence, the third order equation
in the Z direction becomes,




2 − Y 2 − Z2) + ∆Z (2.62)
In order to avoid some secular terms, we introduce a new independent variable T and
frequency connection ω via the relation,
T = ωτ and ω = 1 +
∑
n≥1
ωn, (ωn < 1) (2.63)
It is found that, ω1 = 0 and, ω2 = s1A2x + s2A
2
z, so that the secular terms vanish with
successive approximation. The constants s1 and s2 are expressed in terms of λ, as shown in
(D. Richardson, 1980; D. L. Richardson, 1978).
The equation of motion is rewritten in terms of new independent variable T ,
ω2X
′′ − 2ωY ′ − (1 + 2c2)X =
3
2









2 − Y 2 − Z2)
ω2Z
′′




2 − Y 2 − Z2) (2.64)
where X ′ = dX
dT
, X ′′ = d
2X
dT 2
The solution of first-order equation is given by,
X1 = −Ax cos(λT + φ) (2.65a)
Y1 = κAx sin(λT + φ) (2.65b)
Z1 = Az sin(
√







9c22 − 8c2)/2 and κ = (2c2 + 1 + λ2)/2λ (2.66)
In Equation 2.65, Ax and Az are in-plane and out-plane amplitudes respectively. φ and
ψ are the phase angles correspond to Ax and Az respectively. The amplitudes must be of
sufficient magnitude so that nonlinear contributions to the system produces the in-plane and
out-plane frequencies (λ =
√
c2) be the same. Hence, it becomes necessary to introduce a
correction term, ∆ = λ2 − c2. It is shown that a full periodic solution require that Ax and
Ay be nonlinearly dependent and that the phases φ and ψ be linearly dependent. These
constraints are expressed as,
l1Ax
2 + l2Az
2 + ∆ = 0 and ψ − φ = pπ/2 (p = 1, 3) (2.67)
The l1 < 0 and l2 > 0 are constants and have lengthy expression (D. Richardson, 1980;
D. L. Richardson, 1978). The first order approximation to a (periodic) halo orbit is achieved
if the restrictions are applied on Ax, Ay, φ, ψ and
√
c2 is replaced by λ. The difference
between the frequencies
√
c2 and λ oscillations results in a quasi-periodic Lissajous
trajectory. Unless the frequency ratio is a rational number, the Lissajous trajectory does not
close.
The solution of second order equation is expressed as,
X2 = ρ20 + ρ21 cos 2τ1 + ρ22 cos τ2 (2.68a)
Y2 = σ21 sin 2τ1 + σ22 sin 2τ2 (2.68b)
Z2 = κ21 sin(τ1 + τ2) + κ22 sin(τ2 − τ1) (2.68c)
where, τ1 = λT + φ and, τ2 = λT + ψ.
Similarly, the solution of the third-order equations is given by,
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X3 = ρ31 cos 3τ1 (2.69a)
Y3 = σ31 sin 3τ1 + σ32 sin τ1 (2.69b)
Z3 =

(−1) p2κ31 sin 3τ1, p = 0, 2
(−1) p−12 κ32 cos 3τ1, p = 1, 3
(2.69c)
(a)








































Figure 2.5 Halo orbit around L1 in the Sun-Earth system taking unit distance as 1AU
The complete third-order periodic solution was constructed by combining
Equations 2.65, 2.68 and 2.69 and using a set of algebraic manipulation. The results are first
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shown by Richardson and expressed in terms of amplitudes, phase angles and other
coefficients as follow (D. Richardson, 1980; D. L. Richardson, 1978),
X = ρ20 − Ax cos τ1 + (ρ21 − ρ22) cos 2τ1 + ρ31 cos 3τ1 (2.70a)
Y = (κAx + σ32) sin τ1 + (σ21 − σ22) sin 2τ1 + σ31 sin 3τ1 (2.70b)
Z =

(−1) p2 (Az sin τ1 + κ21 sin 2τ1 + κ31 sin 3τ1), p = 0, 2
(−1) p−12 (Az cos τ1 + κ21 cos 2τ1 + κ22 + κ32 cos 3τ1), p = 1, 3
(2.70c)
(a)








































Figure 2.6 Halo orbit around L2 in the Sun-Earth system taking unit distance as 1AU
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The halo orbital period is defined as Thalo = 2π/λωnE in normalized form. Note that
halo orbits are characterized by Az and φ. The northern halo orbit is performed for positive
Az while the southern halo orbit is performed for negative Az. Both orbits are mirror
images to each other. Figures (2.5) and (2.6) show the trajectory with xy, yz and xz planes
of northern L1-halo and L2-halo orbits respectively. Note that the transformation between
(X, Y, Z) and (x, y, z) are applied using Equation 2.70. We adopted the following values of
Az = 110000 km, φ = π and ψ = 3π/2 from the ISEE-3 mission design. The trajectories
are plotted using the solution of first order approximation is a planar while the the complete
solutions of second and third order converge and perform three dimensional halo orbit. The
orbital periods of complete third order approximation’s solution were found 177.73 and
179.83 days for L1-halo and L2-halo, respectively.
2.3. The Fundamental Equation
This section discusses the fundamental equation of motion called the Udwadia-Kalaba
(UK) equation for a constrained system. A system is considered with n number of particles
of masses m1, m2,...,mn. The position of ith particle is described in Cartesian coordinate
reference frame as xi, yi and zi. The position of each particles require three coordinates to
be specified, Hence the configuration of the entire system of n particles is described by 3n
coordinates. Let the 3n-vector x = [x1, y1, z1, x2, y2, z2, ..., xn, yn, zn]. Each particle has
3-dimensional space, and refers to some specific configuration of the system.
The forces acting on ith particle is Fix, Fiy and Fiz. The equations of motion for the
system are given as,
Mẍ = F(x(t), ẋ(t), t) (2.71)
where M ∈ R3n×3n is the positive diagonal mass matrix and all the elements are arranged
diagonally as m1,m1,m1,m2,m2,m2, ...,mn,mn,mn ; F is the 3n-vector
F = [F1x, F1y, F1z, F2x, F2y, F2z, ..., Fnx, Fny, Fnz, ] contains the components of the
impressed forces on particles. These impressed forces are always known which could be
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gravitational force, centrifugal force, or any other mechanical force. The unconstrained
motion of the system can be described from Equation 2.71 as,
ẍ = M−1F(x(t), ẋ(t), t) = a (2.72)
where a is acceleration produce by impressed force (without applying control force).
The set of p constraints are required for a constrained system, which are written in the
form,
φi(x, ẋ, t) = 0, i = 1, 2, ..., p (2.73)
including the holonomic constraint of the form,
φi(x, t) = 0, i = 1, 2, ..., h (2.74)
and nonholonomic constraint of the form,
φi(x, ẋ, t) = 0, i = 1, 2, ..., k (2.75)
where p = h+ k is a set of constraints. In both type of constraints, if the constraint does not
explicitly depend on time it is called a scleronomic constraint; else it is called rheonomic.
All type of constraints are handled with equal ease. However, the functions φi must be
sufficiently smooth to allow such differentiation, and the initial conditions must also be
satisfied the constraint equations. The set of constraint equations can be obtained by
differentiating the holonomic constraint equations twice with respect to time t and
nonholonomic constraint equations once, in the form of matrix equation:
A(x, ẋ, t)ẍ(t) = b(x, ẋ, t) (2.76)
where A ∈ Rp×3n is matrix associated with the constraint equations and b is the p× 1
vector. The constraint equations written in the form of Equation 2.76 are linear in the
accelerations. Mostly, all the constraint equations are written in form of Equation 2.76 with
equal ease - no need to distinguish between them. However, inequality constraints can be
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important in many practical situations. The fundamental equation we shall discuss hereafter
does not require to care of linear dependency of constraint equations, as long as the
equations are consistent. The matrix A and the vector b are calculated at each instant of
time t, if x and ẋ are known at that time.
The final step is to apply constraints on the system which adds additional forces to the
particles and the equations of motion for the constrained system become,
Mẍ = F(x(t), ẋ(t), t) + Fc(t) (2.77)
where Fc(t) is the 3n× 1 vector of constraint force or control force. The task is then to
determine the constraint force Fc(t). Udwadia and Kalaba proposed the constraint force
vector explicitly , which is based on the Gauss’s principle of least constraint (F. E. Udwadia










is the unique Moore-Penrose generalize inverse of AM−
1
2 . Now, from
the Equations 2.71 and 2.78, the equation of motion of the constrained system can be
written as,











Equation 2.80 is named as the Udwadia-Kalaba (UK) equation. Udwadia and Kalaba
verified that the acceleration given by Equation 2.80 is minimal and satisfies all the
constraints at every instant of time including the initial time (t = 0). Thus, Equation 2.78
gives the results of exact control force require for each particle to follow the given
constraints.
For the case of a system with single mass (i.e. n = 1), the M is reduced to m1I3.
Hence, the UK equation is reduced to,
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ẍ = a + A+(b−Aa) (2.81)
For a fully constrained system (i.e. p = 3n or A+ = A−1), there is only the solution that
satisfy the constraints,
ẍ = A−1b (2.82)
The control force is explicitly found as,
Fc = M(ẍ− a) (2.83)
2.3.1. Moore-Penrose Generalized Inverse
The matrix AM−1/2 plays the central role in the UK equation. We call this matrix the
constraint matrix B. The main properties of the Moore-Penrose inverse matrix B+ of a
matrix B are:
BB+B = B (2.84a)
B+BB+ = B+ (2.84b)
BB+ = (BB+)T (2.84c)
B+B = (B+B)T (2.84d)
The Moore-Penrose matrix is associated with the least squares solution of the linear system
of equations such as constraint Equations 2.76. Therefore, UK approach has main strength
to give the minimal constrained acceleration for the under-constrained (i.e. p > 3n) and
over-constrained (i.e. p > 3n) system. If A is a rectangular matrix, then the number of p
constraint equations are not equal to the number of unknown states 3n. The matrix A does
not necessary to have full rank. The Moore-Penrose inverse gives the unique solution
satisfying all four properties mentioned in Equations 2.84. The UK equation solves the least
square problem to find ẍ so that minimizes ||Aẍ− b||.
The following relations hold for the under-constrained and over-constrained systems,
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B+ = BT (BBT )−1, (p < 3n) (2.85)
B+ = (BTB)−1BT , (p > 3n) (2.86)
2.3.2. Gauss’s Principle
A German mathematician Gauss formulated the principle of least constraint in 1829.
The principle is about a quantity, generally called ‘action’, that tends to minimize all natural
phenomena. Thus it its called as principle of least constraint. The Gauss’s principle states
that among all the accelerations that system can have at time t which are compatible with
the constraints, the ones that actually materialize are those that minimize the following
quantity:
G(ẍ) = (ẍ− a)TM(ẍ− a) (2.87)
The function G(ẍ) is known as the Gaussian function. The principal is applicable to any
type of kinematical constraint that system can have.
It must be noticed that the quantity ẍ− a = ac is the deviation of accelerations between
the constrained system and the unconstrained system. The minimal G(ẍ) is achieved when
ẍ = a, the acceleration of the system when it is unconstrained, Hence ac = 0. According to
the formulation proposed by Udwadia and Kalaba, the only acceleration ẍ that
simultaneously complies with the constraints of Equation 2.76, actually minimizes Gauss’
function expressed in Equation 2.87.
The following section will verify that the acceleration given by Equation 2.80 satisfies
the constraint Equation 2.76; then it will show that of all the acceleration vectors which
satisfy Equation 2.80, it is the unique vector that minimizes the Gaussian G. If the
acceleration vector ẍ satisfies these two conditions, Gauss’s principle then assure that this
acceleration is the correct acceleration of the particles for the constrained system.
2.3.3. Verification of Udwadia-Kalaba Equation
1. The equation Aẍ = b is only consistent for,
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AA+b = b (2.88)
Thus, the following can be expresses as,
AM1/2(AM1/2)+b = b (2.89)
Now, substituting the expression of ẍ given in Equation 2.80 into the left hand side of
Equation 2.76 gives,
Aẍ = Aa + AM−1/2(AM−1/2)+(b−Aa)
= [I−AM−1/2AM−1/2)+]Aa + AM−1/2(AM−1/2)+b
= [I−AM−1/2(AM−1/2)+](AM−1/2)M1/2a + AM−1/2(AM−1/2)+b (2.90)
By Moore-Penrose condition (Equation 2.84), the right hand side of the first term vanishes,
so this leads to,
Aẍ = [(AM−1/2)M1/2a− (AM−1/2)M1/2a] + AM−1/2(AM−1/2)+b
= AM−1/2(AM−1/2)+b (2.91)
Finally, substituting Equation (2.89) gives,
Aẍ = b (2.92)
Hence, It is proved that the acceleration ẍ provided by UK equation satisfies the constraint
Equations 2.92.
2. In order to prove the ẍ given by the UK equation has the minimal and the unique
solution of the Gaussian Equation 2.87, the different acceleration vector ü is considered.
This vector is expressed as ü = ẍ + v, where v is any vector such that ü satisfies Aẍ = b
all the time. Further, it will prove that G(ü) > G(ẍ) for any v except v = 0.
For the given fact of Aü = b, the expression is taken as,
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Aü = A(ẍ + v) = Aẍ + Av = b (2.93)
It implies that Av = 0. If Av = 0, then v+A+ = 0. Using Equation 2.86, it gives,
v+ = (vTv)−1vT . Thus, vTA+ = 0 because vTv > 0.
Further it can be expressed as Av = AM−1/2(M1/2v) = 0. So that,
(M1/2v)T (AM−1/2)+ = 0 (2.94)
This expression will be used further. Using, ü = ẍ + v in Gaussian function gives,
G(ü) = (ẍ + v − a)TM(ẍ + v − a)
= (M1/2ẍ + M1/2v −M1/2a)T (M1/2ẍ + M1/2v −M1/2a) (2.95)
Now, the substitution of ẍ of the UK equation into above expression yields,
G(ü) = [(AM−1/2)+(b−Aa) + M1/2v]T [(AM−1/2)+(b−Aa) + M1/2v]
= [(AM−1/2)+(b−Aa)]T [(AM−1/2)+(b−Aa)]
+ [(AM−1/2)+(b−Aa)]TM1/2 + (M1/2v)T [(AM−1/2)+(b−Aa)]
+ (M1/2v)T (M1/2v). (2.96)
In above equation, the first term on the right hand side is G(ẍ); the third term is
Equation 2.94; the second term is the transpose of the third term, hence it is also zero. Thus,
Equation 2.96 is reduced to,
G(ü) = G(ẍ) + (M1/2v)T (M1/2v). (2.97)
Since the matrix M is positive definite, and for all v except zero, the second term on right
hand side of Equation 2.97 is positive. So it has been proved that G(ü) > G(ẍ). Thus the
minimum G occurs when ü = ẍ.
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Notice that there were no assumption on the magnitude of the vector v. The Equation
2.80 provided by Udwadia- and Kalaba yields the unique and minimal solution of the
acceleration ẍ to Gauss’s function G which is the principle of least constraint.
2.4. Baumgatre’s Constraint Stabilization
The UK equation is based on the fact that the constraint Equation 2.76 must be satisfied
at each instant of time during the maneuver including the initial time (t = 0). In practice, it
is sometime difficult to find the exact initial conditions. For any space mission, the GPS
might contains some errors defining the position or the velocity of spacecraft. One might
possible that the exact location of spacecraft is not known. In these situations, it states that
the constraint equations are incompatible with initial conditions. When the constraint
equations are incompatible with the initial conditions, the UK formulation can be either
augmented to a feedback control technique such as a feedback control obtained using
time-varying LQR (Nazari et al., 2017), or, alternatively, modified using the Baumgarte’s
constraint stabilization method (Baumgarte, 1983; Baumgate, 1972; Braun & Goldfarb,
2009; Chang & Nikravesh, 1985; Shih-Tin & Ming-Chong, 1998). The extended
formulation in this paper allows for any constraints which accommodate possibly
inconsistent initial conditions (Braun & Goldfarb, 2009).
A set of p constraints is taken in form of φ as shown in Equation 2.73. These equations
are written into the form of,
Φ(t) =
[
φ1 φ2 ... φp
]T
= 0 (2.98)
In the case of incorrect initial conditions, Φ(t = 0) 6= 0 at the initial time. In the standard
UK formulation, the matrix A and b will be replaced in this case. To do that, the constraint
equation is rewritten in the form of a second order differential equation (Baumgate, 1972),
Φ̈ +αΦ̇ + βΦ = 0 (2.99)
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where α = diag([α1, α2, ..., αp]) and β = diag([β1, β2, ..., βp]). Note that Φ approaches
zero asymptotically for αi, βi > 0, i = 1, 2, ..., p. It is noticed that Equation 2.99 can be
compared with a mass-spring-damper system which is characterized by the selection of α
and β. The values of α and β determine the system response that can be classified as
underdamped, overdamped, and critically-damped cases. The three types of damping for the
ith constraint equation φi corresponding to αi and βi are defined as,
α2i < 4βi, underdamped
α2i > 4βi, overdamped
α2i = 4βi, critically-damped
The modified A and b are then obtained from Equation 2.99 by rearranging the terms into
the form of Aẍ = b. Thus the matrix A and b are replaced in the UK formulation.
2.5. Time-Varying LQR Control Method
The optimal control method of time-varying linear quadratic regulator (LQR) is used to
obtain the control acceleration u. The u is obtained by combining the feedforward
controller and feedback controller.
u = uff + ufb (2.100)
where uff and ufb denote the feedforward and feedback control laws, respectively, and
u(t) = [ux(t), uy(t), uz(t)]
T . The feedforward controller is used to maintain the desired
trajectory, while the feedback controller is used to make the error from initial conditions
converge to zero. The standard method to obtain the ufb and uff is shown in this section.
The control acceleration u must be added to the unconstrained equation of motion. The
state space form can be expressed with control acceleration as,
Ẋ(t) = f(X(t)) + Bu(t) (2.101)
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where the three-dimensional state is denoted by X(t) = [x(t), y(t), z(t), ẋ(t), ẏ(t), ż(t)]T ,
the input matrix is B = [03×3, I3×3]T , and f is the unconstrained acceleration. The
equation for desired motion is given by,
Ẋ∗(t) = F(X∗(t)) + Buff (t) (2.102)











T is evaluated at desired
trajectory. The linearized equations for the tracking error ∆X = X−X∗ are obtained by,
∆Ẋ(t) = Ã(t)∆X(t) + Bufb(t) (2.103)







Note that the feedforward control acceleration is identical the one obtained from the UK
equation of fully constrained system. It is expressed as,
uff (t) = r̈
∗(t)− r̈(t) ≡ ẍ− a (2.105)
where ẍ is obtained using the UK formulation, and r̈sp = asp. This implies that the results
of control acceleration obtained from the UK formulation are identical to the feedforward
control input, but this is true only when A+ = A−1 in the UK formulation.
The linear continuous feedback control input is expressed as,
ufb(t) = −K(t)∆X(t) (2.106)
where the control gain matrix K(t) is obtained using the time-varying LQR method. The
main goal is to drive the tracking error to zero.





(∆XT (t)Q(t)∆X(t) + uTfb(t)R(t)ufb(t))dt, (2.107)
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in terms of the tracking error and feedback control where Q(t) ≥ 0 and R(t) > 0 are
weight matrices, by solving the periodic Riccati equation (PRE) (Varga, 2008),
Ṗ(t) = −(ÃT (t)P(t) + P(t)Ã(t) + Q(t)) + P(t)BR−1(t)BTP(t) (2.108)
backward in time for P(t) from the final terminal cost P(tf ). This corresponds to
finite-horizon optimal control. Alternatively, the infinite horizon optimal control problem
can be solved by solving the corresponding periodic algebraic Riccati equation (ARE),
ÃT (t)P(t) + P(t)Ã(t)−P(t)BR−1(t)BTP(t) + Q(t) = 0 (2.109)
for P(t). Further the gain matrix K(t) is obtained as,
K(t) = R−1(t)BTP(t) (2.110)
which minimizes Equation 2.107. Note that in the example given in Sections 3.5. and 3.7.,
the PRE is solved to obtain the matrix P(t) where the matrix B is constant, and the weight
matrices Q and R are selected to be constant. However, in general the matrices B(t),Q(t),
and R(t) can also be time periodic (Nazari & Butcher, 2016). The several methods were
studied for the selection of weight matrices in design of time-varying optimal
controller (Chunfeng et al., 2016)
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3. Methodology
In this chapter, the unconstrained equation of motion of spacecraft is obtained along
with the Earth. The constrained equations of motion for a spacecraft are obtained for three
cases: i) Maintaining position at L1 considering the Earth’s circular orbit (i.e. CR3BP), ii)
maintaining position at L1 and L4 or L5 considering the Earth’s elliptical orbit (i.e. ER3BP),
and iii) stationkeeping in three-dimensional halo orbit around L1 and L2 in CR3BP.
3.1. Dynamic Modeling of Unconstrained Motions of Earth and Spacecraft
In a restricted three-body system, the Sun and the Earth are considered as two primary
bodies, and the spacecraft is considered as the third body. The term ‘restricted’ refers to the
assumption that the orbital motions of the Sun and the Earth are not affected by mass of the
spacecraft. The Earth revolves around the barycenter of the the Sun-Earth system. Hence,
we consider a two-dimensional Cartesian coordinate frame of reference with its origin fixed
at the barycenter, the x-axis is directed towards the perihelion, and the y-axis is
perpendicular to the x-axis in the Sun-Earth orbital plane (see Figure (3.1a)). Note that
Figure (3.1) is not to scale.
(a) Vector representation of Earth and
spacecraft.
(b) Structure of the Lagrange points in
Sun-Earth system.
Figure 3.1 Sun-Earth-spacecraft three-body system model.
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The equation of motion of the Earth due to the gravitational force of the Sun is obtained









where µs = Gms, ae
∆
= [ẍe, ÿe]
T , and re
∆
= [xe, ye]
T is the position vector of the Earth with




e . Note that the Equation 3.1 integrate
numerically. The initial conditions vary for CR3BP and ER3BP.
In the restricted Sun-Earth-spacecraft system, the acceleration of the spacecraft under
the mutual gravitational forces of the Earth and the Sun with the perturbation of solar
radiation pressure (SRP) is obtained as (Franzini & Innocenti, 2019),
asp = −
µs








(rsp − re) + aSRP (3.2)










sp. Note that we
use r for the position vector; x and y are the components of the position vector; the
subscripts s,e and sp are for the Sun, Earth and spacecraft, respectively. The third term in
Equation 3.2 denotes the disturbing force exerted on the spacecraft caused by the SRP,










||rsp + mems re||
3
(3.3)
where s0 and R0 are the radiated power intensity and the radius of the photosphere of the
Sun, respectively. The constant value for s0 is 63.15× 106 W/m2 and R0 is
696000 km (Curtis, 2019). Also, c is the speed of light, Asp is the absorbing area of the
spacecraft, and γ is the shadow function which has the value of 0 if the satellite is in the
Earth’s shadow otherwise is 1. CR is the radiation pressure coefficient and is between 1 and
2. If the surface of the spacecraft is black, absorbing all the momentum from the radiation,
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then CR = 1 and if all the radiation is reflected so that the momentum is in the opposite
direction, then CR = 2 and the force doubles on the spacecraft. Equation 3.2 is the
unconstrained acceleration of the spacecraft. The term asp replaces a in the UK formulation.
3.2. Constrained Equation of Motion of Spacecraft at L1 for the Planar CR3BP
The spacecraft must maintain the constant orbital radius around the sun in order to stay
at the Lagrange points in CR3BP. Since the stability for L1 is maintained in the tangential
direction as can be seen from Figure (3.2), the only constraint is required for spacecraft to




2 = ρ2 (3.4)
where ρ is the radius of the spacecraft’s desired orbit at L1 and constant in CR3BP. As we
have a holonomic constraint, Equation 3.4 is differentiated twice to put it into the form of















b = −ẋ2sp − ẏ2sp (3.7)
In this example, we have one constraint (under constrained system), Hence matrix A has
one raw and b is a scalar. Notice that for any constraint (holonomic or nonholonomic)
equation, A and b can be easily defined with the equal ease. The rows in A can be easily
added or removed for a system with multiple constraints.
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Figure 3.2 Stability region of libration points (Graphic, 2018)
Further, we solve the Moore-Penrose inverse or pseudo inverse of A as,






The unconstrained acceleration of spacecraft is mentioned in Equation 3.2. This

























Then, the constrained acceleration of spacecraft is found using Equations 3.6, 3.7 and 3.8
and 3.9 as,
ac = − 1
ρ2
(



















− xexsp − yeysp)
 (3.12)
which is the equation of motion of a spacecraft to maintain the position at L1 for CR3BP.
The equation of the acceleration of spacecraft expressed in Equation 3.12 is unique and has
minimal acceleration because of the two main reasons. First, the UK approach used to
derive this expression is based on the Gauss’s principle of least constraint. Second, the
pseudo inverse of matrix A gives unique solution of the equation of motion for the
under-constrained or over-constrained system. Note that the multiplication of matrix A with
ẍ yields the exact expression of b as mentioned in Equation 3.7. Finally, the control force is
obtained as Fc(t) = mspI2ac, where I2 is two by two identity matrix. This is the exact
amount of force required for spacecraft to stay at L1.






























ρ2(xexsp + yeysp)− ρ2(xexsp + yeysp)
)
= −ẋ2sp − ẏ2sp (3.13)
The above expression we obtained for b as seen in Equation 3.7.
3.2.1. Modified the Constraint Equation Using Baumgarte’s Method
The matrix A and b are modifies for the case when the constraint equation does not
satisfy i.e. x2sp + y
2
sp 6= ρ at t = 0. we have one constraint equation so we remove the vector
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notation in Equation 2.99 and rewrite the second order differential equation as,




2 − ρ2 (3.15)






 = −ẏ2sp − ẋ2sp − α(xspẋsp + yspẏsp)− β2 (x2sp + y2sp − ρ2) (3.16)















sp − ρ2) (3.18)
We note that the matrix A remains same as before (see Equation 3.6). But, the term α and β
are added into b to stabilize the closed-loop system. The value of α and β are carefully
chosen to obtain the desired transient response of the position states.
3.3. Constrained Motion of Spacecraft at L1 for Planar ER3BP
The constraint equations are defined such that the spacecraft maintains the desired orbit
at L1. In the case of ER3BP, the location of L1 changes as Earth’s orbital radius is not a
constant. The constraints are time-varying in this case. The L1 is located between the Sun
























where x and y define the position, ρ is the radial distance of L1. The ρ is found by solving
the quintinc polynomial given in Equation 2.50. This gives five solution, but ξ must be
smaller than 1 for L1, and so the unique solution is:
ρ
re
= Γ = 0.9900266155753505. (3.21)
We define X ∆= xsp/ρ and Y
∆




e , we have
cos f = xe/re and sin f = ye/re where f is the true anomaly of the Earth that is a function
of time. The simplified forms of Equation 3.19 and 3.20 are written as,
φ1 = X
2 + Y 2 − 1 (3.22)
φ2 = X sin f − Y cos f (3.23)
Taking the first and second time derivatives of Equations 3.22 and 3.23, the constraint
equations are written in form of Equation 2.98, using Baumgarte’s stabilization technique
mentioned in Equation 2.99, and the final expression can be written in the form of
A[Ẍ, Ÿ ]T = b. Now, the general form of the UK equation for constrained motion of the













 Ẋ2 + Ẏ 2





 XẊ + Y Ẏ





 X2 + Y 2 − 1
X sin f − Y cos f
 (3.26)
It can be seen from Equation 3.25 that the matrix A is nonsingular, hence its inverse exists.
Also, it should be noticed that the the last two terms in the expression for b in Equation 3.26
are due to the implementation of the Baumgarte’s method. The results are presented with
the Baumgarte’s method (i.e. α1, α2, β1 and β2 are nonzero) and without the Baumgarte’s
method.
After integrating Equation 3.24 with respect to time, we obtain X , Y , Ẋ and Ẏ . The
actual states of xsp, ysp, ẋsp, ẏsp, ẍsp and ÿsp are retrieved from X , Y , Ẋ , Ẏ , Ẍ and Ÿ via:
xsp = ρX, ysp = ρY, (3.27)
ẋsp = ρ̇X + ρẊ, ẏsp = ρ̇Y + ρẎ , (3.28)
ẍsp = ρ̈X + 2ρ̇Ẋ + ρẌ, ÿsp = ρ̈Y + 2ρ̇Ẏ + ρŸ (3.29)
Finally, the control force required for the spacecraft is obtained using Equation 2.83, where
the first term A−1b = [ẍsp, ÿsp]T is obtained from Equation 3.29 and the second term a is
replaced by asp mentioned in Equation 3.2.
3.4. Constrained Motion of Spacecraft at L4 for Planar ER3BP
The L4 is located 60◦ ahead of the Earth with the same orbital radius as the Earth. The
constraints are defined for the vector rsp = [xsp, ysp]T by rotating re = [xe, ye]T by 60◦
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cos 60◦ − sin 60◦





We define O ∆= xsp/re and P
∆









3 cos f + sin f)
 (3.31)
Taking the first and second time derivatives of Equation 3.31 and using the Baumgarte’s
stabilization method, the constrained equations can be written as in Equation 2.99. Then,






where A = 2I2 and,
b = −
cos fḟ 2 + sin ff̈ −√3 sin fḟ 2 +√3 cos ff̈
sin fḟ 2 + cos ff̈ +
√







2Ȯ + sin fḟ +√3 cos fḟ
2Ṗ +
√





2O − cos f +√3 sin f
2P −
√
3 cos f − sin f
 (3.33)






It can be noticed that the matrix A is nonsingular and its inverse exists. After
integrating Equation 3.34, O, P , Ȯ and Ṗ are obtained. The actual states of the system, i.e.
xsp, ysp, and their first and second order time derivatives can be obtained from O, P , Ȯ, Ṗ ,
Ö and P̈ via:
xsp = reO, ysp = reP (3.35)
and their first and second order time derivatives. Finally, the control force is obtained using
Equation 2.83, where the first term A−1b = [ẍsp, ÿsp]T is obtained using Equation 3.35 and
the second term a is replaced by asp mentioned in Equation 3.2. It should be noticed that
the expression for unconstrained acceleration of the spacecraft mentioned in Equation 3.2 is
unchanged for L1 and L4 and only the initial conditions are changed.
3.5. Time-Varying LQR to Maintain Position at L1 and L4 in Planar ER3BP
The procedure for implementing time-varying LQR is explained in section 2.5. The
matrix Ã is obtained by using the linearization of unconstrained equation of motion








0 0 1 0
0 0 0 1
A31 A32 0 0







































A32 = A41 = 3µe








the constant Q = γCRAsps0R20/(cmsp), ψ = me/ms, and the nonlinear function F is the
acceleration of spacecraft for the unconstrained system presented in Equation 3.2. The
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T for L1 and L4 are obtained as








cos f(t) + 0.5 sin f(t)]T ,
respectively. The states of Earth’s motion is obtained numerically by integrating
Equation 3.1 and ρ for L1 is obtained by using Equation 3.21.
3.6. Constrained Motion of Spacecraft for Halo Orbit around L1 and L2
The analytical expression of halo orbit it define section 2.2.3. The halo orbits around L1
and L2 are defined by the fully constrained system. The normalized constraint equations are
written as,
φ1 = x−XγL − (1− µ)± γL, φ2 = y − Y γL, φ3 = z − ZγL (3.37)
where the position coordinates x, y and z are defined in Equation 2.58. The X, Y and Z are
mentioned in Equation 2.70. The normalized quantities are defined in Equation 2.56. The
Baumgartes’s method is used by taking the first and second derivative of Equation 3.37 with
respect to the nondimensional time τ , and the final expression can be written in form of













x−XγL − (1− µ)± γL
y − Y γL
z − ZγL
 (3.38)
The terms Ẋ, Ẏ , Ż and Ẍ, Ÿ , Z̈ are obtained easily by taking first and second derivative of
Equation 2.70 with respect to τ .





The matrix A is nonsingular and its inverse exists. The non-dimensional states x, y, z, ẋ, ẏ
and ż are obtained by integrating Equation 3.39. The actual states can be obtained using
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where a is unconstrained acceleration can be defined easily from Equation 2.53.
3.7. Implementation of Time-Varying LQR to Maintain Halo Orbits L1 and L2
The standard procedure of time-varying LQR is in section 3.2. In Equation 2.103, the
matrix Ã and B are obtained by using the linearization of unconstrained equation of motion







































Note that the matrix A21(t) is symmetric, and the components are:









∗, U∗xz = cz
∗,
U∗yy = 1− a+ by∗
2, U∗yz = by































and (.)∗ denotes (.) evaluated on the reference trajectory.
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4. Numerical Simulations and Discussion
In this chapter, the explicit analytical results given in previous sections are verified by
numerical simulations. We attempt to find the required control forces per unit mass or
control accelerations and thrusting direction that will keep the spacecraft at the desired
trajectory. The results are obtained for three following cases: i) to maintain the position at
L1 in planar CR3BP ii) to maintain the position at L1 and L4 in planar ER3BP iii) to
maintain the halo orbit around L1 and L2. For the first two cases, the results are compared
for the unconstrained motion and the constrained motion.
The unconstrained motion shows the motion of spacecraft without applying the control
force, it shows the natural dynamic of spacecraft in the gravitational influences of the Sun
and the Earth with the additional perturbation force of SRP. The constrained motions shows
the dynamic of spacecraft after applying the control force. The control force is the exact
amount of force apply to the spacecraft to satisfy the constraints equations. For the last two
cases, the transient response obtained from the UK with Baumgarte’s method and the time
varying LQR method are analyzed. The total ∆V is compared for underdamped,
overdamped, critically-damped systems along with the control gain obtained from
time-varying LQR.
Table 4.1
Physical parameters used in the equations for constrained motion for L1 and L4
Parameter Definition Value
msp mass of spacecraft 10 kg
ms mass of Sun 1.9885× 1030 kg
me mass of Earth 5.9724× 1024 kg
G Universal gravitational constant 6.674× 1030 km3kg−1s−2
Cr radiation pressure coefficient 1
c speed of light 3× 108m/s
Asp area of spacecraft 100 m2
γ shadow function 1
Re mean radius of Earth orbit 149587870 km
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The numerical integration throughout this paper is carried out in the MATLAB
environment using a variable time step integrator with the absolute and relative tolerance of
10−20 and 10−14, respectively. The key physical parameters for the simulation results are
listed in Table 4.1.
4.1. Trajectory at L1 in Planar CR3BP
This section is divided into two parts. The first part shows the results for the correct
initial conditions meaning that the spacecraft is placed exactly at L1. The second part
obtains the results for the incorrect initial conditions. The spacecraft is initially placed with
the position errors of +10 km and +5 km in x and y direction, respectively. The correct
initial conditions for the Earth and spacecraft are shown in Table 4.2. The initial conditions
of the Earth were considered assuming that the Earth has a circular orbit around the Sun and
the radius of the Earth is taken as an average distance between perihelion and aphelion. The






The radial location of Lagrange point L1 is calculated as 148105872.93 km using simplified
Equation 3.21.
Table 4.2
Initial conditions satisfying the constraints for L1 in CR3BP
Earth Spacecraft
xe = 149597870 km xsp = 148105872.93 km
ye = 0 km ysp = 0 km
ẋe = 0 km/s ẋsp = 0 km/s
ẏe = 29.78 km/s ẏsp = 29.48 km/s
4.1.1. Udwadia-Kalaba Formulation Without Stabilization Method
The results are obtained for the unconstrained motion and the constrained motion by
integrating Equations 3.2 and 3.12, respectively. The initial conditions are shown in
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Table 4.2, and the constraint Equation 3.4 is satisfied at t = 0. Hence the UK formulation is
sufficient to obtain the following results.


































Figure 4.1 Earth and spacecraft orbit
Figure (4.1a) shows the natural (unconstrained or uncontrolled) motion of Earth and
spacecraft. The plot shows a variation in the orbital radius of spacecraft. The spacecraft is
initially placed at L1 between the Earth and the Sun, then it is pushed further away from the
sun due to the perturbation of the SRP. A comparison between the orbit of the Earth and
spacecraft shows that the spacecraft’s orbit is slightly wider than that of the Earth. It states
that the spacecraft maintains elliptical orbit after a certain time. Figure (4.1b) shows the
desired or circular orbit of the spacecraft. The desired orbit is achieved by applying the
constraint force or the control force on the spacecraft.
Figure (4.2) shows that the radial distance of the Earth. It remains constant with time as
we choose the initial condition for a circular orbit. The minor variation in orbital radius
states the numerical error (or numerical noise) in the numerical integration.
Figure (4.3) shows the distance of spacecraft from the Sun. The plot (4.3a) verifies that
the spacecraft drifts away from L1. This is because of the SRP pushes spacecraft further
away from the Sun. As the spacecraft is perturbed from the equilibrium point of L1, the
imbalance in gravitational forces causes the spacecraft to pull towards the Earth. It is noted
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Figure 4.2 Radial distance of the Earth from Sun with time
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Figure 4.3 Distance of the spacecraft from Sun
that the spacecraft is influenced mainly by the Earth’s gravity in the region of the Earth
orbital radius of about 1.49× 108 km . The distance of spacecraft varies periodically
between 1.52× 108 km and 1.49× 108 km after 200 days, meaning that the spacecraft is in
an elliptical orbit (see Figure (4.1a)) and influenced only by the Sun’s gravity. The plot in
Figure (4.3b) shows that the spacecraft maintains the desired distance of
ρ = 148105873 km after applying control force. This proves that a constraint for
maintaining a circular orbit is achieved, meaning that Equation 3.4 is satisfied for all time.
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Figure 4.4 Error in satisfaction of constraint without stabilization
The small error in constraint equation is shown in Figure (4.4). Note the drift in error can be
stabilized using Baumgarte’s method selecting appropriate tuning coefficients of α and β.
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Figure 4.5 Relative distance between Earth and spacecraft
In Figure (4.5) the distance between the Earth and spacecraft is plotted for a span of 3
years. Figure (4.5a) shows that the distance is abrupted between 15× 105 km and
1× 105 km for about 150 days then increasing gradually. The radius of the Earth’s sphere of
influence (SOI) is approximated as 9.2464× 105 km using the equation
rSOI = Re × (me/ms)
2
5 (Curtis, 2019). The focused plot illustrates that the spacecraft is
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primarily influenced by the Earth’s gravity under the region of SOI for about 150 days.
Figure (4.5b) confirms that the spacecraft remains between the Earth and the Sun all the
time. The variation in the distance shows that the spacecraft oscillates in its circular orbit.
This is expected since the stability maintains in tangential direction for L1 point (see
Figure (3.2)). This proves that the spacecraft is stable between Sun and Earth as long as it
maintains the constant orbital radius of L1 within the region of stability. Thus, the station
keeping at L1 requires only one constraint.






























Figure 4.6 True anomaly of Earth and spacecraft
Furthermore, the demonstration of the plots of the relative angle of the Earth and
spacecraft with +x direction are shown in Figure (4.6). This angle is called the true
anomaly and indicated as f . ∆f indicated the difference between fe and fsp. In plots (4.6a),
it shows that the Earth covers full 360◦ every 365 days, as it has an orbital period of about
365 days. The spacecraft takes longer time than Earth to cover full 360◦ as its orbit is larger
than the Earth. ∆f states that the spacecraft is behind Earth by about 55◦. Plot (4.6b) shows
that the spacecraft maintain the same orbital period as Earth. The difference in true anomaly
indicates that the spacecraft is oscillating with ±(5× 10−5)◦ in its orbit. This verifies the
proof of stability.
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Figure 4.7 Required control acceleration or control force per unit mass to maintain position
at L1
At last, the results of the control acceleration with the direction of thrusters are plotted
in Figure (4.7). It shows the amount of control acceleration required for spacecraft to stay
exactly at L1. We can note that the amount of thrust is relatively small for the spacecraft to
be placed at L1. The combined gravitational potential of Earth and Sun is less around L1.
Hence the spacecraft requires less effort to maneuver. The magnitude of control
acceleration states that the max thrust is achieved at every half orbital period.
4.1.2. Udwadia-Kalaba Formulation With Stabilization Method
For illustration purpose, we consider measurement error overestimates. The error in the
initial positions are taken to be +10 km and +5 km in x and y direction, respectively. The
constraint Equation 3.4 is not satisfied in this case. The Baumgarte’s stabilization method is
used, and b is modified as mention in Equation 3.18.The new b is replace in the UK
equation. Figure (4.8) indicates that the constraint error is 10 km initially then converges to
0 in two days. The selected coefficients are α = 1× 10−4 and β = 2.5× 10−9. It is noted
that a suitable value of α determines how fast the ith constraint is satisfied. The β is selected
for the case of critically-damped. The steady state error is stabilized with accuracy of
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±5× 10−6 km. The pattern created in the steady state error is due to the presence of noise
in numerical integration.
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Figure 4.8 Constraint error for incorrect initial condition



























Figure 4.9 Required control acceleration for the incorrect initial condition
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Figure (4.9) shows the large control acceleration is required initially, which tries to
eliminate the initial insertion error in the constraint. The results merges with the one
obtained in previous part as seen by comparing Figure (4.7).
4.2. Trajectory at L1 and L4 for the Planar ER3BP
In this part, the results are obtained for the correct initial conditions meaning that the
constraint equations are satisfied at initial time. Thus, the UK formulation is sufficient to
provide the results of control forces in order to maintain the desired trajectories. The
Baumgarte’s stabilization method is not required for this case (i.e. α1 = α2 = β1 = β2 = 0
). Note that the normalized constrained equations of motion mentioned in Equations 3.24
and 3.34 are integrated so that the initial conditions are obtained for the normalized states
from the actual states through Equations 3.27, 3.28, and 3.35.
Table 4.3
Initial conditions satisfying the constraints for L1 and L4 in ER3BP
Earth Spacecraft at L1 Spacecraft at L4
xe = 147097632 km xsp = 145630580.96 km xsp = 73548826. km
ye = 0 km ysp = 0 km ysp = 127390291.32 km
ẋe = 0 km/s ẋsp = 0 km/s ẋsp = −26.23 km/s
ẏe = 30.2865 km/s ẏsp = 29.9845 km/s ẏsp = 15.14 km/s
4.2.1. L1 Using the UK Formulation
The constraints are time varying as shown in Equation 3.19 and 3.20 where
φ1 = φ2 = 0. The location of L1 changes with the Earth’s orbital radius as obtained from
Equation 3.21. The orbits of the spacecraft are illustrated in Figure (4.10). The plot of
unconstrained or uncontrolled motion of the spacecraft states that the spacecraft is initially
placed exactly at L1 between the Sun and the Earth, then it is further pushed away from the
Sun due to the perturbation of solar radiation pressure. The solid red line indicates that the
spacecraft’s orbit is overlapping with time. Hence, the spacecraft maintains its fixed
elliptical orbit with the higher eccentricity than the Earth’s. The plot of constrained motion
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states that the spacecraft maintains the exact position at L1 between the Sun and the Earth.
The desired trajectory is achieved by applying the control force on the spacecraft. Therefore,
it is called the constrained motion or controlled motion.




































Figure 4.10 Trajectory of spacecraft near L1 for three complete orbits of the Earth
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Figure 4.11 Relative distance between Earth and spacecraft for unconstrained motion
Figure (4.11) shows the relative distance between the Earth and spacecraft. The radius
of the Earth’s sphere of influence (SOI) is found to be in the range of 9.09× 105 km to
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9.4× 105 km using the equation rSOI = re × (me/ms)
2
5 . The magnified portion shows that
the spacecraft is primarily influenced by the Earth’s gravity in that region for about 150
days. In the region outside the Earth’s SOI, the deviation in relative distance varies
periodically as the spacecraft maintains its elliptical orbit around the Sun.
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Figure 4.12 Error in radial distance near L1
Figure (4.12) shows the constraint errors in radial distance. The plot of the
unconstrained motion shows that the initial error is zero because the spacecraft is initially
inserted at L1. Then, it varies periodically as expected for the elliptical orbit. Figure (4.12b)
shows that the error is maintained at zero. This proves that the constraint of maintaining the
desired orbital radius is satisfied. The minor drift in error may have occurred due to the
level of absolute and relative tolerances of the numerical integration.
Figure (4.13) shows the deviations in angular distance. Figure (4.13a) shows that the
spacecraft stays behind the Earth by 0.9 radian in three years without applying any control
input. Figure (4.13b) shows that the spacecraft maintains the same true anomaly as the
Earth’s by applying the required control force. This ensures that the spacecraft stays at L1
between the Sun and the Earth all the time. The components of the control acceleration
required for spacecraft to remain at L1 are plotted in Figure (4.14). It can be seen that the
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magnitude of controlled acceleration is periodic with a period equal to that of the Earth’s
motion around the Sun.
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Figure 4.13 Error in angular distance near L1


















Figure 4.14 Required control acceleration or control force per unit mass to maintain
position at L1
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4.2.2. L4 Using the UK Formulation
The constraints are time varying as shown in Equations 3.30 and the terms φ1 = φ2 = 0.
In Figure (4.15), the difference in the spacecraft’s orbit for the unconstrained motion and
the constrained motion can be observed. The spacecraft follows the Earth’s trajectory by
staying 60◦ ahead and maintaining the same orbital radius as the Earth’s all the time. This
forms a rotating equilateral triangle of the Sun-Earth-spacecraft system as seen in
Figure (4.15).




























Figure 4.15 Trajectory of spacecraft near L4 for three complete orbits of the Earth
Figures (4.16) and (4.17) show the constraint errors in radial distance and angular
distance, respectively. The unconstrained motion for L4 states that the spacecraft is not
influenced by the Earth’s gravity unlike L1. The constrained motion states the errors are
maintained at zero, hence both the constraints are satisfied.
The exact amount of continuous acceleration required to stay at L4 is shown in
Figure (4.18). It should be noted that the controlled acceleration to stay at L4 is relatively
smaller than L1. This is because the errors in radial distance and angular distance of
unconstrained motion are relatively smaller for L4 compared with the L1 case. Also, L4 is
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Figure 4.16 Error in radial distance near L4
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Figure 4.17 Error in angular distance near L4
located farther than L1 so the effect of solar radiation pressure is smaller at L4. Moreover,
L4 is more stable than L1.
4.2.3. Comparison of Baumgarte’s Stabilization Method Vs. Time Varying LQR
In this part, it shows the comparison of the transient responses between two controllers:
one developed by the UK formulation with the Baumgarte’s stabilization method, and the
other developed by the optimal control gains via time-varying linear quadratic regulator
(LQR). The results presented in this section are for incorrect initial conditions. The
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Figure 4.18 Required control acceleration or control force per unit mass to maintain
position at L4
spacecraft is inserted with the position errors of +10 km and +5 km in the x and y
direction, respectively. Hence, the constraint equations are not satisfied initially, and so the
Baumgarte’s stabilization method is added to the UK formulation to compensate for the
error in the initial conditions. The damping coefficient terms β = diag([β1, β2]) and
α = diag([α1, α2]) for all three cases are shown in Table 4.4. These values are selected
such that the the settling times of the position response remains almost the same for all three
cases.
Table 4.4
Summary of results for L1 and L4 for the integration over 5000 seconds




Underdamped 0.0125 0.011 4.9063 4.0250 61.633 61.632
Critically-damped 0.018 0.016 8.1 6.4 72.863 72.845
Overdamped 0.021 0.021 10.025 10.025 79.883 79.882
time-varying LQR Q = 1/15002 I4 R = 1000 I2 53.707 52.641
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In the time-varying LQR method, the initial state deviation is
∆X = [10 km, 5 km, 0 km/s, 0 km/s]T and the weight matrices are selected as
Q = 1/15002I4 and R = 1000I2. The PRE is solved backward in time by considering
P(tf ) = 0.004I4 and tf = 5000 seconds. Then, the feedback input as a controlled
acceleration is obtained using Equation 2.106 via the control gains presented in
Equation 2.110.
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Figure 4.19 Error in position components near L1
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Figure 4.20 Required control acceleration or control force per unit mass to recover the
position of spacecraft towards L1
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Figure (4.19) shows the errors between the actual position and the desired one. The
spacecraft is initially placed with the position error of +10 km (right) and +5 km (up) in x
and y directions respectively. The different paths taken by the UK formulation with the
Baumgarte’s stabilization method (i.e., underdamped, critically-damped and overdamped
systems) and time-varying LQR are clearly seen. The results verify that the underdamped
plots oscillate about the desired location (i.e., ∆xsp = ∆ysp = 0), then move quickly to the
desired position; the critically-damped plots move towards the desired position without
oscillating; and the overdamped plots move slowly towards the desired position. The error
of the position components show that the spacecraft maintains its desired position within
2% error in about 1100 seconds of the settling time.
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Figure 4.21 Error in position components near L4
The control acceleration in Figure (4.20) shows that the accelerations are initially large
and differ from each other for the selected values of the damping coefficients and weight
matrices. The initial components of the required acceleration are negative, which shows that
the spacecraft drives towards −x (to the left) and −y (down) directions to mitigate the error
in positions. The deviation of the spacecraft position in x and y direction from L4 and the
control acceleration required to drive the spacecraft to L4 are shown in Figures (4.21) and
(4.22), respectively. The total required ∆V values and the selected gains for different
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Figure 4.22 Required control acceleration or control force per unit mass to recover the
position of spacecraft towards L4
control strategies in the L1 and L4 scenarios are provided in Table 4.4. In this table, the
numerical values for ∆V are computed by integrating the magnitude of the acceleration
over 5000 seconds. The total ∆V required for convergence to and maintenance at L4 is
obtained to be slightly less than that for L1. This is due to the fact that L4 is a stable
libration point while L1 is unstable.
4.3. Halo Orbit Around L1 and L4 in CR3BP
In this section, the first part show the results for the correct initial conditions. The
constraint equations are satisfied and the UK formulation is sufficient to obtain the results of
control force to maintain the desired trajectories. The Baumgarte’s stabilization method is
not required hence α1 = α2 = β1 = β1 = 0. The second part shows the results for the
incorrect initial conditions. The non-dimensional initial displacement error of +0.00005,
−0.00005 and −0.00005 are assumed in x,y and z directions respectively. The 0.00005 is
equivalent to 7479.89 km. The transient response are compare between Baumgarte’s
method and time-varying LQR. The normalized constraint equations of motion mentioned
in Equation 3.39 are integrated with the initial conditions shown in Table 4.5. The actual
states are obtained via Equations 2.56 and 2.57.
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Table 4.5
Non-dimensional initial conditions satisfying the constraints for halo orbit
L1 L2
x = 0.991602945949820 x = 1.011103661965621
y = 0 y = 0
z = −6.706455176813659× 10−04 z = −8.062403873950130× 10−04
ẋ = 0 ẋ = 0
ẏ = −0.009682532017096 ẏ = −0.008086426222850
ż = 0 ż = 0
4.3.1. Maintain the Halo Orbit Using the UK Formulation
Figures (4.23) and (4.24) shows the results of spacecraft trajectory with control force.
The former and latter figures illustrate plots for the halo orbits around L1 and L2,
respectively. Note that the reference trajectory is obtained from the approximation method
mentioned in the section 2.2.3., but no linearization is applied to derive the constrained
equation of motion mentioned in Equation 3.39.
The results are obtained for three orbital periods. The trajectories are periodic and
overlapping with time as expected for the halo orbit. The error to satisfy the constraint
equations shows a great numerical accuracy. The control acceleration required for
spacecraft varies periodically. The total ∆V over three orbital periods are obtained as
4.759681 km/s and 4.648689 km/s for L1 and L2, respectively.
The only conservative quantity exists in CR3BP is Jacobi constant. The Jacobi constant
is obtained using the Equation 2.30 where the states are inserted from the output of
Equation 3.39. Figure (4.25) show the accuracy of the third order approximation to obtain
analytical expression of the halo orbit.
4.3.2. Comparison of the Baumgarte’s Stabilization Method Vs. Time Varying
LQR
Figures (4.26) and (4.27) show the results of the halo orbit around L1 and L2,
respectively. The trajectory are obtained with the applied control force. The initial deviation
in initial displacement shows that the spacecraft is away from its desired location initially.
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(a) Trajectory with control force





















(b) Error in constraint equations



















(c) Control acceleration with direction
Figure 4.23 Halo orbit around L1
The different path taken by the UK with Baumgarte’s method (i.e. underdamped,
critically-damped and overdamped ) and the time-varying LQR are clearly seen. The
displacement error converges to less than 2% of initial error within about 1.25 orbital
periods. For both the methods, the tuning coefficients α,β,Q and R are adjusted such that
the settling times remain same for all cases. The control accelerations slightly vary initially
as expected for the different paths taken by the spacecraft. Note that the feedback
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(a) Trajectory with control force





















(b) Error in constraint equations




















(c) Control acceleration with direction
Figure 4.24 Halo orbit around L2
controller is applied to recover the position of spacecraft on halo orbit while feedforward
controller is applied to maintain the spacecraft on halo orbit. The comparison of control
acceleration between two methods states that the acceleration required by the feedback
controller may slight differ from each other but the acceleration required by the feedforward
controller remains the same. The results of total ∆V with the selected tuning coefficients
are shown in Table 4.6 and 4.7. The total ∆V to maintain the selected halo orbit for L2 is
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(a) For halo orbit around L1









(b) For halo orbit around L2
Figure 4.25 Jacobi constant to verify accuracy
Table 4.6
Summary of results over three orbital periods of halo orbit around L1
Methods α β ∆V km/s
Underdamped 6I3 11I3 4.75355905
Critically-damped 8I3 16I3 4.75348002
Overdamped 10I3 23I3 4.75339563
time-varying LQR Q = diag([4500, 4500,
4500, 500, 1000, 500])
R = 10 I3 4.74916051
Table 4.7
Summary of results over three orbital periods of halo orbit around L2
Methods α β ∆V km/s
Underdamped 8I3 18I3 4.65014888
Critically-damped 10I3 25I3 4.65008506
Overdamped 12I3 34I3 4.65002923
time-varying LQR Q = diag([16000, 11000,
5000, 500, 500, 500])
R = 10 I3 4.65270065
less than that for L1. This could be due to the stability of both the region. According to the
mission requirements, the control effort and settling time can be changed for the feedback
controller by varying the tuning coefficients in both the methods.
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(a) Displacement error in x
























(b) Control acceleration in x



















(c) Displacement error in y






















(d) Control acceleration in y



















(e) Displacement error in z
























(f) Control acceleration in z
Figure 4.26 Initial deviations in halo orbit around L1
74






















(a) Displacement error in x























(b) Control acceleration in x





















(c) Displacement error in y























(d) Control acceleration in y





















(e) Displacement error in z





















(f) Control acceleration in z
Figure 4.27 Initial deviations in halo orbit around L2
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5. Conclusions and Future Work
In this thesis, the constrained motion of a spacecraft has been studied in the
Sun-Earth-spacecraft restricted three-body problem. The Udwadia-Kalaba (UK)
formulation has been introduced to obtain the constrained equation motion of spacecraft to
maintain the desired trajectories. The control force vector for a spacecraft was obtained
explicitly without introducing any auxiliary variables such as Lagrange multiplier. The UK
formulation was applied for under constrained and fully constrained systems. For the under
constrained, the UK formulation provides the minimum continuous control force to satisfy
the given constraints.
The exact amount of control acceleration with the directions were obtained for
spacecraft for following three cases: i) maintaining the position at the L1 in CR3BP
considering the Earth’s circular orbit ii) maintaining the position at the L1 and L4 or L5
considering the Earth’s elliptical orbit. iii) maintaining the three-dimensional halo orbit
around L1 and L2 in CR3BP. The UK formulation was modified using the Baumgarte’s
stabilization method to compute the results for the incorrect initial conditions. The
constraint equations were obtained into the form of spring-mass-damping system. The
transient responses of state deviation were compared for underdamped, critically-damped
and overdamped system. In addition, the optimal control method of time-varying LQR was
implemented for the time varying constraints. It was shown that the control accelerations
obtained from the feedforward LQR controller and the UK method were identical.
Comparison between the time-varying LQR and the Baumgarte’s stabilization indicates
that the UK approach does not linearize the system dynamics, the control force vector for
the constrained system is obtained explicitly, and the time varying system and time-invariant
system are handled with equal ease. The optimal controller shows complexity when the
system is time varying. Furthermore, the UK framework allows to add or remove constraints
easily without changing any derivation of the equation for unconstrained motion and vice
versa. This gives a great simplicity for a large system with multi degrees of freedom.
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Future areas of research include a) implementation of the UK formulation to restricted
three body problem in the framework of geometric mechanics b) advancing the UK
formalism to account for inequality constraints and c) development of adaptive control
method to compensate for the uncertainty in system.
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Poincaré, H. (1890). Sur le probl´eme des trois corps et les ´equations de la dynamique.
Acta Mathematica, 13, 1-270.
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