Most genetic algorithms (GAs) used in literature to solve control problems are time consuming and involve important storage memory requirements. In fact, the search in GAs is iteratively performed on a population of chromosomes (control parameters). As a result, the cost functional needs to be evaluated through solving the high fidelity model or by performing the experimental protocol for each chromosome and for many generations. To overcome this issue, a non intrusive reduced real coded genetic algorithm (RGA) for near real time optimal control is designed. This algorithm uses precalculated parametrized solution snapshots stored in the POD (Proper Orthogonal Decomposition) reduced form, to predict the solution snapshots for chromosomes over generations. The method used for this purpose is a hyper reduced version of the Bi-CITSGM method (Bi Calibrated Interpolation on the Tangent Space of the Grassmann Manifold) designed specially for non linear parametrized solution snapshots interpolation [1] . This hyper reduced approach referred to as Hyper Bi-CITSGM, is proposed in such a way to accelerate the usual Bi-CITSGM process by bringing this last to a significantly low dimension. Thus, the whole optimization process by RGA can be performed in near real time. The potential of RGA in terms of accuracy and CPU time is demonstrated on control problems of the flow past a cylinder and flow in a lid driven cavity when the Reynolds number value varies.
Introduction
The most used optimization techniques for flow optimal control are of gradient descent type [2, 3] . Considerable research efforts were conducted in the development of techniques for evaluating the sensitivity of the cost function with respect to optimization parameters. In particular, Lagrange theory played a major role in this subject and was widely used for constrained optimization problems [4] . Using the Lagrangian approach, the Fréchet derivative of the cost functional can directly be determined via the solution of an auxiliary adjoint partial differential equation. Precisely, the solutions of two PDEs (state and adjoint equations) are needed each time the descent direction has to be updated. Eventhough their practical effectiveness, gradient-based strategies are susceptible to generate spurious local minima, which may inhibit their capabilities in some flow control applications [5] . To circumvent this limitation, some authors proposed the employment of more powerful optimization strategies, such as Genetic Algorithms (GAs). This algorithm developed by John Holland [6] , is a stochastic optimization approach known by its ability to perform global optimization [7] . It is a form of evolutionary search that makes use of genetic operators that mimic the Darwinian concept of natural selection and evolution. These are typically selection, crossover and mutation. The flow optimal control solutions are coded in such a way that they can be thought of as forms of genetic material (DNA). A population of solutions is generated randomly and the fitness of each chromosome is assessed in such a way fit chromosomes possess greater chance of reproducing and thus promoting their fitter characteristics through to the subsequent generations. Crossover takes place by swapping parts of the DNA from two chromosomes and mutation by randomly alter genes of a chromosome. Given that fitness of chromosomes is directly evaluated in terms of optimization parameters without the need of local derivatives information, GAs can deal with non-smooth, non-continuous and non-differentiable functions which are actually encountered in practical optimization situations. Many attempts have been made with the purpose of using GAs for flow optimization. For instance, GAs were applied by Sengupta et al. [8] to optimally control incompressible viscous flow past a circular cylinder for drag minimization by rotary oscillation; by Hacioglu et al. [9] and Shahrokhi et al. [10] for airfoil shape optimization; and by Daròczy et al. [11] for the optimization of an H-Darrieus wind turbine. Despite their robustness, a serious weakness of GAs is their substantial lack of computational efficiency [12, 13] . Concretely, the number of the cost function evaluations required by GAs exceeds in general the number required by a gradient-based optimization [13, 14] . For that reason, a great effort is made by scientists to accelerate GA-based optimization methods. Various solutions to accelerate and improve the performance of GAs were then suggested. For instance, by using improved genetic operators [15, 16] , by using of multiprocessing [17, 18] , or by hybridization of GAs with a descent optimization method [12] . Here, we rather focus on the fitness evaluation stage where the costly high fidelity model is needed to be solved for each chromosome in the population. A possible way to drastically reduce the computational cost of the fitness evaluation is by using reduced order models (ROMs). The most popular method in model order reduction is the Proper Orthogonal Decomposition (POD) [19] . Starting from a set of solution snapshots, The POD method can generate an optimal basis in the sens that only few modes will be sufficient to reproduce the dynamics of the problem. However, a weak point of this method is its sensitivity to parameters changes. Thus, a POD reduced order model generated for a set of trained parameters cannot be expected to approximate well the dynamics for a new untrained parameter. A possible way to circumvent this issue is by using the strategy proposed by Amsallem and Farhat for POD bases adaptation named here ITSGM (Interpolation on the Tangent Space of the Grassmann Manifold) [20] . This method is a generalization of the Subspace Angle Interpolation (SAI) [21, 22] relying on the concepts of principal angles between two subspaces and principal vectors for a pair of subspaces [23] . In the context of optimal control using reduced order models, the ITSGM was successfully applied in the control of the non linear heat and Burgers equations [24] . It is worth mentioning that in this classical reduced con-trol approach, the reduced order model describing the temporal dynamics is constructed via the Galerkin projection. This approach is thus considered intrusive, given the fact that it requires the access to the high fidelity model. Contrarily to this last, a different situation of optimal control where no prior required knowledge of the governing equations is studied in this article. This situation suggests to optimally control the physical problem by using only available solutions data of the corresponding high fidelity model in a bunch of trained control parameters. For this purpose, we use a non intrusive reduced order model approach based on the ITSGM method. This approach named Bi-CITSGM (Bi-Calibrated Interpolation on the Tangent Space of the Grassmann Manifold) has been recently developed and successfully applied to predict in real time the flow past a cylinder when the Reynolds number value varies [1] . By using a set of precalulated parametrized solution snapshots stored in the POD reduced form, the interpolation process by the Bi-CITSGM is carried out in three main steps. First, the untrained POD eigenvalues are approximated by using the spline cubic interpolation. Then, the spatial and temporal POD bases are predicted by using the ITSGM method. Finally, two orthogonal calibration matrices are introduced in order to ensure the best match between the interpolated bases and their corresponding eigenvalues. These matrices are found as analytical solutions of two constrained optimization problems. In this paper, we propose a hyper reduced version referred to as Hyper Bi-CITSGM, that aim to accelerate the usual Bi-CITSGM by bringing the interpolation process to a significantly lower dimension. Based on this result, we design a reduced genetic algorithm (RGA) in which the full Navier-Stokes solver is replaced by the Hyper Bi-CITSGM method and where chromosomes are further enriched with additional virtual control parameters serving to ensure an optimal performance of RGA. The potential of RGA in terms of accuracy and CPU time is demonstrated on control problems of the flow past a cylinder and flow in a lid driven cavity when the Reynolds number value varies. The paper is organized in the following manner. In the next section the Bi-CITSGM method [1] proposed for nonlinear snapshots interpolation is briefly reviewed. In Section 3, the Hyper reduced approach of the Bi-CITSGM is introduced. Elements of the GA used for this study (RGA) and results on the control problems of the flow past a cylinder and a lid driven cavity are provided respectively in Section 4 and Section 5. Finally, the paper is concluded with a summary in Section 6.
Bi-CITSGM method
Let γ i ∈ R p , i = 1, . . . , N p , be a set of parameters and S γ i the associated parametrized snapshots matrices whose columns are solutions at different time instants of a non linear physical problem. Each S γ i is a N x × N s matrix, where N x is the number of spatial degrees of freedom and N s the number of time instants. A classically frequented question is : using the set of matrices S γ i , is it possible to efficiently predict S γ the matrix of snapshots for a new untrained parameter γ = γ i . Unfortunately, this task is not straight forward given the nonlinear dependency of solutions to parameters. In such cases, usual interpolation techniques fail in general. To overcome this issue, it is possible to use the sophisticated interpolation approach Bi-CITSGM [1] designed specifically for non linear snapshots matrices interpolation. This method is based on ITSGM method introduced for POD bases interpolation [20, 24, 25] . In the next subsections, a brief overview of the ITSGM and Bi-CITSGM methods is given. Further details can be found in [1, 20] .
Geodesic Exponential and Logarithmic maps
The ITSGM method proposed by Amsallem and Farhat [20] is based on differential geometry tools involving geodesic Exponential and Logarithmic mappings in the Grassmann manifold. The Grassmann manifold G(q, N) is defined as the set of all q-dimensional subspaces in R N , 0 ≤ q ≤ N . A point [Φ ] ∈ G(q, N) can be defined by the equivalence class [26, 27] [
where Φ is a N by q matrix with orthogonal columns, i.e, Φ T Φ = I q , and O(q) is the group of all q × q orthogonal matrices. The geodesic distance dist G (Φ , Ψ ) between two points [Φ ] and [Ψ ] in the Grassmann manifold is defined as the summation of squared principal angles [27] : N) . Let U ΣV T be the thin SVD of the initial velocity X, the exponential of X is given by
Let us denote Log
the inverse map to Exp
, which is defined only in a certain neighbourhood of [Φ ] . If Exp [Φ ] (X) = [Ψ], then X is the vector determined as follows
where U ΣV T is the thin SVD of ( 3 A geodesic between two points of the Grassmann manifold is the path that minimizes the geodesic distance [29] . 4 The POD appoach is not described in this article. For more details, the reader is referred to [30] . 5 New recently developed methods that do not require a reference can be found in [31, 32] .
ITSGM method
Algorithm 1: ITSGM step 1 Choose the origin point of tangency, for example [
(Φ γ i ) is the vector represented by
where
step 3 Interpolate the initial velocities X 1 , X 2 , . . . , X Np for the untrained parameter γ using a standard interpolation and obtain X γ .
step 4 Finally by the exponential mapping, map the interpolated velocity X γ back to the Grassmann manifold. The matrix representation of the interpolated subspace is given by
where U Σ V T is the thin SVD of the initial velocity vector X γ .
Bi-CITSGM method
Let S γ i ∈ R Nx×Ns , i = 1, . . . , N p , be a set of parametrized snapshots matrices 6 whose columns are the solutions of a non linear physical problem. The aim of the Bi-CITSGM is to appropriately use the existing matrices S γ i in order to approximate S γ for a new parameter γ = γ i . The offline stage of the Bi-CITSGM method assumes that for each parameter γ i , the matrix S γ i is approximated in a POD basis 7 of dimension q as follows
where Φ γ i ∈ R Nx×q and Λ γ i ∈ R Ns×q are respectively the left and right singular vectors of S γ i , and Σ γ i ∈ R q×q the corresponding matrix of singular values. In the online stage, the matrix of singular values Σ γ is first approximated by using spline cubic interpolation. Next, the spatial and temporal bases Φ γ and Λ γ are respectively approximated by interpolating Φ γ i and Λ γ i using the ITSGM method. In order to ensure a well orientation of modes in the POD sampling bases, the signs are adjusted such that the j th spatial and temporal modes Φ γ k j and Λ γ k j are multiplied by −1 if the following condition is fulfilled
where k 0 is the index of the reference basis determined as
Finally the interpolated bases are calibrated by two orthogonal matrices obtained as analytical solutions of the following two optimization problems
6 The parametrized snapshots matrices can result from CFD calculations or from experimental data. 7 The POD basis is calculated by using the Euclidean inner product.
where ||·|| F is the Frobenius norm and ω i and κ i are the GIDW (Grassmann Inverse Distance weighting) weights given for m, l > 1 by
Let M x and M t be the following q × q matrices
The analytical solutions of optimization problems (5) writes as follows
where ξ and η (resp. ζ and ρ) are the left and right singular vectors of M x (resp. M t ) and I
) is the diagonal matrix whose elements are equal to 1 for non zero singular values and 0 otherwise. The steps of the Bi-CITSGM are summarized in algorithm 2. For a detailed review of the method, the interested reader is referred to [1] .
step 1 : Perform POD of order q of the sampling snapshots matrices dist G (Φ γ , Φ γ i ) and adjust sampling bases modes signs step 5 : Calculate the weights ω i and κ i using equations (6)
Evaluate the calibration matrices Q x and Q t as follows 
Hyper Bi-CITSGM
In this section, we propose the Hyper Bi-CITSGM approach designed to accelerate the CPU time of the usual Bi-CITSGM approach suggested in [1] . The description of this approach is given in th following.
Description of the approach
Recall that S γ i ∈ R Nx×Ns , i = 1, . . . , N p , is the set of parametrized snapshots matrices whose columns are the solutions of a non linear physical problem. Each matrix S γ i is approximated in a POD basis of dimension q as follows
where Φ γ i ∈ R Nx×q and Λ γ i ∈ R Ns×q are respectively the left and right singular vectors of S γ i , and Σ γ i ∈ R q×q the corresponding matrix of singular values. The aim of the following section is to drastically reduce the dimensionality of the Bi-CITSGM problem. Consider the POD respectively of order r and s, r, s ≤ qN p , of the following column block matrices
q×r and Z i ∈ R q×s , i = 1, . . . , N p , be the row blocks of the matrices W and Z, i.e.,
The trained snapshot matrices S γ i can be expressed in the following manner
where S are matrices of reduced size r × s, where r, s ≤ qN p N x . As a result, instead of applying the Bi-CITSGM directly to the set of S γ i involving manipulation of large matrices, it is more convenient in terms of memory storage and computational time to use the decomposition (8) and apply the Bi-CITSGM to the new set of reduced snapshots matrices S . This hyper reduced version is referred to as Hyper Bi-CITSGM. It's worth noting that if the order of truncation r and s are such as r = s = N p q, the outputs of the Hyper Bi-CITSGM and the usual Bi-CITSGM are exactly identical. In the case r, s < N p q, the outputs can be close to each others provided that r and s are properly chosen. In practice, r and s are chosen such that θ r < r and ρ s < s , where r and s are sufficiently small thresholds chosen by the user. The steps of the Hyper Bi-CITSGM are listed in algorithm 3.
Algorithm 3: Hyper Bi-CITSGM Offline :
step 1 : Perform POD of order q of the sampling snapshots matrices
Perform POD of order r and s (r, s < N p q) respectively of the column block matrices 
Computational complexity
It was shown that in the case of univariate interpolation, the computational complexity of the Bi-CITSGM is proportional to O(N x q 2 ) [20, 1] , where N x is the number of degrees of freedom of the parametrized physical problem and q is the dimension of the spatial POD basis used to approximate its solutions. By using the Hyper Bi-CITSGM method, the computational complexity reduce to be proportional to O(N p q 3 ), where N p is the number of trained parameters. This suggests that the proposed approach is computationally efficient.
Near real time flow control using a reduced genetic algorithm

Problem setting
Consider the constrained nonlinear optimization problem of the form
where J is the cost function and y and γ denote the state and control variables related to each other trough the constraint mapping N . In flow optimal control, y may correspond to velocity, pressure or temperature of the fluid, γ to the Reynolds number, Strouhal number or the angle of attack, and the mapping N to the Navier-Stokes equations or the experimental protocol. In the following, we are interested in solving flow control problems of type (10) using genetic algorithms. First, the principle of genetic algorithms is introduced, then a reduced genetic algorithm (RGA) approach for near real time optimal control is proposed.
Canonical Genetic algorithm
GA starts with a random set (of size N chrom ) of chromosomes γ 1 , γ 2 , . . . , γ N chrom . Each chromosome γ j is evaluated using the objective function J and constraint information (Navier-Stokes equations or experiment), and a fitness value f (γ j ) is assigned. Then, three main genetic operators (selection, crossover and mutation) modeled on the Darwinian concepts of natural selection and evolution are applied to the population in order to create a new hopefully better population. In the selection, a new population of chromosomes is chosen to survive based on their fitness value. When the chromosome has larger fitness, it has higher probability of being reproduced and passed down into the next generation. In the crossover, all surviving chromosomes are randomly paired. At a given crossover probability P c , the pairs exchange genes at a random locus. In practice, a random number ranging from 0 to 1 is generated. Then, if the random number is smaller than P c , the crossover take place, and two new chromosomes are created to replace the original chromosomes. However, if the random number is greater than P c , the two chromosomes in the original pair remain into the next generation. In the mutation, genes in each chromosome are randomly altered at a mutation probability of P m . Similar to the crossover, the probability of the mutation is determined by a random number ranging from 0 to 1. These genetic operations are repeated till a global optimal solution is approached. In our case, the GA is iterated until the number of renewed generations reached a predetermined number. The best recorded solution at the last generation is declared as the optimized solution. A sketch of a canonical genetic algorithm is shown in figure 1 . Despite their robustness, a serious weakness of GAs in flow control is their high requirements in terms of CPU time and memory storage. In fact, we have to solve and store solutions of the Navier-Stokes equations many times for each population, which is numerically very expensive. To overcome this issue we use the Hyper Bi-CITSGM proposed in section 3 to design a reduced genetic algorithm strategy (RGA) capable of performing near real time flow control. The next subsection is dedicated to describe the proposed RGA.
Reduced Genetic Algorithm
In the present paper, a real coded Reduced Genetic Algorithm (RGA) is proposed. As shown in figure 2 , this algorithm consists of replacing the high fidelity solver in the stage of fitness evaluation by the cheap Hyper Bi-CITSGM interpolation approach. In order to enhance the performance of Hyper Bi-CITSGM inside the RGA, virtual genes are added to chromosomes. These are the GIDW (Grassmann Inverse distance weighting) powers m, l > 1 appearing in the definition of wights ω i and κ i in equations (6) , and the time phase shift δ. More particularly, the phase shift δ is introduced for tracking functional minimization problems. Using a set of precalculated parametrized flow solutions for which steps 1 to 4 of algorithm 3 were performed, the constrained nonlinear optimization problem solved by RGA is defined as follows min γ J (y(γ),γ) subject to N red (y(γ),γ) = 0 (10) where y(γ) is the interpolated state solution atγ = {γ, m, l, δ} through the constraint mapping N red described by steps 5 and 6 of algorithm 3. In the RGA, the j th chromosome corresponds to control candidateγ j = {γ j , m j , l j , δ j } where γ j , m j , l j and δ j represent its genes. The fitness function f associated to the j th chromosome is defined by the inverse of objective function
The probability of reproduction P j s of the j th chromosome is calculated as follows
Using this reproduction probability, N chrom solutions from the current generation are selected by the roulette rule [7] to survive for the next generation. These reproduced solutions are afterwards modulated by the crossover and mutation operators. A common difficulty arising in GA's implementation is how to determine the algorithm parameters, such as crossover and mutation probabilities. Generally, no specific criteria exists for such determinations. In this article, we conducted several trial runs in which we changed these parameters and chose a set of parameters that seemed to be appropriate with respect to convergence rate. For the proposed RGA, the mutation probability was set to 40% and a simple one-point crossover operator was used with a probability of 60%. In the next subsections, the effectiveness of RGA is tested on the control problems of flow past a cylinder and flow in a lid driven cavity by acting on Reynolds number value.
Numerical applications
Control of flow past a cylinder
Consider the two dimensional flow past a cylinder of diameter D depicted in figure 3 . The problem domain is rectangular with length H = 30D and width 45D and contains a cylinder situated at L 1 = 10D from the left boundary and H/2 from the lower boundary. The fluid dynamics of the flow is driven by an inlet velocity U of a unit magnitude, which enters from the left boundary of the domain, and is allowed to flow past through the right boundary of the domain. Free slip boundary conditions are applied to the horizontal edges whilst no slip boundary condition are considered on the cylinder's wall. The Reynolds number for this flow is given by Re = U D/ν where ν is the kinematic viscosity. Consider a sampling of trained Reynolds number values ranging from 90 to 300 with a jump equal to 30. For each value, the numerical simulations were performed (Taylor-Hood finite element P 2 /P 1 ) by using a time step dt = 0.01 and a non-uniform mesh including 85124 DOFs for velocity and 10694 DOFs for pressure. The initial condition considered for all the trained Reynolds number values is the solution at a given instant of the periodic flow regime at Re = 100. The final time of simulation was chosen equal to 12. By considering 500 snapshots regularly distributed in the time interval [t 1 , t 2 ] = [7, 12] , that is about 8 periods of the flow, POD bases for velocity and pressure were calculated. The number of kept POD modes for velocity is equal to 10 while 8 modes are kept for pressure. In the following, we are going to demonstrate numerically on two optimization problems, the capability of RGA to reproduce in near real time a sufficiently accurate solution for the optimal control problem of flow past a cylinder when the Reynolds number value varies. For this optimal control problem, we mention that in the application of the Hyper Bi-CITSGM method inside the RGA, only three trained POD bases for which the corresponding parameters are the closest to the untrained parameter are considered in the ITSGM stage. Two minimization problems are separately studied in this example of the control of flow past a cylinder. The first problem is associated to the minimization of the following cost function
where S t is the Strouhal number. While the second problem is associated to the minimization of the cost function given by
where C L,rms is the root mean square lift coefficient defined by
The first (resp. second) control problem consists to determine by RGA the Reynolds number value that minimizes the above cost function (12) (resp. (13)). In order to ensure that RGA delivers the best solution, we need to enrich the chromosomes by four additional genes. These are in this case the GIDW velocity and pressure weights powers (l u , m u ) and (l p , m p ) involved in equations (6) . The space of search for RGA is given by
+ , 90 ≤ Re ≤ 300 and 1 < l u , m u , l p , m p ≤ 8 A population of 20 chromosomes of 5 genes randomly generated in K is used as initial guess to obtain the numerical results; and our algorithm is run for 30 generations. Consider the tests outlined in table 1, whereŜ t (resp.Ĉ L,rms ) is the target value associated to the minimization problem of the cost function (12) (resp. (13)) and Re opt is the corresponding Reynolds number value that has to be approximated by a value Re GA delivered at the end of RGA. Figure 4 illustrates the decreasing behavior of the averaged cost functions avg(J S )
Re Table 1 : Studied numerical tests for the control of flow past a cylinder using RGA. The values ofŜt (resp. C L,rms ) correspond to the target values considered in the minimization of J S (resp. J L ).
and avg(J L ). After 12 generations, it can be observed that these averaged functions stagnate meaning by that the population contains a chromosome with high recurrence. Table  5 presents the best chromosomes of generation 12. It can be reported that RGA delivers a good approximation Re GA of the sought Reynolds number value Re opt . Let's denote byε % f the percentage of error in the time interval [t 1 , t 2 ] between a given time dependent function f and its approximation f .ε % f is defined bȳ
From table 5, this percentage of error between the predicted RGA flow solution and the optimal solution is less than 2% for velocity and 3.3% for pressure. This can be further inspected visually from figure 6 , where a good match between the RGA and optimal solutions is observed. In terms of CPU time, RGA reached a good approximation of the optimal Reynolds number value in about 32 seconds, which proves the computational efficiency of this optimization approach. the following, the goal is to apply the RGA to control the flow in a lid driven cavity by acting on the Reynolds number value. Consider the misfit function J defined by the percentage error between the observed and calculated velocities at three points x 1 ,x 2 and x 3 , i.e.,
whereû is the target velocity, δ is the phase shift such that |δ| ≤ τ , and x 1 ,x 2 and x 3 are the nondimensional control points picked at the corners of the cavity where fluid recirculations are observed. These points are Chromosomes in RGA were enriched in this case by three additional genes. These are the velocity GIDW powers (l u , m u ) and the phase shift δ. The space of search is given as follows
+ × R, 9000 ≤ Re ≤ 11000; 1 < l u , m u ≤ 8 and |δ| ≤ τ where τ = 1
A population of 70 chromosomes of 4 genes randomly generated in K is used as initial guess to obtain the numerical results; and our algorithm is run for 100 generations. Two numerical tests were considered by choosing target velocitiesû associated respectively to Re opt = 9500 (Test 1) and Re opt = 10500 (Test 2). Figure 8 illustrates the decreasing behavior of the averaged cost function avg(J ). It can be seen that the averaged RGA functional for Test 1, needed about 25 generations to start stagnation, while for Test 2, the stagnation started earlier and 17 generations were sufficient to declare a optimal control solution. Table 2 reports the best chromosomes as well as the consumed CPU time for the studied test cases. It can be reported from these results that RGA succeeded to delivers a good approximation Re GA of the sought Reynolds number value Re opt . Moreover, the corresponding velocity solutions represented in figures 9 and 10 as well as the velocity phase portrait represented in figures 11, show that RGA allowed a good prediction of the optimal flow solution for each test case. The percentage of error between the predicted velocity by RGA and the optimal solution was less than 1%. Finally, in terms of CPU time, we mention that RGA needed less than 16 seconds to reach a good approximation of the sought optimal control, which proves once again the computational efficiency of the proposed optimization approach RGA. Table 2 : Outputs and CPU time of RGA applied to the control problem of flow in a lid driven cavity. 
Conclusions
This paper presents a new application of the GA technique for near real time flow control. The proposed GA algorithm named RGA uses the hyper reduced version of Bi-CITSGM introduced in this study, which is a non intrusive model reduction approach that enables real time prediction of the flow solution. An attractive feature of RGA is its ability to evaluates and select chromosomes only based on a set of available trained high fidelity flow solutions data. In other words, no prior knowledge of the high fidelity mathematical equations is required. This implies that RGA can also be adopted to flow control for which data were obtained from experiment. In this paper, the effectiveness of RGA was numerically tested on the control problems of flow past a cylinder and flow in a lid driven cavity where the control parameter was the Reynolds number value. Interestingly, using a bunch of numerically precalculated trained high fidelity flow solutions, the RGA succeeded to provide good approximations of the sought optimal control solutions in less than half a minute. This shows that the proposed strategy is robust in terms of precision and CPU time for optimal control problems. Finally, it's worth noting that the time of RGA can be further reduced given the possibility of simultaneous parallel estimation of the cost functions for different control parameter combinations. Using such parallel implementation will speed up the optimal search by RGA and allow to achieve real-time optimal control solutions. Velocity phase portrait at reference points x 1 , x 2 and x 3 of the trained flow solutions (associated to Re = 9000, Re = 10000 and Re11000) optimal solutions (associated to Re = 9500 and Re = 10500) and RGA predicted solutions for Test 1 and Test 2. Here, u and v are respectively the horizontal and vertical components of the flow velocity u.
