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a b s t r a c t
In this paper, we study an approximation algorithm which firstly
approximates certain Walsh coefficients of the function under
consideration and consequently uses a Walsh polynomial to
approximate the function. A similar approach has previously been
used for approximating periodic functions, using lattice rules (and
Fourier polynomials), and for approximating functions in Walsh
Korobov spaces, using digital nets. Here, the key ingredient is the
use of generalized digital nets (which have recently been shown
to achieve higher order convergence rates for the integration of
smooth functions). This allows us to approximate functions with
square integrable mixed partial derivatives of order α > 1 in
each variable. The approximation error is studied in the worst
case setting in the L2 norm. We also discuss tractability of our
proposed approximation algorithm, investigate its computational
complexity, and present numerical examples.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study the approximation of functions in a certain normed Walsh space W .
This function space consists of Walsh series f : [0, 1]s → R, f (x) = ∑k∈Ns0 fˆ (k)walk(x), where
walk denotes the kth Walsh function (see [1–3]), whose Walsh coefficients fˆ (k) exhibit a certain
convergence behavior. Here, N0 denotes the set of non-negative integers. The definition of the space
of Walsh series (in the simplest case) is based on the following result from [4] (see also [5]):
Let the base 2 representation of x ∈ [0, 1) and h ∈ N (the set of positive integers) be given by
x = x(1)2−1 + x(2)2−2 + · · · and h = 2a1−1 + 2a2−1 + · · · + 2aν−1, where a1 > a2 > · · · > aν > 0.
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The hth Walsh function (in base 2) is given by
walh(x) = (−1)x(a1)+x(a2)+···+x(aν ) .
If f : [0, 1] → R isα > 0 times differentiable, then the hthWalsh coefficient fˆ (h) = ∫ 10 f (x)walh(x) dx
satisfies
|fˆ (h)| ≤ C2−a1−···−amin(ν,α) for all h = 2a1−1 + · · · + 2aν−1 ∈ N,
for a constant C > 0 independent of h.
Using a more general version of this result [4], we can define a Walsh space that contains all
functions which have square integrable mixed partial derivatives of order α in each variable. This
spacewas introduced in [4] (see also [5,6]) in the context of numerical integration of smooth functions.
In [4] it was also shown that so-called digital (t, α, β, n×m, s)-nets achieve the (almost) optimal rate
of convergence of the integration error for functions inW , a feature which we will use in this paper
for approximation.
Here, we would like to approximate functions f ∈ W by Walsh polynomials, to be more precise,
if f (x) = ∑k∈Ns0 fˆ (k)walk(x), then we first approximate the Walsh coefficients fˆ (k), where k is in
a certain set A, and then approximate f by a Walsh polynomial based on the approximated Walsh
coefficients. The set A is chosen to contain the most important, i.e., largest, Walsh coefficients of
f for functions in the unit ball of W . The approximation of the Walsh coefficients can be done via
approximating an integral using a quasi-Monte Carlo rule, i.e.,
fˆ (k) =
∫
[0,1]s
f (x)walk(x) dx ≈ 1N
N−1∑
l=0
f (xl)walk(xl) =: f˜ (k),
where x0, . . . , xN−1 ∈ [0, 1)s are suitably chosen quadrature points. We compute f˜ (k), which
approximates fˆ (k), for all k ∈ A and then approximate f by
A(f ) :=
∑
k∈A
f˜ (k)walk ≈ f =
∑
k∈Ns0
fˆ (k)walk .
(Later onwewill add indices toW ,A and A tomake their dependence on certain parameters explicit.)
Provided that f˜ (k) is a good approximation of fˆ (k) and that the set A captures the largest Walsh
coefficients of f , our approximation A(f ) will be a good approximation of f . This algorithm was
already proposed by Korobov [7] and was thoroughly analyzed for the first time in [8] for lattice rules
(see [9,10] for more information on lattice rules), and was adapted for classical digital nets in [11]
(see [9] formore information on digital nets). In a similar vein are results on trigonometric polynomial
interpolation using lattice rules, which are given in [8,12–17]. Approximation algorithms based on
classical digital (t,m, s)-nets are considered in [11,16]. A multivariate fast discrete Walsh transform
for function interpolation using digital nets is studied in [18].
The difference between our method and previous approaches lies, in particular, in the choice of
the function space, which includes a fairly large class of functions. To be more precise, we do not
assume periodicity of the functions as is done in the context of lattice rules and we also do not re-
quire rapidly converging Walsh coefficients, as was the case in [11,16]. Note that the function space
W contains smooth functions, as outlined in the beginning, as well as piecewise constant functions, as
Walsh functions are piecewise constant. The approximation A(f ) of f is aWalsh polynomial; asWalsh
functions are piecewise constant, the Walsh polynomial A(f ) is also piecewise constant.
For the investigation of the error, we consider the L2 norm of the worst case error, i.e., the supre-
mum of ‖f − A(f )‖L2 over all functions in the unit ball ofW . We prove that this error converges with
order N−α/4+δ , for all δ > 0, where N denotes the number of quadrature points used to approximate
the Walsh coefficients, see Section 4. This is in accordance with previous studies of this type of algo-
rithm [8,11]. We also investigate the dependence of our approach on the dimension and show that
there are explicit constructions of suitable quadrature points such that we can achieve error bounds
independent of the dimension (i.e., strong tractability) for certain choices of parameters. In order to
obtain an algorithm which does not depend on the dimension, it is also important to show that the
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set A can be constructed in a number of operations which is independent of the dimension. This is
done in Section 6.
The paper is structured as follows. In Section 2, we outline the definition of digital (t, α, β, n ×
m, s)-nets and state some of their properties, give the basic features of the function space under
consideration, and show a few technical results needed later on. The approximation algorithm used
in this paper is introduced in Section 3. We then study upper bounds on the approximation error,
measured in the L2 norm in the worst case setting, in Section 4, and study (strong) tractability in
Section 5. In Section 6 we study the complexity of the algorithm, in Section 7 we present numerical
experiments and Section 8 concludes the paper.
2. Preliminaries
In this section, we introduce digital nets, theWalsh space, and several technical lemmaswhichwill
be needed later on.
2.1. Digital nets
The construction principle of a digital net in the sense of [9,19] (with a slightmodification from [4])
is based on linear algebra over finite fields and works as follows.
Definition 1. Let q be a prime power and let n,m, s be natural numbers. Let C1, . . . , Cs be n × m
matrices over the finite field Fq of order q. We construct qm points in [0, 1)s in the following way. For
0 ≤ l < qm let l = l(0)+ l(1)q+· · ·+ l(m−1)qm−1 be the base q representation of l. Consider an arbitrary
but fixed bijection ρ : {0, 1, . . . , q − 1} → Fq where ρ(0) is the zero element in Fq. Identify l with
the vector l := (ρ (l(0)) , . . . , ρ (l(m−1)))> ∈ Fmq . For 1 ≤ j ≤ s, we multiply the matrix Cj by l, i.e.,
Cj · l =: (yj,1(l), . . . , yj,n(l))> ∈ Fnq,
and set
x(j)l :=
ρ−1(yj,1(l))
q
+ · · · + ρ
−1(yj,n(l))
qn
.
Finally, set xl :=
(
x(1)l , . . . , x
(s)
l
)
. The point set consisting of the points x0, . . . , xqm−1 is called a digital
net over Fq. The matrices C1, . . . , Cs are called the generating matrices of the digital net.
As can be seen from Definition 1, the properties of the points of a digital net (such as, e.g., their
distribution in the unit cube) are determined by the properties of the generating matrices C1, . . . , Cs.
These properties are, in the currently most general form of digital nets as introduced in [4], described
by the additional parameters t , α, and β , which is why those nets are referred to as digital (t, α, β, n×
m, s)-nets. The exact role of the parameters t , α, and β is stated in the following definition.
Definition 2. Let n,m, α ≥ 1 be natural numbers, let 0 < β ≤ min(1, αm/n) be a real number such
that βn is an integer. Let Fq be the finite field of prime power order q and let C1, . . . , Cs ∈ Fn×mq
with Cj =
(Ecj,1, . . . , Ecj,n)>. The digital net with generating matrices C1, . . . , Cs is called a digital
(t, α, β, n×m, s)-net for a non-negative integer t , 0 ≤ t ≤ βn, if the following condition is satisfied:
For each choice of 1 ≤ ij,νj < · · · < ij,1 ≤ n, where νj ≥ 0 for j = 1, . . . , s, with
i1,1 + · · · + i1,min(ν1,α) + · · · + is,1 + · · · + is,min(νs,α) ≤ βn− t
the vectors
Ec1,i1,ν1 , . . . , Ec1,i1,1 , . . . , Ecs,is,νs , . . . , Ecs,is,1
are linearly independent over Fq.
The definition of classical digital (t,m, s)-nets is obtained by choosing α = β = 1 and m = n in
Definition 2. We refer to t as the quality parameter (of a digital net).
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For a digital net P over Fq with generating matrices C1, . . . , Cs and for k ∈ N0 with q-adic
representation k =∑∞i=0 k(i)qi, we write
trn(k) :=
(
ρ
(
k(0)
)
, . . . , ρ
(
k(n−1)
))> ∈ Fnq.
The dual netD of P is then defined as
D :=
{
(k1, . . . , ks) ∈ Ns0 \ {0} : C>1 · trn(k1)+ · · · + C>s · trn(ks) = E0 ∈ Fmq
}
.
One way of explicitly constructing digital (t, α, β, n × m, s)-nets over Fq was stated in [4,
Section 4.4], which we now recall. Let d ∈ N and let C1, . . . , Csd be the generating matrices of a
digital (t ′,m, sd)-net over Fq; we recall that many explicit examples of such generating matrices
are available, see e.g. [9,20–24] and the references therein. As we will see later, the choice of the
underlying digital (t ′,m, sd)-net has a direct impact on the bound on the t-value of the digital
(t, α,min(1, αd ), dm×m, s)-net, which was proven in [4]. Let Cj = (Ecj,1, . . . , Ecj,m)> for j = 1, . . . , sd;
i.e., Ecj,l are the row vectors of Cj. Now let the matrix C (d)j be made of the first rows of the matrices
C(j−1)d+1, . . . , Cjd, then the second rows of C(j−1)d+1, . . . , Cjd, and so on. Thematrix C (d)j is then a dm×m
matrix; i.e., C (d)j = (Ec (d)j,1 , . . . , Ec (d)j,dm)>, where Ec (d)j,l = Ecu,v with l = (v − j)d + u, 1 ≤ v ≤ m, and
(j − 1)d < u ≤ jd for l = 1, . . . , dm and j = 1, . . . , s. It was shown in [4, Theorem 4.11], c.f. [25,
Theorem 1], that the matrices C (d)1 , . . . , C
(d)
s generate a digital (t, α,min(1, αd ), dm × m, s)-net over
Fq, where t satisfies
t ≤ min(α, d)
(
m, t ′ +
⌊
s(d− 1)
2
⌋)
.
In [26], the implementation of digital (t, α,min(1, α/d), dm × m, s)-nets over Fq was discussed
and consequently digital (t, α,min(1, α/d), dm × m, s)-nets were used for numerical experiments.
Furthermore, so-called propagation rules for generalized digital nets are outlined in the recent
paper [27], which in some cases show how to find generalized digital nets with lower values of t .
Given a digital (t, α, β, n × m, s)-net P over Fq, and a set ∅ 6= u ⊆ {1, . . . , s} =: S, we can easily
define the projection of P onto the coordinates in u, which will be denoted by Pu. Indeed, Pu is defined
by restricting the conditions stated in Definition 2 to those Cj for which j ∈ u. Note that Pu is a digital
(tu, α, β, n×m, |u|)-net over Fq. In particular, tS = t and tu ≤ t for any u ⊆ S.
If we consider projections of a digital (t, α,min(1, α/d), dm × m, s)-net P over Fq that was
constructed from a classical digital (t ′,m, sd)-net over Fq as outlined in [4, Theorem4.11] and recalled
in this subsection, we can obtain more information on the parameter tu of the projection Pu. To make
this observation more precise, we define a mapping χd as follows: Given a non-empty set u ⊆ S,
u = {u1, . . . , ur}, and an integer d ≥ 1, we define
χd(u) :=
r⋃
j=1
{(uj − 1)d+ 1, . . . , ujd}.
With this notation, we can formulate the following lemma.
Lemma 1. Let P be a digital (t, α,min(1, α/d), dm × m, s)-net over Fq that was constructed from a
classical digital (t ′,m, sd)-net Q over Fq as recalled in this subsection. Moreover, let u be a non-empty
subset of S and let χd be defined as above. Then the quality parameter tu of the projection Pu of P onto the
coordinates in u satisfies the bound
tu ≤ min(α, d)
(
m, t ′χd(u) +
⌊ |u| (d− 1)
2
⌋)
,
where t ′χd(u) denotes the quality parameter of the projection of Q onto the coordinates in χd(u).
Proof. Since P is constructed as outlined in [4, Theorem 4.11], it follows that the generating matrices
of Pu are constructed from the generatingmatrices ofQχd(u). The rest of the proof follows by proceeding
in exactly the same way as in [4, Section 4.4], see also [6, Section 4]. 
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2.2. The Space Wα,s,γ
We would now like to give the definition of the space of functions we are going to study in this
paper. For this purpose, we first give the definition of Walsh functions.
Let us, for the sake of simplicity (cf. Remark 1) from now on assume that q is a prime. Each h ∈ N0
has a unique q-adic representation h = ∑ai=0 h(i)qi, h(i) ∈ {0, . . . , q − 1}, where h(a) 6= 0. Each
x ∈ [0, 1) has a q-adic representation x = ∑∞i=1 x(i)q−i, x(i) ∈ {0, . . . , q − 1}, which is unique in the
sense that infinitely many of the x(i)must differ from q−1.We define the h-thWalsh function in base
q, walh : [0, 1) −→ C by
walh(x) := e2pi ı
(
x(1)h(0)+···+x(a+1)h(a)
)
/q
.
For dimension s ≥ 2 and vectors h = (h1, . . . , hs) ∈ Ns0 and x = (x1, . . . , xs) ∈ [0, 1)s we define
walh : [0, 1)s −→ C by
walh(x) :=
s∏
j=1
walhj(xj).
It follows from the definition above that Walsh functions are piecewise constant functions. For
more information on Walsh functions, see, e.g., [1,3,5].
When studying integration errors resulting from the approximation of an integral based on a digital
or generalized digital net, it is often useful to consider theWalsh series of the integrand f . In particular,
for f ∈ L2([0, 1)s), the Walsh series of f is given by
f (x) ∼
∑
h∈Ns0
fˆ (h)walh(x), (1)
where the Walsh coefficients fˆ (h) are given by
fˆ (h) =
∫
[0,1)s
f (x)walh(x)dx.
In general, the Walsh series given in Eq. (1) need not converge to f , however, for the space of
Walsh series Wα,s,γ , which we define in the following, it does, see also [4]. For more details on the
convergence of Walsh series, we refer to [4].
Let α ∈ N, α ≥ 2, and let s ≥ 1 be a given dimension. Throughout the paper we assume that q
denotes a fixed prime, all digital nets are assumed to be over the finite field Fq of order q, and allWalsh
functions are also considered in the same base q.
Remark 1. Note that the assumption that – for the rest of the paper – q be a prime ismerely a technical
restriction to make notation and the main arguments not overly complicated. Indeed, the results
shown in this paper can be generalized to the case where q is a prime power, by using a more general
definition of Walsh functions over groups, see, e.g., [4].
The function space under consideration in this paper is the spaceWα,s,γ ⊆ L2([0, 1)s) as introduced
in [4]. Here γ = (γj)∞j=1 is a sequence of positive, non-increasing weights, with γ1 ≤ 1, which are
introduced tomodel the importance of different variables for our approximationproblem, see [28].We
make the assumption that γ1 ≤ 1, as in [11]. The results in Section 4 can be established by assuming
that the
{
γj
}∞
j=1 are uniformly bounded, see also the comment in [8]. However, following our method
of proof, we need the assumption γ1 ≤ 1 to establish the results in Section 5.
Given a positive integer h with base q expansion h = h(1)qa1−1 + h(2)qa2−1 + · · · + h(v)qav−1,
1 ≤ av < · · · < a1, v ≥ 1, we define µα(h) := a1 + · · · + amin(v,α). Furthermore, µα(0) := 0.
For h ∈ N0 and a weight γ > 0, we define a function
rα,γ (h) :=
{
1 if h = 0,
γ q−µα(h) otherwise.
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If we consider a vector h ∈ Ns0, we set
rα,s,γ(h) :=
s∏
j=1
rα,γj(hj).
The spaceWα,s,γ consists of all Walsh series f =∑h∈Ns0 fˆ (h)walh for which the norm
‖f ‖Wα,s,γ := sup
h∈Ns0
∣∣∣fˆ (h)∣∣∣
rα,s,γ(h)
,
is finite. It follows immediately that for any f ∈ Wα,s,γ , and any h ∈ Ns0,∣∣∣fˆ (h)∣∣∣ ≤ ‖f ‖Wα,s,γ rα,s,γ(h). (2)
For α ≥ 2, the following property was shown in [4]: Let f : [0, 1]s → R be such that all
mixed partial derivatives up to order α in each variable are square integrable, then f ∈ Wα,s,γ .
Furthermore an inequality using a Sobolev type norm and the norm in (2)was shown in [4], see also [5,
6]. Consequently, the resultswe are going to establish in the following for functions inWα,s,γ also apply
automatically to smooth functions.
Numerical integration of functions f ∈ Wα,s,γ has been analyzed in [4] using quasi-Monte Carlo
algorithms q−m
∑qm−1
h=0 f (xh), where the quadrature points x0, . . . , xqm−1 stem from a digital (t, α, β,
n × m, s)-net. These quadrature algorithms achieve the almost optimal rate of convergence of the
integration error of order qm(−α+δ), for any δ > 0. We will make use of this result subsequently. The
assumption α > 1 is needed to ensure that the sum of the absolute values of the Walsh coefficients
converges. The case α = 1 requires a different analysis, which was carried out in [29] for numerical
integration.
2.3. Technical lemmas
In this section, we present a few technical results needed for the proofs of the main results.
Lemma 2. Let l, α ≥ 1 be positive integers. Then,
|{h ∈ N : µα(h) ≤ l}| ≤ ql.
Proof. The result follows by observing that if µα(h) ≤ l, then h ≤ ql−1(q− 1). 
Lemma 3. Let α > 1. Then there exists a finite constant Cα such that
∞∑
h=1
rα,1(h) ≤ Cα.
Proof. An explicit bound for this sum was obtained in the proof of Lemma 2.10 in [6]. See also
Lemma 4.2 in [30]. 
Remark 2. In the following, we will denote by ξ(α) the value of the sum
∑∞
h=1 rα,1(h). By Lemma 3,
we know that ξ(α) is finite whenever α > 1. Note, furthermore, that ξ(α) ≥ 1 for α > 1.
The following function will occur frequently in this paper. For α, η ∈ N let
u¨(α, η) =
{
1 if η ≥ α,
α/η if α > η.
Lemma 4. For any h ∈ N0 and any α, η ≥ 1, we have
µα(h) ≤ u¨(α, η) µη(h).
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Proof. Let h = h(1)qa1−1 + · · · + h(v)qav−1 with 0 < h(1), . . . , h(v) < q and a1 > a2 > · · · > av > 0.
If η ≥ α, then we have µα(h) ≤ µη(h) for any h ∈ N0 as min(α, v) ≤ min(η, v). Otherwise, we have
µα(h)
α
= a1 + · · · + amin(α,v)
α
≤ a1 + · · · + amin(η,v)
η
= µη(h)
η
. 
Weneed two further technical results. The following estimate is similar to Formula (23) in [31] and
Lemma 2 in [11]. For vectors k, h ∈ Ns0, the operator ⊕ means that for each dimension, we perform
the digitwise addition modulo q.
Lemma 5. For any α ≥ 2 and h, k ∈ Ns0, we have
rα,s,γ(h⊕ k) ≤ rα,s,γ(k)rα,s,γ(h)−1.
Proof. Note that it suffices to prove the result for the case s = 1. If either h = 0 or k = 0, the result
is immediate. In the case where both h and k are positive, we have
rα,γ (k⊕ h) rα,γ (h)rα,γ (k) = γ
(
q−µα(h)+µα(k)
qµα(k⊕h)
)
.
We now show that µα(k) − µα(h) ≤ µα(k ⊕ h), which will complete the proof. To this end, let us
consider the base q expansion of k and h,
k = k(1)qa1−1 + · · · + k(v)qav−1,
h = h(1)qb1−1 + · · · + h(w)qbw−1,
where v,w ≥ 1, k(1), . . . , k(v), h(1), . . . , h(w) ∈ {1, . . . , q− 1}, and
1 ≤ av < · · · < a1,
1 ≤ bw < · · · < b1.
We distinguish two cases:
Case 1: Let us first assume {a1, . . . , av} ∩ {b1, . . . , bw} = ∅. In this case,
k⊕ h =
v∑
i=1
k(i)qai−1 +
w∑
j=1
h(j)qbj−1,
hence
µα(k⊕ h) ≥ µα(k) ≥ µα(k)− µα(h).
Case 2: Let us now assume that {a1, . . . , av} ∩ {b1, . . . , bw} = {ai}i∈I , where I ⊆ {1, . . . ,
min(v,w)}. We then have
k⊕ h =
∑
i∈I
(k(i) ⊕ h(i))qai−1 +
∑
l∈{1,...,v}\I
k(l)qal−1 +
∑
j∈{1,...,w}\I
h(j)qbj−1.
Hence,
µα(k⊕ h) ≥ µα
( ∑
l∈{1,...,v}\I
k(l)qal−1
)
≥ µα(k)−
∑
i∈I∩{1,...,α}
ai ≥ µα(k)− µα(h). 
We also need the following lemma.
Lemma 6. Let f ∈ Wα,s,γ and h ∈ Ns0. Then,
fwalh ∈ Wα,s,γ .
J. Baldeaux et al. / Journal of Complexity 25 (2009) 544–567 551
Proof. For short we write gh = fwalh. Then the kth Walsh coefficient of gh, k ∈ Ns0, is given by
gˆh(k) =
∫
[0,1]s
gh(x)walk(x) dx
=
∫
[0,1]s
f (x)walh(x)walk(x) dx
=
∫
[0,1]s
∑
l∈Ns0
fˆ (l)wall(x)
walh(x)walk(x) dx
=
∑
l∈Ns0
fˆ (l)
∫
[0,1]s
wall(x)walk⊕h(x) dx
= fˆ (h⊕ k).
Therefore,
‖gh‖Wα,s,γ = sup
k∈Ns0
∣∣gˆh(k)∣∣
rα,s,γ(k)
= sup
k∈Ns0
∣∣∣fˆ (h⊕ k)∣∣∣
rα,s,γ(k)
≤ 1
rα,s,γ(h)
sup
k∈Ns0
∣∣∣fˆ (h⊕ k)∣∣∣
rα,s,γ(h⊕ k)
= 1
rα,s,γ(h)
‖f ‖Wα,s,γ ,
where we used Lemma 5. The result follows by the assumption that f ∈ Wα,s,γ . 
3. The approximation algorithm
For the approximation algorithm we study in this paper, we choose a real numberM ≥ q/γ1 (see
Proposition 3 below for an explanation of this particular lower bound forM), a positive integer η and
define a set
A(s,M, η) := {h ∈ Ns0 : rη,s,γ(h)−1 ≤ M} .
Notice that we allow η to be different from α (which is the reason why we need the function
u¨ below). In the next section we analyze the worst case error, at which stage we also give
recommendations on how to best choose the parametersM and η. These recommendations are based
on the upper bound on the worst case error.
In the following lemma, we summarize a few properties of the setA(s,M, η), cf. [8, Lemma 1].
Lemma 7. Given M ≥ q/γ1, and s, η ≥ 1, let A(s,M, η) be defined as above. Then we have
(a) If h = (h1, . . . , hs) ∈ A(s,M, η), then µη(hj) ≤ logq(γjM) for all j ∈ {1, . . . , s} for which hj > 0.
(b)
A(s+ 1,M, η) = {(h, 0) : h ∈ A(s,M, η)}
∪
∞⋃
hs+1=1
{
(h, hs+1) : h ∈ A
(
s,
γs+1M
qµη(hs+1)
, η
)}
.
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(c)
|A(s+ 1,M, η)| = |A(s,M, η)| +
∞∑
hs+1=1
∣∣∣∣A(s, γs+1Mqµη(hs+1) , η
)∣∣∣∣ .
(d)
|A(s,M, η)| ≤ M
s∏
j=1
(
1+ ξ(η)γj
)
.
Proof. Regarding (a), if h ∈ A(s,M, η), then necessarily rη,γj(hj)−1 ≤ M for all j ∈ {1, . . . , s}, which
leads to µη(hj) ≤ logq(γjM) if hj 6= 0.
Concerning (b), suppose that (h, hs+1) ∈ A(s+ 1,M, η). Then we have r−1s,η,γ(h) ≤ rη,γs+1(hs+1)M ,
which simplifies to the condition h ∈ A(s,M, η) if hs+1 = 0 and h ∈ A
(
s, γs+1M
qµη(hs+1) , η
)
otherwise.
Item (c) is a direct consequence of (b).
To prove (d), we proceed by induction on s. For s = 1, we have, by (a),
|A(1,M, η)| = 1+ ∣∣{h ∈ N : µη(h) ≤ ⌊logq(γ1M)⌋}∣∣ .
Applying Lemma 2, this yields
|A(1,M, η)| ≤ 1+Mγ1 ≤ M(1+ ξ(η)γ1).
Suppose now we have already shown the result for a fixed s. Then we get for s + 1, using (c), the
induction assumption, and Lemma 3,
|A(s+ 1,M, η)| = |A(s,M, η)| +
∞∑
hs+1=1
∣∣∣∣A(s, γs+1Mqµη(hs+1) , η
)∣∣∣∣
≤ M
s∏
j=1
(
1+ ξ(η)γj
)+ ∞∑
hs+1=1
γs+1M
qµη(hs+1)
s∏
j=1
(
1+ ξ(η)γj
)
= M
(
s∏
j=1
(
1+ ξ(η)γj
))
(1+ ξ(η)γs+1) . 
Given a function f ∈ Wα,s,γ , we approximate f by an algorithm AN,η,s,M using N function
evaluations,
(AN,η,s,M(f ))(x) :=
∑
h∈A(s,M,η)
(
1
N
N−1∑
n=0
f (xn)walh(xn)
)
walh(x), x ∈ [0, 1)s, (3)
where the points x0, . . . , xN−1 stem from a digital (t, α, β, n×m, s)-net over Fq with N = qm points.
An approximation algorithm of this formwas first introduced in [7], analyzed in detail in [8], and also
used in [11].
4. Error analysis
Given a point set P of N points in [0, 1)s, we study the quality of our approximation algorithm in
terms of the worst case error measured in the L2 norm, i.e., we consider the error
eappN,α,η,s,M(P) = sup
f∈Wα,s,γ
‖f ‖Wα,s,γ ≤1
∥∥f − AN,η,s,M(f )∥∥L2 .
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For a fixed f in the unit ball ofWα,s,γ , we have by Parseval’s identity∥∥f − AN,η,s,M(f )∥∥2L2 = ∑
h6∈A(s,M,η)
∣∣∣fˆ (h)∣∣∣2
+
∑
h∈A(s,M,η)
∣∣∣∣∣
∫
[0,1]s
f (x)walh(x) dx− 1N
N−1∑
n=0
f (xn)walh(xn)
∣∣∣∣∣
2
. (4)
Let us analyze the first term in (4),
∑
h6∈A(s,M,η)
∣∣∣fˆ (h)∣∣∣2. By (2) and due to the fact that f is in the unit
ball ofWα,s,γ , we obtain∑
h6∈A(s,M,η)
∣∣∣fˆ (h)∣∣∣2 ≤ ‖f ‖2Wα,s,γ ∑
h6∈A(s,M,η)
r2α,s,γ(h)
≤
∑
h6∈A(s,M,η)
r2α,s,γ(h)
=: Z(α, η, s,M, γ). (5)
We therefore need a bound on Z(α, η, s,M, γ), which we are going to prove in Lemma 8.
Lemma 8. Let Z(α, η, s,M, γ) be defined as in (5). Then,
Z(α, η, s,M, γ) ≤ 2
M1/u¨(η,α)
s∏
j=1
(
1+ ξ(α)γj
)
.
Proof. We show the result by induction on s. For s = 1, by the fact that 0 ∈ A(1,M, η),∑
h6∈A(1,M,η)
r2α,γ1(h) =
∑
h∈N
h6∈A(1,M,η)
r2α,γ1(h).
Reversing the roles of η and α in the statement of Lemma 4, we obtain,
µα(h) ≥ µη(h)u¨(η, α) .
Hence, by the definition ofA(1,M, η), for h 6∈ A(1,M, η),
γ−11 q
µα(h) ≥ γ−11 qµη(h)/u¨(η,α) ≥
(
γ−11 q
µη(h)
)1/u¨(η,α)
> M1/u¨(η,α).
Therefore,∑
h∈N
h6∈A(1,M,η)
r2α,γ1(h) ≤
∑
h∈N
µα(h)≥logq(γ1M1/u¨(η,α))
(
γ1q−µα(h)
)2
= γ 21
∞∑
k=dlogq(γ1M1/u¨(η,α))e
q−2k
∑
h∈N
µα(h)=k
1.
Using Lemma 2, we obtain∑
h6∈A(1,M,η)
r2α,γ1(h) ≤ γ 21
∞∑
k=dlogq(γ1M1/u¨(η,α))e
q−k,
and therefore
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∑
h6∈A(1,M,η)
r2α,γ1(h) ≤ γ 21
(
1
q
)⌈logq(γ1M1/u¨(η,α))⌉ ∞∑
k=0
1
qk
≤ γ1 1M1/u¨(η,α)
q
q− 1
≤ 2
M1/u¨(η,α)
(1+ γ1ξ(α)).
Suppose now that we have shown the result for a fixed s. To show the result for s+ 1, we use the
induction assumption, Lemma 4, again reversing the roles of η and α, and Remark 2 to obtain∑
(h,hs+1)6∈A(s+1,M,η)
r2α,s+1,γ((h, hs+1))
=
∑
h∈Ns0
(h,0)6∈A(s+1,M,η)
r2α,s+1,γ((h, 0))+
∞∑
hs+1=1
∑
h∈Ns0
(h,hs+1)6∈A(s+1,M,η)
r2α,s+1,γ((h, hs+1))
=
∑
h∈Ns0
h6∈A(s,M,η)
r2α,s,γ(h)+
∞∑
hs+1=1
r2α,γs+1(hs+1)
∑
h∈Ns0
h6∈A
(
s,
γs+1M
qµη(hs+1)
,η
)
r2α,s,γ(h)
≤ 2
M1/u¨(η,α)
s∏
j=1
(
1+ ξ(α)γj
)+ ∞∑
hs+1=1
r2α,γs+1(hs+1)
2qµη(hs+1)/u¨(η,α)
γ
1/u¨(η,α)
s+1 M1/u¨(η,α)
s∏
j=1
(
1+ ξ(α)γj
)
≤ 2
M1/u¨(η,α)
(
s∏
j=1
(
1+ ξ(α)γj
))(
1+
∞∑
hs+1=1
rα,γs+1(hs+1)
qµη(hs+1)/u¨(η,α)
qµα(hs+1)
)
≤ 2
M1/u¨(η,α)
(
s∏
j=1
(
1+ ξ(α)γj
))(
1+
∞∑
hs+1=1
rα,γs+1(hs+1)
)
= 2
M1/u¨(η,α)
(
s∏
j=1
(
1+ ξ(α)γj
))
(1+ ξ(α)γs+1).
The result follows. 
We have thus found an upper bound on the first term in (4). Let us now derive an upper bound on
the second term in (4). From Lemma 5.2 in [4] and the proof of Lemma 6, we obtain∣∣∣∣∣
∫
[0,1]s
f (x)walh(x) dx− 1N
N−1∑
n=0
f (xn)walh(xn)
∣∣∣∣∣ =
∣∣∣∣∣∑
k∈D
fˆ (k ⊕ h)
∣∣∣∣∣
≤
∑
k∈D
‖f ‖Wα,s,γ rα,s,γ(k ⊕ h),
whereD is the dual net of the point set used in our algorithm.
Hence, using Lemma 5 and again the fact that f is in the unit ball ofWα,s,γ , the second term in (4)
is bounded by
‖f ‖2Wα,s,γ
∑
h∈A(s,M,η)
(∑
k∈D
rα,s,γ(k ⊕ h)
)2
≤
∑
h∈A(s,M,η)
r−2α,s,γ(h)
(∑
k∈D
rα,s,γ(k)
)2
.
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By Lemma 4, it follows that
r−1α,s,γ(h) ≤
(
rη,s,γ(h)
)−u¨(α,η)
,
and hence,∑
h∈A(s,M,η)
r−2α,s,γ(h)
(∑
k∈D
rα,s,γ(k)
)2
≤
∑
h∈A(s,M,η)
(
r−1η,s,γ(h)
)2u¨(α,η) (∑
k∈D
rα,s,γ(k)
)2
≤ M2u¨(α,η)|A(s,M, η)|
(∑
k∈D
rα,s,γ(k)
)2
.
However, by the results in [4],(∑
k∈D
rα,s,γ(k)
)2
= (eintN,α,s(P))2 ,
where eintN,α,s(P) denotes the worst case integration error inWα,s,γ using P .
Summarizing all our results so far, we obtain the following proposition.
Proposition 1. Using the same notation as above,(
eappN,α,η,s,M(P)
)2 ≤ ( s∏
j=1
(
1+ ξ(α)γj
)) 2
M1/u¨(η,α)
+
(
s∏
j=1
(
1+ ξ(η)γj
))
M2u¨(α,η)+1
(
eintN,α,s(P)
)2
. (6)
Let us now analyze the error bound in Proposition 1 in more detail. If we would like to
practically use our algorithm AN,η,s,M , we first need to make a choice of which point set we would
like to employ. As described in [4] and recalled in Section 2.1, we can explicitly construct digital
(t, α,min(1, α/d), dm × m, s)-nets from existing classical digital (t ′,m, sd)-nets, which is why we
will focus on these nets in the following.
We first show that when using a digital (t, α,min(1, α/d), dm×m, s)-net over Fq in the algorithm
AN,η,s,M for approximating a function f ∈ Wα,s,γ , choosing d = η = αminimizes the error bound given
in (6) in terms of the order of magnitude in N andM .
Proposition 2. Let α ≥ 2, M ≥ q/γ1, m ∈ N, s ∈ N, and let q be prime. Then, when using a digital
(t, α,min(1, α/d), dm×m, s)-net in our algorithmAN,η,s,M , the error bound (6) isminimizedwith respect
to the order of magnitude in M and N = qm for d = η = α.
Proof. Note first that we can ignore the terms
s∏
j=1
(
1+ ξ(α)γj
)
,
s∏
j=1
(
1+ ξ(η)γj
)
,
since both terms are finite (due to our assumption η, α ≥ 2) and do not depend onM or N .
We recall from [4] that, if P is a digital (t, α, β, dm×m, s)-net over Fq, with β = min(1, α/d) the
worst case integration error inWα,s,γ using P , eintN,α,s(P), is of order O(q
tN−min(α,d)(βdm − t + 2)sα).
Choosing d = α yields the optimal convergence rate as pointed out in [4]. Indeed, it is clear that
choosing d < α would not yield the optimal convergence rate. On the other hand, choosing d > α
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might at first sight not be a bad choice; however, this would imply that the t-value of P increases,
which is undesirable. Therefore it is best to choose d = α.
Let us now deal with the terms
2
M1/u¨(η,α)
and M2u¨(α,η)+1.
For the choice η = α, we get
2
M1/u¨(η,α)
= 2
M
and M2u¨(α,η)+1 = M3.
For η > α, we obtain
2
M1/u¨(η,α)
>
2
M
and M2u¨(α,η)+1 = M3.
Finally, for η < α, we obtain
2
M1/u¨(η,α)
= 2
M
and M2u¨(α,η)+1 > M3.
Thus choosing α = η yields the smallest values for the terms under consideration, hence the result is
shown. 
We summarize the results from Propositions 1 and 2 in the following theorem.
Theorem 1. Given s ≥ 1, α ≥ 2, and M ≥ q/γ1, the bound for the worst case error of the algorithm
AN,η,s,M in Wα,s,γ using a digital (t, α,min(1, α/d), dm × m, s)-net P over Fq, with N = qm points, is
minimized when choosing d = η = α and then satisfies(
eappN,α,α,s,M(P)
)2 ≤ ( s∏
j=1
(
1+ ξ(α)γj
))( 2
M
+M3 (eintN,α,s(P))2) ,
where eintN,α,s(P) is the worst case integration error of P in Wα,s,γ .
Due to the results in Proposition 2 and Theorem 1wewill in the following always restrict ourselves
to the case where P is a digital (t, α, 1, αm × m, s)-net over Fq and where η = α, i.e., we consider
AN,α,s,M .
Considering the result in Theorem 1, we need to have good upper bounds on the worst case
integration error of a generalized digital net P inWα,s,γ , in order to obtain a good upper bound on the
approximation error. As already mentioned in the proof of Proposition 2, an effective upper bound
was shown in [4]. To be more precise, there it was shown (cf. [26]) that the worst case integration
error of a digital (t, α, 1, αm×m, s)-net over Fq satisfies
eintN,α,s(P) ≤ q−αm+t
∑
∅6=u⊆S
γuCu,α(αm− t + α + 2)|u|α, (7)
where the constants Cu,α = q|u|α
(
q−1 + (1− q1/α−1)−|u|α), and where γu :=∏j∈u γj.
Plugging (7) into Theorem 1 gives the following result:
Corollary 1. Given s ≥ 1, α ≥ 2, and M ≥ q/γ1, the worst case error of the algorithm AN,α,s,M in Wα,s,γ
using a digital (t, α, 1, αm×m, s)-net P over Fq, with N = qm points, satisfies(
eappN,α,α,s,M(P)
)2 ≤ ( s∏
j=1
(
1+ ξ(α)γj
))
×
 2
M
+ M
3
N2α
q2t
( ∑
∅6=u⊆S
γuCu,α(αm− t + α + 2)|u|α
)2 .
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Remark 3. In order to obtain the best rate of convergence, one should choose M such that M−1 ≈
M3N−2α , which yields M ≈ Nα/2. This yields a convergence of the approximation error eappN,α,α,s,M(P)
of O
(
N−α/4(logN)αs
)
.
It is possible to refine Eq. (7), which is going to prove very useful in the following, in particular with
respect to Section 5. To be more precise, it is shown in [4, Section 5] that the worst case integration
error of a digital (t, α, 1, αm×m, s)-net over Fq satisfies the equation
eintN,α,s(P) =
∑
∅6=u⊆S
γu
∑
ku∈Du
rα,|u|,γu(ku), (8)
whereDu denotes the dual net of the projection Pu of P . We recall from Section 2.1 that Pu is a digital
(tu, α, β, n×m, |u|)-net over Fq and we can now refine Lemma 5.2 in [4] to the following result.
Lemma 9. Let P be a digital (t, α, 1, αm × m, s)-net over Fq, with N = qm points, and let ∅ 6= u ⊆ S.
Then for Pu it is true that∑
ku∈Du
rα,|u|,γu(ku) ≤ q−αm+tuCu,α(αm− tu + α + 2)|u|α,
where Cu,α is defined as in Eq. (7).
Proof. The result follows by using exactly the same arguments as in the proof of Lemma 5.2 in [4],
but taking into consideration the refined quality parameter tu of the projection Pu. 
Using Lemma 9 and Eq. (8), we can refine Eq. (7) to
eintN,α,s(P) ≤ q−αm
∑
∅6=u⊆S
qtuγuCu,α(αm− tu + α + 2)|u|α. (9)
Therefore, we obtain the following corollary to Theorem 1.
Corollary 2. Given s ≥ 1, α ≥ 2, and M ≥ q/γ1, the worst case error of the algorithm AN,α,s,M in Wα,s,γ
using a digital (t, α, 1, αm×m, s)-net P over Fq, with N = qm points, satisfies
(
eappN,α,α,s,M(P)
)2 ≤ ( s∏
j=1
(
1+ ξ(α)γj
))
×
 2
M
+ M
3
N2α
( ∑
∅6=u⊆S
qtuγuCu,α(αm− tu + α + 2)|u|α
)2 .
Corollary 2 enables us to give a result that is similar to Lemma 5 in [11]. The point sets used in
the following theorem are constructed from Sobol’ or Niederreiter sequences, which are examples of
digital (t, s)-sequences (see [9,19]), and can be constructed explicitly.
Theorem 2. Let s ≥ 1, α ≥ 2, m ≥ 1 be integers and let q be prime. Let Q ∈ {QSob,QNied} be a digital
(t ′,m, sα)-net over Fq obtained from either the Sobol’ sequence (q = 2) or the Niederreiter sequence.
Furthermore, let P ∈ {PSob, PNied} be a digital (t, α, 1, αm × m, s)-net over Fq, with N = qm points,
constructed from Q as described in Section 2.1. Then it is true that
eintN,α,s(PSob) ≤
2−αm
√
2√
2− 1
s∏
j=1
(
1+ 2 α(α+1)2
( √
2√
2− 1
)α
(αm+ α + 2)α CSob,j,α γj
)
,
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where CSob,j,α = ∏jαk=(j−1)α+1 2α(c−1)(k log2(k + 1) log2 log2(k + 3))α with c being some constant
independent of all parameters, and
eintN,α,s(PNied) ≤
√
2
qαm(
√
2− 1)
s∏
j=1
(
1+ q α(α+1)2
( √
2√
2− 1
)α
(αm+ α + 2)α CNied,j,α γj
)
,
where CNied,j,α =∏jαk=(j−1)α+1(qk logq(k+ q))α .
Proof. We begin by considering the case where Q = QNied is a digital (t ′,m, sα)-net over Fq obtained
from a Niederreiter sequence. Starting from QNied, we use the algorithm outlined in [4, Section 4.4] to
construct a digital (t, α, 1, αm×m, s)-net PNied over Fq. Then, according to Eq. (9), we have
eintN,α,s(PNied) ≤ q−αm
∑
∅6=u⊆S
qtuγuCu,α(αm− tu + α + 2)|u|α.
It is clear that for α ≥ 2, q ≥ 2,
(1− q1/α−1)−1 ≤
( √
2√
2− 1
)
.
Consequently, it follows that for any ∅ 6= u ⊆ S,
Cu,α = q|u|α
(
q−1 + (1− q1/α−1)−|u|α)
≤ q|u|α
1
2
+
( √
2√
2− 1
)|u|α
≤ q|u|α
( √
2√
2− 1
)|u|α+1
.
Hence we can write, using Lemma 1,
eintN,α,s(PNied) ≤
1
qαm
∑
∅6=u⊆S
qαt
′
χα(u)q|u|
α(α−1)
2 γuq
|u|α
( √
2√
2− 1
)|u|α+1
(αm+ α + 2)|u|α.
The construction of the Niederreiter sequence makes use of monic irreducible polynomials in base
q, one polynomial pj for each dimension j, with non-decreasing degrees as the dimension increases.
It is known (see [32]) that t ′χα(u) =
∑
j∈χα(u)(deg(pj)− 1) and deg(pj) ≤ logq j+ logq logq(j+ q)+ 2.
Thus,
qt
′
χα(u) ≤
∏
j∈χα(u)
(qj logq(j+ q)) =
∏
j∈u
(
jα∏
k=(j−1)α+1
(qk logq(k+ q))
)
.
Let CNied,j,α =∏jαk=(j−1)α+1(qk logq(k+ q))α . Consequently,
eintN,α,s(PNied) ≤
√
2
qαm(
√
2− 1)
∑
∅6=u⊆S
∏
j∈u
q
α(α+1)
2
( √
2√
2− 1
)α
(αm+ α + 2)αCNied,j,αγj
≤
√
2
qαm(
√
2− 1)
s∏
j=1
(
1+ q α(α+1)2
( √
2√
2− 1
)α
(αm+ α + 2)αCNied,j,αγj
)
.
Theproof for PSob followsbyusing the fact that the Sobol’ sequencemakes use of primitive polynomials
pj in base q = 2, t ′χα(u) =
∑
j∈χα(u)(deg(pj) − 1), and deg(pj) ≤ log2 j + log2 log2(j + 1) +
log2 log2 log2(j+ 3)+ c , where c is a constant independent of j. 
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5. Tractability
Let us now summarize a few facts about tractability and strong tractability, two concepts widely
used in the research field of Information Based Complexity. For more detailed information on
tractability, we refer to [33–36].
Let us suppose we approximate a function f in a general function spaceW of s-variate functions by
an algorithm AN,s which is a suitable linear combination of N function values. We consider the worst
case error of the algorithm AN,s in the L2 norm,
eappN,s := sup
f∈W
‖f ‖W≤1
∥∥f − AN,s(f )∥∥L2 .
The initial error, associated with A0,s ≡ 0, is
eapp0,s := sup
f∈W
‖f ‖W≤1
‖f ‖L2 .
For ε ∈ (0, 1) and s ≥ 1, we define
Nwor(ε,W ) := min(N : ∃ AN,s such that eappN,s ≤ εeapp0,s ).
We speak of tractability of the L2 approximation problem inW if there exist non-negative numbers
C , p, and a such that
Nwor(ε,W ) ≤ Cε−psa,∀ε ∈ (0, 1), ∀s ≥ 1. (10)
We say that the approximation problem is strongly tractable if (10) holds with a = 0.
Note that inWα,s,γ we conveniently have that the initial error equals 1. We are now going to show
that we can achieve strong tractability inWα,s,γ by using the point sets and results from Theorem 2.
For this purpose we need the following lemma, which is also in analogy to Lemma 5 in [11].
Lemma 10. Let P ∈ {PSob, PNied} be defined as in Theorem 2. If
∞∑
j=1
(
jα∏
k=(j−1)α+1
(k log k log log k)
)
γ
1
α
j <∞ when P = PSob,
∞∑
j=1
(
jα∏
k=(j−1)α+1
(k log k)
)
γ
1
α
j <∞ when P = PNied,
(11)
we have
eintN,α,s(PSob) ≤ CSob,δ2(−α+δ)m
and
eintN,α,s(PNied) ≤ CNied,δq(−α+δ)m,
for any δ > 0, where CSob,δ, CNied,δ are independent of m and s but depend on δ, q, α and γ .
Proof. We set
γ˜j := q α(α+1)2
(
2
1
2
2
1
2 − 1
)α
CNied,j,αγj.
From Theorem 2, it now follows that
eintN,α,s(PNied) ≤
√
2√
2− 1
1
qαm
s∏
j=1
(
1+ (αm+ α + 2)α γ˜j
)
≤
√
2√
2− 1
1
qαm
s∏
j=1
(
1+ C¯αmα γ˜j
)
,
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where C¯α is a constant only dependent on α. Let
T (γ˜ ,m, α) :=
∞∏
j=1
(
1+ C¯αmα γ˜j
)
.
Then,
T (γ˜ ,m, α) =
∞∏
j=1
(
1α +
((
C¯α γ˜j
) 1
α m
)α)
≤
∞∏
j=1
(
1+ (C¯α γ˜j) 1α m)α .
Hence, defining σd :=∑∞j=d+1 (C¯α γ˜j) 1α , d = 0, 1, . . ., where we can assumewithout loss of generality
that all σd > 0, we use the same argument as in the proof of Lemma 3 in [37] to obtain,
log(T (γ˜ ,m, α)) ≤
∞∑
j=1
log((1+ (C¯α γ˜j) 1α m)α)
= α
∞∑
j=1
log(1+ (C¯α γ˜j) 1α m)
≤ α (d log(1+ σ−1d )+ σd(σ0 + 1)m) .
Consequently, T (γ˜ ,m, α) ≤ (1 + σ−1d )dαqσd(σ0+1)
mα
log q . Let δ > 0, then we choose d large enough to
make σd ≤ δ (log q)(σ0+1)α . The desired result is obtained by choosing CNied,δ =
( √
2√
2−1
) (
1+ σ−1d
)dα
. The
result for the Sobol’ sequence can be derived using the same chain of arguments. 
We therefore have shown the following lemma.
Lemma 11. Let s ≥ 1, α ≥ 2, m ≥ 1 be integers, and let q be prime. Let Q ∈ {QSob,QNied} be a digital
(t ′,m, sα)-net over Fq obtained from either the Sobol’ sequence (q = 2) or the Niederreiter sequence.
Furthermore, let P ∈ {PSob, PNied} be a digital (t, α, 1, αm × m, s)-net over Fq, with N = qm points,
obtained from Q as described in Section 2.1. If Condition (11) holds, we have, for any δ > 0,
eappN,α,α,s,M(PSob) ≤
s∏
j=1
(
1+ ξ(α)γj
)1/2 ( 2
M
+ M
3
N2α−δ
C2Sob,δ
)1/2
,
and
eappN,α,α,s,M(PNied) ≤
s∏
j=1
(
1+ ξ(α)γj
)1/2 ( 2
M
+ M
3
N2α−δ
C2Nied,δ
)1/2
,
where N = qm and CSob,δ, CNied,δ are defined as in Lemma 10.
Let us now analyze the error bound in Lemma 11 in more detail and with respect to tractability.
Note first that Condition (11) obviously implies
∑∞
j=1 γj < ∞. Using the property
∏s
j=1(1 + yj) =
exp
(∑s
j=1 log(1+ yj)
) ≤ exp (∑sj=1 yj) for non-negative yj, we can write
s∏
j=1
(
1+ ξ(α)γj
) ≤ exp(ξ(α) s∑
j=1
γj
)
,
and the latter expression can be bounded by a constant C˜α that is independent of N and s if
∑∞
j=1 γj <
∞. Consequently, assuming that Condition (11) holds and choosingM = O(Nα/2), we achieve that the
worst case approximation error using PSob or PNied is of order O
(
N−α/4+δ
)
, with the implied constant
independent of s.
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If, on the other hand, we would like to achieve that the error bound in Lemma 11 is at most ε for
some small ε > 0, we choose ε′ = ε/
(
C˜1/2α
)
and try to chooseM and N = qm such that(
2
M
+ M
3
N2α−δ
C2δ
)1/2
≤ ε′
for Cδ ∈ {CSob,δ, CNied,δ}. This can be achieved by choosing M = 4(ε′)−2 and N such that the second
term in the above equation is no more than the first term. Hence it is sufficient to take N = qm with
m =
⌈
logq
((
C2δM
4/2
) 1
2α−δ
)⌉
,
i.e., N = O
(
ε−
8
2α−δ
)
.
We summarize these results in the following theorem.
Theorem 3. Let s ≥ 1, α ≥ 2, m ≥ 1 be integers, and let q be prime. Let Q ∈ {QSob,QNied} be a digital
(t ′,m, sα)-net over Fq obtained from either the Sobol’ sequence (q = 2) or the Niederreiter sequence.
Furthermore, let P ∈ {PSob, PNied} be a digital (t, α, 1, αm × m, s)-net over Fq, with N = qm points,
obtained from Q as described in Section 2.1. If Condition (11) holds and if we choose M = O(Nα/2), we
have, for any δ > 0,
eappN,α,α,s,M(P) = O(N−α/4+δ).
Furthermore, we achieve strong tractability and the error bound eappN,α,α,s,M(P) ≤ ε is achieved using
N = O
(
ε−
8
2α−δ
)
function values. The implied factors in the O-notation are independent of ε and s.
6. Computational complexity of constructing the setA
In this section we discuss the computational complexities involved in computing the
approximation (3). In order to compute (3), one needs to construct the setA(s,M, η) for some given
values of s, M , and η. Before we investigate the construction cost we give a proposition about some
properties ofA(s,M, η).
Proposition 3. Let s, η ∈ N, M ≥ q/γ1 and u ⊆ S, h ∈ Ns0, so that hj = 0, j ∈ S \ u and hj > 0, j ∈ u.
Then
• 0 ∈ A(s,M, η)
• if h ∈ A(s,M, η), M ≥∏j∈u(q/γj).
Of course, Proposition 3 shows that if M < q/γ1, then it follows that A = {0}. In this case, the
approximation AN,α,s,M(f ) is a constant function.
In the following proposition, we show that the set A(s,M, η) can be constructed in O(M logM)
operations, where the implied constant is allowed to depend on s. The algorithm which achieves this
order is described in the proof of Proposition 4.
Proposition 4. Let s, η ∈ N, andM ≥ q/γ1 be a given real number. The setA(s,M, η) can be constructed
in O(M logM) operations. Further, if Condition (11) is satisfied then the number of operations needed to
construct A(s,M, η) is independent of the dimension s.
Proof. Firstly, for l = 1, . . . , blogq(γ1M)c compute the sets Ul := {h ∈ N : µη(h) = l}. Note that
Ul ∩ Ul′ = ∅ for l 6= l′, {ql−1} ⊆ Ul, and⋃blogq(γ1M)cl=1 Ul ⊆ {1, . . . , bγ1Mc}. Computing the sets Ul can
be done by calculating µη(h) for h = 1, . . . , bγ1Mc and assigning h to the set Uµη(h). As µη(h) can be
calculated in O(logM) operations for 1 ≤ h ≤ γ1M , the sets Ul for l = 1, . . . , blogq(γ1M)c can be
computed in O(M logM) operations. Set U0 = {0}.
562 J. Baldeaux et al. / Journal of Complexity 25 (2009) 544–567
For l = (l1, . . . , ls) ∈∏sj=1{0, 1, . . . , blogq γjMc} define
Vl := {h = (h1, . . . , hs) ∈ Ns0 : hj ∈ Ulj for j = 1, . . . , s}.
Further let ‖l‖1 =
∑s
j=1 lj and u(l) := {1 ≤ j ≤ s : lj > 0}. Then we have
A(s,M, η) =
⋃
l∈Ns0‖l‖1≤logq(γu(l)M)
Vl .
Thus, to construct the set A(s,M, η), we need to find all l ∈ Ns0 such that ‖l‖1 ≤ logq(γu(l)M).
Note that each set Vl has at least one element, as Ul 6= ∅, and Vl ∩ Vl′ = ∅ for l 6= l ′ as Ul ∩Ul′ = ∅ for
l 6= l′. Hence the number of l ∈ Ns0 with ‖l‖1 ≤ logq(γu(l)M) is bounded by the number of elements
in the setA(s,M, η), which is itself bounded byM
∏s
j=1(1+ ξ(η)γj).
Hence the set of l ∈ Ns0 with ‖l‖1 ≤ logq(γu(l)M) can be generated in O(M) operations and
therefore the complexity of generating the setA(s,M, η) is O(M logM) operations.
If Condition (11) is satisfied the number of elements inA(s,M, η) is independent of the dimension
and hence the number of operations needed is independent of the dimension. 
We end this section by discussing the cost of evaluating the algorithm AN,α,s,M for a fixed function
f ∈ Wα,s,γ . For a fixed x ∈ [0, 1)s we requireO(NM logM) operations to evaluate AN,η,s,M(f )(x). Here
the factor logM stems from the evaluation of walh(x) for h ∈ A(s,M, η) (note that the total number
of non-zero digits of all the hj, j = 1, . . . , s is bounded by logqM and hence walh(x) can be evaluated
inO(logqM) operations). The next remark shows that if Condition (11) holds, the evaluation of f (xn),
n = 0, 1, . . . ,N−1 depends on the dimension s, but all other components of the algorithm AN,η,s,M(f )
can be evaluated independent of the dimension.
Remark 4. As our approximation is constant over boxes of the form
s∏
j=1
[Bjq−dj , (Bj + 1)q−dj),
0 ≤ Bj < qdj , where we can choose dj = max(0, blogq γjMc), the approximation takes on only a
finite number of different values. Hence, in principle, one could create a table of all possible function
values together with the boxes in which these function values are attained, thereby saving time if the
approximation is evaluated frequently. The number of different x at which AN,η,s,M(f )(x) needs to be
evaluated is bounded by q
∑s
j=1 dj ≤ ∏s j=1
γjM≥q
(γjM). If Condition (11) is satisfied, then γj converges to 0
as j increases, hence for some j0 ∈ Nwewill have γj0M < q. Then the number of x at which AN,η,s,M(f )
needs to be evaluated is bounded by
∏j0−1
j=1 (γjM), which is independent of the dimension s. Further,
for h = (h1, . . . , hs) ∈ A(s,M, η) we have hj = 0 for j ≥ j0, hence the evaluation of walh(x) and
walh(xl) depends only on j0 and not on s.
As also the number of elements in the setA(s,M, η) is bounded independently of s if Condition (11)
is satisfied, it follows that when constructing a table containing complete information about
AN,η,s,M(f ), only the evaluation of f (xn), n = 0, 1, . . . ,N − 1, depends on the dimension, whereas
all other components of the algorithm are independent of the dimension.
7. Numerical experiments
In this section, we illustrate the algorithm AN,η,s,M when applied to three test problems, each of
them on [0, 1)2:
• f (x1, x2) := x1x2,
• g(x1, x2) := sin(x1) cos(x2),
• h(x1, x2) := sin(4pix1) cos(4pix2).
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Fig. 1. Approximation errors resulting from the application of A2m,2,2,2m to the function f (x1, x2) = x1x2 .
Fig. 2. Approximation errors resulting from the application of A2m,2,2,2m to the function g(x1, x2) = sin(x1) cos(x2).
Note that these functions lie in Wα,2,γ for all α ≥ 2. In the following, we investigate the
approximation error of our algorithm numerically in order to compare its performance with the
upper bounds obtained in Section 4. For the approximation of the Walsh coefficients of our test
functions, we use digital (t, α,min(1, αd ), dm×m, 2)-nets over F2 with d = 2 andm = 1, 2, . . . , 14,
constructed as in [4] from digital (1,m, 4)-nets, m = 1, 2, . . . , 14, which themselves are obtained
by the construction principle by Niederreiter and Xing [38], using an implementation by Pirsic [39].
Furthermore, we set M = Nd/2 = 2md/2, choose η = d = 2, and γ1 = γ2 = 1. It follows from
Proposition 1 and Remark 3 that the upper bound on the worst case approximation error is of order
N−d/4+δ , for all δ > 0, which we now aim to investigate numerically.
Regarding the function f (x1, x2) = x1x2, the L2 approximation errors can be computed analytically
and are given in Fig. 1. The graph suggests that the approximation error converges at a rate ofN−d/2+δ ,
which is of course better than the rate given in Proposition 1.
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Fig. 3. Approximation errors resulting from the application of A2m,2,2,2m to the function h(x1, x2) = sin(4pix1) cos(4pix2).
Fig. 4. Approximation of the function f (x1, x2) = x1x2 .
Dealing with the function g(x1, x2) = sin(x1) cos(x2), we estimate the L2 approximation errors
using numerical integration employing a Sobol’ sequence. The resulting L2 approximation errors are
given in Fig. 2 and again the graph suggests that the approximation error converges at a rate ofN−d/2+δ .
For the function h(x1, x2) = sin(4pix1) cos(4pix2), we again rely on the Sobol’ sequence to estimate
the L2 approximation errors. In this case, the resulting L2 approximation error, see Fig. 3, seems to
converge at a rate that is slower than N−d/2+δ and closer to N−d/4+δ , as our upper bounds suggest.
We conclude this section by showing graphs of the function and the approximationA64,2,2,64, i.e. the
casem = 6, for the functions f , g and h in Figs. 4–6, respectively. Regarding the approximations shown
in Figs. 4–6, we evaluate the algorithm at the points
(xi, xj), i, j ∈ {0, 1, . . . , 255},
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Fig. 5. Approximation of the function g(x1, x2) = sin(x1) cos(x2).
Fig. 6. Approximation of the function h(x1, x2) = sin(4pix1) cos(4pix2).
where
xi = 1256 +
i
(
1− 125600 − 1256
)
255
.
8. Conclusion and future research
In this paper, we established that the worst case approximation error, measured in the L2 norm,
converges at the rateO(N−α/4(logN)αs); in some special cases, this rate can be improved on to result
in a convergence rate of O(N−α/4+δ) and strong tractability can be established. We presented nu-
merical experiments which suggest that some examples perform significantly better than this upper
bound, but others do not. Nevertheless, we have not shown a lower bound on the worst case approx-
imation error, hence we cannot conclude if the convergence rates provided in this paper are optimal
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or not. This will be the subject of our future study. Furthermore, we discussed the cost of constructing
the setA(s,M, η) and in particular how the construction cost depends on the dimension s.
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