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Lisa Rupp, Benjamin Wulff & Kai Christoph Hamborg
Veranstaltungsaufzeichnungen mit LectureSight:
Effekte auf Lernen und Akzeptanz
Abstract
Der Einfluss non-verbaler Kommunikation, insbesondere von Gestik und Mimik, auf 
Lernprozesse ist seit Jahren Forschungsgegenstand der Linguistik und der Psychologie. 
Resultierende Befunde weisen darauf hin, dass Gestik die korrekte Interpretation mehr-
deutiger Wortbedeutungen und damit den Verständnisprozess unterstützt. Zusätzlich wer-
den positive Effekte von Gestik auf die Gedächtnisleistung berichtet. Rezipienten sind in 
der Lage mehr Informationen frei zu reproduzieren sowie komplexe Sachverhalte und 
abstrakte Zusammenhänge besser zu verstehen, wenn gesprochene Instruktionen von Ges-
ten begleitet werden. Gestik dient also dem Zweck der Übermittlung von Informationen 
vom Sprecher zum Zuhörer. In der hier präsentierten Studie wurde die Wirkung der Sicht-
barkeit von Mimik und Gestik des Vortragenden in Veranstaltungsaufzeichnungen auf die 
Lernleistung untersucht. Eine Experimentalgruppe bereitete sich auf eine simulierte Klau-
sur mit einer per ‚LectureSight‘-Technologie erstellten Vortragsaufzeichnung mit nach-
führender Kamera vor, in der der Vortragende stets in Nahaufnahme zu sehen war und 
damit auch seine Gestik und Mimik gut erkennbar waren. Eine Kontrollgruppe verwende-
te die Aufzeichnung desselben Vortrags, aufgezeichnet aus einer, für Vorlesungsaufzeich-
nungen in großen Hörsälen typischen, starren Panorama-Perspektive, wodurch der non-
verbale Ausdruck des Vortragenden weniger klar erkennbar war. Die Ergebnisse der Stu-
die zeigen signifikant positive Effekte auf die Lernleistung für die Proband/inn/en, die die 
‚LectureSight‘-Aufzeichnung verwendeten. Zudem wurde von diesen Proband/inn/en die 
pragmatische Qualität sowie die Attraktivität als Indikatoren für die Akzeptanz der Veran-





Seit seinen Anfängen in den frühen 90er Jahren hat das Konzept des E-Learning an immer 
größerer Bedeutung gewonnen und stellt heute einen zentralen Bestandteil des Lernens 
und der Lehre an vielen Hochschulen dar (Hermann, Lauer & Trahasch, 2006; Keller, 
Hrastinski & Carlsson, 2007). Der Begriff ‚E-Learning‘ umfasst hierbei jede Form des 
Lernens, bei der elektronische Medien bei der Übermittlung von Informationen zum Ein-
satz kommen. Die Anwendungskonzepte reichen dabei von der einfachen unimodalen 
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Präsentation, wie etwa in Form von Audiopodcasts, bis hin zur komplexen multimodalen 
Darbietung unter Einsatz von detaillierten und interaktiven Lernmaterialien. 
Eine besondere und mittlerweile an Universitäten und Hochschulen weltweit verbreite-
te Form von E-Learning (z.B. Ketterl, Schulte & Hochmann, 2010; Rust & Krüger, 2011) 
stellt das Aufzeichnen von Vorlesungen auf Video (Iverson & Goldin-Meadow, 1998) und 
das spätere Bereitstellen des Materials auf Internetplattformen dar (E-Lectures). Dieser 
Ansatz erlaubt Lernenden nicht nur die wiederholte Betrachtung bestimmter Vorlesungs-
inhalte, sondern ermöglicht gleichzeitig einen an die Bedürfnisse und Kapazitäten der 
Lernenden angepassten Lernprozess (Ketterl, Schulte & Hochmann, 2010). Neben diver-
sen Studien, die die positiven Effekte von Vorlesungsaufzeichnungen auf den Lernerfolg 
mit einem Anstieg der Lernmotivation (Fey, 2002), einer Reduktion von Umweltdistrakto-
ren (Glowalla, 2004), der verminderten Notwendigkeit, seine Aufmerksamkeit zu teilen 
(Moreno & Mayer, 2000) und der Anpassung von Lerntempo und Stoffumfang an die ei-
genen Bedürfnisse (z. B. Mertens, Ketterl & Vornberger, 2007) begründen, lieferte Glo-
walla (2004) empirische Belege für die Bedeutsamkeit des Videos selbst. So richten Ler-
nende bei simultaner Präsentation von Video und Präsentationsfolien bis zu 70% ihrer 
Aufmerksamkeit auf das Video und nur etwa 20% auf das Textmaterial. Dieser Effekt 
kehrt sich um, wenn statt des Videos ein statisches Bild des Vortragenden, unterlegt mit 
der entsprechenden Audiospur, präsentiert wird (60% der Aufmerksamkeit liegt in diesem 
Fall auf den Präsentationsfolien und 20% auf dem Bild der Dozent/inn/en). 
Seit 2003 werden solche E-Lectures auch an der Universität Osnabrück verwendet. In 
diesem Kontext werden Vorlesungen auf Video aufgezeichnet und den Studierenden das 
gesamte Semester über das Internet zur Verfügung gestellt. Im Wintersemester 2009 wur-
de der virtPresenter, der bis dahin als Aufzeichnungssystem verwendet und eigens zu die-
sem Zweck vom Zentrum für Informationsmanagement und virtuelle Lehre (virtUOS) der 
Universität Osnabrück entwickelt wurde (Mertens, Ketterl & Vornberger, 2007), von dem 
Open-Source-Projekt ‚Opencast Matterhorn‘1 abgelöst (Ketterl, Schulte & Hochmann, 
2010). Seitdem sind E-Lectures über den ‚Opencast Matterhorn‘ Engage Player verfügbar. 
Die hier vorgestellte Studie beschäftigt sich mit der Realisierung von personenorien-
tierten Großaufnahmen bei Veranstaltungsaufzeichnungen mit Hilfe des ‚LectureSight‘-
Systems und dem Einfluss der hiermit verbundenen besseren Erkennbarkeit von Gestik 
und Mimik von Vortragenden auf die Lernleistung und die Motivation der Rezipienten, 
sich mit den Aufzeichnungen zu beschäftigen, sowie der Akzeptanz des Systems. Im Fol-
genden wird zunächst auf die Befundlage zum Einfluss von Gestik und Mimik auf den 
Lernerfolg eingegangen. Es folgt die Beschreibung des ‚LectureSight‘-Systems sowie an-
schließend die Darstellung der empirischen Studie und deren Ergebnissen. Die abschlie-
ßende Diskussion nimmt Bezug sowohl auf kritische Aspekte der Studie als auch auf Im-
plikationen der Ergebnisse für zukünftige Forschung. 
                                               
1  www.opencast.org/matterhorn (01.07.2014). 
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1.1 Der Einfluss von Gestik und Mimik auf Lernen
In vielen empirischen Studien, die sich vor allem Eye-Tracking-Methoden bedienten, 
konnte gezeigt und belegt werden, dass der Hauptfokus von Zuhörenden im persönlichen 
Gespräch auf dem Gesicht des Gegenübers liegt. Gleichzeitig wird nur ein geringer Teil 
der Gestik des Sprechers (nur 8,8%) direkt fixiert (z.B. Gullberg & Holmqvist, 1999; 
Kendon, 1990). 
Vor dem Hintergrund dieser Erkenntnisse untersuchten Gullberg und Holmqvist (2002) 
den Unterschied im Fixationsverhalten von Zuhörer/inne/n, abhängig davon, ob sie/er 
der/dem Sprecher/in persönlich gegenüber standen oder diese auf Video sahen. Sie nah-
men an, dass die überproportionale Fixation des Gesichts des Gegenübers sozialen Kon-
ventionen geschuldet sei und in der Videobedingung deutlich reduziert werde, sodass nun 
die Mehrheit der Gesten des Sprechers (70% bis 75%) fixiert würde. 
Zwar konnten Gullberg und Holmqvist (2002) in ihrer Studie zeigen, dass in der Video-
bedingung tatsächlich das Gesicht des Gegenübers signifikant weniger häufig fixiert wur-
de, der Hauptfokus allerdings, entgegen der Erwartung, nicht auf die Gestik, die sogar 
noch weniger fixiert wurde, sondern immer noch auf der Mimik des Sprechers lag. Es ist 
also anzunehmen, dass der Mimik des Sprechers eine entscheidende Rolle für die Kom-
munikation von Informationen an die/den Zuhörer/in zukommt. 
Neben der Bedeutung der Mimik konnte in mehreren Studien ebenso der große Ein-
fluss von Gesten für den Informationsaustausch nachgewiesen werden. Auch wenn nur ein 
geringer Teil der Gesten eines Sprechers direkt fixiert wird, so nimmt die/der Zuhörer/in 
diese doch in seinem peripheren Gesichtsfeld wahr. 
Besonders David McNeill (1985; 1992) argumentierte, dass Gesten ein intrinsischer 
Teil von Sprachproduktion und -verstehen seien und zu der gleichen psychischen Struktur 
gehörten wie die gesprochene Sprache selbst. Auf der Grundlage seiner Argumentation für 
die Parallelität von Gestik und Sprache folgerte McNeill, dass Gesten entsprechend der 
Semantik und Pragmatik der von ihnen begleiteten Wörter funktionierten. Daraus leitete er 
die Annahme ab, dass Gesten zusätzliche Informationen enthalten müssten, die durch die 
gesprochene Sprache alleine nicht übermittelt werden. 
Diese Ansicht, die McNeill in seiner Communication Theory vertritt, konnte durch di-
verse empirische Belege anderer Forscher (z. B. Hadar & Pinchas-Zamir, 2004; Özyürek, 
Willems, Kita & Hagoort, 2007) gestützt werden. Holle und Gunter (2007) zeigten, dass 
Zuhörer die Gesten ihres Gegenübers nutzen, um Mehrdeutigkeiten in der Sprache aufzu-
klären. Gestik stellt also ein Mittel zur Erleichterung des Verständnisprozesses dar (Aliba-
li, 1997; Straube, Green, Weiss, Chatterjee & Kircher, 2008). Zusätzlich zu Vorteilen für 
das Sprachverstehen waren bei den Probanden auch Gedächtniseffekte zu beobachten 
(Kelly, Barr, Breckinridge Church & Lynch, 1999; Straube, Green, Weiss, Chatterjee & 
Kircher, 2008). Sie waren in der Lage, signifikant mehr Informationen wiederzugeben, 
wenn diese vorher von Gesten begleitet dargeboten wurden. Das Ersetzen von Gesten 
durch willkürliche Handbewegungen reduzierte diesen Effekt signifikant (Holle & Gunter, 
2007). 
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Diese Befunde können ausgeweitet werden auf den Bereich des Lernens im Allgemei-
nen. Unter anderem zeigten Valenzo, Alibali und Klatzky (2003), dass Instruktionen und 
komplexe Sachverhalte einfacher begriffen werden, wenn diese in ihrer Darstellung von 
Gesten begleitet werden. 
1.2 Das LectureSight System
Das ‚LectureSight‘-System ist eine Open Source Software2 zur automatischen Steuerung 
von sogenannten PTZ- oder Schwenk-Neige-Kameras, die vor allem für den Einsatz bei 
Videoaufzeichnungen von Vorträgen und Vorlesungen gedacht ist. Die Software fungiert 
als virtueller Kameramann und übernimmt automatisch die Bildgestaltung. Wie genau die 
Kamera gesteuert wird, kann von Benutzenden durch kleine Programme, sog. Steuerungs-
strategien festgelegt werden, die im System hinterlegt werden (Wulff & Fecke, 2012).  
Die Software läuft auf handelsüblichen PCs unter dem Betriebssystem Linux. Für die 
Videoanalyse wird eine Grafikkarte benötigt. Dadurch, dass die rechenintensive Video-
analyse gänzlich auf die Grafikkarte ausgelagert ist, besteht die Möglichkeit auf dem glei-
chen Rechner parallel eine Videoaufnahmesoftware wie z. B. Galicaster3 zu betreiben. Das 
System analysiert in Echtzeit das Videobild von einer Übersichtskamera (handelsübliche 
Webcam), findet Personen, die Position des Kopfes und verfolgt diese, solange sie im Bild 
sind. Es können Bereiche in der Szene markiert werden, die wichtig für die Bildgestaltung 
sind (z.B. Bühne/Podium), und solche, die vom System ignoriert werden sollen (z. B. Zu-
schauerraum). Betritt eine Person einen der als wichtig markierten Bereiche, so wird die 
hinterlegte Steuerungsstrategie aktiv und entscheidet, wie die Produktionskamera zu steu-
ern ist.  
Eine simple Steuerungsstrategie, die bei LectureSight standardmäßig installiert ist, ist 
die Strategie ‚Immer-Folgen, nur Schwenk‘: Die Person, die als erstes den Vortragsbe-
reich betritt, wird von der Produktionskamera in Großaufnahme durch Schwenks verfolgt. 
Diese Strategie eignet sich vor allem für Veranstaltungen, in denen stark die Tafel einge-
setzt wird (z. B. Veranstaltungen aus der Mathematik). 
                                               
2  www.lecturesight.org (01.07.2014). 
3  http://wiki.teltek.es/display/Galicaster/Galicaster+project+Home (01.07.2014). 
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Vor dem Hintergrund der oben genannten Forschungsergebnisse zum Effekt von Gestik 
und Mimik auf das Lernen, beschäftigt sich diese Studie mit der experimentellen Untersu-
chung der Effektivität des ‚LectureSight‘-Systems in Bezug auf die Lernleistung und der 
Motivation von Studierenden, sich mit der Veranstaltungsaufzeichnung zu beschäftigen, 
sowie der Akzeptanz des Systems als abhängige Variablen. 
Für die Studie wurde ein ein-faktorielles Design mit zwei Gruppen realisiert, denen die 
Versuchsteilnehmer zufällig zugewiesen wurden. In der ersten Gruppe (‚LectureSight‘-
Gruppe) erhielten die Probanden ein mit dem ‚LectureSight‘-System aufgenommenes Vi-
deo mit dynamischem gezoomten Bildausschnitt, in der zweiten Gruppe (Kontrollgruppe) 
eine mithilfe herkömmlicher Technologie erstellte Aufzeichnung desselben Vortrags, die 
ein statisches Panoramabild lieferte. 
Die folgenden Hypothesen wurden in der Studie untersucht: 
– Abhängig von der Aufzeichnungstechnologie unterscheidet sich die Lernleistung der 
Probanden zugunsten der ‚LectureSight‘-Gruppe. 
– Die Motivation, mit der die Videoaufzeichnung des Vortrags rezipiert wird, ist in 
‚LectureSight‘-Gruppe stärker ausgeprägt als in der Kontrollgruppe. 
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– Die Akzeptanzwerte für die ‚LectureSight‘-Aufzeichnungstechnologie sind besser als 
in der Kontrollgruppe. 
Die erste Hypothese wird mit der Communication Theory begründet. Diese Theorie 
nimmt, wie einleitend dargestellt, an, dass Gestik zusätzliche Informationen an die/den 
Zuhörer/in übermittelt, die in der gesprochenen Sprache alleine nicht enthalten sind. Auf 
dieser Argumentation aufbauend ist anzunehmen, dass die Menge an erinnerten Informati-
onen aus Veranstaltungsaufzeichnungen abhängig vom Grad der Erkennbarkeit von Gestik 
und Mimik des Vortragenden ist. Es wird erwartet, dass die ‚LectureSight‘-Gruppe eine 
bessere Testleistung sowohl für Recall- als auch für Recognition-Aufgaben zeigt. 
Der zweiten und dritten Hypothese liegt die Annahme zugrunde, dass die bessere Er-
kennbarkeit der Gestik und Mimik der Dozentin bzw. des Dozenten, wie sie im Lecture-
Sight-Video gegeben ist, die Informationsaufnahme erleichtert (z. B. Kelly, Barr, Breckin-
ridge Church & Lynch, 1999), und sich damit einhergehend positiv auf die Motivation, sich 
mit dem Stimulusvideo zu beschäftigen, als auch auf die Akzeptanz der Aufzeichnung aus-
wirkt. 
Das Experiment wurde in zwei Teilen durchgeführt. Im ersten Teil sahen Versuchsteil-
nehmer/innen eine 30-minütige, mit der jeweiligen Technologie erstellte Videoaufzeichnung 
eines Vortrages über das Thema der Phrenologie. Das Vortragsthema wurde gezielt so ge-
wählt, dass bei den Versuchsteilnehmer/inne/n möglichst wenige Vorkenntnisse bestanden, 
der Inhalt aber dennoch für alle gut verständlich und nachvollziehbar war.  
Die Erfassung der abhängigen Variablen (Lernleistung, Motivation und Akzeptanz), 
erfolgte am Folgetag in einer simulierten Klausursituation. Neben einem Leistungstest zur 
Überprüfung der aus dem Video behaltenen Informationen wurde den Versuchsteilneh-
mer/inne/n der AttrakDif-2.0-Fragebogen (Hassenzahl, Burmester & Koller, 2003) zur 
Erfassung der Akzeptanz vorgegeben. 
2.1 Versuchspersonen
Die Versuchsteilnehmer/innen waren 60 Studierende der Universitäten Osnabrück und 
Münster im Alter von 17 bis 35 Jahren. Voraussetzung für die Teilnahme an der Studie 
war Deutsch als Muttersprache. Vorherige Erfahrungen mit E-Lectures oder dem ‚Open-
cast Matterhorn‘-System war nicht notwendig. 
Die Versuchsteilnehmer/innen wurden randomisiert einer von zwei Gruppen zugeord-
net, die je aus 30 Teilnehmer/inne/n bestanden. Der Experimentalgruppe (‚LectureSight‘-
Gruppe) wurde als Stimulusmaterial ein Video vorgegeben, das mit dem ‚LectureSight‘- 
System aufgenommen wurde. Die Kontrollgruppe erhielt die Videoaufzeichnung mit stati-
schem Panoramabild als Stimulus. 
2.2 Stimulusmaterial
Das Stimulusmaterial für beide Gruppen wurde parallel mit zwei Sony EVI-D70p 
Schwenk-Neige-Kameras produziert, von denen eine auf eine feste Perspektive eingestellt 
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war und die andere mit dem ‚LectureSight‘-System gesteuert wurde. ‚LectureSight‘ war 
auf die Steuerungsstrategie „Immer Folgen, nur Schwenk“ (siehe 1.2) konfiguriert. Beide 
Kameras wurden in geringem Abstand zueinander an der Hinterseite des Seminarraums 
mit einem Abstand von 18 Metern von der Tafel positioniert. Das Videosignal der beiden 
Kameras wurde mittels zweier Hauppauge WinTV-PVR USB 2 Framegrabber digitali-
siert, in die jeweils beide die Audioausspielung der Mikrofonanlage des Raumes einge-
speist wurde. Die beiden gemixten und digitalisierten AV-Streams wurden auf einem 
ThinkPad X200-Computer mit der freien Videoencoding-Software Mencoder zu Videoda-
teien im Mpeg4-Format mit MP3-Audiospur encodiert und gespeichert.  
 
 
Abbildung 2: Stimulusmaterial im Engage Player: oben Totale (Kontrollgruppe), unten Nahauf
nahme mit nachführender Kamera (‚LectureSight‘ Gruppe) (eigene Darstellung)
Für die Präsentation im Experiment wurde das Rohmaterial in einen ‚Opencast Matter-
horn‘-1.4.0-Server eingespeist und mit der Standardverarbeitungskette ‚Analyse, Compo-
se, Distribute‘ zu Flash-Videos für die Auslieferung im sogenannten Engage-Player von 
‚Matterhorn‘ verarbeitet. Dabei wurde beiden Aufnahmen jeweils das synchronisierte Fo-
lien-Video hinzugefügt, das ebenfalls bei dem Vortrag mittels Epiphan VGA2USB aufge-
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zeichnet wurde. Der einzige Unterschied zwischen dem, was den beiden Gruppen im Ex-
periment präsentiert wurde, war also die Videospur des Vortragenden (vgl. Abbildung 2). 
2.3 Durchführung des Experiments
Die Teilnehmer/innen der Studie wurden unter dem Vorwand rekrutiert, an einem Ge-
dächtnisexperiment teilzunehmen. Im Verlauf des Experiments wurde sichergestellt, dass 
keinem der Versuchsteilnehmer/innen bewusst war, dass der Einfluss des Grades der Er-
kennbarkeit von Gestik und Mimik des Vortragenden im Video auf ihre Lernleistung un-
tersucht wurde. 
Im ersten Teil des Experiments bekamen die Teilnehmer/innen ihren personalisierten 
Link zu der Seite des ‚Opencast Matterhorn‘-Engage Players mit dem Stimulusvideo per 
E-Mail zugeschickt. Sie wurden instruiert, das Stimulusvideo in der gleichen Art und 
Weise zu behandeln, wie sie dies auch mit anderen Vorlesungsaufzeichnungen, die sie im 
Verlauf ihres Studiums nutzen, tun würden. Alle Versuchsteilnehmer/innen konnten Ort, 
Zeit und Endgerät für die Nutzung es Stimulusvideos frei wählen. Teilnehmer/innen, die 
zusätzlich Notizen anfertigten, wurden gebeten, diese am Testtag mitzubringen. 
Sowohl das ‚LectureSight‘-Video als auch das Kontroll-Video wurden über den  
‚Opencast Matterhorn‘-Engage-Player zur Verfügung gestellt. Beide Videos wurden syn-
chronisiert mit den Folien des Vortrags präsentiert. Ein Umschalten des Präsentationsmo-
dus (z.B. Vollbild) war nicht möglich. Über das im Engage-Player enthaltene UserTra-
cking-System wurden alle Aktivitäten der Teilnehmer/innen auf der Internetseite des 
Players aufgezeichnet und so sichergestellt, dass jede/r Teilnehmer/in das Video genutzt 
hatte. 
Der Test zur Erfassung der Recognition- und Recall-Leistung der Teilnehmer/innen 
wurde am Folgetag durchgeführt. Um eine möglichst authentische Klausursituation herzu-
stellen, wurde der Test in Papierform als Gruppentest administriert. Der Test beinhaltete 
16 Fragen, von denen neun im Multiple-Choice-Format mit jeweils nur einer richtigen 
Antwort gestellt waren. Diese Fragen dienten der Erfassung der Recognition-Leistung. 
Die restlichen sieben Fragen enthielten ein offenes Antwortformat und erforderten die 
freie Reproduktion der Vortragsinhalte (Recall). Die Bearbeitungsdauer für den Test be-
trug 30 Minuten. 
Nach Beendigung des Tests bearbeiteten die Versuchsteilnehmer/innen einen Fragebo-
gen zur Erfassung ihrer Akzeptanz des Stimulusvideos. Zusätzlich wurde ihnen der in 
Form eines siebenstufigen semantischen Differentials gestaltete Attrakdiff2.0-Fragebogen 
(Hassenzahl, Burmester & Koller, 2003) vorgelegt, wobei hier besonders die Subskalen 
Pragmatische Qualität (PQ), Hedonische Qualität Stimulation (HQs) und Attraktivität 
(ATT) betrachtet wurden. Die PQ-Skala erlaubt die Bewertung einer Anwendung in Be-
zug auf deren Effektivität und Effizienz, während die HQs-Skala Gefallensaspekte und die 
ATT-Skala die Attraktivität eines Produktes aus Sicht des Nutzers erfasst. 
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2.4 Datenanalyse
Eine der Datenanalyse vorangestellte Box-Plot-Analyse identifizierte drei Ausreißer mit 
auffällig langen Rezeptionszeiten der Aufzeichnungen, die von der weiteren Analyse aus-
geschlossen wurden. Alle drei Ausreißer stammten aus der ‚LectureSight‘-Gruppe, deren 
Größe auf N=27 reduziert wurde. 
2.4.1 Lernleistung
Zur Bestimmung der Lernleistung wurde ein Korrekturschema erstellt, das die korrekten 
Antworten für alle Multiple-Choice-Fragen des Recognition-Tests sowie Musterantworten 
für alle offenen Fragen des Recall-Test enthielt. In den Musterantworten war hervorgeho-
ben, welche Aussagen notwendigerweise vorhanden sein mussten, damit die Antwort als 
richtig und vollständig gewertet werden konnte. Ein neutraler Beurteiler, dem das Ziel der 
Studie nicht bekannt war, wurde gebeten, die Tests mithilfe des Korrekturschemas auszu-
werten. Die Übereinstimmung der Bewertungen des Versuchsleiters und dem neutralem 
Beurteiler betrug 100%. 
Für jede richtig beantwortete Multiple-Choice-Frage wurde ein Punkt vergeben. Für 
die offenen Fragen konnten jeweils, abhängig von der Vollständigkeit der Antwort, bis zu 
drei Punkte erzielt werden. Der Summenwert für den Recognition-Test betrug maximal  
neun Punkte, für den Recall-Test 21 Punkte. 
Für die deskriptive Beschreibung der Ergebnisse der Lernleistung wurden die Daten 
des Recognition-Tests durch eine lineare Transformation dem Skalenspektrum des Recall-
Tests angeglichen. Die Signifikanztestung der Unterschiede zwischen den Gruppen erfolg-
te verteilungsbedingt mittels eines Mann-Whitney U-Test. 
2.4.2 Motivation
Das Konzept der Motivation erklärt die Richtung, Persistenz und Intensität menschlichen 
Verhaltens (Heckhausen & Heckhausen, 2005). Als Indikatoren für die Motivation der 
Proband/inn/en, das Video zu nutzen, wurde die Zeit, die die Versuchsteilnehmer/innen 
mit der Rezeption des Videos verbrachten (Nutzungsdauer), als Operationalisierung der 
Persistenz des Verhaltens sowie die Anzahl der Pausen und Sprünge, die während dieses 
Zeitraums im Video vorgenommen wurden, als Operationalisierung der Intensität des 
Verhaltens erfasst. Diese Angaben wurden den UserTracking-Daten entnommen. Die Nut-
zungsdauer wurde gemessen von dem Zeitpunkt, an dem das Video gestartet wurde, bis zu 
dem Zeitpunkt, an dem das Video beendet wurde (in Minuten). Für beide Gruppen wurden 
Mittelwerte und Standardabweichungen sowohl für die Nutzungsdauer wie auch für die 
Anzahl der Sprünge und Pausen berechnet. Verteilungsbedingt wurden die Unterschiede 
zwischen den Gruppen mit einem Mann-Whitney U-Test auf Signifikanz getestet. 
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2.4.3 Akzeptanz
Bei der Auswertung der deskriptiven Daten des Fragebogens zur Akzeptanz des Stimulus-
videos war die subjektive Einschätzung der Versuchsteilnehmer/innen, worauf sie wäh-
rend der Nutzung des Videos ihre Hauptaufmerksamkeit gerichtet hatten, von besonderem 
Interesse.  
Für die bessere Verständlichkeit der Ergebnisse des AttrakDiff2.0-Fragebogens, wurde 
die ursprüngliche Skalierung mit den numerischen Ankern 1 und 7 auf die Ausprägungen 
-3 bis +3 umkodiert. Für negativ formulierte Items wurden die Skalenwerte vor der weite-
ren Analyse umgekehrt. Für jede Subskala wurden Mittelwerte und Standardabweichun-
gen berechnet. Eine einfaktorielle ANOVA diente der Überprüfung der Unterschiede zwi-
schen den Gruppen auf Signifikanz. 
2.5 Ergebnisse
2.5.1 Lernleistung
Für die Recognition-Aufgaben erhielten die Proband/inn/en der ‚LectureSight‘-Gruppe im 
Durchschnitt M=14,61 Punkte mit einer Standardabweichungen von SD=3,21, wohingegen 
Versuchsteilnehmer/innen der Kontrollgruppe im Durchschnitt M=11,82 Punkte bei einer 
Standardabweichung von SD=3,77 erreichten (transformierte Werte). Der Mann-Whitney 
U-Test zeigt einen signifikanten Unterschied zwischen den Gruppen (p=.004) mit mittlerer 
Effektstärke ( =0,377).
Im Recall-Test erreichten die Teilnehmer/innen der ‚LectureSight‘-Gruppe durch-
schnittlich M=10,02 Punkte mit einer Standardabweichung von SD=3,155. Mitglieder der 
Kontrollgruppe erreichen M=5,00 Punkte mit einer Standardabweichung von SD=2,822. 
Auch für den Recall-Test zeigt sich ein signifikanter und in diesem Fall großer Effekt zu-
gunsten der ‚LectureSight‘-Technologie (p=0,000,  =0,649) (vgl. Tabelle 1).
 
Tabelle 1: Auswertung der Testergebnisse für Recognition und Recall (eigene Darstellung)

















Erläuterungen: *auf Basis der transformierten Werte berechnet
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2.5.2 Motivation
Die Versuchsteilnehmer/innen der Studie verbrachten im Durchschnitt 38,40 Minuten mit 
der Nutzung des Videos. Während dieser Zeit sprangen sie 1,04 Mal an frühere oder spä-
tere Stellen des Videos und hielten dieses 1,28 Mal an. Auf Grund der stark von der Nor-
malverteilung abweichenden Daten wurde der Gruppenvergleich per U-Test vorgenom-
men. 
Die Teilnehmer/innen der ‚LectureSight‘-Gruppe interagierten im Median 33,50 Minu-
ten mit dem Aufzeichnungsvideo. Darin enthalten waren im Median 1,00 Sprünge und 
1,00 Pausen. Die Teilnehmer/innen der Kontrollgruppe interagierten im Median 33,97 
Minuten mit dem Video. Während dieser Zeit sprangen sie 0,5 Mal an andere Stellen im 
Video und stoppten dieses 1,00 Mal. Die statistischen Tests zeigen für keinen der Indika-
toren einen signifikanten Unterschied zwischen Gruppen. 
Tabelle 2: Auswertung der UserTracking Daten zur Erfassung der Motivation
(eigene Darstellung)




















Zusammenfassend bewerteten die Teilnehmer/innen die Veranstaltungsaufzeichnungen 
sehr positiv und gaben mehrheitlich an, das Gefühl zu haben, von diesem Angebot zu pro-
fitieren. Als Hauptgründe nannten sie hierfür die Möglichkeit, bestimmte Inhalte in ihrem 
eigenen Lerntempo wiederholen zu können, sowie die erhöhte zeitliche Flexibilität.  
Nur acht der insgesamt 60 Versuchsteilnehmer gaben an, bei der Nutzung des Stimu-
lusvideos hauptsächlich auf das Video selbst geachtet zu haben. Etwa die Hälfte gab an, 
nur die Audiospur beachtet zu haben. Die restlichen Teilnehmer/innen gaben an, ihre 
Aufmerksamkeit auf die Vortragsfolien gerichtet zu haben, bzw. zwischen den Vortrags-
folien und der Audiospur geteilt zu haben. 
Die Auswertung des AttrakDiff2.0-Fragebogens zeigt einen signifikanten Unterschied 
mit mittlerer Effektstärke ( 2=0.070) zwischen den Gruppen für die Subskala Pragmati-
sche Qualität (p=0,046). Für die Subskalen Hedonische Qualität – Stimulation und Attrak-
tivität finden sich Irrtumswahrscheinlichkeiten von p=0,575 bzw. p=0,060. Der sich für 
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die Attraktivitätsbewertung andeutende Trend weist eine mittlere Effektstärke auf 
( 2=,063). 
Tabelle 3: Auswertung des AttrakDiff2.0 zur Erfassung der Akzeptanz (eigene Darstellung)






























Ziel der Studie war es, den Effekt der ‚LectureSight‘-Technologie im Vergleich zu einer 
herkömmlichen Aufzeichnungstechnologie mit statischem Panoramabild auf die Lernleis-
tung, die Motivation, die Aufzeichnungen zu rezipieren sowie deren Akzeptanz. 
Um die Lernleistung zu erfassen, wurde den Proband/inn/en ein Lerntest (Recognition- 
und Recall-Test) vorgelegt, dessen Fragen sich auf den Inhalt der am Vortag angeschauten 
Veranstaltungsaufzeichnung bezogen. Es finden sich signifikante Unterschiede sowohl für 
die Recogniton- als auch für die Recall-Leistung zugunsten der ‚LectureSight‘-Gruppe mit 
mittlerer bzw. großer Effektstärke. 
Diese Ergebnisse stützen die Hypothese zum Einfluss von Gestik und Mimik auf den 
Lernprozess entsprechend der Communication Theory (Kelly, Barr, Breckinridge Church 
& Lynch, 1999; Straube, Green Weiss, Chatterjee & Kircher, 2008), nach der Lernende 
signifikant mehr Informationen erinnern, wenn diese von Gesten begleitet präsentiert wer-
den. Obwohl nur ein kleiner Teil der Versuchsteilnehmer/innen (vier in jeder Gruppe) in 
der vorliegenden Untersuchung angaben, hauptsächlich auf den Vortragenden geachtet zu 
haben, scheint es doch evident, dass Proband/inn/en aus der ‚LectureSight‘-Gruppe von 
der besseren Erkennbarkeit der Gestik und Mimik des Vortragenden profitierten. 
Als Indikatoren für die Motivation, das Stimulusvideo zu nutzen, wurden die Zeit, die 
die Versuchspersonen nutzten, um mit dem Video zu interagieren, sowie die Anzahl der 
Pausen und Sprünge im Video bestimmt. Die Hypothese, dass für die ‚LectureSight‘-
Gruppe eine signifikant höhere Motivation zu erwarten war, konnte jedoch nicht bestätigt 
werden, d.h. die Effekte in Bezug auf die Lernleistung lassen sich nicht durch die Intensi-
tät der Auseinandersetzung entsprechend der getroffenen Operationalisierungen erklären. 
Die Analyse der Akzeptanz der Aufzeichnungstechnologie zeigte, dass die ‚Lecture-
Sight‘-Aufzeichnung sowohl hinsichtlich ihrer Effektivität und Effizienz sowie ihrer At-
traktivität statistisch signifikant bzw. mit einer deutlichen Tendenz besser bewertet wurde.  
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Zusammenfassend deuten die Befunde damit recht klar darauf hin, dass Lernende von 
dem ‚LectureSight‘-System mit Bezug auf die Lernleistung stark profitieren können. Ein 
Effekt, der sich auch in den Akzeptanzwerten des Systems widerspiegelt. 
3.1 Kritische Betrachtung der Studie
In Bezug auf die hier durchgeführte Studie müssen einige Aspekte kritisch betrachtet werden. 
Obwohl die Versuchsteilnehmer/innen im Vorfeld der Studie instruiert wurden, sich 
nicht besonders auf den nachfolgenden Wissenstest vorzubereiten, ist es möglich, dass die 
Versuchsteilnehmer/innen mehr Zeit mit dem Stimulusvideo verbrachten, als sie dies mit 
einer normalen Veranstaltungsaufzeichnung getan hätten. Obwohl beide Experimental-
gruppen identisch instruiert wurden und damit mit keiner systematischen Verzerrung der 
Betrachtungszeiten der Aufzeichnungen gerechnet werden muss, ist dies trotzdem ein Fak-
tor, der in zukünftigen Studien kontrolliert werden sollte. 
Ein anderer Aspekt, der bei der Betrachtung der Ergebnisse dieser Studie berücksich-
tigt werden sollte, ist die technische Qualität der Stimulusvideos. Teilnehmer/innen beider 
Gruppen klagten über die sehr leise Audiospur. Ob dies auf technische Probleme in der 
Videoproduktion oder auf Fehler der Endgeräte der Teilnehmer/innen zurückzuführen ist, 
bleibt unklar. Da beide Videoaufzeichnungen in der Postproduktion mit ein und derselben 
Audiospur unterlegt wurden, blieb die Audiobedingung über beide Gruppen identisch. 
Trotzdem kann nicht ausgeschlossen werden, dass sich die geringe Lautstärke auf die er-
fassten abhängigen Variablen ausgewirkt hat, z.B. indem sie die Teilnehmer/innen dazu 
veranlasste, ihre Hauptaufmerksamkeit auf die Audiospur anstatt auf das Video zu lenken. 
Dieser Faktor sollte wiederum in weiteren Studien berücksichtigt werden. 
Dessen ungeachtet können die Befunde dieser Studie als vielversprechend bezüglich 
des Potenzials des ‚LectureSight‘-Systems bewertet werden. Für weitere Untersuchungen 
zur Wirksamkeit des Systems bietet es sich an, neben der Replikation der vorliegenden 
Befunde nach Mechanismen zu forschen, die die Wirksamkeit des ‚LectureSight‘-Systems 
auf die Lernleistung zu erklären in der Lage sind. In der vorliegenden Untersuchung wur-
de diesbezüglich die Motivation, insbesondere die Persistenz und Intensität der Pro-
band/inn/en, die Aufzeichnungen zu rezipieren adressiert, ohne jedoch Effekte zu zeigen. 
Ein alternativer Ansatzpunkt könnte in der genaueren Betrachtung der Aufmerksamkeits-
wirkung der Vortragsaufzeichnungen in Abhängigkeit von der Aufzeichnungstechnologie 
liegen, z.B. mit Fokus auf die Verteilung der Aufmerksamkeit auf die Mimik und Gestik 
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