Abstract-Inaccurate motor parameters can lead to an inefficient motor control. Although several motor estimation methods have been utilized to estimate motor parameters, it is still challenging to ensure a good level of confidence in the estimation. In this paper, we propose a novel offline induction motor parameter estimation method based on sparse grid optimization algorithm. The estimation is achieved by matching the response of machines mathematical model with recorded stator current and voltage signals. This approach is noninvasive as it uses external measurements, resulting in reduced system complexity and cost. A globally optimal point was found by sampling on the sparse grid, which was created using the hyperbolic cross points and additional heuristics. This has resulted in reducing the total number of search points, and provided the best match between the mathematical model and measurement data. The estimated motor parameters can be further refined by using any local search method. The experimental results indicate a very good agreement between estimated values and reference values.
conditions rather than using actual operating conditions. It is well known that these parameters are influenced by not only the load level (LL) but also environmental factors [3] . Especially, the dramatic change occurs in the stator resistance with temperature when the induction motor operates at low speed with heavy loads [4] . The stator resistance variation results in deviation in the stator flux and hence has severe impact on the motor speed estimation. Therefore, an accurate estimation of the stator's resistance is very important to ensure stable operation at very low speed [5] . Based on this information, it is very important to track the motor's parameters variation during the normal operating conditions.
The recent development of sensorless control method has led to a number of induction motor parameters estimation approaches. In [6] , the induction motor model has been linearized to enable direct application of the least-squares identification algorithm. In addition to model parameters, this real-time estimation method also provides an estimate of the rotor flux component of induction motors, which can be useful for fieldoriented controlled schemes based on nonlinear control theory. Extended Kalman filter based methods have the capacity of performing the simultaneous identification of states and parameters under measurement noise [7] . That is the reason why such methods have been widely applied in the sensorless induction motor control despite the complex computational requirements needed by these methods. Another method is the model reference adaptive system (MRAS), which is a generic approach based on a mathematical model [8] . Within MRAS framework and with the aid of error cost function, the parameters of the model are optimized to match the model outputs with the measured outputs. The key point of this method lies in the choice of the parameter estimation algorithm which guarantees finding a global minima of the cost function. The MRAS has been utilized in motor parameter estimation [9] and speed sensorless motor drive [10] , [11] . Among literature, some methods only emphasize on identification of stator flux linkage vector, stator, and rotor resistance and rely on the accuracy and stability of other machine parameters, which might change during the operation, e.g., slip, rotor inertia constant, and stator magnetizing inductance [12] , [13] . Other methods require some special conditions or complex mathematical processing [14] . In particular, solving high-order mathematical models are computationally intensive [15] .
To overcome the aforementioned problems, we propose an offline motor parameter identification method using MRAS framework that uses a global optimization algorithm based on sparse grid method, namely, the hyperbolic cross point (HCP) algorithm [16] for motor parameters estimation. The proposed algorithm conducts search on sparse grid of points instead on the full grid of points or randomly selected points (Monte Carlo approach). Therefore, the HCP algorithm shortens the search time and computational cost. The method has been successfully applied in power industry, such as induction motor faults diagnostic [17] , transmission line faults diagnostic [18] , and in modeling the pebble bed nuclear reactor [19] . This is the first time that the HCP algorithm is employed to offline motor parameter estimation. The offline identification is essential to provide accurate initial parameters for machine control [14] . The proposed offline parameter estimation is based on two assumptions: the used measurements are from a short time recording of the stator voltage and current signals (less than 1 s) and the variations of motor parameters are negligible in this short period.
The HCP algorithm-based motor parameter estimation has the following advantages.
1) The motor parameter estimation is a high-dimensional task, which normally includes at least five physical parameters to be estimated. Using HCP algorithm, multiple motor parameters can be obtained in only one run. Hence, it avoids errors due to constant machine parameters assumption [20] .
2) The proposed algorithm has rigorous mathematical base in the function approximation theory and can be adaptive by introducing very simple heuristics. Application of certain heuristics can make the HCP algorithm adaptive and further increase the computation efficiency. Compared to genetic algorithm-based method [21] , [22] , this method creates little computational burden with similar relative error of around 5%.
3) The proposed method is low cost and technically simple.
It does not require special test signals or configuration of machine [20] , [23] . The required current and voltage can be readily measured from switchboard. This paper is organized as follows. Section II presents the induction motor mathematical model. The proposed motor parameter estimation method is described in Section III. The simulation results and experimental validations are given in Sections IV and V, respectively. Section VI concludes the current work and suggests new areas for investigation.
II. INDUCTION MOTOR MATHEMATICAL MODEL
The proper selection of an induction motor model structure and its parametrization are critical since they influence both the observability and identifiability. The dynamic mathematical model of an induction motor usually is represented in the stationary a, b, and c reference frame in terms of voltage, current, and flux linkage as follows [24] , [25] : 
where θ r is rotor angular position; L sr is the mutual inductance between stator and rotor windings. L ls and L lr are the stator and rotor winding leakage inductance, respectively. L s and L r are the magnetizing inductance of stator and rotor winding, respectively. The peak value of stator-to-rotor mutual inductances L L L sr is equal to the transpose of rotor-to
The magnetizing inductance of rotor winding L r and mutual inductance L sr can be expressed as [24] 
where N r and N s are the winding turns of rotor and stator, respectively. In some induction motor parameters estimation methods, the above induction machine model are usually simplified to reduce the computational requirement, using reduced-order motor model [26] or considering the steady state and neglecting the dynamic models [27] . In the proposed global optimization method, the motor parameters are estimated based on both transient and steady-state responses. As a result, the accuracy of the estimated parameters has been significantly increased, as will be discussed in the Section IV. The three phase induction model is transferred from abc to αβ frame. The transformation matrix T αβ is defined as [24] T αβ = 2 3 The transformation matrix for rotor is T r (θ r ) × T αβ , where
Applying these two transformation matrices (1)- (4) and replacing L r and L sr with L s using (8), the mathematical model of an induction motor in the αβ reference frame can be written as
where ω r is rotor speed,
The motor LL estimation is also an important aspect in sensorless vector control. It is usually estimated based on the stator voltages and currents. The rotor equation of motion can be written as [24] 
where ω b is base frequency and H is the inertia constant, which is one of the motor parameters to be estimated. The electromagnetic torque T EM can be calculated by
where P is the number of poles; λ αβ s and i αβ s are stator flux and current in αβ frame, respectively. The externally applied mechanical torque T Ex is related to the LL,
where P B is the rated power output of the machine. Fig. 1 shows the equivalent circuit model of a threephase induction motor in the αβ reference frame. Based on the mathematical equations and equivalent circuit, a MAT-LAB/SIMULINK model has been constructed. The detailed realization in SIMULINK are omitted here and interested readers are referred to [28] .
III. MOTOR PARAMETER ESTIMATION USING SPARSE GRID OPTIMIZATION ALGORITHM

A. Scheme of Motor Parameter Estimation
The scheme of the proposed parameter estimation method is shown in Fig. 2 . The recorded three-phase voltages are imported into the model, described in Section II. The stator currents i αs and i β s are generated based on the motor model (for specified parameters) and the recorded stator voltages. On the other hand, the recorded stator currents are transferred from abc frame to αβ frame by using (9) . The measured currents i αβ s and simulated currents i αβ s are then compared in the cost function. In this study, the sum of squared residual (SR) is utilized as the cost function F SR ,
where N is the total number of samples. The total number of samples is related to the sampling frequency and time window length. Longer time window length will increase the accuracy and the computation time will increase as well. The effect of the time window length will be discussed in Section IV. If the cost function is not satisfied (i.e., F SR is above the threshold), F SR is sent to the global optimization algorithm and a new point in the parameter space is generated using the HCP algorithm. Using the new set of parameters, the stator currents are generated again and compared with the recorded currents in the cost function. The search process continues until the value of cost function is below a specified threshold. As a nonintrusive parameter estimation method, the estimation processing is only based on the stator voltages and currents. It does not require any additional sensoring and, therefore, reduces the cost and impact on the machine. Although the proposed approach is illustrated for the three-phase induction motor parameter estimation, it is feasible to extend its use for the other machine types by using the corresponding motor model.
B. Sparse Grid Optimization Algorithm
The sparse grid method provides an acceptable accuracy with modest number of search points for high-dimensional optimization problems. 
, which is nearly as good as the conventional full grid methods. Various types of sparse grids have been developed based on the well-known discretization rules, such as the Clenshaw-Curtis, Gauss-Patterson, Gauss-Chebyshev, and HCP. In this paper, the motor parameter estimation is conducted on the HCP sparse grid and thus the optimization algorithm is named HCP algorithm [16] . The major advantage of this algorithm is that the adaptiveness, easily achieved via implementation of simple heuristics, which significantly reduces the number of searching points in parameter space and improves the efficiency.
1) HCP and Its Level: The explanation of the HCP algorithm starts from the definition of the HCPs. In one dimension, any point x ∈ [−0.5, 0.5] with dyadic coordinates
is a hyperbolic cross point [16] , where k is donated as Level. The first parameter of HCP k controls the total number of points to be evaluated. Fig. 3 shows the full grid points and HCPs with k = 5. The total number of points of full grid and HCPs are 33 2 and 147, respectively. 2) HCP Algorithm: The explanation of the HCP algorithm is based on a d dimension function Y = f (X). In our application, Y is the cost function (18) and X are parameters to be Each neighbor only differs in one coordinate from X. In other words, an arbitrary neighbor only has the ith element differs with X. The ith element x i is calculated by [16] 
Thus, all generated neighbors have the same Level of k + D. The order of HCP is assigned into the Rank R in the property matrix, i.e., R = 1 is the global minimum of the given function. In the next step, the best point X is selected based on the Goodness-Criterion G, denoted as [16] 
where α is the adaptiveness parameter in the range of [0, 1]. The HCP with the minimal G is chosen as the best point X and the D of this point is added 1. The algorithm iterates until it reaches the stop criteria. Using the Goodness-Criterion, the algorithm can control the preference of the search region. For example, with α = 1, the algorithm conducts search on the regions where few samples have been chosen, i.e., nonadaptive global search; with α = 0, the algorithm conducts search on the regions where small function values have been detected, i.e., adaptive local search. The last parameter is defined to avoid the unnecessary search around local minima. In other words, the algorithm will exclude a box of side length of and center of local minima. The HCP algorithm parameters α and have great impact on the search time and accuracy. As a rule of thumb, the value of α usually decreases with the increase of the dimension d. The large value of is often selected in high dimensional functions [16] .
IV. SIMULATION RESULTS AND DISCUSSION
A three-phase induction motor is utilized to check the proposed method validity. The used motor parameters are given in Table I . Since the stator winding leakage inductance (L ls ) is usually equal to the referred rotor winding leakage inductance (L lr ) in most of induction motors, only L ls will be estimated in this study. Thus, the six to-be-estimated parameters are X = R s , R r , L ls , L s , H, LL and the upper and lower boundaries of each motor parameter are tabulated in Table II . Considering the fact that motor parameters might drift from the real values during normal operation, the motor parameters in Table I are firstly set to the induction model to generate stator currents. The simulated currents will be utilized to estimate the motor parameters. In this case, the proposed method will be examined by eliminating the effect of parameters offset during the real operation.
The HCP algorithm starts search at the point with the lowest level, i.e., the HCP with the coordinates {0, 0, 0, 0, 0, 0}. Since the HCP algorithm is based on the domain of [−0.5, 0.5] d , each element of the HCP X P i is scaled into its boundary using the following formula:
where X i is one of the six to-be-estimated parameters; X currents are calculated by using the cost function (18) . Then, new HCPs are generated based on the value of cost function using Goodness-Criterion (21) . The new generated HCPs are scaled and applied to the SIMULINK model. The process iterates until it reaches the stop criteria.
A. HCP Algorithm Parameters
The stop criteria of the HCP algorithm are the maximum Level k = 15, the maximum number of global search samples G p = 500 and the maximum number of local search samples L p = 500. The algorithm stops when k = 15 or both G p and L p reach 500. In the first study, the LL is set to 50% of the full load. Fig. 5 shows the trajectories of the estimated parameters with the adaptiveness parameter α = 1. At the beginning, the HCP algorithm is not adaptive and searches on the regions where few samples have been chosen. After the algorithm conducts the first 500 times global searches, there are unevaluated HCPs with Level k < 15. Then, the algorithm sets α = 0 to conduct local search until L s = 500 or k = 15. In this case, the algorithm evaluates 934 HCPs including 500 global search and 434 local search points after it reaches the maximum Level k = 15. Using these parameters, the simulated stator currents are plotted and compared with the original stator currents in Fig. 7 . The profiles of the simulated stator currents are consistent with the original currents. The stator currents are presented in the αβ frame in Fig. 7(a) and (b) , respectively. The small SR of i α and i β show an accurate parameters estimation in Fig. 7(c) . These values are plotted on logarithmic scale for a better visualization.
B. Motor Parameters Refinement Using Local Search Algorithm
It is worth noting that the accuracy of estimating these parameters can be further improved by combining HCP algorithm with a local search algorithm. Since the cost function given in (18) is nonlinear and might include several local minima, the local search algorithm could be trapped into a local minimum if it is directly applied in the motor parameter estimation. Our strategy of using global search result as a starting point of local search method can avoid being trapped into a local minimum, and it will further increase the parameter estimation accuracy. As an example, Fig. 8 shows the trajectories of estimated parameters using the Nelder-Mead algorithm with the global search result of 
C. Impact of Data Window and Transients
The previous parameter estimations are based on the stator current in the period of [0 1] s. The MATLAB/SIMULINK (64-Bit version) programs were implemented on a computer with Intel i7-3770 processor (4 cores, 3.1 GHz) and 8 GB RAM and used 910 s of CPU computation time. Among the total running time, the SIMULINK model consumed about 90% running time, while the HCP algorithm was using the remaining 10% of the CPU time. The HCP algorithm only occupies 10% running time. To shorten the parameter estimation time, the time window length of recorded currents is reduced to the period of [0 0.5] s and the sampling frequency remains the same as 10 kHz. Consequently, the running time is reduced to about half time. The estimated parameter set is [8.08 Ω, 8.03 Ω, 0.0354 H, 0.4384 H, 1.58 s, 48.82%], which is also close to the real values. Although the residuals are increased by using the shorter time window length, as a result the running time was almost reduced to half and shorter time window length is therefore suitable for faster estimation without high accuracy requirement. It is worth to mention that over window length can also lead to undetected transient motor parameter change since the assumption is that the motor parameters remain unchanged in the window. On the other hand, since motor simulation consumes about 90% of total computation time, the computation efficiency of the method can be significantly improved by simplifying the mathematical motor model as suggested in [6] and by implementing the algorithm on a specialized embedded controller platform. It is worthwhile to mention that the boundaries of motor parameters in Table II are very wide found to be appropriate for the offline application. In an online system that updates parameters continuously, the boundaries can be narrowed which will reduce the computation time. Therefore, the proposed method can be tailored for an online real-time motor parameter estimation.
The parameters of the induction motor cannot be correctly determined unless the necessary persistency of excitation conditions is met. To ensure parameter convergence, at least M /2 sinusoidal harmonics are required for M parameters to be accurately estimated [29] . Since the steady-state currents lack the necessary persistency of excitation, the transient data (i.e., from 0 to 0.2 s) has to be used in the parameter estimation. To illustrate this point, the parameters are estimated based on the steady-state currents from 0.5 to 1 s. Although the steady-state currents are correctly estimated (after 0.2 s), the transient currents are quite different (before 0.2 s), as shown in Fig. 9(a) Fig. 9(c) .
V. EXPERIMENTAL VALIDATIONS
After the validation of the proposed method using the simulated stator voltages and currents, a three-phase 800-W induction motor is utilized to estimate the motor parameters under different LLs. The motor parameters are identical to the one used in the simulation study, as shown in Table I . These nominal parameters are provided by the machine manufacturer as reference values. The experimental setup is shown in Fig. 10 . The rotor shaft is attached to a dc generator, which acts as a load. The LL is then varied by adjusting a clutch between the motor and the dc generator. The output of the dc generator is connected to a heater (electrical resistor). The voltage and current of the induction motor stator are measured by the voltage transducer LEM LV 25-P and the current transducer LEM HY-15, respectively. The signals from these two transducers are recorded by the National Instruments 16-bit PCMCIA card DAQCard-6036E, which has a sampling frequency of 10 kHz.
The simulated stator currents are generated from the SIMULINK model based on the recorded stator voltage. Therefore, the simulated current signals are synchronized with the measured voltage signals. The unsynchronized measured voltage and current signals led to a time offset between simulated and measured current signals. Thus, an additional parameter T D is defined and estimated to compensate for the offset difference. Therefore, the total number of parameters to be estimated are seven, including five physical motor parameters, LL and time offset T D . The additional parameter T D is in the range of [0 0.02], given the rate frequency of 50 Hz.
The parameters of the HCP are set to k = 10, α = 0.2, = 0.3, G p = 200, and L p = 100. The stator voltages and currents are recorded under LLs of 0, 25%, 50%, 75%, and 100%. Fig. 11 shows the measured stator currents of the motor at no load and simulated currents based on estimated parameters. Comparing these waveforms, it can be seen that the relative small SR demonstrates an accurate parameter estimation. The paper focuses on the offline tests and the parameter estimation is based on a short period of recorded stator voltage and current signals (less than 1 s). The variations of motor parameters are negligible in this short period. As reference values of the parameters, we use nominal parameters provided by machine manufacturer as given in Table I . The relative error is defined as the difference between the estimated and reference parameters, e.g.,
It is worth mentioning that the variation of parameters can be tracked by applying the proposed method in an online real-time parameter estimation. In this case, the motor parameters will be estimated based on sampled voltage and current signals at given intervals. The parameters will be updated for each new interval. The star markers represents the relative errors of these five parameters in Fig. 12(a) -(e). These relative errors are in the range of [−10%, 10%]. In Fig. 12(f) , the start and circle markers indicate estimated LL and experimental setup, respectively. The recorded rotor speeds S r (diamond markers) are compared with the calculated results using (15) (cross markers) from the SIMULINK induction motor model in Fig. 12(g) . Since the time offset T D is only utilized to synchronize the simulated and measured current signals, it is not presented in the figure. The overall results are close to the reference values. In order to refine the estimated parameters, the local search Nelder-Mead algorithm is employed with the global search result as a start point. The local search results in Fig. 13 indicate that the differences between estimated and reference values are less than 5%.
VI. CONCLUSION
In this paper, we proposed a new method for parameters estimation of motor that uses a global optimization algorithm. Combined with a SIMULINK induction machine model and a cost function, the HCP algorithm has been employed to estimate five fundamental motor parameters, motor LL and a time offset parameter. The simulation and experiment results using a 800-W induction motor demonstrate that the performance of the proposed method is satisfactory over a wide range of LLs. The relative errors of the estimated parameter values can be further reduced to better than 5% after applying the Nelder-Mead local search method with the global search result as a starting point. Furthermore, as a nonintrusive parameter estimation method, the proposed method can yield accurate parameter values without disrupting the machine's normal operation. In addition, as a general sparse grid parameter estimation technique, it can be applied to other machine types by using the corresponding machine models.
Our next objective will be to apply the proposed method in an online real-time motor parameter estimation. To achieve this, the computational efficiency in solving motor dynamic response when varying parameters will be improved.
