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Abstract
Out of the study of the general problem of optimization in the
presence of many objectives, there is growing a new approach which con-
sists of ranking in order of attractiveness a discret~ set of alterna-
tives on the basis of their performance on a discrete set of specified
criteria. There have been two principal lines of investigation of
ordering methodologies. The one consists of proceedin~ by successive
dichotomies of the set of alternatives until the irreducible subset (core)
of equally attractive alternatives is isolated. The other consists of
seeking complete (linear) orderings of the alternatives.
This repart tries to pursue the second line of investigation. A
methodology is proposed and implemented in the algorithm ESCORT (Engineer-
ing Systems Classification and Ordering Technique), based on the theory
of inductive learning. It is a report intended to provide a preliminary
treatment of the topic and show encouraging results of cpplication.
*School of Civil Engineering~ PUrdue University, W. [4fayette, IN 47907
**Department of Computer Science, Purdue University~ w. Lafayette~ IN 47907
TABLE OF CONTENTS






4. Sorting Scheme . . . . . .













ESCORT: Engineering Systems Classification and Ordering Technique
1. Introduction
Planners and decision makers are increasingly confronted with the
problem of the evaluation of social revenues of public investments. The
intricacy of.interactions between public and private sector and the
presence of many intangible effects of public investments render diffi-
cult the estimc;.tion of the fuzzy notion of social utility. Traditionally,
the effectiveness of different decisions was measured ir. monetary terms.
Cost-benefit or cost-effectiveness techniques were used under the assump-
tion that economic considerations were sufficient in aggregating a~l
social goals and objectives. Today, the increasing awareness of often
adverse environ~ental effects associated with public decisions, as well
as the diversification of society's goals and objectives, bring to focus
the importance of the theory of Multiple Objective Decision ~laking. The
present work dwells with one instance of multiobjective decision making,
namely the multicriteria evaluation of engineering alternatives. A short
overview of the prolific pertinent literature is presented in the follow-
ing section, so as to bring about the scope and aims of the present study.
The theoretica·j aspects of the proposed model ESCORT (Engineering ~stems
Ilassification and ORdering lechnique) are given in sections 3 and 4.
The detail of the implementation of the algorithm is given in section 5.
An example of application is given in section 6 from the area of under-
ground engineering. Remarks an limitations and areas of potential
improvement of the model conclude the report.
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2. Scope
An important amount of work ;s reported in the recent literature on
the subject of Multiple Objective Decision Making. Attention has been
given to all different aspects of Decision Making. Thus some work con-
centrated on the analysis of the psychology of the decision making pro-
cess. In this context, Game Theory [5], and the Bayesian approach [5],
study the subjective aspect of decision making by dtaling with the aggre-,
gation of belie~ rather than preferences. The underlying difficulty may
be realized in the often encountered confusion between beliefs and actual
preferences. The point of view adopted in the present work however, ;s
on the objective side of the process. Thus, it is believed that one way
of reducing arbitrariness and subjectivity from decision making in the
engineering area is by improving the quality of technologic information
provided by engineers in the first place. In fact. decision making can
to a large extent be associated with the quest for optimization, in the
larger sense of the term. However, it is recognized that for large
engineering projects it is often difficult to incorpor~te in an optimiza-
tion scheme the great amount of detail and complex mechanisms involved in
physical-engineering systems. A way around this difficulty is by recog-
nizing a certain hierarchy in the scale of the different levels of
decision. Thus at the planning level of study for example, the accumu-
lated experience and technological knowledge can be used in identifying
an exhaustive list of classes of possible engineering a~ternatives. Such
alternatives can be designed to satisfy a number of requirements such as
efficiency and reliability, so as to remain comparabie among each other
through a set of indices of performance or attributes. A distinction is
drawn at this puint between the notion of attribute or characteristic and
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that of objective. Attributes are in this context only means towards
higher ends, while the objectives or criteria provide a direct measure of
the decision makers preferences. The instrumental reiationship between
objectives and attributes is considered here as an integral part of the
multicriteria evaluation techniques. The problem then can be formulated
as one of selecting the most attractive among a set of possible alter-
natives, on the basis of its performance on a number of criteria. This
can be considered as a discrete optimization problem (selection of the
optimal among a finite number of objects) as opposed to continuous opti-
mization problems (e.g. Mathematical Programming).
Several discrete optimization techniques have been developed in
recent years. They have been grouped in different categories for ease of
presentation and reference. Although often partial arid overlapping, such
classifications do provide an insight on the merits and limitations of
the different techniques and permit to detect areas of possible improve-
ment. The classification followed here. is adapted from [7]:
According to the scope, there are techniques t~at aim at producing a
dichotomy on a set of alternatives, one subset containing alternatives
uniformly superior to the remaining ones. An example of such a tech-
nique is the multi criterion concordance method ELECTRE ! [12]. Other
techniques produce a cardinal evaluation of the altel'natives so that an
indication can be given as of how much better. given certain assumptions,
one alternative is than others. all being ranked in a complete ordering.
The Utility Function theory provides examples in this ::ategory, [5].
Also ELECTRE II, [4], was written for this purpose. The model ESCORT
proposed here falls in:the latter category.
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Another classification viewpoint is based an the degree of knowledge
of the decision maker's preferences. With this respect, two groups of
techniques are mentioned in, [3]: Techniques which relY on prior
artiq.llation of preferences, such as ELECTRE I, [10], and techniques
which make use of a progressive articulation of preferences such as the
STEP method, [1 J, iterative weighting methods, and others. The method
I
presented here highlights the interrelationship between articulation of
I
preferences and value of the available information. A way is shown, for
incorporating the statistical aspect of the value of information, in a
multicriteria evaluation algorithm (ESCORT). considered as a first step
towards a complete progressive articulation of preferences technique.
A relatively similar point of view is adopted in the distinction
between descriptive. predictive and normative methods. In our view, a
predictive method offers additional information useful to the decision
maker in his task of selecting a best alternative, whil~ refraining from
prescribing the best solution as in the case of the normative models. In
this context, a normative technique would almost nec~ssarily have to rely
on a prior knowledge of preferences.
From a co~putational point of view, two classes of techniques can be
distinguished: those that operate in the multidimensional objective
space, and those that proc'eed by reduction to one-dimer'::>ionality by some
aggregation technique. Most techniques fall into th~ second category,
[5 J, [2 J. However an alternate approach exists in the context of dis-
crete optimization. It makes use of Graph Theory and consists of build-
ing outranking relationships so as to form partial weak orders more infor-
mative than the complete order of unanimity among criteria and objectives.
The latter approach is used for the model ESCORT. The theoretical back-




The prob~em of multicriteria evaluation of engineering alternatives
as introduced in the previous section can be summarized as one of ranking
a discrete set of technologically feasible alternatives for a given
project. in a decreasing order of attractiveness, according to a set of
decision criteria. It must be emphasized that in this perspective the
determination of the alternatives will necessarily have to rely on
engineering-te~hno'ogica' knowledge. often referred to as engineering
experience. This however, can be a strong argument i~ favor of reducing
the often encountered suspicion with which most new metrodologies and
techniques are approached by most senior professionals. Equally
importantly, the selection of the most attractive alt~rnative will have
to rely on criteria whose precision of evaluation i$ inversely propor-
tional to their· information content. This is in line t'lith the interest
in the notions of randomness and stochasticity. witnessed in the engineer-
ing sciences recently. The model presented hereafter can then be charac-
terized as a framework for systematically processing a large amount of
often disparate information, in view of arriving at unbiased decisions.
For ease of presentation, the following notaticn is introduced.
The set of 'n l alternatives. referred to as objects for more generality,
is denoted by:
(3-1 )




An ordering yp among alternatives (objects). according to criterion
p ;s defined as a mapping:
y: (A.) + K
P 1 P
p = I, ...• m (3.3)
where Kp denotes a line ordering of alternatives Ai according to
criterion p. If alternative A9., is consistently bette/" than all other
alternatives, according to all criteria of selection, t1en A£ is
unanimously considered the best alternati've.' However, very seldom is
this the case. Rather, the ' m' criteria of selectior. produce ' m'
incompatible ccmplete orderings of the 'n' alternatives. Moreover, often
times the d;ff~rent criteria of selection are uncommensurable if not
incomparable. Two complementary problems can thus be ercountered. One
;s of selecting the "best" alternative on the basis of the above con-
flicting information. The other is of producing a f~ner overall ranking
of the top alternatives so that the introduction of n~w criteria will
permit the ulti~ate selection of the best alternative. The solution to
either of these problems will have invariably to proceed through the
determination of a partial order based on the 'm' complete orders, weaker
than the unanimity condition. In this context, and in view of the above
remark on the importance of the notions of randomnes~ and stochasticity
today, asserting that alternative 'i ' is superior to alternative 'j' can
best be considered by testing the robustness of the hypothesis that i is
better than j. in the statistical sense of the term. ;his is the point
of view adopted in the model ESCORT.
3.2 Partial Orders
The purpose of developing partial orders as introduced above, is to
produce orderings stronger than the product of the ' m' complete lineur
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orders associated with the Iml criteria. which was referred to as the
unanimity condition. Several partial orders. have been reported in the
pertinent literature. [4]. A well documented example is the one of the
outranking relations associated with the model ELECTRE T, [12J. However,
the outranking relation as defined in [10J. is better used in operating a
dichotomy on the set of alternatives (Aj ', the one subset called the
"core" or "kernel ll containing a small number of incomparable among them-
selves but uniformly superior alternatives to the r~ma;n;ng subset of
rejected alternatives. The partial order used in the model ESCORT is
based on a hypothesis testing analogy, and makes explicit use of the
value of information and information content of the criteria of selection.
Thus it is best suited for engineering applications as upposed to insti-
tutiona1 or societal systems applications. An iterative procedure is
also developed for achieving a complete although weaker ordering of the
alternatives through a series of consecutive dichotomies. For ease of
presentation first a graph theoretic interpretation of alternatives (A)
Eq. (3-1), criteria (p) Eq. (3-2), and orderings Y
p
Eq. (3-3), is given.
The complete line ordering Yp of alternatives (A j ) according to
criterion 'p' can be represented by an "oriented graph" Gp = (A, Up)'
Fig. 3.1, whose nodes represent the alternatives (A
j
) and the arcs Up are
defined by:
(3-4 )
that is arc Ai ~ Aj denotes that alternative Ai is 5up~rior to alter-
native Aj . There is one such graph for each criterion p. These complete
order graphs display the properties of transitivity and completeness.
They are a consequence of the scale structure that thp. complete orders
Yp are assumed ·~o have. These properties signify trat there exists one
















Figure 3.1 Example of a complete transitive graph Gp '" (A, Up)
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The object of a sorting algorithm is to reduce the ' m' complete
order graphs Gp to a unique graph G = (A,U) that operates a synthesis of
the ' m' different criteria of evaluation. This;s ar.hieved by devising
pa rt i a1 orders
First we notice that all arcs A. + A. satisfyhg all ' m' criteria
1 J
(unanimity), belong to G(A,U):
(3-5)





It can be readily seen that the unanimity graph G~ ;s a subset of
'>
all possible G = (A,U) graphs. containing an extremely small number of
alternatives. Often times there is no alternative satisfying the
unanimity condition. This serious limitation is overcome by defining a
partial order so as to relax the too stringent unanimity condition. The
'hypothesis testing' approach used in the model ESCORT is presented
hereafter.
In this approach, asserting that alternative Ai is superior to
alternative Aj can at best be viewed as a more or less valid hypothesis.
The plausibility of the hypothesis will then have to be based on the
available information, namely the performance of each alternative on the
set of criteria. In standard statistical terminologj then the nul
hypothesis would correspond to the case where the assertion that Ai is
superior to Aj (denoted by AiSAj ) is erroneous. An ir.teresting side
issue with philosophical overtones is the degree of certainty with which
the hypothesis can be accepted or rejected. It is believed that ideally
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one can reach the desired degree of certainty at a price, by increasing
the number of criteria. However, the strength of the theoretical asser-
·tion that the larger the number of criteria, the higher the certainty of
the decision, ~an be strongly reduced by the degre~ of uncertainty
involved in every criterion.
A typical testing of hypothesis situation is thus iecognized, where
a decision whether Ai is superior to A
j
has to be based on a finite
sample space of criteria, which in turn are attached to uncertainty due
to the inherent randomness and stochasticity involved in engineering
processes. This latter aspect differentiates this situation from one of
equal weight ballots. Instead an iterative procedure i~, called for, that
performs a valuation of the available criteria so as to determine a sub-
jective weight for each criterion. Applying the hypoth~sis testing to
all pairs of alternatives iteratively will permit to achieve a complete
unbiased ranking as presented below.
Termed in a different manner, the multicriteria evaluation problem
can be viewed as a problem of evaluation of hypotheses i1 the presence of
pertinent evidence, namely the score bik of each altern~tive Ai over the
set of criteria Ck. Thi s problem fa 11 sin the 1arger ca-::egory of
inductive learning situations, [14J. The B~esian mGdel of inductive
learning is the most natural method of applying standard probability
theory. In tflis context, a set of hypotheses
(3-7)
is given, whose validity is tested by a series of experiments
E(V) = (OJ, ... , D(v)) (3-8)
where O(v) is the vth outcome of the experiment. The inductive prob-
ability or credibility q(v)(Hj ) of hypothesis Hj
is then defined as the
(3- g)
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Equation (3-9) can be derived by the use of the Bayes formula. The
convergence of q(\l)(H
j
) as \l + co is known to be no'~.oriously slow, [13].
It can be ch~racterized as the process of inductive learning. Human
conditional probability
inference is believed to differ from the above Baye~ian model of induc-
ti on with res pect to severa1 points. Name ly, the pri Ct" probabil ity
depending on all extra-evidential information can be chJnged even after
the series of experiments has begun. Also, equally importantly, human
evaluation seems to be much more sensitive to the favorable and unfavor-
able evidential facts than the Bayesian model indicates. Both points are
used to advantage in the model ESCORT. The result of the explicit con-
sideration of the above points is that the credibility of the right
hypothesis converges much faster, at the price of an increase in the
average error probabi 1i ty. Thi s scheme came to be knowtl as super-
induction, [15].
However. in the problem of multicriteria evaluation. the case of
sequential, repetitive experiments is not applicable. Rather, the ran-
domness and error in judgement is introduced by the stcchastic nature of
many engineering criteria. Thus, at best there is a fin'ite probability
(3-10)
that alternative Ai will score a value of bik ~ Bik , in the appropriate
scale of criterion k. Another measure of the variability of criterion k
is the coefficient of variation attached to each value bik . It should be
pointed out that the larger the coefficient of variatiop, the smaller the
intrinsic value of that criterion. In this context, tne value of
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information provided by criterion k could be measured in the absolute
scale of the entropy of information, [14J:
(3-11)
The summation takes place over all alternatives i.
Finally, the stage achieved in the inductive process of testing the
hypotheses H~j = AiSA i , that Ai is superior to Aj • could be monitored
through the decrease of the inductive entropy, defined hy, [15]:
= - r q(H .. ) • log q(H .. )
j 1J 1J
where q(Hij) is defined in a similar fashion to Eq. (3'9).
(3-12)
Summarizing, while the final ranking of the alternatives (A) will
have to be based and depend on the given set of criteria, the ultimate
goal should be to produce an "unbiased" classification of the alterna-
tives, by assessing the relative value of each criterion in the sense of
the theory of information. This is the approach used in developing the
model ESCORT. Namely, information is drawn from the semple space of
criteria, so as to develop partial orders of the alt~rnatives, based on
the conjectured value of the information provided by the criteria. The




Denoting by bZk the score of alternative ~ with r~spect to criterion k.
an n x mmatrix B can be formed grouping all outcomes of all alternatives
with respect to all criteria:
B= (4-1\
where the rows denote the n alternatives, and the columns the m criteria.
As seen in Eq. (3-10), the scores btk can best be considered as random
variables with probabilities qtk associated with rea~izations b£k ~ B
tk
"
The probabilities q£k = P[btk ~ BtkJ, form also an n x mmatrix Q
Q = (qtk) (4-2)
The assumption is made in Eq. (3-10), without loss o"r generality. that
larger values of btk correspond to a better performance of alternative t.
A cardinal ordering Yk' Eq. (3-3):
Yk (At) + Kt (4-3)
of all alternatives t according to criterion k, on the b~sis of one set
of realizations Btk , is thus seen to have a finite prJbability of occur-
rence. Moreover, the aim of the study is at arriving at a complete
ordering of the alternatives, on the basis of all tha criteria. First,
the comparison of pairs of alternatives Ai and A
j
will be studied, taking
into consideration all the criteria.
In line with the above discussion. the truthfulness of the assertion
that alternative Ai is superior to Aj • AiSAj , can be !.teasured by the
probability Pij :
-14-
Pij = P[A;SAj ] (4-4)
The probabilities Pij form an n x n matrix P whose diagonal has zeroes,
since the probability that alternative Ai is superior to itself ;s null:
0 Pli Plj Pnl l
0
I
P = Pi! P.. ,lJ = (Pi) (4-5)
Pjl Pji
Pnl 0
It can be noted that the probability Pij , Eq. (4-4) relates only to
the pair of alternatives Ai' Aj and as such ;s independent of the other
pairs of alternatives, and in particular the total number of alternatives.
However, it dep~nds on the criteria and more specifically on the error
attached to each realization Biko Consequently, we have in general:
(4-6)
that is, matrix P, in general, is not a stochastic matri~.
The probabilities Pij of Eq. (4-4) can be evaluated as follows, con-
sidering the set of criteria to be mutually exclusive:
Pij = P[AiSAj ]
P.. = I P[A.SA·lcrit. k] • P[crit. k]
1 J i 1 J (4-7)
The first term under the summation sign can be described in plain words
as the probability that AiSAj~On the basis of criterion ~.
The second term under the summation sign represents the probability
that criterion ,k is decisive in the assertion that AiSAj" It can be
thought of as a weight coefficient attached to each criterion. Although
-15- <.
(4-8)
a priori values can be given to these weights, it should be emphasized
that they depend on the sorting process itself. ~osteriori values
could be used in updating iteratively the term P[crit. k] in Eq. (4-7).
However, if the same weights for criterion k are used in the evaluation
of all P;j' the following property can be conjectured to hold:
P.. =I-P ..
lJ J 1
Thus, the diagonally symmetric elements of matrix P, Eg. (4-5) are seen
to be complementary.
From the previous discussion on alternative scorings b
ik
and realiza-
tions Bik , Eq. (4-1), the first term under the summation sign of Eq. (4-7),
can be eva 1ua ted by:
(4-9)
where bik , bjk are random variables with probability cistribution func-










r.h.s. of Eq. (4-9) can be evaluated by, (function of two random
variables) :
P[b ik ~ bjk ] = P[b ik - bjk ~ D]
P[b ik ~ bjk ] =h!fi/bik , bjk ) db.,. db' k, r. J (4-10)
where R denotes the domain of integration bik - bjk ~ 0, illustrated in
Fi9· 4.1, by th, shaded area.
Noting that the alternatives Ai have been defined thus far arbi-




random variables. In this event, the joint probability density f .. is
lJ










marginal d .enslties andof b ik' bjk "oma,n of I y distrib .ntegrat" utlOnron R.
Joid n~ Probabi 1 i tFigure 4 • I •
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fij(b ik , bjk) = fi(b ik ) • fj(bjk) (4-11)





the appropriately determined joint probability density should be used.
Substituting Eq. (4-9) into Eq. (4-7) we have:
(4-12)
which is computable, making use of Eqs. (4-10) and (~-11).
Interesting information could also be provided by the probability
that criterion k is decisive in the assertion that ~iSAj' namely
P[crit. kIAiSAjJ. This probability can be evaluated waking use of
Bayes' theorem:
(4-13)
P[crit. kJP[AiSAjlcrit. kJ •P[crit. klAiSAjJ = _--'---~_L- _
P[AiSAjJ
, Substituting Eq,. (4-9) and (4-7) into Eq. (4-13) we have:
(4-14)
This probability gives the relative weight of criterion i< in the cur-
rently conjectured decision that Ai is superior to A
j
• P;jO It could be
used to iteratively readjust the "weights" of criter~a k in the evalua-
tion of P;j from Eq. (4-12), for all pairs of Ai' A
j
.
Returning to the comparison of each alternative Ai with respect to
all other alternatives, the following probability has to be evaluated,
namely. the probability ahat alternative Ai is superior to all other
alternatives, making use of the law of probabilities of joint events.
P[A;SA1 n Ai SA2 n ... n Ai SAi _1 n Ai SAi+1 n ... n AiSA"J =
= P[Ai SA1J . P[AiSA2IA;SAIJ . P[AiSA3IAiSAl n Ai SA2J




is equivalent to assuming that the events (AiSA
j
, all ;, j), are indepen-
dent. Recalling the graph theoretic interpretation of section 3.2,
Fig. 3.1, Eq. (4-16) is also equivalent to assuming that the resulting
partial order graph will not have the property of transltivity, which
implies a net gain in generality.
In this event, Eq. (4-15) reduces to
r i = P[Ai SA1 n ... n AiSAn]
r. = IT peA. n A.]
1 Hi 1 J
r. = IT P..
1 Hi lJ (4-17)
Arranging the alternatives Ai in a decreasing order of the corresponding
f; produces the desired complete (linear) partial order. However, such a
partial order would be of 1ittle use, ,if additional information was not
given on the biasedness of the classification, its sensitivity, and the
"relevance" of the provided criteria. This;s attempted next.
Returning to the analogy of inductive learning sitlJdtions mentioned
in section 3.2, we are in presence of the follOWing set of hypotheses:
(4-18)
that each alterrative is respectively superior to all other alternatives,
or equivalently:
The val idity- of these hypotheses is conjectured and test~d on the basis
of the performance criteria. It is measured by the prob~bility of truth-
fulness ri' as given by Eq. (4-17).
-19-
In turn the validity of a ranking of alternatives Ai on the basis of
the probabilities f i , can be measured by the degrep. of inductive entropy
achieved:
S(H.) = - L r .• log (r.)
1 i' 1
(4-20)
According to the law of entropy decrease, the smaller the entropy
S(Hi ), the stronger the faith attributed to the ranking r i' Substituting
Eq. (4-17) into Eq. (4-20) we have successively the fol:owing transfor-
mations, making use of the properties of logarithms and exponentials:
S(H.) = - L (IT P.. ) . log (IT P.. )
, i jfi ' J jfi 1J
(
IT P. k)k;'i '= - L log (IT P.. )
i j;'i lJ
= - L log (IT (P .. )k~/ik)
i jfi'J
= ~ L L log ((Pl'J.)k~/ik)
i jfi
= L L (IT P"k) . (-P"J' lug P"J')
i jfi k;'i





Lr. L s.. = L L S"J'







is the inductive entropy of hypothesis Hij = AiSAj , over all criteria k.
Equation (4-21) results from the assumption of independence among the set
of hypotheses (Hij = AiSAj , all i,j).
If the probabilities Pij are determined iterativf;iy as previously
suggested, a condition for the series S(v)(Hi ) defined in Eq. (4-21) to
be decreasing is, that the individual inductive entropies $ .. decrease.
lJ
The consideration of the notion of inductive €ntropy in conjunction
with the sen~itivity of the partial orders delineated above, concludes
the theoretical background necessary in the develop~ent of the sorting
scheme of the model ESCORT. The implementation of the elgorithm, as well
as convergence considerations will be presented next.
-21-
5. Implementation of Algorithm ESCORT
The sorting or ordering scheme developed in section 4 is primor-
dially based on a pair-wise comparison of all alternatives (A
j
). This is
done by iteratively determining the probabilities Pij that alternative Ai
is superior to alternative Aj , AiSAj , Eq. (4-4). which are grouped in
matrix P, Eq. (4-5). Fundamental in the evaluatior. of the probabilities
Pij are the probabilities P[bik ~ bjk ], Eq. (4-12), th<t alternative Ai
scores higher (hetter) than alternative A
j
according to criterion k.
First, expressions for the evaluation of these joint-event probabilities
are developed. They are generally evaluated by the r.h.s. expression of
Eq. (4-10)
(5-1)
where f ij is the joint probability density function of random variables
bik and bjk.
It is shown in Appendix A that on the basis of information about a
random variable limited to its mean value and standard deviation, an
unbiased estimate of the probability density function is the normal pod.f.
This could be the case for the random variables biko Thus, if the random













where ~i' ~j and ai' OJ are, respectively, the mean values and standard
deviations of bik and bjk "
As seen in Fig. 4.1, the domain of integration RJ bik
~ bjk can also





and the integral of the r.h.s. of Eq. (5-1) reduces to:
P[b ik - bjk ~ 0] = 1 - P[bik - bjk S 0,




In the case where bik and bjk are normal uncorrelated r.Y. (independent
r.Y .• rij,k = 0), it ;s shown, [9]. that f i _j is also normal with the




a = a. + (J.
J J
Eq. (5-4) is thus evaluated by:
(5-5)
> ] O-m)- b' k - 0 = 1 - • (--2--J 0 (5-6)
where ~(.) is the standard normal cumulative distribution function at
ordinate (.). Eq. (5-6) is used in the example of application of the
following section.
The evaluation of the pair-wise probabilities P[bik ~ bjk] consti-
tutes the first step of the algorithm ESCORT as shown in the flowchart of
Figure 5.1. This, along with the evaluation of the tuta1 pair-wise
probabilities Pij (Eq. 4-12), for the equiprobable valueS of
P[crit k] = 11m, conclude the initialization phase of t:le algorithm.
INITIALIZATION PHASE [VALUATE
~~
.Q!. ALGOR ITI!H ,. P[<.r,t k/Ai S All:. ~[bt\<"'bil<)· P(v.\I]Plj
V k, v· .
EVALUATE 'd
J. r· ~TI p'J,
P[b(k)bj~)j Vk,Vi,j UPDATE i~"
P[<.il k) -PI<..;L,\</~iSAj] VL
~ 'f'i,j _ pll<t,l.\thj ~VJ,i. _pn[oril.~Jij




:. r P(bil/>--bj\<) pI(or;l.ltJ.. 'J'1m p .. L JT<'J , 'J,






, , , r,
P'j'~ P[b",b"l P[u"kJ




Sij , - Pi.j Pi.j
I ..
FIND ! \1'0,(~





" 0CDNVERCEUCE p~. 1 __'J
Figure 5.1 Flowchart of Algorithm ESCORT
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The following step consists of evaluating the conriitional proba-
bilities of the decisiveness of criterion k in the uss~rtion that AiSAj ,
by Eq. (4-14) (Bayes' theorem). It is important to notice that two sets
of values are associated to every criterion k, corresponding to the com-
plementary orders i -+ j and j -+ i. They are a priori equally valid. If
these two sets of values for P[crit. klAiSAjJ and P[crit. klAjSAiJ are
used to replace the equiprobable values P[crit. kJ in Eq. (4-12), two new
(I) (II).sets of values for Pij are produced, denoted Pij and P;j ,Flg. 5.l.
However, one set among the two sets of values for P;j produces a net
gain in information as measured by the decrease in the inductive entropy
Sij' Eq. (4-22). This is the set to be retained for upoating the
decisiveness (or weight) probabilities P[crit. kIAiSAjJ, and so forth
iteratively until the scheme converges to stable values for the Pij's.
The convergence of the scheme will be addressed later. The final values
of P;j can subsequently be used to evaluate the probahilities f i that
alternative Ai is superior to all other alternatives, by Eq. (4-17). The
sorting of the r i provides the complete (linear) order Kof the alter-
natives (Aj ) that was originally sought. Moreover. thG ~orresponding
value of the inductive entropy S(Hi ), Eq. (4-20), provioes a measure of
the fidelity that one can have on the order K.
Concerning the convergence of the algorithm devEloped above, the
following 'sketch of a proof can be proposed. Denoting by Pg) the val ue
of the probability Pij at the i-th iteration, a convergence condition
would require the absolute value of the change in the probabilities Pij
between successive iterations to be bound:
Ip(l) - p(~-I)1 < AlJ 1J ( 5-7)
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Substituting p;1) and p;1- 1) from Eqs. (4-12) and (4-14) we have:
p~~)
lJ = I P[b· k ~ b· k]K 1 J P[crit. (5-8)
Thus we have:




Applying the Hoelder inequality then we have:
Ip;1) - p\1- 1)[ ~ t Ip[b ik ~ bjk]I·lp[Crit. kIAiSAj j(l.) - P[crit. kIAiSA j ](1.-1)1
~ II P[b· k - b·k]l·K 1 J





which is a Lipschitz condition guaranteeing convergence if:
max(lp[Crit. kIA.SA.](I.) - P[crit. kIA.SAjl.-l) I) < 1 (5-12)K 1 J 1 _
since I P[b· k ~ b· k] is a constant and bound quantity.K 1 J
Noticing that quantities figuring in Eq. (5-12) are all probabilities, we
can presume that the inequality in general holds, guaranteeing the con-
vergence of the algorithm. In fact, the example of application of the
following section showed a fast rate of convergence.
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6. Numerical Application
A hypothetical example is given hereafter. It is only meant to pro-
vide a clear illustration of the implementation of the algorithm ESCORT.
The treated case ;s inspired by an underground excavat'ion and the main
body of data concerning the physical parameters of the geologic media are
taken from (8. A. Dendrou et a1, "Dynamic Uncertainty Analysis,lI
C.S. report No. 205).
Thirty-six different locations are considered for a preliminary
design of a power plant which is a part of a large hyd~ologic system.
Each location constitutes in fact, a particular alternative for the
project.
From the technical point of view the performance of each alternative
can be describtd by a number of attributes (objectives). More precisely
seven attributes are retained, they are the following: The Modulus of
Elasticity of the geologic media, The Poisson's ration. the initial
horizontal stresses, the Dynamic displacements, the nynamic stresses, and
the piezometric head.
The mean values and the coefficients of variation of the above
physical quantities are provided at each location and can be computed by
an inference numerical scheme, (B. A. Dendrou et al, "A Methodology to
Evaluate Static and Dynamic Design Criteria for Underground Openings,"
19th Symposium on Rock Mechanics, May 1978).
Table 6.1 provides the spatial distribution of the above mentioned
data values and Figures 6.1, 6.2, 6.3 and 6.4 illustrate them at the
thirty-six chosen locations which lie on a square [500 x 500] and form a
6 x 6 mesh.
Table 6.1 Input Statistical values of the given
attributes at different location points.
LOCATION KOOULUS OF UNIT WEIGHT POISSON'S RATIO PI EZOHETR IC INlTll\L 1l0RI ZOtiT. D'I'N1\111 C STRESSES DYN. DISPLACEMENTS
NUMBER ELASTICITY HEAD STRESSES
HEAN C. V. HE"N C.V. MEAll C.V. HEAN C.V. MEAN C.V. MEAN C.V. MEAN C.V.. . - ---- -"':'8:6
I 28.03 u I. 0 10.0 12.0 0.98 0.16 0.0 1.78 0.09 0.0
2 19.74 0.29 1.09 0.29 13.7& ,., 0.96 0.15 .01 1.78 0.09 -2.55 0.1, 14.]9 0 I. 0 10.0 7.7 0.65 0.155 .02 .J) 0.2) -1.05 0.09• 10.05 0.6] 1.01 0.44 11.7 6.' 0.11 0.135 ., .088 1.01 - .22 .7, 6.33 0.]] I.M 0.11 14.63 ,. I 0.10 0.14 2.0 .02 0.03 .51 '.0, 5.29 0 I. 0 10.0 0 0.0 0.1 .DO 0.035 0.' - .]4 ,.0
7 ]8.72 0.33 1.05~ 0.33 11.~0 13.6 0.02 0.162 0.0 1.17 0.17 -6. 7~ 0.0
6 27.80 0.10 1.056 0.1 2&.72 11.6 0.59 0.153 .02 1.17 0.17 -1.1 0.02
9 20.32 0.1311 1.05 0.13 )o.~] 6.9 0.111 O. 1~ '.0 .103 0.19 - .'0 1.0
10 11t.2~ o. 15~ 1•OIlS 0.05 ]].7~ 7.0 0.11i 0.13 ., .OJ 0.002 - .01 1.0
II 10.01 1.1 1. 0Il1j 0.06 26.94 '-' o.M 0.10 '.0 .012 0.' .)6 '.0
12 7.' 2 1.49 1.041 0.1 19.02 O.O/j 0.0 0.11 .05 .029 o.M - .6] 2.0
I) 54.59 0 1.035 0 \0.0 13. ) 0.52 0.2 0.0 2.566 0.16 -7.71 0.0
" 39.39 0.16 1.091 0.47 33.77 11.5 0.1] 0.17 .DO 2.566 0.16 - .79 .06I' 21.22 0.26 1.085 0.10 42.92 9.6 0.20 O.I/j .5 .15 0.14 - .)0 '.0
" 20.13 o.o/j 1.078 0.23 45.97 7.6 0.23 0.14 .7 .06 0.003 .1) .717 14.6] 0.37 1.07 0.11 34.47 '1.5 0.05 0.12 .06 .OJ 0.03 .1]2 '.016 9.86 2.37 1.086 0.19 8.40 0.01 0.\ 0.12 1.0 0.035 0.04 - ." 1.0
" 78.30 0.28 1.12 0.28 15.33 12.6 0.' 0.19 0.0 I. 35 0.10 -2.93 0.020 53.97 0.02 1.11 0.02 32.79 12.6 0.09 0.18 .2 1.35 0.003 - .20 .\
J
21 38.75 fl.033 1.1 0.21 114.89 10.0 0.21 fl. is ., 0.10 0.003 - ." .9
" 27.90 0.17 1.09a 0.2 /j0.24 8.5 0.2 0.1j ., ." 0.02 .17 .,2j 2C.~1 I.' 1.085 0.11 :l8.08 ,.0 0.93 0.10 ., 0.02 O. OIl • ioD 2.0
" 8.11 2.' l. 037 0.65 5.2& 0.0 0.0 0.18 2.0 0.03/j 0.31 - .22 .625 109.5 0.90 1.146 0.90 15.08 15.5 0.07 0.17 0.0 3.72 0.11 - .111 0.0
" 53.97 0.018 1.136 0.06 27.05 1].6 0.06 0.16 1.0 3.72 0.002 - .05 1.027 54.82 0.099 1.126 0.0] 33.55 14.5 0.018 0.13 ., .23 0.10 .M4 .7
26 39.28 0.29 1."45 O. J3 3/j.68 9.1 0.17 0.11 '.0 .10 0.05 .16 .,
29 28.52 O. I 1./j46 0.53 26.73 ,., 0.10 0.12 .7 ." 0.31 .15 9.0
)0 19.97 0.123 1.0& 0.1& 10.25 0.01 0.29 0.19 '.0 .041 O. )1 - .039 1.0
JI 148.4 0 l. 16S 0 10.0 16.5 0.0 0.175 0.0 2.48 0.19 0.0 0.0
)2 107.3 0.069 1.155 0.07 110.7 14.6 0.9 0.26 ., 2. 118 0.52 0.003 .9
1 JJ 71.59 0.24 1.126 0., 17.28 12.2 0.28 O. 1~ .1 .15 0.1] .06 1.0,
" 56.76 0.65 1.1] O. S2 25.18 £0.0 0.12
., .07 0.01 .10 .7
i
J5 10.05 0.69 1.13 0.02 22.7/j 5.4 0.33 0.12 ., .0) 0.02 ." 2.0
" 6.9] 0.33 1.12 0.' 10.0 0.0 0.0 0.12 1.0 .0)2 0.03 -fl.014 .9. -
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Two sets of runs are performed to assess the val~jity of the
numerical scheme.
The f"irst set consists of three runs in which the attributes are
taken in pairs. The results are given in Table 6.2 and are conformal to
the common sen3e. The most appealing locations are identified and are in
agreement with our expectations (see Figures 6.3 and 6.4).
The second set of runs concerns all the chosen attributes considered
simultaneously. The following observations are made.
a. The convergence of the scheme is obtained after eight to nine
iterations (Figure 6.5);
b. The r~lative importance of each attribute is reflected by con-
ditional probability as defined in Eq. (4-14) after the scheme's
convergence is achieved;
c. A definite judgement on the validity of the considered set of
attributes can be made through the use of the inductive entropy
as givon in Eq. (4-22);
d. The ranking of each alternative is characterized by the follow-







where f i are the probabilities defined in Eq. (4-12).
The most appealing locations (alternatives) are depicted through the
comparison of their performance criteria as suggested above. In the
specific case of the treated example, location 33 is nlost advantageous,
as anticipated from'common engineering judgement. As a general rule,
Table 6.2. Results of the Algorithm's Application
NUMBER CONSIDERED THREE MOST RELATIVE ENTROPY OF RETAINED
OF THE ATTRIBUTES APPEALING WEIGHT INFORMAT ION LOCATlOr~
RUN LOCATIONS (ALTERNATIVE)
601 DYN. STRESSES 13 .40 8.17
UNIT WEIGHT 31 .27 3.53
19 0.10 9. ~ 4
..-
602 POISSON'S RATIO 24 .68 3.55
MODUlo ELAST. 36 .31 3.88
30 .03 4.25
!:
603 PI EZOM. HEAD. 31 .45 6.97
HOR. STRESSES 12 .38 2.0Z4
7 . II 7.045
650 DYN. DISPLAC. 4 .65 5.13
DYN. STRES. 35 .21 5.90
MOD. ELAST. 16 .07 6.25
605 DYNAMIC STRESSES 36 .94 4.59
MODULUS OF ELAST. 4 .04 5.33
DYNAMIC DISPL. 35 .005 5.99
PIEZOM. HEAD
607 DYNAM. STRESSES 33 .95 3.53 'l
MODULUS OF ELAST. 36 .04 ~.82
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it can be conjectured that the inductive entropy decreases as the number
of attributes (criteria) increases. This is realistic, since a larger
number of attributes corresponds to an increase in the cvailable
information.
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APPENDIX A
Unbiased Estimates of Probability Density Function
The entropy of information as suggested in section 5 is given by the
following expression
E = -JC: p(f) 1092 p(f) df (A-I)
where p(f) is the probability density function of f. f is a random
variable characterizing the criterion under consideration. At this stage
P(f) is unknown. It is determined according to the following maximiza-
tion scheme (Maximum Entropy Criterion):
Maximize E subject to the following three constraints:
2.
3.
JC: p(f) ·df = I
JC: p(f) ·f·df = f
f
~ 2 2




where f is the mean and crf






The maximization of the entropy E given in equation (A-I) subject
to three constraints is handled according to a variational constrained
optimization scheme.
The Lagrangian equation is:
[[ -] [f~' -2 21+ A2 _~ p(f).f·df - f + '3 _~ p(f).(F-f) df - "f_
(A-s- )
where p(f) is the unknown probability density function of f, f is the
known mean value of f, O'~ is the known var;a;1ce of f and '\1' '\2' 1,3 are
the Lagr.nge multipliers.
Th~ maximum of L is obtained through Euler's procedure assuming
that
p(f) • p(f) + E1 "I(f) ( A-6)
where ~1 are constants equal to zero for the maximum value of L and ~1
are arb'ltrary differentiable functions compatible with the constraints.
Euler's equation is then the following:
- ;p [p 1092 (p) + Al P + A2 P f + A3 ~(f-f/j = 0 (A-7)
and finally it becomes
- [10g2 e +p( f) • e
.- ( A-S)
The normal distribution satisfies this expression and is substituted in
the Entropy function
where p( f) • _1,---
ro.-
a f' 2~





, ogo (p( f)) df
c
(A-9)
