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Abstract
This work addresses an efficient Global-Local approach supplemented with predictor-corrector
adaptivity applied to anisotropic phase-field brittle fracture. The phase-field formulation is
used to resolve the sharp crack surface topology on the anisotropic/non-uniform local state in
the regularized concept. To resolve the crack phase-field by a given single preferred direction,
second-order structural tensors are imposed to both the bulk and crack surface density functions.
Accordingly, a split in tension and compression modes in anisotropic materials is considered.
A Global-Local formulation is proposed, in which the full displacement/phase-field problem is
solved on a lower (local) scale, while dealing with a purely linear elastic problem on an upper
(global) scale. Robin-type boundary conditions are introduced to relax the stiff local response at
the global scale and enhancing its stabilization. Another important aspect of this contribution
is the development of an adaptive Global-Local approach, where a predictor-corrector scheme
is designed in which the local domains are dynamically updated during the computation. To
cope with different finite element discretizations at the interface between the two nested scales,
a non-matching dual mortar method is formulated. Hence, more regularity is achieved on the
interface. Several numerical results substantiate our developments.
Keywords: Anisotropic brittle fracture, phase-field modeling, Global-Local formulation, Predictor-
Corrector adaptivity, Robin-type boundary condition, Non-matching dual mortar method.
1. Introduction
Heterogeneous materials such as wood, composites and bones are composed of com-
plicated constituents on different scales. Most of these anisotropic materials, even with
similar constituents properties at the upper scale, can behave differently on the lower
scale. Such heterogeneous responses of solid materials are related to non-uniform and
anisotropic behavior on the lower scale.
The multi-scale family can be classified in two distinct classes denoted as hierarchical
and concurrent multi-scale techniques. These are defined by differentiation of the global
characteristic length scale Lglobal with its local domain counterpart Llocal. In the hierarchi-
cal multi-scale method, the average size of the heterogeneous local domain is much smaller
than its global specimen size, i.e. Llocal  Lglobal, see [65, 29]. This is often denoted as
scale separation law, see computational homogenization approaches based on the Hill-
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Mandel principal; outlined for instance in [45, 65] among others. On the other hand, the
concurrent multi-scale method implies Llocal ≡ Lglobal, as classified in [56, 29]. Herein, the
local periodicity (which is the underlying assumption of classical computational homoge-
nization) is not applicable. Then, the full resolution of the non-linear response on the local
scale must be taken into account, due to the strain localization effect, as outlined in [28].
These type of materials require a different multi-scale framework in which the non-linear
response is consistently projected to the global scale; see for example [66, 62, 100, 39].
In the present contribution, we develop a multi-scale approach [48, 33, 57, 32, 34]
when the characteristic length of the local scale is of the same order as its global counter-
part. This is accomplished by introducing a Global-Local approach based on the idea of a
history-dependent algorithm at the nodal level, see [66] and references cited therein. This
algorithm refers to the procedure in which the boundary value problem of one scale is
solved based on the given information from another scale (as a history variable). Accord-
ingly, the history-dependent algorithm contains both the upscaling and downscaling steps.
In the upscaling step, the global response is achieved, whereas the lower scale information
is retained, representing a local-global-transition procedure. However in the downscaling
step, a re-localization/re-meshing of the coarse domain is performed at the local level, see
[46, 20], thereafter solving a non-linear boundary value problem, based on the information
passed from the global scale, representing global-local-transition procedure.
In this work, the Global-Local approach is employed as a computational framework
for solving fracture mechanics problems as it was first formulated in [34]. Therein, the
following assumptions were made [29, 40]: (i) The nonlinear phenomenological constitu-
tive law (e.g. the failure mechanism) is embedded on the local scale and linear behavior
is assumed on the global scale. (ii) The global level is free from geometrical imperfections
and hence heterogeneities exist only on the local level. (iii) On the local level, we consider
a divergence-free assumption for the stress state, such that it is free from any external im-
posed load. Accordingly, an interface energy functional based on the Localized Lagrange
Multiplier method [81, 82] is desired for the coupling of different domains and scales.
Global-Local approaches easily allow for different spatial discretizations for the global
and local domains. This enables computations and couplings with legacy codes for in-
dustrial applications in more efficient settings. In this regard, a flexible choice of the
discretization scheme can be employed on each domain independently; e.g. the Finite
Element Method (FEM) [98], Isogeometric Analysis (IGA) [49] and the Virtual Element
Method (VEM) [99]. A typical application using a simplified Glocal-Local model was
done in [95]. Therein, a (phase-field) fracture model (computed with deal.II [11] in C++)
was employed as local problem using finite elements. The local setting was then coupled
to a reservoir simulator (IPARS [91] based on Fortran) for computing the global prob-
lem. For this global problem, different discretization schemes, the mainly based on finite
differences for subsurface fluid flow, were adopted.
In the following, we describe in more detail our main goals. First, we focus on the
development of a new Global-Local formulation based on Robin-type boundary conditions
[33, 59, 58]. These conditions relax the stiff local response transferred to the global scale
and thus enhance the stabilization of the Global-Local approach. We briefly recall that
Robin-type boundary conditions contain both Dirichlet and Neumann conditions. The
formulation is based on an optimized Schwarz method in a multiplicative manner (see for
instance [59] or [58]).
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The second goal of this contribution is to use the Global-Local scheme for the anal-
ysis of anisotropic fracture processes. Specifically, the continuum phase-field approach
to brittle fracture is employed [30, 17, 16, 38, 9, 68, 53]. Due to its capability of cap-
turing complex crack patterns in various engineering applications, this methodology has
attracted a considerable attention in recent years. Using such a variational approach,
discontinuities in the displacement field are approximated across the lower-dimensional
crack surface by an auxiliary phase-field function. The latter can be viewed as an indi-
cator function, which introduces a diffusive transition zone between the broken and the
unbroken material. The essential aspects of a phase-field fracture propagation formulation
are techniques that must include resolution of the length-scale parameter with respect to
spatial discretization, efficient and robust numerical solution procedures, and the enforce-
ment of the irreversibility of crack growth. Recent studies on phase-field modeling of
isotropic brittle fracture have been devoted to the multiplicative decomposition of the
deformation gradient into compressive-tensile parts in [44], coupled thermo-mechanical
and multi-physics problems [70], dynamic cases in [14], a new fast hybrid formulation in
[6], different choices of degradation functions in [85], and cohesive fracture in [90]. Fur-
ther applications include hydraulic fracture [72, 41, 71], nonlinear solvers [92, 42], linear
solvers [27, 43], crack penetration or deflection at an interface in [80] and the virtual
element method in [2].
A considerable number of materials exhibits anisotropic behavior. There span a wide
spectrum of applications such as failure in rocks [24, 77], tearing experiments in thin sheets
[87] and biomechanics [47, 10]. Numerical formulations for anisotropic phase-field mod-
eling of brittle fracture are investigated, for instance, in [88, 78, 37, 55, 13]. Anisotropic
materials exhibit heterogeneous behavior on the local domain through a fiber reinforced
structure allowing for a homogeneous resolution on the global level. Therefore, heteroge-
neous materials often require distinct multi-scale treatments such that the full resolution
on the local scale must be taken into account. In this paper, we therefore propose a phase-
field approach to brittle fracture in anisotropic solids based on the previously described
Global-Local scheme.
Our third main goal is the adaptive assignment of the local domain(s) during a com-
putation. This is achieved with adaptivity. The adaptive procedure has two goals: (i) to
adjust dynamically the local domain when fractures are propagating; (ii) to reduce the
total computational cost because the local domains are tailored to the a priori unknown
fracture path. This procedure is much cheaper than using a large local domain from
the beginning. Our approach is inspired by [42] in which a dynamic update in form of
a predictor-corrector scheme of crack-oriented mesh refinement was developed. We now
apply this idea to the Global-Local approach. In the predictor step, mesh edges are iden-
tified below a given threshold value for the phase-field variable on the local level. On the
global level, neighboring elements are subsequently found, then re-meshed. Afterwards,
the old solution is interpolated. In the corrector step, we take the old solution and com-
pute the problem again, but now on the newly determined local domain. Specifically,
the predictor-corrector approach is now capable to deal with brutal fracture growth; i.e.
when a complete failure happens in one load increment.
The key requirement for realizing this adaptive Global-Local scheme is a non-matching
discretization method on the interface. To this end, a dual mortar method [96, 83] is
implemented, thus providing sufficient regularity of the underlying meshes. Consequently,
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different meshes for the global and local domains can be employed that allow for a very
flexible discretization and mesh generation.
In a final step, in addition to the local crack phase-field, we determine the coarse
representation of the crack phase-field at the global level. This is a post-processing step
and is computed based on either (a) solving the crack phase-field on the global level,
denoted as global crack phase-field solution. Or, (b) by means of a homogeneous crack
phase-field solution, which is an extension of the isotropic formulation given in [70, 69] to
our proposed anisotropic phase-field setting.
In summary, this work contains:
• A modular framework for a phase-field formulation of fracture in anisotropic solids;
• A Global-Local approach in order to capture the full local resolution at the global
level;
• Robin-type boundary conditions between the local and the global domains;
• A non-matching finite element discretization for achieving sufficient regularity along
the coupling interface;
• A predictor-corrector adaptive scheme in which the local domains are dynamically
updated during the computation;
• A coarse representation of the crack phase-field at the global level.
The paper is structured as follows: In Section 2, we outline the variational anisotropic
phase-field formulation of brittle fracture. Section 3 presents the Global-Local approach
to capture the local heterogeneities and constitutive non-linearities at the global level.
This is augmented by introducing a Robin-type boundary conditions. Then in Section
4, a robust and efficient predictor-corrector Global-Local adaptive approach is developed.
Section 5 contains numerical results that demonstrate the modeling capabilities of the
proposed approach. Qualitative and quantitative comparisons with a single scale phase-
field solution are provided, as well. Finally, the last section concludes the paper with
some remarks.
2. Variational Anisotropic Phase-Field Brittle Fracture
2.1. The primary fields of anisotropic brittle solids
In the following, let B ⊂ Rδ, δ = 2 be a smooth open and bounded set with ∂B
denoted as its boundary. We assume a Dirichlet boundaries conditions ∂DB and Neumann
condition on ∂NB := ΓN ∪ C, where ΓN denotes the outer domain boundary and the
lower dimensional fracture C ∈ Rδ−1 is the crack boundary, as illustrated in Fig. 1.
Let I := (0, t) denote the loading/time interval with t > 0 being the end time value.
Using a phase-field approach, the fracture surface C is approximated in BL ⊂ B ∈ Rδ
so-called local domain. The intact region with no fracture is denoted as complementary
domain BC := B\BL ⊂ B ∈ Rδ, such that B¯C ∪ B¯L =: B and B¯C ∩ B¯L = ∅. We
note that BL, i.e. the domain in which the smeared crack phase-field is approximated,
and its boundary ∂BL depend on the choice of the phase-field regularization parameter
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l > 0. This fracture length scale parameter l is related to the discretization of a domain.
This means in particular that h = o(l) (see e.g., [15] for the related problem of image
segmentation) where h denotes the usual spatial discretization parameter. A simplified
numerical analysis on h = o(l) is provided in [61]. A detailed computational analysis was
performed in [93, 43]. Moreover, the loading interval T := (t0, T ) is discretized using the
discrete time (loading) points
0 = t0 < t1 < . . . < tn < . . . < tN = T,
with the end time value T > 0. The parameter t ∈ T denotes for rate-dependent problems
the time, for rate-independent problems an incremental loading parameter.
A phase-field approach to fracture leads to a multi-field problem that depends on the
deformation field and the crack phase-field
u :
{ B × T → Rδ
(x, t) 7→ u(x, t) and d :
{ B × T → [0, 1]
(x, t) 7→ d(x, t), (1)
of a material point x ∈ B at time t ∈ T .
Specifically, we deal with a diffusive formulation that interpolates between the intact
(unbroken) region with d = 1 and the fully fractured state of the material with d = 0 at
x ∈ B. The Neumann boundary condition ∇d.n = 0 is imposed on ∂B with n being the
outward normal to the surface. The strain is assumed to be small, i.e. the norm of the
displacement gradient ||∇u|| <  is bounded by a small number .
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Figure 1: Setup of the notation: the unbroken domain is denoted by BC and C is the
crack phase-field. The smeared crack phase-field is approximated by the domain BL. The
whole domain is defined as a close subset as B := B¯C ∪ B¯L. The fracture boundary is ∂BL
and the outer boundary of the domain is ∂B.
2.2. Variational formulation for the multi-field problem
In this section, we recapitulate a variational approach to brittle fracture in elastic
solids at small strains. The energy stored in a bulk strain density for isotropic materials
is characterized by the three invariants,
I1(ε) = tr(ε) , I2(ε) = tr(ε
2) , I3(ε) = tr(ε
3). (2)
Additionally, it is assumed that the solid material is reinforced by only one family of fibers
which is denoted as transversely isotropic material. A single preferred direction at point
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x is defined by the normal vector a(x) with ‖a‖ = 1 that is called structural director.
This type of material has the highest strength in the direction of the fiber and depicts
isotropic response along its orthogonal direction. Hence, the stress state at a material
point x depends on the deformation and the given single preferred direction. Thus it
results to a deformation-direction-dependent problem. To do so, a penalty-like parameter
χ > 0 is defined to restrict a deformation on the normal plane to a. The effective bulk
free energy now depends on two second-order tensorial quantities, namely the strain ε
and structural M tensor, defined as
ε = ∇su = sym[∇u] and M := a⊗ a, (3)
they can be represented by additional two deformation-direction-dependent invariants
I4(ε;M ) = tr(ε.M ) = ‖a‖2ε = λ2a0 , I5(ε;M ) = tr(ε2.M). (4)
Note, that I4 is nothing else than the quadratic stretch in the direction a of the fiber. Let
the effective strain density function, Ψ(ε;M ) possesses the property of the transversely
isotropic material which has the coordinate-free representation for both matrix and fiber
materials. Thus the following holds
Ψ(ε;M) =: Ψ(QεQT ;QMQT ) ∀Q ∈ G ⊂ O(3), (5)
that holds for all orthogonal tensor Q, i.e. QTQ = QQT = I, that is a subset of the
symmetry group G of the anisotropic material. I = δij is the second order identity tensor.
We denote that Ψ(ε;M ) is a scalar-valued isotropic tensor function of the symmetric
strain tensor ε and the structural tensor M . Hence, the scalar-valued effective strain
density function is an invariant in space and time between two pairs of point in the given
domain under rotation. Thus Ψ(ε;M ) can be represented by the principal invariants of
ε and M as
Ψ(ε;M ) = Ψ
(
I1(ε), I2(ε), I4(ε;M), I5(ε;M)
)
= Ψ˜iso
(
I1(ε), I2(ε)
)
+ Ψ˜aniso
(
I4(ε;M), I5(ε;M)
)
.
(6)
Herein, the isotropic free-energy function corresponds to
Ψ˜iso
(
I1(ε), I2(ε)
)
:=
λ
2
I21 + µI2, (7)
with λ > 0 and µ > 0 being the elastic Lame´ constants. The anisotropic free-energy
function is defined as
Ψ˜aniso
(
I4(ε;M), I5(ε;M )
)
:=
1
2
χI24 + 2 Ξ I5, (8)
with the anisotropic material parameters χ and Ξ. A stress-free condition, i.e. ε = 0,
is required Ψ˜iso
(
I1(0), I2(0)
)
= 0. Moreover, Ψ˜aniso
(
I4(0;M ), I5(0;M)
)
= 0 must hold
true.
Using these definitions, to establish variational based anisotropic phase-field approach
to brittle fractures, we define the bulk free energy functional which represents the stored
energy in bulk as
Ebulk(u;M ) =
∫
BC
Ψ(ε;M)dx−
∫
∂NBC
τ¯ · u ds. (9)
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Herein, τ¯ denotes the traction forces on the complementary boundaries ∂NBC := ΓN ∪ C.
The total energetic functional is based on both the stored bulk energy as well as the
fracture dissipation, defined in the work of [30],
E(u, C;M ) = Ebulk(u;M) +GcHδ−1(C) , (10)
where Gc is the Griffith’s critical elastic energy release rate andHδ−1 is a δ−1 dimensional
Hausdorff measure. For the numerical treatment we regularize Eq. 10 following [17].
Specifically, the crack energy is approximated through a sequence of elliptic problems,
so-called Ambrosio-Tortorelli functionals, see [7, 8]. Therein, Hδ−1 is regularized by the
crack phase-field d. Finally, we account for the crack irreversibility constraint meaning
the crack can only grow:
d˙ ≤ 0. (11)
In the incremental version, this condition reads:
d ≤ dold,
where d := d(tn) and d
old := d(tn−1). For stating the variational formulations, we now
introduce:
V := {H1(B)δ : u = u¯ on ∂DB}, W := H1(B),
Win := {d ∈ H1(B)δ−1| 0 ≤ d ≤ dold}.
(12)
As typical in problems with inequality constraints (see e.g., [51, 52]), Win is a nonempty,
closed, convex, subset of the linear function space W . Due to the inequality constraint in
Eq. 11, Win is no longer a linear space.
2.3. Phase-field approximation of anisotropic crack topologies
The variational approach of [18] is widely used for fracture failure phenomena in
isotropic elastic solids. As a point of departure, in line with [67, 23], let a regular-
ized macro crack topology of a sharp crack be represented by the exponential function
1 − exp[−|x|/l] satisfying d(0) = 0. We define a regularized isotropic crack surface energy
functional of the solid by,
GcHδ−1iso (C) := Gc
∫
B
γisol (d,∇d) dx with γisol (d,∇d) :=
1
2l
(1− d)2 + l
2
∇d.∇d, (13)
in terms of the isotropic crack surface density function per unit volume of the solid γisol .
The above representation of a crack surface density function is extended for the class of
anisotropic responses; as for instance outlined in [78, 88, 76]. Similarly to the deformation
field, we define a total crack surface density function. It is additively decomposed into an
isotropic and anisotropic crack surface density function, respectively, as follows
γl(d,Q∇d) := γisol (d,∇d) + γanisol (∇d) for all Q ∈ G ⊂ O(3), (14)
where G is a given symmetry group of the anisotropic material, i.e. the set of rotation
and reflection vectors, and γanisol (d,∇d) represents an augmented crack surface density
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for the anisotropic response. Let this function posses the property of the transversely
isotropic material which has the coordinate-free representation for both matrix and fibers
materials. This leads to
γl(d,∇d;M ) = γl(d2,∇d · ∇d,∇d ·M · ∇d) . (15)
Using this definition, an anisotropic crack surface density response can be defined as
γanisol (∇d;M) := α
l
2
∇d.M .∇d. (16)
This type of fracture function has the highest geometric resistance in the fiber direction
and has an isotropic response along its orthogonal direction. Hence, the geometric re-
sistance state at a material point x depends on crack phase-field and the given single
preferred direction a. This results in a crack-direction-dependent problem.
The anisotropic term α in Eq. 16 behaves as a penalty-like parameter and hence for
α→∞ one obtains ∇d · a = 0, which means that the crack lies parallel to the preferred
orientation. For α→ 0 the isotropic response will be recovered.
Formulation 2.1 (Energy functional for the anisotropic crack topology). Let M , χ, Ξ
and α be given with the initial conditions u0 = u(x, 0) and d0 = d(x, 0). For the loading
increments n = 1, 2, . . . , N , find u := un ∈ V and d := dn ∈ Win such that the functional
E(u, d;M) := Ebulk(u, d+;M ) + Efrac(d;M ) + Eext(u)
=
∫
B
wbulk(ε, d;M )dx+
∫
B
wfrac(d,∇d;M ) dx−
∫
∂NB
τ¯ · u ds,
is minimized. The elastic bulk density wbulk along with the fracture contribution wfrac both
define the so-called total pseudo-energy density function as
w(ε, d,∇d;M ) = wbulk(ε, d;M ) + wfrac(d,∇d;M ),
wbulk(ε, d;M) = g(d+)Ψ(ε;M ),
wfrac(d,∇d;M) = Gcγl(d,∇d;M ).
Remark 2.1. In the case of elastic cracks, it can be shown that the phase field satisfies 0 ≤
d ≤ 1. When additional physics are included for instance a fluid inside the fracture [74] or
non-isothermal effects [79], the energy functional must be modified to cope with negative
values of d. Hence in order to allow for future extensions, we work in the remainder of
this paper with d+ rather than d. A detailed discussion is provided in [74][Section 3].
Remark 2.2. The comparison of the bulk energy functional in Eq. 10 and Formulation
2.1 is tow-fold. First, the integration is changed from BC to the entire domain B due to
the presence of the phase-field function d. Second, the presence of d in the bulk energy
through the degradation function g(d) defines the transition state from the unbroken to
fracture state hence results in the degradation of the solid material as well as the crack
propagation.
2.4. Strain-energy decomposition
Since the fracturing material behaves quite differently in tension and compression, a
consistent split for the strain energy density function is employed, where we apply the
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decomposition only to the isotropic strain energy function, i.e. Ψiso
(
I1(ε), I2(ε)
)
. Hence,
instead of dealing directly with ε(u), we perform additive decomposition of the strain
tensor as
ε(u) = ε+(u) + ε−(u) with ε±(u) :=
δ∑
i=1
〈εi〉±Ni ⊗Ni ,
with the tension ε+ and compression ε− strains. Here, 〈x〉± := x±|x|2 is a ramp function
of R± expressed by the Macauley bracket. {εi} are the principal strains and {Ni} are
the principal strain directions. The tension/compression fourth-order projection tensor is
defined as
P±ε :=
∂ε±
∂ε
=
∂
(∑δ
i=1〈εi〉±Ni ⊗Ni
)
∂ε
. (17)
It turns out that, P±ε projects the total strain into its positive and negative parts accord-
ingly, i.e ε± = P±ε : ε. So, a decoupled representation of the strain-energy function into a
so-called tension and compression contribution is given as follows,
Ψiso
(
I1(ε), I2(ε)
)
:= Ψ˜iso,+
(
I+1 (ε), I
+
2 (ε)
)︸ ︷︷ ︸
tension term
+ Ψ˜iso,−
(
I−1 (ε), I
−
2 (ε)
)︸ ︷︷ ︸
compression term
. (18)
Herein, the positive and negative principal invariants are
I±1 (ε) := 〈I1(ε)〉±, I±2 (ε) := I2(ε±). (19)
Remark 2.3. An alternative definition to I±1 (ε) := 〈I1(ε)〉±, can be defined by using
the same description introduced in I±2 (ε) for the first principal invariant which results in
I±1 (ε) := I1(ε
±). This provides a new description for the strain-energy function repre-
sented in Eq. 18. However, that is beyond the scope of present paper and will investigated
in future work.
Physically, it is trivial to assume that the degradation induced by the phase field acts
only on the tensile and shear counterpart of the elastic strain density function. Hence, it is
that assumed there is no degradation in compression, which also prevents interpenetration
of the crack lips during crack closure, see [67]. It turns out that the bulk work density
function for the fracturing material becomes,
wbulk(ε, d;M) := g(d+)
[
Ψ˜iso,+(I+1 , I
+
2 ) + Ψ˜
aniso(I4, I5)
]
+ Ψ˜iso,−(I−1 , I
−
2 ). (20)
Here a monotonically decreasing quadrature degradation function, i.e.
g(d+) := (1− κ)d2+ + κ, (21)
describes the degradation of the solid with the evolving crack phase-field parameter d. The
small residual stiffness κ is introduced to prevent numerical problems. The constitutive
stress response corresponding to Eq. 20 reads
σ(ε, d;M ) :=
∂wbulk(ε, d;M )
∂ε
= σisoε + σ
aniso
ε ,
σisoε = g(d+)
∂Ψ˜iso,+
∂ε
+
∂Ψ˜iso,−
∂ε
= g(d+)σ˜
iso,+
ε + σ˜
iso,−
ε ,
σanisoε = g(d+)
∂Ψ˜aniso
∂ε
= g(d+)σ˜
aniso
ε ,
(22)
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with,
σ˜iso,±ε := λI
±
1 (ε)I + 2µε± and σ˜
aniso
ε = χI4M + 2 Ξ (ε ·M +M · ε) (23)
Formulation 2.2 (Energy functional for the anisotropic crack topology). Let M , χ, Ξ
and α be given with the initial conditions u0 = u(x, 0) and d0 = d(x, 0). For the loading
increments n = 1, 2, . . . , N , find u := un ∈ V and d := dn ∈ Win such that the functional
E(u, d;M ) =
∫
B
[
g(d+)Ψ˜
iso,+ + Ψ˜iso,−
]
dx︸ ︷︷ ︸
matrix deformation term
+
∫
B
g(d+)Ψ˜
anisodx︸ ︷︷ ︸
fiber deformtion term
+Gc
∫
B
γisol dx︸ ︷︷ ︸
matrix fracture term
+Gc
∫
B
γanisol dx︸ ︷︷ ︸
fiber fracture term
−
∫
∂NB
τ¯ · u ds︸ ︷︷ ︸
external load
,
is minimized.
The minimization problem for the given energy functional of the anisotropic crack
topology in Formulation 2.2 takes the following compact form:
{u, d} = arg{ min
u∈V
min
d∈Win
[ E(u, d;M) ] }. (24)
The stationary points of the energy functional in Formulation 2.2 are characterized by the
first-order necessary conditions, namely the so-called Euler-Lagrange equations, which are
obtained by differentiation with respect to u and d.
Formulation 2.3 (Euler-Lagrange equations). Let M , χ, Ξ and α be given with the ini-
tial conditions u0 = u(x, 0) and d0 = d(x, 0). For the loading increments n = 1, 2, . . . , N ,
find u := un ∈ V and d := dn ∈ Win :
Eu(u, d; δu) =
∫
B
g(d+)σ˜
iso,+
ε (u) : ε(δu)dx +
∫
B
σ˜iso,−ε (u) : ε(δu)dx
+
∫
B
g(d+)σ˜
aniso
ε (u) : ε(δu)dx−
∫
∂NB
τ¯ · δu ds = 0 ∀δu ∈ V,
Ed(u, d; δd− d) = (1− κ)
∫
B
d+
[
σ˜iso,+ε (u) + σ˜
aniso
ε (u)
]
: ε(u).(δd− d)dx
+Gc
∫
B
(
1
l
(d− 1).(δd− d) + l∇d.∇(δd− d)
)
dx
+Gc
∫
B
αl∇d.M .∇(δd− d) dx ≥ 0 ∀δd ∈ W ∩ L∞.
(25)
Eu and Ed are the directional derivatives of the energy functional with respect to u
and d, respectively. Furthermore, δu ∈ {H1(B)δ : δu = 0 on ∂DB} is the deformation
test function and δd ∈ H1(B) is the phase-field test function.
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2.5. The Euler-Lagrange equations in a strong form
In order to complete our derivations, the strong form of Formulation 2.3 will be de-
rived in this section. Using integration by parts, we obtain a quasi-stationary elliptic
system for the displacements and the phase-field variable, where the latter one is sub-
ject to an inequality constraint in time and therefore needs to be complemented with a
complementary condition:
Formulation 2.4 (Strong form of the Euler-Lagrange equations). Let M , χ, Ξ and α be
given with the initial conditions u0 = u(x, 0) and d0 = d(x, 0). For the loading increments
n = 1, 2, . . . , N , we solve a displacement equation where we seek u := un : B → Rd such
that
− div(σ) = 0 in B,
u = u¯ on ∂DB,
σ · n = τ¯ on ∂NB,
in terms of the stress tensor σ defined in Eq. 22 and the given displacement field u¯.
The phase-field system consists of four parts: the PDE, the inequality constraint and a
compatibility condition (in fracture mechanics called Rice condition [84]) along with the
Neumann-type boundary conditions. Find d := dn : B → [0, 1] such that
−
(
2(1− κ)d+
[
Ψ˜iso,+ + Ψ˜aniso
]− Gc
l
(1− d)−Gcl∆d−Gcαl div(∇d.M )
)
≥ 0 in B,
d˙ 6 0 in B,
−
(
2(1− κ)d+Ψ˜iso,+(ε(u))− Gc
l
(1− d)−Gcl∆d−Gcαl div(∇d.M )
)
d˙ = 0 in B,
(I + αM)∇d · n = 0 on ∂B.
The mentioned inequality minimization problem for the phase-field equation can be
resolved through: (a) fixing the fracture with Dirichlet conditions [17], (b) Penalty method,
see [73] (including a mathematical analysis), (c) an Augumented Lagragian penalization
see [92], (d) Primal-dual active set method ; see [42, 54], (e) Maximum crack driving state
function, see [67, 70]. In the present work, we consider the maximum crack driving state
function to prevent the crack healing by having a positive crack dissipation known as
irreversibility criteria and given in details in next section.
2.6. Crack driving force
In this section, a formulation for the crack phase-field PDE equation in Formulation
2.4 is reformulated based on the crack driving force. A thermodynamical consistency
for the preservation of the energy balance due to the fracture dissipation results to the
Karush-Kuhn-Tucker form, see [69]. As a point of departure, the modular structure of
the anisotropic phase-field fracture equation assumes the following form
ηd˙︸︷︷︸
crack update
= −g′(d+)D˜︸ ︷︷ ︸
crack driving force
− lδdγl︸︷︷︸
resistance
≤ 0, (26)
as outlined in the works of Miehe and coworkers [70, 69, 4, 5]. Here, D˜ is a crack driving
state function which depends on a state array of strain- or stress like quantities. To get
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rid of the above inequality evolution problem, we maximize the inequality equation given
in (26) for the full process history s ∈ [0, tn],
−g′(d+) max
s∈[0,tn]
D˜ = lδdγl . (27)
We introduce maximum positive crack driving force H in t ∈ [0, tn] denoted as,
H(x, t) := max
s∈[0,tn]
D˜
(
state(x, ε(s))
)
, (28)
and hence (26) can be restated as,
ηd˙︸︷︷︸
crack update
= −g′(d+)H︸ ︷︷ ︸
max crack driving force
− lδd.γl︸ ︷︷ ︸
resistance
. (29)
Depending on the type of the crack driving state function which can be either without
or with threshold, D˜ can take different description, see [1, 2, 3]. The crack phase-field
evolution in (29) is defined in the domain B that is augmented with an imposed Neumann
homogeneous boundary condition as
(I + αM )∇d · n = 0 on ∂B. (30)
Note, that in Eq. 26 the rate-independent case is recovered for η → 0, where the crack
topology is then simply determined by an equilibrium between the crack driving force and
the geometric crack resistance. These equations are interpreted as generalized Ginzburg-
Landau-type evolution equations for the crack phase-field d. Equation 29 restated for the
rate-independent limit η → 0 to the so-called Karush-Kuhn-Tucker form:
d˙ 6 0; −δdw ≥ 0, d˙ [−δdw] = 0. (31)
This condition provides a natural assumption due to the positive fracture dissipation know
as crack irreversibility condition. The latter constraint is ensured by a specific constitutive
assumption that relates the functional derivative to a positive energetic driving force. The
last condition in (31) is the balance law for the evolution of the crack phase-field which
ensures the principal of maximum dissipation during the crack phase-field evolution (see
e.g. [67]). It is known as compatibility condition.
Remark 2.4. Karush-Kuhn-Tucker stated in (31) along with (30) are the modular struc-
ture of the Euler-Lagrange equations in a strong form which are given in Formulation
2.4.
By defining the maximum positive crack driving force H in terms of the the crack
driving state function D˜ at hand, Formulation 2.3 can be stated as an equality minimiza-
tion. Thus H substitutes the corresponding [Ψ˜iso,+ + Ψ˜aniso] term in the original Ed. To
derive the crack driving state function we recall the irreversibly inequality condition, i.e.
d˙ ≤ 0. It follows that the left hand side of (26) has to be always positive to avoid the
crack healing process
−δdw = (κ− 1)2d+
[
Ψ˜iso,+ + Ψ˜aniso
]−Gcδdγl(d,∇d;M ) 6 0. (32)
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Maximization of this inequality in the full process history s ∈ [0, tn], yields
(κ− 1)2d+ max
s∈[0,tn]
[
Ψ˜iso,+ + Ψ˜aniso
]
= Gcδdγl(d,∇d;M ). (33)
To follow the modular structure of the phase-field fracture equation defined in Eq. 26,
we multiply (33) by l
Gc
. With the definition of a positive crack driving force and shown
by H, hence (33) is restated as
(κ− 1)2d+H = lδdγl if H := max
s∈[0,tn]
D˜ with D˜ :=
l
[
Ψ˜iso,+ + Ψ˜aniso
]
Gc
. (34)
It is evident that the crack driving state function given by (34) is directly effected by the
regularization parameter l. Hence the crack driving state function has the property of
length-scale dependency. The functional derivative of γl with respect to d is obtained as
follows, ∫
B
δdγl(d,∇d;M )dx :=
∫
B
(
∂γl
∂d
+
∂γl
∂∇d
)
dx =
∫
B
(
∂γl
∂d
−∇.[ ∂γl
∂∇d ]
)
dx, (35)
which leads to,∫
B
δdγl(d,∇d;M )dx =
∫
B
1
l
[(d− 1)− l2∆d− αl2 div(∇d.M )]dx. (36)
Furthermore ∂γl(d,∇d;M)
∂∇d · n = (I + αM )l∇d · n = 0 refers to (30).
Formulation 2.5 (Final Euler-Lagrange equations). Let M , χ, Ξ and α be given with
the initial conditions u0 = u(x, 0) and d0 = d(x, 0). For the loading increments n =
1, 2, . . . , N , find u := un ∈ V and d := dn ∈ W :
Eu(u, d+; δu) =
∫
B
g(d+)σ˜
iso,+
ε (u) : ε(δu)dx +
∫
B
σ˜iso,−ε (u) : ε(δu)dx
+
∫
B
g(d+)σ˜
aniso
ε (u) : ε(δu)dx−
∫
∂NB
τ¯ · δu ds = 0 ∀δu ∈ V,
Ed(u, d; δd) = (1− κ)
∫
B
2d+Hδddx
+
∫
B
(
(d− 1)δd+ l2∇d.∇δd
)
dx
+
∫
B
αl2∇d.M .∇δd dx = 0 ∀δd ∈ W.
(37)
3. Global-Local Formulation Applied to the Anisotropic Phase-
Field Fracture
Departing point towards a Global-Local approach applied to the anisotropic phase-field
formulation is the domain decomposition method [35]. We split the single-scale energy
functional E indicated in Formulation 2.2 to the intact and fractured region, i.e. BC and
BL, respectively.
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Accordingly, by introduction of the Fictitious domain BF , i.e. a coarse projection of
the local domain into the global domain (later BG refers to the global domain in Section
3.2), we extend the resulting non-overlapping domain decomposition formulation toward a
Global-Local formulation applied to the anisotropic phase-field fracture. The Global-Local
formulation applied to isotropic phase-field was first proposed by Gerasimov et al. [34].
The main objective was to introduce an adoption of the phase-field formulation within
legacy codes, specifically for industrial applications.
An important definition for the subsequent treatment is the energy functional. We
recall that the energy functional for the single-scale problem denoted as E . We further
define the energy functional for the domain decomposition by Ê and the Global-Local
formulations as E˜ .
3.1. Non-overlapping domain decomposition formulation
Recall, the complementary domain BC := B\BL ⊂ B ∈ Rd corresponds to the intact
region and let BL is an open domain, where the fracture surface is approximated in this
region, see Fig. 2(a). It is assumed the fracture surface in BL represents a reasonably
small ’fraction’ of B such that |BL|  |BC |. We further define an interface between an
unfractured domain BC and fractured domain BL by Γ ∈ Rδ−1 ⊂ B in the continuum
setting to be the interface between BL and BC , such that B ≡ BL ∪ Γ ∪ BC . We further
assume that BL is free from any externally imposed load and hence we have prescribed
loads only in BC . Such an assumption is standard for the multi-scale setting, see [29].
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Figure 2: Domain decomposition scheme. (a) Geometry and loading setup of the single-
scale boundary value problem. (b) Non-overlapping domain decomposition setting whereas
B is decomposed into the intact and fracture region denoted as complementary and local
domains BL and BC , respectively.
Consider a domain decomposition with geometric sketch in Fig. 2(b) applied to the
single-scale domain plotted in Fig. 2(a). Two functions on BL and BC are considered,
namely uL ∈ VL and uC ∈ VC, where we introduce additional three sets:
VL := H
1
0(BL)δ, VC := V(BC), and WL := Win(BL) ,
N. Noii, F. Aldakheel, T. Wick & P. Wriggers 15
referring to the spaces defined in Eq. 12.
A descriptive motivation of the domain decomposition approach applied to the varia-
tional anisotropic phase-field modeling is related to two restriction in the model: (i) the
strong coupling scheme that is the strong displacement continuity condition that holds
along with (ii) the predefined interface. To this end, one needs to assume that the dis-
crete interfaces for both complementary and local domain do exactly coincide in the strong
sense, yielding
uL
!
= uC at x ∈ Γ = ΓC = ΓL. (38)
This displacement continuity is often called primal approach in the literature, see e.g.
[60].
Let the single-scale displacement field u ∈ V be the solution of the multi-field varia-
tional problem in (24). It is decomposed as
u(x, t) :=
{
uL for x ∈ BL,
uC for x ∈ BC . (39)
Since the fracture surface lives only in BL we introduce scalar-valued function dL : BL →
[0, 1] ∈ WL. The single-scale phase-field d is then decomposed in the following form
d(x, t) :=
{
dL for x ∈ BL,
1 for x ∈ BC . (40)
By imposing (39) and (40) to the energy functional, indicated in Formulation 2.2, energy
functionals corresponding to BC and BL reads
ÊC(uC ;M ) :=
∫
BC
w(εC , 1, 1;M ) dx−
∫
∂NBC
τ¯ · uC ds, (41)
and
ÊL(uL, dL;M) :=
∫
BL
w(εL, dL,∇dL;M) dx, (42)
for the total energy density defined in Formulation 2.1. With the strong displacement
continuity in (38)we obtain
E(u, d;M) ≡ Ê(uC ,uL, dL;M) := ÊC(uC ;M ) + ÊL(uL, dL;M ), (43)
where E is the original single-scale functional in Formulation 2.2. As a result, the domain
decomposition variational formulation is equivalent to the single-scale formulation Eq. 24
{uC ,uL, dL} = arg{ min
uC∈VC,uL∈VL
min
dL∈WL
[ Ê(uC ,uL, dL;M ) ] } . (44)
Note, the major advantage of using this minimization problem instead of the one in
(24) is the reduction of the nonlinearity order of the complementary domain (which is
free from the fracture state), and more specifically in small deformation setting that is a
linear minimization problem.
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Remark 3.1. The strong displacement continuity requirement given in Eq. 38 is too
restrictive from the computational standpoint [25]. To resolve the phase field problem,
one requires hL  hG. However, if we assume uL != uC on Γ, this yields ΓL = ΓC in a
discretized setting hence hL = hG on Γ which has the contradiction with hL  hG.
Following Remark 3.1, we relax Eq. 38 in a weak sense by introducing traction-like
terms in the corresponding energy functionals (21) and (24). This results in
ÊC(uC ,λC ;M ) :=
∫
BC
w(εC , 1, 1;M ) dx−
∫
ΓC
λC · uC ds−
∫
ΓN,C
τ¯ · uC ds, (45)
and
ÊL(uL, dL,λL;M) :=
∫
BL
w(εL, dL,∇dL;M ) dx−
∫
ΓL
λL · uL ds, (46)
with λC ,λL ∈ L2(Γ) being the unknown Lagrange multipliers, which represent traction
forces on the interface. The saddle point problem including complementary and local
domains assumes the form
Ê(uC ,uL, dL,λL,λC ;M ) := ÊC(uC ,λC ;M ) + ÊL(uL, dL,λL;M),
which is under-determined, since no relation is yet specified between uL and uC , nor
between λL and λC . The latter is achieved by introducing the functional
ÊΓ(uΓ,λC ,λL) :=
∫
Γ
uΓ · (λL + λC) ds, (47)
with uΓ ∈ H1(Γ) representing the (unknown) Lagrange multiplier, which has the dimen-
sion of a displacement, called also displacement interface. Summing EC and EL with EΓ,
we get
Ê(uC ,uL,dL,uΓ,λC ,λL;M) :=
∫
BC
w(εC , 1, 1;M) dx+
∫
BL
w(εL, dL,∇dL;M ) dx
+
∫
Γ
{λC · (uΓ − uC) + λL · (uΓ − uL)} ds−
∫
ΓN,C
τ¯ · uC ds.
(48)
Here the introduction of the intermediate displacement uΓ satisfies the weak traction
continuity between λL and λC along Γ. This is in addition to the weak displacement
continuity between uL and uC across Γ. Hence, both displacement and traction continuity
are imposed implicitly in the weak sense to the energy functional [81]. The coupling
interface energy functional used in Eq. 48 (i.e. third term) is called Localized Lagrange
Multipliers, see e.g. [82, 86].
The variational formulation of Eq. 48 is equivalent to the single-scale minimization
problem in Eq. 24, such that E ≈ Ê , yields
s = arg{ min
uC∈VC ,uL∈VL,uΓ∈H1(Γ),dL∈WL
max
λC ,λL∈L2(Γ)
[ Ê(uC ,uL, dL,uΓ,λC ,λL;M) ]}, (49)
N. Noii, F. Aldakheel, T. Wick & P. Wriggers 17
where s := (uC ,uL, dL,uΓ,λC ,λL). Accordingly, the displacement field u, is decomposed
as
u =

uL for x ∈ BL,
uC for x ∈ BC ,
uΓ for x ∈ Γ,
(50)
which is based on the solution triple (uC ,uL,uΓ) as a minimizer of the (48). Note, the
representation for d in terms of dL defined by (40) remains same.
3.2. Global-Local formulation
In this section, the formulation is extended to a Global-Local approach in line with
[34]. Specifically in this paper, we extend the Global-Local formulation to the anisotropic
crack phase-field which is augmented by Robin-type boundary conditions [26, 59, 58, 31].
The latter relaxes the stiff local response observed at the global level which is due to
the local non-linearity projected to the global level and leads to further reductions of the
computational time. Additionally, to have more regularity along the coupling interface, a
non-matching finite element discretization is used on the interface.
Let us define open and bounded fictitious domain BF to recover the space of B that
is obtained by removing BL from its continuum domain, see Fig. 3. Indeed, the fictitious
domain is prolongation of the BC towards B. This gives the same constitutive modeling
used in BC for BF . Thus, the energy functional of the complementary and fictitious
domain is the same. We also use the identical discretization space for both BF and BC ,
which results hF := hC . We further define, an open and bounded global domain BG such
that BG = BF ∪ Γ ∪ BC . It yields the same energy functional for BC , BF and BG. Hence,
the material parameters are identical for BC , BF and BG. Additionally, this unification
yields on identical discretization space for the global domains BF and BC , and results in
hG ≈ hF ≈ hC referring to the element size.
Note that, the fictitious domain BF is assumed to be free from geometrical imperfec-
tions which may be present in BL, see Fig. 3(b). Thus, the global domain is assumed to
be free from any given imperfection. Let us also define, global and local interfaces denoted
as ΓG ⊂ BG and ΓL ⊂ BL, such that in the continuum setting we have Γ = ΓG = ΓL.
However in a discrete setting we might have Γ 6= ΓG 6= ΓL due to the presence of dif-
ferent meshing schemes (i.e. different element size/type used in BG and BL such that
h 6= hL 6= hG on Γ).
It is assumed that there exists a continuous prolongation of uC into BF . Hence, we
introduce a function uG ∈ V(BG) such that uG|BC ≡ uC and uG = uC on Γ in the sense
of a trace. Thus, the boundary conditions for BG is same as the BC , therefore it holds
uG = u¯ on ∂DB and t = t¯ on ΓN,G. By means of the fictitious domain, the first term in
Eq. 48 is recast as follows∫
BC
w(ε(uC), 1, 1;M ) dx =
∫
BC
w(ε(uG), 1, 1;M) dx
=
∫
BG
w(ε(uG), 1, 1;M) dx−
∫
BF
w(ε(uG), 1, 1;M) dx.
(51)
Note, we substitute uG for uC in the second and fourth integrals in Eq. 51. That is trivial
by means of the prolongation concept such that uG|BF ≡ uF and uG = uF on Γ.
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Figure 3: Illustration of the Global-Local formulation. (a) Geometry and loading setup
of the single-scale boundary value problem. (b) Global-Local setting, by introduction of
the fictitious domain BF through prolongation of BC to the entire domain whereas its
unification is so-called global domain BG := BC ∪ Γ ∪ BF .
This provides the Global-Local approximation of the single-scale energy functional E
indicated in Formulation 2.2 by
E˜(uG,uL, dL,uΓ,λC ,λL;M ) : =
∫
BG
w(εG, 1, 1;M ) dx−
∫
BF
w(εF , 1, 1;M) dx−
∫
ΓN,G
τ¯ · uG ds︸ ︷︷ ︸
global terms
+
∫
BL
w(εL, dL,∇dL;M ) dx︸ ︷︷ ︸
local term
+
∫
Γ
{λC · (uΓ − uG) + λL · (uΓ − uL)} ds︸ ︷︷ ︸
coupling terms
.
(52)
where the approximation E ≡ E˜ holds.
Formulation 3.1 (Global-Local energy functional applied to the anisotropic crack topol-
ogy). Let M , χ, Ξ and α be given with initial conditions u0 = u(x, 0) and d0 = d(x, 0).
For the loading increments n = 1, 2, . . . , N , find uG := u
n
G ∈ VG, uL := unL ∈ VL,
uΓ := u
n
Γ ∈ H1(Γ), dL := dnL ∈ WL, λC := λnC ∈ L2(Γ) and λL := λnL ∈ L2(Γ), such that
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the functional
E˜(uG,uL, dL,uΓ,λC ,λL;M ) =∫
BG
(
λ
2
I21 + µI2)dx︸ ︷︷ ︸
global matrix deformation term
+
∫
BG
(
1
2
χI24 + 2ΞI5)dx︸ ︷︷ ︸
global fiber deformtion term
−
∫
ΓN,G
τ¯ · uG ds︸ ︷︷ ︸
global external load
−
∫
BF
(
λ
2
I21 + µI2)dx︸ ︷︷ ︸
fictitious matrix deformation term
−
∫
BF
(
1
2
χI24 + 2ΞI5)dx︸ ︷︷ ︸
fictitious fiber deformtion term
+
∫
BL
g(dL+)
(λ
2
I+21 + µI
+
2
)
dx +
∫
BL
(
λ
2
I−21 + µI
−
2 )dx︸ ︷︷ ︸
local matrix deformation term
+
∫
BL
g(dL+)
(1
2
χI24 + 2ΞI5
)
dx︸ ︷︷ ︸
local fiber deformtion term
+Gc
∫
BL
{ 1
2l
(1− dL)2 + l
2
∇dL.∇dL}dx︸ ︷︷ ︸
local matrix fracture term
+Gc
∫
BL
(α
l
2
∇dL.M .∇dL)dx︸ ︷︷ ︸
local fiber fracture term
+
∫
Γ
{λC · (uΓ − uG) + λL · (uΓ − uL)} ds︸ ︷︷ ︸
interface coupling term
,
is minimized.
Note, we are not any more using ∂NB for the applied surface load and hence ΓN,G
is considered. This is because the global domain is free from any fracture state. The
minimization problem for the Global-Local energy functional given in Formulation 3.1
that is applied to the anisotropic crack topology takes the following compact form,
s = arg{ min
uG∈VG,uL∈VL,uΓ∈ H1(Γ),dL∈WL
max
λC ,λL∈L2(Γ)
[ E˜(uG,uL, dL,uΓ,λC ,λL;M)]} (53)
where s := (uG,uL, dL,uΓ,λC ,λL).
The relation between the solution u of the minimization problem in Eq. 24 and the
solution triple (uG,uL,uΓ) of Eq. 53 reads
u =

uL, for x ∈ BL,
uG, for x ∈ BG,
uΓ, for x ∈ Γ.
Remark 3.2. When using standard single scale phase-field modeling, we are most of
the time not dealing with a uniform mesh and hence the domain is divided into coarser
and finer mesh elements. To resolve the crack phase-field, we need to have l ≥ h must
hold at every point of the domain such that l ≥ hc ≥ hf (c and f refers to the coarse
and fine region in domain, respectively) satisfied. This typically leads to a finer mesh
even for the area which is sufficiently far from the fracture zone, and therefore increases
the computational time considerably. However, this is not the case for the Global-Local
approach where the phase-field formulation is only embedded within the local domain and
not the entire domain. Hence the computational time is reduced drastically.
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3.3. Variational formulation for the Global-Local coupling system
Now we consider the weak formulation of Eq. 53. The directional derivatives of the
functional E˜ yield for the global weak form
E˜uG(s; δuG) :=
∫
BG
σ(uG;M ) : ε(δuG) dx−
∫
BF
σ(uG;M ) : ε(δuG) dx
−
∫
ΓG
λC · δuG ds−
∫
ΓN,G
τ¯ · δuG ds = 0, (G)
where σ(uG) := ∂εw(ε(uG), 1, 1;M ) and δuG ∈ {H1(BG) : δuG = 0 on ∂DB} is the test
function. The local weak formulations assumes the form
E˜uL(s; δuL) :=
∫
BL
σ(uL, dL;M ) : ε(δuL) dx−
∫
ΓL
λL · δuL ds = 0,
E˜dL(s; δdL) := (1− κ)
∫
BL
2dL+H(ε(uL);M).δdLdx+
∫
BL
(dL − 1).δdLdx
+
∫
BL
l2∇dL.∇(δdL) dx+
∫
BL
αl2∇dL.M .∇(δdL) dx = 0,
(L)
where σ(uL, dL;M ) = ∂εw(εL, dL,∇dL;M ) = σisoε (εL, dL) + σanisoε (εL, dL,M ) is
defined in Eq. 22, δuL ∈ H1(BL) is the local test function and δdL ∈ H1(BL) is the local
phase-field test function.
The variational derivatives of E˜ with respect to (uΓ,λC ,λL) provide kinematic equa-
tions due to weak coupling between global and local form
E˜uΓ(s; δuΓ) :=
∫
Γ
(λC + λL) · δuΓ ds = 0, (C1)
E˜λC (s; δλC) :=
∫
Γ
(uΓ − uG) · δλC ds = 0, (C2)
E˜λL(s; δλL) :=
∫
Γ
(uΓ − uL) · δλL ds = 0. (C3)
Herein δuΓ ∈ H1(Γ) and δλC , δλL ∈ L2(Γ) are the corresponding test functions.
Let us now focus on the global variational in (G). The presence of the two domain
integrals over BG and BF would imply in this case the need to simultaneously access the
corresponding stiffness matrices. Avoiding this can be done as follows: We focus on the
domain integral over BF in (G). The idea is to transform the domain integral in BF to
the global interface ΓG. The divergence theorem leads to∫
BF
σ(uG) : ε(δuG) dx = −
∫
BF
div(σ(uG)) · δuG dx+
∫
∂BF
σ(uG) · n∂BF · δuG ds, (54)
where n∂BF is the unit outward normal vector to ∂BF .
The first term in the right-hand side of in Eq. 54 can be canceled by using the
divergence-free assumption for the stress (no body forces in BF ). Following a detailed
argument in Gerasimov et al. [34], the second term can be further simplified∫
∂BF
σ(uG) · n∂BF · δuG ds =
∫
ΓG
σ(uG) · nΓ · δuG ds+
∫
∂BF∩ΓN,G
τ¯ · δuG ds.
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Here, nΓ := n∂BF denotes the normal vector on ΓG, outward of BF , as illustrated in Fig.
3. Furthermore, it is possible to choose BL and its coarse representation into the global
level as BF such that ∂BF ∩ ΓN,G = ∅. This is in line with the assumption introduced in
section 3.1 that the local domain BL and additionally BF is free from any applied external
load. Thus, the last surface integral cancels and (54) can be restated as,∫
BF
σ(uG) : ε(δuG) dx =
∫
ΓG
σ(uG) · nΓ · δuG ds, (55)
such that there exists a fictitious Lagrange multiplier λF ∈ L2(Γ) with∫
ΓG
σ(uG) · nΓ · δuG ds =:
∫
ΓG
λF · δuG ds. (56)
Here, λF is a traction-like quantity on ΓG. Due to (55)−(56), the partitioned representa-
tion of equation (G) takes the following form∫
BG
σ(uG) : ε(δuG) dx−
∫
ΓG
λF · δuG ds−
∫
ΓG
λC · δuG ds−
∫
ΓN,G
τ¯ · δuG ds = 0, (G1)
with λF satisfying ∫
ΓG
λF · δuG ds =
∫
BF
σ(uG) : ε(δuG) dx. (G2)
Equations (G1), (G2) refer to the global system of equations. The system of equations
(L) is called a local variational equation and additionally (C1), (C2), (C3) refer to the
coupling terms. The entire system is the basis for the Global-Local approach.
3.4. Dirichlet-Neumann type boundary conditions
To accommodate a Global-Local computational scheme, instead of finding the station-
ary solution of the (G1), (G2), (L) along with (C1), (C2), (C3) in the monolithic sense, an
alternate minimization is used. This is in line with [34], which leads to the Global-Local
formulation through the concept of non-intrusiveness. Here the global and local level are
solved in a multiplicative manner according to the idea of Schwarz’ alternating method
[75].
Let k ≥ 0 be the Global-Local iteration index at a fixed loading step n. The iterative
solution procedure for Global-Local computational scheme is as follows:
• Dirichlet local problem: solution of local problem (L) coupled with (C3),
• Pre-processing global level: recovery phase using (C1) and (G2),
• Neumann global problem: solution of global problem (G1),
• Post-processing global level: recovery phase using (C2).
The detailed scheme for applying the Dirichlet-Neumann type boundary conditions to the
isotropic phase-field fracture modeling is described in [34].
Despite of its strong non-intrusiveness implementation point of view [32], there are
two shortcomings embedded in the system which have to be resolved. (a) Due to the
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extreme difference in stiffness between the local domain and its projection to the global
level, i.e. fictitious domain, the relaxation/acceleration techniques has to be used, see
[34]. (b) Additionally, it turns out that if the solution vector (ukG,u
k
L, d
k
L,u
k
Γ,λ
k
C ,λ
k
L) is
plugged into equations (G1), (G2), (L), (C1), (C2), (C3), the imbalanced quantities follow∫
Γ
(ukΓ − ukL) · δλL ds 6= 0 and
∫
Γ
λkF · δuG ds 6=
∫
BF
σ(ukG) : ε(δuG) dx, (57)
resulting in the iterative Global-Local computation scheme. Figure 4a depicts one iter-
ation of the Global-Local approach by means of the Dirichlet-Neumann type boundary
conditions. The aforementioned difficulties motivate us to provide an alternative coupling
conditions that overcome these challenges, which are explained in the following section.
a b
Figure 4: Global-Local iterative scheme with (a) Dirichlet-Neumann type boundary
conditions; (b) Robin-type boundary conditions.
3.5. Robin-type boundary conditions
In this section, the Global-Local formulation is enhanced using Robin-type boundary
conditions to relax the stiff local response that is observed at the global level (due to
the local non-linearity). Furthermore the computational time is reduced. This improves
the resolution of the imbalanced quantities in (57) and it accelerates the Global-Local
computational iterations.
Recall, the coupling equations denoted in (C1), (C2) and (C3) arise from the stationary
of the interface energy functional. That provides the boundary conditions which have to be
imposed on the global and local levels. At that level the Robin-type boundary conditions
are formulated.
• Robin-type boundary conditions at the local level
At the local level the new coupling term is introduced as a combination of (C1) and (C2)
E˜uΓ(s; δuΓ) +ALE˜λC (s; δλC) =
∫
Γ
(λC + λL) · δuΓ ds+AL
∫
Γ
(uΓ − uG) · δλC ds = 0.
(58)
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This leads for iteration k to∫
Γ
(λk−1C + λ
k
L) · δuΓ ds+AL
∫
Γ
(u
k, 1
2
Γ − uk−1G ) · δλC ds = 0. (59)
Herein, AL is a local augmented stiffness matrix applied on the interface which serves as
regularization of the local Jacobian matrix. By means of (59) at iteration k, the local
system of equations results in the following boundary conditions∫
Γ
λkL · δuΓ ds+AL
∫
Γ
u
k, 1
2
Γ · δλC ds = Λk−1L , (C˜1)∫
Γ
(u
k, 1
2
Γ − ukL) · δλL ds = 0, (C˜2)
with
Λk−1L := ΛL(λ
k−1
C ,u
k−1
G ;AL) = AL
∫
Γ
uk−1G · δλC ds−
∫
Γ
λk−1C · δuΓ ds. (60)
Along with (L), the local system of equations has to be solved for (ukL,λ
k
L,u
k, 1
2
Γ ) for given
local Robin-type parameters (Λk−1L ,AL).
• Robin-type boundary conditions at the global level
Accordingly, at the global level, the new coupling term is stated as a combination of (C1)
and (C3)
E˜uΓ(s; δuΓ) +AGE˜λL(s; δλL) =
∫
Γ
(λC + λL) · δuΓ ds+AG
∫
Γ
(uΓ − uL) · δλL ds = 0.
(61)
This leads for iteration k to∫
Γ
(λkC + λ
k
L) · δuΓ ds+AG
∫
Γ
(ukΓ − ukL) · δλL ds = 0,
where, AG is a global augmented stiffness matrix applied on the interface.
Through (61) at the iteration k, the Robin-type boundary condition at the global level
follows ∫
Γ
λkC · δuΓ ds+AG
∫
Γ
ukΓ · δλL ds = ΛkG, (C˜3)∫
Γ
(u
k, 1
2
Γ − ukG) · δλC ds = 0, (C˜4)
with
ΛkG := ΛL(λ
k
G,u
k
L;AG) = AG
∫
Γ
ukL · δλL ds−
∫
Γ
λkL · δuΓ ds. (62)
Together with (G1) and (G2), the global system of equations has to be solved for (u
k
G,λ
k
C ,u
k
Γ)
for a given (ΛkG,AG,u
k, 1
2
Γ ). Here, AG and Λ
k
G stand for global Robin-type parameters.
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Based on the new boundary conditions provided in (C˜1), (C˜2), (C˜3) and (C˜4) the
imbalanced quantities in the Global-Local iterations read∫
Γ
(ukΓ − uk,
1
2
Γ ) · δλL ds 6= 0 and
∫
Γ
λkF · δuG ds 6=
∫
BF
σ(ukG) : ε(δuG) dx, (63)
For the specific Robin-type boundary conditions, we can resolve Eq. 631 such that this
term does not produce any error in the iterative procedure. To do so, following Appendix
B, the global and local augmented stiffness matrices within the Robin-type boundary
conditions are given by
AG = L
T
LT
−T
L SL and AL := SC . (64)
AG and AL can be seen as augmented stiffness matrices regularize the Jacobian stiffness
matrix at the global and local levels, respectively.
Remark 3.3. In the Robin-type boundary condition given in (C˜1) and (C˜3), we can extract
different criteria, e.g.
• AL → ∞: Dirichlet boundary conditions and AG → 0: Neumann boundary condi-
tions;
• AL → 0: Neumann boundary conditions and AG → ∞: Dirichlet boundary condi-
tions;
• AL = SC: Robin-type boundary conditions and AG → ∞: Dirichlet boundary
conditions;
Hence, depending on the Robin-type parameters, a family of boundary conditions can be
formulated.
Additionally to achieve a balance state of Eq. 632, the following partitioned represen-
tation of equation (G)∫
BG
σ(uG) : ε(δuG) dx−
∫
Γ
λF · δuG ds−
∫
Γ
λC · δuG ds−
∫
ΓN,G
τ¯ · δuG ds = 0, (G˜1)
is equipped with a linearized ∆λF satisfying∫
Γ
∆λF · δuG ds =
∫
Γ
SF∆uG · δuG dx, (G˜2)
where (B.6) in Appendix B is used with uF = uG. Note that now the second imbalance
quantity shown in (63) does not anymore produce an error. We are not solving for λF and
in the linearized equation of (G˜1) this term is replaced by (G˜2). The linearized equation
of (G˜1) is solved within a single iteration, because we are dealing with a linear elastic
constitutive equations.
The detailed Global-Local formulation using Robin-type boundary conditions is de-
picted in Algorithm 1. Accordingly, Fig. 4b depicts one iteration of the Global-Local
coupling scheme by means of the Robin-type boundary conditions. The Global-Local
setting provides a generic two-scale finite element algorithms that enables capturing local
non-linearities.
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3.6. Spatial discretization
The computational domain is subdivided into bilinear quadrilateral elements denoted
as Q1. Both subproblems are discretized with a Galerkin finite element method using
H1-conforming bilinear (2D) elements, i.e., the ansatz and test space uses Qc1–finite el-
ements, e.g., for details, we refer readers to the [21]. Consequently, the discrete spaces
have the property Vh ⊂ V and Wh ⊂ W . Here, h refers to the finite element size. Ac-
cordingly, a finite element discretization is illustrated in Appendix A for the primal fields
refers to the (uG,uL, dL,uΓ,λC ,λL) and its constitutive state variables represented by
(εG, εL, dL,∇dL).
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Algorithm 1 Global-Local iterative scheme combined with Robin-type boundary condi-
tions.
Input: loading data (u¯n, τ¯n) on ∂DB and ΓN , respectively;
solution (uG,n−1,uL,n−1, dL,n−1,uΓ,n−1,λC,n−1,λL,n−1) and HL,n−1 from step n− 1.
Global-Local iteration k ≥ 1:
Local boundary value problem:
• given AL,Λk−1L ,HL,n−1; solve
phase-field part:
(1− κ)
∫
BL
dL+H(ε(uL)).δdLdx+Gc
∫
BL
1
l
(dL − 1).δdLdx
+Gc
∫
BL
l∇dL.∇(δdL)dx+Gc
∫
BL
αl∇dL.M .∇(δdL)dx = 0,
mechanical part:
∫
ΩL
σ(uL, dL) : ε(δuL) dx−
∫
Γ
λL · δuL ds = 0,∫
Γ
λL · δuΓ ds+AL
∫
Γ
uΓ · δλC ds = Λk−1L ,∫
Γ
(uΓ − uL) · δλL ds = 0,
• set (uL, dL,uΓ,λL) =: (ukL, dkL,u
k, 1
2
Γ ,λ
k
L),
• given (ukL,λkL;AG), set
ΛkG = AG
∫
Γ
ukL · δλC ds−
∫
Γ
λkL · δuΓ ds.
Global boundary value problem:
• given AG,ΛkG,u
k, 1
2
Γ , solve
∫
ΩG
σ(uG) : ε(δuG) dx−
∫
Γ
λF · δuG ds−
∫
Γ
λC · δuG ds−
∫
ΓN
τ¯ · δuG ds = 0,∫
Γ
λC · δuΓ ds+AG
∫
Γ
uΓ · δλC ds = ΛkG,∫
Γ
(u
k, 1
2
Γ − uG) · δλC ds = 0,
• set (uG,uΓ,λC) =: (ukG,ukΓ,λkC),
• given (ukG,λkC ;AL), set
ΛkL = AL
∫
Γ
ukG · δλC ds−
∫
Γ
λkC · δuΓ ds.
• if fulfilled, set (ukG,ukL, dkL,ukΓ,λkC ,λkL) =: (uG,n,uL,n, dL,n,uΓ,n,λC,n,λL,n) and stop;
• else k + 1→ k.
Output: solution (uG,n,uL,n, dL,n,uΓ,n,λC,n,λL,n) and HL,n.
4. Predictor-Corrector Adaptivity Applied to the Global-Local
Formulation
We assume the Global-Local formulation is at the converged state, which is denoted as
(uG,n,uL,n, dL,n ,uΓ,n,λC,n,λL,n). The Global-Local approach is augmented by a dynamic
allocation of a local state using an adaptive scheme which has to be performed at time
step tn. By the adaptivity procedure, we mean: (a) to determine which global elements
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need to be refined and identified by B adaptG ⊂ BG; (b) to create the new fictitious domain
B newF := B oldF ∪B adaptF with B adaptF := B adaptG and as a result a new local domain is defined
as B newL := B oldL ∪ B adaptL , see Fig. 5; (c) to determine a new local interface denoted as
ΓL; (d) to interpolate the old global solution in B adaptL . All these steps refer to predictor
steps. The corrector step is explained in Section 4.2. We briefly notice that the principal
idea of this adaptive scheme is inspired from [42] in which a predictor-corrector scheme
for mesh refinement in the crack zone was proposed.
4.1. Predictor step
In this section, we start explaining the predictor step.
• Determining global elements which have to be refined
Recall that the interfaces at the global, fictitious and local domains are denoted by ΓG ⊂
BG, ΓF ⊂ BF and ΓL ⊂ BL. We denote eG ∈ BG, eF ∈ BF and eL ∈ BL as the elements
in the global, fictitious and local domain. Let E1G,i, E
2
G,i, E
3
G,i and E
4
G,i refer to the left,
top, right and bottom global edges for the ith element eG,i, respectively (because, it is
quadrilateral hence it has four edges). Accordingly, EqF,i ∈ eF,i and EqL,i ∈ eL,i with
q = (1, 2, 3, 4) refer to the fictitious and local edges, see Fig. 5.
We now develop a procedure, to determine the global elements eG,i which have at least
one edge EqG,i such that their fine resolution at the local level, i.e. E
q
L,i, reaches to the
crack phase-field threshold value. Thus eG,i has to be refined. The predictor step for the
adaptive scheme of the Global-Local formulation is explained in Algorithm 2.
Algorithm 2 Predictor step for the adaptive procedure.
Let 0 < TOLd < 1 be given. For the dL := dL,n ∈ BL, find corresponding eG ∈ BG which must
be refined using the following steps:
1. Find xL ∈ ΓL such that dL(xL) < TOLd on ΓL:
Checking criterion: If ”Yes” proceed to step 2. If ”No” stop,
2. find EqL,i ∈ ΓL such that xL ∈ EqL,i,
3. find EqG,i = P−1EqL,i (corresponding edge in BG),
4. find eG ∈ BG and eG 6∈ BF such that EqG,i ∈ eG.
Here, P : ΓG → ΓL is denoted as a projection/geometrical operator which maps the
global to the local interface by EqL,i := PEqG,i.
• Creating new fictitious and local domains: (B newF ,B newL )
We are now able to determine a new fictitious and local domains. Knowing eG from the
previous step, the new fictitious domain is B newF := B oldF ∪ B adaptF such that B adaptF := eG.
As a result, a new local domain is B newL := B oldL ∪ B adaptL such that B adaptL is a fine
discretization (including heterogeneity as well) of B adaptF , see Fig. 5.
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• Determining the coupling interface: (ΓG, ΓF , ΓL)
So far, we have identified new fictitious and local domains. Next, we determine ΓF ⊂ BF ,
due to its coarse discretization. Afterwards, we find the local interface ΓL ⊂ BL by
projecting ΓF to BL. Finally, it is trivial that ΓG := ΓF , because BF and BG are in the
same discretization space.
The edge EqF,i ∈ ΓF is on the interface if
EqF,i ∈ ΓF if @ i, j : EqF,i = ErF,j, for q, r = (1, 2, 3, 4), (65)
which means if an edge EqF,i is shared between two elements in BF , it is not on the
interface (inner edge) and if it belongs only to one element, then it must also belong to
interface (outer edge). As a result, we define the fictitious interface as ΓF = A
i,q
EqF,i,
hence ΓL =A
i,k
EqL,i with E
q
L,i := PEqF,i.
• Interpolating the old solution at tn from the global to the local mesh
Given a continuous function uadaptG that is uG in B adaptG , we define the linear interpolation
operator pi : B adaptG → B adaptL to uadaptG by
uadaptL,n (x) := piu
adapt
G,n = N
G
u (x)uˆ
adapt
G,n for x ∈ B adaptL . (66)
where NGu (x) is defined in Appendix A. Hence, u
new
L,n := uL,n ∪ uadaptL,n .
4.2. Corrector step
We introduce a corrector step in which the computation is rerun on the newly de-
termined local mesh. To this end, we compute Global-Local solutions until the checking
criterion in Algorithm 2 is not satisfied (No). That means we could not find additional
local edges on the interface such that dL(xL) < TOLd on ΓL holds.
Let us write Algorithm 1 in the following abstract form
sn = GL(sn−1), (67)
with s = (uG,uL, dL,uΓ,λC ,λL). We define an intermediate solution s
j
n−1 at fixed t
n
such that the corrector step for adaptive scheme reads,
sjn−1 = GL(sn−1). (68)
Perform Algorithm 2, if the checking criterion in step 1 is satisfied. But, if this is not the
case, then the corrector step is fulfilled, thus set sjn−1 =: sn and stop; else j + 1→ j.
4.3. The final predictor-corrector scheme
The aforementioned predictor-corrector adaptivity procedure is summarized in Algo-
rithm 3 as follows,
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Algorithm 3 Predictor-corrector steps for the adaptive procedure.
Let 0 < TOLd < 1 be given. For the dL := dL,n ∈ BL, find corresponding eG ∈ BG which have
to be refined using the following steps:
1. Compute the intermediate solution by sjn−1 = GL(sn−1),
2. perform Algorithm 2 if Checking criterion is satisfied (Yes),
3. if checking criterion in Algorithm 2 is not satisfied, then the corrector step is fulfilled,
thus set sjn−1 =: sn and stop; else j + 1→ j.
Fig. 5 depicts one iteration of the predictor-corrector steps for the adaptive procedure
which is illustrated in Algorithm 3.
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Figure 5: Explanation of the predictor-corrector adaptive scheme.
We notice that for the brutal fracture behavior, where a complete failure happens
in one load increment, Algorithm 3 has an important effect. This is mainly because
the corrector step is performed until there is no nodal point on the interface such that
dL(xL) < TOLd holds. If this is fulfilled, the adaptivity procedure stops and goes to the
next load increment. Thus brutal fracture can be observed in the next time step. This is
illustrated in the numerical example of the Section 5.4.2.
The performance of Algorithm 2 and Algorithm 3 is depicted in Fig. 6 and Fig. 7.
This example refers to the isotropic single-edge notch under tension. The numerical setup
is given in [67]. By applying predictor-corrector steps, we will have a more regularized
fracture surface. This is observed for instance in Fig. 7 step 58, step 60 and step 62 (right
Adaptive Global-Local Approach for Phase-Field Modeling 30
figures). But that is not the case, if we only apply predictor step. For instance in Fig.
6, at step 58, after the predictor step (in the absence of the corrector stage). Here we do
not have a regularized fracture surface. It will be regularized in the next load increment
which is shown in step 59 . That is also observed in steps 60 and 63 in Fig. 6, as well. To
compare these effects on the global level, we refer to the load-displacement curve in Fig.
10a. It was observed that the corrector procedure applied to the predictor step improved
the Global-Local results.
Step 54 Step 55 Step 58 Step 59
Step 60 Step 61 Step 63 Step 64
0
1
0.5
𝑑
Figure 6: Global-Local approach augmented with the predictor adaptive scheme given
in Algorithm 2; Fracture of isotropic single-edge-notched plate under tension per loading
steps.
4.4. Homogenized phase-field solution on the global level
We determine the coarse representation of the crack phase-field. Here we denote
(uG,n,uL,n, dL,n ,uΓ,n,λC,n,λL,n) to be the converged solution of the Global-Local ap-
proach. We emphasis that the computation of the global phase-field dG is a post-processing
step. The homogenized global crack phase-field solution can be determine based on the
following ways.
(a) Global crack phase-field solution. We solve the crack phase-field given in (29)
after having obtained the converged global solution by
dG = argmin
dG∈W
[−g′(dG+)H(uG,n;MG)− lGδd.γl], (69)
with,
lG := lL
hG
hL
and MG := ML. (70)
where H is described by (34) and formulated on the global level. The last condition in
(70)2 holds because we assumed the structural tensor at the global level inclined with
identical angle as the local level. This holds in the case of the transverse isotropic setting.
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Figure 7: Global-Local approach augmented with the predictor-corrector adaptive
scheme indicated in Algorithm 3; Fracture of isotropic single-edge-notched plate under
tension per loading steps.
(b) Homogeneous crack phase-field solution. Assume that at the global level
the transition zone of the crack phase-field vanishes. That results in a free isotropic and
anisotropic Laplacian operator ∆(•) = 0 in (29). Hence, the second and third terms in
(36) become zero. Following that Eq. 29 at the quasi-static stationery state is restated
by
dG =
1
1 + 2(1− κ)H(uG,n;MG) ∈ [0, 1], (71)
such that if H → ∞ then dG = 0 and for H → 0 then dG = 1 holds. The homoge-
neous crack phase-field solution dG in (71) is independent of the lG but the global crack
phase-field solution in (69) depends on lG. At the global level we do not have any given
imperfection (e.g. notch shaped). That is located only at the local level. However, (69) or
(71) still provides the desired crack direction because of H(uG,n;MG). This is due to the
fact that uG,n is determined based on the given u
k, 1
2
Γ which is upscaled from local level, see
(C˜4). As a result, the crack driving force at the global level is the true projection of the
constitutive non-linearity at the local level. That is varitionally consistent and resulting
from the upscaling procedure (i.e. information which is transformed from the local level
to the global scale).
5. Numerical Examples
The section presents the performance of the proposed adaptive Global-Local approach
applied to the phase-field modeling of anisotropic brittle fracture. We consider four nu-
merical model problems. The first example deals with an isotropic single-edge-notched
shear test in which we set the directional tensor to be zero. The next three examples deal
with transverse isotropic setting with different directional tensors.
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5.1. Goals of the computations
For comparison purposes, we compute quantitative and qualitative single scale and
Global-Local resolutions. In detail, we investigate:
• Crack patterns on the local scale at the complete fracture state in order to evaluate
the down-scaling procedure (i.e. transition of external loading increments from the
global scale to the local level);
• Load-displacement curves to evaluate the up-scaling procedure during the Global-
Local coupling approach (i.e. transition of local non-linearity and heterogeneity
responses to the global level);
• Investigations of the thermodynamically consistency between the single scale strain-
energy and its Global-Local energy functional;
• Efficiency of the overall response resulting from the predictor-corrector adaptive
scheme;
• Effect of the given threshold phase-field value in the adaptive process for the deriva-
tion of the fracture zone;
• Evaluating the homogenized phase-field solution at the global level, when the Global-
Local scheme is in the converged state.
The outlined constitutive formulation is considered to be a canonically consistent and
robust scheme for capturing the non-linearities on the lower level and its projection on to
the global level.
5.2. Geometry, data and solution procedures
As a setup for the numerical investigations, we use:
• Geometries and parameters: In the first two examples, a boundary value prob-
lem applied to the square plate is shown in Fig. 8. We set A = 0.5 mm hence
B = (0, 1)2 mm2 that includes a predefined single notch from the left edge to the
body center, as depicted in Fig. 8. The predefined crack is in the y = A plane and
is restricted in 0 ≤ |C| ≤ l0 and we set l0 = A = 0.5. As a loading setup, we set the
initial values for displacement and phase-field as u0 := 0 ∈ B and d0 := 1 ∈ BC and
BL. The finite element discretization is explained in Section 3.6. Details of the last
two examples are accordingly given.
• Material parameters: In the first two examples, the constitutive parameters for
the isotropic and transversely isotropic material are the same as in [68] and given
as λ = 121.15 kN/mm2, µ = 80.77 kN/mm2. Griffith’s critical elastic energy re-
lease rate is set as Gc = 2.7 × 10−3 kN/mm. In the first example, the preferred
fiber direction is set to zero a = 0 which represents the standard isotropic setting.
Whereas, the three other examples represent transversely isotropic behavior that
is characterized by the symmetric second-order structural tensor M = a ⊗ a. For
a given angle φ of the preferred fiber direction, the normal vector is defined as
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a :=
[
cos(φ) sin(φ)
]T
. For the second example, the preferred fiber direction is
given by the structural director a which is inclined by θ = +30◦ and θ = −30◦ with
respect to the x-axis of a fixed Cartesian coordinate system in the Sections 5.4.1
and 5.4.2, respectively. Additionally, the anisotropy penalty-like parameters for the
deformation part and fracture contribution are set to α = χ = 50 and Ξ = 0. All
material properties are fixed for the following numerical examples, unless indicated
otherwise.
• Model parameters: The phase-field parameters are chosen as κ = 10−10 and l =
2h. The threshold value for the Global-Local predictor-corrector mesh refinement
scheme is TOLd = 0.85. This threshold value TOLd is a fixed value except for the
compression cases in which we use a different TOLd.
• Solution of the nonlinear problems:
An alternate minimzation scheme is used for solving the local boundary value prob-
lem indicated in Algorithm 1. Thus, we alternately solve for dL by fixing uL and
then solving for (uL,uΓ,λL) by fixing dL until convergence is reached. An itera-
tive Newton solver is used in which the linear equation systems are solved with a
generalized minimal residual method. The stopping criterion of the single scale and
local Newton methods is TolN-R = 10
−10. Specifically, the relative residual norm is
given by Residual : ‖F (xk+1)‖ ≤ TolN-R‖F (xk)‖. Here, F refers to the residual
of the equilibrium equation of the nonlinear single scale and local boundary value
problems.
• Software:
The implementation is based on MATLAB R2018b [63] and Fortran 90 [19].
The user elements including the constitutive modeling at each Gaussian quadrature
points are written in Fortran 90. The general framework for the Global-Local
approach is implemented in MATLAB as a parent/main program such that all
subprograms in Fortran 90 are called as a Mex-file.
5.3. Example 1: Isotropic single-edge-notched shear test
In this example, attention is restricted to pure isotropic crack-propagation by letting
a = 0. In this setting, we consider a shear test such that fracture response exhibits
a curved surface. The numerical computation is performed by applying a monotonic
displacement u¯ = 5× 10−5 in horizontal direction at the top boundary of the specimen.
An important aspect that has to be verified at the local level is the fracture state.
Thus, we look at the crack phase field pattern at the local scale to investigate the tran-
sition of external loading increments (i.e. the down-scaling procedure) from the global
domain to the local level. The Global-Local adaptive scheme to capture the curved sur-
face is evaluated for different TOLd. Hereby, TOLd leads to different fracture zones and
hence different local domains. Four different values of TOLd := (0.9, 0.85, 0.80, 0.70) are
considered. Fig. 9 shows the evolution of the local domains for different TOLd. The global
mesh is only used to show a clear representation for the evolution of the local domain.
Since global and local domains are performed independently, and therefore we deal with
a two-scale finite element algorithm.
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Figure 8: Geometry and loading setup for the single-edge-notched shear test in (a) and
tensile test with the structural director a inclined under an angle φ = +30 in (b) and
φ = −30 in (c) with respect to the x-axis.
By comparing e.g. the first and fourth row in Fig. 9, it is trivial that a smaller value
of the TOLd yields a narrow fracture zone. Hence, if TOLd1 < TOLd2 then |BL,1| < |BL,2|.
The resultant narrow local domain due to the adaptivity approach in Fig. 9 demonstrates
the great efficiency of the proposed method.
The above observation plays an important role by constraining the diffusivity zone of
the crack phase-field in a narrow fracture region. Whereas in the standard single scale
phase field modeling, the fracture zone is spread over more areas and hence a wider
diffusive zone. Thus, by the Global-Local approach we limit the effect of diffusivity on
the local level and not in the entire domain.
The influence of local effects (non-linear constitutive responses) on the global scale are
described based on the load-displacement response, depicted in Fig. 10b. These curves
are in a good agreement with the single scale solution. As it is excepted the Global-Local
approach with a higher value of the TOLd = 0.90 is in very good agreement with the single
scale solution. That is mainly because within single scale phase-field modeling, we deal
with a wider diffusivity zone and hence more elements with fracture state are involved.
The use of adaptivity leads to a narrow fracture zone and hence to a reduction of
degrees of freedom. That is shown in Fig. 11a for different values of TOLd. It turns out
that a smaller values of TOLd lead to a reduction of the active degrees of freedom and the
computational time. At every jump which appears in Fig. 11a the predictor-corrector
adaptive scheme is applied to the Global-Local scheme hence the number of degrees of
freedom is increased.
More specifically, we show that the adaptive scheme applied to the Global-Local ap-
proach considerably reduces the computational cost in comparison with the single scale
solution, as indicated in Fig. 11b. Note that, at load step u¯ = 10×10−3 (the loading point
where the fracture initiates) a higher computational time is observed, see Fig. 11. That
is due to the alternate minimization approach used for solving the variational phase-field
formulation which needs more iteration at cracking to reach the equilibrium state.
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Figure 9: Example 1. Evolution of the local domain for different threshold values of TOLd
and four deformation states up to final failure, (a) u¯ = 0.0058 mm (b) u¯ = 0.0103 mm
(c) u¯ = 0.0117 mm (d) u¯ = 0.0180 mm.
We now aim to investigate the energy response when solving a problem as single scale
problem and as Global-Local. Recall, the consistency of the energy functional (departing
point of the Global-Local approximation)
E(u, d;M ) ≡ E˜(uG,uL, dL,uΓ,λC ,λL;M),
between the single scale and the Global-Local functional indicated in Formulation 2.2 and
(52), respectively. We investigate this approximation by means of the evolution of the
total stored elastic strain energy plotted in Fig. 12a and the dissipated fracture energy
shown in Fig. 12b during load increments. These Global-Local simulation results show
very good agreement with the single scale scheme yet with its efficiency in time shown in
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Figure 10: Load-displacement curves for the isotropic single-edge-notched test, (a) Ex-
ample in Section 4, specimen under tension test and (b) Example 1, shear test based on
Global-Local approach with different TOLd verses single scale.
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Figure 11: Example 1. Isotropic single-edge-notched shear test. (a) Number of degrees
of freedom which have to solved for and (b) Time-displacement curves in terms of the
accumulated time.
Fig. 11b.
At the converged Global-Local state, we obtain the following updated fields:
(uG,n,uL,n , dL,n,uΓ,n,λC,n,λL,n). Based on that, the homogenized global phase-field
solution at the complete failure state is illustrated in Fig. 13 for different values of TOLd.
We emphasis that in the global level there is no pre-defined crack (i.e. globally there is no
notch). However, it is interesting to note that the homogenized global phase-field solution
is able to capture the crack direction which is indeed a consistent projection of the local
response. Figure 13a provides the global phase-field solution by means of (69) at the
converged Global-Local state. Accordingly, Fig. 13b provides the homogeneous phase-
field solution based on (71). Note that, the homogenized global phase-field is slightly
affected by TOLd.
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Figure 12: Example 1. Comparison of the energy response between the single scale
domain and the Global-Local scheme for (a) the total free-energy functional and (b) the
dissipated fracture energy.
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Figure 13: Example 1. Homogenized global crack phase-field solution for the isotropic
single-edge-notched shear test (a) Global crack phase-field (b) Homogeneous crack phase-
field solution at u¯ = 0.0180 mm for different TOLd.
5.4. Example 2: Analysis of transversely isotropic single-edge-notched tension
test
The second example deals with transversely isotropic material responses under tension.
It is based on different fiber directions given by the structural director a which is inclined
under an angle φ with respect to the x-axis of a fixed Cartesian coordinate system. The
numerical simulation is performed by applying a monotonic displacement u¯ = 5 × 10−5
in vertical direction at the top of the specimen with a linearly increasing displacement.
This loading setting is applied to the rest of numerical examples.
5.4.1. Fiber direction of φ = +30◦. Here we investigate the transversely isotropic
single-edge-notched tension test based on the fiber direction angle φ = +30◦. We apply
the Global-Local approach as follows:
• Case a. Without non-matching discrete interface and without adaptive scheme (a
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Figure 14: Example 2 (5.4.1). Transversely isotropic single-edge-notched tension with
φ = +30◦. Complete fracture state at u¯ = 0.010 mm for (a) matching discrete interface
(Case a) ΓG = ΓL and (b) non-matching discrete interface ΓG 6= ΓL with predefined local
domain (Case b).
pre-defined local domain),
In this case, see Fig. 14a, we aim to evaluate the Proposition 1 such that B =
BC ∪Γ∪BL. Here, the local domain is predefined and no adaptivity is applied. Also, the
discrete interface between the global and local domains are one to one such that ΓG = ΓL
(see Fig. 14a last column). It is clear that the two finite element meshes used for Global-
Local approach represent ”precisely” the same as a single scale domain. Hence, we expect
an identical Global-Local response compared with the single scale solutions (see Remark
1 in Appendix B). The complete fracture state is shown in Fig. 14a. Accordingly, a
comparison of the load-displacement curves of the proposed formulation is demonstrated
in Fig. 15a and shows a very good agreement compared with the single scale problem.
Remark 5.1. Note that this case is similar to the work of Gerasimov et al. [34] if
Robin-type boundary conditions are not taken into account (i.e. Global-Local approach
based on Dirichlet-Neumann type boundary conditions), as sketched in Fig. 4a. Therein,
the corresponding cumulative computational time is higher compared with the reference
single scale solution (see Figure 10 in [34]), due to the slow convergence of the Global-
Local procedure. That motivated the introduction of the Robin-type boundary conditions,
resulting in a reduction of the computational cost, see Fig. 11b.
• Case b. With non-matching discrete interface and without adaptive scheme (a
pre-defined local domain).
In the second case, we assume B 6= BC∪Γ∪BL and that the local domain is pre-defined
hence no adaptivity is applied. Furthermore, the discrete interface between global and
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local domains are non-matching such that ΓG 6= ΓL (see Fig. 14b last column). This
removes one restriction applied in Case a, that is the matching discrete interface criteria.
The complete fracture state is shown in Fig. 14b. Compared with the first case, by
the non-matching discrete interface, we are able to have an arbitrary mesh at the local
domain (including interface) without any given interface conditions (and to avoid having
distorted mesh between fine and coarse discretizations). The interface conditions refer to
the identical discretization space for ΓL and ΓG, see Remark 3.1. The importance can be
observed when the fracture reaches the interface, see e.g. Fig. 9.
The resulting load-displacement curve in Fig. 15b has a very good agreement when
compared with the single scale problem.
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Figure 15: Example 2 (5.4.1). Transversely isotropic single-edge-notched tension with
φ = +30◦. Comparison of the load-displacement curve between single scale problem and
Global-Local formulation. (a) Matching discrete interface with B = BC ∪ Γ ∪ BL (Case
a) and (b) non-matching discrete interface with B 6= BC ∪ Γ ∪ BL (Case b).
• Case c. With non-matching discrete interface and with adaptive scheme.
In the third case, we consider a non-matching discrete interface along with an adaptive
scheme. This case removes all restrictions applied in Case a (matching interface and
predefined local domain).
Fig. 16 illustrates the evolution of the crack phase-field along with the local domain
and the corresponding Global-Local interface. The local domain and its coupling interface
must be computed at each stage. The second row of Fig. 16 presents the local mesh
evolution such that the non-matching discrete interface between global and local mesh
is examined. To evaluate the solution related to the local to global transition, the load-
displacement curve is shown in Fig. 17a. Since the single scale problem produces a very
diffusive transition zone for the phase-field, more elements are involved (this is not the
case in the sharp crack limit). This results in a small difference in the load-displacement
curves between the Global-Local formulations and the reference single scale. Fig. 17b
illustrates a reduction of the number of degrees of freedom.
The Global-Local approach, besides its feasibility for having two ad-hoc finite element
models for the global and local domain, enables computations with legacy codes. Ad-
ditionally, the reduction of unknowns leads to a reduction of the computational time.
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Figure 16: Example 2 (5.4.1 – Case c). Transversely isotropic single-edge-notched
tension with φ = +30◦. First row indicates the local crack phase-field resolution and
second row represents the evolution of the local domain per time for different deformation
states as follows: (a) u¯ = 0.0030 mm (b) u¯ = 0.0088 mm (c) u¯ = 0.0092 mm and (d)
u¯ = 0.010 mm.
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Figure 17: Example 2 (5.4.1 – Case c). Transversely isotropic single-edge-notched
tension with φ = +30◦. (a) Comparison of the load-displacement curve; (b) Number of
degrees of freedom.
To illustrate the time efficiency, the simulation time ratio between single scale and the
Global-Local approach are shown in Fig. 18a. It can be observed that in average, the
Global-Local formulations perform 12 times faster. Furthermore, Fig. 18b demonstrates
the corresponding accumulative computational time, which underlines the efficiency of
the predictor-corrector adaptive scheme.
Fig. 19a presents the total elastic strain energy per load increments. The resulting
Global-Local curve is in a very good agreement with the single scale approach.
Accordingly, the homogenized global phase-field solutions for different fracture states
are depicted in Fig. 20. First and second row of Fig. 20 are based on approach (a)
and (b) outlined in section 4.4. For comparison purposes, the single scale resolution is
also plotted in the third row of Fig. 20. It is observed that, the homogenized phase-field
solution in the case of the anisotropic setting, is able to capture the crack direction. The
N. Noii, F. Aldakheel, T. Wick & P. Wriggers 41
a b
෍
ഥ 𝑻
,s
ec
ഥ𝒖,mmഥ𝒖,mm
𝛼
=
ഥ 𝑻
𝑠𝑖
𝑛
𝑔
𝑙𝑒
𝑠𝑐
𝑎
𝑙𝑒
ഥ 𝑻
𝑔
/𝑙
,𝑠
𝑒𝑐
𝑚𝑖𝑛 = 1.74
𝑚𝑎𝑥 = 16.4
𝑚𝑒𝑎𝑛 = 12.35
0
× 10−3
2 4 6 8 0
× 10−3
2 4 6 8
𝛼
𝛼
𝛼
Figure 18: Example 2 (5.4.1 – Case c). Transversely isotropic single-edge-notched
tension with φ = +30◦. (a) Time ratio between the computed single scale and the
Global-Local time per loading steps and (b) accumulated time-displacement curves.
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Figure 19: Example 2 (5.4.1 – Case c). Transversely isotropic single-edge-notched
tension test. Comparison of the total energy functional between single scale domain and
Global-Local scheme for fiber direction with φ = +30◦ in (a) and fiber direction with
φ = −30◦ in (b).
global phase-field solution is affected by the global element size and also TOLd (local scale).
5.4.2. Fiber direction of φ = −30◦. This numerical example illustrates the trans-
versely isotropic single-edge-notched tension test with φ = −30◦. The crack phase-field
resolution has a brutal fracture response in which a complete failure happens in one load
increment. Thus the post-peak behavior is almost vertical, see Fig. 22. The aim of this
numerical example is to show the capability of the Global-Local approach to capture such
a brutal fracture behavior. This is mainly possible due to the introduction of the corrector
step in the adaptive scheme described in Section 4.
Next, we investigate the effect of the TOLd in the case of the brutal fracture behavior,
by setting TOLd = (0.90, 0.80), as illustrated in Fig. 21. Similar as before, different TOLd
lead to different fracture zones and hence different local domains. The crack paths for
both TOLd = 0.90 and TOLd = 0.80 are identical, yet with TOLd = 0.80 a more narrow
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Figure 20: Example 2 (5.4.1 – Case c). Homogenized global crack phase-field solution for
φ = +30. First row: the global crack phase-field; Second row: the homogeneous solution;
Third row: single scale phase field solution per loading step for different deformations
states as: (a) u¯ = 0.0088 mm (b) u¯ = 0.0092 mm and (c) u¯ = 0.010 mm.
fracture zone is observed (hence a reduction of computational time).
A comparison of the load-displacement curves are shown in Fig. 22a. The effect of
TOLd on the load-displacement curve with zoom-in to the framed region of the left plot is
shown in Fig. 22b. Despite of its brutal fracture behavior, the load-displacement curve
with the higher value of TOLd = 0.90 has a good agreement when compared with a single
scale solution. Following the approximation between the single scale and the Global-Local
modeling, Fig. 19b presents a very good agreement in the total elastic strain energy of
both schemes during the load increments.
Figure 23 describes the efficiency of the proposed Global-Local approach. Here the
accumulative computational time is plotted in Fig. 23a and the number of unknowns are
plotted in Fig. 23b versus the displacement and compared with the single scale domain.
At each jump in Fig. 23b, the predictor-corrector adaptive scheme is active and applied
on the Global-Local scheme which increases the number of degrees of freedoms.
The homogenized global phase-field solution for this numerical setting is indicated in
Fig. 24a at the complete fracture state. The single scale resolution is indicated in third
row of Fig. 24b. It is evident that the homogenized phase-field solution is able to (i)
capture the initial crack of the notch plate located at the local level and accordingly, (ii)
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Figure 21: Example 2 (5.4.2). Fracture of transversely isotropic single-edge-notched
plate under tension for φ = −30◦. Resulting, local crack phase-field by Global-Local
adaptive scheme indicated in; First row with TOLd = 0.90; Second row with TOLd = 0.80
per loading steps at (a) u¯ = 0.0030 mm (b) u¯ = 0.0062 mm (c) u¯ = 0.0078 mm (d)
u¯ = 0.0085 mm.
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Figure 22: Example 2 (5.4.2). Effect of different TOLd on Global-Local approach by (a)
Comparison of the load-displacement curve; (b) Zooming into the framed region of the
left plot.
the evolution of the fracture state which follows the preferred fiber direction.
5.5. Example 3: Investigation of transversely isotropic heterogeneous L-shaped
panel test
The third model problem is concerned with anisotropic brittle fracture of a hetero-
geneous L-shaped panel test. The homogeneous isotropic counterpart setting for this
benchmark problem has been reported by many authors, see e.g. [64, 89, 6, 94]. We
demonstrate the performance of the Global-Local approach to predict crack propagation
without any given initial crack region. In this case the initial local domain needs to
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Figure 23: Example 2 (5.4.2). Time efficiency for the transversely isotropic single-edge-
notched tension test (a) Time-displacement curves in terms of the accumulated time; (b)
Number of degrees of freedom.
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Figure 24: Example 2 (5.4.2). Homogenized global crack phase-field solution for φ =
−30◦. (a) Global crack phase-field and (b) single scale solution for two deformation states:
u¯ = 0.0078 mm and u¯ = 0.0085 mm.
be determined based on the critical stress state at the global level as outlined in Fig
25c. To increase the order of complexity, a heterogeneous structure is considered by
means of randomly distributed hard inclusions as plotted in Fig 25b. Furthermore trans-
versely isotropic material behavior is assumed. The structural director a is inclined under
φ = −15◦.
Geometry and loading conditions are depicted in Fig. 25a. The size of the specimen
is chosen to be: A = B = 250 mm and H = 30 mm. The bottom edge of the specimen is
fixed in both directions and a vertical displacement is applied until final failure, see Fig.
25a. One third of the specimen is covered by hard inclusions, as shown in Fig. 25b. Here,
crack propagation is expected. The remaining parts of the domain are supposed to be
homogeneous, but affected by the transversely isotropic behavior.
The material parameters used in the simulation are the same as in [89] and set as:
λ = 6.16 kN/mm2, µ = 10.95 kN/mm2, Gc = 9 × 10−5 kN/mm, α = χ = 50 and Ξ = 0.
The dimensionless mismatch ratio is denoted by m = Einclusion/Ematrix (here, E refers to
Young’s modulus) and set as m = 10. Thus, we deal with Ematrix = 25.85 kN/mm
2 and
Einclusion = 258.5 kN/mm
2.
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Figure 25: Example 3. Heterogeneous L-shaped panel test. (a) Geometry and loading
setup with a structural director a inclined under an angle φ = −15 (b) partitioning of
domain into the heterogeneity and homogeneity counterparts and (c) global finite element
mesh without potential fictitious zones.
In order to determine an initial fictitious domain, which has to be used for the Global-
Local approach, an idea of the phase-field formulation with threshold state is considered.
Here, a critical stress state on the global level is employed by extending the critical
stress value of the isotropic phase-field formulation in [14] to an anisotropic heterogeneous
setting. Hence, the critical values for the stress and corresponding strain, are obtained as
εc =
√
3
3
√
Gc
l
(
χa4 + E¯
) and σc = 3√3
16
√
Gc
(
χa4 + E¯
)
l
. (72)
This result is based on (34) and (71) where a = sin(φ), see [88]. The effective Young’s
modulus E¯ for the heterogeneous domain is defined as
E¯ :=
EV oigt + EReuss
2
with
EV oigt :=
1
V
∫
B
E dx, and E−1Reuss :=
1
V
∫
B
E−1 dx.
For χ = 0 in (72) the isotropic case of [14] is recovered. The critical stress state increases
as l decreases. Additionally, if the length scale l goes to 0 in the limit, the crack nucleation
stress tends to infinity. This is in agreement with Griffith’s theory, which allows to have
crack nucleation in stress singularities. Then, the critical stresses based on the effective
Young’s modulus E¯ = 36.136 kN/mm2 yields σc = 9.2603 N/mm
2 with the Voigt average
EV oigt = 44.423 kN/mm
2 and the Reuss average EReuss = 27.850 kN/mm
2.
Figure 26 shows the maximum stress state distribution of the heterogeneous L-shaped
panel test. Here, the maximum stress is observed in the corner point of the specimen
where the singularities are located. Hence, this is the potential candidate for the local
domain. The Global-Local approach is then started after the stress state on the global
domain reaches 75% of σc. This percentage of the critical stress is chosen to be on the
safe side when starting the Global-Local formulations.
The evolution of the local crack phase-field with the corresponding mesh is depicted
in Fig. 27 for different deformation stages. Specifically, the second row in Fig. 27
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Figure 26: Example 3. Maximum stress state in the heterogeneous L-shaped panel test.
(a) Global stress state and (b) single scale stress state.
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𝐋𝐨𝐜𝐚𝐥 𝐜𝐫𝐚𝐜𝐤 𝐩𝐡𝐚𝐬𝐞 − 𝐟𝐢𝐞𝐥𝐝
𝐒𝐢𝐧𝐠𝐥𝐞 𝐬𝐜𝐚𝐥𝐞 𝐜𝐫𝐚𝐜𝐤 𝐩𝐡𝐚𝐬𝐞 − 𝐟𝐢𝐞𝐥𝐝
𝐙𝐨𝐨𝐦 − 𝐢𝐧 𝐥𝐨𝐜𝐚𝐥 𝐜𝐫𝐚𝐜𝐤 𝐩𝐡𝐚𝐬𝐞 − 𝐟𝐢𝐞𝐥𝐝
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Figure 27: Example 3. Crack phase-field pattern for the transversely isotropic heteroge-
neous L-shaped panel test with fiber direction angle of φ = −15◦. First row: local crack
phase-field based on the adaptive scheme; Second row: mesh evolution for local domain
by considering the influence of inclusions; Third row: resulting single scale phase-field so-
lution at (a) u¯ = 0.15 mm, (b) u¯ = 0.324 mm, (c) u¯ = 0.333 mm and (d) u¯ = 0.58 mm.
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Figure 28: Example 3. Heterogeneous L-shaped panel test. (a) Comparison of the
load-displacement curves and (b) accumulated time-displacement curves.
corresponds to the deformations u¯ = 0.324 mm, u¯ = 0.333 mm and u¯ = 0.58 mm,
respectively. Due to the existing hard/stiff inclusions, the crack phase-field propagates
around the inclusions. The resulting crack pattern indicated in Fig. 27 demonstrates an
excellent agreement with the single scale simulation, with the advantage that the Global-
Local approach requires significantly less degrees of freedom.
A comparison of the load-displacement curves is shown in Fig. 28a. Therein, a good
agreement of the Global-Local approach with the single scale solution was observed for
the heterogeneous L-shaped panel test. Figure 28b illustrates the efficiency of the Global-
Local approach. Here the accumulative computational time is reduced by a factor of
eight.
5.6. Example 4: Investigation of transversely isotropic double-edge-notched
tension
The last example is concerned with the capability of the proposed Global-Local ap-
proach for handling coalescence and merging of crack paths in the local domains. Specifi-
cally, the following numerical test aims to illustrate the effects of the double notch shaped
specimen. Here crack-initiation and curved-crack-propagation, representing a mixed-
mode fracture, are predicted with a Global-Local formulation. Additionally a trans-
versely isotropic material behavior given by the structural director a that is inclined
under φ = −15◦ is assumed.
The geometrical setup and the loading conditions of the notched specimen is depicted
in Fig. 29a. The bottom edge of the plate is fixed in the x and y directions. A vertical
displacement is applied at the top edge until final failure. We set A = 20 mm and
B = 10 mm hence B = (20, 10)2 mm2. For the double-edge-notches, let H1 = 5.5 mm
and H2 = 3.5 mm with the predefined crack length of l0 = 5 mm, see Fig. 29a. The
material parameters used in the simulation are the same as in [2] and set as: λ = 12
kN/mm2, µ = 8 kN/mm2, Gc = 1× 10−3 kN/mm, α = χ = 50 and Ξ = 0.
The global finite element mesh includes two potential fictitious zones BF,1 and BF,2
with the interfaces Γ1 and Γ2 shown in Fig, 29b.
The evolution of the crack phase-field resulting from the local domain along with its
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Figure 29: Example 4. Double-edge-notched tensile test. (a) Geometry and loading
setup with a structural director a inclined under an angle φ = −15 and (b) global finite
element mesh with two potential fictitious zone BF,1 and BF,2.
mesh evolution are indicted in Fig. 30 for different deformation stages up to final failure.
The single scale crack phase-field simulation is shown in Fig. 30 in the third row. At the
loading step u¯ = 0.0143 mm the coalescence and merging of the two local domains are
observed. Furthermore, a considerable reduction of the unknowns versus the single scale
problem, can be clearly noticed due to the very narrow BL in Fig. 30.
These results demonstrate the feasibility/efficiency of using the proposed adaptive
Global-Local approach for different local domains and more complicated structures.
𝐋𝐨𝐜𝐚𝐥 𝐜𝐫𝐚𝐜𝐤 𝐩𝐡𝐚𝐬𝐞 − 𝐟𝐢𝐞𝐥𝐝
𝐋𝐨𝐜𝐚𝐥 𝐦𝐞𝐬𝐡 𝐞𝐯𝐨𝐥𝐮𝐭𝐢𝐨𝐧
𝐒𝐢𝐧𝐠𝐥𝐞 𝐬𝐜𝐚𝐥𝐞 𝐜𝐫𝐚𝐜𝐤 𝐩𝐡𝐚𝐬𝐞 − 𝐟𝐢𝐞𝐥𝐝
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Figure 30: Example 4. Crack phase-field pattern for transversely isotropic double-edge-
notched plate under tension with fiber direction angle of φ = −15◦. First row: local
crack phase-field based on the adaptive scheme; Second row: mesh evolution for local
domain; Third row: resulting single scale phase-field solution at (a) u¯ = 0.01 mm, (b)
u¯ = 0.0122 mm, (c) u¯ = 0.0143 mm and (d) u¯ = 0.0145 mm.
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6. Conclusion
In this work, we developed a robust and efficient Global-Local approach for treating
phase-field fracture problems. Anisotropic heterogeneous materials, due to the highly
oscillating response on the local level, often require multi-scale treatments such that the
full resolution on the local scale must be taken into account. Multi-scale approaches are
advantageous when large-scale problems are considered in which the fracture state only
develops in smaller, localized, regions. Our first aim was to extend the phase-field model
to anisotropic constitutive laws. Next, we developed an adaptive scheme in which the
local domains are advanced dynamically during a computation. This approach is realized
in terms of a predictor-corrector scheme. First, the new local domains are predicted and
then the solution is again computed considering the new local regions. An important
challenge are interface conditions for the coupling of the two-nested models denoted by
the local and global domains in a variational consistent way. For that purpose Robin-
type boundary conditions were formulated. Moreover, non-matching grids are allowed
such that the local and global domains can be updated independently of any additional
conditions on the mesh. Several numerical examples are presented to substantiate our
algorithmic developments. Here, we considered isotropic and anisotropic constitutive
materials equations. The focus was on crack patterns, load-displacement curves and
investigations of the thermodynamic consistency in terms of the energy functional, the
efficiency of the adaptive schemes and the choice of different threshold values for detecting
the local domain. The overall response of the Global-Local approach in terms of accuracy,
robustness and efficiency for the two nested finite element models was verified using single
scale problems. In all examples, an excellent performance of the proposed framework was
observed.
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Appendix A. Finite Element Discretization
Let P be a finite element partition of B into quadrilaterals, and Ni denotes the nodal
shape function associated with the node i. The scalar-valued quantity •ˆi represents the
nodal value. For the global-local formulation, we assume the existence of the partitions
PG and PL. The solution discretization are given by
uG = N
G
u uˆG, uL = N
L
u uˆL, dL = N
L
d dˆL, (A.1)
and its derivative
ε(uG) = B
G
u uˆG, ε(uL) = B
L
u uˆL, ∇dL = BLd dˆL. (A.2)
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To construct the discretization of the Lagrange multipliers λC , λL, uΓ and the supple-
mentary quantity λF on Γ, we write
λC = N
G
λ λˆC , λL = N
L
λ λˆL, uΓ = N
Γ
u uˆΓ, λF = N
G
λ λˆF . (A.3)
We assume that NGλ = N
G
u = N
Γ
u and N
L
λ := N
L
u . This discretization for the
Lagrange multipliers satisfies the inf-sup condition, see e.g. [96, 97].
Thus, coupling terms are discretized by
JG =
∫
BG
(NGλ )
TNGu dx, JL =
∫
BL
(NLλ )
TNLu dx,
LG =
∫
ΓG
(NGλ )
TNΓu ds, LL =
∫
ΓL
(NLλ )
TNΓu ds.
(A.4)
Following our discretization, JG : BG → ΓG and JL : BL → ΓL become signed Boolean
mappings [12] which are used to project the entire domain to interface contributions, such
that
uˆG,b := JGuˆG and uˆL,b := JLuˆL. (A.5)
Here, b are denoted as interface nodes. In order to handle a non-matching finite
element discretization on the interface, more specifically to compute LL and LG, a dual
mortar method [96] is implemented. This provides sufficient regularity of the underlying
FE meshes.
Appendix B. Derivation of Robin-Type Boundary conditions
In this section, we investigate the relationship between ∆uˆ and ∆λˆ (in the incremental
sense) for the complementary, fictitious and local domain at the converged solution state.
Doing that, Robin-type boundary conditions can be derived such that all coupling terms
given in (C1), (C2) and (C3) satisfied, simultaneously, at a Global-Local iteration k.
Recall the complementary term used in Eq. 48 and let uC and λC be the stationary
of the following functional,
L = L(uC ,λC ;M ) :=
∫
BC
w(εC , 1, 1;M ) dx+
∫
Γ
λC · (uΓ − uC) ds−
∫
ΓN,C
τ¯ · uC ds.
(B.1)
Here, Γ ∈ Rδ−1 ⊂ BC is denoted as an interface and uΓ := tr uC ∈ H1/2(Γ) can
be given implicitly, i.e. (C˜1)+(C˜2) or explicitly, i.e. (C˜4). Recall Eq. B.1 lives in BC
(the following description holds true for BF except τ¯ = 0). The stationary points of the
energy functional for the L is characterized by the first-order necessary conditions through
L1 = Lu(uC ,λC ;w) = 0 and L2 = Lλ(uC ,λC ;κ) = 0. We split L1 into inner nodes and
interface nodes denoted as, {a, b}, respectively, by
La1(u) = f a − F¯ != 0 x ∈ B\Γ,
Lb1(u)=f b − LTGλˆC != 0 x ∈ Γ,
L2 = LGuˆΓ − JGuˆC != 0 x ∈ Γ.
(B.2)
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Here, f =
∫
B
(BGu )
Tσ(uC) dx is an internal nodal force vector and F¯ =
∫
ΓN
(NGu )
T τ¯ ds
stands for the external force vector. It is trivial that the Lagrange multiplier acts as an
external force on the interface. A Newton-type solution for the residual based system of
equations for (uC ,λC) is provided by the linearization
(f a − F¯) + Kaa∆uˆC,a + Kab∆uˆC,b = 0,
(f b − LTGλˆC) + Kba∆uˆC,a + Kbb∆uˆC,b − LTG∆λˆC = 0,
(LGuˆΓ − LG∆uˆb) + LG∆uˆΓ − LG∆uˆC,b = 0.
(B.3)
where K := ∂f/∂uˆC is the standard tangent stiffness matrix. Here, we have the following
iterative update
uˆC,a ← uˆC,a + ∆uˆC,a, uˆC,b ← uˆC,b + ∆uˆC,b, and λˆC ← λˆC + ∆λˆC . (B.4)
Let us assume that the equilibrium state is achieved such that La1 = 0,Lb1 = 0 and L2 = 0.
Thus, Eq. B.3 takes the form
SC∆uˆC,b = SC∆uˆΓ =: LTG∆λˆC with SC := S(KC) = Kbb −KbbaK−1aa Kab, (B.5)
where S refers to the Steklov-Poincare´ mapping [50]. By means of Eq. B.5, displace-
ment uˆC is extracted from the interface Γ and through the Poincare´-Steklov mapping S
returns the outward normal stress derivative with respect to the trace of the displacement.
That is called Dirichlet-to-Neumann mapping [22, 36].
In a similar way, we have the following identity
SL∆uˆL,b = TTL∆λˆL and SF∆uˆF,b = LTG∆λˆF . (B.6)
Here, TL := JL|ΓL is the restriction of JL from BL to ΓL. Furthermore, we define
SL := S(KL) and SF := S(KF ) in Eq. B.6.
Proposition 1. Let the global solutions be at the converged state and let the following
identity holds true:
u
k, 1
2
Γ = u
k
Γ ∈ Γ, (B.7)
then the Global-Local formulation is converged. In addition, (B.7) holds true if and only
if
∆ΛL = Λ
k
L −Λk−1L = 0. (B.8)
Proof. The proof constitutes of two parts. Note, the Global-Local procedure is in the
convergence state if, all the coupling terms (C1), (C2) and (C3) holds true at iteration k.
(a) Let condition u
k, 1
2
Γ = u
k
Γ hold, then it is evident (C2) and (C3) are satisfied in
iteration k. Accordingly, replacing Eq. 62 in (C˜3) yields
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∫
Γ
(λkC + λ
k
L) · δuΓ ds+AG
∫
Γ
(ukΓ − ukL) · δλL ds = 0, (B.9)
where the second term due to (C˜2) and the identity of u
k, 1
2
Γ = u
k
Γ becomes zero. Hence
this results in the continuity of tractions at iteration k, i.e. (C1) is satisfied.
(b) Let ∆ΛL = Λ
k
L −Λk−1L = 0 hold, then (60) can be restated as
Λk−1L = Λ
k
L = AL
∫
Γ
ukG · δλC ds−
∫
Γ
λkC · vΓ ds, (B.10)
and therefore (C˜1) is restated as,∫
Γ
(λkC + λ
k
L) · δuΓ ds+AL
∫
Γ
(u
k, 1
2
Γ − ukG) · δλC ds =
∫
Γ
(λkC + λ
k
L) · δuΓ ds = 0, (B.11)
where (C˜4) is used. Subtracting Eq. B.11 from (C˜3) yields
AG
∫
Γ
(ukΓ − ukL) · δλL ds = AG
∫
Γ
(ukΓ − uk,
1
2
Γ ) · δλL ds = 0, (B.12)
which results in ukΓ = u
k, 1
2
Γ . Herein, Eq. C˜2 is used. Reciprocally, if u
k, 1
2
Γ = u
k
Γ ∈ Γ
satisfied then ∆ΛL = 0 holds. The proof is left for the readers.
Remark B.1. Let the Global-Local approach be in the converged state such that u
k, 1
2
Γ =
ukΓ ∈ Γ. We underline if B = BC∪Γ∪BL holds, then the Global-Local mesh compared with
a single scale mesh is one to one, and the resulting Global-Local solutions are identical with
the single scale solutions. This is because the two finite element meshes which correspond
to the complementary and local domains are ‘exactly’ identical to the single scale mesh;
we refer the reader to Section 5.4.1 for case a.
We now determine specific Robin-type boundary conditions such that ∆ΛL = 0 holds
which results in ukΓ = u
k, 1
2
Γ by means of Proposition 1 and that yields the Global-Local
iterative process to be in the converged state.
Recall (60) and find AL such that ∆ΛL = Λ
k
L −Λk−1L = 0. Hence we have,
∆ΛL = AL
∫
Γ
∆uG · δλC ds−
∫
Γ
∆λC · δuΓ ds = 0, (B.13)
resulting to
AL
∫
Γ
∆uG · δλC ds =
∫
Γ
∆λC · δuΓ ds → ALJG∆uˆG = LTG∆λˆC , (B.14)
By means of (B.5) and considering (A.5)1, this equality holds if AL := SC which is the
Dirichlet-to-Neumann operator assigned to ΓG ∈ BC .
In a similar manner, let us find AG such that ∆ΛG = Λ
k
G −Λk−1G = 0. This yields
AG
∫
Γ
∆uL · δλL ds =
∫
Γ
∆λL · δuΓ ds → AGJL∆uˆL = LTL∆λˆL. (B.15)
By means of (B.6)1 and (A.5)2, we have AG = L
T
LT
−T
L SL. Based on Proposition 1 the
converged state of the Global-Local iteration is independent of the choice of AG hence
one can simply replace SL by the identity tensor. Hence, there is no need to access SL
at the global level.
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