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Abstract
We introduce Multi-Environment Markov Decision Processes (MEMDPs) which are MDPs with a
set of probabilistic transition functions. The goal in an MEMDP is to synthesize a single controller
strategy with guaranteed performances against all environments even though the environment is
unknown a priori. While MEMDPs can be seen as a special class of partially observable MDPs,
we show that several verification problems that are undecidable for partially observable MDPs,
are decidable for MEMDPs and sometimes have even efficient solutions.
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1 Introduction
Markov decision processes (MDP) are a standard formalism for modeling systems that ex-
hibit both stochastic and non-deterministic aspects. At each round of the execution of an
MDP, an action is chosen by a controller (resolving non-determinism), and the next state
is determined stochastically by a probability distribution associated to the current state
and the chosen action. A controller is thus a strategy (a.k.a. policy) that determines which
action to choose at each round according to the history of the execution so far. Algorithms
for finite state MDPs are known for a large variety of objectives including omega-regular
objectives [5], PCTL objectives [1], or quantitative objectives [18].
Multiple-Environment MDP (MEMDP). In an MDP, the environment is unique, and
this may not be realistic: we may want to design a control strategy that exhibits good
performances under several hypotheses formalized by different models for the environment,
and those environments may not be distinguishable or we may not want to distinguish
them (e. g. because it is too costly to design several control strategies.) As an illustration,
consider the design of guidelines for a medical treatment that needs to work adequately
for two populations of patients modeled by different stochastic models, even if the patients
cannot be diagnosed to be in one population or in the other. This can be modeled by an
MDP with two different models for the responses of the patients to the sequence of actions
taken during the cure. We want a therapy that possibly makes decisions by observing the
reaction of the patient and that works well (say reaches a good state for the patient with
high probability) no matter if the patient belongs to the first of the second population.
Facing two potentially indistinguishable environments can be easily modeled with a par-
tially observable MDPs. Unfortunately, this model is particularly intractable [3] (e. g. quan-
titative reachability, safety, and parity objectives, and even qualitative parity objectives
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are undecidable.) To remedy to this situation, we introduce multiple-environment MDPs
(MEMDP) which are MDPs with a set of probabilistic transition functions, rather than
a single one. The goal in a MEMDP is to synthesize a single controller with guaranteed
performances against all environments even though the environment which is operating is
unknown a priori (it may be discovered during interaction but not necessarily.) We show that
problems that are undecidable for partially observable MDPs, are decidable for MEMDPs
and sometimes have even efficient solutions.
Results. We study MEMDPs with three types of objectives: reachability, safety and parity
objectives. For each of those objectives, we study both qualitative and quantitative threshold
decision problems. In this paper, we concentrate on MEMDPs with two environments as the
two-environment case exhibits all the conceptual difficulties of the general case and it will
easy the presentation of our results. The generalisation of the results for the n-environment
case is left for future works. We first show that winning strategies may need infinite memory
as well as randomization, and we provide algorithms to solve the decision problems. As it is
classical, we consider two variants for the qualitative threshold problems. The first variant,
asks to determine the existence of a single strategy that wins the objective with probability
one (almost surely winning) in all the environments of the MEMDP. The second variant
asks to determine the existence of a family of single strategies such that for all  > 0, there
is one strategy in the family that wins the objective with probability larger than 1−  (limit
sure winning) in all the environments of the MEMDP. For both almost sure winning and
limit sure winning, and for all three types of objectives, we provide efficient polynomial time
algorithmic solutions. Then we turn to the quantitative threshold problem that asks for the
existence of a single strategy that wins the objective with a probability that exceeds a given
rational threshold in all the environments. We show the problem to be NP-hard (already for
two environments and acyclic MEMDPs), so classical quantitative analysis techniques based
on LP cannot be applied easily. Instead, we show that finite memory strategies are sufficient
to approach achievable thresholds and we reduce the existence of bounded memory strategies
to solving quadratic equations, leading to solutions in polynomial space. Our solutions rely
on several new concepts (double-end components, good end-component, revealing edges,
etc.) that bring deep understanding of the problems. The proofs are omitted due to space
constraints, but a long version is available in [19].
Related Work. Interval Markov chains are Markov chains in which transition probabilities
are only known to belong to given intervals (see e. g. [13, 14, 4]). Similarly, Markov decision
processes with uncertain transition matrices for finite-horizon and discounted cases were
considered [17]. The latter work also mentions the finite scenario case in which the transition
probabilities are chosen among a finite set, as in our case. However, a solution is given only
for the case where these probabilities can independently change in each step. Independence
is a simplifying assumption that provides pessimistic guarantees. This means one ignores
all information one might obtain on the system along observed histories, and so the results
tend to be overly pessimistic.
Our work is related to reinforcement learning, where the goal is to develop strategies
which ensure good performance in unknown environments, by learning and optimizing si-
multaneously; see [12] for a survey. In particular, it is related to the multi-armed bandit
problem where one is given a set of systems with unknown reward distributions, and the
goal is to choose the best one while optimizing the overall cost incurred while learning. The
problem of finding the optimal one (without optimizing) with high confidence was considered
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in [9, 15], and is related to our constructions inside distinguishing double end-components
(see Section 5). However, our problems differ from this one as in multi-armed bandit prob-
lem models of the bandits are unknown while our environments are known but we do not
know a priori which environment is playing.
Multiple reachability objectives in MDPs were considered in [7]: given an MDP and mul-
tiple targets Ti, thresholds αi, decide if there is a strategy forcing each Ti with probability
at least αi. Multiple reachability in MDPs can be seen as a special case of the reachability
problem in MEMDPs (consider multiple copies of the same transition relation and for each
copy one target set Ti) but there is no easy reduction the other way around. Indeed, while
for multi-reachability objectives in MDPs with absorbing target states, optimal memoryless
strategies always exist [7], we show that for reachability objectives in MEMDPs with ab-
sorbing target states, we may need infinite memory to play optimally. The former problem
can be solved in polynomial time using linear programming; but we show that the quantita-
tive reachability problem for MEMDPs with two environments and absorbing target states
is NP-hard; so no polynomial time reduction to multi-reachability in MDPs is possible un-
less P=NP. An extension to multiple quantitative objectives were considered in [10], where
finite-memory strategies also suffice and the algorithm is uses linear programming.
2 Definitions
A finite Markov decision process (MDP) is a tuple M = (S,A, δ), where S is a finite set of
states, A a finite set of actions, where A(s) denotes the set of actions available from s ∈ S,
and δ : S ×A→ D(S) a partial function defined for each pair (s, a) such that a ∈ A(s), and
D(S) is the set of probability distributions on S. We define a run of M as a finite or infinite
sequence s1a1 . . . an−1sn . . . of states and actions such that δ(si, ai, si+1) > 0 for all i ≥ 1.
Finite runs are also called histories and denoted H(M).
Sub-MDPs and end-components. For the following definitions, we fix an MDP M =
(S,A, δ). A sub-MDP M ′ of M is an MDP (S′, A′, δ′) with S′ ⊆ S, ∅ 6= A′(s) ⊆ A(s)
for all s ∈ S′, and Supp(δ(s, a)) ⊆ S′ for all s ∈ S′, a ∈ A′(s) (here Supp(·) denotes the
support), and δ′ = δ|S′×A′ . By an abuse of notation, we may omit δ′, and refer to the
sub-MDP by (S′, A′). For any subset S′ ⊆ S for which there exists a sub-MDP (S′, A′, δ′),
let us denote by M |S′ the sub-MDP of M induced by S′, which is the sub-MDP with the
largest set of actions. In other terms, the sub-MDP induced by S′ contains all actions of S′
whose supports are inside S′. An MDP is strongly connected if between any pair of states
s, t, there is a run. An end-component of M = (S,A, δ) is a sub-MDP M ′ = (S′, A′, δ′)
that is strongly connected. It is known that the union of two end components with non-
empty intersection is an end-component; one can thus define maximal end-components. We
let MEC(M) denote the set of maximal end-components of M , computable in polynomial
time [6]. An absorbing state s is such that for all a ∈ A(s), δ(s, a, s) = 1.
Strategies. A strategy σ is a function (SA)∗S → D(A) such that for all h ∈ (SA)∗S ending
in s, we have Supp(σ(h)) ⊆ A(s). A strategy is pure if all histories are mapped to Dirac
distributions. A strategy σ can be encoded by a stochastic Moore machine, (M, σa, σu, α)
where M is a finite or infinite set of memory elements, α the initial distribution on M,
σu the memory update function σu : A × S × M → D(M), and σa : S × M → D(A)
the next action function where Supp(σ(s,m)) ⊆ A(s) for any s ∈ S and m ∈ M. We say
that σ is finite-memory if |M| <∞, and K-memory strategy if |M| = K; it is memoryless
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if K = 1, thus only depends on the last state of the history. Otherwise a strategy is
infinite-memory. We define such strategies as functions s 7→ D(A(s)) for s ∈ S. An
MDP M , a strategy σ encoded by (M, σa, σu, α), and a state s determine a finite Markov
chain Mσs defined on the state space S ×M as follows. The initial distribution is such that
for any m ∈ M, state (s,m) has probability α(m), and 0 for other states. For any pair
of states (s,m) and (s′,m′), the probability of the transition (s,m), a, (s′,m′) is equal to
σa(s,m)(a)·δ(s, a, s′)·σu(s,m, a)(m′). A run ofMσs is a finite or infinite sequence of the form
(s1,m1), a1, (s2,m2), a2, . . ., where each (si,mi), ai, (si+1,mi+1) is a transition with nonzero
probability in Mσs , and s1 = s. In this case, the run s1a1s2a2 . . ., obtained by projection
to M , is said to be compatible with σ. When considering the probabilities of events in Mσs ,
we will often consider sets of runs of M . Thus, given E ⊆ (SA)∗, we denote by PσM,s[E]
the probability of the runs of Mσs whose projection to M is in E. For any strategy σ in a
MDP M , and a sub-MDP M ′ = (S′, A′, δ′), we say that σ is compatible with M ′ if for any
h ∈ (SA)∗S′, Supp(σ(h)) ⊆ A′(last(h)), where last(h) is the last state of h.
Let Inf(w) denote the disjoint union of states and actions that occur infinitely often in
the run w; Inf is thus seen as a random variable. By an abuse of notation, we say that Inf(w)
is equal to a sub-MDP D whenever it contains exactly the states and actions of D. It was
shown that for any MDP M , state s, strategy σ, PσM,s[Inf is an end-component] = 1 [6]. We
call a subset of states T transient if under all strategies, and starting from any state, almost
surely, T is visited finitely many times.
Objectives. Given a set T of states, we define a safety objective w.r.t. T , written Safe(T ),
as the set of runs that only visit T . A reachability objective w.r.t. T , written Reach(T ), is the
set of runs that visit T at least once. We also consider parity objectives. A parity function
is defined on the set of states p : S → {0, 1, . . . , 2d} for some nonnegative integer d. The set
of winning runs of M for p is defined as Pp = {w ∈ (SA)ω | min{p(s) | s ∈ Inf(w)} ∈ 2N}.
For any MDP M , state s, strategy σ, and objective Φ, we denote ValσΦ(M, s) = PσM,s[Φ] and
Val∗Φ(M, s) = supσ PσM,s[Φ]. We say that objective Φ is achieved surely if for some σ, all
runs of M from s compatible with σ satisfy Φ. Objective Φ is achieved with probability α
in M from s if for some σ, ValσΦ(M, s) ≥ α. If Φ is achieved with probability 1, we say that
it is achieved almost surely. Objective Φ is achieved limit-surely if for any  > 0, there exists
a strategy σ which achieves Φ with probability 1 − . In MDPs, limit-sure achievability
coincides with almost-sure achievability since optimal strategies exist. We define AS(M,Φ)
as the set of states of M where Φ is achieved almost surely. Recall that for reachability,
safety, and parity objectives these states can be computed in polynomial time, and are
only dependent on the supports of the probability distributions [1, 6]. It is known that for
any MDP M , state s, and a reachability, safety, or parity objective, there exists a pure
memoryless strategy σ computable in polynomial time achieving the optimal value [18, 5].
In the next lemma, we recall that the optimal value inside any end-component is either 0
or 1, and that this only depends on the supports of the probability distributions.
I Lemma 1 ([6]). Let M = (S,A, δ) be a strongly connected MDP, and p a parity function.
Then, for any MDP M ′ = (S,A, δ′) such that for all s ∈ S, a ∈ A, Supp(δ(s, a)) =
Supp(δ′(s, a)), and for all states s ∈ S, there exists a strategy σ such that ValσPp(M, s) =
Val∗Pp(M, s) = Val
∗
Pp(M
′, s) = ValσPp(M ′, s) ∈ {0, 1}.
3 Multiple-Environment MDP
A multiple-environment MDP (MEMDP), is a tupleM = (S,A, (δi)1≤i≤k), where for each i,
(S,A, δi) is an MDP. We will denote by Mi the MDP obtained by fixing the edge proba-
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bilities δi, so that PσMi,s[E] denotes the probability of event E in Mi from state s under
strategy σ. Intuitively, each Mi corresponds to the behavior of the system at hand under
a different environment; in fact, while the state space is identical in each Mi, the tran-
sition probabilities between states and even their supports may differ. In this paper, we
concentrate on the case of k = 2. We are interested in synthesizing a single strategy σ with
guarantees on both environments, without a priori knowing against which environment σ is
playing. We consider reachability, safety, and parity objectives, and again for readability,
we consider the case where the same objective is to hold in all environments. The general
quantitative problem is the following.
I Definition 2. Given MEMDP M , state s0, α1, α2 ∈ [0, 1], and Φ, a reachability, safety,
or a parity objective, decide if there is a strategy σ such that ∀i ∈ {1, 2},ValσΦ(Mi, s) ≥ αi.
We refer to the general problem as quantitative reachability (resp. safety, parity). Given
M , s0, (α1, α2), Φ, we say that Φ is achieved with probabilities (α1, α2) in M from s if there
is a strategy σ witnessing the above definition. We say that Φ is achieved almost surely inM
from s if it is achieved with probabilities (1, 1). Objective Φ is achieved limit-surely in M
from s if for any  > 0, Φ is achieved inM from s with probabilities (1−, 1−). Almost-sure
reachability (resp. safety, parity) problems consist in deciding whether in a given M , from
a state s, a given objective is achieved almost surely. Limit-sure reachability (resp. safety,
parity) problems are defined respectively.
Given any MEMDPM = (S,A, δ1, δ2), we define the MDP ∪M = (S,A, δ) by taking, for
each action, the union of all transitions, and assigning them uniform probabilities. For any
sub-MDP (S′, A′, δ′) of ∪M , we define the sub-MEMDP induced by the sub-MDP (S′, A′, δ′)
as the MEMDP (S′, A′, δ′1, δ′2) where δ′i = δi|S′×A′ . For any subset S′ ⊆ S, the sub-MEMDP
ofM induced by S′ is the sub-MEMDP ofM induced by the sub-MDP of ∪M induced by S′.
Strategy Complexity. Unlike MDPs, all considered objectives may require infinite memory
and randomization, and Pareto-optimal probability vectors may not be achievable (a Pareto-
optimal vector is component-wise maximal). All counterexamples are given in Fig. 1.
I Lemma 3. For some MEMDPs M and objectives Φ:
There exists a randomized strategy that achieves Φ with higher probabilities in both en-
vironments than any pure strategy,
There exists an infinite-memory strategy that achieves Φ with higher probabilities in both
environments than any finite-memory strategy,
Objective Φ can be achieved limit-surely but not almost surely (showing Pareto-optimal
vectors are not always achievable).
Results. We give efficient algorithms for almost-sure and limit-sure cases:
(A) The almost-sure reachability, safety, and parity problems are decidable in polynomial
time (Theorems 5 and 19). Finite-memory strategies suffice.
(B) The limit-sure reachability, safety, and parity problems are decidable in polynomial
time (Theorems 12 and 20). Moreover, for any  > 0, to achieve probabilities of at
least 1−, O( 1η2 log( 1 ))-memory strategies suffice, where η denotes the smallest positive
difference between the probabilities of M1 and M2.
The general quantitative problem is harder as shown by the next results. We call an MEMDP
acyclic if the only cycles are self-loops in all environments.
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Figure 1 We adopt the following notation in all examples: edges that only exist inM1 are drawn
in dashed lines, and those that only exist in M2 by dotted ones, and all probabilities are uniform
unless otherwise said. To see that randomization may be necessary, observe that in the MEMDPM
in Fig. 1a, the vector (0.5, 0.5) of reachability probabilities for target T can only be achieved by a
strategy that randomizes between a and b. In the MEMDP in Fig. 1b, where action a from s has
the same support in M1 and M2 but different distributions. Any strategy almost surely reaches u
in both Mi, since action a from s has nonzero probability of leading to u. Intuitively, the best
strategy is to sample the distribution of action a from s, and to choose, upon arrival to u, either a
or b according to the most probable environment. We prove that such an infinite-memory strategy
achieves a Pareto-optimal vector which cannot be achieved by any finite-memory strategy. Last, in
Fig. 1c, the MEMDP is similar to that of Fig. 1b except that action a from s only leads to s or t.
We will prove in Section 6, that for any  > 0, there exists a strategy ensuring reaching T with
probability 1−  in each Mi. The strategy consists in sampling the distribution of action a from s
a sufficient number of times and guessing the actual environment against which the controller is
playing. However, the vector (1, 1) is not achievable, which follows from Section 4.
(C) The quantitative reachability and safety problems are NP-hard on acyclic MEMDPs
both for arbitrary and memoryless strategies (Theorem 13).
We can nevertheless provide procedures to solve the quantitative reachability and safety
problems by fixing the memory size of the strategies.
(D) For any K ≥ 0, the quantitative reachability and safety problems restricted to K-
memory strategies can be solved in space polynomial in K and the size of M . (Theo-
rem 14).
The quantitative parity problem can be reduced to quantitative reachability, so the previous
result can also be applied for the quantitative parity problem.
(E) The quantitative parity problem can be reduced to quantitative reachability in poly-
nomial time (Theorem 20).
We show that finite-memory strategies are not restrictive if we are interested in approxi-
mately ensuring given probabilities.
(F) Finite-memory strategies suffice to approximate quantitative reachability, safety, and
parity problems up to any desired precision (Theorem 15).
We provide an approximate solution for quantitative reachability in the following sense. We
consider -gap problems where the goal is to give a correct answer on negative instances that
are “far” from the positive instances by , and on positive instances that are far from the
negative instances by , while giving no guarantees in the rest of the input [8, 11].
I Definition 4. The -gap problem for reachability consists, given MEMDP M , state s,
target set T , and probabilities α1, α2, in answering i YES if ∃σ, ∀i = 1, 2,PσMi,s[Reach(T )] ≥
αi, ii NO if ∀σ, ∃i = 1, 2,PσMi,s[Reach(T )] < αi − , iii and arbitrarily otherwise.
(G) There is a procedure for the -gap problem for quantitative reachability in MEMDPs
(Theorem 16). The -gap problem is NP-hard (Theorem 17).
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Figure 2 MEMDP M where Reach(T ) can be achieved almost surely. In fact, AS(Mi, T ) =
{s, t, u} for all i = 1, 2, so M ′ = M , and ValReach(T )(M ′i , s) = 1 for i = 1, 2. The strategy returned
by the algorithm consists in choosing, at s, a and b uniformly at random. Notice that there is no
pure memoryless strategy achieving the objective almost surely.
Preprocessing. In an MEMDP with two environments, if one observes an edge that only
exists in one environment, then the environment is known with certainty and any good
strategy should immediately switch to the optimal strategy for the revealed environment.
Formally, an edge (s, a, s′) is i-revealing if δi(s, a, s′) 6= 0 and δ3−i(s, a, s′) = 0. We make
the following assumption w.l.o.g.:
I Assumption 1 (Revealed form). All MEMDPs M = (S,A, δ1, δ2) are assumed to be in
revealed form, that is, there exists a partition S = Su
⊎
R1
⊎
R2 satisfying the following
properties. 1. All states of R1 and R2 are absorbing in both environments, 2. For any i = 1, 2,
and any i-revealing edge (s, a, s′), we have s′ ∈ Ri. Conversely, any edge (s, a, s′) with s′ ∈ Ri
is i-revealing. States Ri are called i-revealed, denoted Ri(M). We write R = R1 ∪R2. The
remaining states are called unrevealed.
In other words, we assume that any i-revealing edge leads to a known set of i-revealed states
which are all absorbing. Assumption 1 can be made without loss of generality by redirecting
any revealing edge to fresh absorbing states.
For any reachability (resp. safety) objective T , once a state in T (resp. S \ T ) is visited
the strategy afterwards is not significant since the objective has already been fulfilled (resp.
violated). Thus, we assume that the set of target and unsafe states are absorbing.
I Assumption 2. For all considered objectives Reach(T ) (resp. Safe(T ′)), we assume that all
target states T (resp. unsafe states S \ T ′) absorbing for both environments.
Under assumptions 1 and 2, for any MEMDP M , and objective Φ, we denote RΦi (M)
the set of i-revealed states from which Φ holds almost surely in Mi, and define RΦ(M) =
RΦ1 (M) ∪ RΦ2 (M). We will apply Assumption 1 throughout the paper, and Assumption 2
for reachability or safety objectives.
4 Almost-Sure Reachability
The algorithm for almost sure reachability is described in Algorithm 1. First, the state
space is restricted to U since any state from which the objective holds almost surely in the
MEMDP M must also belong to an almost surely winning state of each Mi. Second, we
consider MEMDP M ′ induced by the states surely satisfying Safe(U) in ∪M . The problem
is then reduced to finding an almost surely winning strategy in each M ′i separately. If
such strategies exist, then we obtain our strategy by either 1) alternating between the two
strategies using memory, or 2) randomizing between them.
Figure 2 is an example where almost-sure reachability holds; and we saw the example of
Fig. 1c where almost-sure reachability does not hold.
I Theorem 5. For any MEMDP M , objective Reach(T ), and a state s, Algorithm 1 decides
in polynomial time if Reach(T ) can be achieved almost surely from s in M , and returns a
witnessing memoryless randomized strategy.
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Input: MEMDP M , Reach(T ), s0 ∈ S
U := AS(M1,Reach(T )) ∩ AS(M2,Reach(T ));
M ′ := Sub-MEMDP of M induced by states s s.t. Val∗Safe(U)(∪M, s) = 1;
if ∀i = 1, 2,Val∗Reach(T )(M ′i , s0) = 1 then
Let σi for i = 1, 2, such that ValσReach(T )(M ′i , t) = 1 for all t ∈ U ;
Return σ′ defined as σ′(t) = 12σ1(t) +
1
2σ2(t), ∀t ∈ S;
else
Return NO;
end
Algorithm 1. Almost-sure reachability algorithm for MEMDPs.
5 Double end-components
End-components play an important role in the analysis of MDPs; see e. g. [6]. Because the
probability distributions in different environments of an MEMDP can have different sup-
ports, we need to adapt the notion for MEMDPs. We thus introduce double end-components
which are sub-MDPs that are end-components in both environments.
Formally, given an MEMDP M = (S,A, δ1, δ2, r), a double end-component (DEC) is a
pair (S′, A′) where S′ ⊆ S, and A′ ⊆ A such that (S′, A′) is an end-component in each Mi.
A double end-component (S′, A′) is distinguishing if there is (s, a) ∈ S′ × A′ such that
δ1(s, a) 6= δ2(s, a). As the union of two DECs with a common state is a DEC, we consider
maximal DECs (MDEC). MDECs ofM can be computed in polynomial time by eliminating
from M all actions with different supports, then computing the MECs of ∪M . A DEC is
trivial if it is an absorbing state.
By Assumption 1 a DEC does not contain any revealed states unless it is trivial; there-
fore the supports of all DECs in both environments are identical. By Assumption 2, for
reachability (resp. safety) objectives, non-trivial DECs do not contain target (resp. unsafe)
states neither. Trivial DECs made of target (resp. safe) states are called winning. A DEC D
is winning for a parity objective Pp, if there is a strategy compatible with D satisfying Pp
almost surely in both environments (a common strategy exists by Lemma 1).
Distinguishing DECs allow the strategy to learn the actual environment by sampling
the distribution of distinguishing actions. One can in fact construct a strategy that surely
stays inside a given DEC and guesses the actual environment with high confidence. Since
a distinguishing DEC is non-trivial, the learning phase will surely avoid unsafe states. One
then switches to the optimal strategy for the guessed environment:
I Lemma 6. Consider any MEMDP M = (S, s0, A, δ1, δ2), a distinguishing double end-
component D = (S′, A′), state s ∈ S′,  > 0, and any objective Φ reachability, safety, parity.
For any  > 0, there exists a strategy σ such that PσMi,s[Φ] ≥ (1− )Val∗Φ(Mi, s),∀i = 1, 2.
We now present a transformation for general MEMDPs by contracting DECs, which
preserves the values up to any desired  by Lemma 6. Given a DEC D = (S′, A′), a frontier
state s of D is such that there exists an action a ∈ A(s) \ A′(s), which is not in D, index
i ∈ {1, 2}, and s′ 6∈ S′ such that δi(s, a, s′) 6= 0. An action a ∈ A(s) \ A′(s) is a frontier
action for D. A pair (s, a) is called frontier state-action when a ∈ A(s) is a frontier action.
I Definition 7. Given an MEMDP M = (S,A, δ1, δ2), and reachability or safety objective
Φ, we define Mˆ = (Sˆ, Aˆ, δˆ1, δˆ2) as follows. a) Any distinguishing MDEC D is contracted
as in Fig. 3a where in Mi, action a leads to WD with probability vi = Val∗Φ(Mi, D), and to
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where vi = Val∗φi(Mi, D).
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(b) Reduction of double end-components
where vi|D = Val∗Φ(Mi|D , D).
Figure 3 Reduction of double end-components.
LD with probability 1− vi. b) Any non-distinguishing MDEC D = (S′, A′) is replaced with
the module in Fig. 3b. The actions a$D and {fiai}(fi,ai)∈F are available from sD where F is
the set of pairs of frontier state-actions of D. For any (fi, ai), the distribution δˆj(sD, fiai)
is obtained from δj(fi, ai) by redirecting to sD all edges that lead inside S′. Define the new
objective Φˆ by restricting Φ to Sˆ, and adding all states WD in the target (resp. safe) set.
We write Aˆ : S → Sˆ (also denoted s 7→ sˆ) the mapping from the states of S to those of Sˆ.
The intuition is that when the play enters a distinguishing DEC D, by Lemma 6, we can
arbitrarily approximate probabilities vi = Val∗Φ(Mi, D); this is represented by action a$D in
Fig. 3a. From a state s in a non-distinguishing DEC D in M , the play either stays forever
inside and obtains the value Val∗Φ(M1|D , s) = Val∗Φ(M2|D , s) (as it is non-distinguishing) –
represented by a$D in Fig. 3b, or it eventually leaves D. The latter case is represented by
the actions leading to frontier states, since D is necessarily left from such a state. Note that
there is a strategy under which, from any state of D, in M1 and M2, all states of D, and in
particular its frontier states, are visited infinitely often (by considering a memoryless strategy
choosing all actions uniformly at random – see e. g. [18]). The equivalence betweenM and Mˆ
for reachability and safety is shown next. Note that the value vectors are preserved although
vectors achieved in Mˆ may not be achievable in M (see Fig. 1c).
I Lemma 8. For MEMDPs M , and reachability of safety objectives Φ, Val∗Φ(M, s) =
Val∗Φˆ(Mˆ, sˆ). Any end-component D of Mˆi is either a trivial DEC, or transient in Mˆ3−i.
By Definition 7, and Lemmas 8-8, the following assumption can be made w.l.o.g.
I Assumption 3. All MEMDPs are assumed to have only trivial DECs.
6 Limit-Sure Reachability
In this section, we describe our polynomial-time algorithm for limit-sure reachability in
MEMDPs. Throughout this section, we make Assumptions 1, 2, and 3.
We saw in the previous section how the strategy can safely learn the current environment
with high confidence inside DECs. It turns out that it is possible to apply such learning
strategies outside DECs. We need to introduce a new concept, called good end-components
in order to fully capture all subsets of states where such a learning strategy can be applied.
Consider the example of Fig. 4. Here, the MDP M1 has a MEC D with the following
property: the strategy σ compatible with D and choosing all actions of D uniformly at
random, achieves the objective almost surely inM2. In fact, a strategy that always chooses a
at states s and t almost surely reaches u in M2. In order to achieve the objective with
probability close to 1, one can run strategy σ for a large number of steps, and if state u is
still not reached, switch to the optimal strategy for M1, that is, choose b from s. It can
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s t
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v w
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a
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a
(a) MEMDP M
with T = {u,w}.
s t
u
v w
a
ab
a
MGEC D
(b) Assumptions 1 and 2 satisfied.
We have T = {u,w}.
u
v w
tD
a
(c) MEMDP M˜ with T˜ =
{tD, u, w} and A˜(s) = tD.
Figure 4 On the left, an MEMDP with objective Reach(T ), which is not in revealed form; an
equivalent instanceM in revealed form is shown in the middle. Note thatM has only trivial DECs.
States {s, t} induce a good end-component D in M2; the strategy choosing action a at s and t is
almost surely winning in M1. The construction M˜ is shown on the right, where all states of D are
contracted as tD which is a target state. Because A˜(s) = tD, Φ is achieved limit-surely from s.
be shown that such a strategy achieves the objective with probabilities (1 − , 1 − ), for
any  > 0, from any state of such end-components. Here D is a good end-component of M1.
Formally, an end-component D of Mi is good if the strategy that chooses all edges of D
uniformly at random is almost sure winning for M3−i from any state in D. Under any
such strategy, any edge leaving D is revealing for M3−i. Observe that the union of good
end-components with non-empty intersection is a good end-component. We thus consider
maximal good end components (MGECs) which can be computed in polynomial time.
I Lemma 9. For any M , the MGECs of M1 and M2 can be computed in polynomial time.
We define a transformation to MEMDPs by contracting MGECs since we know that one
can learn the current environment from these states, without risking to lose.
I Definition 10 (Transformation M˜). For any MEMDP M , and reachability objective Φ,
we let M˜ = (S˜, A˜, δ˜1, δ˜2) by applying the following transformation to M and Φ. Mark any
state s that belongs to some MGEC D of Mi for some i = 1, 2, by D. If a state can be
marked twice, choose one marking arbitrarily. We define M˜ by redirecting any edge entering
a state marked by some D to a fresh absorbing state tD. For each i = 1, 2, the reachability
objective Φ˜ is defined by the union of Φ, with all states tD such that Φ can be ensured
almost surely from D in Mi. We let A˜(·) be the mapping from the states M to those of M˜ .
Intuitively, DECs and MGECs cover all subsets of states in which one can learn the actual
environment with high confidence; while in the absence of such components, limit-sure
becomes equivalent to almost-sure. The following lemma establishes this property.
I Lemma 11. For any MEMDP M , reachability objective Φ, and state s, Φ can be achieved
limit surely in M from s if, and only if Φ˜ can be achieved almost surely in M˜ from A˜(s).
Moreover, given an almost sure winning strategy for M˜ , for any  > 0, one can compute a
strategy with memory O( log()log(1−p) ) for M , where p is the smallest nonzero probability, that
achieves probabilities 1− , and this strategy can be computed.
The steps of the limit-sure reachability algorithm are thus as follows: 1. Contract DECs by
Def. 7. 2. Contract MGECs by Def. 10. 3. Solve almost-sure reachability by Algorithm 1.
I Theorem 12. The limit-sure reachability problem is decidable in polynomial-time.
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7 Quantitative Reachability
In this section, we study the quantitative reachability problem for MEMDPs. We first
establish NP-hardness, suggesting that it is unlikely to have a polynomial-time algorithm,
and that techniques based on linear programming often used for the quantitative analysis
of MDPs (e. g. [18]) cannot be applied. We prove the hardness result by reduction from the
product-partition problem [16].
I Theorem 13. Given an MEMDP M , target set T , and α1, α2 ∈ [0, 1], it is NP-hard to
decide whether for some strategy σ, PσMi,s0 [Reach(T )] ≥ αi for each i = 1, 2.
As an upper bound on the above problem, we show that quantitative reachability for
strategies with a fixed memory size can be solved in polynomial space. The algorithm
consists in encoding the strategy and the probabilities achieved by each state and each
environment, as a bilinear equation, and solving these in polynomial space in the equation
size (see [2] for general polynomial equations).
I Theorem 14. The quantitative reachability and safety problems for K-memory strategies
can be solved in polynomial space in K and in the size of M .
We now show that considering finite-memory strategies are hardly restrictive, in the
sense that they can always be used to approximately achieve the values. We give a bound on
strategy memories that is sufficient to approximate the value by given . The idea underlying
the proof of the following theorem is that along a long execution in MEMDPs, with high
probability, either one enters a subset of states that is identical in both environments, or one
has gathered enough samples on probability distributions to guess the actual environment
with high confidence.
I Theorem 15. For any MEMDP M satisfying Assumption 3, reachability objective Φ,
strategy σ, and  > 0, there exists a N -memory strategy σ′ with ∀i = 1, 2,Pσ′Mi,s[Φ] ≥
PσMi,s[Φ] − , where N = (|S| + |A|)
4|S|3|A|2
p|S|η2
log3(1/), with p the smallest nonzero probability
and η = min{|δ1(s, a, s′)− δ2(s, a, s′)| | s, a, s′ s.t. δ1(s, a, s′) 6= δ2(s, a, s′)}.
We derive our procedure by Theorems 14 and 15. The “gap” can be chosen arbitrarily
small, and the procedure is used to distinguish instances that are clearly feasible from those
that are clearly not feasible, while giving no guarantee in the borderline of size .
I Theorem 16. There is a procedure that runs in O(N · |M |) space solving the -gap problem
for quantitative reachability in MEMDPs.
It turns out that even the -gap problem is NP-hard. We prove this by identifying
instances where the achieved probabilities are isolated:
I Theorem 17. The -gap problem for MEMDPs is NP-hard.
8 Safety and Parity Objectives
I Lemma 18. Limit-sure safety is equivalent to sure safety in MEMDPs, and can be decided
in polynomial time.
For quantitative safety, the results of the previous section can be adapted without difficulty.
We give a polynomial-time algorithm for almost sure parity objectives, consisting in
1. restricting the states to almost surely winning ones for both Mi, 2. solving almost sure
reachability where all states that belong to winning end-components inM1 orM2 are targets.
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I Theorem 19. The almost-sure parity problem is decidable in polynomial time.
We now describe a polynomial-time reduction from quantitative parity to quantitative
reachability preserving value vectors. The idea is to allow the strategy to irreversibly switch
to an optimal strategy for environment i from any MEC of Mi, and to represent this switch
by a target absorbing state. Intuitively, the new reachability condition is equivalent to the
parity objective for two reasons: first, all runs eventually enter an end-component and stay
there, which roughly corresponds to this switch, and second, the transformation only adds
new actions, so any strategy in the original MEMDP is still valid in the new one, and in
particular learning strategies. It follows 1) a polynomial-time algorithm for the limit-sure
parity problem, 2) any algorithm for quantitative reachability can be used to solve the
quantitative parity problem. In particular, results of Section 7 applies to parity.
I Theorem 20. The quantitative parity problem is polynomial-time reducible to the quanti-
tative reachability problem. The limit-sure parity problem is solvable in polynomial time.
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