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JOINING AND DECOMPOSING REACTION NETWORKS
ELIZABETH GROSS, HEATHER HARRINGTON, NICOLETTE MESHKAT, AND ANNE SHIU
Abstract. In systems and synthetic biology, much research has focused on the behavior
and design of single pathways, while, more recently, experimental efforts have focused on how
cross-talk (coupling two or more pathways) or inhibiting molecular function (isolating one
part of the pathway) affects systems-level behavior. However, the theory for tackling these
larger systems in general has lagged behind. Here, we analyze how joining networks (e.g.,
cross-talk) or decomposing networks (e.g., inhibition or knock-outs) affects three properties
that reaction networks may possess—identifiability (recoverability of parameter values from
data), steady-state invariants (relationships among species concentrations at steady state,
used in model selection), and multistationarity (capacity for multiple steady states, which
correspond to multiple cell decisions). Specifically, we prove results that clarify, for a net-
work obtained by joining two smaller networks, how properties of the smaller networks can
be inferred from or can imply similar properties of the original network. Our proofs use tech-
niques from computational algebraic geometry, including elimination theory and differential
algebra.
Keywords: reaction network, mass-action kinetics, multistationarity, identifiability, steady-
state invariant, Gro¨bner basis
1. Introduction
Cells transmit information via molecular interactions which are complicated and numerous:
a typical eukaryotic cell contains approximately 8× 109 molecules. Understanding the func-
tion and behavior of such a large number of molecules is challenging and often intractable.
Therefore, much effort in the field of systems biology focuses on first understanding and
predicting the behavior of smaller sets of interacting molecular species, called signaling path-
ways. Advances in experimental technology have enabled the possibility of measuring more
species, prompting questions about what happens when two or more specific pathways in-
teract (Donato et al. 2013). This problem of predicting the effect of joining pathways is the
focus of our work.
Whenever two or more pathway models are combined, it is reasonable to expect that some
model properties of the larger model may be inferred predictably from properties of the
component models. Within this context, our work focuses on three important properties of
pathway models: identifiability, whether the parameter values can be determined from data,
steady-state invariants, which characterize a model and provide a framework for hypothesis
testing with limited data, and multistationarity, which is the capacity for multiple positive
steady states. We prove results on how these properties are affected when we combine two or
more models. We consider, first, linear models, and then extend our results, where possible,
to nonlinear models.
Date: 14 August 2019.
1
ar
X
iv
:1
81
0.
05
57
5v
2 
 [m
ath
.D
S]
  1
4 A
ug
 20
19
2 GROSS, HARRINGTON, MESHKAT, AND SHIU
A biological example to motivate our study is signaling in apoptosis (programmed cell
death). Activation of the death signal can be initiated by either the intrinsic pathway (via
stress) or the extrinsic pathway (via ligand-receptor binding). Mathematical models of each
pathway have been developed (Eissing et al. 2004, Legewie et al. 2006), and analyses of these
models have revealed that both pathways have the capacity for two steady-states, which
correspond to a cell-death state and a cell-alive state (Bagci et al. 2006, Eissing et al. 2004,
Legewie et al. 2006, Ho & Harrington 2010), meaning that the models are multistationary.
Analyses of cell death models have also focused on identifiability (Eydgahi et al. 2013) and
steady-state invariants (Ho & Harrington 2010). Since models by Eissing et al. (2004) and
Legewie et al. (2006), additional models have been constructed with a focus on the molecular
network between the intrinsic and extrinsic pathways at the mitochondrial membrane (Bagci
et al. 2006, Albeck et al. 2008, Cui et al. 2008) as well as joining both pathways into a single
model (Harrington et al. 2008, Fussenegger et al. 2000). However, predicting how joining
pathways affects cell death checkpoints and other model properties is difficult. Pursuing this
question for general pathway networks is similar in some respects to analyzing retroactivity
and modules within a larger network (Del Vecchio et al. 2008, Menon & Krishnan 2016).
In this work, we are interested in signaling pathway models that describe molecular inter-
actions via biochemical reactions. In particular, we will study chemical reaction networks,
directed graphs in which the nodes are molecular complexes and the edges are reactions
weighted by rate constants (parameters). Under the assumption of mass-action kinetics, each
reaction graph gives rise to a system of polynomial differential equations. Thus, in essence, we
are interested in how this polynomial system of differential equations changes as we construct
larger networks from smaller ones. Since our emphasis is on the structure of the equations,
not the value of the parameters, our analysis focuses on properties that hold in general.
Reaction networks can be joined naturally in various ways; two such ways are shown in
Figure 1. As shown in Figure 1A, one way we can glue together two networks X and Y is via
a new or shared edge. Networks obtained by gluing over new or shared edges arise naturally
when considering linear compartmental models and are central to Section 3. Another way to
glue together X and Y is via a shared node (Figure 1B); such gluing allows us to investigate
cross-talk, interactions between signaling pathways X and Y that have at least one shared
molecule. Currently, cross-talk is an active area of research in biology, especially for predict-
ing the effects of drug targets on cells. Networks obtained by gluing over shared nodes are
analyzed in terms of their steady-state invariants in Section 4.
X XY
A B
Y
Figure 1. (A) Gluing two networks via a new edge. Biologically, this may
correspond to distinct networks of the same pathway. (B) Gluing two motifs
that have a shared species (node). Biologically, this may be called cross-talk.
Our main results are as follows. Consider joining two networks X and Y to obtain a new
network Z. We show that, under certain hypotheses, if X and Y are identifiable, then so is Z
(Theorem 3.17). Similarly, for certain monomolecular networks, not only does identifiability
of X and Y imply identifiability of Z, but also identifiability of Z and X implies that Y is
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identifiable (Theorems 3.30 and 3.35). Also, we clarify how the steady-state invariants of Z,
after projecting them to involve only species and reactions in Ni, are related to the steady-
state invariants of Ni. We give conditions when the projected steady-state invariants yield
all invariants of Ni (Theorems 4.7 and 4.9), and when the steady-state invariants of X and
Y can together recover the steady-state invariants of Z (Theorem 4.10).
The outline of our work is as follows. Section 2 introduces the background and definitions.
Next, Sections 3, 4, and 5 each correspond to a property of interest: identifiability, steady-state
invariants, and multistationarity (respectively). The proofs of our results rely on techniques
from computational algebraic geometry, such as elimination theory and differential algebra;
indeed, algebraic tools are increasingly used in the analyses of reaction networks (see the
survey by Dickenstein (2016)). Finally, a discussion appears in Section 6.
2. Background
Valuable information may be obtained by translating a chemical reaction network into a
system of differential equations. In our setting, we form a polynomial dynamical system which
is amenable to algebraic analysis described in the subsequent sections. First, we begin with
an example of a chemical reaction: A+B → 3A+C, where A, B, and C are chemical species.
These species could represent various proteins modifying one another. In this reaction, the
reactant forms the left hand side of the reaction (one species A and one of B), which react
to form the product (three A and one C).
We follow convention and denote concentrations of the species by lower case xA, xB, and
xC , which will change in time as the reaction occurs. Here, we assume mass-action kinetics,
that is, species A and B react at a rate proportional to the product of their concentrations,
where the proportionality constant is the reaction rate constant κ. Noting that the reaction
yields a net change of two units in the amount of A, we obtain the differential equation
d
dt
xA = 2κxAxB, where t is time. The other two equations arise similarly:
d
dt
xB = −κxAxB
and d
dt
xC = κxAxB.
A chemical reaction network consists of finitely many reactions (see Definition 2.1 below).
The mass-action differential equations that a network defines are a sum of the monomial
contributions from the reactants of each chemical reaction in the network; these differential
equations will be defined in equation (2).
2.1. Chemical reaction networks. We now provide precise definitions.
Definition 2.1. A chemical reaction network G = (S, C,R) consists of three finite sets S, C,
and R.
(1) A set of chemical species S = {A1, A2, . . . , An}, where n ∈ N denotes the number of
species.
(2) A set C = {y1, y2, . . . , yp} of complexes (finite nonnegative-integer combinations of the
species), where p ∈ N denotes the number of complexes.
(3) A set of reactions, ordered pairs of the complexes: R ⊆ (C × C) \ {(yi, yi) | yi ∈ C}.
Throughout this work, the integer unknown r denotes the number of reactions. A subnet-
work of a network G = (S, C,R) is a network G˜ = (S˜, C˜, R˜) with R˜ ⊆ R.
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We also make a simplifying assumption: every complex in C must appear in at least one re-
action inR, and every species in S must appear in at least one complex in C. This assumption
does not restrict the class of networks we can study, just how they are represented.
A network can be viewed as a directed graph whose nodes are complexes and whose edges
correspond to the reactions. Like for all network analysis, properties of the connectedness of
the graph can be useful. A reaction yi → yj is reversible if it is bi-directional, i.e., the reverse
reaction yj → yi is also in R; these reactions are depicted by yi 
 yj.
Writing the i-th complex as yi1A1+yi2A2+ · · ·+yinAn (where yij ∈ Z≥0, for j = 1, 2, . . . , n,
are the stoichiometric coefficients), we introduce the following monomial:
xyi := xyi11 x
yi2
2 · · ·xyinn .
(By convention, the zero complex yields the monomial x(0,...,0) = 1.) For example, the two
complexes in the reaction A+B → 3A+C considered earlier give rise to the monomials xAxB
and x3AxC , which determine the vectors y1 = (1, 1, 0) and y2 = (3, 0, 1). These vectors define
the rows of a p× n-matrix of nonnegative integers, which we denote by Y = (yij). Next, the
unknowns x1, x2, . . . , xn represent the concentrations of the n species in the network, and we
regard them as functions xi(t) of time t.
We distinguish between monomolecular complexes (e.g., A or B), bimolecular complexes
(e.g., 2A or A + B), and others (e.g., 0 or A + 2B), as follows. A complex yi1A1 + yi2A2 +
· · · + yinAn is monomolecular if exactly one stoichiometric coefficient yij equals 1, and all
other yik’s are 0. A complex yi1A1 + yi2A2 + · · · + yinAn is at-most-bimolecular if the sum
of the stoichiometric coefficients yij is at most 2. A reaction network is itself monomolecular
(respectively, at-most-bimolecular) if all its complexes are monomolecular or the zero complex
(respectively, all its complexes are at-most-bimolecular). The reaction systems arising from
monomolecular networks are known as linear compartmental models (see §2.4).
For a reaction yi → yj from the i-th complex to the j-th complex, the reaction vector
yj−yi encodes the net change in each species that results when the reaction takes place. The
stoichiometric matrix Γ is the n× r matrix whose k-th column is the reaction vector of the
k-th reaction i.e., it is the vector yj − yi if k indexes the reaction yi → yj.
We associate to each reaction a positive parameter κij, the rate constant of the reaction.
In this article, we will treat the rate constants κij as positive unknowns in order to analyze
the entire family of dynamical systems that arise from a given network as the κij’s vary.
2.2. Chemical reaction systems. The reaction kinetics system defined by a reaction net-
work G and reaction rate function R : Rn≥0 → Rr is given by the following system of ODEs:
dx
dt
= Γ ·R(x) .(1)
A steady state of a reaction kinetics system (1) is a nonnegative concentration vector x∗ ∈ Rn≥0
at which the ODEs (1) vanish: Γ ·R(x∗) = 0.
For mass-action kinetics, which is the setting of this paper, the coordinates of R are
Rk(x) = κijx
yi , if k indexes the reaction yi → yj. A chemical reaction system refers to the
system of differential equations (1) arising from a specific chemical reaction network (S, C,R)
and a choice of rate constants (κij) ∈ Rr>0 (recall that r denotes the number of reactions)
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where the reaction rate function R is that of mass-action kinetics. Specifically, the mass-action
ODEs are:
dx
dt
=
∑
yi→yj is in R
κijx
yi(yj − yi) =: fκ(x) .(2)
The stoichiometric subspace is the vector subspace of Rn spanned by the reaction vectors
yj − yi, and we will denote this space by S:
(3) S := R{yj − yi | yi → yj is in R} .
Note that in the setting of (1), one has S = im(Γ). For the network consisting of the single
reaction A+B → 3A+C, we have y2−y1 = (2,−1, 1), which means that with each occurrence
of the reaction, two units of A and one of C are produced, while one unit of B is consumed.
This vector (2,−1, 1) spans the stoichiometric subspace S for the network. Note that the
vector dx
dt
in (1) lies in S for all time t. In fact, a trajectory x(t) beginning at a positive vector
x(0) = x0 ∈ Rn>0 remains in the stoichiometric compatibility class, which we denote by
P := (x0 + S) ∩ Rn≥0 ,(4)
for all positive time. In other words, P is forward-invariant with respect to the dynamics (1).
2.3. Combining networks. Here we introduce operations that allow two or more networks
to be ‘glued’ together to form a single network. These operations encompass many natural
operations that arise in biological modeling, for instance, connecting two networks by a one-
way flow, or extending a model to include additional pathways. The aim of this work is to
investigate how these operations affect three properties of networks: identifiability, steady-
state invariants, and multistationarity.
Definition 2.2. The union of reaction networks N1 = (S1, C1,R1) and N2 = (S2, C2,R2) is
N1 ∪N2 := (S1 ∪ S2, C1 ∪ C2, R1 ∪R2) .
The union of finitely many reaction networks Ni is defined similarly.
Next, we classify the union N1∪N2 according to whether their respective sets of complexes
(or reactions) of Ni are disjoint. The possible relationships among these sets are constrained
by the following implications:
S1 ∩ S2 = ∅ ⇒ C1 ∩ C2 = ∅ or C1 ∩ C2 = {0} ⇒ R1 ∩R2 = ∅ .
If the two species sets are disjoint (S1∩S2 = ∅), then the networks N1 and N2 are completely
disjoint, so analyzing their union is equivalent to analyzing N1 and N2 separately. Thus, we
are interested in the three remaining cases:
Definition 2.3. The union N1∪N2 of N1 = (S1, C1,R1) and N2 = (S2, C2,R2) is formed by:
(1) gluing complex-disjoint networks if S1∩S2 6= ∅ and the two networks have no complex
in common except possibly the zero complex, i.e., C1∩C2 ⊆ {0} (and thusR1∩R2 = ∅),
(2) gluing over complexes if the two networks have at least one non-zero complex in
common (i.e., C1 ∩ C2 * {0}) but no reactions in common (i.e., R1 ∩R2 = ∅),
(3) gluing over reactions if the two networks have at least one reaction in common (i.e.,
R1 ∩R2 6= ∅).
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Notation. We will denote the species of N1 ∪ N2 as x = x1, . . . , xn, and the species of N1
and N2 as x(1) = {x1, . . . , xj} and x(2) = {xk, . . . , xn}, respectively. Here, k ≤ j, because
the species sets overlap. We let κ(1) and κ(2) be the rate constants of the reactions in R1
and R2, respectively, and we let κ = κ(1) ∪ κ(2) denote the rate constants of N .
Remark 2.4. If networks N1 and N2 are monomolecular, then they are complex-disjoint if
and only if they are species-disjoint (S1 ∩ S2 = ∅). Thus, we can not glue complex-disjoint
networks that are monomolecular.
We introduce more operations, in which N1 and N2 may have disjoint species sets:
Definition 2.5. Consider networks N1 = (S1, C1,R1) and N2 = (S2, C2,R2).
(1) Let {y → y′} denote a network that consists of a single reaction that is not in R1∪R2
and for which y ∈ C1 and y′ ∈ C2. The network obtained by joining N1 and N2 by a
new reaction y → y′ is:
N1 ∪N2 ∪ {y → y′} .
(2) Let R′ and R′′ be sets of reactions for which R′ ⊆ (R1∪R2) and R′′∩ (R1∪R2) = ∅,
and every reaction y → y′ in R′′ satisfies y ∈ C1 and y′ ∈ C2. Let N3 denote the
network that consists of the reactions in R′′. The network obtained by joining N1 and
N2 by replacing reactions R′ by R′′ is:
(S1, C1,R1 \ R′) ∪ (S2, C2,R2 \ R′) ∪ N3 .
Joining by a new reaction, in Definition 2.5(1), adds a one-way flow from one network to
another. As for replacing reactions, in Definition 2.5(2), we describe an instance of this.
Suppose that a large network is formed by two subnetworks M1 and M2, plus a reaction
X → Y from M1 to M2. Then, to study each subnetwork separately, we might consider
N1 = M1 ∪ {X → 0} and N2 = M2 ∪ {0 → Y }. Later, when we want to put these two
networks together, we join N1 and N2 by replacing reactions {X → 0→ Y } by {X → Y }.
Example 2.6. Consider the following networks:
N1 = {0→ A→ B} , N2 = {A→ B ↔ C} , and N3 = {C ↔ D} .
The network N1 ∪ N2 formed by gluing over the shared reaction A → B is {0 → A →
B ↔ C}. Also, the network obtained by joining N1 and N3 by a new reaction B → C is
{0→ A→ B → C ↔ D}.
Remark 2.7. Using the definitions above and recalling our assumption that networks include
only those species or complexes that take part in reactions, we see that a network N is a
subnetwork of G if there exists a network N ′ for which G = N ∪ N ′. In this case, to obtain
the mass-action ODEs (2) for N from those of G, simply set all rate constants to zero for
those reactions not in N . As for the ODEs obtained by gluing networks as in Definition 2.3,
we clarify them in Lemma 2.8.
The next result follows from the fact that the mass-action ODEs are a sum over reactions.
Lemma 2.8. Consider networks N1 = (S1, C1,R1) and N2 = (S2, C2,R2), and denote their
mass-action ODEs (2) by, respectively, dx/dt = f and dx/dt = g. Define fi := 0 (respectively,
gi := 0) for species i ∈ S2 \ S1 (respectively, i ∈ S1 \ S2). Let N = N1 ∪ N2 be the reaction
network obtained by gluing N1 and N2. Then the mass-action ODEs for N are given by:
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(1) dx/dt = f + g, if R1 ∩ R2 = ∅ (i.e., gluing complex-disjoint networks or over com-
plexes).
(2) dx/dt = f + g˜, if R1 ∩R2 6= ∅ (i.e., gluing over reactions), where dx/dt = g˜ denotes
the mass-action ODEs for the subnetwork of N2 comprising only reactions in R2\R1.
Remark 2.9. A related approach to gluing networks, introduced by Johnston (2014), involves
“translating” some of the complexes in such a way that the “translated” networks (taken with
certain general kinetics) define the same dynamical systems as the original network (taken
with mass-action kinetics). We do not consider translated networks in this work.
Steady-state
Identifiability invariants
Glue over complexes Theorem 4.7
Theorem 4.10
Glue over reactions Theorem 4.9
Join by a new reaction Theorem 3.32
Theorem 3.35
Join by replacing reactions Theorem 3.17
Theorem 3.25
Theorem 3.30
Table 1. Summary of results on joining networks
Steady-state
Identifiability invariants
Unglue over complexes Theorem 4.7
Theorem 4.10
Unglue over reactions Theorem 4.9
Decompose via a lost reaction Theorem 3.35
Decompose by replacing reactions Theorem 3.30
Table 2. Summary of results on decomposing networks
Our results on joining and “decomposing” networks are summarized in Tables 1 and 2.
Additionally, examples pertaining to multistationarity and gluing over complexes or joining
by a new reaction are given in Sections 5.5 and 5.4, respectively. Some of our results on
identifiability are in the context of monomolecular networks, which can be viewed as “linear
compartmental models” (after some “input” and “output” species are specified). We turn to
this topic now.
2.4. Monomolecular networks and linear compartmental models. A special class of
reaction networks that we will consider is that of monomolecular networks. Recall that this
means that each complex of the network is either a single species (e.g., X1 or X2) or the zero
complex. The associated differential equations (2) therefore are linear; the general form is:
(5)
dx(t)
dt
= A x(t) + u ,
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where A is a matrix with nonnegative off-diagonal entries, and u is a nonnegative vector of
inflow rates. Both A and u are composed of rate-constant parameters (and some zeroes).
Monomolecular networks have many applications in areas such as pharmacokinetics, cell
biology, and ecology, and they commonly arise as part of linear compartmental models (God-
frey 1983). In this setting, the input vector u is viewed as a control vector u(t) (at least one
component of u is assumed to be controlled, which is unlike in standard mass-action kinetics,
and the non-controllable components ui(t) are constants). Thus, equation (5) becomes
1:
(6)
dx(t)
dt
= A x(t) + u(t) ,
and the matrix A is called the compartmental matrix. Also, each species concentration xi(t)
is called a state variable in this setting, representing the concentration of material in com-
partment i. Note that ui(t) ≡ 0 when there is no inflow of material to compartment i (i.e.,
no inflow reaction 0 → Xi). Outflow reactions of the form Xi → 0 are called leaks. The
dictionary between these terms is in Table 3.
Reaction networks Compartmental models
Monomolecular network Linear compartmental model
Species Compartment
Species concentration State variable
Inflow reaction (production) Input
Outflow reaction (degradation) Leak
Table 3. Dictionary between reaction networks and compartmental models.
For identifiability problems, we assume as part of the setup that some of the species
concentrations xi(t) can be observed. This is summarized as an output (or measurement)
vector z(t), in which each coordinate2 is one of the observed species concentrations xi(t). In
literature, the vector y(t) is usually used, but we use z(t) to reserve y for complexes.
Alternatively, we can define a linear compartmental model in terms of a directed graph G =
(V,E) with vertex set V and set of directed edges E, and three sets In,Out, Leak ⊆ V . Each
vertex i ∈ V is a compartment in the model, while each edge j → i in E represents the flow of
material (reaction) from the j-th to the i-th compartment. The sets In,Out, Leak are the sets
of input (inflow-reaction), output, and leak (outflow-reaction) compartments, respectively.
Thus, we can write a linear compartmental model M as M = (G, In,Out, Leak).
Remark 2.10. We use the convention in this paper that, for linear compartmental models,
the rate constant describing the reaction from the j-th compartment to the i-th compartment
is written as aij, whereas for monomolecular networks (and for chemical reaction networks,
in general) we use κji to describe the reaction rate constant from species Xj to species Xi.
1The standard definition of a linear compartmental model incorporates an extra matrix B as follows:
dx(t)
dt = A x(t) +B u(t); our work therefore considers, for simplicity, the case when B is the identity matrix.
We hope in the future to extend our results to accommodate more general B.
2The standard definition of a linear compartmental model incorporates an extra matrix C as follows:
z(t) = C x(t); our work therefore considers the case when each row of C is a canonical-basis vector.
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Example 2.11. The chemical reaction network
{
0
u1−→ X1
κ21

κ12
X2
κ20−−→ 0
}
is a monomolecular
network with ODEs as follows (when we view the inflow rate u1 as time dependent):(
x′1
x′2
)
=
(−κ12 κ21
κ12 −κ20 − κ21
)(
x1
x2
)
+
(
u1(t)
0
)
.
If we view the network as a linear compartmental model, we use the following notation:(
x′1
x′2
)
=
(−a21 a12
a21 −a02 − a12
)(
x1
x2
)
+
(
u1(t)
0
)
.
If we assume a measurement (output) from the first compartment, we have an additional
equation z1(t) = x1(t), which we call an output equation.
3. Identifiability
We are interested in two identifiability problems for linear and nonlinear state space models.
The first concerns joining two identifiable submodels. The second concerns restricting a model
to smaller components (subnetworks).
3.1. Background: identifiability and input-output equations. Structural identifiabil-
ity, which was introduced by Bellman & A˚stro¨m (1970), concerns whether it is possible to
uniquely recover the parameter values of a model given perfect input-output data. Numerous
techniques to address this question have been developed (Chappell & Gunn 1998, Denis-
Vidal & Joly-Blanchard 2004, Evans & Chappell 2000, Hong et al. 2018, Sontag 2017), and
a particularly fruitful approach involves using differential algebra. This approach, which was
introduced by Ljung & Glad (1994) and Ollivier (1990), is described briefly below.
The setup for an identifiability problem is as follows. A model consists of the following:
(i) parametrized differential equations – in our setting, mass-action differential equa-
tions (2) arising from a network G where the parameters are the rate constants, and
(ii) a specification of which compartments (e.g., species) have inflow rates that are con-
trolled by the experimenter (these rates ui(t) are called input variables) and which are
output variables (there must be at least one output variable). The reactions associated
to the inflows are incorporated in the differential equations, while the specification of
output variables yields additional equations called the output equations.
We assume that the resulting output vector z(t) can be measured. That is, we assume perfect
(noiseless) input-output data (u(t), z(t)).
The first step of the differential algebra approach transforms the state space equations (that
is, the differential equations of the model in which u(t) is the vector of inflow-rate constants
for all input vectors) into a system of differential equations, called input-output equations,
that involve only the parameters, input variables, output variables, and their derivatives.
More precisely, the parametrized differential equations, the output equations, and each of
their M derivatives (where M is the number of output variables) generate an ideal, and
then, using Gro¨bner bases, all species concentrations (equivalently, state variables) except
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the input and output variables are eliminated (equivalently, the ideal is intersected with the
subring with only input and output variables and their derivatives) (Meshkat et al. 2018).
Equations in this elimination ideal, the input-output equations, involve only the parameters,
input variables, output variables, and their derivatives. Each input-output equation therefore
has the following form: ∑
i
ci(κ) ψi(u, z) = 0 ,(7)
where the sum is finite, the coefficients ci(κ) are rational functions in the parameter vector
κ = (κ1, . . . , κr), and the ψi(u, z)’s are differential monomials in u(t) and z(t).
Another method for finding input-output equations is to form the characteristic set, de-
fined precisely by Saccomani et al. (2003). This is a triangular system that generates the
same dynamics as the original system. The equations in this triangular system that involve
only the input variables, output variables, and parameters, generate the input-output equa-
tions. Also, if the derivatives of the state variables do not appear in the last n equations
of the characteristic set (here n is the number of state variables), the model is algebraically
observable (Saccomani et al. 2003), i.e., the last n equations of the characteristic set involve
polynomials purely in u(t), u′(t), ..., z(t), z′(t), ..., κ, and xi(t) for each state variable xi(t). In
this case, as stated in the literature, “one can, in principle, solve for x1, ..., xn in the trian-
gular set of algebraic equations recovering the state as an (instantaneous) function of the
input-output variables and their derivatives” (Saccomani et al. 2003). One can also define
algebraic observability without reference to the characteristic set (Diop & Wang 1993).
Regardless of the method of obtaining input-output equations, we choose M monic, al-
gebraically independent input-output equations (where M is again the number of output
variables) (Ollivier 1990). Assume, additionally, that each such input-output equation is
minimal in the following sense: there is no nonzero input-output equation involving a strict
subset of the monomials ψi(u, z) as in (7). Now consider the vector of all of their coefficients
c = (c1(κ), ..., cT (κ)). This induces a map c : Rr → RT , called the coefficient map.
The next step of the differential algebra approach assumes that the coefficients ci(κ) of
the input-output equations can be recovered uniquely from input-output data, and thus are
presumed to be known quantities (Soderstrom & Stoica 1989). This assumption is reasonable
because, given perfect data, we have values for u(t), u′(t), u′′(t), ... and z(t), z′(t), z′′(t), ... at
many time instances. This results in a system of linear equations in the coefficients ci(κ),
and so, for a general input function u(t) and generic parameters, there is a unique solution
for the coefficients ci(κ).
Therefore, the identifiability question is: Can the parameters of the model be recovered
from the coefficients of the input-output equations?
Definition 3.1 (Preliminary definition of identifiability). Consider a model, and let c denote
its coefficient map.
• The model is generically globally identifiable if there is a dense open subset Ω ⊆ Rr
such that c : Ω→ RT is one-to-one.
• The model is generically locally identifiable if there is a dense open subset Ω ⊆ Rr
such that around every κ ∈ Ω there is an open neighborhood Uκ ⊆ Ω such that
c : Uκ → RT is one-to-one.
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• The model is generically unidentifiable if there is a dense subset Ω ⊆ Rr such that
c−1(c(κ)) is infinite for all κ ∈ Ω.
This ability to distinguish between local and global identifiability sets the differential algebra
approach apart from other methods to analyze identifiability, such as the similarity transfor-
mation approach (Chappell & Gunn 1998, Evans & Chappell 2000), which can detect local
identifiability only.
Identifiability is well defined (Ollivier 1990).
Remark 3.2. In this paper, we focus on generic identifiability, so we will say “globally
identifiable” in place of “generically globally identifiable”. Similarly, “locally identifiable”
or “unidentifiable” will mean generically so. Furthermore, for brevity, we will simply say
“identifiable” when we mean “locally (respectively, globally) identifiable.” The locus of non-
generic parameters, for linear compartmental models, was analyzed by Gross et al. (2017).
Remark 3.3. In many applications, it is reasonable to restrict the domain of the coefficient
map c to some natural, open, biologically relevant parameter space Θ ⊆ Rr. For instance,
Θ = Rr>0 is an appropriate parameter space for the vector of rate constants κ. Here, however,
we use Rr to be consistent with the literature on compartmental models.
In several results (Theorems 3.17 and 3.25 and Corollary 3.18), we will use a notion of
identifiability that generalizes Definition 3.1 in two ways. We now explain the motivation
behind these two generalizations. First, we wish to allow for identifiability under “changes
of variables” as follows. Consider two models M and M′, where M′ is identifiable. Assume
also that starting from the ODEs of M , after replacing input variables ui of M with some
known functions uˆi of measurable quantities (e.g., output variables), we obtain precisely the
ODEs ofM′. Then, if we have input-output data (u(t), u′(t), . . . , z(t), z′(t), . . . ) at many time
points forM, we can compute (uˆ(t), uˆ′(t), . . . ), and then use this as part of the input-output
data for M′, thereby recovering the parameters. It is therefore reasonable to say that M is
identifiable. Such an argument was used, for instance, in the proof of Proposition 6 in the
article of Meshkat et al. (2015).
Secondly, we will extend the definition of identifiability to allow for adding inputs. The
motivation is as follows. Suppose a model M is obtained from a model N by adding one
or more inputs. Then an experimenter could collect data from M without using the extra
inputs, so these data would effectively arise from model N . So, if N is identifiable, we also
want to say that M is identifiable.
Accordingly, we allow both types of extension in the following recursive definition.
Definition 3.4. A model M is locally (respectively, globally) identifiable if M is locally
(respectively, globally) identifiable as in Definition 3.1 or if there exist:
(1) a subset {λ1, . . . , λk} of the set of parameters {κ1, . . . , κr} of M (as shorthand, we
write κ = (λ, µ) ∈ Rk × Rr−k),
(2) a dense open subset Ω ⊆ Rr, such that for all κ∗ = (λ∗, µ∗) ∈ Ω, there exist only
finitely many (respectively, a unique) λ∗∗ ∈ Rk such that
c(λ∗∗, µ∗) = c(λ∗, µ∗) ,
where c : Rr → RT is the coefficient map of M,
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(3) nested subsets {xi1 , . . . , xik} ⊆ {xj1 , . . . , xj`} of the state variables {x1, . . . , xn} ofM,
such that xi1 , . . . , xik are not input variables of M,
(4) an R`-valued function g(γ, u˜; xj1 , . . . , xj`) that depends on (a) a vector γ of some
parameters ofM that are disjoint from λ, (b) a vector u˜ of some of the inputs ofM,
and (c) the variables xj1 , . . . , xj` ,
(5) a non-constant function fi (for every i = 1, . . . , `) of the input and output variables
of M, their derivatives, and also the λi’s,
such that the following hold:
(i) the ODEs of M for the state variables xj1 , . . . , xj` are as follows:x
′
j1
...
x′j`
 = g(γ, u˜; xj1 , . . . , xj`) + (f1ei1 + · · ·+ f`eik) ,(8)
where ei denotes the i-th canonical basis vector in R`,
(ii) when each fq in the equations (8) is replaced by a new variable uˆiq , then the resulting
ODEs are those of a model M′ (with state variables xj1 , . . . , xj` , parameters γ, and
inputs u˜ and uˆ), and
(iii) whenM′ is taken so that the output variables are precisely those ofM in {xj1 , . . . , xj`},
then M′ is locally (respectively, globally) identifiable or can be obtained from some
locally (respectively, globally) identifiable model by adding one or more inputs.
We do not know whether Definition 3.4 encompasses more models than Definition 3.1, so
we pose the question here.
Question 3.5. Is there a model that is identifiable in the sense of Definition 3.4, but not in
the sense of Definition 3.1?
The differential algebra approach to identifiability has been used to analyze models in
systems biology, e.g., via the software DAISY by Bellu et al. (2007) (see also software com-
parisons by Hong et al. (2018)), but has received surprisingly little attention in the reaction
network community. That is not to say that few identifiability analyses have been performed
on reaction networks, only that such investigations used other techniques (Chis et al. 2011,
Davidescu & Jørgensen 2008), focused on somewhat different questions, or both (Gross et al.
2016). One such work is that of Craciun and Pantea, which we describe now.
Craciun and Pantea answered the following questions: when can the rate constants of a re-
action network be recovered given its dynamics, and also when can the reaction network itself
(the set of reactions, but not their rate constants) be recovered from its dynamics (Craciun
& Pantea 2008)? For the former question, the “dynamics” refers to time-course data x(t)
(all variables are therefore viewed as output, i.e., measurable, variables). This is a natural
starting point when considering identifiability problems arising from reaction networks. Also,
their results yield sufficient conditions for a network to be unidentifiable (in the sense of
Definition 3.1), i.e. if the network is unidentifiable with all state variables measured, then the
network is unidentifiable when only a subset of state variables are measured. These results, to
our knowledge, are the only general results pertaining to identifiability of reaction networks.
In this section, we prove more results that apply to general networks. Note, however, that
our setup differs from that by Craciun & Pantea (2008): we assume the network is known,
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but that only some of the concentrations xi(t) can be measured, and then aim to recover the
rate constants.
More precisely, we focus on models (G, I,O) defined by a reaction network G = (S, C,R),
input set I ⊆ S, and output set O ⊆ S. Also, we make the following assumption:
the set of input species consists of all inflow-reaction species, i.e.:
I = {Xi | 0→ Xi is a reaction in G}.
A model therefore is specified by a network G and its output-species set O, and so we will
write (G,O) in place of (G, I,O).
Notation 3.6. Following the literature, we indicate output species, when depicting reaction
networks, by this symbol: . For instance, the monomolecular network depicted below, which
arises from the network G = {0 → X1  X2 → 0}, has one input species (I = {X1}) and
one output species (O = {X2}):
0 X1 X2 0
Thus, the inflow rate of the reaction 0→ X1, denoted by u1(t), is assumed to be controllable,
whereas the other three reaction rates are fixed constants:
0 X1 X2 0
u1(t) κ12
κ21
κ20
Remark 3.7. In contrast with the general setup for identifiability analysis, the leaks in our
setting are specified by the network G itself, and thus need not be specified separately.
3.2. Prior results. This subsection compiles two results, from our work (Gross et al. 2018),
on identifiability of monomolecular reaction networks (i.e., linear compartmental models). We
will use these results to prove results on joining networks. For more results on identifiability
of linear compartmental models, we refer the reader to (Godfrey 1983, Gross et al. 2018,
Meshkat et al. 2015).
Proposition 3.11, which is (Gross et al. 2018, Theorem 3.8), states that an input-output
equation involving an output variable zi corresponds to an input-output equation arising
from the “output-reachable subgraph” to zi.
Definition 3.8. For a linear compartmental model M = (G, In,Out, Leak), let i ∈ Out.
The output-reachable subgraph to i (or to zi) is the induced subgraph of G containing all
vertices j for which there is a directed path in G from j to i.
Definition 3.9. For a linear compartmental model M = (G, In,Out, Leak), let H =
(VH , EH) be an induced subgraph of G that contains at least one output. The restriction
of M to H, denoted by MH , is obtained from M by removing all incoming edges to G,
retaining all leaks and outgoing edges (which become leaks), and retaining all inputs and
outputs in G; that is,
MH := (H, InH , OutH , LeakH) ,
where InH := In ∩ VH and OutH := Out ∩ VH , and the leak set is
LeakH := (Leak ∩ VH) ∪ {i ∈ VH | (i, j) ∈ E(G) for some j /∈ VH} .
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Also, the labels of edges in H are inherited from those of G, and labels of leaks are:
label of leak from kth compartment =
{
a0k +
∑
{j /∈VH |(k,j)∈E(G)} ajk if k ∈ Leak ∩ VH∑
{j /∈VH |(k,j)∈E(G)} ajk if k /∈ Leak ∩ VH .
Example 3.10. Consider the following model M:
0 X1 X2 X3 X4 0
u1(t) a21
a12
a32 a43
a34
u4(t)
The output-reachable subgraph to i = 1 is X1  X2. Thus, the restrictionMH is as follows:
0 X1 X2 0
u1(t) a21
a12
a32
The corresponding compartmental matrix is
AH =
(−a21 a12
a21 −a12 − a32
)
.
Proposition 3.11 (Input-output equations (Gross et al. 2018)). LetM = (G, In,Out, Leak)
be a linear compartmental model. Let i ∈ Out, and assume that there exists a directed path
in G from some input compartment to compartment-i. Let H = (VH , EH) denote the output-
reachable subgraph to zi, and let AH denote the compartmental matrix for the restrictionMH .
Assume In∩VH is nonempty. Define ∂I to be the |VH |× |VH | matrix in which every diagonal
entry is the differential operator d/dt and every off-diagonal entry is 0. Then the following
is an input-output equation for M:
det(∂I − AH)zi =
∑
j∈In∩VH
(−1)i+j det (∂I − AH)ji uj ,(9)
where (∂I − AH)ji denotes the matrix obtained from (∂I − AH) by removing the row cor-
responding to compartment-j and the column corresponding to compartment-i. Thus, this
input-output equation (9) involves only the output-reachable subgraph to zi.
Example 3.12 (Example 3.10, continued). We continue with the modelM and the restric-
tion MH (with compartmental matrix AH) displayed earlier in Example 3.10 . By Proposi-
tion 3.11, an input-output equation for M involving output variable z1 is as follows:
det(∂I − AH)z1 = (−1)1+1 det (∂I − AH)11 u1 ,
which reduces to
z
(2)
1 + (a12 + a21 + a32)z
′
1 + a21a32z1 = u
′
1 + (a12 + a32)u1 .
Remark 3.13. In Section 3.4, we will analyze identifiability using the coefficient maps arising
from the input-output equations (9).
The next result, which is (Gross et al. 2018, Theorem 4.3), analyzes the effect of adding
an outflow.
Definition 3.14. The non-flow subnetwork of a reaction network G is the subnetwork ob-
tained by removing from G the zero complex, all outflow reactions (leaks), and inflows.
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Lemma 3.15 (Adding one outflow (Gross et al. 2018)). Let G = (S, C,R) be a monomolec-
ular reaction network with no outflow reactions and at least one inflow reaction. Assume that
the non-flow subnetwork of G is strongly connected. Let O ⊆ S, and let G˜ be obtained from
G by adding one outflow reaction. Then, if (G,O) is generically locally identifiable, then so
is (G˜,O).
3.3. Joining by replacing reactions. This section considers the question, After joining
two identifiable networks by replacing reactions, is the resulting network identifiable? Theo-
rem 3.17 states that the answer is ‘yes’ if the two networks are joined by a “one-way flow”
(see Definition 3.16), the two networks have disjoint sets of species, and the first network is
algebraically observable.
Models joined by a “one-way flow” are considered by Meshkat et al. (2015) and are com-
mon in physiologically based pharmacokinetic models (see e.g. (DiStefano III & Feng 1988,
McMullin et al. 2003, Pilo et al. 1990)), where often one models the pharmacokinetics of a
substance and its metabolites (so that each step in the metabolism of the substance forms
a ‘tier’ in the overall model). These structures are also common in aging models, wherein
individual movement or states are modeled as a single submodel, and then a discrete aging
process is included, generating multiple copies of the submodel connected by a one-way flow
(Meshkat et al. 2015).
Let us precisely explain what we mean by a “one-way flow”. There are four scenarios
considered in this section. In the first, one or more outflow reactions (leaks) Xi → 0 in one
network correspond to some 0→ Xj’s in the other network, i.e. each leak in the first network
is an input in the second. Joining these networks therefore creates new reactions Xi → Xj,
as summarized here:
Scenario 1: Joining Xi → 0...
and 0→ Xj...
yields Xi → Xj...
In the second scenario, certain reactions Xi → 0 are replaced by new reactions Xi → Xj:
Scenario 2: Joining Xi → 0...
and Xj...
yields Xi → Xj...
In the third scenario, the new reactions Xi → Xj are added, and none are replaced:
Scenario 3: Joining Xi...
and Xj...
yields Xi → Xj...
In the fourth scenario, certain reactions 0→ Xj are replaced by new reactions Xi → Xj:
Scenario 4: Joining Xi...
and 0→ Xj...
yields Xi → Xj...
Here we define these scenarios precisely:
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Definition 3.16. Let N1 = (S1, C1,R1) and N2 = (S2, C2,R2) be reaction networks with dis-
joint sets of species S1 = {X1, . . . , Xm} and S2 = {Xm+1, . . . , Xn}. A network G is obtained
by joining N1 and N2 by a one-way flow if there exist a nonempty subset I ⊆ [m] and a
function φ : I→ {m+ 1, . . . , n} such that one of the following holds:
• Scenario 1: The set R′1 := {Xi → 0 | i ∈ I} is a set of outflow reactions of N1, the
set R′2 := {0→ Xφ(i) | i ∈ I} is a set of inflow reactions of N2, and G is obtained by
joining N1 and N2 by replacing R′1 ∪R′2 by {Xi → Xφ(i) | i ∈ I}.
• Scenario 2: The set R′1 := {Xi → 0 | i ∈ I} is a set of outflow reactions of N1, and
G is obtained from N1 and N2 by replacing R′1 by {Xi → Xφ(i) | i ∈ I}.
• Scenario 3: G is obtained by joining N1 and N2 by the new reactions {Xi → Xφ(i) |
i ∈ I}.
• Scenario 4: The set R′2 := {0 → Xφ(i) | i ∈ I} is a set of inflow reactions of N2,
and G is obtained from N1 and N2 by replacing R′2 by {Xi → Xφ(i) | i ∈ I}.
Recall our assumption that the set of input species in a model consists of all inflow-reaction
species. Then this set, for the network obtained by joining by a one-way flow (Definition 3.16),
is as follows. Let Ii ⊆ Si be the input-species set for species set Si for i ∈ {1, 2}. Let
I ′2 :=
{
I2 −
{
Xφ(i) | i ∈ I
}
if G is obtained via Scenario 1 or 4
I2 if G is obtained via Scenario 2 or 3.
Then the input-species set for the joined network G is I1 ∪ I ′2.
Consider a network G obtained by joining N1 = (S1, C1,R1) and N2 = (S2, C2,R2) by a
one-way flow (via a joining function φ : I → {m + 1, . . . , n}). Let O1 ⊆ S1 and O2 ⊆ S2 be
nonempty. Then (G,O1∪O2) is the model obtained by joining (N1,O1) and (N2,O2) (via φ).
Our first main result generalizes (Meshkat et al. 2015, Proposition 6), which analyzed a
subcase of Scenario 1.
Theorem 3.17. Let N1 = (S1, C1,R1) and N2 = (S2, C2,R2) be reaction networks with dis-
joint sets of species. Let O1 ⊆ S1 and O2 ⊆ S2 be nonempty. Assume (N1,O1) is algebraically
observable. Let G be a network obtained by joining N1 and N2 by a one-way flow via Scenario
1 or 2. Then, if (N1,O1) and (N2,O2) are identifiable, then (G,O1 ∪ O2) is identifiable.
Proof. Let N1, N2, and G be as in the statement of the theorem. Then network G arises, as
in Definition 3.16, by way of a set I and a joining function φ.
We consider first the case of Scenario 1. We write the ODEs of N1 as follows:x′1...
x′m
 = f(α, u(1); x1, . . . , xm)−∑
i∈I
βixiei ,(10)
where u(1) = u(1)(t) is the input vector (that is, the experimenter-controlled vector of inflow
rates for the species in I1), α is the vector of non-inflow rate constants for reactions not in
R′1 = {Xi → 0 | i ∈ I}, and βi, for i ∈ I, denotes the rate constant for the outflow reaction
Xi → 0 in R′1. Also, ei denotes the i-th canonical basis vector.
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Similarly, we write the ODEs of N2 as follows (recall that we are in Scenario 1):x′m+1...
x′n
 = g(γ, u(2); xm+1, . . . , xn) + ∑
j∈φ(I)
u˜
(2)
0→Xjej ,(11)
where γ is the input vector of non-inflow rate constants, u˜
(2)
0→Xj = u˜
(2)
0→Xj(t), for j ∈ φ(I), is
the (controlled) rate for the to-be-replaced reaction 0→ Xj, and u(2) = u(2)(t) is the vector
of all remaining inflow rates.
The joined network G has ODEs as follows:x′1...
x′n
 = ( f(α, u(1); x1, . . . , xm)
g(γ, u(2); xm+1, . . . , xn)
)
−
∑
i∈I
βixi(ei − eφ(i)) .(12)
Notice that the first m of the ODEs of G are equal to the ODEs of N1, as given in (10).
We claim that identifiability of (N1,O1) implies identifiability of the rate constants of the
vectors α and β of G. To see this, we consider a coefficient map cN1 for N1 arising from a
choice of |O1|minimal, monic, algebraically independent input-output equations of N1 (which
are also input-output equations of G), and then extend it to a coefficient map (cN1 , c˜) for G
by extending to a set of |O1 ∪ O2| minimal, monic, algebraically independent input-output
equations of G. Thus, as cN1 is generically locally (respectively, globally) one-to-one, thereby
allowing the vectors α and β to be recovered for N1, we conclude that α and β can be
recovered for G.
Thus, to finish the proof in Scenario 1, we need only show that identifiability of (N2,O2)
implies identifiability of the rate constants γ for G. The last (n − m) ODEs of G, from
equation (12), are:x′m+1...
x′n
 = g(γ, u(2); xm+1, . . . , xn) +∑
i∈I
βixieφ(i)(13)
= g(γ, u(2); xm+1, . . . , xn) +
n∑
j=m+1
 ∑
{i∈I|φ(i)=j}
βixi
 ej .
As N1 is algebraically observable, the state variables x1, . . . , xm can be written as a function
of u(1), z(1), α, and β. Therefore, for j ∈ φ(I), the sum ∑{i∈I|φ(i)=j} βixi is a function of
u(1), z(1), α, and β, and so we may treat these sums as known quantities or as controlled
inflow rates, thereby recovering the parameters γ. More precisely, for j ∈ φ(I), letting uˆj :=∑
{i∈I|φ(i)=j} βixi, then the last (n −m) ODEs of G, in (13), match those of the identifiable
network N2, in (11). Hence, by Definition 3.4, G is identifiable.
For Scenario 2, let N3 be obtained from N2 by adding inflows 0 → Xj (inputs) for all
j ∈ φ(I). Then, by definition, N3 is identifiable, and G is obtained from N1 and N3 by a one-
way flow via Scenario 1. So, following the above proof (for Scenario 1), G is identifiable. 
We define inductively what it means to join several networks by a one-way flow. A network
is obtained by joining networks N1, . . . , Np by a one-way flow if it results from joining, by a
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one-way flow, N1 and a network obtained by joining N2, . . . , Np by a one-way flow. Similarly,
a model obtained by joining models (N1,O1), . . . , (Np,Op) by a one-way flow arises from a
network obtained by joining N1, . . . , Np by a one-way flow, and the output set is O1∪· · ·∪Op.
Now the following result is immediate from Theorem 3.17:
Corollary 3.18. Let N1 = (S1, C1,R1), . . . , Np = (Sp, Cp,Rp) be reaction networks with pair-
wise disjoint sets of species. Let Oi ⊆ Si be nonempty for i = 1, ..., p. Assume (N1,O1), . . . ,
(Np−1,Op−1) are algebraically observable. Let G be a network obtained by joining N1, ..., Np
by a one-way flow via Scenario 1 or 2. Then, if (N1,O1), ..., (Np,Op) are identifiable, then
(G,O1 ∪ · · · ∪ Op) is identifiable.
Example 3.19. Consider three networks, which we call (N1,O1), (N2,O2), and (N3,O3):
0 X1
2X1 +X2 X1 + 2X2 0 0 X3 0 X3 X4 0
Each model is globally identifiable, and (N1,O1) is algebraically observable (e.g., using DAISY
(Bellu et al. 2007)). So, by Theorem 3.17, the model depicted below, which is obtained by
joining N1 and N2 via Scenario 1 (by replacing the reactions X1 + 2X2 → 0 and 0→ X3 by
the reaction X1 + 2X2 → X3), is also globally identifiable:
2X1 +X2 X1 + 2X2 X3 0 0 X1
Similarly, by the same theorem, joining N1 and N3 via Scenario 2 (by replacing X1+2X2 → 0
by X1 + 2X2 → X3), yields a model that is globally identifiable:
2X1 +X2 X1 + 2X2 X3 X4 0 0 X1
Informally, Theorem 3.17 above stated the following: assuming that (N1,O1) is alge-
braically observable, if identifiable networks N1 and N2 are joined via Scenario 1 or 2, then
the result is still identifiable. We now consider the converse: If the joined model is identi-
fiable, can we conclude that (N1,O1) and (N2O2) are also identifiable? For N2, in general,
we can not (see Example 3.20 below and Example 3.28 in the next subsection); but, under
extra hypotheses, we can (see Theorem 3.30 in the next subsection). As for N1, we give a
counterexample in the next subsection (see Example 3.27).
Example 3.20. Consider two models, which we call (N1,O1) and (N2,O2):
0 X1
2X1 +X2 X1 + 2X2 0 0 X3 X4 0
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The first model is the same as in the previous example, which we noted is algebraically
observable. The model below, obtained by joining N1 and N2 via Scenario 2 (by replacing
X1 + 2X2 → 0 with X1 + 2X2 → X3), is globally identifiable (e.g., using DAISY (Bellu et al.
2007)):
2X1 +X2 X1 + 2X2 X3 X4 0
0
0 X1
However, (N2,O2) is unidentifiable (Meshkat et al. 2015).
3.4. Monomolecular networks. The previous subsection focused on networks G formed
by joining two networks by a one-way flow via Scenario 1 or 2. We examined the extent to
which identifiability can be “transferred” from subnetworks Ni to G (Theorem 3.17).
The current subsection considers the case when all networks are monomolecular (the case
of linear compartmental models). In this setting, we obtain stronger conclusions than in
Theorem 3.17 (see Theorems 3.25 and 3.30). We also consider more scenarios for joining by
a one-way flow (Theorem 3.32 and Theorem 3.35). We informally summarize our results as
follows: Let G be obtained by joining monomolecular networks N1 and N2 by a one-way flow
via Scenario 1, 2, 3, or 4. Then (1) if N1 and N2 are identifiable, then G is identifiable, and
(2) if N1 and G are identifiable in the case of Scenario 1 or 4, then N2 is identifiable. (For
the precise statements, see Theorems 3.25, 3.30, 3.32, and 3.35 and Corollary 3.36).
Remark 3.21. The results in the rest of this section pertain to monomolecular networks
that have at least one inflow reaction (i.e., at least one input). This requirement allows us to
use a prior result pertaining to input-output equations (Proposition 3.11). (Recall that we
already required, in Section 3.1, that every model has at least one output.)
Following Gross et al. (2018), we allow identifiability of linear compartmental models to
be analyzed from the input-output equations arising from output-reachable subgraphs:
For monomolecular networks, we extend the definition of identifiability to allow (as in
Definition 3.1) coefficient maps arising from input-output equations given in (9).
It is conjectured that this extended definition is not actually an extension, i.e., that the
definition does not encompass more models than the previous definition (Gross et al. 2018,
Remark 3.10).
3.4.1. Joining output connectable, monomolecular networks via Scenario 1 or 2. The results
in the previous subsection required some of the models (Ni,Oi) to be algebraically observable.
This condition is in general difficult to verify, but automatically holds for monomolecular
networks that satisfy a condition that is easier to check, namely, being “output connectable”
(Definition 3.22 and Lemma 3.23). Therefore, we can state a version of Corollary 3.18 for
monomolecular networks (see Theorem 3.25).
Definition 3.22. A linear compartmental model is output connectable if every compartment
has a directed path leading from it to an output compartment (Godfrey & Chapman 1990).
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Thus, a monomolecular-reaction-network model (G,O) is output connectable if for every
species Xi there is a directed path in G from Xi to some output species Xj ∈ O. Such models
are algebraically observable:
Lemma 3.23. Let G = (S, C,R) be a monomolecular reaction network, and let O ⊆ S be
nonempty. If (G,O) is output connectable, then (G,O) is algebraically observable.
We prove Lemma 3.23 in Appendix A, where the lemma is restated as follows: Every output
connectable linear compartmental model is algebraically observable (Corollary A.3).
Remark 3.24. A linear compartmental model is output connectable if and only if it is
structurally observable (Godfrey & Chapman 1990). Lemma 3.23 therefore extends this re-
sult to algebraic observability. In fact, for such models, we give explicit algebraic-observability
relationships for each state variable in terms of inputs, outputs, and parameters (see Propo-
sition 3.29 and its proof).
Theorem 3.25. Let N1, . . . , Np be monomolecular networks with pairwise disjoint sets of
species S1, . . . ,Sp. Let Oi ⊆ Si be nonempty for i = 1, . . . , p. Assume that, for i = 1, . . . , p−1,
the network Ni has at least one inflow reaction and (Ni,Oi) is output connectable. Let G be
a network obtained by joining N1, . . . , Np by a one-way flow via Scenario 1 or 2. Then, if
(N1,O1), . . . , (Np,Op) are identifiable, then (G,O1 ∪ · · · ∪ Op) is identifiable.
Proof. This follows directly from Corollary 3.18 and Lemma 3.23. 
Output connectable models include models arising from strongly connected graphs (more
precisely, when the non-flow subnetwork is strongly connected). See the following examples.
Example 3.26. Consider three models, which we call (N1,O1), (N2,O2), and (N3,O3):
0 X1 X2 0 0 X3 0 X3 X4 0
Each model is identifiable (Meshkat et al. 2015), has one inflow reaction, and has strongly
connected non-flow subnetwork. So, by Theorem 3.25, the model depicted below, which is
obtained by joining N1 and N2 via Scenario 1 (by replacing the reactions X2 → 0 and 0→ X3
by the reaction X2 → X3), is also identifiable:
0 X1 X2 X3 0
Similarly, by the same theorem, joining N1 and N3 via Scenario 2 (by replacing X2 → 0 by
X2 → X3), yields the model M displayed earlier in Example 3.10, which is identifiable.
The next examples show that partial converses to Theorem 3.25 do not hold: in Scenario 2,
if (G,O1 ∪ O2) is identifiable, it does not follow that N1 is identifiable, nor N2.
Example 3.27. Consider two models, which we call (N1,O1) and (N2,O2):
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0 X1 X2 0 0 X3 X4 0
Each Ni has one inflow reaction and has strongly connected non-flow subnetwork. The model
below, obtained by joining N1 and N2 via Scenario 2 (by replacing X2 → 0 with X2 → X3)
is at least locally identifiable (Meshkat et al. 2015):
0 X1 X2 X3 X4 0
0
However, (N1,O1) is unidentifiable (Meshkat et al. 2015). (On the other hand, it is straight-
forward to check that (N2,O2) is globally identifiable.)
Example 3.28. Consider two models, which we call (N1,O1) and (N2,O2):
0 X1 X2 0 0 X3 X4 0
Each Ni has one inflow reaction, with strongly connected non-flow subnetwork. The model
below, obtained by joining N1 and N2 via Scenario 2 (by replacing X2 → 0 with X2 → X3),
is at least locally identifiable (Meshkat et al. 2015):
0 X1 X2 X3 X4 0
0
However, (N2,O2) is unidentifiable (Meshkat et al. 2015). (The model (N1,O1) is globally
identifiable, as it is equivalent to the model (N2,O2) in Example 3.27.)
In Theorem 3.25, we saw that if identifiable, output connectable, monomolecular networks
Ni are joined by a one-way flow (via Scenario 1 or 2), then the result is still identifiable. The
next main result, Theorem 3.30, states that if N1 and each of the inductively joined networks
N1 and N2, N1 and N2 and N3, etc., are identifiable, we also conclude that N2, N3, ... are
identifiable – as long as we are in Scenario 1 and the joining is “in a row” over a single reaction.
In contrast, in Scenario 2, we can not obtain the same conclusion (recall Example 3.28).
To prove Theorem 3.30, we need the following strengthening of (Meshkat et al. 2015,
Lemma 3).
Proposition 3.29 (Equations for algebraic observability). Let G = (S, C,R) be a monomolec-
ular network, and let O ⊆ S be nonempty. Assume that there exists a species i ∈ S such that
for every species Xj ∈ S\{Xi}, there exists a sequence of reactions Xj → · · · → Xi in G from
Xj to Xi. Then for every such Xj ∈ S \ {Xi}, there exists an equation of the form xj = g
that holds (for generic values of the rate constants) along all solutions of (G,O), where g is
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a Q ({κlk | l→ k is a reaction in G})-linear combination of xi and the inflow-reaction vari-
ables up (for inflow reactions 0→ Xp) and their derivatives x(q)i and u(q)p , and the coefficient
of at least one of the x
(q)
i ’s is nonzero.
We prove Proposition 3.29 in the appendix.
The next result pertains to networks joined by a one-way flow “in a row”. For networks
N1, . . . , Np joined by a one-way flow, we say they are joined in a row if the new reactions are
from N1 to N2, from N2 to N3, and so on; more precisely, the joining functions φq : Iq → {i |
Xi ∈ Sq+1 ∪ · · · ∪ Sp} (for q = 1, . . . , p− 1) satisfy φ(Iq) ⊆ {i | Xi ∈ Sq+1}.
We also require a stronger condition than output connectable, where each of the networks
formed by joining N1, N2, ..., Nk, for k = 1, ..., p − 1, is output connectable, which can be
considered as inductively output connectable.
Additionally, we consider the following version of identifiability: a model M obtained by
joining two models obtained by joining (N1,O1) and (N2,O2) by a one-way flow over a single
reaction is identifiable after substitution if the model is identifiable when, for each output
variable, the input-output equation is taken as in Definition 3.1, or the corresponding one
from (9) forM, or – for outputs in O2, is obtained by taking the corresponding input-output
equation in (9) for (N2,O2) and then substituting an expression for the inflow rate in N2
(for the unique inflow reaction that is replace in M˜) that is valid along all trajectories of M˜ .
We again do not know whether this (possibly stronger) version of identifiability encompasses
fewer models than Definition 3.1. Also, although checking whether a model is identifiable
after substitution is difficult, our results only pertain to finitely many input-output equations,
those arising as in (18) in the following proof.
Theorem 3.30. Let G be a network obtained by joining, in a row, monomolecular networks
N1, . . . , Np with pairwise disjoint sets of species S1, . . . ,Sp by a one-way flow – but only via
Scenario 1. Let O1 ⊆ S1, . . . ,Op ⊆ Sp be nonempty. Assume the following:
(1) each joining by a one-way flow is over a single reaction,
(2) every Ni (for i = 1, . . . , p) has at least one inflow reaction,
(3) for every X` ∈ Oi (for any i = 1, . . . , p) there is a directed path in Ni from an
inflow-reaction (input) species to X`,
(4) for q = 1, . . . , p − 1, there exists a species Xiq ∈ Oq such that for every species
Xj ∈ S1 ∪ · · · ∪ Sq \ {Xiq}, there exists a sequence of reactions Xj → · · · → Xiq in G
from Xj to Xiq ,
(5) the following p − 1 models are identifiable after substitution: (N1,O1), the model
obtained by joining (N1,O1) and (N2,O2), ..., and the model obtained by joining
(N1,O1), (N2,O2), ... (Np−1,Op−1) (via the same joining functions as for G).
Then if (N2,O2), . . . , (Np,Op) are all identifiable, then (G,O1 ∪ · · · ∪ Op) is identifiable.
Conversely, if (G,O1∪· · ·∪Op) is identifiable after substitution, then (N2,O2), . . . , (Np,Op)
are identifiable.
Proof. The forward direction (“⇒”) follows from Theorem 3.25.
For the backward direction (“⇐”), assume that (G,O1 ∪ · · · ∪ Op) is identifiable. We
prove by induction that (N2,O2), . . . , (Np,Op) are identifiable. By assumption (N1,O1) is
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identifiable. So, for induction, assume that (Nr−1,Or−1) is identifiable for some 2 ≤ r ≤ p.
We must show that (Nr,Or) is identifiable.
The Ni’s are joined “in a row”, so we let M denote the network obtained by joining
N1, . . . , Nr−1 by a one-way flow, and let M˜ be obtained from joining M and Nr (via the
same joining functions as for G). By hypothesis, M˜ is obtained from joining M and Nr
over a single reaction: for some species Xi and Xj′ , the outflow reaction Xi → 0 in M and
the inflow (input) reaction 0 → Xj′ are replaced by the new reaction Xi → Xj′ . Also by
hypothesis, (M˜,O1 ∪ · · · ∪ Or) is identifiable.
Let n and m denote the number of species of, respectively, M˜ and M . Following the proof
of Theorem 3.17, specifically, from equation (11), the ODEs of Nr are as follows:x′m+1...
x′n
 = g(γ, u(2); xm+1, . . . , xn) + u˜(2)0→Xj′ej′ ,(14)
where γ is the input vector of non-inflow rate constants, and u˜
(2)
0→Xj′ is the rate for the reaction
0→ Xj′ and u(2) = u(2)(t) is the vector of all remaining inflow rates.
Similarly, using equation (13), the last (n−m) ODEs of M˜ are:x′m+1...
x′n
 = g(γ, u(2); xm+1, . . . , xn) + κi0xiej′ .(15)
Here, κi0 denotes the rate constant for the outflow reaction Xi → 0 in M .
By assumption, there exists Xir−1 ∈ Or−1 such that for every species Xj ∈ S1∪ · · ·∪Sr−1 \
{Xir−1}, there exists a sequence of reactions Xj → · · · → Xir−1 in M˜ (and thus in M) from
Xj to Xir−1 . Hence, M and Xir−1 together satisfy the hypotheses of Proposition 3.29.
Thus, there exists an equation of the form xi = gi that holds (for generic choices of the
rate constants) along solutions of M , where gi is a Q ({κlk | l→ k is a reaction in M})-linear
combination of zir−1 = xir−1 and the inflow-reaction variables and their derivatives, and the
coefficient of at least one z
(q)
ir−1 is nonzero. Thus, from equations (14) and (15), when we make
the following substitution into the ODEs of Nr:
u˜
(2)
0→Xj′ := κi0gi ,(16)
we get differential equations satisfied by solutions of the dynamical system defined by M˜ .
Hence, any input-output equation for Nr can be transformed into an input-output equation
for M˜ by making the substitution (16). Specifically, when we make this substitution into the
following input-output equations for Nr (one for each X` ∈ Or) from Proposition 3.11 (which
applies because of hypothesis (3) in the statement of Theorem 3.30):
det(∂I − AH`)z` =
∑
j∈Inr∩VH`
(−1)`+j det (∂I − AH`)j` uj ,(17)
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we obtain the following input-output equations for M˜ (one for each ` ∈ Or):
det(∂I − AH`)z` =
∑
j∈(Inr∩VH` )\φ(Ir−1)
(−1)`+j det (∂I − AH`)j` uj(18)
+ (−1)`+j′ det (∂I − AH`)j′` κi0gi ,
where H` = (VH` , EH`) is the output-reachable subgraph (of the directed graph underlying
the non-flow subnetwork of Nr) to `, and AH` is the corresponding compartmental matrix.
Also, Inr denotes the set of all inflow species in Nr.
Next, we claim that the input-output equations for M obtained from Proposition 3.11 are
also input-output equations for M˜ . Indeed, there are no reactions in M˜ from outside of M
into M , so for any output variable Xi∗ ∈ O1∪· · ·∪Or−1 in M , the output-reachable subgraph
(of M˜) to Xi∗ is contained in M . Thus, our claim follows from Proposition 3.11.
Thus, the following are |O1|+ · · ·+ |Or| input-output equations for M˜ :
(1) the |O1|+ · · ·+ |Or−1| input-output equations for M obtained from Proposition 3.11
(which are the same equations M˜ obtained from Proposition 3.11 for those outputs
in O1 ∪ · · · ∪ Or−1), and
(2) the |Or| equations in (18).
These input-output equations are algebraically independent, because they each involve a dis-
tinct output. Also, by the “identifiable after substitution” assumption, the equations in (18)
can be used to assess identifiability (after substitution). Thus, as we have |O1 ∪ · · · ∪ Or| =
|O1|+ · · ·+ |Or| algebraically independent input-output equations, we get a coefficient map
for M˜ , which we denote by c = (cM ; c(r)). By hypothesis, c = (cM ; c(r)) is finite-to-one. Here
and in the remainder of this proof, we write “finite-to-one” to mean “generically finite-to-one
(respectively, generically one-to-one)”.
Let cNr denote the coefficient map for Nr arising from the input-output equations (17).
We claim that (cM ; cNr) is finite-to-one. Indeed, comparing equations (17) and (18), we see
that for each coefficient in (the expansion of) equation (17) (i.e., each coordinate of cNr),
either this coefficient also appears as a coefficient in (18), or a (nonzero) F-multiple of it is a
coefficient of some x
(q)
ir−1 in (18), where F := Q ({κlk | l→ k is a reaction in M}). Conversely,
each coefficient in (the expansion of) equation (18) (i.e., each coordinate of c(r)), if not also
a coordinate of cNr , is an F-multiple of a coordinate in cNr . From generic input-output data,
any rational function in F can be recovered (up to finitely many values) using cM , and so the
fact that (cM ; c(r)) is finite-to-one implies that (cM ; cNr) is finite-to-one, as we claimed.
The function cM depends only on the parameters in M , and similarly cNr depends only on
the parameters in Nr. So, the fact that (c
M ; cNr) is finite-to-one implies that cNr is finite-to-
one. Hence, Nr is identifiable. 
Example 3.31. In Example 3.26, the model formed by joining N1 with N2 is identifiable.
We also know that N1 is identifiable. Hence, by Theorem 3.30, N2 is also identifiable.
3.4.2. Joining strongly connected, monomolecular networks via Scenario 3 or 4. In this sub-
section, we show that joining certain monomolecular networks by new reactions – namely,
strongly connected networks without leaks – preserves identifiability (Theorem 3.32).
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Theorem 3.32. Let N1, . . . , Np be monomolecular networks with pairwise disjoint sets of
species S1, . . . ,Sp. Let O1 ⊆ S1, . . . ,Op ⊆ Sp be nonempty. Assume, for i = 1, . . . , p− 1, that
Ni has no outflows and at least one inflow reaction, and that the non-flow subnetwork of Ni is
strongly connected. Let G be obtained by joining N1, . . . , Np by a one-way flow via Scenario 3
or 4. Assume, moreover, that each joining by a one-way flow is over a single reaction. Then,
if (N1,O1), . . . , (Np,Op) are all identifiable, then (G,O1 ∪ · · · ∪ Op) is identifiable.
Proof. For i = 1, . . . , p−1, let N˜i denote the network obtained from Ni by adding an outflow
reaction (leak) at the compartment from which a new one-way-flow reaction emerges in G.
By construction, G is obtained by joining N˜1, . . . , N˜p−1, and Np by Scenario 1 or 2.
Assume that (N1,O1), . . . , (Np,Op) are identifiable. Then (for i = 1, . . . , p − 1), by
Lemma 3.15, the model (N˜i,Oi) is identifiable (here we use the fact that Ni has no outflow
reactions and is strongly connected). So, by Theorem 3.25, (G,O1∪· · ·∪Op) is identifiable. 
Example 3.33. Both linear compartmental models below are at least locally identifiable (Meshkat
et al. 2015):
0 X1 X2 X3 X4 0
Thus, by Theorem 3.32, joining the networks by Scenario 3 yields a model, below, that is at
least locally identifiable:
0 X1 X2 X3 X4 0
Example 3.34. Like Theorem 3.25 earlier, Theorem 3.32 can not be extended to conclude
that, if (G,O1 ∪ · · · ∪ Op) is identifiable, then (N2,O2), . . . , (Np,Op) are also. We can see
this by modifying Example 3.28. In that example, we saw that the following model is locally
identifiable:
0 X1 X2 X3 X4 0
0
This model is formed by joining the following models, (N ′1,O′1) and (N2,O2), by Scenario 3:
0 X1 X2 0 X3 X4 0
As noted earlier in Example 3.28, model (N2,O2) is unidentifiable.
Our final theorem in this section is a partial converse to Theorem 3.32: If N1 and each of
the inductively joined networks N1 and N2, N1 and N2 and N3, etc., are all identifiable (in
Scenario 4), then each Ni is identifiable.
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Theorem 3.35. Let G be a network obtained by joining, in a row, monomolecular networks
N1, . . . , Np with pairwise disjoint sets of species S1, . . . ,Sp by a one-way flow – but only via
Scenario 4. Let O1 ⊆ S1, . . . ,Op ⊆ Sp be nonempty. Assume the following:
(1) each joining by a one-way flow is over a single reaction,
(2) every Ni (for i = 1, . . . , p) has at least one inflow reaction,
(3) for i = 1, . . . , p − 1, the network Ni has no outflows and the non-flow subnetwork of
Ni is strongly connected,
(4) for every ` ∈ Op, there is a directed path in Np from an inflow-reaction species (input)
to X`,
(5) the following p − 1 models are identifiable after substitution: (N1,O1), the model
obtained by joining (N1,O1) and (N2,O2), ..., and the model obtained by joining
(N1,O1), (N2,O2), ... , and (Np−1,Op−1) (via Scenario 4 and the same joining func-
tions as for G).
Then if (N2,O2), . . . , (Np,Op) are all identifiable, then (G,O1 ∪ · · · ∪ Op) is identifiable.
Conversely, if (G,O1∪· · ·∪Op) is identifiable after substitution, then (N2,O2), . . . , (Np,Op)
are identifiable.
Proof. The forward direction (“⇒”) follows from Theorem 3.32.
We now prove the backward direction (“⇐”). For i = 1, . . . , p−1, let N˜i denote the network
obtained from Ni by adding an outflow reaction (leak) at the compartment from which a new
one-way-flow reaction emerges in G. It follows, by construction, that for 1 ≤ j < k ≤ p, the
model obtained by joining (Nj,Oj), (Nj+1,Oj+1), ... , and (Nk,Ok) (via Scenario 4 and the
same joining functions as for G) equals the model obtained by joining (N˜j,Oj), (N˜j+1,Oj+1),
... ,(N˜k−1,Ok−1), and (Nk,Ok) via Scenario 1 (and the same joining functions as for G). We
use this fact below.
We prove the following (stronger) claim: For i = 1, . . . , p,
(a) the model (Ni,Oi) is identifiable (and hence, by Lemma 3.15, (N˜i,Oi) also is, if
i ≤ p− 1), and
(b) if i ≤ p − 1, the model (Mi,O1 ∪ · · · ∪ Oi) is identifiable, where Mi denotes the net-
work obtained by joining (N˜1,O1), . . . , (N˜i,Oi) via Scenario 1 (and the same joining
functions as for G).
We prove this claim by strong induction on i. For the base case, i = 1, part (a) holds by
assumption, and (b) follows, as noted above, from Lemma 3.15.
For the inductive hypothesis, assume that (a) and (b) hold for i = 1, 2, . . . ,m − 1 for
some 2 ≤ m ≤ p. We prove the i = m case of the claim by showing that Theorem 3.30
(the “⇐” direction) applies to the networks N˜1, . . . , N˜i−1, and Ni. As noted above, the net-
work obtained by joining the networks (N˜1,O1), (N˜2,O2), ... , (N˜i−1,Oi−1), and (Ni,Oi)
by Scenario 1 equals the network obtained by joining (N1,O1), ... , and (Ni,Oi) by Sce-
nario 4, which by hypothesis is identifiable. Also, by the inductive hypothesis, the models
(M1,O1), . . . , (Mi−1,O1 ∪ · · · ∪ Oi−1) are all identifiable. Finally, hypotheses (3) and (4) in
the statement of Theorem 3.30 apply to the networks N˜1, . . . , N˜i−1, and Ni, because of hy-
potheses (3) and (4) in the statement of Theorem 3.35. Therefore, Theorem 3.30 (the “⇐”
direction) applies, and so Ni is identifiable. This verifies (a).
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For (b), assume i ≤ p−1. By part (a) of the inductive hypothesis, the networks N˜1, . . . , N˜i
are identifiable. Hence, by Theorem 3.25, the model (Mi,O1 ∪ · · · ∪ Oi) is identifiable. 
Strongly connected networks are output connectable, so we obtain the following unifying
corollary to Theorems 3.25, 3.30, 3.32, and 3.35.
Corollary 3.36. Let N1, . . . , Np be monomolecular networks with pairwise disjoint sets of
species S1, . . . ,Sp. Assume, for i = 1, . . . , p, that Ni has at least one inflow reaction and that
the non-flow subnetwork of Ni is strongly connected. Let Oi ⊆ Si be nonempty for i = 1, . . . , p.
(1) Let G be a network obtained by joining N1, . . . , Np by a one-way flow via Scenario 1,
2, 3, or 4. If the joining is by Scenario 3 or 4, assume additionally that each joining is
over a single reaction, and that, for i = 1, . . . , p− 1, the network Ni has no outflows.
Then, if (N1,O1), . . . , (Np,Op) are identifiable, then (G,O1∪· · ·∪Op) is identifiable.
(2) Let G be a network obtained by joining, in a row, N1, . . . , Np by a one-way flow via
Scenario 1 or 4. Assume that each joining is over a single reaction and that the
following models are identifiable after substitution: (N1,O1), the model obtained by
joining (N1,O1) and (N2,O2), ..., and the model obtained by joining (N1,O1), ...
, and (Np−1,Op−1) (via the same joining functions as for G). If the joining is by
Scenario 4, assume that, for i = 1, . . . , p − 1, the network Ni has no outflows. If
(N2,O2), . . . , (Np,Op) are all identifiable, then (G,O1 ∪ · · · ∪ Op) is identifiable.
Conversely, if (G,O1 ∪ · · · ∪ Op) is identifiable after substitution, then (N2,O2), . . . ,
(Np,Op) are identifiable.
4. Steady-State Invariants
In this section, we move away from identifiability and toward the problem of understanding
how steady-state invariants of networks obtained by gluing are related to the steady-state
invariants of the joined networks before gluing. Steady-state invariants are polynomial equa-
tions satisfied by the species concentrations at steady state (Gunawardena 2007, Manrai &
Gunawardena 2008). These polynomials are used for model comparison and are particularly
useful when only incomplete data are available (Harrington et al. 2012, 2016, MacLean et al.
2015). Specifically, when only some of the species concentrations are measurable, an ideal
obtained by eliminating non-measurable species variables from the steady-state equations is
computed, and then the generators of this ideal are used to test goodness-of-fit.
However, eliminating the unobservable variables to obtain a set of steady-state invariants
can be computationally challenging, and the resulting Gro¨bner basis, when it can be com-
puted, is often large and difficult to interpret. One of our aims, therefore, is to determine how
the steady-state invariants of a large network can be built from those of smaller subnetworks.
Our progress toward this aim is as follows. Consider a network N obtained by gluing two
networks N1 and N2 over complexes or reactions. We are interested in determining how the
steady-state invariants of N , after projecting them to involve only species and reactions in Ni,
are related to the steady-state invariants of Ni. First, we show that every such projection is a
steady-state invariant of Ni (Proposition 4.4). However, in general, some of the steady-state
invariants of Ni are not projected steady-state invariants of N . This motivates us to find
conditions when all steady-state invariants of Ni arise as projections. We succeed for certain
monomolecular networks obtained by gluing two networks over a species (Theorem 4.7) or a
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single reaction (Theorem 4.9). Moreover, in the case of monomolecular networks glued over a
species, under some hypotheses, we recover the entire elimination ideal from the elimination
ideals of the smaller networks Ni (Theorem 4.10).
4.1. Connection to related work. Steady-state invariants are not the only situation in
which species variables of a reaction network are eliminated. Another context arises when
analyzing a network’s steady states, specifically its capacity for multistationarity. Here cer-
tain variables (usually intermediate complexes) often can be eliminated (usually linearly)
so that there are effectively fewer steady-state equations to solve (Conradi & Shiu 2018).
Thomson & Gunawardena (2009) performed such eliminations for post-translational mod-
ification networks, and subsequently Feliu and Wiuf and co-authors extended these ideas
to signaling networks (Feliu & Helmer 2019, Feliu et al. 2012, Feliu & Wiuf 2012b, 2013b),
gave graphical criteria for when such elimination succeeds (Sa´ez et al. 2017), and proved
that the Gro¨bner basis of the steady-state ideal of a network extends to one that includes
intermediates (Sadeghimanesh & Feliu 2019).
Here we too are interested in eliminating species from the steady-state equations that are
experimentally unobservable. However, our setup and the questions we ask differ from those
in the above references. For us, the set of variables to eliminate is given, and we would like
to know how joining networks affects these eliminations. Earlier authors, in contrast, focused
on eliminating as many species as possible.
A second situation involving elimination in reaction networks pertains to quasi-steady state
and other approximations (Pantea et al. 2014, Sweeney 2017). Here, elimination is performed
to obtain a lower-dimensional approximation of the system, which is valid when certain
assumptions on the rate constants are met (Gunawardena 2012). In our work, however, we
are interested in steady states of the full system, not a reduced system.
4.2. Setup. We begin by introducing steady-state ideals and steady-state invariants.
Definition 4.1. Let N = (S, C,R) be a network with mass-action ODEs:
dx
dt
=
∑
yi→yj is in R
κijx
yi(yj − yi) =: (f1(x), f2(x), . . . , fn(x)) .
We call f1, f2, . . . , fn the system polynomials of N , and they generate the steady-state ideal :
IN :=
〈
f1(x), f2(x), . . . , fn(x)
〉
⊆ Q[κ; x] .
Every g ∈ IN vanishes at steady state and so we say that g is a steady-state invariant. As
mentioned earlier, we are interested in steady-state invariants that involve certain observable
variables xj1 ,xj2 , . . . ,xjl , namely, elements in the elimination ideal:
IelimN := IN ∩ Q[κ; xj1 ,xj2 , . . . ,xjl ] .
When eliminating a single species X`, we use the notation:
I
elim(x`)
N := IN ∩ Q[κ; x1,x2, . . . ,x`−1,x`+1,x`+2, . . . ,xn] .
We consider the following setup: a set of observable variables xj1 ,xj2 , . . . ,xjl , and a network
N obtained by gluing two networks N1 and N2 over complexes or reactions. We consider the
JOINING REACTION NETWORKS 29
corresponding elimination ideals: IelimNi = INi ∩ Q[κ(i); xj1 ,xj2 , . . . ,xjl ], for i = 1, 2, where
κ(i) denotes the vector of rate constants for network Ni.
We aim to investigate how IelimN is related to I
elim
N1
and IelimN2 . Specifically, when can I
elim
N be
used to compute IelimN1 and I
elim
N2
, and, conversely, when is knowing IelimN1 and I
elim
N2
sufficient for
reconstructing IelimN ? One way we address these questions is by comparing φi(I
elim
N ) to I
elim
Ni
(for i = 1, 2), where φi is the projection to the species variables and rate constants of network
Ni. More precisely, φi is the ring homomorphism defined on generators as follows:
φi : Q[κ; x] → Q[κ(i); x(i)]
κa 7→
{
κa if κa ∈ κ(i)
0 if κa /∈ κ(i)
xa 7→
{
xa if xa ∈ x(i)
0 if xa /∈ x(i)
Remark 4.2. Recall from Lemma 2.8 that each system polynomial hj of N can be written
in the form hj = fj + g˜j where fj is the j-th system polynomial of N1 and g˜j is the j-th
system polynomial of the network obtained from N2 by removing reactions in N1. It follows
that φ1(hj) = fj.
We will prove the containment φi(I
elim
N ) ⊆ IelimNi (Proposition 4.4), and then investigate
when the containment is an equality.
4.3. Results. We begin by showing that, before elimination, our ideals of interest, φi(I
elim
N )
and IelimNi , are in fact equal.
Lemma 4.3. Let N be the reaction network obtained by gluing two networks N1 and N2 over
a set of complexes or a set of reactions. Then, for i = 1, 2, we have the following equality:
INi = φi(IN) ⊆ Q[κ(i),x(i)] .
Proof. Let f1, f2, . . . , fn be the system polynomials of N1 = (S1, C1,R1), and g1, g2, . . . , gn
the system polynomials of N2 = (S2, C2,R2), where fi := 0 (respectively, gi := 0) for species
i ∈ S2 \ S1 (respectively, i ∈ S1 \ S2). Let h1, h2, . . . , hn be the system polynomials of N .
By symmetry, we may assume i = 1. As φ1 is surjective, we have
φ1(IN) = φ1(〈h1, h2, . . . , hn〉) = 〈φ1(h1), φ1(h2), . . . , φ1(hn)〉 = 〈f1, f2, . . . , fn〉 = IN1 ,
where we also used Remark 4.2.

Proposition 4.4. Let N be a reaction network obtained by gluing two networks N1 and
N2 over a set of complexes or a set of reactions. Consider a set of (observable) variables
xj1 ,xj2 , . . . ,xjl. For i = 1, 2, we have the following containment:
(19) φi(IN ∩Q[κ; xj1 ,xj2 , . . . ,xjl ]) ⊆ INi ∩Q[κ(i); xj1 ,xj2 , . . . ,xjl ] .
In other words, φi(I
elim
N ) ⊆ IelimNi .
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Proof. Let h ∈ IN∩Q[κ; xj1 ,xj2 , . . . ,xjl ]. We must show φi(h) ∈ INi∩Q[κ(i); xj1 ,xj2 , . . . ,xjl ].
To see this, first note that φi(h) ∈ φi(IN) = INi , by Lemma 4.3. Also, h ∈ Q[κ; xj1 ,xj2 , . . . ,xjl ]
implies that φi(h) ∈ Q[κ(i); xj1 ,xj2 , . . . ,xjl ], and this completes the proof. 
Here we give two counterexamples to equality of the containment (19) in Proposition 4.4.
Example 4.5 (Gluing over complexes). Consider the networks N1 = {X1 κ1→ X2} and
N2 = {X2 κ2→ X1}. Then by gluing over complexes, we obtain N = N1 ∪ N2 = {X1
κ2

κ1
X2}.
The corresponding steady-state ideals are:
IN = 〈−κ1x1 + κ2x2〉, IN1 = 〈κ1x1〉, IN2 = 〈κ2x2〉 .
Elimination of x1 gives:
I
elim(x1)
N = 〈0〉, Ielim(x1)N1 = 〈0〉, I
elim(x1)
N2
= 〈κ2x2〉 .
Then φ2
(
I
elim(x1)
N
)
= 〈0〉 ( Ielim(x1)N2 , so the containment (19) in general is not an equality for
gluing over complexes.
Example 4.6 (Gluing over reactions). Let N1 = {X3 κ1→ X1 + X3, X4 κ2→ X2} and N2 =
{X4 κ2→ X2, X2 κ3→ X1 +X2}. Gluing over the reaction X4 κ2→ X2 yields
N = N1 ∪N2 = {X3 κ1→ X1 +X3, X4 κ2→ X2, X2 κ3→ X1 +X2}.(20)
The corresponding steady-state ideals are:
IN = 〈κ1x3 + κ3x2, κ2x4〉, IN1 = 〈κ2x4, κ1x3〉, IN2 = 〈κ2x4, κ3x2〉.
Elimination of x3 gives:
I
elim(x3)
N = 〈κ2x4〉, Ielim(x3)N1 = 〈κ2x4〉, I
elim(x3)
N2
= 〈κ2x4, κ3x2〉.
Again, we find φ2
(
I
elim(x3)
N
)
= 〈κ2x4〉 ( Ielim(x3)N2 , so equality of the containment (19) does
not hold in general for gluing over reactions.
These counterexamples prompt the question: Are there combinatorial conditions on N that
guarantee equality of the containment φi(I
elim
N ) ⊆ IelimNi in (19)? Some positive results in this
direction are the focus of the next subsections.
4.3.1. Monomolecular networks. In this section, we prove three results for monomolecular
networks. Throughout the section, we make the following simplifying assumption:
monomolecular networks do not involve the zero complex.
For such a network N , the mass-action ODEs (and hence the system polynomials) are linear
in the xi’s and can be written in matrix notation as x
′ = ATκx , where Aκ is the negative
Laplacian of the reaction graph of N . Recall that an n × n Laplacian matrix has rank at
most n− 1. Indeed, the column vectors of a Laplacian matrix always sum to the zero vector.
Hence, the system polynomials of a monomolecular network sum to zero, so we can always
delete one system polynomial before generating the steady-state ideal. Our proofs will harness
this fact.
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Theorem 4.7. Let N be a network obtained by gluing monomolecular networks N1 and N2
over a single species, say, Xk. Then for every species X`, the following holds for i = 1, 2:
φi(I
elim(x`)
N ) = I
elim(x`)
Ni
.
Proof. Let X1, . . . , Xk be the species of N1, and let Xk, . . . , Xn be the species of N2. Without
loss of generality, assume i = 1. Since Proposition 4.4 gives us the inclusion φ1(I
elim(xl)
N ) ⊆
I
elim(xl)
N1
, we only need to show I
elim(xl)
N1
⊆ φ1(Ielim(xl)N ). We will do this by showing IN1 ⊆ IN .
This suffices, as it is straightforward to check that IN1 ⊆ IN implies that Ielim(xl)N1 ⊆ I
elim(xl)
N ,
and hence I
elim(xl)
N1
= φ1(I
elim(xl)
N1
) ⊆ φ1(Ielim(xl)N ), where the equality follows from the fact that
I
elim(xl)
N1
⊆ Q[κ(1);x(1)].
Now let f1, f2, . . . , fk denote the system polynomials of N1. Since N1 is monomolecular,
the sum of all the system polynomials is 0, and thus, IN1 is generated by f1, . . . , fk−1. Since
N2 doesn’t contain the species X1, . . . , Xk−1, the polynomials f1, . . . , fk−1 are also system
polynomials ofN (recall Remark 4.2). Therefore, IN1 ⊆ IN , and so, Ielim(xl)N1 ⊆ φ1(I
elim(xl)
N ). 
Remark 4.8. Theorem 4.7 concerns monomolecular networks, so the invariants obtained by
Gaussian elimination in the proof are the type 1 complex-linear invariants from (Karp et al.
2012).
Theorem 4.9. Let N be obtained by gluing two monomolecular networks N1 and N2 over a
single reaction Xj1 → Xj2 or over a pair of reversible reactions Xj1 
 Xj2. If Xj1 does not
belong to any other reaction in N2, and Xj2 does not belong to any other reaction in N1, then
for every species X`, the following holds for i = 1, 2:
φi(I
elim(x`)
N ) = I
elim(x`)
Ni
.
Proof. Let N be obtained by gluing monomolecular networks N1 and N2 over a single reaction
Xj1 → Xj2 or over a pair of reversible reactions Xj1 
 Xj2 . Let the species set of N1 be S1 =
{X1, . . . , Xj1−1, Xj1 , Xj2}, and let the species set of N2 be S2 = {Xj1 , Xj2 , Xj1+1, . . . , Xn}.
Let i = 1. As explained in the proof of Theorem 4.7, it is enough to show IN1 ⊆ IN .
Let f1, . . . , fj1−1, fj1 , fj2 denote the system polynomials of N1. Since N1 is monomolecu-
lar, IN1 is generated by f1, . . . , fj1−1, fj1 . Since every reaction in N involving the species
X1, . . . , Xj1−1, Xj1 appears in N1, it follows that f1, . . . , fj1−1, fj1 are system polynomials for
N . Hence, IN1 ⊆ IN . When i = 2, a similar argument can be applied, as all the reactions in
N involving the species Xj2 , Xj2+1, . . . , Xn appear in N2. 
The following result concerns networks for which we can use the elimination ideals of N1
and N2 to directly compute the elimination ideal of N .
Theorem 4.10. Let N be obtained by gluing two monomolecular networks N1 and N2 over
a single species, say, Xk. If the flow through Xk is unidirectional (i.e., whenever Xk is the
product of a reaction, the reactant is in N1, and whenever Xk is the reactant, the product is
in N2; or vice-versa), then, for every species X`,
I
elim(x`)
N = I
elim(x`)
N1
+ I
elim(x`)
N2
.
Proof. We may assume that all reactions to Xk are from N1 and all reactions from Xk are to-
wards N2. Assume the species of N1 are X1, X2, . . . , Xk, and those of N2 are Xk, Xk+1, . . . , Xs.
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Let f1, f2, . . . , fk denote the system polynomials of N1; and let gk, gk+1, . . . , gs denote those of
N2. Then the system polynomials of N are f1, f2, . . . , fk−1, fk+gk, gk+1, . . . gs. For monomolec-
ular networks, the sum of all system polynomials is 0. Thus, we can delete one polynomial
(here, the k-th) from those of N , and still generate the steady-state ideal of N – and similarly
for N1 and N2:
IN = 〈f1, , fk−1, gk+1, gs〉 = 〈f1, f2, . . . , fk−1〉+ 〈gk+1, gk+2, . . . gs〉 = IN1 + IN2 .
The variables (the xi’s and κij’s) in f1, . . . , fk−1 are disjoint from those in gk+1, . . . , gs. So, a
Gro¨bner basis (with respect to an ordering for eliminating x`) of IN , is obtained by taking
the union of Gro¨bner bases (with respect to the same ordering) of each ideal N1 and N2. The
reason for this is, in Buchberger’s algorithm, we need only take s-pairs of two polynomials
with leading terms with at least 1 variable in common (Cox et al. 2007, Chapter 2.9). Thus,
we are done. 
4.3.2. Beyond monomolecular networks. In the future, we hope to generalize results we
proved for monomolecular networks to the non-monomolecular setting. Specifically, we pose
the following problem:
Problem 4.11. Find conditions that guarantee the equality φi(I
elim
N ) = I
elim
Ni
.
We end this subsection with two examples involving non-monomolecular networks, which
may point the way toward progress on Problem 4.11.
Example 4.12. We revisit, from Example 4.6, the networks N1 = {X3 κ1→ X1 + X3, X4 κ2→
X2} and N2 = {X4 κ2→ X2, X2 κ3→ X1 + X2}. Gluing over the shared reaction X4 κ2→ X2, we
obtain the network N = N1 ∪N2 shown in (20). Recall that the corresponding steady-state
ideals are:
IN = 〈κ1x3 + κ3x2, κ2x4〉, IN1 = 〈κ2x4, κ1x3〉, IN2 = 〈κ2x4, κ3x2〉.
In Example 4.6, we eliminated x3; here we instead eliminate x4, which gives:
I
elim(x4)
N = 〈κ1x3 + κ3x2〉, Ielim(x4)N1 = 〈κ1x3〉, I
elim(x4)
N2
= 〈κ3x2〉.
Notice that (for i = 1, 2) we have the equality φi(I
elim(x4)
N ) = I
elim(x4)
Ni
.
Example 4.13 (Phosphorylation). Protein modification plays a crucial role in protein activa-
tion and de-activation. Generally, an enzyme binds to a substrate, forms an enzyme-substrate
complex, and then modifies the substrate by adding, for instance, a phosphate (phosphory-
lation) or removing one (dephosphorylation). Consider two one-site phosphorylation cycles
N1 = {S0 + E  X → S1 + E, S1 + F  Y → S0 + F} and N2 = {S1 + E  X1 →
S2 +E, S2 + F  Y2 → S1 + F}. Identifying the shared complexes S1 +E and also S1 + F
in each of the networks and gluing over them, we obtain N = N1 ∪N2, a two-site phospho-
rylation cycle (Feliu & Wiuf 2012a). For every species j of N and for both networks, i.e.,
i = 1, 2, we have φi
(
I
elim(xj)
N
)
= I
elim(xj)
Ni
. This result is surprising, and it prompts us to ask,
For which protein modification networks does the equality φi(I
elim
N ) = I
elim
Ni
hold?
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4.4. Discussion. Decomposition results like the ones in this section are a common theme in
algebraic statistics and phylogenetic algebraic geometry (Allman & Rhodes 2008, Drton et al.
2009, Engstro¨m et al. 2014), and thus one of our aims is to deepen the interaction between
the fields of algebraic statistics and algebraic systems biology. A guiding question for the
future therefore is as follows: Can we use techniques from algebraic statistics to analyze the
steady-state invariants in larger classes of models?
Additionally, we hope that our results set the stage for obtaining more than just steady-
state invariants. Specifically, just as elimination techniques helped build a framework for
understanding a network’s capacity for multistationarity (multiple steady states) (Feliu &
Wiuf 2013a), in the future our results may also contribute to understanding this topic, which
we turn to next.
5. Multistationarity
For a network with a decomposition into two subnetworks, the previous sections related its
identifiability properties and steady-state invariants to that of the two subnetworks. Now we
turn to a third topic, multistationarity, and show through several examples that this property
is sometimes preserved and sometimes lost when going from a subnetwork to a network.
5.1. Background. Recall that a steady state of a reaction kinetics system is a nonnegative
concentration vector x∗ ∈ Rn≥0 at which the ODEs (1) vanish. We are interested in networks
that admit multiple steady states, and if so whether these multiple positive states are stable
(i.e., accessible). This is of particular biological importance for cellular decision making. If a
system has two positive steady states, but only one is ever stable, the system cannot choose
between states, for example, cell fate.
Definition 5.1.
(1) A steady state x∗ is nondegenerate if Im (dfκ(x∗)|S) = S. (Here, dfκ(x∗) is the Jacobian
matrix of fκ at x
∗.)
(2) A nondegenerate steady state is exponentially stable if each of the σ := dim(S) nonzero
eigenvalues of dfκ(x
∗) has negative real part.
Also, we distinguish between positive steady states x∗ ∈ Rn>0 and boundary steady states
x∗ ∈ (Rn≥0 \ Rn>0).
Definition 5.2.
(1) A reaction network is multistationary if, for some choice of positive rate constants
κij, the resulting mass-action kinetics system (2) admits two or more positive steady
states in some stoichiometric compatibility class (4). Otherwise, the network is mono-
stationary.
(2) Analogously, a network is nondegenerately multistationary or multistable if it admits
multiple nondegenerate or exponentially stable, respectively, positive steady states.
5.2. Monomolecular networks are not nondegenerately multistationary. We begin
by showing that monomolecular networks are not nondegenerately multistationary.
Proposition 5.3. If G is a reaction network in which each reactant complex is either
monomolecular or the zero complex, then G is not nondegenerately multistationary.
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Proof. Let G be a network in which all nonzero reactants are monomolecular. Let P =
(x0 + S) ∩ Rs≥0 be a stoichiometric compatibility class of G, and let {κij} be any choice of
positive rate constants. We must show that the resulting system does not admit more than
one nondegenerate positive steady state in P . The steady states in P are the solutions of the
system comprising the following equations:
(1) the equations obtained by setting all right-hand sides of the ODEs to zero (these are
linear because the reactants of G are at-most-monomolecular), and
(2) the linear equations 〈x− x0, v(i)〉 = 0, where v(1), v(2), . . . , v(T ) form a basis of S⊥.
Thus, the steady states in P form the solution set of a system of linear equations; hence there
are 0, 1, or infinitely many. If there are infinitely many, then the set of steady states in P is
a positive-dimensional affine subset of P , and so every steady state in P is degenerate. 
Remark 5.4. We can not remove ‘nondegenerately’ from the statement of Proposition 5.3.
This fact was illustrated by Joshi & Shiu (2017) via the network G = {0← A→ 2A}. Its only
reactant, A, is monomolecular. If the two rate constants are equal, then every positive value
of xA is a degenerate steady state. When the two rate constants differ, then the resulting
system admits no positive steady states. Thus, G is multistationary, but only degenerately
so.
5.3. “Lifting” multistationarity from subnetworks and other networks. When can
we “lift” multiple steady states from a subnetwork to the full network? That is, from simply
knowing that a subnetwork (or other related network) is multistationary, when can we con-
clude that the full network is, too? Investigating this question is currently an active area of
research. A typical result in this area, described informally, is as follows: if N is a subnetwork
of G and both networks contain all possible flow reactions, then if N is multistationary then
G is as well (Joshi & Shiu 2013). Another is the following: if N is obtained from G by re-
moving “intermediate” complexes, then if N is multistationary then G is too (Feliu & Wiuf
2013a). A survey of these types of results is in (Joshi & Shiu 2015, §4), and additional results
appear in recent work by Banaji & Pantea (2018).
We end this subsection with a cautionary example, which illustrates why results in this area
are nontrivial. If a subnetwork of a given network is multistable, it is tempting to conclude
that the larger network is as well. As explained above, in some cases we have results that
guarantee that this will work, but this does not hold in general:
Example 5.5 (Having a multistable subnetwork does not imply multistability.). The follow-
ing network is multistable (Joshi 2013):
0↔ A 2A↔ 3A .
However, adding the reaction A→ B to the network yields a network with no positive steady
states (for any choice of rate constants). Indeed, the concentration of B goes to ∞.
The main question guiding the remainder of this section is: for two networks N1 and N2
that are joined together in some way, how is the capacity for multistationarity of the overall
network related to that of N1 and N2? We are interested in two ways of joining the networks:
adding a single reaction from N1 to N2 (Section 5.4), and “gluing” over a (unique) complex
that is common to both N1 and N2 (Section 5.5).
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5.4. Joining two networks by a new reaction. We show by example that by joining
multistationary networks N1 and N2 (with no complex in common) by a new reaction (from a
complex in N1 to one in N2), the new network may be non-multistationary or multistationary.
Example 5.6 (Resulting network is not multistationary). The idea behind this example is
the following: if we add a new reaction to join one multistationary network N1 to another one
N2, then if both networks are mass-preserving and their respective species sets are disjoint,
then the new network “drains” all species concentrations from N1 and hence no positive
steady states exist. Concretely, let N1 = {3A  2A + B, A + 2B  3B}, and let N2 =
{3C  2C +D, C + 2D  3D}. Clearly, the two networks are equivalent. Each network is
multistationary (multistable, in fact (Shiu 2008)). However, adding the reaction 3A → 3C
to join the two networks yields a network with no positive steady states (for any choice of
reaction rate constants).
Example 5.7 (Resulting network is multistationary). Let N1 = {0← A, 2A→ 3A← 4A},
and let N2 = {5A ← 6A, 7A → 8A ← 9A}. Each network Ni admits 2 positive steady
states (Joshi & Shiu 2017, §3). Adding the reaction 4A→ 5A to join the two networks yields
a network that admits 5 positive steady states (Joshi & Shiu 2017).
Example 5.8 (Resulting network is multistationary, even if species sets of N1 and N2 are
disjoint). Let N1 = {0  A, 2A→ 3A}, and let N2 = {B  2B, 3B → 4B}. Each network
Ni admits 2 positive steady states (Joshi & Shiu 2017, §3). Adding the reaction A → B to
join the two networks yields a network that admits 4 positive steady states (networks N1 and
N2 are decoupled, so the maximum number of positive steady states multiplies).
5.5. Joining two networks by gluing over a complex. The following examples show
that by joining two multistationary networks N1 and N2 by a single shared complex, the
resulting network may be non-multistationary or multistationary.
Example 5.9 (Resulting network is not multistationary). Let N1 = {0 ← A + B, 3A →
4A + B}, and let N2 = {A + B → 2A, 2A + 3B ← 3A + 2B}. Each network Ni admits
multiple positive steady states (Joshi & Shiu 2017). Gluing the networks over the unique
shared complex, A + B, yields a network that (it is easy to check) always has a unique
positive steady state.
Example 5.10 (Resulting network is multistationary). Let N1 = {0  A, 2A→ 3A}, and
let N2 = {3A ← 4A, 5A  6A}. Each network Ni admits 2 positive steady states (Joshi &
Shiu 2017). Gluing the two networks over the unique shared complex 3A yields a network
that admits 5 positive steady states (Joshi & Shiu 2017).
The above examples motivate some problems for future work.
Problem 5.11. Formulate necessary or sufficient conditions under which two multistationary
networks, when joined by a new reaction or glued over a complex, yield another multista-
tionary network.
We are also interested in obtaining a Be´zout-type upper bound on the maximum number
of positive steady states arising when two networks are joined. Specifically, if N1 admits m1
positive steady states, and N2 admits m2, does it follow that the joined network admits at
most m1m2 positive steady states? Finally, the biological interest goes beyond multistation-
arity, to multistability, so we ask, when does joining two multistable networks yield another
multistable network?
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6. Discussion
As mentioned earlier, systems biology is in need of theory pertaining to what happens when
biological pathways are joined or decomposed. Accordingly, this work contributes to starting
such a theory. Our results and examples investigated the effects of joining or decomposing
networks on three properties: identifiability, steady-state invariants, and multistationarity.
Many of our results focused on monomolecular networks, and we also provided initial steps
for systems with higher molecularity. Going forward, the techniques presented in this work
could be used to extend our results to more complex systems, such as bimolecular networks,
including signaling networks such as the so-called MESSI systems (Pe´rez Milla´n & Dickenstein
2018).
Another future direction is to extend our results to allow for more ways of joining net-
works. For instance, our results on identifiability pertained only to joining networks by a
one-way flow, while our results on steady-state invariants focused on gluing over complexes
or reactions. It would be interesting, therefore, to prove identifiability results for networks
obtained by gluing over complexes or reactions, and also steady-state invariants results for
networks joined by a one-way flow. Indeed, this work forms a starting point for understanding
fundamental questions about joining and decomposing networks, and opens new avenues for
tackling more complicated networks.
Acknowledgements. This project began at a SQuaRE (Structured Quartet Research En-
semble) at AIM, and the authors thank AIM for providing financial support and an ex-
cellent working environment. EG was supported by NSF DMS-1620109. HAH gratefully
acknowledges funding from EPSRC Postdoctoral Fellowship (EP/K041096/1) and a Royal
Society University Research Fellowship. NM was partially supported by the Clare Boothe
Luce Program from the Luce Foundation. AS was partially supported by the NSF (DMS-
1312473/1513364 and DMS-1752672) and the Simons Foundation (#521874). The authors
thank Alexey Ovchinnikov, Gleb Pogudin, and Peter Thompson for helpful discussions, and
acknowledge two diligent referees whose helpful suggestions which improved this article.
References
Albeck, J. G., Burke, J. M., Aldridge, B. B., Zhang, M., Lauffenburger, D. A. & Sorger, P. K.
(2008), ‘Quantitative analysis of pathways controlling extrinsic apoptosis in single cells’,
Mol. Cell 30(1), 11–25.
Allman, E. S. & Rhodes, J. A. (2008), ‘Phylogenetic ideals and varieties for the general
Markov model’, Adv. in Appl. Math. 40(2), 127–148.
http://dx.doi.org/10.1016/j.aam.2006.10.002
Bagci, E., Vodovotz, Y., Billiar, T., Ermentrout, G. & Bahar, I. (2006), ‘Bistability in apop-
tosis: roles of bax, bcl-2, and mitochondrial permeability transition pores’, Biophys. J.
90(5), 1546–1559.
Banaji, M. & Pantea, C. (2018), ‘The inheritance of nondegenerate multistationarity in chem-
ical reaction networks’, SIAM J. Appl. Math. 78(2), 1105–1130.
Bellman, R. & A˚stro¨m, K. (1970), ‘On structural identifiability’, Math. Biosci. 7(3–4), 329
– 339.
http://www.sciencedirect.com/science/article/pii/002555647090132X
JOINING REACTION NETWORKS 37
Bellu, G., Saccomani, M. P., Audoly, S. & D’Angio`, L. (2007), ‘Daisy: A new software tool
to test global identifiability of biological and physiological systems’, Comput. Meth. Prog.
Bio. 88(1), 52–61.
http://www.sciencedirect.com/science/article/pii/S0169260707001605
Chappell, M. J. & Gunn, R. N. (1998), ‘A procedure for generating locally identifiable repa-
rameterisations of unidentifiable non-linear systems by the similarity transformation ap-
proach’, Math. Biosci. 148(1), 21 – 41.
http://www.sciencedirect.com/science/article/pii/S0025556497100049
Chis, O.-T., Banga, J. R. & Balsa-Canto, E. (2011), ‘Structural identifiability of systems
biology models: A critical comparison of methods’, PLoS ONE 6(11), 1–16.
http://dx.doi.org/10.1371%2Fjournal.pone.0027755
Conradi, C. & Shiu, A. (2018), ‘Dynamics of post-translational modification systems: recent
progress and future challenges’, Biophys. J. 114(3), 507–515.
Cox, D., Little, J. & O’Shea, D. (2007), Ideals, varieties, and algorithms: an introduction to
computational algebraic geometry and commutative algebra, Springer-Verlag.
Craciun, G. & Pantea, C. (2008), ‘Identifiability of chemical reaction networks’, J. Math.
Chem. 44(1), 244–259.
http://dx.doi.org/10.1007/s10910-007-9307-x
Cui, J., Chen, C., Lu, H., Sun, T. & Shen, P. (2008), ‘Two independent positive feedbacks
and bistability in the bcl-2 apoptotic switch’, PLoS One 3(1), e1469.
Davidescu, F. P. & Jørgensen, S. B. (2008), ‘Structural parameter identifiability analysis for
dynamic reaction networks’, Chem. Eng. Sci. 63(19), 4754 – 4762. Model-Based Experi-
mental Analysis.
http://www.sciencedirect.com/science/article/pii/S0009250908003345
Del Vecchio, D., Ninfa, A. J. & Sontag, E. D. (2008), ‘Modular cell biology: retroactivity and
insulation’, Mol. Syst. Biol. 4(1).
http://msb.embopress.org/content/4/1/161
Denis-Vidal, L. & Joly-Blanchard, G. (2004), ‘Equivalence and identifiability analysis of
uncontrolled nonlinear dynamical systems’, Automatica 40(2), 287 – 292.
http://www.sciencedirect.com/science/article/pii/S0005109803002978
Dickenstein, A. (2016), Biochemical reaction networks: An invitation for algebraic geome-
ters, in ‘Mathematical Congress of the Americas’, Vol. 656, American Mathematical Soc.,
pp. 65–83.
Diop, S. & Wang, Y. (1993), ‘Equivalence between algebraic observability and local generic
observability’, Proceedings of the 32nd IEEE Conference on Decision and Control pp. 2864–
2865.
DiStefano III, J. J. & Feng, D. (1988), ‘Comparative aspects of the distribution, metabolism,
and excretion of six iodothyronines in the rat’, Endocrinology 123, 2514–25.
Donato, M., Xu, Z., Tomoiaga, A., Granneman, J. G., MacKenzie, R. G., Bao, R., Than,
N. G., Westfall, P. H., Romero, R. & Draghici, S. (2013), ‘Analysis and correction of
crosstalk effects in pathway analysis’, Genome Res. .
Drton, M., Sturmfels, B. & Sullivant, S. (2009), Lectures on Algebraic Statistics, Vol. 39 of
Oberwolfach Seminars, Springer.
Eissing, T., Conzelmann, H., Gilles, E. D., Allgo¨wer, F., Bullinger, E. & Scheurich, P. (2004),
‘Bistability analyses of a caspase activation model for receptor-induced apoptosis’, J. Biol.
Chem. 279(35), 36892–36897.
38 GROSS, HARRINGTON, MESHKAT, AND SHIU
Engstro¨m, A., Kahle, T. & Sullivant, S. (2014), ‘Multigraded commutative algebra of graph
decompositions’, J. Algebraic Combin. 39(2), 335–372.
http://dx.doi.org/10.1007/s10801-013-0450-0
Evans, N. D. & Chappell, M. J. (2000), ‘Extensions to a procedure for generating locally
identifiable reparameterisations of unidentifiable systems’, Math. Biosci. 168(2), 137 –
159.
http://www.sciencedirect.com/science/article/pii/S002555640000047X
Eydgahi, H., Chen, W. W., Muhlich, J. L., Vitkup, D., Tsitsiklis, J. N. & Sorger, P. K. (2013),
‘Properties of cell death models calibrated and compared using bayesian approaches’, Mol.
Syst. Biol. 9(1), 644.
Feliu, E. & Helmer, M. (2019), ‘Multistationarity for fewnomial chemical reaction networks’,
Bull. Math. Biol. 81(4), 1089–1121.
Feliu, E., Knudsen, M., Andersen, L. N. & Wiuf, C. (2012), ‘An algebraic approach to sig-
naling cascades with n layers’, Bull. Math. Biol. 74(1), 45–72.
http://dx.doi.org/10.1007/s11538-011-9658-0
Feliu, E. & Wiuf, C. (2012a), ‘Enzyme-sharing as a cause of multi-stationarity in signalling
systems’, J. R. Soc. Interface 9(71), 1224–1232.
Feliu, E. & Wiuf, C. (2012b), ‘Variable elimination in chemical reaction networks with mass-
action kinetics’, SIAM J. Appl. Math. 72(4), 959–981.
http://dx.doi.org/10.1137/110847305
Feliu, E. & Wiuf, C. (2013a), ‘Simplifying biochemical models with intermediate species’, J.
R. Soc. Interface 10(87).
Feliu, E. & Wiuf, C. (2013b), ‘Variable elimination in post-translational modification reaction
networks with mass-action kinetics’, J. Math. Biol. 66(1–2), 281–310.
http://dx.doi.org/10.1007/s00285-012-0510-4
Fussenegger, M., Bailey, J. E. & Varner, J. (2000), ‘A mathematical model of caspase function
in apoptosis’, Nat. Biotechnol. 18(7), 768.
Godfrey, K. (1983), Compartmental Models and their Application, Academic Press.
Godfrey, K. R. & Chapman, M. J. (1990), ‘Identifiability and indistinguishability of linear
compartmental models’, Math. Comput. Simulat. 32, 273–295.
Gross, E., Harrington, H. A., Meshkat, N. & Shiu, A. (2018), ‘Linear compartmental
models: input-output equations and operations that preserve identifiability’, Preprint,
arXiv:1808.00335 .
Gross, E., Harrington, H., Rosen, Z. & Sturmfels, B. (2016), ‘Algebraic systems biology: a
case study for the Wnt pathway’, Bull. Math. Biol. 78(1), 21–51.
http://dx.doi.org/10.1007/s11538-015-0125-1
Gross, E., Meshkat, N. & Shiu, A. (2017), ‘Identifiability of linear compartment models: the
singular locus’, preprint, arXiv:1709.10013 .
Gunawardena, J. (2007), ‘Distributivity and processivity in multisite phosphorylation can be
distinguished through steady-state invariants’, Biophys. J. 93(11), 3828 – 3834.
http://www.sciencedirect.com/science/article/pii/S0006349507716375
Gunawardena, J. (2012), ‘A linear framework for time-scale separation in nonlinear biochem-
ical systems’, PLOS ONE 7(5), 1–14.
http://dx.doi.org/10.1371%2Fjournal.pone.0036321
Harrington, H. A., Ho, K. L., Ghosh, S. & Tung, K. (2008), ‘Construction and analysis of a
modular model of caspase activation in apoptosis’, Theor. Biol. Med. Model. 5(1), 26.
JOINING REACTION NETWORKS 39
Harrington, H. A., Ho, K. L., Thorne, T. & Stumpf, M. P. (2012), ‘Parameter-free model
discrimination criterion based on steady-state coplanarity’, P. Natl. Acad. Sci. USA
109(39), 15746–15751.
http://www.pnas.org/content/109/39/15746.abstract
Harrington, H. A., Mehta, D., Byrne, H. M. & Hauenstein, J. D. (2016), ‘Decomposing the
parameter space of biological networks via a numerical discriminant approach’, Preprint,
arXiv:1604.02623 .
Ho, K. L. & Harrington, H. A. (2010), ‘Bistability in apoptosis by receptor clustering’, PLoS
Comput. Biol. 6(10), e1000956.
Hong, H., Ovchinnikov, A., Pogudin, G. & Yap, C. (2018), ‘Global identifiability of differential
models’, Preprint, arXiv:1801.08112 .
Johnston, M. D. (2014), ‘Translated chemical reaction networks’, Bull. Math. Biol.
76(6), 1081–1116.
http://arxiv.org/abs/1305.5845
Joshi, B. (2013), ‘Complete characterization by multistationarity of fully open networks with
one non-flow reaction’, Appl. Math. Comput. 219, 6931–6945.
Joshi, B. & Shiu, A. (2013), ‘Atoms of multistationarity in chemical reaction networks’, J.
Math. Chem. 51(1), 153–178.
Joshi, B. & Shiu, A. (2015), ‘A survey of methods for deciding whether a reaction network
is multistationary’, Math. Model. Nat. Phenom., special issue on “Chemical dynamics”
10(5), 47–67.
Joshi, B. & Shiu, A. (2017), ‘Which small reaction networks are multistationary?’, SIAM J.
Appl. Dyn. Syst. 16(2), 802–833.
Karp, R. L., Pe´rez Milla´n, M., Dasgupta, T., Dickenstein, A. & Gunawardena, J. (2012),
‘Complex-linear invariants of biochemical networks’, J. Theoret. Biol. 311, 130–138.
http://dx.doi.org/10.1016/j.jtbi.2012.07.004
Legewie, S., Blu¨thgen, N. & Herzel, H. (2006), ‘Mathematical modeling identifies inhibitors of
apoptosis as mediators of positive feedback and bistability’, PLoS Comput. Biol. 2(9), e120.
Ljung, L. & Glad, T. (1994), ‘On global identifiability for arbitrary model parametrizations’,
Automatica 30(2), 265 – 276.
http://www.sciencedirect.com/science/article/pii/0005109894900299
MacLean, A. L., Rosen, Z., Byrne, H. M. & Harrington, H. A. (2015), ‘Parameter-free meth-
ods distinguish Wnt pathway models and guide design of experiments’, P. Natl. Acad. Sci.
USA 112(9), 2652–2657.
http://www.pnas.org/content/112/9/2652.abstract
Manrai, A. K. & Gunawardena, J. (2008), ‘The geometry of multisite phosphorylation’, Bio-
phys. J. 95(12), 5533–5543.
http://dx.doi.org/10.1529/biophysj.108.140632
McMullin, T. S., Brzezicki, J. M., Cranmer, B. K., Tessari, J. D. & Andersen, M. E. (2003),
‘Pharmacokinetic modeling of disposition and time-course studies with [c14]atrazine’, Jour-
nal of Toxicology and Environmental Health, Part A 66, 941–964.
Menon, G. & Krishnan, J. (2016), ‘Bridging the gap between modules in isolation and as part
of networks: A systems framework for elucidating interaction and regulation of signalling
modules’, J. Chem. Phys. 145.
http://dx.doi.org/10.1063/1.4953914
40 GROSS, HARRINGTON, MESHKAT, AND SHIU
Meshkat, N., Rosen, Z. & Sullivant, S. (2018), Algebraic tools for the analysis of state space
models, in ‘The 50th anniversary of Gro¨bner bases’, Vol. 77 of Adv. Stud. Pure Math.,
Math. Soc. Japan, Tokyo, pp. 171–205.
Meshkat, N., Sullivant, S. & Eisenberg, M. (2015), ‘Identifiability results for several classes
of linear compartment models’, Bull. Math. Biol. 77(8), 1620–1651.
Ollivier, F. (1990), Le Proble`me de l’Identifiabilite´ Structurelle Globale: E´tude The´orique,
Me´thodes Effectives et Bornes de Complexite´., PhD thesis, E´cole Polyte´chnique.
Pantea, C., Gupta, A., Rawlings, J. B. & Craciun, G. (2014), The QSSA in Chemical Kinetics:
As Taught and as Practiced, Springer Berlin Heidelberg, Berlin, Heidelberg, pp. 419–442.
https://doi.org/10.1007/978-3-642-40193-0_20
Pe´rez Milla´n, M. & Dickenstein, A. (2018), ‘The structure of MESSI biological systems’,
SIAM J. Appl. Dyn. Syst. 17(2), 1650–1682.
Pilo, A., Iervasi, G., Vitek, F., Ferdeghini, M., Cazzuola, F. & Bianchi, R. (1990), ‘Thyroidal
and peripheral projection of 3,5,3’-triiodothyronine in humans by multi compartmental
analysis’, Am. J. Physiol. 258, E715–26.
Saccomani, M. P., Audoly, S. & D’Angio`, L. (2003), ‘Parameter identifiability of nonlinear
systems: the role of initial conditions’, Automatica 39(4), 619–632.
Sadeghimanesh, A. & Feliu, E. (2019), ‘Groebner bases of reaction networks with intermediate
species’, Adv. in Appl. Math. 107, 74–101.
Sa´ez, M., Wiuf, C. & Feliu, E. (2017), ‘Graphical reduction of reaction networks by linear
elimination of species’, J. Math. Biol. 74(1–2), 195–237.
http://dx.doi.org/10.1007/s00285-016-1028-y
Shiu, A. (2008), ‘The smallest multistationary mass-preserving chemical reaction network’,
Lect. Notes Comput. Sc. 5147, 172–184.
Soderstrom, T. & Stoica, P. (1989), System Identification, Prentice-Hall.
Sontag, E. D. (2017), ‘Dynamic compensation, parameter identifiability, and equivariances’,
PLoS Comput. Biol. 13(4), e1005447.
Sweeney, M. A. (2017), ‘Conditions for solvability in chemical reaction networks at quasi-
steady-state’, Preprint, arXiv:1712.05533 .
Thomson, M. & Gunawardena, J. (2009), ‘The rational parameterisation theorem for multi-
site post-translational modification systems’, J. Theoret. Biol. 261(4), 626–636.
http://dx.doi.org/10.1016/j.jtbi.2009.09.003
Appendix A. Proof of Proposition 3.29
We prove Proposition 3.29, which we restate here in the language of compartmental models:
Proposition A.1. Consider a linear compartmental model M = (G, In,Out, Leak), with
G = (V,E). Assume that there exists a compartment i such that the output-reachable subgraph
to i is G. Then for every j ∈ V \ {i}, there exists an equation of the form xj = g that holds
(for generic values of the parameters akl) along all solutions ofM, where g is a Q(akl)-linear
combination of the variable xi and the input variables up (for p ∈ In) and their derivatives
x
(q)
i and u
(q)
p , and the coefficient of at least one of the x
(q)
i ’s is nonzero.
We first need Lemma A.2 below, which requires several definitions. A directed 0-tree T on
vertices {0, 1, . . . , n − 1} is a directed graph such that the underlying undirected graph is
cycle-free and for every j = 1, . . . , n − 1 there is a directed path j → · · · → 0 in T from j
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to 0. A walk in a directed graph is a sequence of edges i1 → i2 → · · · → ik (repeated edges
allowed). If W is a walk in an edge-labeled directed graph, then aW denotes the product of
the edge labels of W .
Lemma A.2. Let n ≥ 2. Let T be a directed 0-tree on vertices {0, 1, . . . , n − 1} with edges
i → j labeled by aji. Let T˜ be the directed graph obtained from T by adding, for each edge
i→ j, a self-loop at vertex i labeled by −aji. Let B denote the (n− 1)× (n− 1) matrix where
Bij =
∑
{length-i walks W in T˜ from j to 0}
aW .(21)
Then detB, which is a polynomial in Q[aji | i→ j is an edge of T ], is nonzero.
Proof. By construction, the determinant of B is as follows:
detB =
∑
σ∈Sn−1
sign(σ)
n−1∏
i=1
 ∑
{length-σ(i) walks W in T˜ from i to 0}
aW
 .(22)
Reordering vertices of T reorders the columns of B, which only multiplies detB by 1 or
−1. So, we now reorder the vertices 1, . . . , n− 1 of T , so that they are in an order obtained
from a breadth-first search (in the underlying undirected graph of T ) from vertex 0. In other
words, vertices at distance 1 from 0 come first, then those at distance 2, and so on. Hence,
letting d(i) denote the distance of vertex i from 0, it follows by construction that d(i) ≤ i.
For i = 1, . . . , n− 1, let P (i) = (i→ j1 → · · · → jd(i)−1 → 0) denote the unique path in T
from i to 0. Let W (i) denote the length-i walk in T˜ obtained by prepending i−d(i) self-loops
at i to the path P (i). The corresponding monomial aW (i) is as follows:
aW (i) = (−aj1i)i−d(i)aj1iaj2j1 . . . ajd(i)−ijd(i)−i−1a0,jd(i)−i .
It follows that the following monomial is in the expansion of detB:
M = aW (1)aW (2) . . . aW (n−1) .
Specifically, this monomial is part of the summand in (22) where σ is the identity permutation.
Hence, to show that detB is nonzero, it suffices to show the following:
Claim: There is no other set of walks {Q(1), . . . , Q(n− 1)}, such that there exists a permu-
tation τ ∈ Sn−1 such that (for i = 1, . . . , n − 1) Q(i) is a length-τ(i) walk in T˜ from i to 0,
and for which M = ±aQ(1)aQ(2) . . . aQ(n−1).
We prove this claim by induction on n, the number of vertices in T . In the base case, when
n = 2, there is a unique walk (namely, 1→ 0) of length 1 from vertex 1 to 0.
For the inductive step, assume that for directed 0-trees on (n − 1) vertices that are
“breadth-first-search ordered” (as explained above), the claim is true. Let T , as above, be
a 0-tree on vertices {0, 1, . . . , n − 1}, and also let T˜ and M be as above. Assume that
M = ±aQ(1)aQ(2) . . . aQ(n−1), as in the claim. We must show that W (i) = Q(i) for all
i = 1, . . . , n− 1.
Consider the vertex n − 1, and denote the unique path in T from n − 1 to 0 by n − 1 →
j1 → j2 · · · → jd(n−1)−1 → 0. By the choice of ordering, n− 1 is a leaf of T˜ . So, aj,n−1 divides
aW (n−1) and aQ(n−1) but none of the other aW (i)’s or aQ(i)’s. In fact, an−d(n−1)j1,n−1 divides a
W (n−1),
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by construction of W (n− 1) and so an−d(n−1)j1,n−1 also divides aQ(n−1) (here we use the fact that
M = ±aQ(1)aQ(2) . . . aQ(n−1)). However, W (n− 1) is the only walk W in T˜ that (1) ends at 0,
(2) has length at most n−1, and (3) involves enough self-loops at n−1 in order for an−d(n−1)j1,n−1
to divide the corresponding monomial aW . Thus, Q(n− 1) = W (n− 1).
Hence, aW (1)aW (2) . . . aW (n−2) = ±aQ(1)aW (2) . . . aQ(n−2), and the corresponding walks W (i)
and Q(i) arise from the tree T˜ ′ obtained from T˜ by deleting the leaf n − 1. Notice that the
vertices of T˜ ′ are “breadth-first search ordered”. So, by the inductive hypothesis, W (1) =
Q(1), . . . , W (n− 2) = Q(n− 2). Hence, the claim holds, and this completes the proof. 
Proof of Proposition A.1. Let n denote the number of compartments. We may assume n ≥ 2,
as otherwise there is nothing to prove. By relabeling the compartments, if necessary, we may
assume that i = n and the remaining compartments are labeled by 1, 2, . . . , n− 1.
Our proof and notation follow the proof of (Meshkat et al. 2015, Lemma 3). We write
x′ = Ax+ u, where A is the n× n compartmental matrix, with entries given by:
A`j :=

−a0` −
∑
k:`→k∈E ak` if ` = j and ` ∈ Leak
−∑k:`→k∈E ak` if ` = j and ` /∈ Leak
a`j if j → ` is an edge of G
0 otherwise.
Let A˜ denote the matrix obtained from A by removing row-n and column-n. Let a (re-
spectively, b) be the row (respectively, column) vector obtained by removing the n-th entry
from row-n (respectively, column-n) of A. Finally, let x˜ := (x1, x2, . . . , xn−1)T and u˜ :=
(u1, u2, . . . , un−1)T , where uj := 0 if j /∈ In.
Let B denote the following (n− 1)× (n− 1) matrix: the first row is a, the second row is
aA˜, the third row is aA˜2, . . . , and the last row is aA˜n−2. Consider the following claim:
Claim A: For generic values of the ak`’s, the matrix B is invertible.
To prove this claim, we must show that detB, which is a polynomial in the ak`’s, is nonzero.
Relabel the vertex n in G by 0, and call this graph G′. Let T denote a subgraph of G′ that is
a directed 0-tree (such a subgraph exists by the hypothesis of being output-reachable). Let
T˜ be the graph arising from T as defined in Lemma A.2, and let B be the matrix (21).
We claim thatB = B|{aj`=0|`→j is not an edge of T}. To see this, note that A˜|{aj`=0|`→j is not an edge of T}
is the adjacency matrix for the graph T˜0 obtained by deleting vertex 0 from T˜ . Hence, the
(i1, i2) entry in (A˜)
k|{aj`=0|`→j is not an edge of T} is a sum of monomials aW , where the sum is
over walks W in T˜0 of length k from i1 to i2. The vector a encodes the directed edges `→ 0,
and so it is straightforward to check that the a(A˜k)|{aj`=0|`→j is not an edge of T}’s, i.e., the rows
of B|{aj`=0|`→j is not an edge of T}, form the matrix B as in (21).
Hence, using Lemma A.2, we obtain:
detB|{aj`=0|`→j is not an edge of T} = detB 6= 0 .
Hence, detB 6= 0, and so Claim A holds.
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As explained in the proof of (Meshkat et al. 2015, Lemma 3), solutions to the model M
satisfy Bx˜ = c, where c is the vector of length n− 1 that decomposes as follows:
c =

x′n − Annxn − un
x
(2)
n − Annx′n − u′n − (abxn + au˜)
...
x
(k)
n − Annx(k−1)n − u(k−1)n −
∑k−2
j=0
(
aA˜k−2−jbx(j)n + aA˜k−2−ju˜(j)
)
...

=

x′n − Annxn
x
(2)
n − Annx′n − abxn
...
x
(k)
n − Annx(k−1)n −
∑k−2
j=0 aA˜
k−2−jbx(j)n
...
−

un
u′n + au˜
...
u
(k−1)
n +
∑k−2
j=0 aA˜
k−2−ju˜(j)
...
 =: c(x) + c(u) ,
where un := 0 if n /∈ In. Each coordinate of c is a Q(akl)-linear combination of the variable
xn and the input variables up (for p ∈ In) and their derivatives x(q)n and u(q)p . Therefore, as
B is invertible (for generic values of the akl’s), then we obtain the desired equations gj:
x˜ = B−1c =: (g1, g2, . . . , gn−1)T ,
once we verify the following claim:
Claim B: In each g`, the coefficient of at least one of the x
(q)
n ’s is nonzero.
To show this claim, assume for contradiction that, in some g`, the coefficient of every x
(q)
n
is zero. Then, by the above decomposition, we obtain (B−1c(x))` = 0 (the zero polynomial).
In other words, letting d denote row-l of B−1, we have 〈d, c(x)〉 = 0.
We will show that d is the zero vector. Among the coordinates c
(x)
j (for j = 1, . . . , n − 1)
of c(x), only the last coordinate, namely, c
(x)
n−1, contains as a summand x
(n−1)
n . So, in order for
〈d, c(x)〉 = 0, we must have that dn−1 = 0 (here we use the fact that the coordinates of d
are in Q(akl)). Next, let d˜ and c˜(x) be the vectors obtained by removing the last coordinate
from, respectively, d and c(x). We have 〈d˜, c˜(x)〉 = 0, and so we can apply the same argument
as above to obtain that dn−2 = 0. Continuing, we obtain that every coordinate of d is zero.
We have reached a contradiction, and so Claim B holds. This completes the proof. 
Corollary A.3. Every output connectable linear compartmental model is algebraically ob-
servable.
Proof. Consider a linear compartmental model M = (G, In,Out, Leak) that is output con-
nectable. Let ` be any compartment. If ` ∈ Out, then the state variable x` is itself an output
variable, and so is already written in terms of output variables.
So, assume that ` /∈ Out. As the model is output connectable, there exists i ∈ Out such
that there is a path from ` to i. Let G′ denote the output-reachable subgraph to yi.
It is straightforward to check that the restriction of M to G′ (Definition 3.9) satisfies the
hypotheses of Proposition A.1 with respect to i. Also, the ODEs of M are obtained from
those of the restriction by appending the ODEs for state variables xj(t) with j not in the
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vertex set of G′ (see the proof of (Gross et al. 2018, Lemma 3.7)). Thus, the equation x` = g
obtained from Proposition A.1 expresses x` as a function of xi, the inputs, their derivatives,
and the parameters. Thus, by Diop & Wang (1993), M is algebraically observable. 
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