Abstract We introduce a first order method for solving very large cone programs to modest accuracy. The method uses an operator splitting method, the alternating directions method of multipliers, to solve the homogeneous selfdual embedding, an equivalent feasibility problem involving finding a nonzero point in the intersection of a subspace and a cone.
Introduction
Consider the primal-dual pair of (convex) cone optimization problems minimize c T x subject to Ax + s = b (x, s) ∈ R n × K, maximize −b T y subject to −A T y + r = c (r, y) ∈ {0} n × K * .
(
Here x ∈ R n and s ∈ R m (with n ≤ m) are the primal variables, r ∈ R n and y ∈ R m are the dual variables. We refer to x as the primal variable, s as the primal slack variable, y as the dual variable, and r as the dual residual. The set K is a nonempty closed convex cone with dual cone K * , and {0} n is the dual cone of R n , so the cones R n × K and {0} n × Kwhich explicitly forces the duality gap, c T x + b T y, to be zero; this is otherwise enforced implicitly.
Certificates of infeasibility
If strong duality holds, then exactly one of the sets
is nonempty, a result known as a theorem of strong alternatives [7, §5.8] . Since the set P encodes primal feasibility, this implies that any dual variable y ∈ D serves as a proof or certificate that the set P is empty, i.e., that the problem is primal infeasible. Intuitively, the set D encodes the requirements for the dual problem to be feasible but unbounded. Similarly, exactly one of the following two sets is nonempty:
Any primal variable x ∈P is a certificate of dual infeasibility.
Homogeneous self-dual embedding
The original pair of problems (1) can be converted into a single feasibility problem by embedding the KKT conditions into a single system of equations and inclusions that the primal and dual optimal points must jointly satisfy. The embedding is as follows:
This is almost what is needed: Any (x ⋆ , s ⋆ , r ⋆ , y ⋆ ) that satisfies (6) is optimal for (1), but if (1) is primal or dual infeasible, then (6) has no solution.
The homogeneous self-dual embedding [40] addresses this shortcoming:
, (x, s, r, y, τ, κ) ∈ R n ×K×{0} n ×K * ×R + ×R + .
(7) This embedding introduces two new variables τ and κ that are nonnegative and complementary (i.e., at most one is nonzero). The idea is that the different possible values of τ and κ encode the different possible outcomes. If τ is nonzero at the solution, then it serves as a scaling factor that can be used to recover the solutions to (1); otherwise, if κ is nonzero, then the original problem is primal or dual infeasible. In particular, if τ = 1 and κ = 0, the self-dual embedding reduces to the simpler embedding (6) .
Any solution of the self-dual embedding (x, s, r, y, τ, κ) falls into one of three cases: 1. τ > 0 and κ = 0. The point (x,ŷ,ŝ) = (x/τ, y/τ, s/τ ) satisfies the KKT conditions of (1) and so is a primal-dual solution. 2. τ = 0 and κ > 0. This implies that the gap c T x + b T y is negative.
-If b
T y < 0, thenŷ = y/(−b T y) is a certificate of primal infeasibility (i.e., D is nonempty) since A Tŷ = 0,ŷ ∈ K * , b Tŷ = −1.
-If c T x < 0, thenx = x/(−c T x) is a certificate of dual infeasibility (i.e., P is nonempty) since −Ax ∈ K, c Tx = −1.
-If both c T x < 0 and b T y < 0, then the problem is both primal and dual infeasible (but the strong duality assumption is violated). 3. τ = κ = 0. Nothing can be concluded about the original problem.
The system (7) is homogeneous because if (x, s, r, y, τ, κ) is a solution to the embedding, then so is (tx, ts, tr, ty, tτ, tκ) for any t ≥ 0, and when t > 0 this rescaled value yields the same primal-dual solution or certificates for (1). The embedding is also self-dual, which we show below.
Notation. To simplify the subsequent discussion, let
The homogeneous self-dual embedding (7) can then be expressed as
where C = R n × K * × R + is a cone with dual cone C * = {0} n × K × R + . Of course we are interested in finding a nonzero solution of the homogeneous self-dual embedding (8) . In the sequel, u x , u y , u τ and v r , v s , v κ will denote the entries of u and v that correspond to x, y, τ and r, s, κ, respectively.
Self-dual property. Let us show that the feasibility problem (8) is self-dual. The Lagrangian has the form
where the dual variables are ν, λ, µ, with λ ∈ C * , µ ∈ C. Minimizing over the primal variables u, v, we conclude that
Eliminating ν = −µ and using Q T = −Q we can write the dual problem as
with variables µ, λ. This is identical to (8) .
3 Operator splitting method
Basic method
The alternating direction method of multipliers (ADMM) [6] is an operator splitting method that solves convex problems of the form
Here, f and g may be nonsmooth or take on infinite values to encode implicit constraints. The basic ADMM algorithm is
where ρ > 0 is a step size parameter and λ is the (scaled) dual variable associated with the constraint x = z, and the superscript k denotes iteration number. The initial points z 0 and λ 0 are arbitrary but are usually taken to be zero. Under some very mild conditions [6, §3.2] , ADMM converges to a solution, in the following sense: f (x k ) + g(z k ) converges to the optimal value, λ k converges to an optimal dual variable, and x k − z k (the equality constraint residual) converges to zero. We will mention later some variations on this basic ADMM algorithm with similar convergence guarantees.
To apply ADMM, we transform the embedding (8) to ADMM form (9):
where I S denotes the indicator function [28, §4] of the set S. A direct application of ADMM to the self-dual embedding written as (10) yields the following algorithm:
where Π S (x) denotes the Euclidean projection of x onto the set S. Here, λ and µ are dual variables for the equality constraints on u and v, respectively.
Simplified method
In this section we show that the basic ADMM algorithm (11) given above can be simplified using properties of our specific problem.
Eliminating dual variables
If we initialize λ 0 = v 0 and µ 0 = u 0 , then λ k = v k and µ k = u k for all subsequent iterations. This result, which is a direct consequence of the selfduality of (8) , allows us to eliminate the dual variable sequences above. This will also simplify the linear system in the first step and remove one of the cone projections.
Proof The proof is by induction. The base case holds because we can initialize the variables accordingly. Assuming that λ k = v k and µ k = u k , the first step of the algorithm becomes
where
for any z, since the two projection problems are identical except for reversed output arguments. This gives that
Recall that z = Π Q (z) + Π Q ⊥ (z) for any z. With (12) and (13), this gives
The Moreau decomposition [25, §2.5] of x with respect to a nonempty closed convex cone C is given by
and moreover, the two terms on the right-hand side are orthogonal. It can be rewritten as x = Π C (x) − Π C * (−x). Combining this with (14) gives
A similar derivation yields λ k+1 = v k+1 , which completes the proof. This lets us eliminate the sequences λ k and µ k .
Once the value u k+1 = Π C (ũ k+1 − v k ) has been calculated, the step that projects onto the dual cone C * can be replaced with
This follows from the λ k update, which is typically cheaper than a projection step. Now no sequence depends onṽ k any longer, so it too can be eliminated.
Projection onto affine set
Each iteration, the algorithm (11) computes a projection onto Q by solving
subject to v = Qu with variables u and v. The KKT conditions for this problem are
where µ ∈ R m+n+1 is the dual variable associated with the equality constraint Qu − v = 0. By eliminating µ, we obtaiñ
The matrix Q is skew-symmetric, so this simplifies tõ
(The matrix I + Q is guaranteed to be invertible since Q is skew-symmetric.)
Final algorithm
Combining the simplifications of the previous sections, the final algorithm is
The algorithm consists of three steps. The first step is projection onto a subspace, which involves solving a linear system with coefficient matrix I + Q; this is discussed in more detail in §4.1. The second step is projection onto a cone, a standard operation discussed in detail in [25, §6.3] . The computational complexity of these steps is the same as if we applied ADMM to the primal or dual problem alone, see, e.g., [37] . The last step is computationally trivial and has a simple interpretation: As the algorithm runs, the vectors u k andũ k converge to each other, so u k+1 − u k+1 can be viewed as the error at iteration k+1. The last step shows that v k+1 is exactly the running sum of the errors. Roughly speaking, this running sum of errors is used to drive the error to zero, exactly as in integral control [15] . We can also interpret the second and third steps as a combined Moreau decomposition of the pointũ k+1 − v k into its projection onto C (which gives u k+1 ) and its projection onto −C * (which gives v k+1 ). The algorithm is homogeneous: If we scale the initial points by some factor γ > 0, then all subsequent iterates are also scaled by γ and the overall algorithm will give the same primal-dual solution or certificates for (1), since the system being solved is also homogeneous.
Variations
There are many variants on the basic ADMM algorithm (17) described above, and any of them can be employed with the homogeneous self-dual embedding. We briefly describe two important variations that we use in our reference implementation.
Over-relaxation. In the u-and v-updates, replace all occurrences ofũ k+1 with
where α ∈ (0, 2) is a relaxation parameter. When α = 1, this reduces to the basic algorithm given above. When α > 1, this is known as over-relaxation; when α < 1, this is under-relaxation. Some numerical experiments suggest that values of α around 1.5 can improve convergence in practice [12, 23] .
Approximate projection. Another variation replaces the (subspace projection)
with a suitable approximation. We replacẽ u k+1 in the first line of (17) with anyũ k+1 that satisfies
This variation is particularly useful when an iterative method is used to computeũ k+1 . Note that (18) is implied by the (more easily verified) inequality
This follows from the fact that (I + Q)
2 ≤ 1, which holds since Q is skew-symmetric. The left-hand side of (19) is the norm of the residual in the equations that defineũ k+1 in the basic algorithm.
Convergence
Algorithm convergence. We show that the algorithm converges, in the sense that it eventually produces a point for which the optimality conditions almost hold. For the basic algorithm (17) , and the variant with over-relaxation and approximate projection, for all iterations k > 0 we have
These follow from the last two steps of (17), and hold for any values of
is a projection onto C, u k ∈ C follows immediately. The condition v k ∈ C * holds since the last step can be rewritten as
, holds by our observation that these two points are the (orthogonal) Moreau decomposition of the same point.
In addition to the three conditions in (20) , only one more condition must hold for (u k , v k ) to be optimal: Qu k = v k . This equality constraint holds asymptotically, that is, we have, as k → ∞,
(We show this from the convergence result for ADMM below.) Thus, the iterates (u k , v k ) satisfy three of the four optimality conditions (20) at every step, and the fourth one (21) is satisfied in the limit.
To show that the equality constraint holds asymptotically we use general ADMM convergence theory; see, e.g., [6, §3.4.3], or [13] for the case of approximate projections. This convergence theory tells us that
as k → ∞, even with over-relaxation and approximate projection. From the last step in (17) we conclude that (14), (22), and
and using (22) we get
which is what we wanted to show.
Eliminating convergence to zero. We can guarantee that the algorithm will not converge to zero if a nonzero solution exists, by proper selection of the initial point (u 0 , v 0 ), at least in the case of exact projection. Denote by (u ⋆ , v ⋆ ) any nonzero solution to (8), which we assume satisfies either u 
Let φ denote the mapping that consists of one iteration of algorithm (17),
We show in the appendix that the mapping φ is nonexpansive, i.e., for any (u, v) and (û,v) we have that Since the problem is homogeneous, the point γ(u ⋆ , v ⋆ ) is also a solution for any positive γ, and is also a fixed point of φ. Combining this with (23), we have at iteration k
for any γ > 0. Expanding (25) and setting
which is positive by our choice of (u 0 , v 0 ), we obtain
and applying Cauchy-Schwarz yields
Thus, for k = 1, 2, . . ., the iterates are bounded away from zero.
Normalization. The vector given by
satisfies the conditions given in (20) for all iterations, and by combining (21) with (26) we have that
in the exact projection case at least. In other words, the unit vector (û k ,v k ) eventually satisfies the optimality conditions for the homogeneous self-dual embedding to any desired accuracy.
Termination criteria
We terminate the algorithm when it finds a primal-dual optimal solution or a certificate of primal or dual infeasibility, up to some tolerances. Let
be the candidate solution. This candidate is guaranteed to satisfy the cone constraints and complementary slackness condition by (20) . It thus suffices to check that the residuals
are small. Explicitly, we terminate if
Here, quantities ǫ pri , ǫ dual , ǫ gap are the primal residual, dual residual, and duality gap tolerances, respectively.
On the other hand, if the current iterates satisfy
is an approximate certificate of unboundedness with tolerance ǫ unbdd , or if they satisfy
is an approximate certificate of infeasibility with tolerance ǫ infeas .
These stopping criteria are identical to those used by many other cone solvers and similar to those used by DIMACS and the SeDuMi solver.
Efficient subspace projection
In this section we discuss how to efficiently compute the projection onto the subspace Q, exactly and also approximately (for the approximate variation).
Solving the linear system
The first step is to solve the linear system (I + Q)ũ k = w for some w:
To lighten notation, let
where M + hh T is the Schur complement of the lower right block 1 in I + Q. Applying the matrix inversion lemma to (M + hh
Thus, in the first iteration, we compute and cache M −1 h. To solve (27) in subsequent iterations, it is only necessary to compute
which will require the bulk of the computational effort, and then to perform some simple vector operations using cached quantities. There are two main ways to solve linear equations of the form
the system that needs to be solved once per iteration. The first method, a direct method that exactly solves the system, is to solve (28) by computing a sparse permuted LDL factorization [11] ofM , the matrix appearing in the middle of (28) , in the first iteration, then to use this cached factorization to solve the system in subsequent steps. This technique, called factorization caching, is very effective in the common case when the factorization cost is substantially higher than the subsequent solve cost, so all iterations after the first one can be carried out quickly. BecauseM is quasi-definite, the factorization is guaranteed to exist for any symmetric permutation [36] . The second method, an indirect method that we use to approximately solve the system, involves first rewriting (28) as
by elimination. This system is then solved with the conjugate gradient method (CG) [16, 22, 30] . Each iteration of conjugate gradient requires multiplying once by A and once by A T , each of which can be parallelized. If A is very sparse, then these multiplications can be performed especially quickly; when A is dense, it may be better to first form G = I +A T A in the setup phase. We warm start CG by initializing each subsequent call with the solution obtained by the previous call. We terminate the CG iterations when the residual satisfies (19) for some appropriate sequence µ k . In a practical implementation we also fix a maximum number of CG iterations; by doing this we lose our convergence guarantee, but we have not found any instances in which this practical modification has resulted in nonconvergence.
Repeated solves
If the cone problem must be solved more than once, then computation from the first solve can be re-used in subsequent solves by warm starting: we set the initial point to the primal-dual solution of the previous solve, with initial guesses τ 0 = 1 and κ 0 = 0. If the data matrix A does not change and a direct method is being used, then the sparse permuted LDL factorization can also be re-used across solves for additional savings. This arises in many practical situations, such as in control, statistics, and sequential convex programming.
Scaling problem data
Though the algorithm in (17) has no explicit parameters, the relative scaling of the problem data can greatly affect the convergence in practice. This suggests a preprocessing step where we rescale the data to (hopefully) improve the convergence.
In particular, consider scaling vectors b and c by positive scalars σ and ρ, respectively, and scaling the primal and dual equality constraints by the diagonal positive definite matrices D and E, respectively. This yields the following scaled primal-dual problem pair:
with variablesx,ŷ,r, andŝ. After solving this new cone program with problem dataÂ = DAE,b = σDb, andĉ = ρEc, the solution to the original problem (1) can be recovered from the rescaled solution via
The matrix D must respect the cone boundaries for K.
where K i ∈ R mi , then we could use, for example,
where each π i > 0. Empirically, we have observed that data which has been equilibrated admits better convergence rates. In other words, if the columns of A and b all have Euclidean norm close to one and the rows of A and c have similar norms, then the algorithm (17) typically performs well. The scaling parameters E, D, σ, and ρ can be chosen to (approximately) achieve this [24, 27, 29] , though the question of whether there is an optimal scaling remains open.
Scaled termination criteria. When the algorithm is applied to the scaled problem, it is still desirable to terminate the procedure when the residuals for the original problem satisfy the stopping criteria defined in §3.5.
The original residuals can be expressed in terms of the rescaled data as
and the convergence checks can be applied as before. The stopping criteria for unboundedness and infeasibility then become
2 )ǫ infeas .
Related work
The approach described in this paper involves combining ideas from a number of different ideas that are well-established in the literature, such as cone programming and operator splitting methods, so we do not provide detailed historical citations. Instead, we highlight various dimensions along which our method can be compared to others. First, some methods for solving cone programs only return primal solutions, while others can return primal-dual pairs. In addition, some methods can only handle feasible problems, while other methods can also return certificates of infeasibility or unboundedness. The idea of homogeneous self-dual embedding is due to Ye and others [38, 40] . Self-dual embeddings have generally been solved via interior-point methods, while the literature on other algorithms has generally yielded methods that cannot return certificates of infeasibility see, e.g., [3, 18, 37] .
Second, there are different ways to apply ADMM to solve cone programs; see Boyd et al. [6] for more background on ADMM itself. In some cases, these are applied to the original cone program (or its dual) and yield methods that can return primal-dual pairs but cannot handle infeasible or unbounded problems. There are also more minor variations that yield similar but distinct algorithms; for example, if we swap the roles of the two objective terms in (9), the corresponding steps will switch order in the resulting algorithm, and this algorithm is not equivalent to the one given here. A closely related, but distinct, technique to ours is Spingarn's 'method of partial inverses' [32] ; the difference being that we seek a pair of points in a cone and its dual cone rather than in a linear subspace and its orthogonal complement.
Third, the indirect version of our method only interacts with the coefficient matrix A by multiplication by A or A T , which we can informally refer to as a 'scientific computing' style algorithm. There are several other methods that share similar characteristics, such as [9] . See Esser et al. [14] for a detailed discussion of various first-order methods and the relationships between them, and Parikh and Boyd [25] for a survey of proximal algorithms in particular.
Finally, our approach involves converting a primal-dual pair into a convex feasibility problem involving finding a point in the intersection of two convex sets. There are a number of other projection algorithms that could be used to solve this kind of problem, such as the classical alternating directions method or Dykstra's alternating projections method. For a further discussion of these and many other projection methods, see Bauschke and Koch [4] .
Numerical experiments
In this section, we present numerical results of our algorithm on three problem families and on the DIMACS test suite. For the first three examples we solve small, medium, and large instances of the problem, and for each instance, we report the number of variables, number of constraints, and number of nonzero entries in the data matrix A after it has been transformed to the standard form (1) . We also report the number of iterations required to reach convergence and the total wall clock time elapsed to solve the problem instance.
We use the termination criteria described in §3.5 and §5, with
The objective value reported for SCS is the average of the primal and dual objectives at termination. The time to carry out and undo the scaling is included in the solve times. All the experiments were carried out on a system with a quad-core Intel Xeon processor with clock speed 3.4GHz and 16 GB of RAM running Linux.
Algorithm. Our implementation, which we call SCS for 'splitting conic solver', was written in C and can solve LPs, SOCPs, SDPs, and EXPs (exponential cone programs). Projections onto the semidefinite cone are performed using the LAPACK dsyevr method for computing the eigendecomposition. The software includes four different ways to solve the set of linear equations at each iteration. We support both dense and sparse solvers and both direct and indirect methods. The dense and sparse variations yield identical results, though the sparse version is faster when A is sparse; the indirect method (here, conjugate gradient) returns different results from the direct method since it solves the linear system approximately at each iteration. In these examples, we restricted the indirect solver to take at most two iterations of conjugate gradient, which turned out to be sufficient to ensure convergence of the overall algorithm to the tolerances we specified. (Note that terminating after a fixed number of conjugate gradient iterations does not satisfy the conditions to guarantee convergence of the overall algorithm [13] .)
The sparse direct implementation uses a single-threaded sparse permuted LDL T decomposition from the SuiteSparse package [1, 10, 11] . The sparse indirect implementation uses a basic sparse matrix multiplication routine that we implemented ourselves; it can be easily multi-threaded, though we did not take advantage of this in the tests here.
The dense methods use the standard frameworks BLAS and LAPACK [2, 19] . In particular, the direct version performs a Cholesky factorization on the matrix I + A T A, while the indirect version first forms A T A and then uses dense matrix multiplies. Depending on the BLAS implementation used, these operations can be multi-threaded, or even run on a GPU.
Source code. Our solver is available online at https://github.com/cvxgrp/scs along with the code to run the numerical examples. We also include a reference implementation of the algorithm in Matlab.
Comparison to interior-point methods. As a point of reference we provide performance results for SDPT3 [35] , a state-of-the-art interior-point solver, running on the same machine for all problems. With the exception of the DIMACS problems which are provided in standard form, all problems were automatically transformed to cone form using CVX [17] , a MATLAB-based parser-solver, so SCS and SDPT3 are targeting identical cone formulations of the original problems. For all instances we report only the solve time, not the initial time required for CVX to transform the problem, which is independent.
Note that SDPT3 typically achieves higher precision than our solver by the time we declare convergence. We emphasize, however, that the two sets of results are not really comparable: ADMM is a first-order method intended to provide solutions of low to medium accuracy, while the interior-point method implemented in SDPT3 is second-order and is capable of returning high-accuracy solutions reliably. The use of our approach, as discussed previously, is that it is amenable to parallelization and can scale to solve larger problems than can be solved at all by standard interior-point methods. Note also that SDPT3 is multi-threaded, whereas our sparse implementation of SCS is single-threaded.
Lasso
Consider the following optimization problem:
over z ∈ R p , where F ∈ R p×q , g ∈ R p and µ ∈ R + are data, and typically p ≫ q. This problem, known as the lasso [34] , is widely studied in high-dimensional statistics, machine learning, and compressed sensing. Roughly speaking, (29) seeks a sparse vector z such that F z ≈ g, and the parameter µ trades off between quality of fit and sparsity.
The lasso problem can be formulated as the SOCP
This formulation is easily transformed in turn into the standard form (1) . Note that while the original lasso problem is unconstrained, the equivalent cone formulation is not. Problem instances. We generated data for the numerical instances as follows. First, the entries of F were sampled independently from a standard normal distribution. We then randomly generated a sparse vectorẑ with p entries, only p/10 of which were nonzero. We then set g = Fẑ + w, where the entries in w were sampled independently and identically from N (0, 0.1). We chose µ = 0.1µ max for all instances, where µ max = F T g ∞ is the smallest value of µ for which the solution to (29) is zero. We used SCS with the dense linear equation solver for these problems. The results are summarized in Table 1 .
Results. The results are striking. For the small, medium, and large instances, SCS provides a speedup of roughly 20×, 75×, and 260×, respectively. In the largest case, SCS takes around 10 minutes compared to over 47 hours for SDPT3. In other words, not only is the degree of speedup dramatic in each case, but it also continues to increase as the problem size gets larger; this is consistent with our goal of solving problems outside the scope of traditional interior-point methods efficiently.
A concern might be that the solutions being returned by SCS are poor as a result. Instead, we see that the solutions returned attain an objective value within only 0.001% of the optimal value attained by SDPT3, a negligible difference in most applications. The choice of stopping tolerances also guarantees that the relative infeasibility of the returned solutions is quite small, less than 10 −3 .
Portfolio optimization
Consider a simple long-only portfolio optimization problem [5, 20] , [7, §4.4 .1] in which we choose the relative weights of assets to maximize the expected risk-adjusted return of a portfolio:
where the variable z ∈ R p represents the portfolio of p assets, µ ∈ R p is the vector of expected returns, γ > 0 is the risk aversion parameter, and Σ ∈ R p×p is the asset return covariance matrix (also known as the risk model ).
Typically, the risk model is expressed in factor model form
where F ∈ R p×q is the factor loading matrix and D ∈ R p×p is a diagonal matrix representing 'idiosyncratic' or asset-specific risk. The number of risk factors q is typically much less than the number of assets p. Factor model form is widely used in practice, both to ease the statistical burden of estimating p 2 entries in Σ and to ease the computational burden of dealing with a full p × p matrix.
This problem can be converted in the standard way into an SOCP:
with variables z ∈ R p , t ∈ R, s ∈ R, u ∈ R, and v ∈ R. This can be transformed into standard form (1) in turn.
Problem instances. The vector of log-returns, log(µ), was sampled from a standard normal distribution, yielding log-normally distributed returns. The entries in F were sampled independently from N (0, 1), and the diagonal entries of D were sampled independently from a uniform distribution on [0, 2] . For all problems, we chose γ = 10. For this problem we used SCS with the sparse linear equation solver. The results are summarized in Table 2 .
Results. In all three instances, the objective value attained by SCS was within 0.02% of the optimal value. The worst budget constraint violation in any instance was only 6 × 10 −5 and the worst non-negativity constraint violation was only 3×10 −6 . Despite this, SCS is more than ten times faster than SDPT3 for the smaller instances and more than sixty times faster for the large instance. 
Robust principal components analysis
This example considers the problem of recovering a low rank matrix from measurements that have been corrupted by sparse noise. In [8] , the authors formulated this problem as follows:
with variables L ∈ R p×q and S ∈ R p×q , and with data M ∈ R p×q the matrix of measurements and µ ∈ R + a parameter that constrains the estimate of the corrupting noise term to be below a certain value. Here, · * is the nuclear norm and · 1 represents the sum of the columnwise ℓ 1 norms. Roughly speaking, the problem is to decompose the given matrix M into the sum of a sparse matrix S and a low-rank matrix L.
The problem can be converted into an SDP as follows:
, and t ∈ R pq , where vec(S) returns the columns of S stacked as a single vector. The transformation of this problem into standard form (1) is straightforward.
Problem instances. We set M =L +Ŝ whereL was a randomly generated rank-r matrix andŜ was a sparse matrix with approximately 10% nonzero entries. For all instances, we set µ to be equal to the sum of absolute values of the entries ofŜ and generated the data with r = 10. For simplicity, we chose the matrices to be square, i.e., p = q, for all instances. For this problem we used the implementation of SCS with the sparse linear equation solver. The results are summarized in Table 3 .
Results. On the two larger examples, SDPT3 ran out of memory (which we denote OOM), so we cannot directly measure the suboptimality of the SCS solution. However, the reconstruction error
whereL is the true low-rank matrix used to generate the data and L is the estimate returned by our algorithm, was less than 3×10 −4 across all instances. Since this is the actual metric of interest in applications, this implies that the solutions returned were more than adequate. 
DIMACS problems
Finally, we present results for SCS on the problems in the DIMACS Challenge Library [21, 26] , which serves as a standard test suite for cone solvers. The library consists of convex cone programs of varying sizes and difficulty that arise from a wide variety of sources and applications. We ran SCS on all the problems in the library and summarize the results in Tables 4 for SOCPs and 5 for SDPs. In these tables an entry of N/A or a question mark in the DIMACS 'opt' column indicates that the optimal objective value is unknown or not known to high accuracy, respectively. An asterisk in the SDPT3 solve time column indicates that SDPT3 returned a negative termination code, typically meaning that the problem could not be solved to default tolerances. A dash in the same column indicates complete failure of SDPT3, either by crashing or throwing an exception.
For these experiments we used SCS with the sparse direct linear equation solver, with the exception of the SDP 'industry2' which required the use of the sparse indirect solver due to memory constraints. In that case we set the maximum number of CG iterations to 5. For all instances we set the maximum number of iterations to 2500 and all the stopping criteria defined in §3.5 to 10 −3 . Some instances hit the maximum iteration threshold so we report the relative residuals, as defined in table 6, for all problems at termination. Tables 4 and 5 , the results are very promising overall. SCS had four main failures, one in 'filtinf1' (a mixed SDP and SOCP problem from pulse amplitude modulation filter design) and the other three in the four 'sched orig' problems (quadratic relaxations of combinatorial scheduling problems).
Results. As is clear from
In 'sched 50 50 orig', 'sched 100 50 orig', and 'sched 100 100 orig', it declared that the problems were infeasible when they were not. In these three cases SCS found a certificate of infeasibility that satisfied the stopping criteria. In addition, it was quite inaccurate in the remaining sched orig problem. This is unsurprising, because these problems are very poorly scaled. Indeed, the DIMACS library itself includes reformulated 'sched scaled' variations of these problems that have been rescaled for this reason. SCS performed well on these rescaled versions. In the filtering problem, it returned a solution despite the problem being dual infeasible. The solution satisfied the stopping criteria for primal-dual optimality, indicating that the stopping criteria are not tight enough for this problem.
For large SDPs the dominant computational cost was the projection onto the semi-definite cone, which required an eigen decomposition of a dense matrix. The LAPACK dsyevr subroutine is not capable of reusing computation when performing many similar eigenvalue decompositions sequentially, and so is inefficient for this use case. Consequently, SCS is slower than SDPT3 for several of the SDP instances. An approximate eigenvalue decomposition method that can re-use computation from one iteration to the next would dramatically primal residual Tables 4 and 5 .
reduce the solve time. Despite this, SCS is faster than SDPT3 on most of the SDP examples and solved the larger instances that SDPT3 could not handle.
Conclusions
We presented an algorithm that can return primal and dual optimal points for convex cone programs when possible, and certificates of primal or dual infeasibility otherwise. The technique involves applying an operator splitting method, the alternating direction method of multipliers, to the homogeneous self-dual embedding of the original optimization problem. This embedding is a feasibility problem that involves finding a point in the intersection of an affine set and a convex cone, and each iteration of our method solves a system of linear equations and projects a point onto the cone. We showed how these individual steps can be implemented efficiently and are often amenable to parallelization. We provide a reference implementation of our algorithm in C, which we call SCS. We show that this solver can solve large instances of cone problems to modest accuracy quickly and is particularly well suited to solving large cone problems outside of the reach of standard interior-point methods.
Finally, we note that the performance of our algorithm is, like all first-order methods, sensitive to the scaling of the problem data. Though we provide a scaling heuristic that performs well in many cases, the problem of finding the 'best' scaling, should one exist, remains a key open question for future work.
where the first equality is the Moreau decompositions of x andx, the second follows by expanding the norm squared and the fact that Π C (x) ⊥ Π −C * (x) for any x, and the inequality follows from Π C (x) T Π −C * (x) ≤ 0 by the definition of dual cones.
Similarly for L we have 
