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Introduction Générale
Dans le monde occidental, la première cause de mortalité provient des maladies car-
diovasculaires. Même si les connaissances acquises en cardiologie sont grandes, le c÷ur n'a
pas encore dévoilé tous ses secrets. Pourtant les médecins disposent de nombreux moyens
pour l'étudier et vériﬁer son bon fonctionnement. Notamment, ils utilisent l'électrocar-
diogramme, qui est une représentation graphique temporelle des diﬀérences de potentiels
des forces électriques qui conduisent à la contraction musculaire cardiaque. L'électrocar-
diogramme contient énormément d'informations sur le fonctionnement et les éventuelles
pathologies du c÷ur. Grâce à leur expérience, les médecins relèvent des pathologies éven-
tuelles. Toutefois, les enregistrements des électrocardiogrammes sont bien souvent bruités
et parfois peu exploitables ; c'est alors qu'intervient le domaine du traitement du signal.
Grâce aux diﬀérents outils que ce domaine nous propose, il est par exemple possible de
débruiter et d'analyser les électrocardiogrammes de façon automatique. L'importation des
méthodes de traitement du signal appliquées au domaine du médical, et en particulier au
cardiaque, fournissent alors une aide au diagnostic. On peut ajouter à cela un aspect non-
clinique qu'est la modélisation du fonctionnement cardiaque dans un cas non pathologique.
En eﬀet, la mise au point d'appareillages implantables, tels que les pacemakers, nécessite
une connaissance ﬁne du fonctionnement cardiaque aﬁn de restituer de façon la plus ﬁdèle
son cycle naturel.
Le système cardiovasculaire est constitué du c÷ur et du système vasculaire, sa fonction
principale étant d'assurer un ﬂux de sang continu et sous pression suﬃsante aux organes et
aux tissus aﬁn de satisfaire aux besoins énergétiques et au renouvellement cellulaire quelles
que soient les conditions ambiantes et l'activité de l'individu. Le c÷ur est l'organe central
du système cardiovasculaire, il peut être aﬀecté de nombreuses pathologies plus ou moins
graves, telles qu'une tachycardie (accélération du rythme cardiaque), ou un infarctus du
myocarde (mort de cellules d'une partie du muscle cardiaque). Ces pathologies sont reﬂé-
tées par des troubles de l'activité électrique du c÷ur. Ces signaux électriques résultent des
variations de concentrations ioniques intra- et extra-cellulaires et entraînent la contraction
des deux oreillettes et des deux ventricules constituant le c÷ur.
Aﬁn de diagnostiquer et de traiter les maladies cardiovasculaires, deux types de procé-
dures pour explorer l'activité électrique cardiaque sont généralement utilisées : les procé-
dures invasives et les procédures non-invasives. Les premières nécessitent une intervention
chirurgicale, et consistent à aller placer directement à l'intérieur du muscle cardiaque des
électrodes pour enregistrer l'activité électrique. On parle alors d'enregistrement endocavi-
taire. Cette technique d'enregistrement permet de détecter plus précisément des lésions du
tissu cardiaque au niveau des oreillettes ou des ventricules. Les techniques non-invasives
sont plus courantes car elles sont moins contraignantes pour le patient, et consistent à
recueillir les diﬀérences de potentiels crées par les forces électriques présentes dans le c÷ur
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au moyen d'électrodes directement posées sur la peau (de façon standard au dessus des
poignets et des chevilles, voire sur le thorax ou dans le dos dans certains cas). L'électrocar-
diogramme (ECG) est l'examen non-invasif le plus courant, et il possède une grande valeur
clinique pour le diagnostic des troubles de la conduction électrique cardiaque en étudiant le
rythme cardiaque et la morphologie des diﬀérentes ondes constituant le cycle cardiaque. Un
cycle cardiaque enregistré par l'ECG est composé de 5 ondes caractéristiques d'événements
cardiaques : l'onde P reﬂète la dépolarisation des oreillettes induisant leurs contractions
simultanées, le complexe formé par les ondes Q, R et S est caractéristique de la dépolarisa-
tion des ventricules, et l'onde T exprime le phénomène de repolarisation des ventricules. La
repolarisation des cellules correspond à une phase de relâchement qui permet le remplis-
sage sanguin des cavités ventriculaires. Les intervalles de temps entre ces diﬀérentes ondes
de l'ECG fournissent d'importants indicateurs pour le diagnostic des maladies cardiaques
car ils reﬂètent des processus physiologiques du c÷ur et du système nerveux autonome.
Parmi les principaux étudiés, l'intervalle R-R indique la période cardiaque, c'est à dire le
temps entre deux battements successifs. En l'inversant, on obtient alors la fréquence car-
diaque communément exprimée en battements par minute. L'intervalle Q-T est le reﬂet
de toute l'activité ventriculaire, c'est à dire des phases de dépolarisation et de repolarisa-
tion. L'intervalle P-R représente le temps que met le signal électrique pour traverser les
oreillettes et atteindre les ventricules : c'est le temps de conduction auriculo-ventriculaire.
L'analyse de ces diﬀérents intervalles passe souvent par l'étude de leurs variabilités. La
variabilité des intervalles R-R donne des indications de l'inﬂuence nerveuse sur le c÷ur par
exemple. Le prolongement des intervalles Q-T peut être l'indicateur d'un risque d'aryth-
mie ventriculaire. L'interprétation des signaux électrocardiographiques reste du domaine
du praticien mais grâce aux techniques du traitement du signal et aux mathématiques, il
est possible d'aborder l'analyse voire la modélisation des signaux électrocardiographiques
en tenant compte de la physiologie du myocarde. En eﬀet, le développement de modèles
mathématiques permet de décrire les processus électrophysiologiques du c÷ur, aﬁn de com-
prendre leur genèse et leur propagation. Ceci permet de mieux expliquer l'origine de certains
troubles du rythme, mais les études de ce domaine restent un grand déﬁ du fait de la grande
complexité des phénomènes concernés et de leurs interactions.
Dans le domaine du traitement de signaux ECG, un des axes importants de recherche
est l'estimation des intervalles cardiaques. Ce problème d'estimation peut être abordé de
manières diﬀérentes : soit on détecte les points caractéristiques des ondes de l'ECG (leurs
sommets, débuts, et ﬁns) par des méthodes de segmentation puis on calcule la diﬀérence
de temps entre ces points pour obtenir l'intervalle, soit on aborde ceci comme un pro-
blème d'estimation de temps de retard. En eﬀet, la variation d'un intervalle, par exemple
l'intervalle P-R, entre deux battements consécutifs peut être considérée comme un retard
subi par la seconde onde P comparée à la première, vis à vis de leurs ondes R respectives.
Parmi les méthodes usuelles de segmentation ou d'estimation de temps de retard, citons
notamment :
• les méthodes de type ﬁltrage-seuillage [39, 51, 72, 77, 91, 94, 132, 158], basées sur du
ﬁltrage numérique dérivatif ;
• les méthodes basées sur la transformée en ondelettes [42, 103, 115, 148, 154], utilisées
pour détecter des singularités dans le signal ;
• les méthodes basées sur un indicateur lié à la surface couverte par l'onde [113, 183,
184] ;
• les méthodes basées sur l'intercorrélation [4, 28, 80, 118, 133], ou sur l'intercorrélation
généralisée [21, 35, 87] ;
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• les méthodes basées sur l'estimation de temps de retard en calculant l'intégrale nor-
malisée [81, 78, 92, 93] ;
• les méthodes basées sur l'estimateur du maximum de vraisemblance [49, 79, 124, 136,
163, 170, 179, 181].
Ces méthodes ont été appliquées avec succès dans leur contexte respectif. Cependant, il
s'avère diﬃcile de concevoir une méthode universelle qui puisse être appliquée de manière
eﬃcace dans tous les cas, c'est à dire quel que soit le patient, quel que soit le type d'enre-
gistrement de l'ECG, et quel que soit le bruit d'observation. Ainsi par exemple, malgré des
avancées en terme d'extraction des intervalles Q-T, les méthodes robustes d'estimation des
intervalles P-R, notamment sur les ECG enregistrés à l'exercice, sont inexistantes. Dans
le but de développer une méthode pour l'estimation des intervalles P-R à l'exercice, nous
nous sommes penchés sur le dernier type de méthode présenté : les méthodes d'estimation
de temps de retard basées sur le maximum de vraisemblance.
L'objectif principal de la thèse est de développer des outils robustes d'estimation des
intervalles. Plus précisément, nous souhaitons concevoir de nouvelles techniques de traite-
ment du signal pour extraire des ECG les intervalles P-R qui sont très peu étudiés dans la
littérature de part la diﬃculté d'extraire les ondes P, et dans un second temps les intervalles
Q-T.
Inspirés de la méthode itérative de Woody [179] basée sur une technique de corréla-
tion de chaque observation avec une moyenne des signaux réalignés, nous proposons tout
d'abord un perfectionnement de cette méthode. En eﬀet, à partir du même modèle d'obser-
vations, nous développons le critère de maximum de vraisemblance et nous obtenons une
amélioration de la méthode de Woody au sens de l'optimalité. Par la suite, nous nommerons
ce perfectionnement de la méthode de Woody, "méthode de Woody améliorée".
Le modèle d'observations de cette méthode est ensuite enrichi par une onde potentiellement
parasite, additionnée au bruit, donnant lieu à une généralisation de la méthode de Woody.
En prenant l'exemple de l'onde T qui se superpose à l'onde P du battement suivant lorsque
la fréquence cardiaque est élevée comme à l'exercice, diﬀérents modèles de cette onde pa-
rasite sont proposés. Grâce à ces deux méthodes d'estimation, les objectifs d'estimer et
d'analyser les intervalles cardiaques, et plus précisément les intervalles R-R, Q-T et P-R,
sont atteints.
Finalement, les contributions apportées dans le domaine du traitement du signal sont
les suivantes :
• la méthode de Woody améliorée, pour l'estimation de temps de retard sur un signal
inconnu ;
• la méthode de Woody généralisée, pour l'estimation de temps de retard sur un signal
inconnu auquel vient se superposer une onde parasite ;
• diﬀérents modèles de l'onde parasite qui vient se chevaucher à l'onde d'intérêt ;
• une modélisation de la réponse de l'intervalle Q-T à un changement de la période
cardiaque, inspirée du fonctionnement électrique cellulaire.
Cette généralisation de la méthode de Woody associée aux diﬀérents modèles de l'onde
T, nous permet d'estimer les intervalles P-R à l'exercice. Il est à souligner que cette ap-
plication constitue une avancée considérable puisqu'il n'existe aucune étude antérieure s'y
rapportant.
6 Introduction générale
L'application de ces méthodes d'estimation de temps de retard aux enregistrements
réels de diﬀérents types d'ECG (repos, exercice, ﬁbrillation auriculaire,. . . ), nous a ré-
vélé de nouveaux résultats à propos de l'évolution des diﬀérents intervalles cardiaques et
nous a conduit par conséquent vers de nouvelles pistes électrophysiologiques en terme de
compréhension du fonctionnement du c÷ur, par exemple :
• il existe un phénomène d'hystérésis dans la relation "intervalles P-R fonction des
intervalles R-R" à l'exercice ;
• il est possible de caractériser les sujets en fonction de leur niveau d'entraînement, en
étudiant la pente de l'évolution des intervalles P-R au début de la phase de récupé-
ration.
Ces travaux de thèse sont présentés en trois parties principales. Nous ferons une pré-
sentation au préalable de l'électrophysiologie cardiaque, où seront présentés les concepts
de base concernant le système cardiovasculaire, l'électrocardiographie et quelques notions
de physiologie sur lesquelles s'appuieront les hypothèses que nous ferons par la suite.
La seconde partie est dédiée aux méthodes d'estimation des intervalles cardiaques.
Après avoir présenté quelques méthodes usuelles de segmentation et d'estimation de temps
de retard, nous nous concentrerons sur la méthode d'estimation de Woody [179]. Fina-
lement, nos contributions dans ce domaine seront exposées : un perfectionnement de la
méthode de Woody qui conduit à une amélioration au sens de l'optimalité, et une généra-
lisation de la méthode de Woody dans le cas où une onde parasite vient s'ajouter au signal
d'intérêt, ainsi que plusieurs modèles de l'onde parasite. Pour chacun des cas, ces méthodes
seront testées et validées à l'aide d'expérimentations sur des signaux simulés.
Dans la dernière partie, les méthodes proposées ci-dessus seront appliquées pour l'ana-
lyse des intervalles cardiaques de signaux ECG réels. Après avoir rapidement exposé les
diﬀérents types de bruits présents dans les enregistrements réels d'ECG, nous présenterons
les méthodes de ﬁltrage, les pré-traitements, que nous appliquerons avant chaque méthode
sur les signaux ECG pour les débruiter et les segmenter autour des ondes d'intérêt. On
s'intéressera ensuite à l'estimation et l'analyse des intervalles P-R à l'exercice et en récupé-
ration. L'étude des intervalles P-R nous conduira alors à de nombreux résultats, comme par
l'exemple, à l'existence d'un phénomène d'hystérésis dans la relation entre les intervalles
P-R et la période cardiaque à l'exercice, ou à la possibilité de caractériser les athlètes en
fonction de la pente des intervalles P-R au début de la récupération après un eﬀort. Nous
proposerons quelques hypothèses électrophysiologiques pour tenter d'expliquer ces phéno-
mènes. Enﬁn, l'analyse des intervalles Q-T sera eﬀectuée pour diﬀérents enregistrements
(au repos, en ﬁbrillation auriculaire, à l'exercice, etc). Une modélisation de la réponse du
Q-T aux changements de la fréquence cardiaque sera proposée. Pour cela, on s'inspirera
du fonctionnement cellulaire, et plus précisément de la courbe de restitution électrique
cellulaire liant la durée du potentiel d'action à l'intervalle diastolique.
Pour conclure, nous résumerons les principales contributions présentées dans ce mé-
moire, et proposerons quelques perspectives pour de futurs travaux.
Première partie
Introduction à l'électrophysiologie
cardiaque
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Introduction
Le système cardiovasculaire est constitué du c÷ur et du système vasculaire dont les
fonctionnalités sont schématisées sur la ﬁgure 1. Sa fonction principale est d'assurer la
circulation du sang dans l'organisme aﬁn de satisfaire aux besoins énergétiques et au re-
nouvellement cellulaire, quelles que soient les conditions ambiantes et l'activité de l'individu
[157]. Pour ce faire, l'activité cardiaque et la pression sanguine doivent être soumises à une
régulation permanente, ce qui déﬁnit la notion d'homéostasie. En eﬀet, l'homéostasie se
déﬁnit comme "la capacité de l'organisme de maintenir un état de stabilité relative des
diﬀérentes composantes de son milieu interne et ce, malgré les variations constantes de
l'environnement externe".
Le fonctionnement du c÷ur se base sur l'enchaînement temporel d'événements méca-
niques et électriques complexes régulés de manière dynamique. L'activité cardiaque est
cyclique ; la séquence de tous ces événements qui la composent dure une seconde environ
au repos. Elle se répète durant toute la vie, assurant une circulation sanguine et une oxy-
génation incessantes. Ainsi, un c÷ur moyen pompe environ 6 litres de sang par minute,
soit près de 220 millions de litres de sang en 70 ans de vie.
Cette première partie de la thèse présente des notions générales d'anatomie et d'électro-
physiologie. Elle décrit le fonctionnement du c÷ur et du système vasculaire, ses principales
fonctions et ses composantes principales. Les caractéristiques du cycle cardiaque ainsi que
le processus de propagation cardiaque seront ensuite exposés. L'accent sera mis ensuite
sur l'électrocardiogramme (ECG) : sa genèse, les diﬀérents types d'enregistrements, et ses
composantes qui seront étudiées dans les parties suivantes. Enﬁn, nous présenterons briè-
vement quelques notions de physiologie qui nous seront utiles pour la compréhension des
résultats de l'analyse des intervalles cardiaques.
Système cardiovasculaire
Coeur Système vasculaire
Sang
Vaisseaux
sanguins
Quantité
viscosité
Vasomotricité
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contraction
Pression artérielle
Maintien de l’homéostasie
Figure 1  Représentation schématique du système cardiovasculaire.

Chapitre 1
Bases cardiologiques
1.1 Anatomie du c÷ur humain
Le c÷ur est un organe creux et musculaire comparable à une pompe, qui assure la
circulation du sang dans les veines et les artères. Dans le corps humain, le c÷ur se situe
un peu à gauche du centre du thorax, en arrière du sternum. Il est l'élément central du
système cardiovasculaire. Il est connecté au reste de l'organisme par le biais de vaisseaux
associés : les deux veines caves (inférieure et supérieure), les artères pulmonaires, et l'artère
aorte, comme l'illustre la ﬁgure 1.1.
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Valvule
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droit
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Figure 1.1  Schéma fonctionnel du c÷ur.
Le c÷ur d'un adulte pèse de 300 à 350 grammes. Il se décompose en quatre chambres :
les oreillettes (ou atria) en haut, et les ventricules en bas. Une cloison musculaire épaisse,
le septum, divise le c÷ur en deux morceaux. Chaque côté, droit et gauche, est composé
de deux cavités : l'oreillette et le ventricule, reliés entre eux par une valve qui assure, à
l'état normal, un passage unidirectionnel du sang. Pour la cavité de droite, cette valve
d'admission est la valve tricuspide ; pour la cavité de gauche c'est la valve mitrale. Il existe
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aussi des valves d'échappement qui assurent la communication entre le ventricule droit et
l'artère pulmonaire (valve pulmonaire), ainsi qu'entre le ventricule gauche et l'artère aorte
(valve aortique). A l'état normal, ces valves d'admission et d'échappement empêchent le
sang de reﬂuer et ne peuvent être ouvertes en même temps.
Le c÷ur est donc séparé en deux moitiés indépendantes (droite et gauche), chacune
composée d'une oreillette et d'un ventricule. Sa partie droite contient du sang pauvre en
oxygène et assure la circulation pulmonaire ; sa partie gauche renferme du sang riche en
oxygène, et le propulse vers le reste du corps, hormis les poumons.
Les parois du c÷ur sont constituées par un tissu musculaire, appelé le myocarde, qui
est composé de cellules musculaires cardiaques spécialisées, les cardiomyocytes, qui ne
ressemblent à aucun autre tissu musculaire du corps. En particulier, ces cellules sont in-
tétanisables, ce qui signiﬁe qu'elles sont incapables de contraction prolongée. De plus ces
cellules sont excitables, automatiques et indépendantes, conductrices et contractiles [66].
Les tissus annexes du myocarde sont l'endocarde, qui le tapisse à l'intérieur, et le péricarde,
qui l'entoure à l'extérieur.
Les ventricules ont pour fonction de pomper le sang vers le corps ou vers les poumons.
Leurs parois sont alors plus épaisses que celles des oreillettes, et la contraction des ventri-
cules est plus importante pour la distribution du sang. Le ventricule gauche est bien plus
massif que le droit parce qu'il doit exercer une force considérable pour forcer le sang à
travers tout le corps contre la pression corporelle, tandis que le ventricule droit ne dessert
que les poumons (voir ﬁgure 1.2).
Veine cave
Artères
pulmonaires
Poumons
Organes
du corps
Artère aorte
Capillaires
Veines
pulmonaires
Figure 1.2  Schéma du circuit sanguin. La couleur bleue indique que le sang est pauvre
en oxygène tandis que la couleur rouge correspond au sang chargé en oxygène.
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1.2 Le réseau vasculaire
Le circuit sanguin est présenté schématiquement par la ﬁgure 1.2. Du sang dépourvu
d'oxygène par son passage dans le corps entre dans l'oreillette droite par deux veines caves,
supérieure et inférieure. Il traverse ensuite le ventricule droit d'où il est éjecté dans l'artère
pulmonaire vers les poumons. Ce cycle correspond à la circulation dite pulmonaire, ou la
petite circulation.
Après avoir perdu son dioxyde de carbone et être ré-oxygéné dans les poumons, le sang
passe par les veines pulmonaires vers l'oreillette gauche. De là, le sang oxygéné entre dans le
ventricule gauche. Celui-ci est la chambre pompante principale, ayant pour but d'expulser
le sang oxygéné par l'aorte vers toutes les parties du corps, sauf les poumons. On parle
alors de circulation dite systémique ou générale.
Le sang provenant du c÷ur est conduit aux diﬀérents organes par les artères et leurs em-
branchements. A chaque niveau du système circulatoire, les artères jouent un rôle quelque
peu diﬀérent. Leur rôle respectif se traduit par l'épaisseur relative de leur paroi et leur com-
position histologique. Les diﬀérents organes et parties de l'organisme n'éprouvent pas tous
les mêmes besoins en sang. Par exemple, une petite glande comme la thyroïde ne demande
pas le même volume sanguin qu'une glande aussi considérable que le foie. De plus, le besoin
de chacun d'eux varie selon son niveau d'activité. Il va de soi que les muscles des jambes
nécessitent un apport sanguin beaucoup plus considérable durant la course que pendant
le sommeil. Une façon d'ajuster l'apport sanguin aux besoins individuels et ponctuels des
organes est de modiﬁer le calibre des artères qui distribuent le sang à ces organes et, de
ce fait, régler la quantité de sang qui les atteint. Le système vasculaire est alors composé
d'artères, d'artérioles, de capillaires, de veinules et de veines :
• Les artères : les ventricules livrent le sang aux grandes artères sous forte pression
(pression systolique). Pour accommoder une telle pression, la paroi de ces artères doit
pouvoir être étirée ; elles sont alors dotées de propriétés élastiques. Les artères les plus
importantes sont : l'artère pulmonaire, qui conduit le sang du ventricule droit vers les
poumons, l'artère aorte et les grosses artères qui conduisent le sang vers la périphérie.
• Les petites artères ou artérioles : une fois le sang artériel distribué aux organes
par les artères musculaires, les artérioles en réduisent la pression pour le livrer à des
vaisseaux à mince paroi sans briser celle-ci, les capillaires.
• Les capillaires : sites des échanges des gaz respiratoires, substances nutritives et dé-
chets métaboliques entre le sang qu'ils renferment et le compartiment extra-sanguin
du tissu qu'ils parcourent, les capillaires réduisent l'épaisseur de leur paroi au strict
minimum.
• Les veinules : elles font suites aux capillaires et sont chargées du retour du ﬂux
sanguin en direction du c÷ur.
• Les veines : elles ferment le circuit sanguin et ont pour fonction de ramener le sang
à l'oreillette droite du c÷ur.
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(a) Systole auriculaire. (b) Systole ventriculaire.
Figure 1.3  Principes des systoles auriculaire et ventriculaire.
1.3 Le battement cardiaque
Chaque battement du c÷ur entraîne une séquence d'événements mécaniques et élec-
triques collectivement appelés la révolution cardiaque. Celle-ci consiste en trois étapes
majeures : la systole auriculaire, la systole ventriculaire et la diastole.
Dans la systole auriculaire présentée par la ﬁgure 1.3-(a), les oreillettes se contractent
et projettent le sang vers les ventricules. Une fois le sang expulsé des oreillettes, les val-
vules auriculo-ventriculaires entre les oreillettes et les ventricules se ferment. Ceci évite un
reﬂux du sang vers les oreillettes. La fermeture de ces valvules produit le son familier du
battement du c÷ur.
La systole ventriculaire, illustrée par la ﬁgure 1.3-(b), implique la contraction des ven-
tricules expulsant le sang vers le système circulatoire. Une fois le sang expulsé, les deux
valvules sigmoïdes - la valvule pulmonaire à droite et la valvule aortique à gauche - se
ferment.
Enﬁn, la diastole est la relaxation de toutes les parties du c÷ur, permettant le remplis-
sage passif des ventricules et l'arrivée de nouveau sang.
Les phases de contractions harmonieuses des oreillettes et des ventricules sont comman-
dées par la propagation d'une impulsion électrique. Lorsque la fréquence cardiaque change,
la diastole est raccourcie ou rallongée tandis que la durée de la systole reste relativement
stable.
1.4 La genèse du signal électrique cardiaque
Comme tous les muscles du corps, la contraction du myocarde est provoquée par la pro-
pagation d'une impulsion électrique le long des ﬁbres musculaires cardiaques induite par
la dépolarisation des cellules musculaires. En eﬀet, le c÷ur comporte un réseau intrinsèque
de cellules conductrices qui produisent et propagent des impulsions électriques, ainsi que
des cellules qui répondent à ces impulsions par une contraction (voir ﬁgure 1.4). Lors d'une
activité cardiaque normale, la stimulation électrique du myocarde naît du n÷ud sinusal
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(ou n÷ud de Keith & Flack), pacemaker naturel du c÷ur. Après avoir traversé l'oreillette,
cette stimulation électrique transite par le n÷ud auriculo-ventriculaire (ou n÷ud d'Aschoﬀ-
Tawara) avant de rejoindre les ventricules via le réseau de distribution nodal c'est à dire, le
faisceau de His, les branches de Tawara et le réseau terminal de Purkinje (voir ﬁgure 1.4).
Pendant la période d'activité (liée à la systole) et de repos (liée à la diastole), les cellules
cardiaques sont le siège de phénomènes complexes électriques membranaires et intracellu-
laires, qui sont à l'origine de la contraction.
Chaque cellule cardiaque est le siège d'échanges membranaires dans lesquels sont impli-
qués diﬀérents ions : le sodium Na+, le potassium K+, le calcium Ca2+ et le chlorure
Cl−. Les variations de potentiels observées au cours d'un cycle cardiaque correspondent à
des modiﬁcations de la perméabilité membranaire liées aux échanges ioniques. Au repos,
l'intérieur de la membrane cellulaire est chargé négativement par rapport à l'extérieur, pris
comme référence. Cette diﬀérence de potentiel (potentiel de repos cellulaire) dépend des
concentrations ioniques dans les milieux intra- et extracellulaire ; pour les cellules ventri-
culaires, sa valeur est voisine de −90 mV. Quand une impulsion électrique d'amplitude
suﬃsante agit sur une cellule excitable, l'intérieur de la cellule devient rapidement positif
par rapport à l'extérieur à cause des échanges ioniques décrits par la suite. Ce processus
est la dépolarisation cellulaire et est suivi par le processus de repolarisation cellulaire, c'est
à dire lorsque la cellule revient à son état de repos.
Figure 1.4  Schéma du c÷ur et de son réseau de conduction électrique.
1.4.1 Le potentiel d'action des cellules du myocarde
Les cellules du myocarde présentent une diﬀérence de potentiel (DP) électrique de part
et d'autre de leurs membranes due aux diﬀérences de concentrations en ions sodium Na+,
potassium K+, calcium Ca2+ et chlorure Cl−.
Au repos, cette diﬀérence de concentrations détermine la diﬀérence de potentiel intra-
(négatif) et extra-cellulaire (positif) qui est de l'ordre de -90 mV.
La contraction du myocarde est précédée d'une inversion de DP : ce phénomène consti-
tue un potentiel d'action (PA). Ces phénomènes électriques s'accompagnent d'une inexcita-
bilité électrique durant la période réfractaire tout d'abord totale, puis relative du myocarde.
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Lors de la contraction du myocarde, des échanges ioniques se déroulent et déﬁnissent
ainsi le potentiel d'action, présenté sur la ﬁgure 1.5, qui comprend 5 phases successives :
• La phase 0 ou dépolarisation rapide : après une excitation électrique au-dessus
du seuil d'activation de la cellule, un aux rapide d'ions Na+ rentre dans la cellule
et inverse rapidement la polarité de la cellule.
• La phase 1 ou début de repolarisation : elle est caractérisée par une repola-
risation rapide et de courte durée, due à l'inactivation des canaux Na+ et au ﬂux
sortant d'ions de potassium K+.
• La phase 2 ou plateau : elle correspond à la phase de repolarisation lente. Elle est
due à l'entrée lente des ions Ca2+ dans la cellule qui atténue l'inﬂuence des canaux
K+ continuant à sortir, ralentissant ainsi la phase de repolarisation.
• La phase 3 ou repolarisation : elle correspond à la phase de repolarisation ﬁnale,
et se caractérise par la fermeture de canaux ioniques spéciﬁques qui ramène la cellule
au potentiel de repos originel. Durant cette phase, les ions K+ sont toujours sortants
tandis que le potentiel de la cellule tend vers son seuil de repos.
• La phase 4 : elle correspond au potentiel de repos, où la cellule est plus facilement
excitable.
A noter qu'il existe une période durant laquelle toute stimulation externe serait inca-
pable de générer un nouveau PA : la période réfractaire absolue (PRA). Cet intervalle de
temps se situe entre le début du PA et la moitié de la phase 3 environ (aux alentours de
−50 mV), pendant lequel la cellule est inexcitable. Cette période est suivie par la période
réfractaire relative (PRR) pendant laquelle un début de réponse commence progressive-
ment à apparaître avec des intensités de stimulation très élevées, mais qui se rapprochent
peu à peu de la valeur normale. Ces périodes réfractaires sont dues aux états d'inactiva-
tion par lesquels passent les canaux sodiques et calciques avant de retrouver leur état de
disponibilité initial.
1.4.2 Propagation de l'inﬂux électrique
La stimulation électrique d'une cellule musculaire détermine l'apparition d'une activité
électrique et mécanique. Sous l'eﬀet de la stimulation, la surface cellulaire se dépolarise
rapidement, ce qui donne lieu à un courant électrique, qui entraîne la contraction. Puis la
phase de repolarisation survient, plus lente, ramenant la cellule dans son état électrique
initial.
La propagation de l'activité électrique au sein du c÷ur est assuré par le réseau de
conduction électrique présenté schématiquement sur la ﬁgure 1.6. C'est au sein du n÷ud
sinusal, situé dans la partie haute de la paroi intérieure de l'oreillette droite, que l'activité
électrique prend naturellement naissance. Structure de 1 centimètre de diamètre à la jonc-
tion de la veine cave supérieure et de l'oreillette droite, le n÷ud sinusal est le stimulateur
cardiaque, le "pacemaker" physiologique. Il émet 60 à 100 stimuli par minute en fonctionne-
ment normal, et il est inﬂuencé par les systèmes nerveux sympathique et parasympathique,
déﬁnis par la suite.
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Figure 1.5  Les cinq phases du potentiel d'action d'une cellule du muscle myocardique
et échanges ioniques au niveau cellulaire correspondants : respectivement, la phase 0 cor-
respond à la dépolarisation de la cellule, la phase 1 au début de la repolarisation, la phase
2 à la repolarisation lente, la phase 3 à la repolarisation rapide, et la phase 4 au repos.
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Figure 1.6  Parcours du signal électrique cardiaque.
La propagation de l'inﬂux électrique s'étend à partir de ce point aux deux oreillettes
et au n÷ud auriculo-ventriculaire (AV). Situé en bas de l'oreillette droite, cette structure
nodale de 5 millimètres de diamètre a un double rôle :
• celui de ralentisseur du passage AV de l'onde de dépolarisation, grâce aux ﬁbres
alpha à conduction lente ;
• la fonction de relais de l'onde de dépolarisation vers les ventricules via le réseau de
His-Purkinje.
Le n÷ud auriculo-ventriculaire est également sous l'inﬂuence des systèmes sympathique
et parasympathique.
Ensuite, l'inﬂux électrique est transmis au faisceau de His et à ses deux branches de Tawara.
Le faisceau de His est situé dans la partie haute du septum interventriculaire et ses ﬁbres
traversent le tissu connectif, mais non excitable, qui sépare électriquement les oreillettes
et les ventricules. Enﬁn, l'inﬂux électrique aboutit au réseau de Purkinje qui le conduit
aux parois ventriculaires. Les ﬁbres de Purkinje sont des ﬁbres musculaires spécialisées
permettant une bonne conduction électrique, ce qui assure la contraction simultanée des
parois ventriculaires. Ce système électrique explique la régularité du rythme cardiaque et
assure la coordination des contractions auriculo-ventriculaires.
Le faisceau de His, les branches droite et gauche de Tawara, et le réseau de Purkinje
constituent le véritable distributeur de l'inﬂux électrique, qui a pris naissance dans le n÷ud
sinusal, aux ventricules. Cet ensemble est sous l'inﬂuence du seul système sympathique.
Il est à noter que le n÷ud AV et le faisceau de His forment la seule voie de propagation
de l'inﬂux électrique entre les oreillettes et les ventricules [157]. Aussi, la forme du potentiel
d'action varie selon le tissu considéré [5, 54], comme nous pouvons le voir sur le schéma
présenté ﬁgure 1.7.
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Figure 1.7  Propagation du potentiel d'action dans le c÷ur (extrait de [111]).
1.5 Le rythme cardiaque dirigé par le Système Nerveux Au-
tonome
Le muscle cardiaque est unique du fait qu'il est capable de maintenir son propre rythme.
Ainsi, de lui seul il battrait à environ 100 pulsations à la minute. Cependant, la fréquence
cardiaque peut être très rapidement modiﬁée par l'activité des nerfs qui innervent le c÷ur
et les substances chimiques en circulation. Aussi, le Système Nerveux Autonome (SNA)
contrôle, entre autres, la fréquence de décharge du pacemaker sinusal, la force avec laquelle
les ﬁbres musculaires des ventricules se contractent à chaque décharge, et la résistance
opposée par les vaisseaux à l'apport en sang à chaque pompage.
1.5.1 Le Système Nerveux
Le Système nerveux (SN) comprend plusieurs milliards de cellules nerveuses appelées
neurones. Ces cellules communiquent entre elles par l'intermédiaire de synapses permettant
le passage de l'inﬂux nerveux. La transmission se fait grâce à des neurotransmetteurs (adré-
naline, acétylcholine, noradrénaline, etc.) ayant des capacités excitatrices ou inhibitrices.
Le SN est divisé en deux sous-systèmes (voir ﬁgure 1.8) :
• le Système Nerveux Central (SNC), qui est constitué du cerveau et de la moëlle
épinière. Il s'occupe de la transmission des impulsions sensorielles, ainsi que de la
supervision et de la coordination de tout le SN.
• le Système Nerveux Périphérique (SNP), qui correspond à la partie du SN formée
des ganglions et des nerfs, qui fait circuler l'information entre les organes et le SNC,
et qui réalise les commandes motrices de ce dernier.
Le SNP comprend deux voies :
• la voie aﬀérente, qui transmet les informations sensorielles des récepteurs périphé-
riques vers la moëlle épinière et le cerveau (le SNC).
• la voie eﬀérente, qui transmet les signaux moteurs du SNC vers la périphérie, et plus
particulièrement vers les muscles squelettiques.
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La voie eﬀérente comprend deux subdivisions :
• le Système Nerveux Somatique (SNS), qui permet d'interagir avec le monde extérieur
en participant à l'équilibre et la motricité.
• le Système Nerveux Autonome (SNA), qui permet de réguler diﬀérentes fonctions de
l'organisme (cardiovasculaire, pulmonaire, rénale digestive).
Système nerveux
Système nerveux
central
Système nerveux
périphérique
Voie efférenteVoie afférente
Système nerveux
autonome
Système nerveux
somatique
ParasympathiqueSympathique
Figure 1.8  Schéma du système nerveux et ses principaux sous-systèmes.
1.5.2 le Système Nerveux Autonome
Le SNA, ou système nerveux (neuro-)végétatif, est la partie du système nerveux res-
ponsable des fonctions automatiques telles que la digestion, la sudation, etc. Le SNA est
responsable de la régularisation des fonctions internes pour assurer le maintien de l'homéo-
stasie. Le SNA a un rôle primordial dans la régulation de l'activité cardiaque à travers le
contrôle de la fréquence cardiaque, de la force des battements et de la pression artérielle.
Deux systèmes interviennent dans le contrôle cardiaque : le système nerveux sympathique
(ou cathécholaminergique) et le système parasympathique (ou vagal ou cholinergique). Ces
systèmes ont des comportements antagonistes aﬁn d'assurer un équilibre au bon fonction-
nement du c÷ur. Ainsi, les oreillettes sont innervées par des ﬁbres nerveuses parasympa-
thiques et sympathiques tandis que les ventricules ne sont que sous l'inﬂuence des ﬁbres
sympathiques.
Les systèmes sympathique et parasympathique sont continuellement activés. Le c÷ur
n'a pas besoin d'une stimulation nerveuse externe pour battre. Cependant, le système ner-
veux autonome peut exercer une inﬂuence considérable sur son activité : le système nerveux
sympathique peut augmenter la force et la fréquence des battements aﬁn de préparer l'or-
ganisme à l'eﬀort ; il intervient aussi en période de stress émotionnel (peur, anxiété) et
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physique (exercice physique intense). Le système sympathique libère de la noradrénaline
qui diminue le seuil d'excitation du n÷ud sinusal ; le c÷ur y réagit en battant plus vite.
La dépolarisation du n÷ud sinusal est favorisée par la stimulation nerveuse sympathique,
ce qui permet aux cellules d'atteindre plus rapidement le potentiel d'action et d'augmenter
ainsi la fréquence cardiaque. Les liaisons nerveuses sympathiques sont reliées, non seule-
ment au niveau du n÷ud sinusal, mais aussi à toutes les cellules du c÷ur.
Le système parasympathique de son côté, a pour fonction de diminuer la fréquence car-
diaque. Il va transmettre au c÷ur, par l'intermédiaire du nerf vague, un message qui va
entraîner la libération d'acétylcholine, neurotransmetteur et hormone du système nerveux
permettant la diminution du rythme de la dépolarisation sinusale et, par le fait même, la
fréquence cardiaque.
Le système nerveux autonome est sous le contrôle des centres cardiaques situés dans le
bulbe rachidien. Le centre cardio-accélérateur agit par le sympathique et le centre cardio-
inhibiteur par le parasympathique. Des récepteurs situés dans diverses parties du système
cardio-vasculaire (dont des barorécepteurs réagissant aux variations de la pression artérielle
systémique) stimulent inégalement ces centres nerveux.
La fréquence cardiaque spontanée est de l'ordre de 100-110 bpm (battements par mi-
nute). A l'état de repos, l'inﬂuence parasympathique est dominante et la fréquence car-
diaque chez un sujet sain est largement inférieure à 100 bpm (entre 60 et 80 bpm). Durant
les exercices physiques extrêmes, le sympathique augmente cette fréquence à 200 bpm.
Donc, il existe une inhibition réciproque entre ces deux composantes du SNA. Ainsi, par
mécanisme réﬂexe, ces centres assurent l'équilibre entre une stimulation ou un ralentisse-
ment de la fréquence cardiaque.
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Résumé :
Le c÷ur est l'élément central du système cardiovasculaire qui permet l'alimentation en
oxygène et en nutriments des organes. Il est principalement composé de quatre cavités :
deux oreillettes et deux ventricules. À chaque battement, un inﬂux électrique traverse le
réseau de conduction du c÷ur et engendre les contractions successives des oreillettes et des
ventricules qui envoient le sang vers les poumons ou vers le reste du corps. Comme nous
le verrons dans le chapitre suivant, la propagation de cet inﬂux électrique peut être suivie
depuis l'extérieur du corps par des électrodes, collées à la surface de la peau, qui mesurent
indirectement l'activité électrique des ﬁbres musculaires cardiaques.
Chapitre 2
L'électrocardiographie
L'électrocardiographie explore l'activité électrique du c÷ur par enregistrement des élec-
trocardiogrammes, tracés bidimensionnels qui inscrivent en fonction du temps les variations
du potentiel électrique induites dans les diﬀérents points du corps par le c÷ur en activité.
Les innombrables cellules musculaires qui le constituent sont dotées de propriétés spéciales
dont les deux plus importantes sont le pouvoir mécanique de contraction et l'activité élec-
trique rythmique, elle-même liée à des déplacements ioniques à travers la membrane des
cellules. La dépolarisation très brusque, se maintient environ durant 0,3 secondes puis est
suivie aussitôt de la repolarisation qui rétablira les charges électriques initiales. Elle se
propage rapidement de proche en proche, aux cellules voisines et ﬁnalement au c÷ur tout
entier en 5 centièmes de seconde environ. Cependant, comme la repolarisation est beau-
coup plus lente, la durée totale de l'activation de la masse cardiaque est de l'ordre de 40
centièmes de seconde. L'état de repos électrique dure environ 60 centièmes de seconde.
Ainsi, le rythme de l'activité du c÷ur est de 60 à 80 activations par minute au repos.
L'électrocardiographie consiste à recueillir au niveau de la peau le champ électrique créé
par ces courants d'activités de la ﬁbre musculaire cardiaque, à l'ampliﬁer puis l'enregistrer.
L'électrocardiogramme s'est révélé comme étant une technique primordiale pour la sur-
veillance ou dans le diagnostic. L'abréviation usuelle utilisée pour parler de l'électrocardio-
gramme est l'ECG, en anglais comme en français 1.
Dans ce chapitre, nous présentons les principales techniques d'enregistrements d'ECG, puis
nous nous attarderons sur l'analyse de l'ECG.
2.1 Techniques d'enregistrement d'ECG
2.1.1 Histoire de l'électrocardiographie
Le potentiel électrique généré par l'activité musculaire est connu depuis les travaux de
Carlo Matteucci en 1842.
Les premières expérimentations sont réalisées en 1878 par John Burden Sanderson et Fre-
derick Page qui détectent à l'aide d'un électromètre capillaire les phases QRS et T, déﬁnies
par la suite.
A cette même période, E. Marey [114], et Augustus Waller [172] montrent que l'activité
électrique cardiaque peut être suivie à partir de la peau. En 1887, le premier électrocardio-
gramme humain est publié par Augustus Waller.
1. Cependant, dans certaines sources anglo-saxonnes, on trouve aussi l'abréviation EKG.
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En 1895, Willem Einthoven [44], met en évidence les cinq déﬂexions P, Q, R, S et T. Il
utilise le galvanomètre à cordes en 1901 et publie les premières classiﬁcations d'électrocar-
diogrammes pathologiques en 1906. Il obtiendra en 1924 un prix Nobel pour ses travaux
sur l'électrocardiographie.
Les dérivations précordiales sont utilisées pour le diagnostic médical à partir de 1932 et les
dérivations frontales unipolaires à partir de 1942, ce qui permet à Emanuel Goldberger de
réaliser le premier tracé sur 12 voies.
Aujourd'hui, l'électrocardiographie est une technique relativement peu coûteuse, per-
mettant à l'aide d'un examen indolore et sans danger, de surveiller l'appareil cardio-
circulatoire, notamment pour la détection des troubles du rythme et la prévention de
l'infarctus du myocarde.
2.1.2 L'enregistrement
L'enregistrement électrocardiographique peut se faire soit par voie externe à l'aide
d'électrodes posées à la surface du corps, soit par voie interne en enregistrant l'inﬂux élec-
trique à la surface du c÷ur (enregistrement épicardique), ou directement en introduisant
une sonde endocavitaire.
Il se fait sur un papier millimétré, déroulant à vitesse constante. Ce papier est composé
de carrés de 5mm x 5 mm. Ces carrés sont subdivisés en carrés plus petits d'un millimètre
de côté. Dans les conditions standard, le papier est déroulé à la vitesse de 25 mm par
seconde, de sorte qu'un millimètre corresponde à 0,04 seconde, et 5 mm à 0,20 seconde.
L'étalonnage standard de l'électrocardiogramme enregistre en ordonnée une déﬂexion de
10 mm pour un voltage de 1 mV. Un étalonnage correct est indispensable à l'interprétation
des tracés.
Il existe diﬀérents types d'enregistrement de l'activité cardiaque : l'ECG de repos est
enregistré grâce à des électrodes placées sur le patient qui est allongé. L'ECG d'eﬀort quant
à lui est enregistré durant un exercice dynamique (alternance de contractions et de relâche-
ments musculaires). Il existe deux méthodes pour eﬀectuer cet exercice : soit sur un tapis
roulant, soit sur un cyclo-ergomètre. L'électrocardiogramme d'eﬀort se fonde sur le même
principe que l'électrocardiogramme de repos, mais il est demandé au patient, pour le cas du
cyclo-ergomètre, de pédaler sur un vélo à une vitesse constante pendant l'enregistrement,
alors que l'on oppose une résistance de plus en plus forte au pédalage. Le patient doit ainsi
arriver, par paliers successifs, à une fréquence cardiaque déterminée en fonction de son âge.
Cet examen est utile pour déceler des anomalies qui ne peuvent apparaître qu'à l'eﬀort.
Durant l'épreuve, on contrôle l'enregistrement électrocardiographique et la pression arté-
rielle. Toute douleur ou autre trouble susceptible de nécessiter l'arrêt de l'épreuve est alors
signalé au médecin. En rythmologie, cet examen est susceptible de donner des précisions
sur ce que devient une arythmie constatée au repos lorsque le patient réalise un eﬀort.
Une arythmie constatée au repos peut en eﬀet aussi bien disparaître complètement que
s'ampliﬁer signiﬁcativement lorsqu'un eﬀort est réalisé. Le test permet d'étudier l'inﬂuence
d'une partie du système nerveux autonome (SNA) sur l'arythmie présentée par le patient.
La technique d'exploration la plus répandue et qui est recommandée par l'American Heart
Association, utilise l'ECG à 12 dérivations obtenu en changeant de position des électrodes
périphériques.
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Il existe aussi les méthodes d'enregistrement Holter (enregistrement continu sur 24
heures) et le mapping (de 20 à 200 électrodes placées à la surface du corps). Lors du
mapping, on place sur le thorax du patient les électrodes en colonnes mises côte à côte.
L'électrocardiographie thoracique diﬀère de l'électrocardiographie standard du fait qu'elle
cherche à établir, en plus de relations temporelles entre les ondes de l'ECG, des relations
spatiales. C'est également le but dans le domaine de la vectocardiographie [50], où à l'aide
de dérivations X,Y, et Z enregistrées simultanément on construit un vecteur dont la posi-
tion varie dans le temps.
2.1.3 Notion de dipôle électrique
Pour comprendre le fonctionnement des dérivations, il faut revenir sur une notion fon-
damentale, les diﬀérences de potentiels, et donc les vecteurs.
L'ECG est l'enregistrement des potentiels électriques parcourant le c÷ur. La propaga-
tion des potentiels d'action au sein du c÷ur correspond en fait à la propagation d'une zone
de dépolarisation (positive) dans un myocarde repolarisé (négatif). C'est donc l'impor-
tance, la vitesse, et la direction moyenne du front de propagation qui sont enregistrées au
cours de l'ECG. Ceci revient à enregistrer le vecteur représentant la diﬀérence de potentiel
entre les 2 fronts positif et négatif.
Ainsi, un c÷ur au repos, repolarisé (négatif) ou complètement dépolarisé (positif) don-
nera un enregistrement "nul" : le tracé correspondant sera la ligne de base, la ligne isoélec-
trique.
Une électrode voyant le front positif se rapprocher enregistrera un signal positif, et à
l'inverse si ce front s'éloigne, le signal enregistré est négatif.
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Figure 2.1  Progression de l'impulsion électrique à travers le c÷ur.
La progression des ondes à travers le c÷ur suit le chemin décrit par la ﬁgure 2.1 :
1. L'onde de dépolarisation va du n÷ud sinusal au n÷ud auriculo-ventriculaire,
2. elle est ralentie au niveau du n÷ud auriculo-ventriculaire
3. l'onde de dépolarisation part du n÷ud auriculo-ventriculaire pour atteindre la pointe
du septum ventriculaire,
4. l'onde de dépolarisation est transmise du septum à l'ensemble des ventricules.
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Figure 2.2  Schéma du signal enregistré par les électrodes.
Le signal enregistré par l'électrode de la ﬁgure 2.1 placée en bas du septum ventriculaire,
est présenté schématiquement par la ﬁgure 2.2 et est composé de :
1. une onde positive, le signal allant vers l'électrode,
2. un tracé isoélectrique : pas de déplacement de dépolarisation,
3. une onde positive, le signal allant vers l'électrode,
4. une onde négative, le signal s'éloignant de l'électrode,
5. un tracé isoélectrique : myocarde au repos (tout repolarisé)-ligne de base.
Plus précisément, dans les paragraphes suivants nous allons voir les diﬀérentes ondes
constituant un enregistrement ECG normal.
2.1.4 Système de dérivations de l'ECG
La dérivation en électrocardiographie correspond à une droite qui lie les deux points
d'observation de l'activité électrique du c÷ur à partir desquels on mesure une diﬀérence
de potentiel électrique. Généralement les appareils électrocardiographiques peuvent enre-
gistrer plusieurs diﬀérences de potentiels en même temps selon l'emplacement et le nombre
d'électrodes réparties sur le corps. Chaque mesure de ces potentiels correspond alors à une
dérivation de l'ECG.
Un système de dérivation consiste en un ensemble cohérent de dérivations, chacune
étant déﬁnie par la disposition des électrodes sur le patient. L'emplacement des électrodes
est choisi de façon à explorer la quasi-totalité du champ électrique cardiaque. Plusieurs
systèmes standardisés existent. En général en cardiologie clinique, on utilise 12 dérivations
connues comme les dérivations standards.
L'ECG à 12 dérivations, six dérivations frontales et six précordiales, a été standardisé
par une convention internationale. Les diﬀérents points d'observation proposés par les déri-
vations standards permettent d'avoir une idée tridimensionnelle de l'activité électrique du
c÷ur. Les dérivations standards forment un système de 12 dérivations complémentaires :
• 3 dérivations bipolaires d'Einthoven sur les membres : DI, DII et DIII,
• 3 dérivations unipolaires augmentées de Goldberger, sur les membres : aVR, aVL
et aVF,
• 6 dérivations unipolaires précordiales, de Kossman : V1, V2, V3, V4, V5 et V6.
Dans les paragraphes suivants, nous présenterons les positions des électrodes corres-
pondantes à chaque type de dérivations.
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2.1.4.1 Dérivations bipolaires
la disposition des électrodes dans les trois dérivations bipolaires standards respecte une
convention établie par Einthoven [43]. Le système de Einthoven se base sur les hypothèses
suivantes :
• l'activité électrique du c÷ur est équivalente à celle d'un dipôle, dont la direction,
l'orientation et le moment varient au cours de la systole, mais dont l'origine reste
ﬁxe ;
• les membres sont de simples conducteurs linéaires ;
• le corps constitue un milieu résistif homogène.
Einthoven a proposé trois dérivations, appelées bipolaires car le potentiel est mesuré
entre deux électrodes (voir ﬁgure 2.3) :
• DI enregistre la diﬀérence de potentiel entre le bras gauche (VL) et le bras droit (VR) ;
• DII enregistre la diﬀérence de potentiel entre la jambe gauche (VF) et le bras
droit (VR) ;
• DIII enregistre la diﬀérence de potentiel entre la jambe gauche (VF) et le bras
gauche (VL).
DI, DII et DIII formant un circuit fermé, la loi des mailles est appliquée et conduit à la loi
d'Einthoven : 
DI = V L− V R,
DII = V F − V R,
DIII = V F − V L,
où VR correspond au potentiel au bras droit, VL correspond au potentiel au bras gauche,
et VF correspond au potentiel dans la jambe gauche. On a la relation suivante entre les
dérivations :
DII = DI +DIII. (2.1)
Cette relation signiﬁe que seules deux des trois dérivations sont indépendantes. Ce système
de référence est schématisé par un triangle équilatéral appelé triangle d'Einthoven, dont
les sommets représentent les localisations des électrodes (voir ﬁgure 2.3). Ces dérivations
explorent l'activité cardiaque dans le plan frontal.
En pratique, les points d'acquisition des potentiels VL, VR et VF sont situés respective-
ment, sur le poignet gauche, le poignet droit et la cheville gauche.
2.1.4.2 Les dérivations unipolaires des membres
Quelques années après Einthoven, Wilson a étudié comment des potentiels électrocar-
diographiques unipolaires pourraient être déﬁnis [177, 178]. Idéalement ces potentiels sont
mesurés par rapport à une référence lointaine. Pour ce faire, Wilson a proposé une réfé-
rence en reliant une résistance de 5 KΩ entre chaque électrode des extrémités du triangle
d'Einthoven et un point commun appelé borne centrale de Wilson (BC), comme l'illustre
la ﬁgure 2.4. Dans ce système, le point de référence est supposé demeurer à un potentiel
constant de valeur quasiment nulle. Les nouvelles dérivations sont appelées VR, VL et VF.
Peu de temps après, Goldberger a proposé les dérivations unipolaires augmentées [63, 64]
qui permettent d'obtenir des signaux de plus grande amplitude que ceux de Wilson. Ces
dérivations, appelées aVR, aVL et aVF (la lettre a pour la notion de augmented en anglais),
mesurent la diﬀérence de potentiels entre chacun des trois points et le potentiel moyen des
deux autres (voir ﬁgure 2.5). Ceci correspond aux dérivations augmentées d'un facteur de
1.5 par rapport aux dérivations de Wilson (voir ﬁgure 2.6).
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Figure 2.3  Les dérivations bipolaires : à gauche, emplacement des électrodes suivant le
triangle d'Einthoven ; à droite, représentation vectorielle des dérivations et forme d'ondes
observées en surface.
Figure 2.4  Dérivations unipolaires de Wilson.
Figure 2.5  Système de Goldberger pour l'enregistrement des trois dérivations unipolaires
des membres augmentées.
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Figure 2.6  Représentation vectorielle des dérivations unipolaires de Wilson (VR, VL et
VF) et de Goldberger (aVR, aVL et aVF).
2.1.4.3 Les dérivations unipolaires précordiales
Pour mesurer les potentiels proches du c÷ur, 6 électrodes sont placées sur le thorax, et
enregistrent les dérivations dites précordiales introduites dans [89], V1,V2,V3,V4,V5 et V6.
Ces 6 dérivations sont localisées du côté gauche du thorax comme illustré par la ﬁgure 2.7.
Figure 2.7  Emplacement des électrodes précordiales : V1 à V6 (extrait de [1]).
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2.2 Analyse de l'ECG
2.2.1 Les ondes P, QRS, T
Chaque cycle de dépolarisation/repolarisation du c÷ur (voir ﬁgure 2.8) correspond au
passage du courant électrique, chez le sujet sain, des oreillettes vers les ventricules qui se
contractent dans ce même ordre. Sur le plan électrocardiographique, cela se traduit par
l'enregistrement toujours dans le même ordre de diﬀérentes ondes : P, Q, R, S, et T.
Figure 2.8  Étapes successives de dépolarisation/repolarisation du c÷ur qui se traduisent
sur le plan électrocardiographique par diﬀérentes ondes P, Q, R, S, et T (extrait de [2]).
En ﬁxant les électrodes à la surface du corps du patient, on enregistre donc des phéno-
mènes électriques relatifs au parcours du potentiel d'action (voir ﬁgure 2.9), dont les étapes
sont successivement :
• La dépolarisation des oreillettes depuis le n÷ud sinusal vers le n÷ud auriculo-ventriculaire
qui se traduit par une déﬂexion sur l'ECG. Celle-ci est caractérisée par l'onde P. C'est
une onde de petite amplitude, arrondie, parfois diphasique. Le rythme physiologique
est dit sinusal. Dans ce cas, les ondes P auriculaires précèdent régulièrement les com-
plexes ventriculaires QRS. L'intervalle P-Q est un court segment isoélectrique qui
sépare l'onde P du complexe ventriculaire. La repolarisation auriculaire n'est pas
visible sur l'ECG normal car elle est masquée pas la dépolarisation ventriculaire.
• La dépolarisation ventriculaire est indiquée par le complexe QRS. Par déﬁnition,
l'onde Q est la première onde négative, l'onde R la première onde positive du com-
plexe et l'onde S la première onde négative après l'onde R.
• L'onde T correspond au courant de repolarisation des ventricules. Cette onde succède
au complexe QRS après retour à la ligne isoélectrique.
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Figure 2.9  Propagation du potentiel d'action dans le c÷ur et ondes électrocardiogra-
phiques de surface correspondantes en sommant toutes les contributions des potentiels
d'action (extrait de [111]).
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Figure 2.10  Densité spectrale de puissance des complexes QRS, des ondes P et T, et des
bruits d'origine musculaire ou respiratoire, après moyennage sur 150 battements (extrait
de [169]).
2.2.2 Les caractéristiques fréquentielles de l'ECG
L'étude de Thakor et al. [166] présente l'analyse spectrale de l'ECG, avec une analyse
spectrale des complexes QRS isolés ainsi que diﬀérentes sources de bruit. Les spectres
observés après moyennage sur 150 battements sont présentés sur la ﬁgure 2.10. Il a été
démontré que les composantes fréquentielles d'un ECG normal ont les caractéristiques
suivantes :
• le spectre de l'ECG s'étend entre une fréquence nulle et environ 100 Hz,
• l'onde P se caractérise par une bande spectrale de basse fréquence et de faible am-
plitude : ses composantes fréquentielles sont entre 0, 5 Hz et 10 Hz ;
• l'onde T se caractérise sur une bande spectrale analogue à celle de l'onde P entre 0, 5
Hz et 10 Hz ;
• le complexe QRS possède un contenu fréquentiel bien plus important que les autres
ondes de l'ECG. Ses composantes fréquentielles sont entre 10 Hz et 15 Hz ;
• le contenu fréquentiel de la ligne de base et des éventuels artefacts de mouvement se
situe entre 0, 5 Hz et 7 Hz.
2.2.3 Les intervalles de l'ECG
Les intervalles et segments du tracé électrocardiographique sont des paramètres im-
portants, permettant d'évaluer la normalité ou non de l'espace entre deux événements
électriques.
L'intervalle P-R (ou P-Q) correspond au délai entre la dépolarisation de l'oreillette et
celle du ventricule. C'est le temps de propagation de l'onde de dépolarisation à tra-
vers les oreillettes, le n÷ud auriculo-ventriculaire, le faisceau de His et le réseau de
Purkinje, jusqu'aux cellules myocardiques ventriculaires. Il représente le temps de
conduction auriculo-ventriculaire.
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L'intervalle Q-T correspond au temps de systole ventriculaire qui va du début de l'exci-
tation des ventricules jusqu'à la ﬁn de leur relaxation.
Le segment S-T correspond à la phase de repolarisation ventriculaire, phase durant la-
quelle les cellules ventriculaires sont toutes dépolarisées : il n'y a donc pas a priori
de propagation électrique, le segment est alors isoélectrique.
L'intervalle P-P représente le cycle cardiaque. Classiquement, il n'est pas mesuré.
L'intervalle R-R sépare les sommets de deux ondes R successives et représente le cycle
de repolarisation ventriculaire. Il est associé à la période cardiaque.
2.2.4 Le rythme cardiaque
Lorsqu'on parle de rythme cardiaque, on parle à la fois du lieu de genèse de l'activité
électrique du c÷ur et de la régularité ou non de sa propagation. Ainsi, on parle de rythme
sinusal régulier lorsqu'il est,
• régulier : l'intervalle R-R est quasi-constant sur tout le tracé, avec des complexes
QRS similaires ;
• sinusal : l'activité électrique est générée par le n÷ud sinusal.
L'analyse du rythme cardiaque à partir de l'électrocardiogramme se fait donc en deux
étapes vériﬁant, d'une part la régularité du rythme, et d'autre part l'origine du rythme
cardiaque qui peut être :
• sinusal (du n÷ud sinusal : une onde P précède chaque complexe QRS) ;
• jonctionnel (du n÷ud auriculo-ventriculaire : complexes QRS ﬁns et onde P rétro-
grade) ;
• ventriculaire (myocytes ventriculaires : complexe QRS élargi et sans onde P ) ;
• ectopique (issu des cellules musculaires auriculaires : onde P anormale et complexe
QRS normal) ;
• artiﬁciel (pacemaker).
Dans le cas du pacemaker, le rythme est imposé par un stimulateur cardiaque implanté
à proximité du c÷ur et relié à celui-ci par des électrodes. Selon la pathologie, les électrodes
vont stimuler les oreillettes, les ventricules ou les deux.
2.2.5 La fréquence cardiaque
La fréquence cardiaque est le nombre de cycles cardiaques par unité de temps (par
minute). Elle est très rapide chez un nouveau-né, rapide chez un enfant et légèrement plus
lente chez une personne âgée. Les athlètes ont habituellement une fréquence cardiaque plus
basse au repos qu'une personne s'entraînant peu ou pas du tout.
La fréquence cardiaque diminue pendant l'expiration et augmente durant l'inspiration
ou lors d'une activité physique légère ou intense et en présence de stress. Un bon entraî-
nement cardiovasculaire permet de diminuer la fréquence cardiaque au repos, la tension
artérielle, le pourcentage de graisse et le taux de cholestérol. Il permet aussi d'augmenter
la capacité aérobique nécessaire au maintien d'un eﬀort soutenu en plus de réduire le stress
et l'anxiété.
La fréquence cardiaque est aussi le nombre de contractions ventriculaires par unité de
temps ; autrement dit, sur l'ECG on la repère grâce au nombre de complexes QRS, donc
de dépolarisation des ventricules par une impulsion électrique, à chaque minute.
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Figure 2.11  Présence de FA sur l'ECG. Flèche rouge : trémulations de la ligne iso-
électrique (Fibrillation auriculaire) - Flèche violette : onde P (ECG normal, rythme sinusal)
La fréquence cardiaque normale varie entre 50-60 bpm (selon les personnes) ; on parle de
bradycardie en dessous de 50-60 bpm et de tachycardie au-dessus de 90-100 bpm. Parmi les
tachycardies, on distingue le ﬂutter, la ﬁbrillation auriculaire et la ﬁbrillation ventriculaire.
Une ﬁbrillation correspond à des contractions rapides et irrégulières de plusieurs régions
du c÷ur empêchant le c÷ur de travailler comme un tout. La ﬁbrillation ventriculaire abo-
lit l'action de pompage, et si elle persiste, il y aura arrêt de la circulation et mort cérébrale.
2.2.6 La ﬁbrillation auriculaire
La ﬁbrillation auriculaire (FA) est le plus fréquent des troubles du rythme cardiaque.
Elle fait partie des troubles du rythme supra-ventriculaire. Elle correspond à une action
non coordonnée des cellules myocardiques auriculaires, ce qui va entraîner une contraction
rapide et irrégulière des ventricules cardiaques. La FA est caractérisée par l'absence d'ondes
P sur l'ECG : celles-ci sont remplacées par des oscillations rapides (400 à 700 par minute)
de la ligne de base, appelées ondes f (voir ﬁgure 2.11). Ces ondes f sont variables par la
distance qui les sépare, par leur forme et leur amplitude. C'est un rythme dont la commande
n'est plus sous la dépendance du n÷ud sinusal. Ce sont des foyers ectopiques situés dans
les oreillettes avec des fréquences si rapides qu'elles se dépolarisent de façon anarchique.
Les oreillettes ne se contractent plus, mais frissonnent, ce qui donne une succession de ces
ondes f irrégulières.
Les désordres physiopathologiques consécutifs à l'apparition d'une ﬁbrillation auricu-
laire sont de 3 types :
1. l'irrégularité du rythme ventriculaire : le rythme ventriculaire est totalement irrégulier
parce que,
• l'intensité des incitations auriculaires est inégale,
• le n÷ud AV joue le rôle de ﬁltrage de sorte que l'incitation auriculaire d'intensité
importante se heurte à la période réfractaire et s'épuise en chemin sans atteindre les
ventricules. Seules certaines activations qui arrivent en dehors de la période réfractaire
peuvent descendre jusqu'aux ventricules,
• leur orientation est multiple.
2. l'hémodynamique : le remplissage ventriculaire est compromis à cause,
• de la mauvaise contraction auriculaire d'une part,
• et de l'irrégularité du rythme ventriculaire d'autre part.
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La disparition de la systole auriculaire entraîne une baisse de 20% du débit cardiaque.
Parallèlement, l'accélération de la fréquence ventriculaire diminue la durée de la diastole et
entraîne ainsi une baisse du volume d'éjection. Par conséquent, le patient peut développer
une l'insuﬃsance cardiaque.
3. la thrombose : l'incapacité de la contraction auriculaire entraîne la stagnation du sang
dans les oreillettes et favorise la formation de caillots. Les formations de thromboses sont
rarement très volumineuses, mais induisent un risque redoutable d'embolies, soit pulmo-
naire, soit dans la grande circulation, embolie cérébrale, abdominale ou des membres. Cette
formation de thrombus est expliquée par,
• la perte de contraction auriculaire : la contraction auriculaire se transforme en trem-
blement et brasse les oreillettes, formant ainsi des thromboses,
• la baisse du débit cardiaque.
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Résumé :
L'électrocardiographie est l'étude des variations de l'enregistrement de l'activité élec-
trique des cellules cardiaques, dont dépend la contraction du c÷ur. Le signal électrique
enregistrable est l'électrocardiogramme (ECG). Ce signal, modiﬁé en cas d'anomalie de la
commande de l'inﬂux électrique ou de sa propagation, de la masse globale et régionale des
cellules ou de leur souﬀrance éventuelle, donne des renseignements importants et très uti-
lisés en médecine.
L'étude des intervalles du tracé électrocardiographique permet donc de mieux comprendre
comment fonctionne le c÷ur. La suite du manuscrit présentera alors des méthodes d'ex-
traction de certains intervalles (intervalles R-R, Q-T, P-R) puis nous tenterons d'en faire
l'analyse et de tirer des conclusions, ou du moins quelques pistes, sur le fonctionnement du
c÷ur.
Chapitre 3
Quelques notions utiles de physiologie
L'ECG possède une grande valeur clinique pour le diagnostic des troubles du rythme
cardiaque et des anomalies de la conduction électrique, et dans la prévention des situations
d'infarctus du myocarde. Un cycle cardiaque est caractérisé par une succession d'événe-
ments (l'onde P, le complexe QRS et l'onde T). Les durées intra- et inter-événements
reﬂètent des processus électriques doublés de processus mécaniques dont la variabilité dé-
pend de régulations intra- et extra-cardiaques (comme la régulation par le système nerveux
autonome par exemple, voir Section 1.5). Les phénomènes électriques que nous observons à
l'échelle macroscopique à travers l'enregistrement ECG ont leur origine à l'échelle cellulaire.
Il est donc important de considérer quelques notions physiologiques de base pour analyser
les intervalles cardiaques que nous allons estimer dans les parties suivantes (intervalles P-R
et Q-T).
Dans un premier temps, nous allons présenter brièvement le mécanisme et la régula-
tion de la conduction cardiaque aﬁn de comprendre les changements de forme des ondes
caractéristiques. Dans un second temps, nous nous intéresserons à la conduction auriculo-
ventriculaire, dont la durée déﬁnit la valeur de l'intervalle P-R. Enﬁn, nous présenterons
la courbe de restitution électrique cellulaire qui reﬂètent au niveau ECG la dynamique de
la réponse de l'intervalle Q-T à un changement de la période cardiaque.
3.1 La conduction cardiaque
Les myocytes cardiaques sont des cellules musculaires striées particulières. Ces cellules
présentent quatre propriétés fondamentales : elles sont excitables du fait d'un équipement
membranaire particulier, contractiles, conductrices et pour certaines, douées d'automati-
cité.
3.1.1 Séquence d'activation électrique cardiaque
L'excitabilité et la conductibilité des cellules myocardiques déﬁnissent la vitesse de
propagation du potentiel d'action, initié par le n÷ud sinusal et transmis jusqu'aux ventri-
cules. On parle d'eﬀet dromotrope lorsqu'un stimulus module la vitesse de conduction du
potentiel d'action. Le principal déterminant de cet eﬀet dromotrope est le système nerveux
autonome.
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Selon la structure du réseau nodal considéré, cette vitesse de conduction varie :
• n÷ud sinusal : 1 m/sec,
• myocytes cardiaques des oreillettes : ∼ 0, 5 m/sec,
• n÷ud auriculo-ventriculaire : ∼ 0, 05 m/sec (ralentissement du potentiel d'action),
• faisceau de His : ∼ 2 m/sec,
• réseau de Purkinje : ∼ 4 m/sec,
• myocytes cardiaques des ventricules : ∼ 0, 5 m/sec.
Le tissu nodal favorise une contraction eﬃcace qui engendre une distribution du sang
dans le réseau artériel par :
• contraction des oreillettes puis des ventricules (ordre invariable) ;
• contraction de haut en bas des oreillettes (pousse le sang dans les ventricules sous-
jacents) ;
• contraction de bas en haut des ventricules (pousse le sang dans l'artère pulmonaire
et dans l'aorte sus-jacentes) ;
• contraction musculaire maximale à chaque événement systolique.
3.1.2 Régulation de la conduction cardiaque
Les cellules nodales (dont les n÷uds sinusal et auriculo-ventriculaire) sont responsables
de l'activité électrique intrinsèque du c÷ur, expliquant notamment la persistence d'une
activité myocardique lorsque le c÷ur est prélevé du médiastin et isolé de toute communica-
tion nerveuse (par exemple : transplantation cardiaque). Pour adapter l'activité cardiaque
aux besoins de l'organisme, divers facteurs inﬂuencent l'activité des cellules nodales :
• le système nerveux autonome,
• contraintes mécaniques (étirement notamment),
• la température,
• les médicaments.
Cette inﬂuence se fait via une action sur la conductance au calcium ou au potassium et le
résultat est une accélération ou un ralentissement du c÷ur.
Le système de conduction électrique cardiaque est donc fortement inﬂuencé par les
changements de rythme et par l'activité du système nerveux autonome, présenté Section
1.5 page 19, [40, 122].
La ﬁgure 3.1 présente les eﬀets de l'activation des systèmes nerveux sympathique et
parasympathique sur la vitesse de conduction des potentiels d'action à travers le c÷ur.
Le système nerveux autonome a un rôle chronotrope positif (inﬂuence sympathique) et
négatif (inﬂuence parasympathique) : cela permet d'augmenter ou de diminuer la fréquence
cardiaque.
L'activation du système sympathique, lors d'un exercice physique par exemple, augmente
la vitesse de conduction dans le tissu nodal en augmentant la pente de la phase 0 des
potentiels d'action (eﬀet dromotrope positif). Ceci entraîne alors une dépolarisation plus
rapide des cellules adjacentes.
Le système parasympathique (ou vagal) a un eﬀet antagoniste. En eﬀet, son activation
diminue la vitesse de conduction dans le c÷ur (eﬀet dromotrope négatif). Il a en eﬀet pour
action sur les potentiels d'action une diminution de la pente de la phase 0. Contrairement
à l'eﬀet du système sympathique, il entraîne une dépolarisation plus lente des cellules ad-
jacentes.
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(a) (b) (c)
Figure 3.1  Exemple de régulation de la conduction électrique cardiaque : inﬂuence du
système nerveux autonome sur les potentiels d'action des cellules myocardiques et nodales.
3.1.3 Inﬂuence sur les ondes cardiaques
Le comportement cellulaire engendre des modiﬁcations au niveau macroscopique sur
les ondes de l'ECG présentées Section 2.2.
Par exemple, l'onde T est le témoin électrique de la repolarisation ventriculaire. Ainsi
conformément à ce qui a été vu dans le paragraphe précédent, lorsque l'inﬂuence du système
sympathique augmente (lors d'un exercice physique par exemple), les ondes T vont se
contracter. En eﬀet, on a vu que l'inﬂuence sympathique augmentait la pente de la phase 0
des potentiels d'action, et accélérait par conséquent la phase de repolarisation (voir ﬁgure
3.1(b)). La forme de l'onde T, correspondante à la somme de la contribution de tous
les potentiels d'action des cellules ventriculaires, a donc tendance à beaucoup évoluer en
fonction de la période cardiaque, et de l'inﬂuence du système nerveux autonome.
En ce qui concerne l'onde P qui correspond à la dépolarisation des oreillettes, ces chan-
gements de forme seront moins prononcés. En eﬀet, il a été montré dans les travaux de
[22] que même si l'onde P subit des changements de forme pendant l'exercice, sa largeur
globale reste constante.
3.2 La jonction auriculo-ventriculaire
L'intervalle P-R sur un ECG mesure la transmission de la dépolarisation des oreillettes
vers les ventricules, transmission qui peut être en pratique altérée de bien des façons. Cet
intervalle est donc étroitement lié à la jonction auriculo-ventriculaire et donc au comporte-
ment du n÷ud AV. L'intervalle P-R reﬂète correctement le temps de conduction auriculo-
ventriculaire [14, 52].
Dans les années 50, Lepeschkin met en place des formules mathématiques pour mettre
en relation les intervalles P-R et R-R [99]. En 1990, Luceri et al. [106] ont publié un article
traitant des variations de l'intervalle P-R analysées en situation d'exercice pour déterminer
s'il existait des complications possibles lors d'une implantation cardiaque de pacemaker
à double chambre. Plusieurs mécanismes inﬂuencent la conduction auriculo-ventriculaire
créant des variations battement par battement ; on parle alors de Variabilité de la Conduc-
tion Auriculo-Ventriculaire (VCAV). La VCAV s'explique par une double composante : l'in-
ﬂuence du SNA sur le n÷ud auriculo-ventriculaire, et l'inﬂuence de la période cardiaque.
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Plus la période cardiaque est raccourcie, plus l'activité du n÷ud auriculo-ventriculaire
est ralentie. On peut eﬀectivement y voir un eﬀet direct (n÷ud auriculo-ventriculaire) et
indirect (modulation de la période cardiaque) du SNA. De plus, une analyse spectrale
de la VCAV permet de mettre en évidence que l'inﬂuence parasympathique sur le n÷ud
auriculo-ventriculaire est modulée par la respiration : c'est ce que l'on appelle la Mo-
dulation Auriculo-Ventriculaire Respiratoire (MAVR). Le temps de conduction auriculo-
ventriculaire tend à se rallonger durant l'expiration et à se raccourcir durant l'inspiration
[144].
Ainsi, par une double inﬂuence sur le n÷ud auriculo-ventriculaire, l'une nerveuse (sym-
pathique et parasympathique) et l'autre due à la durée du cycle cardiaque, la nature de la
VCAV peut être vue comme très complexe [128, 173, 176].
3.2.1 Inﬂuence de la fréquence cardiaque
Des études montrent qu'après inhibition de l'activité du système nerveux autonome,
lorsque la fréquence cardiaque chute, le temps de conduction auriculo-ventriculaire, associé
à l'intervalle P-R de l'ECG, est prolongé [105, 175].
Ce comportement du n÷ud AV face aux changements de la fréquence cardiaque est
très complexe [16], et joue un rôle très important dans la protection des ventricules lors
de ﬁbrillation ou de palpitations auriculaires par exemple [37]. En eﬀet, lors de deux bat-
tements cardiaques successifs trop rapprochés, le second battement raccourcit le temps de
repolarisation (récupération) du n÷ud AV ce qui provoque un ralentissement de la vitesse
de propagation du PA et par la même occasion un rallongement du temps de conduction
AV [125]. Ainsi, lorsque la durée du cycle cardiaque (intervalles P-P ou R-R) diminue, le
temps de conduction AV (intervalle P-R) est rallongé lorsque les eﬀets directs du système
nerveux autonome sont inhibés.
Lorsque la fréquence cardiaque augmente, comme en situation d'exercice physique par
exemple, l'activité autonome prédomine. En eﬀet, l'activité vagale se retire pour laisser
place à l'activité sympathique sur le n÷ud sinusal qui s'accompagne d'une augmenta-
tion de la fréquence cardiaque, autrement dit d'une diminution de la durée de l'intervalle
R-R. Le retrait vagal progressif et la stimulation sympathique directement au niveau du
n÷ud auriculo-ventriculaire conduisent à une diminution du temps de conduction auriculo-
ventriculaire [104]. Autrement dit, pendant l'exercice, l'intervalle P-R diminue au fur et
à mesure que la fréquence cardiaque augmente [34, 84, 106, 121]. Les intervalles P-R et
P-P sont alors liés, et la relation "intervalle P-R vs intervalle P-P" est de type linéaire
[34, 121]. Au relâchement de l'eﬀort, la fréquence cardiaque diminue tandis que la période
P-R s'allonge [121].
3.2.2 Inﬂuence du système nerveux autonome
Au paragraphe précédent, on a vu que la conduction auriculo-ventriculaire est inﬂuencée
par la durée du cycle cardiaque. Ainsi, une inhibition de l'activité vagale et une stimulation
sympathique sur le n÷ud sinusal induisent une augmentation de la fréquence cardiaque et,
par conséquent, une diminution du temps de conduction.
Le n÷ud AV est quant à lui très innervé par les ﬁbres sympathique et parasympa-
thique. On parle d'eﬀet dromotrope positif lorsque la conduction ventriculaire est facilitée
par le tonus sympathique ; ceci engendre une diminution du temps de conduction auriculo-
ventriculaire. A l'inverse, lorsque le tonus vagal ralentit la conduction auriculo-ventriculaire
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et rallonge ainsi le temps de conduction, on parle d'eﬀet dromotrope négatif [102]. Les
études de Warner [175, 176] montrent d'ailleurs que chez l'animal, l'activité neurale para-
sympathique joue un rôle plus important que l'activité sympathique dans le contrôle de la
conduction auriculo-ventriculaire.
L'activité du SNA inﬂuence les durées du cycle cardiaque et de la conduction auriculo-
ventriculaire : elles sont raccourcies par inﬂuence sympathique et rallongées par l'inﬂuence
vagale [102]. Le système autonome semble donc inﬂuencer parallèlement sur les activités
sinusale et auriculo-ventriculaire. Toutefois, d'autres études sur l'inﬂuence du SNA sur
les n÷uds sinusal et auriculo-ventriculaire, montrent que les eﬀets sur les propriétés phy-
siologiques sont distincts sur chacun des n÷uds [90, 156]. Les eﬀets des tonus vagal et
sympathique diﬀèrent d'une étude à l'autre : selon Kowallick et al. [90], ils sont indépen-
dants, pour Kannankeril et al. [84], ils ne présentent pas de corrélations marquées tandis
que pour Leer et al. [98] la modulation autonome est plus importante au niveau du n÷ud
sinusal que sur le n÷ud auriculo-ventriculaire.
3.3 Le comportement électrique cellulaire
Comme nous l'avons vu à la Section 1.4, quand une impulsion électrique d'amplitude
suﬃsante arrive au niveau d'une cellule cardiaque excitable, l'intérieur de cette cellule
devient rapidement positif par rapport à l'extérieur. Ceci correspond au processus de dé-
polarisation cellulaire. Le retour d'une cellule cardiaque stimulée à son état de repos est
appelé repolarisation cellulaire. L'enregistrement de ces diﬀérences de potentiel, mesurées
entre les milieux intra- et extra-cellulaire pendant les processus de dépolarisation et de
repolarisation, correspond au Potentiel d'Action (noté PA). La durée du potentiel d'ac-
tion (noté APD pour Action Potential Duration en anglais) est le temps écoulé entre le
début de la dépolarisation et la ﬁn de la repolarisation de la cellule, comme illustré ﬁgure
3.2. L'intervalle de temps compris entre la ﬁn de la repolarisation cellulaire et l'arrivée du
prochain stimulus électrique, où la cellule retrouve son état de repos, est appelé intervalle
diastolique (noté DI pour Diastolic Interval en anglais). L'intervalle de temps entre deux
excitations successives de la cellule est la longueur du cycle de base (noté BCL pour Basic
Cycle Length en anglais).
Figure 3.2  Déﬁnition des intervalles APD, DI et BCL des potentiels d'action (extrait
de [113]).
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Ces trois intervalles, présentés sur la ﬁgure 3.2, sont alors reliés par la relation suivante :
BCLn = APDn +DIn,
où BCLn, APDn et DIn correspondent respectivement à la neme période de stimulus élec-
trique, à la durée du neme potentiel d'action et au neme intervalle diastolique.
Aﬁn de réduire les temps de systole et de diastole, une augmentation de la fréquence
cardiaque conduit alors aux raccourcissements des intervalles APD et DI. Les variations de
ces deux intervalles sont étroitement liées et la dynamique de cette adaptation est connue
sous le nom de "restitution électrique". De nombreux travaux ont étudié le comportement
de l'APD en réponse à un changement du cycle cardiaque [24, 46, 53, 55, 56, 88].
Le comportement de la "restitution électrique" peut être décrit par la relation entre
l'intervalle DI et la durée de l'APD suivante. Cette relation liant la durée du PA à l'intervalle
diastolique précédent est décrite par la "courbe de restitution cellulaire" présentée ﬁgure
3.3 [46]. Cette relation peut s'écrire sous la forme suivante :
APDn+1 = f(DIn),
où la fonction f est en général déterminée de manière expérimentale.
Il est connu que cette relation de restitution est d'une importance fondamentale dans la
dynamique cardiaque. Selon diﬀérents travaux, les variations de l'APD liées à des change-
ments de fréquence d'excitation de la cellule peuvent être les causes déterminantes d'aryth-
mies cardiaques [62].
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Figure 3.3  Courbe de restitution électrique cellulaire. Mise en évidence des alternances
de l'APD en fonction de la pente de la courbe de restitution (extrait de [82]).
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Toutefois, il a été montré que le comportement du tissu cardiaque ne dépend pas seule-
ment du dernier stimulus [24, 46, 56]. Plus précisément, après une chute de rythme car-
diaque, l'APD s'ajuste graduellement vers une nouvelle valeur nominale. Pendant cet ajus-
tement, l'APD est soumis à deux inﬂuences : la "restitution électrique" décrite ci-dessus,
qui peut être considérée comme une adaptation "rapide", et un eﬀet "mémoire" qui est
une adaptation plus "lente".
Bien que l'intervalle Q-T de l'ECG reﬂète la durée globale de l'activité électrique ven-
triculaire, il est souvent associé dans la littérature à l'intervalle APD au niveau cellulaire
[8, 153]. Dans [8] il a été montré qu'une hystérésis se produit dans le tracé de l'intervalle
Q-T en fonction de la fréquence cardiaque. En eﬀet, pour une même fréquence cardiaque,
l'intervalle Q-T est diﬀérent selon si la fréquence cardiaque augmente ou diminue. Il est
connu que cette relation entre l'intervalle Q-T et la fréquence cardiaque est similaire à celle
existante entre l'APD et la fréquence de stimulation dans les tissus isolés ventriculaires. La
ﬁgure 3.4 présente l'analogie que nous pouvons alors faire entre l'intervalle Q-T de l'ECG
et la durée du potentiel d'action au niveau cellulaire. Les intervalles déﬁnissant le potentiel
d'action utilisés pour obtenir la courbe de restitution au niveau cellulaire, c'est à dire le
BCL, l'APD et le DI, peuvent alors être respectivement associés au niveau de l'ECG aux
intervalles R-R, Q-T et T-Q.
Conformément à cette analogie et aux adaptations "rapide" et "lente" sur l'APD [24,
46, 56], il existe également dans la réponse des intervalles Q-T à un changement de période
cardiaque les deux réponses "rapide" et "lente". En eﬀet, Lau et al. ont démontré qu'il
fallait 2-3 minutes pour recouvrir 90% de l'adaptation du Q-T [96]. Finalement, la réponse
des intervalles Q-T à un changement de période cardiaque peut être vue comme la somme
de deux contributions [56] :
• une adaptation "rapide", étroitement liée à la courbe de restitution électrique cellu-
laire,
• une adaptation "lente", liée aux précédents changements de la période cardiaque.
QT
APD
Figure 3.4  Analogie entre l'intervalle Q-T de l'ECG et la durée du potentiel d'action
d'une cellule myocardique ventriculaire.
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Résumé :
Dans ce chapitre, nous avons introduit quelques notions physiologiques qui nous seront
utiles pour comprendre les résultats sur l'analyse des intervalles cardiaques. Premièrement,
nous avons présenté brièvement le fonctionnement et la régulation de la conduction car-
diaque au niveau cellulaire qui reﬂète le comportement des ondes et des intervalles au niveau
ECG. Deuxièmement, étant donné que nous allons nous intéresser aux intervalles P-R des
ECG, nous nous sommes focalisés sur la jonction auriculo-ventriculaire et ses inﬂuences,
surtout d'origine nerveuse, qui agissent par exemple lors d'un exercice physique. Enﬁn,
dans une dernière partie, nous avons considéré le phénomène de restitution électrique cel-
lulaire qui, à un niveau macroscopique, sur l'ECG, peut reﬂéter la réponse de l'intervalle
Q-T aux changements de la période cardiaque.
Deuxième partie
Outils d'estimation des intervalles
cardiaques
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Introduction
De nos jours le traitement du signal est intégré dans la plupart des systèmes d'analyse
et d'interprétation de l'ECG. Ses objectifs sont multiples et comprennent principalement
la compensation de l'ajout d'artéfacts aux signaux d'intérêt, et l'extraction d'informations
qui ne sont pas visibles par une analyse visuelle directe. Puisque des informations cliniques
utiles se trouvent dans les intervalles de temps déﬁnis par les ondes caractéristiques de
l'ECG, le développement de méthodes robustes et ﬁables revêt une grande importance.
Les intervalles de temps déﬁnis entre deux ondes caractéristiques de l'ECG fournissent
d'importants indicateurs pour le diagnostic de maladies cardiaques car ils sont le reﬂet
de processus physiologiques. Par exemple, l'intervalle R-R, représentatif de la période car-
diaque, est généralement obtenu en détectant le pic de l'onde R. De part sa grande ampli-
tude, la détection de cette onde est la plus accessible et nous permet souvent de segmenter
l'ECG avant d'estimer toute autre onde.
L'intervalle Q-T, reﬂétant la durée de la dépolarisation et de la repolarisation ventriculaire,
est l'un des intervalles les plus importants de l'ECG. En eﬀet, sa prolongation peut être
associée à des risques d'arythmie ventriculaire et de mort subite [123, 152]. Il est classique-
ment calculé entre le début du complexe QRS et la ﬁn de l'onde T. Cependant, la ﬁn de
l'onde T est diﬃcile à détecter à cause de la morphologie très variée de l'onde T, et surtout
de la perturbation du bruit notamment sur la ﬁn de l'onde.
Tout comme pour l'onde T, la détection de l'onde P n'est pas évidente, voire davantage
complexe. Eﬀectivement, l'onde P est souvent de faible amplitude et noyée dans le bruit.
L'estimation des intervalles P-R est donc très diﬃcile. Alors que beaucoup d'études portent
sur la détection de l'intervalle Q-T, les méthodes automatiques pour estimer les intervalles
P-R sont rares notamment dans le cas où la fréquence cardiaque est élevée comme à l'exer-
cice par exemple.
Dans cette partie, nous nous focaliserons sur quelques outils d'estimation des inter-
valles cardiaques. Ce problème d'estimation peut être abordé de deux manières : soit en
appliquant des méthodes dites de segmentation qui révèlent les points caractéristiques
(début/pic/ﬁn) des ondes, puis on déduit l'intervalle de temps d'intérêt entre les points
caractéristiques de chacune des ondes, soit, on considère ce problème comme un problème
d'estimation de temps de retard entre deux ondes de même nature. L'estimation de temps
de retard (noté TDE pour Time Delay Estimation en anglais), est un problème récur-
rent dans de nombreuses applications du traitement du signal biomédical. Par exemple,
les techniques de TDE sont utilisées pour estimer les retards sur des signaux répétitifs.
Les signaux peuvent être répétitifs par nature, comme par exemple en électrocardiographie
[161], évoqués, comme en électromyographie [49, 124], ou encore liés à l'événement (ERP
pour Event-Related Potential en anglais) [79, 119, 136, 179, 181]. Dans ce mémoire, nous
nous focaliserons sur les problèmes de TDE en électrocardiographie.
Dans un premier temps, nous présenterons une liste non-exhaustive des méthodes uti-
lisées pour l'estimation des intervalles cardiaques, des méthodes de segmentation, et des
méthodes de TDE. Puis, nous présenterons une méthode classique d'estimation de temps
de retard dans le domaine biomédical pour un signal inconnu : la méthode de Woody [179].
Dans un second temps, nous proposerons un perfectionnement de cette méthode que l'on
nommera : méthode de "Woody améliorée". Cette version conduit en eﬀet à des améliora-
tions de la méthode de Woody, au sens de l'optimalité, de variance de l'estimateur et de
vitesse de convergence, comme nous pourrons le voir à travers les comparaisons des perfor-
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mances sur des signaux simulés. Enﬁn, une version "généralisée" de la méthode de Woody
sera présentée. Dans cette version le bruit n'est plus le seul parasite du signal observé, une
onde supplémentaire peut être considérée comme "bruit" dans les observations. Plusieurs
modèles de cette onde parasite seront proposés et testés à l'aide d'expérimentations sur des
signaux simulés. Cette méthode de "Woody généralisée" permet, par exemple, de traiter
les problèmes d'estimation des intervalles P-R à l'exercice, où l'onde T tend à se superposer
à l'onde P aux fréquences cardiaques élevées. Les applications de ces méthodes sur des cas
réels seront présentées dans la partie suivante.
Chapitre 4
Méthodes usuelles d'estimation des
intervalles cardiaques
4.1 Introduction
De part sa grande amplitude, l'onde R est facilement détectable dans un enregistrement
ECG. Nous nous focaliserons donc sur l'estimation des intervalles intra-cycle cardiaques
(intervalle P-R, intervalle Q-T,. . . ) et nous étudierons comment ces intervalles évoluent
d'un cycle à l'autre.
Le problème d'estimation des intervalles cardiaques peut être abordé de deux manières :
• soit on détermine les points caractéristiques (début/pic/ﬁn) des ondes par des mé-
thodes de segmentation, puis on en déduit les intervalles d'intérêt (voir exemple sur
l'intervalle P-R illustré ﬁgure 4.1) ;
• soit on considère ce problème comme un problème d'estimation de temps de retard,
noté TDE (pour Time Delay Estimation en anglais). En eﬀet, la variation d'un in-
tervalle, par exemple l'intervalle P-R, entre deux battements consécutifs peut être
considérée comme un retard subi par la seconde onde P comparée à la première, vis
à vis de leurs ondes R respectives. Le retard s'applique sur deux ondes de même
nature. Classiquement, on aligne au préalable les battements sur une autre onde de
l'ECG. Ce principe de temps de retard est illustré sur l'intervalle P-R par le schéma
présenté ﬁgure 4.2, où le retard entre les ondes P est noté dk, et où les battements
sont alignés à droite sur les pics R.
La plupart des appareils d'électrocardiographie peuvent enregistrer plusieurs dériva-
tions simultanément. Certaines méthodes de segmentation de l'ECG ont alors été dévelop-
pées pour exploiter toutes les informations sur les diﬀérentes voies [91, 92, 147]. Cependant,
dans de nombreux cas, nous ne disposons que de l'enregistrement d'une seule dérivation
de qualité. En eﬀet, lors de l'étude d'une onde précise, le placement des dérivations est de
telle sorte qu'une des voies soit optimisée pour maximiser l'amplitude de l'onde considérée.
Par exemple, en plaçant assez proches trois dérivations, il est quasi-certain d'obtenir une
voie sur laquelle l'onde considérée sera de grande amplitude. C'est dans ce cadre là que
nous nous placerons.
Pour déterminer les points caractéristiques des ondes de l'ECG, les méthodes classiques
de segmentation reposent sur des techniques basées sur du ﬁltrage dérivatif ou diﬀérentiel
[39, 94, 132, 158] ou sur la transformée en ondelettes [42, 103, 115, 148, 154]. Récemment,
un indicateur lié à la surface couverte par l'onde a été proposé pour la détection de l'onde
T [183, 184].
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Intervalle P-Rn Intervalle P-Rn+1
Cycle cardiaque n
Figure 4.1  Illustration d'une méthode de segmentation sur les ondes P et R. A partir
des points caractéristiques des ondes considérées (début de l'onde P et pic de l'onde R),
on déﬁnit l'intervalle P-R.
Intervalle P-Rref
Intervalle P-Rk
Battement                   
de référence
Battement k
Retard dk
Figure 4.2  Illustration d'un problème d'estimation de temps de retard sur les ondes P
entre deux battements successifs synchronisés à droite sur les pics R, pour estimer l'inter-
valle P-R.
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Parmi les méthodes de l'état de l'art en TDE, on note les méthodes basées sur le cal-
cul de l'intégrale normalisée qui sont très sensibles aux ﬂuctuations de la ligne de base
et au bruit [81, 78, 92, 93]. Aussi, une méthode classique de TDE consiste à trouver le
maximum de l'intercorrélation entre le signal retardé et celui de référence [4]. Par exemple,
cette référence peut être la moyenne des premières observations. Des problèmes similaires
peuvent être résolus en utilisant la technique d'intercorrélation généralisée [21, 35, 87].
En particulier, les méthodes de TDE basées sur du Maximum de Vraisemblance (MV) se
sont révélées particulièrement eﬃcaces sous certaines hypothèses, telles qu'il n'y ait pas de
changement d'échelle ou de forme du signal considéré par exemple [36]. Quand le signal
d'intérêt est inconnu, la méthode de Woody [179] basée sur des techniques de corrélation
et de moyennage, et développée de façon empirique, est un bon candidat pour ce problème
de TDE. Cependant, comme nous allons le voir dans le chapitre suivant, la méthode de
Woody est sous-optimale et doit être améliorée [27, 181].
Par ailleurs de nombreuses méthodes de TDE travaillent dans le domaine fréquentiel
[79, 136, 181]. Bien que changer de domaine de travail soit dans bien des cas très pro-
metteur, les contraintes de certaines applications nécessitent souvent de travailler dans le
domaine temporel ; un bon exemple est l'estimation des intervalles P-R sur les ECG enre-
gistrés à l'exercice [29, 31]. Les méthodes basées ondelettes sont aussi très souvent utilisées
pour l'analyse des signaux bioélectriques [148] mais ne conviennent pas lorsque l'observa-
tion du signal d'intérêt est mêlée à des interférences comme il sera vu par la suite.
Dans ce chapitre, nous allons présenter brièvement, et de manière non-exhaustive,
quelques méthodes de segmentation ou de TDE citées ci-dessus. Nous pouvons alors consi-
dérer un modèle des observations sur lequel diﬀérentes hypothèses seront appliquées. Ces
hypothèses restreindront le modèle général dont découleront les diﬀérentes méthodes pro-
posées dans la suite du chapitre. Nous considérons donc le modèle général des observations :
xi(n) = αi.si(ϕi(n)) + fi(n) + ei(n), (4.1)
où xi représente l'amplitude de la ieme observation pour l'échantillon n (0 < n < N), avec
i = 1..I l'indice de la réalisation (I peut être égal à 1). Chaque observation est composée
d'une onde de référence si, d'une fonction parasite supplémentaire fi et d'un bruit ei. A
noter que la fonction si de référence peut subir, soit un retard d lorsque ϕi = n− di, soit
un changement d'échelle ou de forme lorsque ϕi est de type n−aibi .
Les hypothèses qui peuvent être envisagées sur ce modèle d'observations sont nom-
breuses et nous ne les traiteront pas toutes. Nous considérerons principalement les hypo-
thèses suivantes :
• le signal s est connu, partiellement connu ou inconnu ;
• si le signal s est partiellement connu, existe-t-il des a priori concernant ses caracté-
ristiques (énergie, spectre, onde monophasique, intervalle d'apparition . . . ) ;
• le signal s subit un retard ou un changement de forme suivant l'expression de ϕi ;
• existe-t-il une fonction parasite fi et est-elle connue ou partiellement connue.
Toutes ces méthodes permettent de déterminer les ondes R et les complexes QRS, mais
nous nous intéresserons principalement aux ondes T et P.
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4.2 Méthodes basées sur du ﬁltrage dérivatif
Il est généralement supposé que les débuts et ﬁns d'ondes de l'ECG sont liés à des
changements brusques dans les variations du signal ECG. De ce fait, plusieurs méthodes
pour la segmentation de l'ECG basées sur la diﬀérentiation numérique ont été proposées
aﬁn d'exploiter les changements de pente du signal. Ce type de méthodes a été largement
utilisé pour la délimitation des ondes cardiaques. Pour ces méthodes, les hypothèses sur le
modèle d'observations (4.1) sont :
• le signal s est partiellement connu,
• on a cependant quelques a priori sur les caractéristiques de s, notamment l'intervalle
de temps où l'onde d'intérêt se trouve,
• le signal s peut subir des changements de forme et de morphologie,
• la fonction parasite fi n'existe pas.
La méthode de Laguna et al. [94] est une des méthodes références de délimitation
d'ondes, basée sur du ﬁltrage dérivatif des enregistrements Holter des ECG. Le signal ECG
est traité par un ﬁltre dérivatif G1(z) puis par un ﬁltre de lissage G2(z) tels que :
G1(z) = 1− z−6 (4.2)
G2(z) =
1− z−8
1− z−1 (4.3)
La sortie de ces deux ﬁltres en série est notée y(k).
Cette méthode permet de délimiter les complexes QRS et les ondes T. En eﬀet, une
méthode de seuillage adaptatif, reprise dans [77] et [91], permet de détecter les pics R puis
de trouver les ondes Q. Ici, nous nous focalisons uniquement sur la technique initialement
proposée pour détecter l'onde T. Tout d'abord une étape de fenêtrage est appliquée servant
à localiser approximativement l'instant à détecter. Les limites bwind et ewind de la fenêtre
de recherche sont déﬁnies à partir des pics R, notés Rp et détectés précédemment, et des
intervalles R-R précédents :
(bwind, ewind) =
{
(Rp + 140, Rp + 500)ms si RR > 700ms
(Rp + 100, Rp + 0.7RR)ms si RR < 700ms,
(4.4)
où RR est la durée moyenne de l'intervalle R-R, calculée depuis le début de l'enregistrement
jusqu'à l'intervalle R-R courant de la manière suivante :
RR =
{
0.8RR+ 0.2RR si 1.5RR > RR > 0.5RR
RR sinon.
A noter qu'un fenêtrage adapté cette fois-ci à la recherche de l'onde P, a été développé
dans [51] tel que :
bwind(i) = QRSon(i)− 0.3(QRSon(i)−QRSoff (i− 1)),
ewind(i) = QRSon(i)− 5,
où QRSon(i) et QRSoff (i) sont respectivement le début et la ﬁn du complexe QRS du ieme
cycle cardiaque.
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L'algorithme de Laguna et al. [94] considère quatre types de morphologies d'ondes T :
l'onde T normale (monophasique et positive), l'onde T inversée (monophasique et négative),
l'onde T biphasique montante, et l'onde T biphasique descendante. L'algorithme cherche
alors dans la fenêtre déﬁnie par l'équation (4.4), le maximum (max ) et le minimum (min)
du signal y(k). Trois cas se présentent alors :
• L'algorithme trouve un maximum avant un minimum. Dans ce cas, la méthode consi-
dère l'onde T comme une onde T biphasique montante si |max| > 4|min|, sinon
l'algorithme considère que c'est une onde T normale.
• L'algorithme trouve un minimum avant un maximum. Dans ce cas, si |min| > 4|max|
la méthode considère l'onde T comme biphasique descendante, sinon l'onde T est
considérée comme inversée.
• L'algorithme trouve un minimum avant un maximum et un autre minimum (mina)
après le maximum et avant la ﬁn de la fenêtre de recherche. Dans ce cas, si |max| <
4|mina| alors l'algorithme considère l'onde T comme normale, sinon elle est considé-
rée comme inversée.
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Figure 4.3  Détection de la ﬁn (T2) et du pic (Tpic) d'une onde T normale avec la méthode
de Laguna et al. [94].
L'algorithme cherche alors la ﬁn de l'onde T. La ﬁgure 4.3 présente une illustration de
cette méthode sur une onde T normale. Il considère Ti comme l'instant du dernier sommet
du signal y(k) (qui peut être min, max ou mina suivant la morphologie de l'onde T). Pour
les valeurs plus grandes de Ti, l'algorithme cherche le point T2 où le signal y(k) dépasse le
seuil Ht = y(Ti)/Kt, où Kt est choisi de manière expérimentale égale à 2. Le point T2 est
considéré comme la ﬁn de l'onde T. Il est alors possible de déterminer le pic de l'onde T
noté Tpic en utilisant la méthode du passage par zéro (zero-crossing en anglais) : le point
Tpic est le dernier point de passage à zéro avant la valeur de Ti.
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D'autres méthodes de détection de ﬁn d'ondes T sont basées sur des ﬁltrages dérivatifs,
autres que ceux présentés par les équations (4.2) et (4.3). Par exemple, dans [39] le ﬁltre
utilisé dans les pré-traitements du signal ECG noté x(k) est donné par :
W1(k) = x(k − w)− x(k),
W2(k) = x(k)− x(k + w),
y(k) = W1(k).W2(k).
Deux instants sont nécessaires dans cet algorithme pour trouver la ﬁn de l'onde T. Pour
calculer chacun de ces instants, le signal de sortie du ﬁltre y(k) est calculé à des intervalles
diﬀérents pour diﬀérentes valeurs de w. Ainsi, l'algorithme déﬁnit d'abord le sommet de
l'onde T qui correspond à un minimum du signal y(k), puis l'algorithme trouve un instant
qu'il considère comme le début de la ligne isoélectrique après l'onde T. Finalement, la ﬁn
de l'onde T est déduite en trouvant le minimum de l'angle entre W1(k) et W2(k).
Un autre algorithme basé sur un ﬁltrage adaptatif est proposé dans [158] pour la détec-
tion des ondes T, et P. Dans les approches basées sur un ﬁltrage passe-haut pour éliminer
la dérive de la ligne de base, Soria-Olivas et al. observent sur le signal ﬁltré un minimum
qui est proche de la ﬁn de l'onde T. Ainsi, au moyen d'un ﬁltrage adaptatif, ils essayent de
déterminer de quelle manière la position du minimum sur le signal ﬁltré peut être contrôlée,
en modiﬁant µ la constante d'adaptation du ﬁltre considéré :
H(z) =
1− z−1
1− (1− µ)z−1
La ﬁn de l'onde T doit alors coïncider avec ce minimum sur le signal ﬁltré. Cette mé-
thode peut également être adaptée à la détection du début des ondes P.
L'avantage de ces méthodes basées sur du ﬁltrage dérivatif réside dans leur robustesse
face aux variations de morphologie des ondes de l'ECG. L'inconvénient majeur est lié à la
diﬀérenciation qui est connue pour être sensible au bruit. Pour contrecarrer ce problème,
la dérivée de l'ECG pourrait être calculée à l'aide de méthodes d'estimation de la fonction
dérivée lorsque le signal est bruité [60, 61].
4.3 Méthodes basées sur la transformée en ondelettes
De nombreuses méthodes permettant la segmentation des ondes ECG basées sur la
transformée en ondelettes ont été proposées dans la littérature [42, 103, 115, 148, 154].
Cette transformation fournit une description du signal dans le domaine temps-échelle, per-
mettant ainsi la représentation des caractéristiques du signal à des résolutions diﬀérentes.
Comme nous avons pu le voir dans la Section 2.2.2, le signal ECG est composé d'ondes de
caractéristiques temporelles très diﬀérentes [166]. Cette technique basée sur la transformée
en ondelettes s'avère très utile pour l'analyse de l'ECG. Pour ce type de méthodes, les
hypothèses sur le modèle d'observations (4.1) sont :
• le signal s est partiellement connu,
• on a cependant quelques a priori sur les caractéristiques de s, notamment sur la
forme et la largeur de ses ondes,
• la fonction parasite fi n'existe pas.
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L'ondelette est généralement une fonction oscillatoire de moyenne nulle qui a deux
paramètres : l'un représente une translation temporelle, l'autre un changement d'échelle.
La transformée en ondelettes continue Wx(a, b) du signal continu x(t) est déﬁnie par :
Wx(a, b) =
1√
a
∫ ∞
−∞
x(t)ψ(
t− b
a
)dt (4.5)
où ψ est l'ondelette mère, b est le facteur de translation et a le facteur de dilatation.
Figure 4.4  Exemple d'un ECG synthétique et des 5 premières échelles de sa transformée
en ondelettes (extrait de [115]).
La transformée en ondelettes continue contient généralement de l'information redon-
dante sur le signal x(t). En pratique, on utilise des familles discrètes d'ondelettes qui sont
moins redondantes, ou qui forment des bases orthogonales fonctionnelles et qui contiennent
assez d'informations tant pour l'analyse que pour la reconstruction du signal original. La
discrétisation la plus utilisée est dite "dyadique" avec a = 2−j et b = k × 2−j , où j et
k sont des nombres entiers [109]. La transformée en ondelettes discrète est notée DWT
pour Discrete Wavelet Transform en anglais. Les maxima et les minima locaux de la DWT
indiquent les points singuliers locaux du signal considéré [108, 109, 110]. Ceci est illustré
par la ﬁgure 4.4 qui représente un signal ECG synthétique et les 5 premières échelles de
sa transformée en ondelettes [115]. Aﬁn d'améliorer l'illustration de la décomposition, la
décimation temporelle n'a pas été appliquée. Le signal ECG étant composé de pentes, de
maxima, et de minima locaux à des échelles diﬀérentes, l'utilisation de la DWT dans les
divers travaux de la littérature est justiﬁée [42, 103, 115, 148, 154].
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Cependant, lorsque le rythme cardiaque augmente, les ondes cardiaques T et P tendent
à se chevaucher. Ces ondes ayant les mêmes composantes fréquentielles [148, 166], elles
sont sensées se retrouver à la même échelle. On verra par la suite (dans le Chapitre 6)
lorsqu'on présentera ce problème de chevauchement des ondes T et P, que cet outil basé
sur la transformée en ondelettes n'est pas approprié dans ce cas.
4.4 Méthodes basées sur un indicateur lié à la surface cou-
verte par l'onde
Zhang et al. ont récemment présenté une méthode de segmentation des ondes cardiaques
basée sur un indicateur lié à la surface couverte par l'onde [183, 184]. Cette méthode permet
de détecter les pics R, le début et la ﬁn des complexes QRS, et la ﬁn de l'onde T. Nous
nous intéresserons plus particulièrement à cette dernière application. Pour cette méthode,
les hypothèses sur le modèle d'observations (4.1) sont :
• le signal s est partiellement connu,
• on a cependant quelques a priori sur les caractéristiques de s, notamment sur la
fenêtre temporelle de recherche de l'onde T et sur la morphologie de l'onde T,
• le signal s ne peut pas subir des changements de forme trop importants,
• la fonction parasite fi n'existe pas.
Nous exposerons ci-après l'algorithme pour des ondes T concaves, soit positive, soit
négative. Si l'onde T est positive, l'algorithme est appliqué au signal s(t), sinon il sera
appliqué au signal −s(t). Cette approche est détaillée et étendue à des morphologies bi-
phasiques dans les travaux [113, 184].
Après avoir détecté les instants d'apparition des pics R, notés Rp(i), sur le signal ECG,
une fenêtre de recherche pour la ﬁn de l'onde T est déﬁnie par l'intervalle [ta : tb] avec,
ta =
{
Rp(i) + b0.15RRi + 37c si RRi < 220
Rp(i) + 70 si RRi ≥ 220,
et
tb =
{
Rp(i) + d0.7RRie − 9 si RRi < 220
Rp(i) + d0.2RRie+ 101 si RRi ≥ 220
où RRi est le ieme intervalle R-R déﬁni par RRi = Rp(i+ 1)−Rp(i). Ces paramètres ont
été choisis de façon expérimentale. Les notations utilisées sont telles que bxc représente le
plus grand entier inférieur ou égal à x et, dxe représente le plus petit entier supérieur ou
égal à x.
Le signal ECG continu est noté s(t), le début et la ﬁn de l'onde T sont notés respectivement
t1 et t2, et la longueur de l'onde T est donnée par L = t2 − t1.
L'algorithme est illustré ici pour une onde T positive sur la ﬁgure 4.5. Il est basé sur le
calcul d'un indicateur A(t) qui est maximal lorsque t = t2. Le calcul de cet indicateur est
donné par une opération d'intégration sur une fenêtre glissante de largeur W . La largeur
W est choisie arbitrairement de sorte que 0 < W < L. A chaque instant t, l'indicateur est
déﬁni comme :
A(t) =
∫ t
t−W
[s(τ)− s(t)]dτ
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Cet indicateur A(t) peut être vu comme la surface dans l'intervalle [t −W, t] sous le
signal s(t) et au-dessus de la ligne horizontale qui croisse le point s(t), comme cela est
illustré sur la ﬁgure 4.5. La méthode consiste donc à estimer le temps t pour lequel A(t)
est maximal.
L'avantage de cette méthode réside dans sa robustesse face aux variations de morpho-
logie des ondes de l'ECG mais son inconvénient majeur est sa sensibilité au bruit.
t1 t2t−W t t1 t2t2−W
(a) (b)
Figure 4.5  Fenêtre glissante de taille W pour le calcul de l'indicateur A(t) (extrait de
[184]).
4.5 Méthodes basées sur l'intercorrélation
Des techniques basées sur l'intercorrélation ont été très souvent présentées dans la lit-
térature [4, 80, 133]. L'idée principale de ce type de technique est de déﬁnir au préalable
une onde de référence (un template) de la forme de l'onde à détecter, puis de localiser
le maximum de l'intercorrélation entre cette onde de référence et l'onde testée. Il existe
diﬀérentes façons de construire l'onde de référence : soit en la modélisant à l'aide de fonc-
tions mathématiques en s'inspirant des ECG réels, soit en moyennant les ondes observées
[28, 118]. En eﬀet souvent l'onde de référence est créée à partir de la moyenne de quelques
ondes de l'enregistrement ECG sous l'hypothèse que la forme de ces ondes réelles ne varie
pas, de même que leurs alignements. Pour cette méthode, les hypothèses sur le modèle
d'observations (4.1) sont alors :
• le signal s est connu,
• le signal s ne subit pas de changements de forme trop importants,
• la fonction parasite fi n'existe pas.
La fonction d'intercorrélation r12 est alors utilisée pour mesurer les corrélations entre
l'onde de référence x1(n) et l'onde observée x2(n) :
r12(τ) =
1
N
N−1∑
n=0
x1(n)x2(n+ τ),
où N représente le nombre d'échantillons dans la fenêtre de calcul. La valeur de τ pour
laquelle cette fonction est maximale représente le temps de retard estimé entre l'onde réelle
et l'onde de référence.
La méthode d'intercorrélation généralisée (GCC pour Generalized Cross Correlation en
anglais) a également été développée pour améliorer ces résultats. Cette méthode réalise un
pré-ﬁltrage des signaux avant d'eﬀectuer leur intercorrélation [21, 35, 87]. Les coeﬃcients
des ﬁltres sont estimés grâce aux connaissances a priori sur les signaux et notamment les
connaissances spectrales des deux signaux d'entrée décalés.
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L'avantage de cette méthode basée sur l'intercorrélation est qu'elle est robuste au bruit
d'observations. Cependant elle est très sensible aux variabilités morphologiques des ondes.
De ce fait, il est impossible de construire une onde de référence universelle pour chaque
onde de l'ECG. Aussi, et plus précisément, lorsqu'on utilise cette méthode sur des signaux
ECG d'eﬀort où les formes des ondes T et P varient beaucoup avec le rythme cardiaque,
le calcul de l'onde de référence doit être évolutif.
4.6 Méthodes basées sur un apprentissage
Diverses méthodes ont été élaborées pour détecter l'onde P qui est le reﬂet de l'activité
auriculaire. Sa faible amplitude et la grande variabilité de sa morphologie en font une onde
particulièrement diﬃcile à détecter, ce qui explique que la détection de cette onde demeure
un problème non résolu.
Dans la littérature, des algorithmes de détection de l'onde P sont basés sur un appren-
tissage. Ils sont généralement conçus selon deux approches : soit la détection du complexe
QRS est faite au préalable et l'algorithme consiste à chercher l'onde P dans une fenêtre
précédant le QRS, soit on procède à l'annulation de l'ensemble QRS-T. Dans le premier cas,
l'apprentissage est implicite, on connaît la fenêtre d'observation de l'onde de d'intérêt et
on détecte l'onde P par diﬀérents types de méthodes : dérivation d'ordre fractionnaire [67] ;
ﬁltrage passe-bas dérivatif [92] ; modèle de Markov caché et ondelette [38, 69], . . . Dans le
second cas, le complexe QRS-T est annulé et l'onde P est délimitée par diﬀérentes méthodes
bayésiennes ou basées sur des réseaux de neurones [33, 74, 73, 139, 138, 174].
Cependant, étant donné notre application sur les signaux ECG réels qui est d'estimer les
intervalles P-R à l'exercice, nous n'utiliserons aucune de ces méthodes dans ce manuscrit.
4.7 Méthodes basées sur le maximum de vraisemblance
Sous les hypothèses où le signal s du modèle d'observations général (4.1) est inconnu,
où le signal s ne subit pas des changements de forme trop importants, et où la fonction
parasite fi n'existe pas, la méthode de TDE la plus utilisée est celle de Woody [179], basée
sur un processus itératif pour l'identiﬁcation et l'analyse des signaux retardés.
Dans le chapitre suivant, cette méthode sera décrite et critiquée. En eﬀet, comme nous
allons le voir dans le chapitre suivant, la méthode de Woody, basée sur des fondements
empiriques, est sous-optimale et peut être améliorée [27, 181].
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Résumé :
Dans ce chapitre, quelques méthodes usuelles d'estimation de temps de retard ont été
présentées. Le but de ces méthodes est de trouver le retard entre deux ondes de l'ECG
successives pour déterminer par exemple les intervalles cardiaques. Deux points de vue
peuvent alors être abordés : soit on détermine avec des méthodes de segmentation les points
typiques (début/pic/ﬁn) des ondes puis on en déduit les intervalles, soit on utilise des
méthodes de TDE, comme l'intercorrélation par exemple, qui donne un retard relatif entre
deux ondes de même nature. Dans le chapitre suivant, nous présenterons la méthode la
plus utilisée dans le domaine biomédical pour l'estimation des temps de retard et pour un
signal inconnu, c'est à dire la méthode de Woody [179]. Cette méthode classique se révélant
sous-optimale, nous proposerons un perfectionnement de cette méthode qui améliore ses
performances. Enﬁn, une généralisation de la méthode de Woody sera proposée et nous
permettra de résoudre des problèmes d'estimation de temps de retard diﬃciles, comme par
exemple, l'estimation des intervalles P-R à l'exercice.

Chapitre 5
Perfectionnement de la méthode de Woody
5.1 Introduction
Le problème d'estimation des intervalles caractéristiques d'un ECG peut être vu comme
un problème d'estimation de temps de retard (noté TDE). En eﬀet, la variation d'un inter-
valle, par exemple l'intervalle P-R, entre deux battements consécutifs peut être considérée
comme un retard subi par la seconde onde P comparée à la première, vis à vis de leurs
ondes R respectives.
Comme nous avons pu le voir au chapitre précédent, plusieurs techniques ont été pro-
posées dans diﬀérents domaines du traitement du signal biomédical pour l'estimation de
temps de retard pour des signaux bruités et partiellement connus.
Ces méthodes classiques d'estimation de retards entre deux signaux, sont souvent basées
sur la détection du maximum de la fonction d'intercorrélation [80, 133]. La méthode d'in-
tercorrélation généralisée (GCC) a également été développée pour améliorer les résultats
[35, 87]. En 1967, Charles D. Woody a proposé la plus utilisée dans le domaine biomédical
des méthodes de TDE pour l'estimation de temps de retard pour des signaux inconnus
[179].
Par la suite, nous présenterons la méthode de Woody et nous exposerons notre contri-
bution qui consiste à perfectionner la méthode de Woody. Par la suite, nous nommerons
ce perfectionnement : "méthode de Woody améliorée". Ceci conduit à des améliorations
en terme d'optimalité, de variance de l'estimateur et de vitesse de convergence, qui seront
validées à l'aide d'expérimentations sur des signaux simulés.
5.2 La méthode de Woody
Dans ses travaux [179], Charles D. Woody présente un processus itératif pour l'iden-
tiﬁcation et l'analyse des signaux inconnus retardés. Basée sur la méthode de corrélation
pour l'estimation des retards sur des observations qui ne subissent pas de changements de
forme trop importants, sa méthode de TDE peut être résumée comme suit.
Dans le modèle d'observations, xi(n) représente l'amplitude de la ieme observation pour
l'échantillon n (0 < n < N), i = 1..I, où I est le nombre de réalisations. Chaque observation
est composée d'une onde référence inconnue s(n), retardée de di, telle que sdi(n) = s(n−di),
plus ei(n) le bruit d'observations :
xi(n) = sdi(n) + ei(n). (5.1)
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Le but de sa méthode de TDE consiste alors à estimer les retards di contenus dans les
observations bruitées.
Sa technique itérative est basée sur une corrélation de chaque observation avec une
moyenne des signaux ré-alignés. Elle peut être résumée ainsi : étant donnée initialement
une estimée ŝ(n) de l'onde de référence et le jeu d'observations xi(n), le retard di pour la
ieme réalisation est estimé par :
d̂i = argmax
di
1
N
N∑
n=1
xi(n)ŝdi(n), (5.2)
où N est le nombre d'échantillons de chaque réalisation.
Initialement, l'estimée de l'onde référence est calculée à partir de la moyenne de toutes
les réalisations. A chaque pas i, la position du maximum de la corrélation entre l'onde
de référence et la ieme réalisation donne une estimation du retard d̂i. Une fois tous les
d̂i estimés, une nouvelle onde de référence est calculée à partir de la moyenne de toutes
les réalisations ré-alignées avec les retards estimés. Alors, de nouvelles itérations pour i
allant de 1 à I sont calculées aﬁn de déterminer de nouveaux d̂i jusqu'à convergence de
l'algorithme.
On peut remarquer que cette méthode est sous-optimale. En eﬀet, étant donné que la
réalisation courante est incluse dans l'onde de référence, la technique d'intercorrélation est
biaisée.
Aussi, le modèle d'observations (5.1) proposé par Woody est assez simple et n'autorise
même pas une possible variabilité d'amplitude du signal. Ja±kowski et Verleger [79] propose
alors un modèle plus général qui tient en compte une variabilité d'amplitude potentielle à
travers le paramètre αi :
xi(n) = αisdi(n) + ei(n). (5.3)
Nous pouvons supposer que Woody ne prend pas en compte ce paramètre supplémen-
taire dans son modèle car l'estimée de son onde de référence est calculée à partir d'une
moyenne à poids constants. Par la suite, nous ne considérerons pas non plus ce paramètre
αi, non seulement pour comparer notre approche à celle de Woody, mais également parce
que la perte d'optimalité dans le calcul de la moyenne à poids constants est faible. Le mo-
dèle d'observations ne sera donc pas le plus proche possible de la réalité mais nos résultats
n'en seront pas biaisés pour autant. En eﬀet, nous préférons avoir une solution possible à
notre problème d'estimation de temps de retard même si la variance de notre estimateur
n'est pas la plus petite possible. Cependant, en prenant en compte cette possible variabilité
du signal à travers le coeﬃcient αi dans une approche maximum de vraisemblance (MV), il
est possible que des points de selle apparaissent dans le critère de maximisation [163, 181].
Ainsi, nous faisons un compromis entre la complexité, la réalité du modèle d'observations
et l'existence d'une solution à notre problème d'identiﬁcation de modèle par une approche
MV.
Soulignons que la méthode de TDE que nous allons proposer, est implémentée dans le
domaine temporel sous l'hypothèse d'un bruit blanc [30, 179]. Cependant, parmi les mé-
thodes de TDE de référence, la plupart opèrent dans le domaine fréquentiel car les vrais
retards à estimer sont non-entiers [79, 136]. Pham et al. [136], présente une approche basée
MV pour estimer les temps de retard après avoir transformé le modèle dans le domaine
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fréquentiel. Ceci permet de séparer le paramètre de retard et le signal s de référence, ce qui
conduit une estimation facile de ces deux paramètres. Cette technique a été reprise dans
plusieurs travaux [49, 79, 124]. Cependant quelques importantes hypothèses, telle que la
connaissance a priori de la bande de fréquences du signal inconnu, sont nécessaires pour de
telles méthodes. Dans [163] et [181], il a été démontré que lorsque le modèle d'observations
est identiﬁable par une approche MV, des points de selle apparaissent. Tout comme les mo-
dèles similaires introduits par [79, 136], nous ferons l'hypothèse par la suite que l'estimateur
de MV existe. Cependant cette analyse théorique ne sera pas reportée dans ce manuscrit
[163]. Un modèle plus général est présenté dans les travaux [170, 181], où le signal de réfé-
rence est en réalité un mélange de plusieurs signaux inconnus. Comme nous le verrons dans
la suite, cette méthode requière une répétabilité des ondes d'une réalisation à l'autre. Les
paramètres variables étant leur amplitude et leur position, cette répétabilité exclut cette
méthode du cas pratique où l'on observe un mélange d'ondes T et P (voir Chapitre 8).
On peut aussi remarquer que tous ces travaux cités sont appliqués pour l'étude des poten-
tiels évoqués (noté ici ERP pour Event-Related Potential) dans les EEG, et que la plupart
d'entre eux résolvent le problème d'estimation de la covariance du bruit en parallèle du
processus de TDE. Cependant, il a été démontré que la matrice de covariance du bruit peut
facilement être estimée dans les segments qui ne contiennent pas de potentiels évoqués [119].
Étant donnée la sous-optimalité de l'algorithme proposé par Woody [179], nous introdui-
sons une méthode de TDE déﬁnie dans le domaine temporel contrairement aux méthodes
classiques qui exploitent le domaine fréquentiel [49, 79, 124, 136, 181]. Nous travaillons
dans le domaine temporel à cause des exigences de nos applications spéciﬁques. En eﬀet,
dans des travaux précédents [29, 31], quelques informations a priori sur le signal d'intérêt
sont exprimées dans le domaine temporel et il a été montré que la méthode de "Woody
améliorée" proposée ci-dessous est valide pour les problèmes d'estimation des intervalles
P-R [26, 29, 31].
5.3 La méthode de Woody améliorée
Nous présentons dans cette section la formulation théorique de notre méthode de
"Woody améliorée" pour les problèmes de TDE sur des signaux inconnus (lorsque le co-
eﬃcient de variabilité d'amplitude αi n'est pas considéré) [27]. La méthode originelle de
Woody basée sur le modèle d'observations (5.1) est alors montrée comme sous-optimale.
Nous considérons le même modèle d'observations que Woody :
xi(n) = sdi(n) + ei(n). (5.4)
Le bruit d'observations ei(n) est considéré blanc gaussien de moyenne nulle et de va-
riance σ2. Étant donné le signal de référence inconnu s(n) et le retard di, la probabilité de
xi pour l'échantillon n s'exprime comme :
p(xi(n); s(n), di) =
1
σ
√
2pi
exp
(
− 1
2σ2
(xi(n)− sdi(n))2
)
. (5.5)
Le bruit est considéré indépendant, donc les observations le sont aussi. Alors, pour xi =
[xi(1), xi(2), . . . , xi(N)]T où N représente le nombre d'échantillons de chaque réalisation,
on a :
p(xi) =
∏
n
p(xi(n)). (5.6)
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Alors,
p(xi; s, di) =
1
(2piσ2)
N
2
exp
(
− 1
2σ2
∑
n
(xi(n)− sdi(n))2
)
. (5.7)
Ainsi, pour chaque i, étant donnés les retards di et le signal s, la densité de probabilité
du processus xi devient :
p(X; s,d) = 1
(2piσ2)
NI
2
exp
(
− 1
2σ2
∑
i
∑
n
(xi(n)− sdi(n))2
)
, (5.8)
où X = [x1,x2, . . . ,xI ] et d = [d1, d2, . . . , dI ]T .
Conformément à l'estimation MV, l'objectif est de trouver ŝ et d̂ qui maximisent la
densité de probabilité de X. Le critère J à minimiser est donc déﬁni par :
J =
1
2σ2
∑
i
∑
n
(xi(n)− sdi(n))2. (5.9)
Finalement, le but de l'étude est donc de résoudre :
(ŝ, d̂) = argmin
s,d
J. (5.10)
Étant donné que les paramètres à estimer ŝ et d̂ sont imbriqués, nous calculons dans
un premier temps la dérivée du critère (5.9) par rapport à s(n), ce qui nous donne une
estimée du signal s :
ŝ(n) =
1
I
∑
k
xk(n+ dk) =
1
I
∑
k
xk,−dk . (5.11)
En injectant cette estimée de s dans le critère (5.9) nous obtenons :
J =
1
2σ2
∑
i
∑
n
(xi(n)− 1
I
∑
k
xk,di−dk(n))
2
=
1
2σ2
∑
i
∑
n
(
x2i (n) +
1
I2
(
∑
k
xk,di−dk(n))
2 − 2
I
xi(n)
∑
k
xk,di−dk(n)
)
=
1
2σ2
∑
i
∑
n
xi(n)2 +
1
I2
∑
i
∑
n
(∑
k
xk,di−dk(n)
)2
− 2
I
∑
i
∑
n
(
xi(n)
∑
k
xk,di−dk(n)
) .
On peut souligner que dans cette dernière expression, le troisième terme correspond à la
méthode de Woody [179].
Si aucune approximation dans le critère de maximum de vraisemblance n'est faite à cette
étape, il est diﬃcile d'implémenter cette minimisation de manière itérative puisque les
retards à estimer sont imbriqués dans toutes les réalisations. Une approximation est donc
nécessaire pour procéder de manière itérative sur chacune des réalisations.
Ainsi, on observe que dans la dernière expression du critère J , le second terme n'est pas
fonction du retard di. Calculer une double intégrale de signaux retardés de di revient à
calculer une double intégrale de la moyenne de ces signaux.
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En eﬀet, si quel que soit di−dk, le support de s est entièrement inclus dans l'observation
du type xk,di−dk , alors on peut écrire :
1
I2
∑
i
∑
n
(∑
k
xk,di−dk(n)
)2
' 1
I
∑
n
(∑
k
xk,−dk(n)
)2
.
Le critère J à minimiser devient alors :
J =
1
2σ2
∑
n
∑
i
xi(n)2 +
1
I
(∑
k
xk,−dk(n)
)2
− 2
I
∑
i
(
xi(n)
∑
k
xk,di−dk(n)
)
=
1
2σ2
∑
n
[∑
i
xi(n)2 +
1
I
A− 2
I
B
]
.
Or les termes A et B sont approximativement égaux, en eﬀet :
A =
(∑
k
xk,−dk(n)
)2
=
∑
k
∑
l
xk,−dk(n)xl,−dl(n).
B =
∑
i
(
xi(n)
∑
k
xk,di−dk(n)
)
=
∑
i
∑
k
xi(n)xk,di−dk(n)
'
∑
k
∑
i
xk,−dk(n)xi,−di(n) = A.
Le critère J est alors simpliﬁé comme suit :
J =
1
2σ2
∑
n
[∑
i
xi(n)2 − 1
I
∑
k
∑
i
xk,−dk(n)xi,−di(n)
]
. (5.12)
On observe que les indices i et k jouent des rôles symétriques, le critère J peut donc
s'écrire :
J =
1
2σ2
∑
n
[∑
i
xi(n)2 − 1
I
∑
i
xi(n)2 − 2
I
I∑
i
I∑
k>i
xk,−dk(n)xi,−di(n)
]
=
1
2σ2
∑
n
[(
1− 1
I
)∑
i
xi(n)2 − 2
I
I∑
i
I∑
k>i
xk,−dk(n)xi,−di(n)
]
.
Finalement, comme le terme (1− 1I )
∑
i x
2
i est positif, minimiser le critère J revient à
maximiser le second terme dans la somme. Ainsi, l'estimateur de la méthode de "Woody
améliorée" s'écrit :
d̂i = argmax
di
[∑
n
I∑
i
I∑
k>i
xk,−dk(n)xi,−di(n)
]
. (5.13)
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Figure 5.1  Processus de la méthode de "Woody améliorée".
La solution du critère (5.13) s'obtient alors de manière itérative conformément au dia-
gramme logique présenté ﬁgure 5.1. Le but est de trouver le couple (ŝ, d̂) du critère (5.10),
qui est unique si et seulement si nous rajoutons une condition supplémentaire telle que∑
i d̂i égale une constante [136]. De façon arbitraire, nous ﬁxons une moyenne des retards
nulle.
La principale diﬀérence entre l'algorithme de Woody [179], et cette version améliorée,
est que cette dernière est dérivée d'une fonction de vraisemblance tandis que l'algorithme
de Woody ne s'intègre pas dans un critère d'optimalité. On peut remarquer que la méthode
proposée diﬀère quelque peu de celui de Woody. En eﬀet, dans la version améliorée, pour
estimer le retard di, l'onde de référence ne contient pas la réalisation xi correspondante.
C'est pourquoi la méthode de Woody est sous-optimale : la corrélation entre l'onde de
référence et la réalisation est biaisée par la présence de la réalisation xi dans l'onde de
référence. Aussi, comme nous le verrons par la suite dans l'étude sur des signaux simulés,
notre méthode de "Woody améliorée" converge plus rapidement car la réalisation xi est
corrigée par le retard estimé d̂i, et l'onde de référence est mise à jour avant la prochaine
étape pour i = i+ 1.
Nous remarquons que les méthodes de Woody et de "Woody améliorée" produisent des
retards entiers. En eﬀet, la résolution des retards est limitée par la fréquence d'échantillon-
nage de nos signaux. Cependant, les vrais retards à estimer ne sont en général pas entiers.
Nous avons donc besoin de travailler à un niveau de résolution plus ﬁn. Pour estimer des
retards "subpixeliques", deux approches peuvent être exploitées. La première est basée sur
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une transformation dans le domaine fréquentiel [49, 116]. En eﬀet, en réécrivant le critère
dans le domaine fréquentiel, où le retard est considéré comme une variable continue, la
limite de résolution n'est pas imposée. La seconde approche, que nous utiliserons par la
suite, consiste à approcher la fonction de corrélation par une parabole convexe dans le voi-
sinage de son maximum [21, 76]. Grâce à cette simple approximation, la valeur du retard
"subpixelique" est donnée par la position du sommet de la parabole.
5.4 Evaluation des performances à l'aide de signaux simulés
Aﬁn d'illustrer les améliorations portées à la méthode de Woody dans la Section 5.3,
nous allons comparer les performances de la méthode de Woody et de la méthode de
"Woody améliorée" sur des signaux simulés.
Étant donné que l'une de nos applications est l'estimation des intervalles P-R, nous
allons simuler des signaux composés d'ondes P synthétiques retardées pour diﬀérents rap-
ports signal/bruit. Pour rappel, l'onde P correspond à la dépolarisation des oreillettes
du c÷ur. L'onde P peut être grossièrement approchée par une fonction gaussienne. Nous
simulons alors des ondes P comme des fonctions gaussiennes d'amplitude unitaire et de
variance égale à 25 échantillons. Le nombre d'échantillons N de chaque onde est égal à
300. L'étude est eﬀectuée pour deux niveaux de bruit : σ = 0, 05 et σ = 0, 2 (voir ﬁgure
5.2). Les rapports signal/bruit sont respectivement autour de 10, 8 db et −1, 3 db. Nous
choisissons diﬀérents nombres de réalisations, c'est à dire diﬀérentes valeurs de I dans le
modèle (5.4) : nous considérons des ensembles de 10, 20, 50, 100, 200 et 300 réalisations.
Nous appliquons des retards qui suivent une loi uniforme ∼ [0, 20] échantillons. Rappelons
que la contrainte
∑
i d̂i = 0 impose que l'algorithme estime les retards d̂ à une constante
près, identique pour chaque réalisation. Cependant, cette constante n'inﬂuencera pas les
écarts relatifs entre les retards de chaque réalisation et nous nous intéressons à la tendance
de ces retards tout au long des réalisations ; cette constante ne nous gênera donc pas pour
l'exploitation des résultats. Diﬀérents algorithmes pouvant produire diﬀérentes constantes,
le critère quantitatif pour l'évaluation des performances sera choisi comme étant la variance
de la diﬀérence entre les retards réels et les retards estimés. Contrairement à l'erreur qua-
dratique moyenne, ce critère est invariant par rapport à la constante relative aux retards
estimés.
La performance des estimateurs est statistiquement évaluée en utilisant une simulation
de Monte-Carlo répétant le processus une centaine de fois. Aﬁn d'évaluer les performances
des estimateurs, nous allons comparer celui de Woody présenté dans la Section 5.2, celui
proposé dans la Section 5.3 qui améliore théoriquement Woody, et enﬁn celui de Pham
[136]. Pour ce dernier qui est implémenté dans le domaine fréquentiel, nous faisons l'hypo-
thèse d'un bruit blanc, ainsi l'étape d'estimation du spectre fréquentiel du bruit n'est plus
nécessaire.
Les résultats de la variance des estimateurs sont exprimés en fonction du nombre de
réalisations I pour les deux diﬀérents rapports signal/bruit. Nous présentons les résultats
pour des estimations des retards entiers et "subpixeliques", plus en adéquation avec les
retards réels.
La ﬁgure 5.3 présente, pour les deux rapports signal/bruit, la moyenne sur les 100
tirages de Monte-Carlo des variances des estimateurs de Woody et de Woody amélioré
pour des retards entiers. On observe alors que la méthode proposée présente de meilleures
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Figure 5.2  Exemple d'une onde P simulée.
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(a) Écart type du bruit : σ = 0, 05.
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Figure 5.3  Variance moyenne des estimateurs de Woody (· · · ) et de Woody amélioré ( -
) pour les 100 tirages de Monte-Carlo en fonction de nombre de réalisations du signal.
Estimation des retards entiers.
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(a) Écart type du bruit : σ = 0, 05.
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Figure 5.4  Variance moyenne des estimateurs de Woody (· · · ), de Woody amélioré (-) et
de Pham (?) pour les 100 tirages de Monte-Carlo en fonction de nombre de réalisations du
signal. Estimation des retards "subpixeliques" en approximant la fonction de corrélation
par une parabole convexe dans le voisinage du maximum [21, 76].
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Figure 5.5  Temps de convergence des estimateurs de Woody (· · · ) et de Woody amélioré
() pour un signal de I = 10 réalisations (Écart type du bruit : σ = 0, 2).
performances que celle de Woody, notamment pour les signaux comportant peu de réa-
lisations (I ∈ [1 : 50]). Lorsque le nombre de réalisations est plus important, les deux
méthodes tendent vers la même asymptote correspondante à la borne de Cramér-Rao
(CRLB) [86, 124]. Les deux méthodes présentent des performances asymptotiques iden-
tiques car dans le cas de Woody la réalisation courante qui se trouve dans la moyenne
utilisée dans la corrélation prend moins de poids lorsque le nombre de réalisations est
grand. Pour rappel, pour un signal s retardé d'un nombre entier et noyé dans un bruit
blanc gaussien déﬁni par sa variance σ2, si le signal s est inconnu, alors la CRLB s'exprime
théoriquement comme [86, 124] :
CRLB(dˆi) =
2σ2
s'T s'
. (5.14)
Sur la ﬁgure 5.3 où les retards ont été estimés comme des retards entiers, les résultats de
Pham n'apparaissent pas car l'estimateur produit par défaut des retards "subpixeliques".
La ﬁgure 5.4 met en évidence la moyenne sur les 100 tirages de Monte-Carlo des variances
des diﬀérents estimateurs de retards "subpixeliques" : Woody, Woody amélioré et Pham,
pour les deux rapports signal/bruit. Nous observons que la version proposée de Woody
amélioré surpasse nettement les deux autres algorithmes en terme de variance, en parti-
culier pour les faibles valeurs de rapport signal/bruit et pour les signaux contenant peu
de réalisations (I faible). Dans le cas le plus bruité, sur la ﬁgure 5.4-(b), l'algorithme de
Pham ne converge pas lorsque le nombre de réalisations est trop faible. Cependant tous ces
algorithmes présentent des performances asymptotiques similaires. On remarque ici que les
performances asymptotiques ne tendent plus vers la borne de Cramér-Rao. Ceci est dû à
l'introduction d'informations a priori dans l'estimation qui conduit à une diminution de la
variance de l'estimateur. En eﬀet, dans le cas de l'estimation de retards "subpixeliques",
nous avons rajouté diﬀérents a priori : la fonction de corrélation est approximée par une
parabole convexe dans le voisinage de son maximum dans les méthodes de Woody et de
"Woody améliorée", et la largeur spectrale du signal observé est bornée dans la méthode
de Pham. De ce fait, la borne de Cramér-Rao (5.14) n'est plus comparable.
Un exemple de la vitesse de convergence des diﬀérentes méthodes, caractérisée par l'évo-
lution du critère (5.13), est représenté ﬁgure 5.5. Alors que les deux algorithmes considérés
ont un même niveau de complexité de l'ordre de O(NI2), la version de "Woody améliorée"
converge plus rapidement. Notez que la vitesse de convergence de Pham n'est pas repré-
sentée ici car elle est beaucoup plus faible et que sa valeur ﬁnale après convergence est
diﬀérente.
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A travers ces résultats expérimentaux, nous pouvons donc conclure que la version amé-
liorée de Woody surpasse la méthode de Woody originale : i) en qualité de variance de
l'estimateur surtout pour un faible nombre de réalisations dans le signal observé et un
rapport signal/bruit faible, ii) en qualité de vitesse de convergence comme cela avait été
annoncé dans la partie théorie. Dans le cadre de nos applications, ce deuxième point n'a
pas d'intérêt primordial.
Au vu des résultats lorsque le nombre de réalisations est important, le perfectionne-
ment de la méthode de Woody semble superﬂu. Néanmoins, lorsque certaines hypothèses
ne sont plus valables, notamment lorsque le signal d'intérêt subit des changements de forme
notables, la méthode de "Woody améliorée" retrouve son avantage. En eﬀet, dans le cas
où le signal observé change de forme au cours des réalisations, comme par exemple l'onde
T à l'exercice (voir Chapitre 9), il est intéressant d'utiliser la méthode Woody améliorée
"par bloc". En eﬀet, il est possible de diviser les réalisations par blocs de 10, 20 voire 50
réalisations et d'appliquer notre méthode de "Woody améliorée" sur chacun de ces blocs in-
dépendamment. Par bloc, on obtient alors les retards estimés et une onde de référence ﬁnale
qui est la moyenne des ondes ré-alignées. Pour obtenir les retards estimés sur l'ensemble
des observations, il faut alors procéder à une étape de resynchronisation des retards par
bloc. Cette étape de resynchronisation est faite à partir de l'étude des ondes de référence
ﬁnales de chaque bloc. En eﬀet, en estimant les décalages des ondes de référence ﬁnales
de chaque bloc, et en ajoutant ce décalage à ceux estimés intrinsèquement, nous obtenons
l'ensemble des retards. La forme des ondes moyennes ﬁnales pouvant changer d'un bloc à
l'autre, la méthode d'estimation du décalage sur les ondes de référence doit donner une
position absolue. Aussi pour cette étape de resynchronisation des retards par bloc, nous
préférerons, soit une détection de la position du maximum de l'onde, soit la détection
de la position du maximum/2 dans la partie décroissante de l'onde (moins sensible aux
bruits d'observation), soit des méthodes de segmentation présentées au Chapitre 4 pour
déterminer le pic ou la ﬁn de l'onde de référence [94, 183, 184]. Une application de cette
méthode "par bloc" sur l'estimation des intervalles R-T sera eﬀectuée dans la section 9.1.
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Résumé :
Dans ce chapitre, nous avons présenté dans un premier temps la plus connue dans le
domaine biomédical des méthodes d'estimation de temps de retard pour un signal inconnu,
la méthode de Woody [179]. Dans un second temps, nous avons vu qu'il était possible d'amé-
liorer cette méthode au sens de l'optimalité et de la vitesse de convergence, et nous avons
proposé la méthode de "Woody améliorée". Nous avons ensuite comparé ces deux méthodes
sur des signaux simulés, aﬁn d'évaluer les performances de chacune. Ces expérimentations
ont corroboré l'eﬃcacité de la méthode de "Woody améliorée" notamment pour des signaux
comportant peu de réalisations et un rapport signal/bruit faible. Néanmoins, on peut souli-
gner que ces méthodes sont basées sur un modèle d'observations très simple qui ne reﬂète
pas toute l'information contenue dans les signaux ECG. En eﬀet, comme nous allons le
voir dans le chapitre suivant, certains phénomènes qui apparaissent dans les signaux ECG
doivent être pris en compte dans le modèle d'observations aﬁn d'estimer et d'analyser au
mieux les intervalles cardiaques.

Chapitre 6
Généralisation de la méthode de Woody
6.1 Introduction
Comme nous l'avons vu dans les chapitres précédents, de nombreuses techniques d'es-
timation de temps de retard (noté TDE) existent pour l'analyse des signaux ECG. Cepen-
dant, ces méthodes, et plus particulièrement celle de Woody [179] et sa version améliorée
présentée au chapitre précédent [27], sont basées sur un modèle d'observations très simple
qui ne reﬂète pas toute l'information contenue dans les signaux ECG. En particulier, le
traitement et l'analyse automatique des signaux ECG pendant les épreuves d'eﬀort sont
très diﬃciles, ces signaux étant fortement bruités. De plus, à l'exercice et en début de
récupération, les ondes T et P tendent à se chevaucher. Le problème d'estimation des in-
tervalles P-R à l'eﬀort ne peut donc pas se résoudre simplement en utilisant les techniques
présentées précédemment.
Nous allons donc présenter dans cette partie une technique globale permettant la déter-
mination des intervalles P-R à l'eﬀort, c'est à dire en prenant en compte le chevauchement
de l'onde T aux fréquences cardiaques élevées, illustré par la ﬁgure 6.1.
Après avoir généralisé le modèle d'observations utilisé par Woody [179], et exposé la
méthode d'estimation des intervalles P-R, que l'on nommera "méthode de Woody généra-
lisée", nous présenterons et validerons les diﬀérents modèles de l'onde T proposés.
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Figure 6.1  Exemple d'un ECG réel où les ondes T et P sont disjointes au repos (a) et
superposées pendant l'exercice (b).
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6.2 La méthode de Woody généralisée
Le modèle d'observations proposé ci-dessous a été développé pour l'estimation des in-
tervalles P-R en prenant en compte l'onde T qui chevauche l'onde P à l'eﬀort. L'idée est
de prendre en compte l'onde T dans notre modèle et d'estimer les intervalles P-R sur la
base d'un estimateur de maximum de vraisemblance itératif. On peut souligner que la mé-
thode proposée ci-dessous peut être appliquée à de nombreux problèmes d'estimation de
temps de retard dans diﬀérents domaines et applications. Par exemple, toujours pour les
ECG enregistrés à l'exercice, cette méthode peut s'appliquer au problème d'extraction des
intervalles Q-T en réduisant, dans ce cas, l'inﬂuence de l'onde P.
Lors d'un exercice intense, la mesure du début de l'onde P n'est pas évidente à cause
du chevauchement possible de l'onde T. La détermination du pic de l'onde P peut être un
bon indicateur au repos, cependant la position du pic de l'onde P est biaisée à l'exercice
par la présence de l'onde T comme nous le verrons en simulation dans la section 6.4. Ajouté
cela aux eﬀets du bruit, il est clair que la détermination de ces points caractéristiques peut
être biaisée. Pourtant, tandis que la forme de l'onde P évolue peu au cours de l'exercice, la
largeur globale reste inchangée [22]. Étant donnée cette propriété, on pourrait simplement
détecter la ﬁn de l'onde P en utilisant des méthodes de segmentation [94, 183, 184], cepen-
dant les ondes P et Q tendent à fusionner à l'exercice ce qui rend impossible la détection
de la ﬁn de l'onde P. Toutefois, cette propriété sur la largeur de l'onde P nous permet
d'utiliser une méthode basée sur la corrélation comme celle de Woody.
Comme nous l'avons vu précédemment, Charles D. Woody a présenté, sur la base d'un
modèle d'observations très simpliste, une méthode de TDE basée sur des techniques de
corrélation et de moyennage itératives [179]. Plus tard, Pham et al. ont étudié l'estimation
de temps de retard pour des signaux bruités [136]. Ja±kowski et Verleger [79], ont considéré
un modèle d'observations plus général dans lequel une variabilité d'amplitude, déﬁnie par
le coeﬃcient αi, était autorisée :
xi(n) = αi.sdi(n) + ei(n),
où s représente dans notre problème d'estimation l'onde P.
Cependant, ce modèle d'observations est trop simple pour étudier les ondes P à l'exer-
cice. Nous considérons alors un modèle d'observations dans lequel xi(n) représente la réa-
lisation du ieme intervalle P-R. Chaque réalisation contient : i) une onde sdi(n), considérée
inconnue, déﬁnie comme une onde de référence retardée de di telle que sdi(n) = s(n−di), ii)
un bruit d'observations ei(n) considéré comme un bruit blanc gaussien de moyenne nulle et
de variance σ2. Étant donné que les ondes T et P tendent à fusionner lorsque la fréquence
cardiaque augmente, on peut considérer l'onde T dans notre modèle d'observations qui
serait représentée par une fonction f(θi) linéairement paramétrisée. On suppose alors que
l'onde T peut être décrite par une fonction lisse et régulière, par exemple par une fonction
polynomiale, ou par une fonction aﬃne par morceaux. Plusieurs modèles de l'onde T seront
proposés dans la section suivante.
Une approche paraissant plus simple consisterait à utiliser une vraie onde T comme
fonction parasite fdi(n). Cette fonction pourrait être, par exemple, segmentée sur l'ECG
dans la partie repos avant l'exercice. Malheureusement ce modèle, pourtant très simple,
ne conviendrait pas étant donné le changement de forme important de l'onde T au cours
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de l'exercice et de la récupération (voir Chapitre 3). De plus, il est impossible de prévoir
ces changements de forme qui sont propres à chaque sujet. Les méthodes de modélisa-
tions d'ECG basées sur la somme de fonctions gaussiennes (Gaussian ﬁtting) ont déjà été
proposées dans des cas plus simples [117, 149, 151]. Leur inconvénient est d'introduire les
paramètres des gaussiennes de façon non-linéaire dans le modèle ce qui, dans notre pro-
cessus itératif, pourrait conduire à des résultats non-optimaux. Les méthodes basées sur
l'interpolation spline ne sont pas facilement applicables car nous ne disposons pas des va-
leurs des points d'ancrage de l'onde T lorsque celle-ci fusionne avec l'onde P, comme cela
est illustré sur la ﬁgure 6.1.
Comme nous le verrons dans la suite du manuscrit, nous utiliserons des modèles li-
néaires vis à vis des paramètres à estimer en contraignant l'onde T à n'être observée que
dans sa partie décroissante. La segmentation de l'ECG permettant d'obtenir dans la fe-
nêtre d'observation uniquement la partie décroissante de l'onde T, ceci quelle que soit la
fréquence cardiaque, sera alors parfois délicate.
Conformément au modèle très général proposé par l'équation (4.1) au Chapitre 4, les
hypothèses sont dans ce cas les suivantes :
• le signal s est partiellement connu,
• nous n'avons aucun a priori sur les caractéristiques du signal s,
• le signal s ne subit pas de changements de forme trop importants,
• la fonction parasite fi existe, il s'agit de la partie décroissante de l'onde T qui tend
à fusionner avec l'onde P aux fréquences cardiaques élevées.
Finalement, notre modèle généralisé s'écrit :
xi(n) = αi.sdi(n) + αi.fdi(n;θi) + ei(n). (6.1)
où i = 1..I, est l'indice de la réalisation, et la variable di représente le ieme intervalle P-R
à estimer à une constante près.
Tout comme dans la version de Woody améliorée présentée précédemment, il est évident
que si nous n'imposons pas des contraintes sur les retards estimés, nous ne pouvons pas
garantir l'unicité de s et des retards di. C'est pourquoi il est nécessaire d'imposer que la
moyenne de tous les retards estimés soit égale à une constante. Dans notre cas, où nous
allons procéder de manière itérative, nous choisissons arbitrairement d'imposer la moyenne
des retards estimés à la ﬁn de chaque itération de l'algorithme égale à la moyenne des
retards estimés à la ﬁn de la première itération.
Aﬁn d'estimer les intervalles P-R, c'est à dire les retards di, nous utilisons l'estimateur
de maximum de vraisemblance.
Le bruit d'observations ei(n) du modèle (6.1) est i.i.d., gaussien, de moyenne nulle et de
variance σ2. Ainsi, pour une réalisation xi de l'échantillon n, nous considérons la fonction
de vraisemblance suivante :
p(xi(n); s(n), di,θi, αi) =
1
σ
√
2pi
exp
(
− 1
2σ2
(xi(n)− αifdi(n;θi)− αisdi(n))2
)
. (6.2)
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Pour tous les échantillons, c'est à dire tous les n, comme le bruit est blanc, toutes les
réalisations sont indépendantes. Alors, pour xi = [xi(1), xi(2), . . . , xi(N)]T où N représente
le nombre d'échantillons de chaque réalisation, on a :
p(xi) =
∏
n
p(xi(n)).
Soit,
p(xi; s, di,θi, αi) =
1
(2piσ2)
N
2
exp
(
− 1
2σ2
∑
n
(xi(n)− αifdi(n;θi))− αisdi(n))2
)
. (6.3)
Ainsi, pour chaque i, étant donné les retards di, le signal s, les coeﬃcients θ et le
coeﬃcient α, la densité de probabilité du processus xi devient :
p(X; s,d,θi, αi) =
1
(2piσ2)
NI
2
exp
(
− 1
2σ2
∑
i
∑
n
(xi(n)− αifdi(n;θi)− αisdi(n))2
)
.
(6.4)
où X = [x1,x2, . . . ,xI ] et d = [d1, d2, . . . , dI ]T .
Conformément à l'estimation MV, l'objectif est de trouver ŝ et d̂ qui maximisent la
densité de probabilité de X. Le critère J à minimiser est donc déﬁni par :
J =
∑
i
‖ xi − αisdi − αifdi(θi) ‖2 . (6.5)
Aﬁn de résoudre ce type de problème, nous allons tout d'abord eﬀectuer un changement
de variables tel que :
yi = xi − αifdi(θi). (6.6)
Le critère à minimiser s'écrit alors :
J =
∑
i
‖ yi − αisdi ‖2 . (6.7)
Étant donné que les paramètres à estimer, ŝ et d̂, sont imbriqués, nous calculons dans
un premier temps la dérivée du critère (6.7) par rapport à s(n), ce qui nous donne :
ŝ = 1
I
∑
k
1
αk
yk(n+ dk) =
1
I
∑
k
1
αk
yk,−dk . (6.8)
En substituant ce résultat dans le critère (6.7) nous obtenons :
J =
∑
i
‖ yi − αiŝdi ‖2
=
∑
i
‖ yi −
αi
I
∑
k
1
αk
yk,di−dk ‖2
=
∑
i
‖ yi −
αi
I
∑
k
1
αk
(xk,di−dk − αkfdi(θk)) ‖2 .
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En utilisant le changement de variable déﬁni par l'équation (6.6), on obtient :
J =
∑
i
‖ xi − αifdi(θi)−
αi
I
∑
k
1
αk
(xk,di−dk − αkfdi(θk)) ‖2 . (6.9)
Notez que le dernier terme dans l'équation (6.9), que l'on nommera "onde de référence",
est la moyenne des observations synchronisées auxquelles les fonctions fdi correspondantes
ont été soustraites. L'algorithme itératif est initialisé en calculant le dernier terme comme
la moyenne de toutes les observations. Aux pas suivants, c'est à dire pour les i suivants,
cette onde de référence sera mise à jour à partir des paramètres estimés. Pour chaque pas,
c'est à dire pour chaque i, on choisit un di dans un intervalle prédéﬁni arbitrairement,
et on l'applique à l'onde de référence. De part la linéarité du modèle par rapport aux
paramètres, αi et θi sont donnés par l'estimateur des moindres carrés et le critère Ji(di)
correspondant est calculé. Finalement, le retard estimé d̂i correspond à la valeur minimale
du critère Ji(di). Au pas suivant, i = i + 1, une nouvelle onde de référence est calculée à
partir des paramètres estimés. Si nécessaire, le processus peut être itératif de manière à at-
teindre la convergence de l'algorithme et obtenir les retards d̂i estimés à une constante près.
D'un point de vue théorique, la modélisation globale des observations fait intervenir les
retards inconnus non-linéairement. A la diﬀérence des modèles similaires introduits dans
[79, 136], nous allons supposer que l'estimateur MV existe. Dans les travaux de [181] et
[163], il a été montré que, lorsque l'identiﬁcation du modèle s'eﬀectuait par une approche
MV, il est possible que des points de selle apparaissent dans le critère de minimisation.
Ainsi, nous faisons un compromis entre la complexité, la réalité du modèle d'observations
et l'existence d'une solution à notre problème d'identiﬁcation de modèle par une approche
MV.
Les sections suivantes présentent les diﬀérents modèles proposés pour l'onde T. Aﬁn
de réduire le biais de l'estimation, nous prendrons en compte certaines particularités de
l'onde T comme par exemple sa morphologie monophasique. Ceci conduira à une solution
contrainte où f(θi) sera supposée strictement décroissante dans la fenêtre d'observation.
Étant donnée cette contrainte de décroissance, la méthode d'estimation, basée sur une ap-
proche MV itérative, apparaît comme une somme de problèmes de moindres carrés (LS
pour Least Squares en anglais). Quel que soit le modèle de l'onde T choisi, la contrainte
de décroissance sera introduite dans la solution en qualité de contraintes d'inégalités qui
peuvent être facilement incluses dans la solution des moindres carrés. En eﬀet, on applique
un problème de moindres carrés sous des contraintes d'inégalités linéaires (problème LSI
pour Least Squares problem with linear Inequality constraints en anglais) préalablement
converti en un problème de programmation de moindres distances (Least Distance Pro-
gramming-LDP) [97].
Comme nous le verrons dans la section suivante,la fonction f(θi) peut être décrite soit
par une fonction lisse et régulière, par exemple par une fonction polynomiale, soit par une
fonction aﬃne par morceaux. Suivant le modèle adopté, le critère (6.9) se simpliﬁera comme
nous allons le voir par la suite.
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6.3 Diﬀérents modèles de l'onde T
Dans cette partie, nous allons suggérer plusieurs modèles de l'onde T permettant de
la prise en compte du chevauchement des ondes T et P aux fréquences cardiaques élevées.
Nous allons proposer diﬀérentes fonctions f(θi) qui interviennent dans le modèle d'obser-
vations généralisé déﬁni par l'équation (6.1).
Cette prise en compte de l'onde T est d'autant plus importante que l'estimation des
intervalles P-R à l'exercice doit être la plus précise possible. En eﬀet, la diﬀérence des
intervalles P-R à l'exercice et en récupération est de l'ordre de 10 millisecondes [28, 118].
Ainsi, la suppression de l'inﬂuence de l'onde T permet de réduire le biais d'estimation
contrairement aux méthodes traditionnelles basées sur la simple intercorrélation [29, 31].
En prenant en compte les remarques faites dans la section 6.2, page 74, l'algorithme
d'estimation des intervalles P-R suit alors les étapes suivantes :
1. modélisation de la partie décroissante de l'onde T en imposant des contraintes ;
2. adaptation de la modélisation de l'onde T à notre modèle d'observations généralisé
déﬁni par l'équation (6.1) ;
3. estimation des intervalles P-R avec la méthode de Woody améliorée proposée à la
Section 6.2 basée sur une estimation MV incluant la résolution d'un problème de
moindres carrés avec contraintes d'inégalités linéaires (problème LSI).
Dans un premier temps, nous présenterons une modélisation de l'onde T à l'aide d'une
fonction polynomiale d'ordre 1 (une droite) ou d'ordre 3. Dans un second temps, la partie
décroissante de T sera représentée par une fonction aﬃne par morceaux. Finalement, nous
validerons et comparerons les modèles proposés à l'aide d'une étude utilisant des signaux
simulés.
Nous rappelons que nous considérons un modèle d'observations déﬁni par l'équation
(6.1) où la variable di est le ieme intervalle P-R à estimer à une constante près, et où la
partie décroissante de l'onde T est représentée par la fonction f(θi) linéairement paramé-
trisée.
6.3.1 Modélisation par une fonction polynomiale d'ordre L
Nous faisons l'hypothèse que la partie décroissante de l'onde T peut être décrite comme
une fonction régulière et lisse, c'est à dire une fonction polynomiale d'ordre L caractérisée
par ses coeﬃcients formant le vecteur θi. Ainsi, la partie décroissante de T est modélisée
par :
f(n;θi) =
L∑
l=0
θi[l].nl. (6.10)
Dans ce cas, le critère (6.9) peut se développer de la manière suivante :
J =
∑
i
‖ xi − αifdi(θi)−
αi
I
∑
k
1
αk
(xk,di−dk − αkfdi(θk)) ‖2
=
∑
i
‖ xi − αi
I
∑
k
1
αk
xk,di−dk − αifdi(θi) +
αi
I
∑
k
fdi(θk) ‖2 .
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Fonction polynomiale d’ordre 3
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Dérivée
Figure 6.2  Fonction polynomiale d'ordre 3 et sa première dérivée.
Le dernier terme dépendant de f dans l'équation (6.11) peut s'écrire comme la moyenne
des fonctions f(θk) qui est décalée de di :
αi
I
∑
k
fdi(n;θk) =
αi
I
I∑
k=0
L∑
l=0
θk[l].(n− di)l (6.11)
=
αi
I
I∑
k=0
[
θk[0].1 + θk[1].(n− di)1 + θk[2].(n− di)2 + . . .
]
. (6.12)
Aﬁn d'assurer l'identiﬁabilité du modèle, nous rajoutons une contrainte non-restrictive
telle que la moyenne des fonctions f(θk) soit nulle. Si cela est non vériﬁé, ce dernier terme
peut alors être compensé par le terme αifdi(θi) dans l'équation (6.9).
Finalement, le critère à minimiser s'écrit :
J =
∑
i
‖ xi − αifdi(θi)−
αi
I
I∑
k=1
1
αk
xk,di−dk ‖2 . (6.13)
Aussi, lorsqu'on développe ce critère (6.13), nous obtenons :
J = ‖ x1 − α1fd1(θ1)−
α1
I
I∑
k=1
1
αk
xk,d1−dk ‖2
+ ‖ x2 − α2fd2(θ2)−
α2
I
I∑
k=1
1
αk
xk,d2−dk ‖2
+ ‖ x3 − α3fd3(θ3)− α3
I
I∑
k=1
1
αk
xk,d3−dk ‖2 + . . .
Soit,
J = ‖ x1 − α1fd1(θ1)−
α1
I
(
1
α1
x1,0 +
1
α2
x2,d1−d2 +
1
α3
x3,d1−d3 + . . .
)
‖2
+ ‖ x2 − α2fd2(θ2)−
α2
I
(
1
α1
x1,d2−d1 +
1
α2
x2,0 +
1
α3
x3,d2−d3 + . . .
)
‖2
+ ‖ x3 − α3fd3(θ3)− α3
I
(
1
α1
x1,d3−d1 +
1
α2
x2,d3−d2 +
1
α3
x3,0 + . . .
)
‖2 + . . .
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Nous pouvons ainsi observer, par exemple pour le retard di, qu'il apparaît principale-
ment dans le ieme terme du critère et une seule fois dans chacun des autres termes. Nous
pouvons faire l'approximation que dans ces autres termes l'inﬂuence du retard di est né-
gligeable ; seul le ieme terme du critère est alors considéré pour la ieme réalisation. Ainsi,
grâce à cette approximation, le critère à minimiser pour estimer le retard di de la ieme
réalisation est :
Ji =‖ xi − αifdi(θi)−
αi
I
I∑
k=1
1
αk
xk,di−dk ‖2 . (6.14)
Notez que le dernier terme dans l'équation (6.14), "l'onde de référence", est une moyenne
pondérée des observations synchronisées, et que le second terme est une fonction linéaire
de θi. Le paramètre αi qui multiplie le second terme peut être omis dans ce cas car il sera
alors compensé dans le paramètre θi. Cette omission n'aﬀecte pas le résultat ﬁnal puisque
le paramètre d'intérêt est le retard di.
Le processus d'estimation des retards est celui présenté dans la section 6.2, à la page 77.
Dans des travaux précédents [29], nous avions considéré que la partie décroissante
de l'onde T était modélisée par une droite décroissante, c'est à dire L = 1. Nous avons
testé ce modèle pour un ordre 2 avec des performances médiocres, probablement dues à
l'inadéquation de ce modèle avec la forme de l'onde T. Aussi, la partie décroissante de l'onde
T peut être vue comme un polynôme d'ordre 3 décroissant dans un intervalle particulier
(voir ﬁgure 6.2) :
f(n;θi) = θi[3].n3 + θi[2].n2 + θi[1].n+ θi[0] (6.15)
Cette contrainte de décroissance est alors vériﬁée en introduisant sur les coeﬃcients θi
les relations d'inégalités suivantes :
θi[3] > 0
θi[1] < 0
3.θi[3].N2 + 2.θi[2].N + θi[1] < 0
, (6.16)
avec N le nombre d'échantillons de la réalisation, soit la longueur de la fenêtre d'observa-
tion.
On remarque que si nous choisissons comme fonction f(θi), un polynôme d'ordre 1
(c'est à dire une droite) sans imposer de contrainte, nous pouvons modéliser l'inﬂuence de
la ligne de base résiduelle et la supprimer avant l'estimation des intervalles.
6.3.2 Modélisation par une fonction aﬃne par morceaux
En ne considérant que la partie décroissante de l'onde T, l'idée est maintenant de
modéliser l'inﬂuence de l'onde T par une fonction aﬃne par morceaux comme l'illustre
la ﬁgure 6.3. Notez que les fonctions de base pourraient être de diﬀérentes natures telles
que des fonctions gaussiennes ou des fonctions sinusoïdales, mais nous avons choisi de faire
cette étude avec des segments de droite.
L'onde T est considérée dans le modèle d'observations (6.1) comme une fonction linéaire
par morceaux f(θi), déﬁnie par une somme pondérée des fonctions de base vl :
f(n;θi) =
L∑
l=1
θi[l].vl[n]. (6.17)
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Figure 6.3  Exemple d'une onde P réelle et d'une onde T réelle modélisée par une fonction
aﬃne par morceaux basée sur 3 fonctions de base.
Dans ce cas, on ne peut pas imposer que la moyenne des fonctions f(θi) est nulle comme
précédemment, mais on peut simpliﬁer le critère général (6.9) en le développant comme
suit :
J = ‖ x1 − α1fd1(θ1)−
α1
I
(
1
α1
x1,0 +
1
α2
x2,d1−d2 +
1
α3
x3,d1−d3 + . . .
−fd1(θ1)− fd1(θ2)− fd1(θ3) . . .) ‖2
+ ‖ x2 − α2fd2(θ2)−
α2
I
(
1
α1
x1,d2−d1 +
1
α2
x2,0 +
1
α3
x3,d2−d3 + ...
−fd2(θ1)− fd2(θ2)− fd2(θ3) . . .) ‖2
+ ‖ x3 − α3fd3(θ3)− α3
I
(
1
α1
x1,d3−d1 +
1
α2
x2,d3−d2 +
1
α3
x3,0 + . . .
−fd3(θ1)− fd3(θ2)− fd3(θ3) . . .) ‖2 + . . .
On utilise alors la même approximation que dans le paragraphe précédent, à savoir
que dans l'expression ci-dessus, le retard di et le coeﬃcient θ̂i apparaissent principalement
dans le ieme terme du critère et une seule fois dans chacun des autres termes. De plus, en
supposant le nombre de réalisations I assez grand, le critère (6.9) se simpliﬁe de la manière
suivante :
Ji =‖ xi − αifdi(θi)−
αi
I
I∑
k 6=i
(
1
αk
xk,di−dk − αkfdi(θk)) ‖2 . (6.18)
Cette expression diﬀère de celle obtenue avec la modélisation par une fonction poly-
nomiale (6.14), dans la soustraction dans chaque réalisation de la contribution modélisée
de l'onde. Dans un premier temps, nous déﬁnissons une onde de référence, composée de la
moyenne des réalisations, en considérant tous les αi égaux à 1. En utilisant l'estimateur
MV, pour la première réalisation (c'est à dire i = 1), on estime le coeﬃcient α̂1, le coef-
ﬁcient θ̂1 qui représente l'onde T et le retard d̂1. On ajuste alors la première réalisation
x1 en lui soustrayant l'onde T, en la normalisant par le coeﬃcient d'amplitude α̂1 et en la
ré-alignant avec le retard estimé d̂1. Une nouvelle onde de référence est alors calculée en
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faisant la moyenne de toutes les autres réalisations et de la première réalisation ré-alignée
et ne contenant plus l'onde T. Une fois toutes les réalisations traitées, c'est à dire pour
tous les i, nous obtenons une onde de référence qui est la moyenne de toutes les réalisa-
tions ré-alignées par les retards estimés à cette itération, et sans l'inﬂuence de l'onde T.
Cet algorithme est alors réitéré jusqu'à convergence. Grâce à ce modèle d'observations plus
global, il est donc possible d'estimer les intervalles P-R à une constante près en estimant
les retards d̂i sans que l'onde T ne biaise l'estimation.
La collection de fonctions de base qui déﬁnit L intervalles de longueur K, est construite
de la manière suivante. Les variables L et K sont choisies arbitrairement de telle manière
que L×K corresponde à la largeur maximale attendue de la partie décroissante de l'onde
T. Notez que la précision de cette largeur n'est pas cruciale mais elle doit être choisie
selon un bon compromis entre une bonne approximation de l'onde T et la variance des
poids estimés f de l'équation (6.17). Étant donné le processus d'estimation, augmenter
le nombre de fonctions de base réduit l'erreur d'approximation tandis que la variance
des poids estimés augmente. D'après une étude sur des signaux simulés, il faut souligner
qu'un nombre élevé de fonctions de base n'améliore que faiblement la réduction du biais
de l'estimateur. Cependant, il inﬂue le temps de calcul global de l'algorithme.
Comme nous le verrons par la suite, cette modélisation par morceaux conduit a une
solution qui prend en compte notre information a priori sur la décroissance de l'onde T.
On s'attend à ce que cette connaissance linéaire réduise le biais évitant la non-existence
d'une unique solution due aux possibles maxima locaux.
Comme le montre la ﬁgure 6.3, nous choisissons comme fonctions de base vl des fonc-
tions aﬃnes par morceaux. Aﬁn d'assurer l'adéquation entre les observations et le modèle,
et de réduire la variance des estimateurs, quelques contraintes sont ajoutées :
• sur chacun des intervalles, une pente négative est imposée à toute combinaison de
fonctions de base ;
• aﬁn de conserver la propriété de continuité de l'onde T modélisée, les points de raccor-
dements entre deux intervalles consécutifs doivent respecter la contrainte suivante :
le dernier point de la fonction sur le leme intervalle doit être identique au premier
point de la fonction sur le (l + 1)eme intervalle.
Le but est alors de construire une collection de L fonctions de base. Nous choisissons
arbitrairement L = 3 et K = 25 comme sur la ﬁgure 6.3.
En choisissant les fonctions de base comme celles représentées sur la ﬁgure 6.3, pour
n ∈ [k×K : (k+1)×K] (avec k = 0 . . . 2), la partie décroissante de l'onde T est modélisée
par une fonction linéaire qui est la somme pondérée des fonctions de base non-nulles telle
que : 
f [n] = θ1.v1[n] + θ2.v2[n]; n ∈ [0 : K],
f [n] = θ2.v2[n] + θ3.v3[n]; n ∈ [K : 2K],
f [n] = θ3.v3[n]; n ∈ [2K : 3K].
De plus, étant donné que nous modélisons la partie décroissante de l'onde T par une
fonction aﬃne par morceaux décroissante, il nous faut ajouter les conditions suivantes sur
chacun des intervalles :
f ′[n] = θ1.v′1[n] + θ2.v′2[n] ≤ 0; n ∈ [0 : K],
f ′[n] = θ2.v′2[n] + θ3.v′3[n] ≤ 0; n ∈ [K : 2K],
f ′[n] = θ3.v′3[n] ≤ 0; n ∈ [2K : 3K],
où f ′ est notée comme la dérivée temporelle de la fonction f .
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Pour la présentation, nous choisissons arbitrairement 3 fonctions de base vl aﬁn que la
relation reliant les coeﬃcients θi soit simple :
v′1[n] < 0; n ∈ [0 : K],
v′1[n] = −v′2[n]; n ∈ [0 : K],
v′2[n] = −v′3[n]; n ∈ [K : 2K].
(6.19)
Ces relations impliquent que les fonctions v1 et v3 soient respectivement décroissantes
sur les intervalles [0 : K] et [2K : 3K].
Après avoir imposé ces contraintes sur les fonctions de base, il nous faut alors vériﬁer
les conditions de continuité au niveau des points de raccordement, c'est à dire pour (n =
K et n = 2K), entre deux intervalles consécutifs. Ainsi, par exemple pour le point de
raccordement en n = K, on obtient :
θ1.v1[K] + θ2.v2[K] = θ2.v2[K] + θ3.v3[K]. (6.20)
Cependant, en utilisant les hypothèses sur les fonctions de base déﬁnies par les équations
(6.19), sur chaque intervalle on obtient les relations suivantes :{
v1[n] = −v2[n] + C1; n ∈ [0 : K],
v2[n] = −v3[n] + C2; n ∈ [K : 2K], (6.21)
où C1 et C2 sont des constantes.
En remplaçant v1 et v2 dans l'équation (6.20), la condition de continuité en K s'écrit :
(θ2 − θ1).v2[K] + θ1.C1 = (θ3 − θ2).v3[K] + θ2.C2. (6.22)
En rajoutant la condition que v1[K] = v3[K] = 0, la relation (6.21) revient à :{
v2[K] = C1,
v2[K] = C2.
(6.23)
La condition de continuité (6.22) pour n = K devient alors :
θ2.v2[K] = (θ2 − θ3).v2[K] + θ3.C2.
Grâce à cette relation et à l'équation (6.23), on en déduit que C1 = C2 pour tout θk,
ainsi la continuité en n = K est assurée.
Finalement, pour construire la collection de L fonctions de base comme sur la ﬁgure
6.3, les règles suivantes doivent être appliquées :
• la première fonction de base doit être décroissante sur l'intervalle [0 : K] et nulle
ensuite ;
• la dernière fonction de base doit être nulle sur l'intervalle n ∈ [0 : (L − 2)K] et
décroissante sur l'intervalle [(L− 1)K : LK].
Ceci implique donc que le coeﬃcient θL doit être positif pour que la propriété de
décroissance soit vériﬁée. De plus, nous pouvons déduire des hypothèses (6.19) et (6.21)
des contraintes sur les coeﬃcients θi telles que :
∀ l ∈ [1 : L− 1], θi[l] > θi[l + 1] > 0. (6.24)
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Notez que le développement précédent est valable quel que soit le nombre de fonctions
de base L.
En utilisant la méthode basée sur le modèle d'observations généralisé (6.1) proposée
précédemment (Section 6.2), nous pouvons ainsi résoudre les problèmes d'estimation des
intervalles P-R à l'exercice en modélisant la partie décroissante de l'onde T à l'aide d'une
fonction aﬃne par morceaux.
6.4 Validation des modèles de l'onde T
Dans cette section, nous allons présenter des résultats de simulation qui valident les
modèles de l'onde T proposés précédemment.
Les signaux simulés d'ECG à l'exercice sont présentés ﬁgure 6.4. Ces 400 réalisations
ont un intervalle P-R constant et une distance T-P qui varie dans le temps, au fur et à
mesure de la simulation de l'exercice, c'est à dire au fur et à mesure que l'indice de la
réalisation augmente. Le ratio de chevauchement des ondes T et P augmente avec l'indice
de la réalisation. Sur la ﬁgure 6.4, les ondes T bleue et rouge correspondent respectivement
au premier et dernier indice de réalisation.
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Figure 6.4  Signaux simulés d'ECG à l'exercice (400 réalisations). Pendant l'exercice,
l'onde T chevauche de plus en plus l'onde P. Ainsi le chevauchement augmente avec l'indice
de la réalisation.
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Figure 6.5  Biais de l'estimateur de temps de retard pour les 3 modèles de l'onde T
considérés, et pour une transformée en ondelettes à l'échelle 23.
Les intervalles P-R sont estimés par la méthode généralisée présentée Section 6.2 avec
diﬀérents modèles de l'onde T présentés Section 6.3. Étant donnée la fusion des ondes T et
P à l'exercice, l'évaluation du début de l'onde P par des méthodes de détection des points
caractéristiques des ondes [94, 183, 184], ne fonctionneraient pas dans ce cas.
La ﬁgure 6.5 montre l'évolution du biais entre les intervalles P-R réels et les intervalles
P-R estimés en fonction de l'indice de la réalisation pour diﬀérents modèles de l'onde T :
• courbe bleue : estimation avec une modélisation de l'onde T par une fonction
linéaire par morceaux décroissante avec une base de 3 segments (Section 6.3.2) ;
• courbe verte : estimation avec une modélisation de l'onde T par un polynôme
d'ordre 3 décroissant (L = 3 ; Section 6.3.1) ;
• courbe rouge en pointillés : estimation avec une modélisation de l'onde T par
une droite décroissante (L = 1 ; Section 6.3.1) ;
• courbe noire en pointillés : estimation sans modélisation de l'onde T ;
• courbe grise en pointillés : estimation à l'aide de la transformée en ondelettes, à
l'échelle 23.
Cette dernière courbe permet de mettre en évidence que la transformée en ondelettes
n'est pas appropriée à notre problème d'estimation de retards à l'exercice, bien que cet
outil soit prometteur dans le cadre de la caractérisation des ondes ECG au repos [148]. La
transformée en ondelettes est une opération linéaire qui permet de décomposer un signal en
diﬀérentes composantes qui apparaissent à diﬀérents niveaux. Ainsi, en utilisant la méthode
du passage par zéro (zero-crossing en anglais), il est possible de trouver sur la transformée
en ondelettes du signal les points de changements de forme du signal considéré. L'ondelette
utilisée est la première dérivée d'une fonction lisse gaussienne [148] (voir ﬁgure 6.6). Les
puissances spectrales des ondes P et T se situent dans l'intervalle de fréquence de 0, 5 Hz
à 10 Hz et celles de la ligne de base et du bruit lié au mouvement sont entre 0, 5 Hz et 7
Hz, [166]. Ainsi, pour éviter les erreurs dues aux artéfacts, le niveau 23 (correspondant à
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une réponse fréquentielle de l'ondelette dans la bande passante de 9 Hz à 33 Hz) est choisi
[148]. Conformément au résultat présenté sur la ﬁgure 6.5, cette méthode basée ondelette
pour la détection du début et de la ﬁn des ondes P et T ne s'applique que lorsque ces ondes
sont disjointes (indice de la réalisation faible), et ne peut être utilisée dans notre problème
d'estimation d'intervalles à l'exercice.
D'après les résultats observés ﬁgure 6.5, on peut observer que quelle que soit la tech-
nique utilisée pour modéliser l'onde T, le biais de l'estimation est faible lorsque l'onde T
et l'onde P sont disjointes. Au plus l'indice de la réalisation augmente, c'est à dire au plus
le chevauchement augmente, au plus les diﬀérences entre les modélisations apparaissent :
l'approche de modélisation par une fonction aﬃne par morceaux (courbe bleue) surpasse
clairement en terme de biais de l'estimateur les autres. Ainsi, il est clair que l'estimation
des intervalles P-R est plus précise lorsque la partie décroissante de l'onde T est modélisée
par une fonction aﬃne par morceaux décroissante.
niveau 23
fonction lisse
ondelette
Figure 6.6  Fonction lisse gaussienne et ondelette utilisée au niveau 23.
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Résumé :
Le traitement et l'analyse automatique des signaux électrocardiographiques pendant les
épreuves d'eﬀort sont très diﬃciles et les méthodes d'estimation classiques ne suﬃsent pas.
A l'exercice et en début de récupération, les ondes T et P tendent à se chevaucher ; cette in-
formation supplémentaire a alors été intégrée dans notre modèle d'observations plus général.
Nous avons présenté dans cette partie une technique globale permettant la détermination
des intervalles P-R en prenant en compte le chevauchement de l'onde T aux fréquences car-
diaques élevées. Diﬀérents modèles de l'onde T ont été proposés et validés en simulation :
modélisation par une droite, par un polynôme d'ordre 3, et enﬁn par une fonction aﬃne
par morceaux qui s'avère plus eﬃcace.

Troisième partie
Analyse des intervalles cardiaques
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Introduction
Les intervalles de temps déﬁnis par les ondes caractéristiques d'un signal ECG four-
nissent d'importants indicateurs pour le diagnostic des maladies cardiaques ; ils reﬂètent
des processus physiologiques du c÷ur et du système nerveux autonome. L'analyse et l'in-
terprétation de ces intervalles permettent de mettre en valeur de nouveaux phénomènes,
qu'il est parfois possible d'expliquer au niveau physiologique, et qui conduisent vers une
meilleure compréhension du fonctionnement global du c÷ur.
Dans cette dernière partie de la thèse, nous nous intéresserons à l'application des mé-
thodes d'estimation présentées précédemment aux signaux ECG réels. Après avoir introduit
les pré-traitements appliqués aux enregistrements bruts, les intervalles P-R et Q-T seront
estimés et analysés.
L'intervalle P-R est beaucoup moins étudié que l'intervalle Q-T, probablement à cause
de la diﬃculté à détecter cette onde de plus faible amplitude et souvent noyée dans le bruit.
L'analyse de l'intervalle P-R n'en est pas pour autant inintéressante, bien au contraire, car
cet intervalle représente le temps de conduction auriculo-ventriculaire, c'est à dire le temps
que met l'inﬂux électrique pour passer des oreillettes au ventricules. Il est donc le reﬂet du
fonctionnement du n÷ud auriculo-ventriculaire. Nous étudierons donc ces deux intervalles
et mettrons en valeur quelques résultats physiologiques sur des cas réels. Notamment, nous
estimerons les intervalles P-R à l'exercice grâce à notre méthode de Woody généralisée, et
nous analyserons les résultats mis en valeur.
L'intervalle Q-T, qui reﬂète la durée de la dépolarisation et de la repolarisation ventri-
culaire, est l'un des plus importants de l'ECG : la prolongation de cet intervalle peut être
associée aux risques d'arythmie ventriculaire et de mort subite [123, 152]. Nous applique-
rons notre méthode de "Woody améliorée par bloc" pour l'estimation des intervalles Q-T
sur diﬀérents types d'enregistrements ECG (respiration contrôlée, eﬀort, ﬁbrillation auricu-
laire,. . . ). L'analyse des intervalles Q-T en réponse à un changement de fréquence cardiaque
fera ressortir deux types d'adaptation : une adaptation "rapide" en réponse au précédent
intervalle R-R, et une adaptation "lente" de l'ordre de quelques minutes. Nous proposerons
une modélisation de cette réponse, inspirée du fonctionnement électrique cellulaire (courbe
de restitution, adaptation lente, . . . ).

Chapitre 7
Filtrage du signal ECG/Pré-traitements
Les diﬀérents bruits associés au signal ECG peuvent en altérer plus ou moins l'infor-
mation clinique. Il est donc important de savoir quels types de bruit peuvent intervenir et
comment les traiter.
7.1 Les types de bruit présent dans l'ECG
Les conditions d'enregistrement de l'ECG font que le signal est nécessairement bruité
par des processus autres que cardiaques. Ces perturbations peuvent être d'origine physio-
logique (peau, muscle, respiration, . . . ) ou environnementale (courant de secteur, pertur-
bations électromagnétiques, placement de l'électrode, . . . ). Le praticien qui analyse l'ECG
peut alors être gêné par la présence de bruit : dans le cas où par exemple il recherche l'exis-
tence d'un rythme sinusal normal et qu'il cherche la présence de l'onde P précédant l'onde
R, l'onde P qui est de faible amplitude, peut être noyée dans le bruit. De la même manière,
une trop forte variation de la ligne de base peut empêcher de discerner une anomalie de
type sur- ou sous-décalage du segment S-T par exemple.
Parmi les types de bruits observables sur un ECG, on peut citer :
La dérive de la ligne de base : on appelle ligne de base la ligne isoélectrique du c÷ur ;
elle correspond au tracé qui serait observé sur un ECG si le c÷ur n'avait aucune
activité électrique. La ﬁgure 7.1 montre un exemple de dérive de ligne de base sur un
ECG.
Figure 7.1  Exemple d'ECG présentant une dérive de la ligne de base.
Lorsque l'ECG est eﬀectué en cabinet, ou pendant les périodes d'enregistrement
nocturne, cette ligne est le plus souvent horizontale car le patient n'eﬀectue aucun
mouvement et le signal est peu perturbé par le bruit extérieur. En revanche, pendant
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la journée, lors d'un enregistrement ambulatoire (Holter) ou à l'eﬀort, les mouve-
ments du patient modiﬁent les positions relatives des électrodes, de sorte que cette
ligne présente un tracé ondulatoire. La ligne de base est un type de perturbation
physiologique [167] due à diﬀérents facteurs tels que, la ventilation pulmonaire, la
sudation (qui modiﬁe l'impédance du contact peau-électrodes), ou encore les mou-
vements intempestifs du patient qui peuvent provoquer des ruptures occasionnelles
du contact peau-électrodes [129, 160]. Les composantes fréquentielles de la dérive
de ligne de base sont habituellement inférieures à 0, 5 Hz et limitées à 2 Hz [129].
Cependant, durant un test à l'eﬀort sur un cyclo-ergomètre, le patient respire plus
amplement et fait des mouvements du tronc et des membres supérieurs, ce qui se
traduit par une augmentation des composantes fréquentielles de la dérive de ligne
de base [148, 160, 167]. Ainsi, ses composantes peuvent se retrouver dans la même
bande fréquentielle que les ondes P ou T.
Interférence d'un signal à 50 Hz : les sources principales de ces interférences proviennent
du réseau de distribution électrique (signal à 50 Hz voire 60 Hz dans certains pays)
et des rayonnements électromagnétiques environnants. Un exemple d'ECG altéré par
ce type de bruit est illustré par la ﬁgure 7.2.
Figure 7.2  Exemple d'ECG présentant des interférences 50Hz.
Ce type de perturbation est diﬃcilement évitable, malgré un blindage des câbles re-
liés aux électrodes, compte tenu de la longueur des "antennes" représentées par ces
câbles et le corps lui-même [101]. Ce type de perturbation se révèle encore plus gê-
nant lorsque le signal orignal ECG est micro-volté (patients âgés ou obèses, . . . ). Ce
type de bruit peut rendre l'analyse de l'ECG très problématique en ce qui concerne
la détection des débuts et ﬁns des ondes.
Interférence d'origine électromyographique (EMG, ou musculaire) : ce type de
bruit correspond à un type d'interférence d'origine biologique [167].
Figure 7.3  Exemple d'ECG présentant des interférences d'origine électromyographique.
La ﬁgure 7.3 montre que des mouvements du patient peuvent altérer le signal d'où
une diﬃculté dans les cas d'examens où les sujets ne restent pas immobiles (jeunes
enfants, parkinsoniens,. . . ). Ce bruit de l'EMG se présente de façon chaotique et
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ses composantes fréquentielles se retrouvent dans toute la bande passante d'intérêt,
chevauchant alors la bande fréquentielle de l'ECG [131, 134]. En condition d'enregis-
trement à l'eﬀort, le niveau de ce bruit augmente et peut se présenter sous la forme
de bouﬀées de bruit.
Autres types de bruit : la présence d'un stimulateur cardiaque dans les cas de resyn-
chronisation cardiaque et les artefacts fréquents dus aux mouvement du corps ou des
câbles reliés aux électrodes sont des bruits fréquents, notamment sur les enregistre-
ments Holter [166, 167].
7.2 Méthodes de ﬁltrage de l'ECG
Pour pouvoir segmenter eﬃcacement les battements cardiaques, et ce sans altérer l'in-
formation clinique, un certain nombre de pré-traitements sont nécessaires. La ﬁnalité de
cette étape est d'atténuer, ou au mieux d'éliminer, les bruits présents dans le signal ECG
brut tels que la ligne de base ou les interférences du secteur à 50 Hz. Malheureusement,
le bruit causé par l'activité musculaire est beaucoup plus diﬃcile à ﬁltrer à cause du che-
vauchement entre le spectre du bruit et celui de l'ECG [162]. Nous introduirons dans cette
partie quelques méthodes clés de la littérature, puis nous présenterons les pré-traitements
que nous avons appliqués dans notre travail en vue de l'estimation des intervalles car-
diaques.
7.2.1 Les principaux ﬁltrages
7.2.1.1 Filtrage de la dérive de la ligne de base
Pour l'analyse d'un enregistrement ECG, un ÷il exercé fait abstraction de cette ligne :
elle est prise comme référence pour étudier la forme et la hauteur des diﬀérentes ondes
cardiaques ; néanmoins, dans l'objectif d'un traitement automatique d'un tel signal, il est
impératif de la repérer précisément pour ﬁxer le "zéro". L'élimination de cette ligne de base
est nécessaire pour limiter les déformations morphologiques des ondes de l'ECG. Plusieurs
types de méthodes ont été présentés dans la littérature aﬁn d'éliminer ce type de bruit.
Les méthodes s'appuient souvent sur un ﬁltrage passe-haut, généralement basé sur des
ﬁltres à réponse impulsionnelle ﬁnie [32, 145]. L'inconvénient majeur de ces méthodes est
la distorsion du signal due au chevauchement des spectres de l'ECG et de la ligne de base.
Il s'avère impossible de supprimer complètement ce type de bruit avec ces méthodes de
ﬁltrage sans provoquer une distorsion du signal [100]. La fréquence de coupure du ﬁltre doit
être par conséquent un compromis entre l'élimination de la ligne de base et la déformation
du signal : en général on choisit alors une fréquence de coupure légèrement plus basse que
la fréquence de battement cardiaque la plus faible [162]. Aﬁn de résoudre ces problèmes de
chevauchement de spectres, un ﬁltre avec des caractéristiques variantes dans le temps est
proposé dans [159, 160] ; le ﬁltre est implémenté comme un banc de ﬁltres linéaires passe-bas
où les fréquences de coupure sont alors contrôlées par les propriétés basses fréquences du
signal ECG. Cette méthode nécessite de connaître les instants d'apparition des complexes
QRS au préalable. Dans [68] la dérive de la ligne de base est estimée à partir d'un modèle
polynomial. Le ﬁltrage de la ligne de base peut être basé sur des splines [11, 120, 161].
Dans ce cas, pour trouver les points d'ancrage placés sur les niveaux isoélectriques, il faut
pré-détecter les pics R au préalable.
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7.2.1.2 Filtrage du signal à 50 Hz (ou 60 Hz)
Ce type d'interférence est caractérisé par un signal de type sinusoïdal de 50 Hz (voire 60
Hz dans d'autres pays) généralement accompagné de quelques harmoniques. Une méthode
simple permettant de réduire ce type de bruit consiste à éliminer une fréquence particu-
lière ou une ﬁne gamme de composantes fréquentielles ; le ﬁltre qui convient alors est appelé
ﬁltre Notch ou ﬁltre à bande étroite [71, 135]. Lorsque la fréquence des perturbations n'est
pas stable sur 50 Hz, la variation de fréquence, considérée de type gaussienne, n'est pas
toujours centrée sur 50 Hz. Pour remédier à ce type de problème, des méthodes basées sur
du ﬁltrage adaptatif ont également été proposées [71, 167].
7.2.1.3 Filtrage du bruit de l'électromyogramme
Le bruit causé par l'activité musculaire est beaucoup plus diﬃcile à ﬁltrer. La méthode
de ﬁltrage la plus utilisée est basée sur le moyennage sur plusieurs battements successifs du
signal [47, 146]. En supposant le bruit aléatoire et stationnaire, la réduction du bruit est
alors proportionnelle à la racine carrée du nombre de battements utilisés pour ce moyen-
nage ; toutefois un moyennage sur un nombre trop important de battements peut causer
des erreurs importantes à cause de la dispersion du signal entre les battements (notam-
ment à l'eﬀort) [134]. Ce type de ﬁltre pour atténuer le bruit électromyographique n'est
pas applicable lorsqu'on cherche des informations sur les ondes battement par battement.
7.2.2 Les pré-traitements appliqués
Pour pouvoir segmenter eﬃcacement les battements électrocardiographiques, on est
amené à réaliser, lorsque cela est nécessaire, un certain nombre de pré-traitements.
A ce stade, nous travaillons sur le signal ECG brut dont un exemple est présenté par
la ﬁgure 7.4. Les signaux sur lesquels nous travaillons sont peu bruités grâce aux soins
pris lors du protocole d'enregistrement. Ils subissent néanmoins les eﬀets de la dérive de la
ligne de base et une modulation dues à la respiration. On présente alors les pré-traitements
envisagés dans notre étude, aﬁn d'estimer au mieux les intervalles R-R, P-P, P-R et Q-T,
soit :
1. une atténuation des eﬀets de la ligne de base ;
2. une suppression de la modulation d'amplitude pour une meilleure détection des
pics R.
7.2.2.1 Pré-traitement pour la détection des ondes R
Notre but est d'estimer au mieux les instants d'apparition tk des ondes R. La majorité
des méthodes existantes utilise le calcul de la dérivée, puis un seuillage. De nombreuses
variantes existent faisant intervenir la dérivée seconde, l'amplitude, etc. Friesen et al [58],
ont répertorié et comparé plusieurs méthodes de détection des complexes QRS. Depuis,
d'autres méthodes ont vu le jour basées par exemple sur l'utilisation des ondelettes ou des
réseaux de neurones pour la reconnaissance du QRS [83, 126, 171, 182]. Avec la méthode
Pan et Tompkins [132] basée sur les dérivées première et seconde du signal, la localisation
précise du pic R n'est pas toujours assurée : parfois on repère le début du complexe QRS,
d'autres fois la ﬁn.
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Figure 7.4  Signal ECG réel enregistré.
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Figure 7.5  Signal ECG ﬁltré passe-haut et estimation de la position des pics R. En
rouge, le signal de modulation d'amplitude.
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Figure 7.6  Signal ECG démodulé et ré-estimation de la position des pics R.
98 Chapitre 7. Filtrage du signal ECG/Pré-traitements
Nous choisissons alors une méthode plus simple, basée sur une méthode de seuillage,
qui est précise et robuste au bruit. La première étape du traitement consiste à ﬁltrer le
signal ECG à l'aide d'un ﬁltre passe-haut de fréquence de coupure 5 Hz pour supprimer
les ﬂuctuations éventuelles de la ligne de base.
Grâce à sa grande amplitude comparée à celles des ondes P, Q, S et T, la détection du
pic de l'onde R est assez facile par une méthode de seuillage. On récupère alors les temps
d'apparition tk des ondes R et leurs amplitudes. A partir de ces coordonnées, une interpo-
lation polynomiale spline permet de créer le signal de modulation d'amplitude pour tous
les temps d'échantillonnage, c'est à dire la courbe régulièrement échantillonnée qui passe
par tous les pics des ondes R, présentée sur la ﬁgure 7.5. Pour démoduler le signal, il suﬃt
alors de diviser le signal ECG par cette modulation pour obtenir les ondes R de même
poids comme cela est présenté sur la ﬁgure 7.6. Aﬁn d'aﬃner au mieux les mesures des
instants d'apparition des pics R, on réitère la méthode de seuillage sur le signal démodulé.
On obtient ﬁnalement une meilleure estimation des temps d'apparition tk. La segmentation
de l'ECG pour obtenir l'évolution de la période cardiaque, autrement dit des intervalles
R-R, s'eﬀectue tout simplement à partir des instants tk.
7.2.2.2 Pré-traitement pour l'étude des ondes P
Comme cela est présenté sur la ﬁgure 7.7, le signal ECG s'ajoute à une ligne de base.
Aﬁn d'étudier au mieux les ondes P et les intervalles P-R par exemple, il nous faut la retirer
du signal ECG brut.
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Figure 7.7  Ligne de tendance avant traitement.
Les méthodes de suppression de la ligne de base qui sont basées sur un ﬁltrage passe-
haut, entraînent une distorsion du signal sans réussir pour autant à supprimer complète-
ment cette interférence. Dans le cadre de l'étude de l'onde P, ces ﬁltres introduisent une
distorsion de l'onde d'intérêt. En eﬀet, le ﬁltrage passe-haut utilisé ci-dessus pour la détec-
tion des ondes R présente le défaut de superposer la réponse impulsionnelle du ﬁltre avec
les ondes P. Nous choisissons alors une méthode plus appropriée à l'étude des ondes P.
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Comme le montre la ﬁgure 7.7, la déﬁnition des intervalles A et B sur la ligne de base
nous fournit quatre indices temporels correspondants aux bornes de ces intervalles. On seg-
mente le signal ECG de façon à travailler sur des segments R-R déterminés avec la première
méthode d'élimination de la ligne de base. On ajuste la droite qui passe conjointement au
mieux au sens des moindres carrés par les intervalles A et B pour chaque segment R-R.
Pour enlever la ligne de base sur le signal ECG, il suﬃt alors de soustraire les droites
estimées sur chacune des fenêtres correspondantes aux segments R-R.
7.2.2.3 Segmentation de l'ECG pour l'estimation des intervalles d'intérêt
A partir d'une fenêtre d'étude arbitraire, on segmente le signal ECG aﬁn d'obtenir
dans notre fenêtre d'observation les intervalles d'intérêt. Par exemple, les ﬁgures 7.8 et
7.9 présentent un exemple de segmentation de l'ECG au repos. La longueur de la fenêtre
d'observation est choisie arbitrairement à 300 ou 340 échantillons, soit 300 ou 340 ms, la
fréquence d'échantillonnage étant de 1 kHz. Cette longueur de fenêtre est choisie de façon
arbitraire pour chacun des signaux ECG traités aﬁn de capter dans la fenêtre d'observation
l'onde considérée. La ﬁgure 7.8 montre un exemple de segmentation d'ECG au repos, où
toutes les ondes P sont incluses dans les fenêtres alignées à droite par rapport à leurs ondes
R suivantes. Parallèlement, la ﬁgure 7.9 présente un exemple de segmentation d'ECG au
repos, où toutes les fenêtres contenant les ondes T sont cette fois-ci alignées à gauche sui-
vant leurs ondes R respectives précédentes.
Après avoir pré-traité et segmenté les signaux ECG, nous pouvons alors commencer
l'étape d'estimation des intervalles proprement dite.
100 Chapitre 7. Filtrage du signal ECG/Pré-traitements
0 50 100 150 200 250 300
−0.5
0   
0.5
1   
Temps (ms)
Am
pl
itu
de
Figure 7.8  Exemple de segments P-R alignés sur le pic R suivant.
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Figure 7.9  Exemple de segments R-T alignés sur le pic R précédent.
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Résumé :
Les étapes de pré-traitements du signal ECG sont très importantes pour les étapes fu-
tures de segmentation et d'analyse des intervalles. Comme nous l'avons vu, les conditions
d'enregistrements bruitent l'ECG. Les diﬀérents bruits associés au signal ECG peuvent en
altérer plus ou moins l'information clinique, il est donc important de les traiter.
Par ailleurs, une segmentation préalable du signal ECG autour des ondes d'intérêt, est
nécessaire pour appliquer les méthodes d'estimation d'intervalles décrites par la suite.

Chapitre 8
Analyse des intervalles P-R à l'exercice et
en récupération
Peu d'études se sont intéressées à l'analyse du temps de conduction auriculo-ventriculaire,
associé à l'intervalle P-R [14, 52, 165], en situation d'exercice. La diﬃculté d'enregistrer
un signal ECG de qualité et d'estimer précisément la position de l'onde P en constituent
vraisemblablement les causes principales. En raison de ces contraintes méthodologiques,
les durées des intervalles P-R et P-P sont le plus souvent calculées à partir de "fenêtres de
mesure" de quelques battements cardiaques [34, 106, 121].
Dans ce chapitre, nous allons nous intéresser au problème d'estimation des intervalles
P-R sur des signaux ECG réels à l'eﬀort. Étant donné le problème de chevauchement des
ondes T et P à l'exercice, nous allons appliquer la méthode d'estimation de Woody généra-
lisée présentée au Chapitre 6. Les diﬀérents modèles de l'onde T présentés à la Section 6.3
seront appliqués aux signaux réels. Dans ce chapitre, nous allons donc analyser et discuter
les diﬀérents résultats mis en évidence sur les intervalles P-R. Nous apporterons également
quelques pistes physiologiques pour tenter d'expliquer les phénomènes observés.
8.1 Application aux signaux ECG réels d'eﬀort
Grâce à une collaboration avec le CHU Pasteur de Nice et le département STAPS de
l'Université de Nice-Sophia Antipolis, et plus particulièrement avec Stéphane Bermon et
Grégory Blain, nous avons recueilli des enregistrements d'ECG, suivant le même protocole,
sur une douzaine de sujets plus ou moins sportifs. Ci-dessous, nous présentons les sujets et
le protocole de notre étude.
8.1.1 Les sujets
Les 12 hommes de notre étude sont âgés de 27± 8 ans. Ils sont tous sains, non-fumeurs
et aucun n'est sous médication. Toute activité physique, prise d'alcool ou de caféine est
interdite durant les 24 heures précédent l'enregistrement. Les signaux ECG sont enregistrés
sur 12 hommes ayant une activité physique plus ou moins soutenue : 5 d'entre eux sont
sédentaires (SED), 3 sont des Sportifs Modérés (SM) et 4 sont des Sportifs Conﬁrmés
(SC) voire des athlètes de haut niveau. Les sportifs modérés et conﬁrmés sont tous des
coureurs cyclistes. La déﬁnition de ces diﬀérentes catégories en fonction du nombre d'heures
d'entraînement et du VO2max, est présentée dans le tableau 8.1.
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SED SM SC
Heures d'entraînement par semaine < 5 5 < et < 10 > 10
VO2max [ml/min/kg] < 55 55 < et < 65 > 70
Table 8.1  Deﬁnition des diﬀérentes catégories d'athlètes : les sédentaires (SED), les
sportifs modérés (SM) et les sportifs conﬁrmés (SC).
8.1.2 Le protocole d'enregistrement
Le patient est torse nu et les électrodes de l'ECG sont mises en place après préparation
de la peau (rasage, dégraissage). Les dérivations sont habituelles mais on préfère disposer
les électrodes standards dans le dos ou sur le thorax, à la racine des membres, plutôt que
sur ces derniers pour éviter les artéfacts de mouvement. Nos enregistrements sont sur trois
voies : deux dérivations II déportées sur le thorax, ce qui sous-entend que les électrodes
sont très proches, et une dérivation III déportée. Pour rappel, DII est la voie bipolaire
pour laquelle les amplitudes P et R sont les plus grandes ; DIII correspond à la voie pour
laquelle l'amplitude de l'onde P est souvent la plus marquée par rapport aux autres ondes
(notamment par rapport à l'onde T). La voie principale de l'ECG que nous utiliserons
par la suite est une des DII déportées où l'amplitude l'onde P est maximisée. Cette voie
enregistrée est numérisée en temps-réel par un convertisseur analogique-numérique sur 12
bits et à une fréquence d'échantillonnage de 1000 Hertz.
Après 5 minutes d'enregistrement au repos, les sujets débutent l'épreuve d'eﬀort pro-
prement dite : un test progressif dit à Puissance Maximale Aérobie (PMA) sur un cyclo-
ergomètre. La PMA est l'intensité d'eﬀort atteinte par un sujet à son niveau de VO2max,
c'est à dire de consommation maximale d'oxygène. La charge initiale est ﬁxée à 75 Watts
pour les sujets dits sédentaires, et 150 Watts pour les athlètes, et est augmentée toutes
les deux minutes de 37,5 Watts jusqu'à épuisement. La fréquence de pédalage est impo-
sée entre 75 et 90 révolutions par minute. Tous les sujets considérés dans cette étude ont
terminé leur épreuve d'eﬀort sans anomalie clinique ni douleur.
8.2 Estimation des intervalles P-R
Les signaux ECG réels enregistrés pendant un test d'eﬀort sont particulièrement bruités.
En vue d'obtenir un signal ECG exploitable pour l'estimation des intervalles, nous avons
tout d'abord appliqué aux signaux réels les pré-traitements présentés dans la Section 7.2.2.
Nous obtenons alors les segments où toutes les ondes P sont incluses dans les fenêtres
alignées à droite par rapport à leurs ondes R suivantes, comme présenté sur la ﬁgure 7.8
page 100. La borne gauche de la fenêtre d'observation est choisie de telle sorte que seule
la partie décroissante des ondes T apparaisse dans la fenêtre aux fréquences cardiaques
élevées.
Notre but est d'étudier les tendances des intervalles P-R à l'exercice et en récupération.
Les intervalles P-R estimés battement par battement par la méthode de Woody généralisée
associée aux modèles proposés de l'onde T, présentent beaucoup de variabilité (voir ﬁgure
8.1(a)), avec un biais réduit. Malgré le soin pris lors du recueil de l'ECG, nos enregistre-
ments présentent du bruit important d'origine EMG. Dans le but de réduire ces interfé-
rences électromyographiques, nous choisissons de faire un moyennage de nos réalisations
par paquets consécutifs et disjoints de 10 battements [47, 146]. Un exemple d'estimation des
intervalles P-R sur les réalisations moyennées par paquets est illustré sur la ﬁgure 8.1(b).
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Figure 8.1  Exemples d'estimation des intervalles P-R en modélisant l'onde T par une
fonction aﬃne par morceaux contrainte (3 segments) : (a) estimation battement par bat-
tement, (b) estimation sur les réalisations moyennées par paquets consécutifs et disjoints
de 10 battements.
Il faut noter que la variabilité du P-R ne pourra pas être étudiée avec ce traitement
par bloc choisi, car nous avons focalisé notre travail sur la tendance du P-R. Une future
étude pourrait consister à utiliser une modélisation de l'onde T fournissant moins d'erreur
de variabilité mais davantage de biais, pour étudier la variabilité du P-R.
On aborde le problème d'estimation des intervalles P-R avec la méthode de Woody
généralisée, présentée à la Section 6.2. On estime les coeﬃcients de la fonction f(θi) qui
représente l'onde T suivant le modèle choisi parmi ceux présentés Section 6.3. Nous ob-
tenons alors les retards d̂i qui correspondent aux intervalles P-R à une constante près.
L'algorithme est réitéré 10 fois aﬁn d'assurer sa convergence. On applique la méthode pour
diﬀérentes modélisations de l'onde T : une droite, un polynôme d'ordre 3, une fonction
aﬃne par morceaux (3 segments), et sans aucune modélisation.
La ﬁgure 8.2 montre un exemple sur un sujet, de l'estimation des intervalles P-R pour
les diﬀérentes modélisations. Les trois modèles donnent des tendances des intervalles P-R
légèrement diﬀérentes. Ces diﬀérences vont plus ou moins mettre en évidence les phéno-
mènes attendus. Lorsque aucun modèle de l'onde T n'est appliqué (courbe jaune), il y a
beaucoup d'artéfacts sur l'estimation puisque l'onde T et l'onde P tendent à fusionner. La
méthode avec modélisation de l'onde T par un polynôme d'ordre 3 (courbe noire) présente
une saturation vers la ﬁn de l'exercice : les intervalles P-R obtenus par cette méthode
présentent environ 5 ms de moins que ceux estimés par les deux autres modélisations. Les
courbes verte et rouge représentent respectivement les modélisations par une droite et par
une fonction aﬃne par morceaux. Cette dernière semble être la moins biaisée, conformé-
ment à ce que nous avions vu sur les signaux simulés dans la section 6.4, page 84. C'est
donc principalement cette méthode que nous retiendrons désormais.
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Figure 8.2  Exemple sur un sujet, des intervalles P-R estimés avec la méthode de Woody
généralisée pour diﬀérentes modélisations de l'onde T : une droite, un polynôme d'ordre 3,
une fonction aﬃne par morceaux (3 segments), et sans aucune modélisation.
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Figure 8.3  Exemple sur un sujet, des intervalles R-R, et des intervalles P-R estimés
en modélisant l'onde T par une fonction aﬃne par morceaux contrainte (3 segments).
L'intervalle I est utilisé pour le calcul de la pente S, relative à la capacité de récupération
du sujet ; l'intervalle I est délimité par les deux droites verticales en pointillés.
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La ﬁgure 8.3 présente un exemple de la tendance des intervalles P-R estimés et les
intervalles R-R correspondants. Dans cet exemple, la partie décroissante de l'onde T a été
modélisée à l'aide une fonction aﬃne par morceaux contrainte, sur 3 segments.
8.3 Informations dans la phase de récupération
8.3.1 Résultats
On observe le même phénomène chez tous nos sujets : il existe au début de la phase
de récupération un brusque changement de pente de l'évolution des intervalles P-R dont
l'instant d'apparition est signiﬁcativement corrélé à celui correspondant aux intervalles
R - R [29, 31].
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Figure 8.4  Evolution des intervalles P-R et R-R pendant la récupération. On observe
la présence d'un brusque changement de pente (une "cassure") sur les deux intervalles,
quasiment au même moment. En rouge, la cassure est déterminée de façon automatique,
en noir de façon visuelle.
Sur la ﬁgure 8.4, seule la phase de récupération d'un sujet est représentée, où l'on
observe bien le changement de pente sur les intervalles P-R qui est quasiment identique à
celui sur les intervalles R-R. Ce résultat est observé de façon plus ou moins claire selon le
modèle de l'onde choisi dans la méthode de Woody généralisée.
Les instants de cassure sur les P-R et les R-R étaient déterminés de manière visuelle dans
les travaux [29] et [31] (représentés par les points noirs sur la ﬁgure 8.4). Dans le but de
réduire au maximum le biais introduit par l'opérateur, qui pourrait avoir un a priori sur
les cassures du P-R et du R-R d'un même sujet, les instants de cassure étaient déterminés
visuellement sur les évolutions des intervalles P-R et R-R de tous les sujets tirées de manière
aléatoire.
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Figure 8.5  Illustration de la méthode automatique de détection de l'instant de cassure.
En haut, le critère (erreur1 + erreur2) à minimiser pour trouver l'indicemin. En bas, un
exemple sur les intervalles R-R des deux droites de moindres carrées qui correspondent à
l'indicemin.
On propose une méthode automatique, donc sans biais potentiellement introduit par
l'opérateur, pour déterminer ces cassures. On observe uniquement la phase de récupéra-
tion sur les intervalles P-R ou R-R, comme cela est illustré par la ﬁgure 8.4. On considère
comme observation, soit l'évolution des intervalles R-R, soit l'évolution des intervalles P-R,
en fonction du temps depuis la ﬁn de l'exercice. La méthode d'extraction automatique est
illustrée sur la ﬁgure 8.5 et est décrite ci-après. En premier lieu, en partant du début de
l'observation, on augmente progressivement l'intervalle d'estimation de la droite1, et on
calcule pour chacun de ces intervalles, l'erreur de modélisation entre l'observation et la
droite de moindres carrés. Cette erreur, en fonction de la longueur de l'intervalle, est notée
erreur1. Ensuite, on part de la ﬁn de l'observation et, comme précédemment, on élargit
l'intervalle d'estimation de la droite2, mais cette fois-ci vers la gauche. A nouveau, pour
chacune des longueurs de l'intervalle, on calcule l'erreur de modélisation entre l'observa-
tion et la droite de moindres carrés notée erreur2. Enﬁn, on cherche l'indice qui minimise
la somme (erreur1 + erreur2), comme présenté sur la ﬁgure 8.5 du haut. Cet indice cor-
respond à la cassure, pour lequel on reconstruit les droites de moindres carrés droite1 et
droite2 présentées sur la ﬁgure 8.5 en bas.
Il est à noter que l'évaluation du minimum du critère (erreur1 + erreur2), illustré en
haut sur la ﬁgure 8.5, n'est pas toujours ﬁable. Eﬀectivement, la courbe étant plate autour
de la région du minimum, la détermination de celui-ci peut être diﬃcile. Cette particularité
peut expliquer les diﬀérences entre les extractions de points de cassure par les méthodes
automatique et visuelle que nous avons constatées (voir ﬁgure 8.4).
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r = 0,784 ; p−value < 0, 001
r = 0,988 ; p−value < 0, 001
Figure 8.6  Diagramme de dispersion pour les 12 sujets : relation entre le point de
cassure déterminé sur l'évolution du R-R en fonction du point de cassure sur le P-R.
L'instant de cassure est détecté de manière automatique pour la ﬁgure du haut (coeﬃcient
de corrélation r = 0,784 ; p-value < 0,001) et de manière visuelle sur la ﬁgure du bas
(coeﬃcient de corrélation r = 0,988 ; p-value < 0,001).
Modèle de l'onde T Coeﬃcient de corrélation Coeﬃcient de corrélationEstimation automatique Estimation visuelle
Fonction aﬃne par morceaux 0,784 0,988
Polynôme d'ordre 3 0,783 0,946
Droite 0,781 0,933
Aucun 0,275 0,364
Table 8.2  Coeﬃcients de corrélation des diﬀérents diagrammes de dispersion réalisés
avec diﬀérents modèles de l'onde T (p-value < 0,001).
Les intervalles P-R sont estimés en utilisant la méthode généralisée de Woody asso-
ciée à une modélisation de l'onde T par une fonction aﬃne par morceaux. La ﬁgure 8.6
présente les diagrammes de dispersion des observations pour nos 12 sujets, pour les deux
méthodes d'extraction de l'instant de cassure : la méthode visuelle, et la méthode automa-
tique décrite ci-dessus. Lorsque cette dernière est utilisée, on observe une corrélation entre
les instants de changements de pente sur les deux intervalles considérés (coeﬃcient de cor-
rélation r = 0,784 ; p-value < 0,001). Mais au vu des résultats d'extraction des instants de
cassure visuels et automatiques présentés sur la ﬁgure 8.4, il est très diﬃcile de caractériser
le changement de pente. En eﬀet, on peut s'interroger sur la précision de l'instant de cas-
sure déterminé par la méthode automatique comparé à la méthode visuelle. Sur la ﬁgure
8.6, lorsque l'extraction de l'instant de cassure est faite de manière visuelle, on observe une
plus forte corrélation entre les instants de changements de pente sur les deux intervalles
considérés (coeﬃcient de corrélation r = 0,988 ; p-value < 0,001).
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Les coeﬃcients de corrélation relatifs aux diagrammes de dispersion pour chacun des
modèles proposés pour l'onde T, et pour les deux méthodes d'extraction de la cassure,
sont présentés dans le tableau 8.2. Conformément aux études faites en simulation dans
la Section 6.4 page 84, la modélisation de l'onde T par une fonction aﬃne par morceaux
présente de meilleures performances que les autres sur ce résultat puisque le coeﬃcient de
corrélation est plus important.
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Figure 8.7  Relation entre les pentes déﬁnies sur l'intervalle I, entre la ﬁn de l'exercice
et le changement de pente sur les intervalles P-R et R-R pour les 12 sujets. Deux groupes
sont mis en évidence selon les pentes sur les intervalles P-R : un constitué des sédentaires,
l'autre regroupant les athlètes modérés et conﬁrmés.
Il est à souligner que les instants de changement de pente sont relatifs à chaque sujet.
Nous pouvons nous intéresser également aux pentes associées aux points de cassure. Ceci
nous révélera par la suite un résultat nous permettant de classer les sujets.
Pour chacun des sujets, nous mesurons la pente SPR pour l'évolution des intervalles P-R
et SRR pour celle reliée aux intervalles R-R, sur l'intervalle I délimité par les deux droites
verticales en pointillés sur la ﬁgure 8.3, page 106 (correspondant à l'intervalle de temps
entre la ﬁn de l'exercice et le changement brusque de pente). Cette pente peut être relative
à la capacité de récupération du sujet. SPR est calculée sur l'évolution des intervalles P-R
estimés à partir d'une modélisation de l'onde T par une fonction aﬃne par morceaux.
La ﬁgure 8.7 présente les pentes SPR en fonction des pentes SRR pour les 12 sujets
de notre étude. On remarque que les pentes, à la fois sur les intervalles P-R et R-R, sont
plus importantes chez les sportifs modérés (SM) ou conﬁrmés (SC) que chez les sédentaires
(SED). De plus, leurs pentes sur les intervalles P-R sont plus importantes que celles sur
les intervalles R-R. Les valeurs de SPR sont plus bien plus faibles chez les sédentaires.
Un algorithme de k-moyennes (ou k-means en anglais) est appliqué sur nos données en
supposant qu'elles soient séparables en deux groupes : les sédentaires, et les sportifs modérés
ou conﬁrmés. En exploitant les données à la fois sur les intervalles P-R et R-R, on obtient
33% d'erreur de classiﬁcation, 60% en ne considérant que les données sur les intervalles R-R
et aucune en considérant uniquement les intervalles P-R. Ceci conﬁrme bien la diﬃculté de
dissocier parfaitement les sportifs modérés et conﬁrmés en terme de pente sur les intervalles
P-R.
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Aussi, on peut penser que l'indice SPR peut être utilisé pour déterminer le statut phy-
sique d'un sujet ; il serait souhaitable d'avoir davantage de signaux ECG pour conﬁrmer
ce résultat. Aussi, une des perspectives de cette thèse serait de vériﬁer l'évolution de cet
indice au fur et à mesure de l'entraînement. Pour cela, il nous faudrait des signaux ECG
d'eﬀort enregistrés régulièrement sur plusieurs sujets sportifs.
L'utilisation des modèles de l'onde T par une droite ou par un polynôme d'ordre 3
donnent des résultats semblables. En eﬀet, aﬁn de comparer les diﬀérentes modélisations
de l'onde T pour mettre en évidence ce résultat, et en supposant que le nombre de groupes
est connu (soit 2), nous allons déﬁnir deux critères de performances :
• un test de Welch, qui est une adaptation du test de Student lorsque les variances des
deux groupes peuvent être diﬀérentes ;
• un critère de k-moyennes (k-means).
Le critère du k-means que nous allons utiliser est déﬁni par C comme suit :
C =
distance entre les deux centres
somme des deux rayons (8.1)
Les résultats de ces deux critères sont reportés dans le tableau 8.3. Les valeurs de ces
critères correspondantes à aucune modélisation de l'onde T ne sont pas reportées dans
le tableau car l'algorithme des k-means fait 25% d'erreur de classiﬁcation. Pour le test
de Welch, les deux groupes sont signiﬁcativement diﬀérents : avec une p-value < 0, 0005
pour la modélisation par une fonction aﬃne par morceaux, et avec p-value < 0, 00025 pour
les deux autres modélisations présentées dans le tableau 8.3. A nouveau la modélisation
de l'onde T par une fonction aﬃne par morceaux présente de meilleures performances
étant données les valeurs des critères t et C qui sont plus importantes que pour les autres
modélisations.
Modélisation de l'onde T t C
Fonction aﬃne par morceaux 6,512 0,527
Polynôme d'ordre 3 5,751 0,465
Droite 5,633 0,414
Table 8.3  Critères de performance de l'algorithme des k-means pour les diﬀérentes
modélisations de l'onde T : t est la statistique du test de Welch, et C est le critère du
k-means déﬁni par l'équation 8.1.
8.3.2 Discussion
Lorsqu'on observe les intervalles P-R et R-R comme illustré sur la ﬁgure 8.3, page 106,
on constate que les dynamiques de ces deux types d'intervalles cardiaques sont étroitement
liées.
L'exploitation et l'analyse des intervalles P-R estimés avec la méthode deWoody généralisée
associée à diﬀérentes modélisations de l'onde T, nous conduisent à un nouveau résultat :
la pente des intervalles P-R entre la ﬁn de l'exercice et le brusque changement de pente
notée SPR est moins important chez les sédentaires (SED) que chez les sportifs modérés
(SM) ou conﬁrmés (SC).
Il est connu que chez les athlètes entraînés, la récupération du rythme cardiaque (liée
aux intervalles R-R) est plus rapide que chez les sédentaires [41, 75]. Cependant aucune
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étude n'existe concernant la récupération sur les intervalles P-R. Nous avons toutefois
mis en valeur des pentes des intervalles P-R au début de la récupération qui dépendent
de la condition physique des sujets. On pourrait expliquer cette diﬀérence de récupéra-
tion sur les intervalles P-R entre les deux groupes par l'existence d'un eﬀet mécanique
sur le n÷ud auriculo-ventriculaire plus important chez les sportifs, d'où une dynamique
de variations plus grande. Eﬀectivement, au cours d'un exercice physique, les indices de
remplissage des ventricules des sujets entraînés sont signiﬁcativement plus importants que
chez les sujets sédentaires. Malgré un rythme cardiaque au repos, un volume d'éjection
et une masse corporelle similaires, il est connu que chez les sportifs entraînés (comparés
aux sédentaires), le volume d'éjection, le remplissage ventriculaire et la contractibilité car-
diaque sont augmentées [23]. D'autre part, d'un point de vue physiologique, la modulation
parasympathique du c÷ur se ré-active après un exercice physique. Cependant, l'instant du
début de cette ré-activation et l'instant du retrait de l'activité sympathique ne sont pas
connus [65, 75, 85, 150]. Cette modulation parasympathique est active principalement au
repos et en récupération. Il est alors possible qu'un ré-engagement plus important de l'in-
ﬂuence vagale soit présent chez les sujets sportifs entraînés, comparé aux sédentaires. Cette
diﬀérence de ré-engagement pourrait alors expliquer les diﬀérences de pentes observées sur
les intervalles P-R.
Aussi, la forte corrélation entre les changements de pente des intervalles P-R et R-R
conﬁrme que l'origine de cette variation est commune pour les deux types d'intervalles. On
peut l'expliquer au niveau physiologique, par une ré-activation de l'inﬂuence vagale associée
à une inhibition de l'activité sympathique qui serait diﬀérente au niveau des deux n÷uds
à la ﬁn de l'exercice. En eﬀet, plusieurs études ont montré que les inﬂuences sympathique
et parasympathique sur les deux n÷uds semblent être diﬀérentes [90, 156], voire indépen-
dantes [84]. Il semblerait que le retour parasympathique soit plus important au niveau du
n÷ud auriculo-ventriculaire qu'au niveau du n÷ud sinusal à la ﬁn de l'exercice et au début
de la phase de récupération. Ceci pourrait expliquer que la diﬀérence sportifs/sédentaires
soit plus marquée sur la première pente de récupération du P-R par rapport au R-R. De
plus, on peut noter chez certains sujets un retour très rapide du P-R vers sa valeur basale
(au repos), voire même supérieur (voir ﬁgure 8.3 page 106). Ce constat ne peut pas être
fait sur l'intervalle R-R qui devra attendre plusieurs minutes avant de retrouver sa valeur
basale. La combinaison de ces deux comportements diﬀérents pourra expliquer l'observa-
tion d'un eﬀet d'hystérésis dans la relation "P-R fonction de R-R".
8.4 Hystérésis de la relation "P-R fonction de R-R"
Nous allons dans cette section nous intéresser à la relation entre la période cardiaque
(intervalles R-R ou P-P) et les intervalles P-R.
Pendant l'exercice, l'intervalle P-R diminue à mesure que la fréquence cardiaque aug-
mente [34, 84, 106, 121]. La relation "P-R/P-P" est de type linéaire, et ces deux para-
mètres sont positivement reliés [34, 121]. Cependant, nos récentes études ont montré que
les caractéristiques de cette relation (coeﬃcient directeur et ordonnée à l'origine), éva-
luées en condition d'exercice et de récupération, sont diﬀérentes d'une condition à l'autre
[20, 28, 118]. Autrement dit, pour une même période cardiaque, l'intervalle P-R est plus
long en récupération qu'à l'exercice : il y a un phénomène d'hystérésis dans la relation
"P-R/P-P (ou R-R)". Contrairement à l'hystérésis de l'intervalle Q-T qui est largement
étudié, ce phénomène sur l'intervalle P-R n'a jamais été observé chez le sujet humain pré-
cédemment. Pourtant chez l'animal, une telle relation d'hystérésis avait déjà été mise en
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évidence dans la relation "temps de conduction auriculo-ventriculaire/période cardiaque"
lorsque le myocarde de l'animal est stimulé de façon pyramidale (augmentation puis dimi-
nution en rampe de la fréquence cardiaque) [185]. Ainsi, pour une même valeur de fréquence
cardiaque, on observe un rallongement du temps de conduction auriculo-ventriculaire pen-
dant la partie descendante de la rampe. Il faut noter que ces observations correspondent à
des électrostimulations externes et ne sont donc pas associées à un changement du tonus
sympathico-vagal. Dans cette section, nous allons présenter plusieurs méthodes permettant
d'évaluer cette hystérésis.
8.4.1 Résultat
La relation entre les intervalles P-R estimés avec notre méthode de Woody généralisée
et les intervalles R-R présente, chez tous les sujets de notre étude, le phénomène d'hystéré-
sis cité dans [20, 28, 118]. La ﬁgure 8.8 met en évidence cette relation lorsque les intervalles
P-R sont estimés avec une modélisation de l'onde T par une fonction aﬃne par morceaux.
En eﬀet, on retrouve ce phénomène d'hystérésis : pour un même intervalle R-R, l'intervalle
P-R du battement à l'exercice est plus petit que l'intervalle P-R du battement en récupé-
ration (voir ﬁgure 8.9).
Pour quantiﬁer la présence ou non de ce cycle d'hystérésis, nous allons utiliser le critère
suivant : si la diﬀérence des aires entre la courbe en récupération (◦) et celle à l'exercice
(+) (normalisée par rapport à la gamme des intervalles R-R de chaque sujet) est positive,
le phénomène existe. La moyenne et l'écart type de ce critère d'hystérésis sur tous les sujets
des diﬀérentes catégories d'athlètes et pour tous les modèles de l'onde T, sont présentés
dans le tableau 8.4. Tout comme pour le résultat sur la pente des intervalles P-R en ré-
cupération présenté à la Section 8.3 page 107, on peut identiﬁer deux groupes à partir de
la moyenne de ce critère : les sédentaires, et les sportifs modérés ou conﬁrmés. Un test
de Welch est appliqué sur ce critère et les deux groupes sont signiﬁcativement diﬀérents
avec une p-value < 0, 0005. On peut souligner que le phénomène d'hystérésis et la valeur
des pentes des intervalles P-R sont étroitement liés. En eﬀet, plus la pente au début de la
récupération sur les intervalles P-R est importante, plus le phénomène d'hystérésis apparaît.
Diﬀérentes catégories d'athlètes SED SM SC
Fonction aﬃne par morceaux 7, 85± 2, 52 13, 55± 3, 54 13, 57± 3, 95
Polynôme d'ordre 3 6, 33± 4, 32 14, 06± 3, 02 12, 81± 2, 51
Droite 7, 05± 3, 12 6, 79± 13, 98 11, 89± 2, 77
Table 8.4  Moyenne et écart type du critère d'hystérésis pour les diﬀérentes catégories
d'athlètes.
On observe sur la ﬁgure 8.3 page 106, la présence d'un "dépassement" au niveau du
changement de pente au début de la phase de récupération. En eﬀet, les valeurs des inter-
valles P-R pendant ce phénomène sont plus importantes que celles enregistrées au repos
puis elles tendent vers leurs valeurs nominales. Ce "dépassement" est signiﬁcatif avec une
p-value < 0, 01. Ce phénomène pourrait expliquer celui du cycle d'hystérésis entre les in-
tervalles P-R et R-R. Cependant, pour tenter d'expliquer l'hystérésis, il faudrait considérer
le c÷ur dans son environnement global.
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Figure 8.8  Evolution des intervalles P-R en fonction des intervalles R-R pendant l'exer-
cice (+) et la récupération (◦).
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Figure 8.9  Pour une même période cardiaque, exemple de deux ondes P, l'une extraite
de la phase d'exercice (en bleu), l'autre extraite de la phase de récupération (en rouge).
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8.4.2 Cas particulier
Dans cette section, nous nous plaçons dans un cas particulier du modèle général du
Chapitre 6 : on exploite un exemple où l'onde T se superpose très peu à l'onde P pendant
l'exercice. Pour cela, nous supposons que la dérivation utilisée ne présente pas d'onde T,
que la forme de l'onde P n'évolue quasiment pas, et que l'intervalle P-R est constant sur
une courte fenêtre.
Dans un premier temps, nous présenterons une première méthode basée sur l'inter-
corrélation pour estimer les intervalles P-R battement par battement. L'exploitation de
ces intervalles mettra en évidence le phénomène d'hystérésis sur l'intervalle P-R. Dans un
second temps, nous exposerons une seconde méthode qui permet de mesurer l'hystérésis.
Enﬁn, la mise en commun de ces deux méthodes nous conduira à une meilleure mise en
valeur de ce phénomène.
8.4.2.1 Première méthode basée sur l'intercorrélation : estimation des inter-
valles P-R battement par battement
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Figure 8.10  Segments P-R alignés sur le pic R.
Le signal ECG a subi les pré-traitements exposés dans la partie 7.2.2 aﬁn d'obtenir
tous les segments P-R alignés sur le pic R comme le montre la ﬁgure 8.10. Pour déterminer
l'intervalle P-R, on utilise la méthode d'intercorrélation décrite ci-après [59, 118].
Il nous faut au préalable déﬁnir une onde de référence ; en général, on la construit
en faisant la moyenne temporelle des x premières réalisations, x étant choisi de manière
arbitraire. On fait alors l'hypothèse que l'onde P est non-décalée sur ces x premières réa-
lisations.
La ﬁgure 8.11 illustre la déﬁnition du retard dk caractérisant le retard entre le k-ième
battement et l'onde de référence. On déﬁnit l'intervalle de temps entre l'onde P et le pic
R de cette onde de référence par la constante K. Puis on estime les retards dk des ondes
P traitées par rapport à cette onde de référence : le retard dk correspond à la position qui
maximise le coeﬃcient d'intercorrélation. Lorsque l'onde de référence et l'onde k décalée de
dk sont parfaitement synchronisées, alors le coeﬃcient d'intercorrélation est proche de 1.
Une fois l'estimation des retards dk eﬀectuée, on déduit les intervalles P-R et P-P de
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Retard dk
Onde P
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de référence
Battement k
Battement k+1
Retard dk+1
Figure 8.11  Détermination du retard d par intercorrélation. Le retard d correspondant
à la position relative de l'onde P courante par rapport à l'onde P de référence.
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la k-ième occurence selon les équations suivantes :
PRk = K − dk,
PPk = tk+1 − tk + PRk − PRk+1
= tk+1 − tk + dk+1 − dk,
où tk représente l'instant d'apparition de la k-ième onde R.
La constante K étant inconnue, on calcule l'intervalle P-R à une constante près. Cepen-
dant, il nous est possible de la déterminer aisément en la mesurant sur l'onde de référence.
Le défaut de cette méthode sous ces hypothèses, est que l'onde de référence est très proche
des réalisations tandis que les méthodes du type Woody adaptent l'onde de référence qui
représente au mieux l'ensemble des réalisations s'il y a variation de l'onde.
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Figure 8.12  Evolution des intervalles P-R et P-P au repos, à l'exercice et en récupération.
La méthode présentée ci-dessus est appliquée sur des signaux ECG réels enregistrés à
l'eﬀort et en récupération. La ﬁgure 8.12 présente un exemple de l'évolution des intervalles
P-P et P-R au cours des diﬀérentes périodes de mesure. Les variations de ces deux intervalles
sont synchrones. Lors du passage du repos à l'exercice, on observe une brusque diminution
de l'intervalle P-P et une diminution moins marquée de l'intervalle P-R. Pendant la phase
d'exercice, ces deux intervalles diminuent parallèlement au fur et à mesure que l'intensité de
l'eﬀort augmente. La valeur minimale de ces intervalles est observée dans ce cas à V O2max.
A l'arrêt de l'exercice et durant toute la phase de récupération, les intervalles P-R et P-P
augmentent parallèlement.
On peut alors représenter l'évolution du temps de conduction auriculo-ventriculaire
associé à l'intervalle P-R, en fonction de la période cardiaque associée à l'intervalle P-P.
Les ﬁgures 8.13 et 8.14 présentent un exemple de la relation liant les intervalles P-R aux
intervalles P-P. La relation "P-R/P-P" présente un eﬀet d'hystérésis entre l'exercice, en
bleu, et la récupération, en rouge.
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Figure 8.13  Relation "P-R/P-P". Cette relation est représentée pour la période de repos
suivie de l'exercice en bleu, et de la période de récupération en rouge.
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Figure 8.14  Zoom de la ﬁgure 8.13 : hystérésis de la relation "P-R/P-P" à l'exercice en
bleu, et en récupération en rouge.
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8.4.2.2 Seconde méthode : mesure de l'hystérésis sous les mêmes hypothèses
Comme précédemment, on se place dans le cas particulier où l'onde T rentre très
peu dans l'onde P à l'exercice. Tout en faisant l'hypothèse que pour une même période
cardiaque en eﬀort ou en récupération, les ondes P ont une forme semblable [22], si le
phénomène d'hystérésis n'existait pas entre l'eﬀort et la récupération, on devrait avoir
pour ces deux indices de réalisation, des segments P-R quasi-identiques, un peu diﬀérent à
cause de la respiration mais au moins synchronisés et de "forme et variation" identiques. Si
le phénomène d'hystérésis existe, on doit trouver pour un même intervalle R-R, des ondes
P correspondantes en situation d'eﬀort et de relâchement décalées dans le temps.
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Figure 8.15  Déﬁnition des retards ∆ comme étant la diﬀérence entre les courbes à
l'eﬀort (en bleu) et à la récupération (en rouge). Le sens du parcours du cycle d'hystérésis
est dans le sens horaire.
Ici, on estime donc le temps de retard entre les deux ondes P, en eﬀort et en récupération,
pour un même intervalle R-R, c'est à dire pour une même période cardiaque. On estime
alors la diﬀérence d'hystérésis, soit les retards ∆ sur la ﬁgure 8.15 entre les intervalles P-R
à l'eﬀort et en récupération.
Aﬁn d'estimer ces retards ∆, on propose la méthode illustrée par la ﬁgure 8.16. Au lieu
de travailler comme précédemment battement par battement, on suit l'axe déﬁni par i sur
la ﬁgure 8.16, c'est à dire du temps maximal de l'enregistrement de l'ECG jusqu'à l'indice
de la réalisation correspondant à la ﬁn de l'exercice et au début de la récupération. Pour
chacun de ces indices, on procède en 4 étapes comme suit :
Étape 1 : pour chaque indice, on récupère la valeur de l'intervalle R-R correspondant qui
sera notre référence.
Étape 2 : on cherche alors les x indices de réalisation les plus proches de cette valeur de
référence de l'intervalle R-R dans la partie récupération et exercice.
Étape 3 : on fait alors la moyenne des ondes P correspondantes à ces x indices de réalisa-
tion, pour la partie exercice et pour la partie récupération. Cette étape de moyennage
120 Chapitre 8. Analyse des intervalles P-R à l'exercice et en récupération
permet de diminuer l'inﬂuence du bruit électromyographique. On obtient alors deux
ondes P moyennes pour une même valeur de R-R, une à l'exercice et une en récupé-
ration.
Étape 4 : on calcule la fonction d'intercorrélation entre ces deux ondes P moyennes et on
en déduit la valeur du retard ∆ entre les deux ondes P moyennes pour cette valeur
d'intervalle R-R.
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Figure 8.16  Présentation de la méthode de mesure de l'hystérésis : évolution des inter-
valles R-R au cours du temps.
On obtient alors les retards estimés ∆ en fonction de l'intervalle R-R, présentés ﬁ-
gure 8.17. Si le phénomène d'hystérésis n'existait pas, nous trouverions des ∆ nuls quelle
que soit la valeur de l'intervalle R-R puisque ∆ représente la diﬀérence entre les inter-
valles P-R à l'exercice et en récupération pour un même R-R. Les intervalles R-R et P-P
étant semblables, nous observons donc le phénomène d'hystérésis de la relation "P-R/P-P".
L'évolution des ∆ se lit pour les valeurs de R-R décroissantes pour l'interpréter au fur et
à mesure de l'enregistrement : à gauche on se trouve donc au maximum de l'eﬀort et à
droite à la ﬁn de l'enregistrement pendant la phase de récupération. A noter qu'à la ﬁn de
la récupération, nous devrions retrouver un ∆ nul. Cependant nos enregistrements ECG
sont trop courts et nous n'enregistrons pas la récupération complète du patient. De plus,
le signe de cette courbe nous donne le sens de parcours de l'hystérésis reliant les intervalles
P-R et P-P (ou R-R). En eﬀet, le retard estimé ∆ est négatif quelle que soit la période
cardiaque, ce qui signiﬁe que l'onde P correspondante à la phase d'exercice est plus proche
du pic R suivant que celle correspondante en récupération. Donc pour une même période
cardiaque, l'intervalle P-R en récupération est plus grand que celui à l'exercice. La courbe
d'hystérésis présentée ﬁgure 8.14 se lit donc dans le sens des aiguilles d'une montre.
La ﬁgure 8.17 présente également le maximum de la fonction d'intercorrélation pour
chacun des intervalles R-R considérés. On observe que ces valeurs sont assez importantes
et variables : ceci provient sans doute de l'hypothèse de départ qui n'est pas strictement
exacte, les ondes P à l'exercice ou en récupération pour une même période cardiaque n'ayant
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Figure 8.17  Retards estimés ∆ en fonction de l'intervalle R-R. ∆ correspond à la valeur
de l'hystérésis.
pas forcément la même forme. Cependant, le coeﬃcient de corrélation reste très élevé.
Cette méthode est plus robuste que la précédente présentée dans la section 8.4.2.1. En
eﬀet, dans la méthode précédente, on comparait une onde moyenne et une réalisation qui
pouvait être de "mauvaise" qualité en présentant un artéfact, et ceci pouvait conduire à un
point aberrant. Ici en revanche, on compare deux ondes moyennes. Cette méthode d'esti-
mation des retards ∆ semble donc être plus robuste pour mettre en évidence un phénomène
d'hystérésis.
8.4.2.3 Mise en commun des méthodes basées sur l'intercorrélation pour la
mise en évidence du phénomène d'hystérésis
La méthode présentée à la Section 8.4.2.1 donne une estimation des intervalles P-R
et R-R à l'exercice et en récupération. La seconde méthode présentée à la Section 8.4.2.2
donne quant à elle une estimation des retards ∆ qui déﬁnissent la diﬀérence entre les in-
tervalles P-R à l'exercice et en récupération pour un même R-R. Cependant avec cette
seconde méthode, n'ayant pas d'indications sur la valeur des intervalles P-R, il n'est pas
possible de reconstruire le cycle d'hystérésis directement à partir des retards ∆, ou alors à
une constante près.
Nous allons donc utiliser les données de ces deux méthodes pour pouvoir estimer au
mieux l'hystérésis. Pour la même période cardiaque, soit pour un même intervalle R-R,
nous avons trois observations :
• la mesure de l'intervalle P-R à l'eﬀort donnée par la première méthode, notée P˜Re ;
• la mesure de l'intervalle P-R en récupération donnée par la première méthode, notée
P˜Rr ;
• l'estimation du retard entre une onde P moyenne en récupération et une à l'eﬀort,
donnée par la seconde méthode, noté ∆˜.
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Nous souhaitons estimer au mieux les intervalles P-R, nous considérons donc deux incon-
nues à notre problème : PRe et PRr, respectivement l'évolution des intervalles P-R à
l'exercice et en récupération pour un même intervalle R-R. Les mesures données par les
deux méthodes n'étant pas exactes, nous choisissons de considérer un bruit additif blanc
gaussien à nos observations. Nous considérons alors les relations suivantes :
∆˜(RR) = PRe(RR)− PRr(RR) + n∆
P˜Re = PRe(RR) + ne
P˜Rr = PRr(RR) + nr
On considère alors le système d'observations suivant : ∆˜(RR)P˜Re
P˜Rr
 =
 −1 11 0
0 1
 .( PRr(RR)
PRe(RR)
)
+
 n∆nr
ne
 . (8.2)
Notons A la matrice
 −1 11 0
0 1
.
La solution optimale au sens des moindres carrés d'un tel système, en considérant les
bruits indépendants pour les trois observations, est de la forme :
(
P̂Rr(RR)
P̂Re(RR)
)
= A].
 ∆˜(RR)P˜Re
P˜Rr
 , (8.3)
avec A] la matrice pseudo-inverse de A et C la matrice de covariance du bruit consi-
dérée diagonale ici puisque les bruits sont indépendants sur les trois observations, soit
A] = (AtC−1A)−1AtC−1. Ici, on fait l'hypothèse que la matrice de covariance du bruit est
l'identité.
A partir de cette solution, nous estimons les intervalles P̂Re et P̂Rr pour chaque
intervalle R-R et reconstruisons la relation d'hystérésis entre les intervalles P-R et P-P
(ou R-R) présentée ﬁgure 8.18(b). En comparant ce résultat avec l'hystérésis calculée à
partir de la première méthode, représentée sur la ﬁgure 8.18(a), on observe que pour une
même valeur de période cardiaque, la diﬀérence entre les intervalles P-R à l'exercice et en
récupération est davantage marquée par la mise en commun des deux méthodes. Aussi, la
variabilité est moindre avec la seconde méthode, surtout pour les faibles valeurs de P-P.
8.4.3 Discussion
Contrairement à l'hystérésis sur l'intervalle Q-T qui a été largement analysée, à notre
connaissance aucune étude concernant l'intervalle P-R à l'exercice n'avait été menée jus-
qu'alors. Or, nous avons vu dans les sections précédentes qu'un phénomène d'hystérésis de
la relation "P-R en fonction de P-P (ou R-R)" existe sur les signaux ECG d'eﬀort. En eﬀet,
lorsque l'exercice physique augmente, les intervalles P-P ou R-R diminuent, c'est à dire que
la fréquence cardiaque augmente en même temps que les intervalles P-R diminuent. Lors
de l'arrêt de l'eﬀort, les intervalles P-R tendent à se rallonger, de même que les intervalles
R-R ou P-P, mais plus vite que ce qu'ils avaient diminué. De plus, pour un même intervalle
R-R ou P-P, l'intervalle P-R est plus important en relâche qu'en eﬀort. Autrement dit, l'in-
tervalle P-R retrouve sa valeur basale plus rapidement que l'intervalle R-R. En eﬀet, sur
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Figure 8.18  Comparaison des relations d'hystérésis entre les intervalles P-R et P-P à
l'eﬀort (en bleu) et en récupération (en rouge). La ﬁgure (a) illustre la méthode originelle
présentée section 8.4.2.1 et la ﬁgure (b) illustre la mise en commun des deux méthodes
d'estimation basées sur l'intercorrélation.
la ﬁgure 8.12, page 117, on observe qu'à la ﬁn de l'enregistrement la valeur de l'intervalle
P-R est quasiment celle au repos, tandis que l'intervalle R-R n'a retrouvé qu'environ 40%
de sa valeur basale.
Ce phénomène d'hystérésis s'est révélé de manière plus ou moins marquée chez tous
nos sujets. De plus, nous avons proposé une alternative pour mesurer cette hystérésis, qui
nécessite que la dérivation utilisée ne présente pas d'onde T, que la forme de l'onde P
n'évolue quasiment pas et que l'intervalle P-R soit constant sur une courte fenêtre.
Il est intéressant d'analyser ce phénomène d'hystérésis car à long terme, il pourrait
permettre l'amélioration des pacemakers à double chambre. En eﬀet, pour améliorer les
performances de cette électrostimulation, il faut stimuler les cavités cardiaques au moment
optimal. Cependant, les délais de stimulation actuels entre l'oreillette et les ventricules,
durant les phases d'exercice et de récupération, sont linéaires. L'intégration du phénomène
d'hystérésis pourrait conduire au développement de prothèses cardiaques "intelligentes"
[3].
Nous allons donc tenter dans un premier temps de l'expliquer grâce a l'étude de la
physiologie du myocarde, puis dans un deuxième temps nous émettrons des hypothèses
supplémentaires.
8.4.3.1 Le n÷ud auriculo-ventriculaire, source de ce phénomène
Pour comprendre d'où provient ce phénomène, il faut s'intéresser à la structure du
c÷ur et à son réseau de conduction électrique. Comme nous l'avons vu dans la première
partie du manuscrit, une impulsion électrique naît au niveau du n÷ud sinusal (apparition
de l'onde P). Elle se propage alors dans les oreillettes jusqu'au n÷ud auriculo-ventriculaire
qui la renvoie vers le réseau de distribution électrique, composé du faisceau de His et du
réseau de Purkinje (apparition de l'onde R). Tout au long de l'exercice et de la récupé-
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ration, les ondes P, caractéristiques de l'activité auriculaire, ne changent globalement pas
signiﬁcativement de forme [22]. Ceci conﬁrme alors que le phénomène d'hystérésis ne peut
pas s'expliquer par un changement de propriétés électrophysiologiques des oreillettes.
Pour interpréter l'évolution des intervalles au niveau de l'ECG, il nous faut nous in-
téresser à quelques notions électrophysiologiques, déjà abordées dans le Chapitre 3. Lors
d'un enregistrement intra-cardiaque (où les électrodes sont directement placées sur le myo-
carde), on peut évaluer le temps de conduction auriculo-ventriculaire associé à l'intervalle
P-R au niveau de l'ECG, à partir des mesures précises de l'activité électrique dans les
oreillettes (A), dans le faisceau de His (H) et dans les ventricules (V). En eﬀet, l'intervalle
A-A correspond à la durée du cycle cardiaque, et l'intervalle A-V au temps de conduc-
tion auriculo-ventriculaire. A partir de ces mesures, lors de changements de la fréquence
cardiaque ou de l'activité autonome auriculo-ventriculaire, il a été démontré que l'inter-
valle H-V reste constant [112, 130], et que par conséquent la Variabilité de la Conduction
Auriculo-Ventriculaire (notée VCAV) témoigne d'une modulation de l'intervalle A-H. Ceci
nous laisse alors penser que la source de ce phénomène d'hystérésis est le n÷ud auriculo-
ventriculaire.
Une hystérésis dans le sens anti-horaire au niveau des myocytes des ventricules, entre
la période réfractaire et la période d'excitabilité, a été montrée dans les travaux [13, 180]
lorsque le c÷ur est innervé. Cependant, notre problème concerne le tissu nodal qui a des
propriétés diﬀérentes des myocytes. Pour comprendre le phénomène d'hystérésis, il ne faut
pas considérer le c÷ur localement mais globalement, en considérant les inﬂuences du sys-
tème nerveux autonome.
8.4.3.2 Hypothèses sur la source de ce phénomène d'hystérésis
Dans le Chapitre 3, nous avons évoqué les deux principales inﬂuences sur le temps de
conduction auriculo-ventriculaire (intervalle P-R) : la fréquence cardiaque, et l'activité du
système nerveux autonome (noté SNA). De ce fait, plusieurs hypothèses peuvent être éta-
blies pour expliquer le phénomène d'hystérésis entre les intervalles P-R et R-R (ou P-P) à
l'exercice et en récupération.
L'hypothèse d'un eﬀet "fatigue" du n÷ud auriculo-ventriculaire
Le phénomène de "fatigue" du n÷ud auriculo-ventriculaire a été mis en évidence chez
l'animal dans de nombreuses études [17, 18, 19, 185]. Le protocole utilisé dans ces études
consiste à stimuler à des fréquences très élevées le myocarde de l'animal de façon py-
ramidal : la fréquence des stimulations augmente puis diminue progressivement. Ainsi,
un phénomène d'hystérésis a été mis en évidence dans la relation "temps de conduction
auriculo-ventriculaire/période cardiaque" : lorsque la période cardiaque augmente, le temps
de conduction auriculo-ventriculaire est plus grand que lorsque la période cardiaque dimi-
nuait. C'est ce rallongement du temps de conduction auriculo-ventriculaire observé après
quelques minutes de tachycardie qui révèle ce phénomène de "fatigue" du n÷ud auriculo-
ventriculaire [18, 185].
Il reste toutefois à démontrer ce phénomène de "fatigue" chez l'homme. Ainsi si cela est
vériﬁé, on pourrait expliquer pourquoi l'intervalle P-R correspondant au temps de conduc-
tion auriculo-ventriculaire serait rallongé pendant la phase de récupération.
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Figure 8.19  Relation "P-R fonction de R-R" dans diﬀérentes conditions.
L'hypothèse liée aux caractéristiques du système nerveux autonome
Plusieurs études montrent que la stimulation vagale sur le n÷ud sinusal est diﬀérente
de celle sur le n÷ud auriculo-ventriculaire [84, 90, 156]. Kannankeril et al. ont montré que
lors d'un exercice modéré, l'activité du SNA sur chacun des n÷uds est indépendante. Ainsi,
nous pourrions supposer que l'activité du SNA diﬀère durant la phase de récupération. Le
rallongement de l'intervalle P-R pendant la phase de récupération pourrait alors être expli-
qué par un ré-engagement de l'activité parasympathique plus marqué, ou plus rapide sur le
n÷ud auriculo-ventriculaire par rapport au n÷ud sinusal. A ces fréquences cardiaques, la
constante de temps associée à l'activité sympathique semble empêcher cette branche d'être
la cause du phénomène observé.
D'après certaines études [48, 104, 155], lorsque le c÷ur est considéré "localement",
c'est à dire lorsque les innervations sympathique et parasympathique ne sont pas prises
en compte, la relation liant le temps de conduction auriculo-ventriculaire (intervalle P-R)
et la période cardiaque (intervalle R-R) est telle que lorsque R-R augmente, le temps de
conduction auriculo-ventriculaire diminue comme cela est représenté sur la ﬁgure 8.19(a).
Cet état peut être vu comme un état "basal" (ou "local") et permet de préserver les
ventricules d'une ﬁbrillation éventuelle.
Toutefois, conformément à nos résultats sur les signaux ECG d'eﬀort réels, nous avons une
relation entre les intervalles P-R et la période cardiaque à l'exercice comme présentée sur la
ﬁgure 8.19(b) : lorsque la période cardiaque diminue, nous observons un raccourcissement
des intervalles P-R. Pendant l'eﬀort, on observe un retrait de l'activité vagale tandis que
l'activité sympathique prédomine. On peut alors supposer qu'au moment de la relâche, il
y ait un rapide retour à l'état dit "basal", ce qui expliquerait pourquoi les intervalles P-R
sont rallongés pendant la phase de récupération.
Toutes ces hypothèses nécessitent de plus amples recherches pour conﬁrmation. Mal-
heureusement, nous ne disposons pas pour le moment de signaux dont les protocoles sont
appropriés pour faire ces études. De plus, les mesures endocavitaires chez l'homme et à
l'eﬀort sont quasiment impossible à eﬀectuer pour des raisons de validation de protocole.
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Résumé :
Dans ce chapitre, nous nous sommes intéressés au problème d'estimation des intervalles
P-R sur des signaux ECG réels à l'eﬀort. Étant donné le problème de chevauchement des
ondes T et P à l'exercice, nous avons appliqué la méthode d'estimation de Woody générali-
sée présentée au Chapitre 6. Divers résultats sur les intervalles P-R ont été mis en évidence
et discutés : un brusque changement de pente au début de la phase de récupération, une
classiﬁcation des sujets suivant leur niveau d'entraînement physique en s'intéressant à la
pente de l'évolution des intervalles P-R au début de la récupération avant le changement
de pente, et un phénomène d'hystérésis de la relation "P-R/R-R" à l'exercice et en récupé-
ration. Nous avons proposé quelques pistes électrophysiologiques permettant d'expliquer ces
diﬀérents phénomènes.
Chapitre 9
Analyse des intervalles Q-T ou R-T
Ce dernier chapitre correspond aux derniers travaux réalisés. Tout en étant prélimi-
naires, les résultats obtenus montrent que notre approche est valide, et mérite d'être ap-
profondie. Ainsi, après avoir développé des méthodes d'estimation notamment dans le but
d'extraire les intervalles P-R à l'exercice, nous nous interrogeons si elles sont adaptables
aux autres intervalles cardiaques, comme le Q-T.
Contrairement à l'intervalle P-R qui représente uniquement la phase de dépolarisation
des oreillettes, l'intervalle Q-T correspond à l'ensemble de dépolarisation et de repolarisa-
tion ventriculaire. Son allongement, voire son raccourcissement, est lié à des troubles du
rythme ventriculaire. Le syndrome du Q-T long est une anomalie du système électrique
du c÷ur qui, dans certaines circonstances, engendre l'apparition d'un trouble complexe
nommé "torsades de pointes" potentiellement mortel [123, 152]. Cet intervalle est plus
souvent étudié que l'intervalle P-R, notamment car il est révélateur de graves arythmies
cardiaques. Malheureusement, la mesure de l'intervalle Q-T est grevée de nombreuses in-
certitudes rendant son étude diﬃcile.
Dans une première partie, nous présenterons la méthode choisie pour estimer les inter-
valles Q-T sur les signaux ECG réels : une version "par bloc" de la méthode de Woody
améliorée présentée au Chapitre 5. A l'aide d'expérimentations sur des signaux simulés,
nous la comparerons à d'autres méthodes classiques de segmentation [94, 183, 184].
Considérant que la méthode proposée nous fournit des intervalles Q-T précis, nous ana-
lyserons l'évolution de ces intervalles sur diﬀérents types d'enregistrements d'ECG (respi-
ration contrôlée, eﬀort, ﬁbrillation auriculaire,. . . ), et nous la corrélerons avec l'évolution
des intervalles R-R.
Dans la littérature, il est connu qu'au niveau cellulaire, et par conséquent au niveau
de l'ECG, il existe deux phases d'adaptation des intervalles Q-T : une "rapide" et immé-
diate qui correspond à un ou deux battements, et une plus "lente" de l'ordre d'une minute,
voire davantage selon les études [56, 96, 141, 168]. Nous proposerons une modélisation de
cette réponse du Q-T à un changement de la période cardiaque. Dans cette modélisation,
l'adaptation dite "rapide" sera inspirée du fonctionnement électrique cellulaire, et plus pré-
cisément de la courbe de restitution cellulaire.
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9.1 Estimation des intervalles Q-T
Pour estimer les intervalles Q-T, ou R-T dans notre cas, nous allons utiliser notre mé-
thode de "Woody améliorée" présentée au Chapitre 5. Comme nous avons pu le voir à
la Section 5.4 de ce même chapitre, cette méthode s'est montrée particulièrement eﬃcace
lorsque le nombre de réalisations est faible et que le signal ne subit pas trop de déforma-
tions de forme. Or, nous avons vu dans le Chapitre 3 que la forme de l'onde T est sensible
à la fréquence cardiaque et à l'inﬂuence du système nerveux. Aﬁn de contrecarrer ces hy-
pothèses sur le signal à traiter, nous allons procéder à l'estimation des intervalles R-T "par
bloc" avec notre méthode de Woody améliorée, puis nous resynchroniserons ces retards
estimés par bloc aﬁn d'obtenir l'évolution globale des intervalles R-T.
9.1.1 Méthode de Woody améliorée "par bloc"
Lors de l'étude de signaux ECG réels, les signaux recueillis sont évidemment bruités,
notamment par la dérive de la ligne de base. Les pré-traitements présentés à la Section 7.2.2
sont appliqués en vue d'obtenir un signal exploitable pour l'estimation des intervalles R-T.
Nous obtenons des segments d'ECG, comme présenté à la ﬁgure 7.9 page 100, où chaque
onde T est incluse dans la fenêtre d'observation alignée à gauche sur l'onde R précédente.
Une fois les pré-traitements appliqués, nous créons des "blocs" de 10 réalisations chacun,
sur lesquels nous appliquons la méthode de Woody améliorée.
Il est à noter que le nombre de réalisations par bloc, ici en l'occurrence 10, est choisi de
façon arbitraire en fonction du signal, de telle sorte que le changement de forme de l'onde
T entre la première et la dernière réalisation du bloc soit faible. Dans ce contexte de faible
nombre de réalisations, il a été montré à travers les résultats de simulation présentés à
la Section 5.4 que la méthode de Woody améliorée dépassait en terme de performance la
méthode de Woody classique, ce qui justiﬁera son utilisation.
Ainsi, nous obtenons à la ﬁn de la convergence de l'algorithme, 10 retards et une onde
de référence ﬁnale par "bloc". Aﬁn de reconstituer l'évolution des intervalles R-T sur le
signal ECG entier, il nous faut alors recaler les retards sur chacun des blocs en estimant
les décalages sur les ondes de référence ﬁnales. Nous choisissons pour cela des estimateurs
de décalages absolus, comme par exemple :
• la position du maximum (voir ﬁgure 9.1) ;
• la position du maximum/2, moins sensible au bruit d'observations que la position du
maximum car on se trouve sur la partie de l'onde où la pente est la plus grande (voir
ﬁgure 9.1) ;
• la ﬁn de l'onde T déterminée par une méthode basée sur un indicateur de surface
de l'onde proposée par Zhang et al. [183, 184], présentée au Chapitre 4 page 56 et
illustrée par la ﬁgure 9.2 ;
• le pic et la ﬁn de l'onde T déterminés par la méthode basée sur du ﬁltrage dérivatif
de Laguna et al. [94], présentée au Chapitre 4 page 52, et illustrée par la ﬁgure 9.3.
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Figure 9.1  Calcul de la position du maximum ou du maximum/2 pour déﬁnir les déca-
lages absolus sur les ondes de référence de chaque bloc.
t1 t2t2−W
Figure 9.2  Méthode de Zhang pour déﬁnir la ﬁn de l'onde T, par calcul de l'indicateur
de surface A(t) sur une fenêtre glissante de taille W ; Présentée au Chapitre 4 page 56
(extrait de [184]).
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Figure 9.3  Détection de la ﬁn (T2) et du pic (Tpic) d'une onde T normale avec la méthode
de Laguna et al. [94], présentée au Chapitre 4 page 52.
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Figure 9.4  Ondes R et T simulées (300 réalisations). Au fur et à mesure des réalisations,
l'intervalle R-T diminue.
9.1.1.1 Comparaison des estimateurs de décalages absolus
Aﬁn de comparer les performances des estimateurs des décalages absolus sur les ondes
de référence de chaque bloc, nous proposons une étude sur des ondes T simulées illustrées
par la ﬁgure 9.4. Les ondes T sont assimilées à des fonctions gaussiennes positives bruitées.
Ces fonctions gaussiennes sont décalées linéairement les unes par rapport aux autres : les
retards appliqués sont linéaires de 0 à -50 ms entre la première et la dernière réalisation. Le
bruit appliqué aux réalisations est blanc gaussien d'écart type 0, 02. Étant donné l'absence
de changement de forme entre les réalisations, nous choisissons ici de travailler par "bloc"
de 10 réalisations. L'algorithme de Woody amélioré est alors appliqué jusqu'à convergence
aﬁn d'obtenir les retards intra-blocs et les ondes de référence ﬁnales qui nous serviront à
calculer les décalages absolus de chaque bloc par les 5 estimateurs présentés ci-dessous.
La ﬁgure 9.5 relate les intervalles RTpic théoriques, et les intervalles R-T estimés par la
méthode de Woody généralisée "par bloc" en ayant recalé les ondes de référence de chaque
bloc grâce aux estimateurs de décalages absolus suivants :
• la position du maximum (voir ﬁgure 9.1) ;
• la position du maximum/2 (voir ﬁgure 9.1) ;
• la ﬁn de l'onde T (t2) basée sur un indicateur de surface de l'onde proposée par Zhang
et al. [183, 184] (voir ﬁgure 9.2) ;
• la ﬁn de l'onde T (T2) proposée par Laguna et al. [94] (voir ﬁgure 9.3) ;
• le pic de l'onde T (Tpic) proposé par Laguna et al. [94] (voir ﬁgure 9.3).
Les décalages des diﬀérentes courbes sont dus aux diﬀérentes façons de déterminer
l'intervalle R-T : soit par rapport à la position du pic ou de la ﬁn de l'onde, soit par
rapport à la position du Tmax/2.
Sur la ﬁgure 9.5, on observe que l'estimateur de la position du maximum se rapproche
des RTpic théoriques. Cependant, l'estimateur basé sur la position du maximum/2 présente
de meilleures performances. En eﬀet, ce dernier est moins sensible au bruit d'observations
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Figure 9.5  Comparaison des estimateurs de décalages absolus sur les ondes de référence
de chaque bloc : la position du maximum, la position du maximum/2, la ﬁn de l'onde
T détectée par la méthode de Zhang et al. [183, 184], la ﬁn de l'onde T détectée par la
méthode de Laguna et al. [94], et le pic de l'onde T détectée par la méthode de Laguna et
al. [94]. Les méthodes de recalage absolu par la position du maximum/2 et par la détection
du pic de l'onde T [94] présentent de meilleures performances que les autres. Toutefois,
l'estimateur basé sur la position du maximum/2 présente le moins de variance.
que la position dumaximum et présente moins de variance. Aussi, on observe qu'en utilisant
les estimateurs basés sur la ﬁn de l'onde T, de Zhang et al. et de Laguna et al., les résultats
de l'estimation des intervalles R-T sont très bruités. La méthode de recalage des ondes de
référence par la détection du pic de l'onde T de Laguna et al. [94] présente de meilleures
performances que les précédents. Toutefois, l'estimateur basé sur la position dumaximum/2
présente le moins de variance.
Pour comparer les diﬀérents estimateurs de décalages absolus des ondes de référence
de chaque bloc, on calcule la dispersion de chacun : la variance de la diﬀérence entre les
retards estimés et théoriques. Le tableau 9.1 donne un exemple des dispersions calculées
pour les diﬀérents estimateurs. D'après ces valeurs, on vériﬁe bien que l'estimateur basé
sur la position du maximum/2 est le plus performant.
Recalage absolu Dispersion
Maximum 12, 50
Maximum/2 4, 86
Tfin de Zhang [183, 184] 100, 74
Tfin de Laguna [94] 50, 99
Tpic de Laguna [94] 6, 20
Table 9.1  Dispersions des diﬀérents estimateurs de décalages absolus des ondes de réfé-
rence de chaque bloc. La dispersion est calculée comme étant la variance de la diﬀérence
entre les retards estimés et théoriques.
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Finalement, d'après cette étude sur des signaux simulés, le recalage des retards sur cha-
cun des blocs sera plus eﬃcace avec l'estimateur des décalages sur les ondes de référence
par la position du maximum/2, noté Tmax/2 sur la ﬁgure 9.1. Ainsi sur les signaux ECG
réels, nous estimerons les intervalles R-T à l'aide de la méthode de Woody améliorée "par
bloc" en recalant les retards de chaque bloc grâce à la position du maximum/2 des ondes
de référence.
9.1.1.2 Comparaison des méthodes d'estimation des intervalles R-T
Aﬁn de mettre en valeur les performances de notre méthode de Woody améliorée "par
bloc", nous allons la comparer à d'autres méthodes usuelles de segmentation [94, 183, 184],
à l'aide d'expérimentations sur des signaux simulés.
La simulation des intervalles R-T est la même que celle présentée dans la section pré-
cédente illustrée par la ﬁgure 9.4, mis à part l'écart type du bruit blanc gaussien qui est
cette fois-ci égal à 0, 005 : les ondes T sont assimilées à des fonctions gaussiennes bruitées
et sont décalées linéairement. Nous nous intéressons à 300 réalisations. L'intervalle R-T
diminue au fur et à mesure que l'indice de la réalisation augmente.
Nous appliquons à ces signaux quatre méthodes d'estimation de l'intervalle R-T :
• notre méthode de Woody améliorée "par bloc", où les décalages absolus des ondes
de référence de chaque bloc sont calculés à partir de la position du maximum/2 ;
• la méthode de détection de la ﬁn de l'onde T de Zhang et al. [183, 184] ;
• la méthode de détection de la ﬁn de l'onde T de Laguna et al. [94] ;
• la méthode de détection du pic de l'onde T de Laguna et al. [94].
La ﬁgure 9.6 présente l'estimation des intervalles R-T par les diﬀérentes méthodes citées
ci-dessus.
On observe que les variances des méthodes de segmentation basées sur la détection de
la ﬁn ou du pic de l'onde T sont très importantes étant donnée la grande sensibilité au
bruit de ces méthodes. Par contre, la méthode de Woody améliorée "par bloc" proposée
dans ce manuscrit présente très peu de variance.
Le tableau 9.2 indique les valeurs des dispersions des diﬀérentes méthodes d'estimation
des intervalles R-T. La dispersion est calculée comme étant la variance de la diﬀérence entre
les intervalles estimés et théoriques. On observe alors la faible dispersion de la méthode de
Woody améliorée "par bloc". Ceci conforte l'idée d'appliquer cette méthode d'estimation
"par bloc" aux signaux ECG réels.
Il est à noter que si le bruit devient très important, certaines méthodes ont des perfor-
mances qui se dégradent plus vite que d'autres.
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Figure 9.6  Comparaison des estimateurs des intervalles R-T sur des signaux simulés :
la méthode de Woody améliorée "par bloc" (décalages absolus des ondes de référence de
chaque bloc calculés à partir de la position du maximum/2 ), la méthode de détection de
la ﬁn de l'onde T de Zhang et al. [183, 184], la méthode de détection de la ﬁn de l'onde T
de Laguna et al. [94], et la méthode de détection du pic de l'onde T de Laguna et al. [94].
La méthode de Woody améliorée "par bloc" présente de meilleures performances en ayant
le moins de variance par rapport aux intervalles RTfin théoriques.
Méthode d'estimation des intervalles R-T Dispersion
Woody améliorée "par bloc" 0, 33
Fin de l'onde T de Zhang [183, 184] 21, 17
Fin de l'onde T de Laguna [94] 10, 56
Pic de l'onde T de Laguna [94] 2, 40
Table 9.2  Dispersions des diﬀérentes méthodes d'estimation des intervalles R-T. La
dispersion est calculée comme étant la variance de la diﬀérence entre les intervalles estimés
et théoriques.
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9.1.2 Application sur des signaux ECG en respiration contrôlée
Les signaux enregistrés en respiration contrôlée dont nous disposons, nous ont été don-
nés par C. Heneghan de l'Université de Dublin. Durant ce test, il était demandé au patient
respirer librement puis de contrôler sa respiration suivant un protocole prédéﬁni. Nous
avons exploité la dérivation DII de ces enregistrements.
Un exemple de l'évolution de la période cardiaque, c'est à dire des intervalles R-R, au
cours de ce type de test est présenté sur la ﬁgure 9.7. On voit bien autour de la 900eme
réalisation l'inﬂuence de la respiration contrôlée, et un peu avant, la chute du R-R qui est
due à l'annonce du protocole qui engendre un léger stress chez le sujet.
Les signaux ECG recueillis étant bruités, nous leur appliquons les pré-traitements pré-
sentés à la Section 7.2.2 en vue d'obtenir un signal exploitable pour l'estimation des inter-
valles R-T. Nous obtenons alors des segments d'ECG où chaque onde T est incluse dans la
fenêtre d'observation alignée à gauche sur l'onde R précédente. Compte tenu du change-
ment de forme lent des ondes T, nous choisissons ici de travailler par bloc de 10 réalisations.
Sur chacun des blocs, la méthode de "Woody améliorée" est appliquée et les retards sont
recalés au moyen de la technique basée sur la position dumaximum/2 (voir Section 9.1.1.1).
La ﬁgure 9.8 présente alors les intervalles R-T estimés par cette méthode pour le sujet
sain correspondant à l'exemple de l'évolution de la période cardiaque présenté sur la ﬁgure
9.7. Sur cette même ﬁgure, le recalage des retards par la technique de la position du
maximum est également représentée. Conformément à ce que nous avions observé dans
l'étude des performances des estimateurs des recalages absolus, la technique de la position
du maximum biaise énormément les résultats sur les signaux réels qui sont bruités et qui
changent de forme au cours du temps. On préférera donc la technique du maximum/2 qui
s'approche plus de la ﬁn réelle de l'onde T.
Ce résultat d'illustration sera repris par la suite dans le cadre de la modélisation Q-T/R-R.
9.1.3 Application sur des signaux ECG à l'eﬀort
Comme cela a été évoqué dans le Chapitre 6, le problème d'estimation des intervalles
P-R et Q-T sur des signaux ECG enregistrés à l'eﬀort est très diﬃcile à résoudre en raison
du chevauchement des ondes P et T à l'exercice. Dans ce même chapitre, nous avons
toutefois généralisé le modèle de Woody associé à diﬀérents modèles de l'onde T qui se
superpose à l'onde P, pour le problème d'estimation des intervalles P-R. Il serait alors
naturel de considérer le problème inverse, et dire que cette même méthode est applicable à
l'estimation des intervalles Q-T en prenant en compte l'onde P cette fois-ci, qui se superpose
à l'onde T. Toutefois, l'application aux intervalles Q-T de la méthode généralisée de Woody
développée pour les intervalles P-R dans le Chapitre 6 n'est pas directe. En eﬀet, il faut
noter que lors du fenêtrage de nos observations, nous prenions soin d'avoir dans la fenêtre
l'onde P, et uniquement la partie décroissante de l'onde T pour les fréquences cardiaques
élevées. Nous choisissions alors une unique borne à gauche pour toutes nos réalisations.
Dans le cadre de l'estimation des intervalles Q-T, compte tenu de la grande variation de
l'intervalle Q-T et des importants changements de forme de l'onde T à l'eﬀort, si nous
choisissons la même borne droite de la fenêtre et ceci pour toutes les réalisations, nous
obtenons l'onde P en entier dans la fenêtre pour les fréquences cardiaques élevées. Ceci ne
correspond pas aux modèles que nous voulons employer. Nous ne souhaitons que la partie
croissante de l'onde P cette fois-ci dans la fenêtre.
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Figure 9.7  Exemple sur un signal ECG enregistré en respiration contrôlée : évolution
de la période cardiaque.
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Figure 9.8  Exemple sur un signal ECG enregistré en respiration contrôlée : évolution
des intervalles R-T (à une constante près) estimés par la méthode de Woody améliorée
par bloc de 10 réalisations, et recalés par les techniques de la position du maximum et du
maximum/2.
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Figure 9.9  Exemple sur un signal ECG enregistré à l'exercice : évolutions des intervalles
R-R et R-T (à une constante près) estimés par la méthode de Woody améliorée par bloc
de 10 réalisations, et recalés par la technique de la position du maximum/2.
Une adaptation de la méthode de Woody généralisée au problème d'estimation des in-
tervalles Q-T à l'exercice et en récupération, consisterait alors à réaliser le fenêtrage de
façon adaptative en s'inspirant, par exemple, des prédicteurs d'intervalles Q-T [9, 143].
Toutefois, cette adaptation n'est pas étudiée dans ce manuscrit et donne lieu à une pers-
pective de ce travail de thèse.
Nous nous plaçons donc dans le cas où, sur le signal ECG, les ondes T et P de deux
battements successifs ne se chevauchent pas, c'est à dire dans les phases de repos et au
début de l'exercice. Après les pré-traitements, la méthode de Woody améliorée présentée
au Chapitre 5 est appliquée "par bloc" et les retards sont recalés par la technique de la
position du maximum/2. Un exemple d'application de cette estimation sur un sujet de
notre étude précédente (voir Section 8.1.1 du Chapitre 8) est présenté sur la ﬁgure 9.9 qui
illustre l'évolution de la période cardiaque pour les phases de repos et de début d'exercice,
et la l'évolution des R-T correspondants (à une constante près).
Nous observons que le R-T suit globalement la même évolution que le R-R avec une varia-
bilité moindre. L'exploitation de ce type de résultat sur plusieurs sujets sera présentée par
la suite.
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9.1.4 Application sur des signaux ECG en ﬁbrillation auriculaire
La méthode proposée peut également être utilisée sur les signaux de ﬁbrillation auricu-
laire. Comme précédemment, les pré-traitements présentés à la Section 7.2.2 sont appliqués
sur les signaux ECG. Un exemple de la période cardiaque (intervalles R-R) et des intervalles
R-T estimés sur un signal ECG enregistré durant un épisode de ﬁbrillation auriculaire est
présenté sur la ﬁgure 9.10. Les intervalles R-T sont estimés par la méthode de Woody
améliorée par bloc de 10 réalisations, et recalés par la technique du maximum/2. Dans
ce cas pathologique, nous pouvons observer une très grande variabilité du R-R (due au
phénomène de ﬁbrillation auriculaire) vis à vis de la tendance. On retrouve ce constat dans
l'analyse du R-T correspondant. Là aussi, nous présenterons par la suite, une exploitation
de cette relation.
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Figure 9.10  Exemple sur un signal ECG enregistré en ﬁbrillation auriculaire : évolutions
des intervalles R-R et R-T (à une constante près) estimés par la méthode de Woody amé-
liorée par bloc de 10 réalisations, et recalés par la technique de la position du maximum/2.
138 Chapitre 9. Analyse des intervalles Q-T ou R-T
9.2 Résultats
9.2.1 Observations sur les signaux ECG d'eﬀort
Chaque signal considéré, que ce soit l'évolution des intervalles R-R ou l'évolution des
intervalles R-T estimés, peut être décomposé par une tendance, calculée par un lissage MA
avec une fenêtre de hamming sur 25 battements, et une variabilité, qui correspond alors à
la diﬀérence entre le signal lui-même et sa tendance.
Un exemple du calcul de la tendance et de la variabilité de l'évolution des intervalles
R-R et R-T est donné par les ﬁgures 9.11 et 9.12.
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Figure 9.11  Exemple sur un signal ECG enregistré à l'exercice : tendance et variabilité
de l'évolution des intervalles R-R.
Lorsqu'on représente la variabilité des intervalles R-T en fonction de la variabilité des
intervalles R-R, on obtient comme présenté sur la ﬁgure 9.13, deux nuages de points dont
la corrélation dépend de la phase du test (repos ou exercice). Nous verrons par la suite que
les valeurs des intervalles R-T doivent être évaluées en fonction de celles correspondantes
aux R-R, mais décalées d'un battement.
On retrouve ces deux nuages de points chez 3 sujets de notre étude (voir Section 8.1.1
du Chapitre 8). Le nombre réduit de sujets exploitables parmi les 12 à notre disposition,
s'explique par une mauvaise déﬁnition du protocole vis à vis de l'intervalle R-T. En eﬀet,
les électrodes ont été placées aﬁn de maximiser l'amplitude de l'onde P enregistrée, et de
minimiser l'amplitude de l'onde T. Une perspective évidente de ce travail consisterait à
valider ces résultats sur un plus grand échantillon, mais surtout en utilisant une méthode
de recueil des signaux bien adaptée à cette analyse.
Le tableau 9.3 récapitule les moyennes et écarts types des coeﬃcients de corrélation
et des pentes des droites de régression pour les phases de repos et d'exercice, des 3 sujets
considérés. Cette diﬀérence de pente pour les phases de repos et d'exercice est directement
liée à l'inﬂuence du système nerveux autonome [164].
Nous montrerons dans la Section 9.3 que cette caractéristique peut être utilisée dans la
modélisation de la relation Q-T/R-R.
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Figure 9.12  Exemple sur un signal ECG enregistré à l'exercice : tendance et variabilité
de l'évolution des intervalles R-T.
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Figure 9.13  Exemple sur un signal ECG enregistré à l'exercice : relation entre la va-
riabilité des intervalles R-T en fonction de la variabilité des intervalles R-R décalés d'un
battement. Le coeﬃcient de la phase de repos égale 0, 567 et celui de la phase d'exercice,
0, 500 (p-value<0,001).
Moyenne Écart type
Coeﬃcient de corrélation de la phase de repos 0, 637 ±0, 061
Coeﬃcient de corrélation de la phase d'exercice 0, 472 ±0, 113
Pente de la droite de régression de la phase de repos 0, 028 ±0, 013
Pente de la droite de régression de la phase d'exercice 0, 493 ±0, 281
Table 9.3  Moyenne et écart type sur nos 3 sujets, des coeﬃcients de corrélation (p-
value<0,001) et des pentes des droites de régression pour les phases de repos et d'exercice.
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9.2.2 Relation entre les intervalles R-T et R-R lors d'épisodes de ﬁbril-
lation auriculaire
L'université de Lund (Suède) nous a fourni des signaux d'épisodes de ﬁbrillation auri-
culaire suﬃsamment longs pour pouvoir appliquer un traitement "par bloc" de la méthode
de Woody améliorée, présentée Chapitre 5, pour estimer les intervalles R-T. Par la suite,
nous allons montrer l'eﬀet sur la corrélation de la décomposition du R-T et du R-R bruts
en composantes du type tendance et variabilité.
Comme précédemment, la tendance est calculée à l'aide d'un lissage MA, et la va-
riabilité du signal correspond à la diﬀérence entre le signal lui-même et sa tendance. On
soustraira à la tendance sa moyenne sur l'intervalle d'observation.
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Figure 9.14  Exemple sur un signal ECG enregistré en ﬁbrillation auriculaire : corrélation
entre les intervalles R-T et les intervalles R-R décalés ou non d'un battement. L'intervalle
R-T courant dépendant de l'intervalle R-R précédent, la corrélation entre les intervalles
R-T et les intervalles R-R décalés d'un battement est plus importante que sans décalage.
La ﬁgure 9.14 montre la relation graphique entre les intervalles R-T et les intervalles
R-R non-ﬁltrés, avec ou sans décalage d'un battement. Comme c'était prévu, la corrélation
est plus importante lorsque les intervalles R-T sont fonction des intervalles R-R décalés
d'un battement, étant donné que l'intervalle R-T courant dépend de la période cardiaque
précédente. De plus, nous pouvons remarquer un coeﬃcient de corrélation très grand com-
paré aux exemples d'exercice car la variation propre du R-T, dans le cas de la ﬁbrillation
auriculaire, est très grande. On s'attend donc à voir plus clairement cette corrélation car
le rapport signal/bruit est plus grand.
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Figure 9.15  Exemple sur un signal ECG enregistré en ﬁbrillation auriculaire : corrélation
entre la variabilité des intervalles R-T et la variabilité des intervalles R-R décalés ou non
d'un battement. La corrélation entre la variabilité des intervalles R-T et la variabilité des
intervalles R-R décalés d'un battement est plus importante que sans décalage.
La ﬁgure 9.15 illustre la relation entre la variabilité des intervalles R-T et la variabilité
des intervalles R-R décalés ou non d'un battement. De même que sur les intervalles bruts,
la corrélation est plus importante lorsque les intervalles R-R sont décalés d'un battement.
Ces valeurs expliquent que cette forte corrélation de la variabilité contribue en majeure
partie à la forte corrélation des intervalles bruts.
La ﬁgure 9.16 montre la relation entre la tendance des intervalles R-T et la tendance des
intervalles R-R décalés ou non d'un battement. Cette fois-ci, les coeﬃcients de corrélation
sont assez proches indépendamment de l'ajout d'un décalage. Ceci peut s'expliquer par
le caractère basse-fréquence de la tendance, pour laquelle le décalage d'un battement ne
changera pas de beaucoup la valeur de la corrélation. La faible valeur de cette corrélation,
comparée à celle obtenue sur les variabilités, peut s'expliquer en s'intéressant au fonction-
nement de la réponse du R-T vis à vis de la période cardiaque. En eﬀet, dans la littérature,
il est connu qu'il existe deux phases d'adaptation du Q-T en réponse au changement de
période cardiaque [96, 153]. Il existe une réponse "rapide", et une plus "lente" nécessitant
la connaissance des R-R précédents (cet intervalle de "mémoire" pouvant durer quelques
minutes). On peut alors s'attendre à ce que la réponse dite "rapide" du R-T se retrouve
sur la variabilité des intervalles R-T. Parallèlement, la réponse "lente" sera associée à la
tendance de l'évolution des intervalles R-T, avec un éventuel décalage ne correspondant
pas nécessairement à un unique battement. On peut dans un premier temps estimer la
valeur de ce décalage des tendances en maximisant la fonction d'intercorrélation obtenue
à l'aide des tendances des intervalles R-T et R-R. Nous verrons par la suite qu'un autre
modèle n'introduisant pas simplement un coeﬃcient multiplicatif et un décalage temporel
sera mieux adapté pour la caractérisation de cette réponse "lente".
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Figure 9.16  Exemple sur un signal ECG enregistré en ﬁbrillation auriculaire : corrélation
entre la tendance des intervalles R-T et la tendance des intervalles R-R décalés ou non d'un
battement. Que les intervalles R-R soient décalés ou non d'un battement, les corrélations
entre la tendance des intervalles R-T et la tendance des intervalles R-R sont assez proches.
Pour l'exemple du signal en ﬁbrillation considéré, on trouve un décalage de 9 réali-
sations. On représente sur la ﬁgure 9.17 la relation entre la tendance des intervalles R-T
et la tendance des intervalles R-R décalés de 9 réalisations. On trouve un coeﬃcient de
corrélation nettement supérieur au précédent (voir ﬁgure 9.16). Ce décalage se retrouve
aussi sur les tendances des signaux présentées ﬁgure 9.18 où l'on observe le décalage de
9 réalisations sur la diﬀérence de position des maxima et minima de chacune des tendances.
On peut souligner que ce décalage entre les tendances des intervalles R-T et R-R se
retrouve également sur les signaux ECG enregistrés à l'eﬀort. Le phénomène de réponse
"lente" de l'intervalle R-T aux changements de la période cardiaque est décrit dans la
littérature et, dans certains cas, est appelé hystérésis [96, 153]. Cependant, il n'est pas
directement associé à la tendance des signaux et correspond à une réponse de quelques
minutes, alors que nous trouvons sur la tendance des signaux une réponse d'une dizaine de
battements cardiaques. Il est alors intéressant de vériﬁer s'il est possible de modéliser à la
fois cette adaptation "rapide" sur la variabilité, et l'adaptation "lente" sur la tendance des
intervalles R-T (ou Q-T) en réponse à un changement de période cardiaque. En ajoutant
ces deux contributions, ceci nous conduirait à une modélisation globale de la réponse des
intervalles Q-T.
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Figure 9.17  Exemple sur un signal ECG enregistré en ﬁbrillation auriculaire : corrélation
entre la tendance des intervalles R-T et la tendance des intervalles R-R décalés du décalage
estimé, soit 9 réalisations. Le décalage est donné par le maximum de la corrélation entre
les tendances des intervalles R-T et la tendance des intervalles R-R décalés.
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Figure 9.18  Exemple sur un signal ECG enregistré en ﬁbrillation auriculaire : tendances
des intervalles R-T des intervalles R-R. On observe le décalage de 9 réalisations sur la
diﬀérence de position des maxima et minima de chacune des tendances.
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9.3 Modélisation de la réponse du Q-T à la période cardiaque
L'intervalle R-R est couramment considéré comme l'unique source de la variation de
l'intervalle Q-T [12, 57]. Cependant, l'intervalle Q-T, qui représente toute la durée de dépo-
larisation et repolarisation ventriculaire, est principalement inﬂuencé par les changements
de rythme cardiaque auxquels viennent s'ajouter, entre autres, l'activité nerveuse autonome
[6, 15, 25].
Comme cela a été souligné dans le Chapitre 3, l'intervalle Q-T reﬂète la durée globale
de l'activité électrique ventriculaire et est souvent associé dans la littérature à la durée du
potentiel d'action (noté APD pour Action Potential Duration en anglais) au niveau cellu-
laire [8, 153]. Des études ont révélé à la fois une réponse "rapide", et une réponse "lente"
de la réponse des intervalles APD à de brusques changements de la période cardiaque
[54, 56, 70]. Comme ce phénomène de double adaptation existe au niveau cellulaire, il se
répercute naturellement au niveau de l'ECG dans les intervalles Q-T, l'ECG correspondant
à la somme des contributions cellulaires.
La réponse du Q-T au changement de la période cardiaque a été étudiée lors de chan-
gements brusques du rythme imposé [96]. Il a été démontré qu'il fallait 2 à 3 minutes
pour recouvrir 90% du Q-T obtenu avant le test. L'analyse de la relation Q-T/R-R, en
considérant l'inﬂuence des intervalles R-R précédents, a été largement étudiée : Porta et
al. [137] ont proposé un modèle permettant de quantiﬁer la dépendance de la durée de
repolarisation ventriculaire vis à vis de la période cardiaque, et en considérant d'autres
facteurs non mesurables directement. Cette étude est cependant restreinte à des conditions
de repos lorsqu'il n'y a pas de brusque changement de la période cardiaque, et a été reprise
par Almeida et al. [7]. Une approche diﬀérente a été proposée par Badilini et al. [10] en
ne considérant que des périodes cardiaques stables. Lorsque les intervalles R-R évoluent,
on trouve diﬀérents travaux adaptés à ce cas non stationnaire, tels que : El Dajani et al.
[45], qui ont proposé un modèle basé sur les réseaux de neurones, Larroude et al. [95], qui
ont étudié l'évolution des intervalles Q-T en ﬁbrillation auriculaire, Pueyo et al. [140, 142],
qui ont quand à eux proposé un modèle de la réponse du Q-T basé sur la moyenne des
intervalles R-R précédents. Cette dernière méthode permet notamment d'adapter un mo-
dèle spéciﬁque pour chacun des sujets. En eﬀet, la relation Q-T/R-R étant diﬀérente pour
chacun des sujets [107], il est important de modéliser cette relation de manière individuelle.
Comme nous l'avons vu dans la section précédente lorsque nous avons étudié les ten-
dances et variabilités des intervalles R-R et R-T, on retrouve sur la réponse de l'intervalle
R-T (ou Q-T) fonction de la période cardiaque, deux phases d'adaptation [56, 96, 153] :
une "rapide" qui se retrouve sur la variabilité des intervalles Q-T, et une "lente" qui se
retrouve sur la tendance des intervalles Q-T. Toutefois, dans les travaux que nous avons
cités précédemment, la modélisation de la réponse de la tendance est majoritairement prise
en compte. Aucune étude ne porte sur un modèle général incluant simultanément les deux
phases d'adaptation, et ceci quelles que soient les conditions d'enregistrement (repos, exer-
cice, brusque chute du rythme cardiaque, ﬁbrillation auriculaire, etc.). Nous proposons
alors un modèle général adapté à la plupart des enregistrements ECG, qui sera applicable
à de forts changements de rythme en utilisant une segmentation des phases. Nous suppose-
rons alors la stationnarité du modèle dans ces segments. Une amélioration méthodologique
consisterait alors à prendre en compte directement dans le modèle l'évolution temporelle
des paramètres le constituant.
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9.3.1 Déﬁnition du modèle
La réponse des intervalles Q-T (ou R-T) à un changement de période cardiaque peut
être vue comme la somme de deux contributions [56] :
• une adaptation "rapide", qui porte sur la variabilité des intervalles R-T et R-R,
• une adaptation "lente", qui porte sur la tendance des intervalles R-T et R-R.
R-R augmente
Intervalle R-Tn+1
(ms)
R-Tn+1 = g(T-Rn)
Intervalle T-Rn (ms)
Point
d’équilibre
R-Tn+1 = R-R - T-Rn
R-R diminue
Figure 9.19  Courbe de restitution électrique au niveau de l'ECG : analogie entre la
relation entre les intervalles APD et DI au niveau cellulaire, et la relation entre les intervalles
R-T et T-R au niveau de l'ECG.
L'adaptation "rapide" peut être vue comme la réponse de la somme des potentiels
d'actions des cellules ventriculaires. Elle est donc étroitement liée à la courbe de restitution
électrique cellulaire introduite à la Section 3.3 page 41. Ci-dessous, nous ferons donc l'étude
de l'adaptation "rapide" de la réponse des intervalles R-T aux intervalles R-R.
D'après la courbe de restitution, l'APD et le DI (pour Diastolic Interval en anglais)
sont positivement liés. Conformément à l'analogie entre les intervalles Q-T (ou R-T) de
l'ECG et l'intervalle APD au niveau cellulaire présenté sur la ﬁgure 3.4 page 43 [8, 153], on
peut représenter la courbe de restitution électrique au niveau de l'ECG entre les intervalles
R-T et T-R, présentée sur la ﬁgure 9.19. La déﬁnition des notations des intervalles RTn+1,
TRn . . . , est présentée par la ﬁgure 9.20. Sur la courbe de restitution au niveau de l'ECG, il
est possible de mettre en relation graphiquement les intervalles R-T et la période cardiaque
(notion d'alternance de l'APD au niveau cellulaire [127]).
D'après la déﬁnition des intervalles cardiaques présentée sur la ﬁgure 9.20, on a la
relation suivante :
RRn+1 = RTn+1 + TRn+1. (9.1)
Soit,
RTn+1 = RRn+1 − TRn+1. (9.2)
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R-Tn R-Tn+1T-Rn
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Figure 9.20  Déﬁnition des intervalles R-R, R-T et T-R de deux battements cardiaques
successifs.
Pour une période cardiaque constante, c'est à dire un R-R ﬁxe, on a l'égalité entre les
intervalles TRn et TRn+1. Dans ce cas, on peut alors écrire l'équation (9.2) comme suit :
RTn+1 = RR− TRn. (9.3)
Cette dernière relation est représentée sur la ﬁgure 9.19 par la droite bleue dans le
plan (RTn+1,TRn). L'intersection de cette droite avec la courbe de restitution déﬁnie par
RTn+1 = g(TRn), correspond au point d'équilibre pour un R-R ﬁxe.
On remarque qu'à partir du point d'équilibre, si l'on augmente la période cardiaque (R-
R augmente), le nouveau point d'équilibre sera atteint rapidement, tandis que si on diminue
la période cardiaque, le nouveau point d'équilibre sera atteint beaucoup plus lentement de
part la pente de la courbe de restitution qui est plus importante pour les intervalles R-R
faibles. Aussi, il est à noter que si la pente de la courbe de restitution est supérieure à 1, il
y a théoriquement divergence ; toutefois, les valeurs physiologiques minimale et maximale
de la courbe de restitution étant bornées par déﬁnition, il y aura apparition d'un cycle
limite créant l'alternance. Dans le cas où il y a un point d'équilibre (pente suﬃsamment
faible), il est possible de faire une approximation linéaire de la courbe de restitution. On
fait alors l'hypothèse suivante autour de ce point d'équilibre :
RTn+1 = aTRn + b, avec a > 0. (9.4)
En développant cette expression, on obtient alors une relation entre l'adaptation "ra-
pide" des intervalles R-T noté RTrap (rap pour "rapide"), et les intervalles R-R précédents :
RTrapn+1 = aRRn − a2RRn−1 + a3RRn−2 + . . .+ b− ab+ a2b− a3b+ . . . , (9.5)
ou alors dans sa forme récursive,
RTrapn+1 = −aRTrapn + aRRn + b. (9.6)
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En négligeant le paramètre b dans un premier temps, le ﬁltre qui découle de la relation
(9.6) est alors un ﬁltre passe-haut de la forme :
RTrap(z) =
a
a+ z
RR(z). (9.7)
Si l'on considère que l'entrée RR(z) est un échelon, la réponse indicielle du ﬁltre (9.7)
est alors :
RTrap(z) =
az
(a+ z)(z − 1) . (9.8)
Soit, en décomposant cette expression en éléments simples, la réponse indicielle du ﬁltre
(9.7) devient :
RTrap(z) =
α
(a+ z)
+
β
(z − 1) , (9.9)
où le premier terme, α(a+z) , représente une partie oscillante, le second terme correspond à
un échelon décalé, et par identiﬁcation :
α =
a2
1 + a
,
β =
a
1 + a
.
Si on s'interesse uniquement à la partie oscillante de RTrap pour pouvoir l'associer à
notre variabilité du R-T (noté RThf car issu d'un ﬁltrage passe-haut), nous allons essayer
de déterminer la fonction de transfert associant RThf avec une entrée, telle que si l'entrée
est un échelon nous désirons voir que la partie oscillante :
RThf(z) =
α(z − 1)
z(a+ z)
RR(z), (9.10)
En proposant la relation précédente (9.10), il est clair que pour une entrée échelon, c'est à
dire RR(z) = zz−1 , RThf(z) correspond à l'oscillation présente dans (9.9). De cette relation
(9.10), on en déduit la forme récursive suivante :
RThfn+1 = −aRThfn + αRRn − αRRn−1. (9.11)
Dans cette relation, le terme αRRn − αRRn−1 peut être vu comme une dérivée et peut
alors être remplacé par γRRhf , où RRhf est considéré comme la variabilité des intervalles
R-R.
En conclusion, l'adaptation "rapide" de la réponse des intervalles R-T (ou Q-T) à un
changement de période cardiaque est décomposable en :
• une partie oscillante déﬁnie par la relation :
RThfn+1 = −aRThfn + γRRhfn, avec afaible. (9.12)
• un échelon décalé.
Nous choisissons alors de considérer dans un premier temps uniquement la partie os-
cillante de l'adaptation "rapide". La partie correspondante à l'échelon décalé sera intro-
duite dans l'estimation de l'adaptation "lente". Cet échelon, observé au niveau cellulaire,
sera remplacé au niveau observation globale (somme des contributions cellulaires) par une
constante en considérant que cette somme des contributions cellulaires va lisser de telles
discontinuités. Par la méthode des moindres carrés, on estime à partir des observations de
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la variabilité des intervalles R-T estimés, les paramètres de l'équation (9.12) et donc de la
partie oscillante de la réponse des intervalles R-T, noté RˆT hf .
L'adaptation "lente" concerne la tendance des intervalles R-T, que l'on note RTbf
(pour basse-fréquence), et peut être vue comme un ﬁltrage passe-bas des intervalles R-R
précédents du type :
RTbf n+1 = cRTbf n + (1− c)RRn, (9.13)
avec c inférieur et proche de 1. Ce modèle permet d'obtenir une réponse "lente" à un
échelon similaire à celle obtenue dans les travaux de Franz et al. [56].
En observant les intervalles R-T auxquels on a ôté la partie oscillante précédemment
estimée (RˆT hf ) au moyen d'un estimateur des moindres carrés, on estime les coeﬃcients
relatifs à la tendance RTbf estimée par l'équation (9.13) et aux intervalles R-R précédents
décalés qui correspondent à l'échelon décalé de l'adaptation "rapide". On obtient alors une
estimée ̂RT − RˆT hf de l'adaptation "lente" des intervalles R-T. Pour reconstruire le si-
gnal entier, il suﬃt alors d'ajouter l'estimée de la partie oscillante de l'adaptation "rapide"
RˆT hf à l'estimée de la partie "lente" ̂RT − RˆT hf .
Finalement, on estime séparément :
• la partie oscillante de l'adaptation "rapide", en observant la variabilité des intervalles
Q-T et R-R ;
• l'adaptation lente, et l'échelon décalé de l'adaptation rapide, en observant la tendance
des intervalles Q-T et les intervalles R-R.
En sommant ces deux estimées, on retrouve alors l'estimation des intervalles Q-T.
Cette méthode permet donc de modéliser la réponse des intervalles Q-T à des change-
ments de la période cardiaque en prenant en compte à la fois l'adaptation "rapide", liée
à la variabilité, et l'adaptation "lente", liée à la tendance. Cette méthode permet de mo-
déliser les intervalles Q-T de signaux ECG enregistrés au repos, en ﬁbrillation auriculaire,
en respiration contrôlée, à l'exercice, etc. Toutefois, comme nous le verrons dans la section
suivante, il est diﬃcile de modéliser la réponse des intervalles Q-T à un changement brusque
et important de la période cardiaque comme au début de l'exercice par exemple. Ceci peut
se justiﬁer par une diﬀérence de la pente a approximant la courbe 9.19 en fonction du
point d'équilibre. Le modèle présenté précédemment utilisant une pente a constante, il
faudra donc l'appliquer dans des intervalles où coeﬃcient a est stable. Dans ce cas là, nous
eﬀectuerons alors une segmentation des intervalles R-R et Q-T.
9.3.2 Exemple d'application sur des signaux ECG réels
Après avoir estimé avec la méthode de Woody améliorée "par bloc" les intervalles Q-T
sur diﬀérents types d'enregistrements d'ECG, nous allons appliquer le modèle présenté ci-
dessus pour retrouver la réponse des intervalles Q-T aux changements de période cardiaque.
Pour chacun des exemples nous présenterons l'approximation du paramètre a correspondant
à la pente estimée autour du point d'équilibre sur la courbe de restitution, ou encore
le paramètre qui intervient dans la modélisation de la partie oscillante de l'adaptation
"rapide" dans l'équation (9.12) :
RThfn+1 = −aRThfn + γRRhfn,
où RThf et RRhf représentent respectivement les variabilités des intervalles R-T et R-R.
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Nous avons alors appliqué la modélisation de la réponse des intervalles Q-T aux inter-
valles R-R précédents sur diﬀérents enregistrements d'ECG :
• sur un signal ECG au repos (voir ﬁgure 9.21), où on observe que la tendance des
intervalles Q-T est bien conservée lors de la modélisation. Parallèlement, la variabilité
des intervalles Q-T modélisés se rapproche mais n'égale pas exactement celle des
intervalles Q-T observés ;
• sur un signal ECG enregistré en ﬁbrillation auriculaire (voir ﬁgure 9.22), où la ten-
dance et la variabilité des intervalles Q-T observés sont très proches de celles des
observations ;
• sur un signal ECG enregistré en respiration contrôlée (voir ﬁgure 9.23) où, comme
dans le cas au repos, la tendance est bien modélisée tandis que la variabilité est
inﬁdèle à celle des Q-T observés même si elle s'en approche ;
• sur un signal ECG enregistré au repos puis à l'exercice sur un cyclo-ergomètre (voir
ﬁgure 9.24), où on observe lors du passage de la phase de repos à l'exercice, que la
modélisation globale n'est pas adaptée. Il convient alors de segmenter ce signal.
La ﬁgure 9.25 représente alors un exemple de modélisation de la réponse des intervalles
Q-T aux intervalles R-R sur un signal ECG à l'exercice découpé en deux. On modélise
premièrement la phase de repos, puis la phase d'exercice. On constate alors que l'erreur
quadratique moyenne (6, 47) est beaucoup plus faible que lorsqu'on modélisait le signal en
entier (13, 86 ; voir ﬁgure 9.24). On remarque également que la variabilité des intervalles
Q-T est davantage conservée, notamment à l'exercice. On peut noter que les approxima-
tions du paramètre a au repos et à l'exercice sont très diﬀérentes. Ceci est cohérent avec
l'analyse de la courbe de restitution électrique représentée sur la ﬁgure 9.19 : la pente a
est plus importante lorsque les intervalles R-R diminuent, ce qui est la cas à l'exercice.
Ces exemples illustrent la faisabilité de la modélisation de la relation Q-T/R-R. Cepen-
dant, il nous faut élargir l'étude à davantage d'enregistrements réels. De plus, ces quelques
exemples montrent l'intérêt d'une bonne méthode d'estimation des intervalles Q-T dont
les valeurs sont utilisées dans le processus de la modélisation.
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Figure 9.21  Exemple de modélisation de la réponse des intervalles Q-T aux intervalles
R-R sur un signal ECG au repos. Erreur quadratique moyenne = 2, 27.
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Figure 9.22  Exemple de modélisation de la réponse des intervalles Q-T aux intervalles
R-R sur un signal ECG en ﬁbrillation auriculaire. Erreur quadratique moyenne = 7, 24.
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Figure 9.23  Exemple de modélisation de la réponse des intervalles Q-T aux intervalles
R-R sur un signal ECG enregistré en respiration contrôlée. Erreur quadratique moyenne
= 3, 99.
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Figure 9.24  Exemple de modélisation de la réponse des intervalles Q-T aux intervalles
R-R sur un signal ECG à l'exercice. On voit que le modèle des intervalles Q-T a du mal
à suivre les observations lorsque la chute des intervalles R-R est trop grande au début de
l'exercice. Erreur quadratique moyenne = 13, 86.
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Figure 9.25  Exemple de modélisation de la réponse des intervalles Q-T aux intervalles
R-R sur un signal ECG à l'exercice. Modélisation par segments : au repos puis à l'exercice.
Erreur quadratique moyenne = 6, 47.
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Résumé :
Dans ce chapitre, nous avons appliqué la méthode de Woody améliorée proposée dans le
chapitre 5 à l'estimation des intervalles R-T (ou Q-T à une constante près). L'analyse de
cet intervalle nous a alors conduit à modéliser la réponse des intervalles Q-T à un change-
ment de période cardiaque. Le modèle que nous avons proposé tient compte des deux phases
d'adaptations, "lente" et "rapide". Dans ce modèle, l'adaptation dite "rapide" est inspi-
rée du fonctionnement électrique cellulaire, et plus précisément de la courbe de restitution
cellulaire qui peut être associée à une relation liant les intervalles Q-T et T-Q de l'ECG.
Enﬁn, ce modèle a été appliqué sur diﬀérents types d'enregistrements ECG.
Conclusion et perspectives
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Conclusion
L'objectif principal de cette thèse est de présenter de nouvelles méthodes d'estimation
des intervalles cardiaques, qui ont permis de proposer de nouvelles hypothèses électrophy-
siologiques décrivant de manière ﬁne le cycle cardiaque. Plus précisément, nous souhaitions
concevoir de nouvelles techniques de traitement du signal fournissant une estimation la plus
précise possible des intervalles P-R, très peu étudiés de part l'ajout de signaux d'interfé-
rences, tels que le bruit musculaire et les ondes T. Comme il a été montré dans le manuscrit,
lors de test à l'exercice, les phénomènes mis en évidence ne concernent que quelques mil-
lisecondes, c'est à dire quelques échantillons du signal numérisé, ce qui justiﬁe pleinement
l'eﬀort déployé dans l'amélioration des techniques d'estimation.
L'application de ces méthodes aux enregistrements réels de diﬀérents types d'ECG
(repos, exercice, ﬁbrillation auriculaire), nous a révélé de nouveaux résultats concernant
l'évolution des intervalles cardiaques, et nous a conduit par conséquent à améliorer la mo-
délisation du comportement électrophysiologique cardiaque.
Pour atteindre les objectifs que nous nous sommes ﬁxés, nous nous sommes inspirés de
l'une des plus connues des méthodes d'estimation de temps de retard d'un signal inconnu :
la méthode de Woody [179]. Cette méthode classique repose sur un algorithme itératif basé
sur la corrélation, permettant non seulement l'estimation des retards, mais également du
signal d'intérêt.
La première contribution de cette thèse a donc été de proposer un perfectionnement
conduisant à la "méthode de Woody améliorée". Cette formalisation a permis des amélio-
rations en terme d'optimalité. Des simulations sur des signaux synthétiques ont été menées
pour corroborer l'approche théorique concernant les améliorations apportées à la méthode
originelle de Woody. Ainsi, à travers ces résultats de simulation, nous avons pu conclure que
la version améliorée de Woody surpassait la méthode originale : i) en qualité de variance
de l'estimateur, en particulier pour un faible nombre de réalisations du signal observé et
pour un rapport signal/bruit faible, ii) en qualité de vitesse de convergence.
Néanmoins, ces méthodes de Woody ou de "Woody améliorée" sont basées sur un
modèle des observations très simple et pas toujours adapté à nos observations. En eﬀet,
certains phénomènes apparaissent dans les signaux ECG, telle que la superposition des
ondes. En particulier, le traitement et l'analyse automatique des signaux ECG pendant les
épreuves d'eﬀort sont délicats car ces signaux sont fortement bruités. Par bruit, on entend
le bruit musculaire et de contact traditionnel, auquel vient s'ajouter le phénomène de su-
perposition des ondes T et P. Le problème d'estimation des intervalles P-R à l'eﬀort ne
peut donc pas se résoudre simplement en utilisant les techniques telle que celle de Woody,
et nécessite donc des modèles plus complexes.
156 Conclusion et perspectives
La seconde contribution de cette thèse a donc été de développer une méthode globale
d'estimation de temps de retard qui prend en compte dans le modèle des observations
une onde parasite qui vient se superposer à l'onde d'intérêt. Cette méthode basée sur un
estimateur de maximum de vraisemblance, et nommée "méthode de Woody généralisée",
consiste à prendre en compte comme onde parasite l'onde T qui se chevauche à l'onde P
aux fréquences cardiaques élevées.
Dans le cas de l'estimation des intervalles P-R à l'eﬀort, diﬀérentes approches ont été
proposées pour modéliser l'inﬂuence de l'onde T qui s'ajoute à l'onde P durant l'exercice :
une droite, un polynôme d'ordre 3, une fonction aﬃne par morceaux. La validation de ces
modèles a été proposée sur des signaux synthétiques, et a mis en valeur l'approche intro-
duisant une fonction aﬃne par morceaux, qui présente un biais minimal pour l'estimation
des retards dans le cadre de la méthode de Woody généralisée.
L'application de la méthode de Woody généralisée dans des cas réels nous a permis d'es-
timer les intervalles P-R à l'exercice. L'analyse de ces intervalles à l'eﬀort et en récupération
a permis de découvrir de nouveaux phénomènes, comme par exemple :
• un phénomène d'hystérésis de la relation "intervalles P-R fonction des intervalles
R-R" à l'exercice et en récupération qui n'avait jamais été mis en valeur auparavant ;
• un brusque changement de pente au début de la phase de récupération quasi-synchrone
sur les intervalles P-R et R-R ;
• une caractérisation des sujets en fonction de leur niveau d'entraînement à l'aide de
la pente de leurs intervalles P-R au début de la phase de récupération.
Quelques hypothèses électrophysiologiques ont été proposées permettant d'expliquer ces
phénomènes. Ces résultats représentent de nouvelles pistes qui doivent être considérées dans
le futur pour une meilleure modélisation du c÷ur. En particulier, le phénomène d'hystérésis
mérite d'être exploré davantage. En eﬀet, à long terme, il pourrait permettre l'amélioration
des pacemakers à double chambre en adaptant les délais de stimulation entre l'oreillette et
les ventricules durant les phases d'eﬀort et de récupération par exemple.
Notre outil d'estimation d'intervalles ayant fait ses preuves dans le cadre des ondes P et
R, nous nous sommes intéressés à un intervalle très étudié : l'intervalle Q-T. Cet intervalle
revêt un intérêt relatif à l'intervalle P-R car il exhibe également un phénomène d'hystérésis
vis à vis de l'intervalle R-R.
L'application de notre méthode de "Woody améliorée" pour l'estimation des intervalles
Q-T, nous a permis d'analyser ces intervalles cardiaques sur diﬀérents types d'enregis-
trements ECG (respiration contrôlée, eﬀort, ﬁbrillation auriculaire,. . . ). L'analyse des in-
tervalles Q-T en réponse à un changement de fréquence cardiaque a fait ressortir deux
types d'adaptation : une adaptation "rapide" en réponse au précédent intervalle R-R, et
une adaptation "lente" de l'ordre de quelques cycles cardiaques. Nous avons proposé une
modélisation de cette réponse du Q-T proche de la description cellulaire. Dans cette modé-
lisation, l'adaptation dite "rapide" est inspirée du fonctionnement électrique cellulaire, et
plus précisément de la courbe de restitution cellulaire. Le modèle de l'adaptation "lente"
s'inspire de travaux expérimentaux menés également au niveau de la cellule.
Les parcours de l'hystérésis de Q-T et du P-R étant contraires, l'analyse de ces deux
intervalles complémentaires permettra une description complète du cycle cardiaque.
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Pour conclure, ce travail de thèse ouvre de nombreuses perspectives, autant dans le
domaine du traitement du signal pour l'amélioration de l'estimation des intervalles car-
diaques, que dans le domaine de l'électrophysiologie pour comprendre le fonctionnement
global cardiaque.
Dans le domaine du traitement du signal, plusieurs études seraient à poursuivre :
• Si l'on s'intéresse au phénomène d'hystérésis entre les intervalles P-R et R-R à l'exer-
cice, il serait intéressant de développer la méthode de mesure de l'hystérésis proposée
dans un cas particulier et présentée à la Section 8.4.2.2, page 119. En eﬀet, cette
méthode de mesure pourrait être combinée avec l'estimation des intervalles P-R par
la méthode de Woody généralisée associée à la modélisation de l'onde T.
• Pour le fenêtrage des observations, il serait judicieux de le rendre adaptatif.
• Concernant l'estimation des intervalles Q-T à l'eﬀort, il serait souhaitable de pou-
voir adapter notre méthode de Woody généralisée associée aux diﬀérents modèles de
l'onde parasite. Dans ce cas, on considérerait comme onde parasite la partie croissante
de l'onde P et les modèles devraient alors être corrigés pour passer de la décroissance
de l'onde T à la croissance de l'onde P. De plus, l'utilisation d'un fenêtrage ﬁxe ne
serait pas applicable dans ce cas pour garantir la croissance de la partie de l'onde
P observée. Le fenêtrage devrait donc être adaptatif en se basant sur un a priori
grossier de la position de l'onde T, telle que la correction de Bazett.
Dans le domaine de l'électrophysiologie, cette thèse a conduit à quelques pistes qu'il
serait intéressant d'explorer :
• Le phénomène d'hystérésis de la relation "intervalles P-R fonction des intervalles R-
R" à l'exercice doit être pris en compte dans la compréhension du fonctionnement
du système nerveux autonome. Idéalement, l'analyse de signaux endocavitaires per-
mettrait de conﬁrmer ce résultat. Cependant, le recueil de ce type de signaux lors
d'exercice intense est quasi-impossible. Une alternative pourrait être la stimulation
cardiaque d'un exercice sub-maximal à l'aide d'un pacemaker implanté, inﬁrmant ou
conﬁrmant la cause neurale.
• La pente de l'évolution des intervalles P-R au début de la phase de récupération
pourrait être un indicateur de la condition physique des sujets. Ce résultat doit être
vériﬁé et conﬁrmé sur davantage de signaux. Aussi, il serait intéressant de corroborer
ce résultat en vériﬁant si cet indicateur évolue au cours de l'entraînement de longue
durée d'un sujet. Pour cela, il nous faudrait des signaux ECG d'eﬀort enregistrés
régulièrement sur plusieurs sportifs en entraînement continu.
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Estimation et analyse des intervalles cardiaques
Résumé : Dans ces travaux, nous nous intéressons à l'estimation et l'étude des intervalles car-
diaques. L'objectif principal de cette thèse est donc de développer de nouveaux outils d'estimation
de ces intervalles. Plus précisément, nous souhaitons concevoir de nouvelles techniques de trai-
tement du signal pour extraire des ECG les intervalles P-R, qui sont très peu étudiés dans la
littérature de part la diﬃculté d'extraire les ondes P, et dans un second temps les intervalles Q-T.
Inspirés de la méthode itérative de Woody (1967) basée sur une technique de corrélation de chaque
observation avec une moyenne des signaux réalignés, nous proposons tout d'abord un perfection-
nement de cette méthode. En eﬀet, à partir du même modèle d'observations, nous développons le
critère de maximum de vraisemblance et nous obtenons une amélioration de la méthode de Woody
au sens de l'optimalité. Le modèle d'observations de cette méthode est ensuite enrichi par une onde
potentiellement parasite additionnée au bruit, et une généralisation de la méthode de Woody est
proposée. En prenant l'exemple de l'onde T de l'ECG qui se superpose à l'onde P du battement sui-
vant lorsque la fréquence cardiaque est élevée, diﬀérents modèles de l'onde T sont proposés. Grâce
à ces deux méthodes proposées, les objectifs d'estimer et d'analyser les intervalles cardiaques, tels
que les intervalles R-R, Q-T et P-R, sont atteints. Plus précisément, grâce à la généralisation de
Woody, l'estimation des intervalles P-R à l'exercice est réalisable. L'application de ces méthodes
aux enregistrements réels de diﬀérents types d'ECG (repos, exercice, ﬁbrillation auriculaire,. . . ),
nous a révélé de nouveaux résultats concernant l'évolution des intervalles cardiaques, comme par
exemple : l'existence d'un phénomène d'hystérésis en sens horaire dans la relation P-R/R-R, et une
caractérisation possible des sujets en fonction de leur niveau d'entraînement à l'aide de la pente
des intervalles P-R au début de la phase de récupération. Une modélisation de la réponse du Q-T
à un changement de la période cardiaque a également été proposée s'inspirant du comportement
électrique cellulaire.
Mots-clefs : Électrocardiogramme (ECG), estimation de temps de retard, maximum de vraisem-
blance, intervalles P-R, intervalles Q-T, exercice, récupération, hystérésis P-R/R-R, modélisation
Q-T/R-R.
Estimation and analysis of the cardiac intervals
Abstract : In this work, we study the estimation and the analysis of the cardiac intervals. The main
objective of this thesis is therefore to develop new signal processing tools for estimating in ECG,
the P-R intervals which are poorly studied in the literature because of the diﬃculty in extracting
the P waves, and the Q-T intervals. Inspired by the method of Charles D. Woody (1967) based on
iterative correlation and averaging techniques, we propose ﬁrstly an improvement of this method
in terms of optimality. The observation model of this method is then enriched by a potentially
parasite wave added to noise, and a generalization of the Woody's method is proposed. Taking the
example of the T wave of the ECG which overlaps the following P wave when the heart rate is high,
various models of the T wave are proposed. With these two proposed methods, the objectives to
estimate and analyze cardiac intervals, such as the R-R, Q-T and P-R intervals, are reached. More
precisely, the estimation of the P-R intervals on ECG recorded during exercise is feasible applying
the generalization of the Woody's method. The application of these methods to real recordings of
diﬀerent types of ECG (rest, exercise, atrial ﬁbrillation,. . . ), has revealed new ﬁndings about the
evolution of cardiac intervals, as an hysteresis phenomenon in the relation P-R/R-R intervals, or a
characterization of subjects according to their training level studying the P-R interval slope in the
early recovery phase, for instance. A modeling of the response of the Q-T interval to R-R intervals
changes has also been proposed based on the electrical behavior at the cellular level.
Keywords : Electrocardiogram (ECG), time delay estimation, maximum likelihood, P-R intervals,
Q-T intervals, exercise, recovery, P-R/R-R hysteresis, Q-T/R-R modeling.
