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The classical theory of Brownian motion rests on fundamental laws of statistical mechanics,
such as the equipartition theorem and the fluctuation-dissipation theorem, which are not appli-
cable in non-isothermal situations. We derive the generalized fluctuation-dissipation relations and
Langevin equations governing such non-isothermal Brownian motion, including explicit results for
the frequency-dependent noise temperature and Brownian thermometry far from equilibrium.
The perpetual thermal dance of the molecules of a fluid
manifests itself in incessant erratic movements of small
suspended particles. If a quantitative characterization
of this mesoscopic motion is available, it can serve as a
Brownian thermometer. More than a century ago, A.
Einstein [1] provided such a mesoscopic stochastic model
demonstrating that the 3-dimensional position and ve-
locity fluctuations of isothermal Brownian motion are in-
deed given by the thermal energy kBT ,
lim
t→∞
〈[X(t)−X(0)]2〉/6t = 3kBT/ζ
lim
t→0
〈V (t) · V (0)〉 = 3kBT/M ,
(1)
filtered through the friction ζ and the renormalized in-
ertial mass M [2] of the particle, respectively. Note
that both coefficients characterize the fluid-particle in-
teractions, and that the Brownian thermometer not only
measures T but additionally witnesses the atomistic ori-
gin of the fluctuations through the appearence of Boltz-
mann’s constant (originally the gas constant divided by
the Loschmidt number). The experimental verification
of Eqs. (1) could thus be interpreted as a confirmation of
the atomistic structure of matter [3], and their general-
ization in the form of the fluctuation-dissipation theorem
(FDT) became a corner stone of statistical mechanics [4].
A more accurate quantum-mechanical description modi-
fies Eqs. (1), showing that eigenmodes of eigenfrequencies
ω ≫ kBT/~ freeze out exponentially [5]. The physical in-
terpretation of the quantum version of the FDT is then
that a Brownian thermometer probes a universal energy
spectrum [6] ~ω coth(~ω/2kBT ) rather than a universal
thermal energy kBT .
In this Letter, we show that a very similar (though
somewhat less universal) situation is encountered far
from equilibrium. We generalize Eqs. (1) and the FDT
to the case of a classical Brownian particle in a non-
isothermal fluid by explicitly calculating the appropriate
energy spectrum kBT (ω) of the thermal noise. Thereby,
we extend Einstein’s theory of a Brownian thermometer
to non-isothermal solvents. Similar as the kinetic coeffi-
cients ζ and M , and unlike the universal quantum spec-
trum, T (ω) is found to be a non-universal function of the
particle-fluid interactions. This should not come as a sur-
prise. Due to the lack of a zero’th law, the reading of any
thermometer operating far from equilibrium should cer-
tainly be expected to “depend on its orientation, shape,
surface properties (...) and other variables in the sys-
tem being observed” [7, 8]. Nevertheless, our deriva-
tion, much like its equilibrium counterpart, establishes
a comparatively simple, yet precise, mesoscopic model
of Brownian motion that is essentially independent of
molecular details. Also like in equilibrium, it remains a
paradigm for fluctuations in other mesoscopic devices op-
erating under non-isothermal conditions, e.g. in electrical
engineering (Johnson–Nyquist noise) and nanophotonics
(antenna noise).
General theory—Brownian motion in a thermally in-
homogeneous bath is a vivid research subject [9–12]. Yet,
the dynamical equations on which most of this work
hinges are often taken for granted. Explicit derivations
[13–15] assume the particle to be sensitive only to lo-
cal (in space and time) thermal fluctuations, conforming
with the principles of non-equilibrium thermodynamics
[16]. It is rarely acknowledged [17] that such an assump-
tion disregards the solvent dynamics, namely how the
momentum spreads from the particle into the fluid and
is returned in the form of colored noise. This issue has
recently received considerable attention for isothermal
Brownian motion [18, 19] and is our main focus, here.
We take the solvent to be a simple liquid described by
the theory of fluctuating hydrodynamics [20][21]. We as-
sume it to be incompressible, locally equilibrated at tem-
perature T (r), and mechanically coupled to a colloidal
sphere of radius R at position X via standard boundary
conditions (no influx, no slip). Contracting this descrip-
tion to an equation of motion for the colloidal particle,
alone, proceeds along similar lines as in global equilib-
rium [22, 23], but requires a number of additional con-
siderations. In the following, we summarize the some-
what lengthy and formal procedure in an intuitive, but
essentially correct way and refer the interested reader to
Refs. [24, 25] for more details.
The key point is that, due to momentum conservation,
the solvent as a whole is responsible for the forces acting
on the Brownian particle. In the Stokes limit, momentum
is redistributed by vorticity diffusion, the diffusivity be-
ing given by the local kinematic solvent viscosity ν. The
characteristic rate of momentum equilibration between
particle and solvent is thus ωf = 2ν/R
2. Depending on
the frequency ω of its motion, the colloidal particle ac-
cordingly exchanges momentum with a small (ω ≫ ωf)
or large (ω ≪ ωf) solvent volume. In other words, there
2exists a frequency-dependent coupling, mediated by the
hydrodynamic modes, between the particle and distant
volume elements ∆V of the solvent. In a discretized rep-
resentation, we enumerate these volume elements by α,
instead of r. The particle-solvent coupling can then be
fully encoded in the local response function φαij(X, ω) [26]
of the fluid momentum (at position α) in the i−direction
to the particle motion (at positionX) in the j−direction.
Since φαij(X, ω) quantifies how kinetic energy is turned
into heat at the local reservoirs α, maintained at tem-
peratures Tα, it amounts to a local frequency-dependent
friction tensor. The reverse process of turning heat into
kinetic energy gives rise to random fluctuations of the
particle velocity, which we represent by a stochastic force
ξαi (X , t). By virtue of the assumption of local thermal
equilibrium, this force is Gaussian with zero mean, and
its strength is uniquely determined by the local tempera-
ture Tα and the (Fourier-transformed) response φαij(X, t)
through the local FDT,
〈ξαi (X , t)ξ
β
j (X, t
′)〉 ≈ Tαφαij(X, t− t
′)∆Vδαβ .
The total acceleration of the Brownian particle of mass
m can accordingly be written as a sum over the contri-
butions from all volume elements,
mX¨i ≈
∑
α

−
∫ t
−∞
3∑
j=1
φαij(X, t− t
′)∆VX˙j(t
′)dt′ + ξαi

 .
In the continuum limit, ∆V → 0, the terms in the sum
can be added up to the friction and noise terms
ζij(X , t) ≈
∑
α
φαij(X , t)∆V
and ξi(X , t) ≈
∑
α ξ
α
i (X , t), respectively. Thereby, the
equation of motion can be rewritten in the form of the
generalized Langevin equation
mX¨(t) = −
∫ t
−∞
ζ(X, t− t′) · X˙(t′)dt′ + ξ(X , t) (2)
(plus an optional external force term). The non-
equilibrium Gaussian noise ξ has vanishing mean, and
its correlations in the frequency domain read:
〈ξi(X , ω)ξj(X, ω
′)〉 = kBTij(X, ω)ζij(X, ω)δ(ω + ω
′) .
(3)
In contrast to the familiar isothermal situation [18],
the color of the Brownian noise is not governed by the
frequency-dependence of the friction alone, but also by
that of the tensorial noise temperature
Tij(X, ω) =
∫
V
φij(X , r, ω)T (r) dr∫
V
φij(X, r, ω) dr
. (4)
Equations (2-4) constitute the central results of our
contribution. In particular, the last two equations pro-
vide a generalization of the FDT (of the second kind)
for a Brownian particle in a non-isothermal solvent. Due
to the long-range hydrodynamic interactions between the
particle and the fluid the noise temperature is manifestly
non-local—Eq. (4) has the form of a spatial average over
the local fluid temperature T (r) around the instanta-
neous particle positionX . The weighting by the response
tensor φij reveals that Tij is not a property of the sol-
vent or the particle, alone, but characterizes their mutual
coupling. Via the symmetry of φij in ω [22], it inherits
the time-reversal invariance of the microscopic dynamics
of the bath. And via the spatial dependence of φij it
“knows” about the particle radius, boundary conditions,
and tranport mode (translation or rotation) [25, 27]. The
tensorial structure of Tij reflects that, for an arbitrary
temperature field T (r), hydrodynamic modes may carry
different amounts of thermal energy along different spa-
tial directions. If one interprets the colloidal particle as
a Brownian thermometer sampling the solvent tempera-
ture field T (r) via the mesoscopic intermediate Tij , all
this should be recognized as an important necessary fea-
ture rather than a deficiency. Indeed, the anisotropy and
the variation of Tij(X , ω) with its arguments and the
transport mode can serve as measures for the departure
from thermal equilibrium [28].
Intuitively, the meaning of the noise temperature can
probably be best understood from the observation that
it maps the local equilibrium condition of the hydrody-
namic model onto a local equilibrium condition in the
contracted system, introducing a quantum-type thermal
spectrum. Due to the underlying local-equilibrium as-
sumption, kBTii(X , ω) literally represents the thermal
energy that an equilibrium bath would have to supply
via the noise component ξi in order to mimic the effect
of the non-isothermal solvent. That this energy has, in
general, a colored spectrum and depends on the current
position of the particle, and the direction of its motion,
is the price one pays for integrating out the slow non-
equilibrium degrees of freedom of the bath. It is worth-
while pointing out, though, that these “imperfections” of
the equilibrium analogy are (partially) mended in certain
practically important limits to be discussed below.
Fluctuation-dissipation relations—The violation of the
classical FDT of the second kind in Eqs. (3), (4) en-
tails a corresponding violation of the classical FDT of
the first kind. To elucidate this point, we now focus
on so-called hot Brownian motion [29], the case where
the Brownian particle itself acts as the heat source and
generates a co-moving radial temperature field T (r) =
T0 +∆TR/r in the fluid. Besides its practical relevance
[30], this highly symmetric system may serve as a pro-
totypical example to understand the main implications
of a frequency-dependent noise temperature without the
additional complications of the tensorial structure and
position dependence of the noise temperature. For the
hot Brownian particle Eqs. (2), (3) imply
CV (ω) = 2kBT (ω)ReRV (ω) , (5)
where CV (ω) = 〈Vi(ω)Vi(−ω)〉 is the spectral density
3and RV (ω) = (ζ
+(ω) − iωm)−1 the response function
of the particle velocity [25]. The time-dependencies of
the linear response and of the spontaneous fluctuations
of the Brownian particle obviously cannot be identified,
as in equilibrium. Hence, the classical FDT is broken and
Onsager’s regression hypothesis is not applicable. As in
quantum mechanics, a single value of the noise temper-
ature is generally not sufficient to fully characterize the
stochastic excitations provided by the heat reservoir [31].
Instead, the energy carried by a degree of freedom is given
as a sum of filtered mode contributions, with the filter
bandwidth selected by its own response function. The
fluctuation-dissipation ratio
Θ(t) = D(t)/µ(t) (6)
of the positional fluctuations and the response (to a
small constant force) no longer reduces to a universal
constant T0, as in an isothermal bath. Instead, for
the hot particle, the time-dependent diffusion coefficient
D(t) =
∫ t
0 CV (t
′)dt′ and the integrated response function
µ(t) =
∫ t
0
RV (t
′)dt′ only become proportional to each
other in asymptotic limits (Fig. 1). More precisely, it
follows from Eq. (5) that Θ(t) interpolates between the
two effective temperatures [25]
T V =
M
kB
〈
V 2i
〉
=
M
π
∫
dωT (ω)ReRV (ω) (7)
at short times, and
TX = T (0) < T V (8)
at long times, in agreement with what was found in
numerical simulations [32, 33]. The generalization of
Eqs. (1) for a hot particle is thus
lim
t→∞
〈[X(t)−X(0)]2〉/6t = 3kBT
X/ζ
lim
t→0
〈V (t) · V (0)〉 = 3kBT
V/M .
(9)
Along the same lines, one can discuss a hot Brownian
particle in harmonic confinement, a scenario of consider-
able practical relevance to metal nanoparticles controlled
by optical tweezers [34]. Choosing the positional degree
of freedom Xi as our observable and introducing the ex-
ternal confinement force −mω20Xi(t) into Eq. (2), one
obtains the equivalent of the velocity equation (5) for
the particle position,
ωCX(ω) = 2kBT (ω) ImRX(ω) . (10)
Here, CX(ω) = 〈Xi(ω)Xi(−ω)〉 is now the spectral den-
sity and RX(ω) = (m(ω
2
0−ω
2)−iωζ+(ω))−1 the response
function of the position coordinate. Since the response
functions RV (ω) and RX(ω) for the velocity and the posi-
tion filter the overall temperature spectrum T (ω) differ-
ently, energy equipartition between the (harmonic) posi-
tion and momentum degrees of freedom inevitably breaks
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FIG. 1. Parametric plot of the integrated response func-
tion µ(t) against the time-dependent diffusivity D(t) for a
hot Brownian particle. Dashed lines indicate the asymptotic
slopes 1/T V and 1/T (0) for short and long times, respectively.
Inset: the fluctuation dissipation ratio Θ(t) from Eq. (6), i.e.,
the inverse slope of the curve in the main plot, illustrating
the crossover of the effective temperature (normalized to the
temperature difference ∆T between the particle surface and
the ambient temperature T0).
down. Velocity and position fluctuations of a hot Brow-
nian harmonic oscillator thus thermalize to different ef-
fective temperatures
mω20
〈
X2i
〉
= kBT
X M
〈
V 2i
〉
= kBT
V . (11)
We emphasize that these depend on the confinement
strength for sufficiently strong confinement/weak solvent
coupling, so that they generally cannot be identified with
the corresponding temperatures denoted by the same
symbols in Eq. (9) [25].
Brownian thermospectrometry—The (at first sight)
maybe somewhat disturbing dependence of the appar-
ent equipartition temperatures on the confinement can
actually be exploited to restore Onsager regression and
the classical FDT, albeit with an effective temperature.
If the motion of the Brownian particle is only weakly
damped by the solvent, the response function is sharply
peaked around the eigenfrequency ω0. This limit can
practically be realized for large particle-to-fluid density
ratios ̺p/̺ ≫ 1, e.g. for a Brownian particle suspended
in a gas [35–37][38]. Then almost only the resonant
mode kBT (ω0) of the thermal energy spectrum is on av-
erage absorbed (Fig. 2). Thereby, from the Fourier back-
transform of Eq. (10), the mean energy follows in the
familiar equipartition form:
mω20
〈
X2i
〉
= M
〈
V 2i
〉
= kBT (ω0) . (12)
This shows that by varying the trap stiffness mω20 , i.e. by
endowing the Brownian thermometer with a tunable fre-
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FIG. 2. The effective temperature TX governing the Boltz-
mann factor of a hot Brownian particle in harmonic confine-
ment (normalized to the temperature difference ∆T between
the particle surface and the ambient temperature T0). The
dashed-dotted and dashed lines correspond to weak (̺p/̺ =
20), and strong (̺p/̺ = 0.5) coupling to the solvent, or
under- and over-damped oscillations, respectively. For large
but physically accessible values of the particle/fluid density
ratio ̺p/̺, T
X coincides with the noise temperature T (ω0)
(solid line), in agreement with Eq. (12). Under these condi-
tions, the Brownian particle can serve as a thermospectrome-
ter for the noise spectrum kBT (ω). Inset: the corresponding
position spectral densities evaluated at ω0/ωf = 4.
quency filter, one can turn it into a genuine thermospec-
trometer. It then measures the energy content of the po-
sition and velocity coordinates Xi and Vi at a prescribed
frequency ω0. Since each Fourier mode is thermalized at
its own temperature T (ω0) one naturally concludes that
the noise temperature acts as an effective temperature
for such “tuned” Brownian particles. Moreover, Eq. (10)
can be approximated at each (positive) time by
C˙X(t) = −kBT (ω0)RX(t) , (13)
which evidently is the classical FDT. So the weak-
coupling limit restores the classical FDT in the non-
equilibrium system as much as it does in the quantum
case [39].
Discussion—It seems interesting to note that a quan-
tity completely analogous to our T (ω), endowed with the
very same physical meaning, is commonly used in elec-
tronics. In that context, the noise temperature is in-
troduced to account for fluctuations in non-equilibrium
conductors, when the Johnson–Nyquist FDT in not satis-
fied [40]. Exactly as in the equilibrium case, the mapping
between the two related phenomena is established by sub-
stituting in Eq. (3)—the analogue of Nyquist’s formula
[5]—the thermal force with the voltage and the friction
coefficient with the resistance. Exploiting the analogy
further, one finds that the Brownian noise temperature
(4) exhibits the same formal structure as the noise tem-
perature of radio receivers. Just like Eq. (4), the effec-
tive antenna temperature, which results from the elec-
tromagnetically mediated coupling to a non-isothermal
environment, is an average over the temperatures of the
surrounding radiation field weighted by the radiation pat-
tern [41].
The notion of a frequency-dependent temperature that
quantifies violations of the FDT far from equilibrium is
moreover reminiscent of the effective temperature previ-
ously suggested to govern the linear response of glasses
[42]. This idea has been tested, with mixed success, in
several models [43]. We therefore emphasize that our
Eq. (4) and the corresponding generalized fluctuation-
dissipation relations are not postulated, but analytically
derived [24, 25], thereby providing an independent test-
bed for rigorously analyzing the scope of the notion of
effective temperatures, far from equilibrium. Moreover,
our theory may serve as a starting point to consistently
extend the notions of stochastic thermodynamics [44] to
non-isothermal systems.
[1] A. Einstein, Ann. Phys. 322, 549 (1905).
[2] L. Landau and E. Lifshitz, Fluid Mechanics, 2nd ed.,
Course on Theoretical Physics, Vol. 6 (Butterworth-
Heinemann, 1987).
[3] J. Perrin, Nobel Lectures (1926).
[4] R. Kubo, M. Toda, and N. Hashitsume, Statis-
tical physics II: nonequilibrium statistical mechanics
(Springer, 1992).
[5] H. B. Callen and T. A. Welton, Phys. Rev. 83, 34 (1951).
[6] In fact, the formula is not completely general but assumes
a bosonic heat bath.
[7] J. A. McLennan, Introduction to nonequilibrium statisti-
cal mechanics (Prentice Hall Englewood Cliffs, 1989).
[8] J. Casas-Vazquez and D. Jou, Rep. Prog. Phys. 66, 1937
(2003).
[9] M. Matsuo and S.-i. Sasa, Physica A 276, 188 (2000).
[10] E. Bringuier and A. Bourdon, J. Non-Equilib. Thermo-
dyn. 32, 221 (2007).
[11] A. Celani, S. Bo, R. Eichhorn, and E. Aurell, Phys. Rev.
Lett. 109, 260603 (2012).
[12] M. Polettini, Phys. Rev. E 87, 032126 (2013).
[13] A. Pe´rez-Madrid, J. Rubi, and P. Mazur, Physica A 212,
231 (1994).
[14] D. Zubarev and A. Bashkirov, Physica 39, 334 (1968).
[15] J.-E. Shea and I. Oppenheim, J. Phys. Chem. 100, 19035
(1996).
5[16] S. R. De Groot and P. Mazur, Non-equilibrium thermo-
dynamics (Courier Dover Publications, 1984).
[17] N. Van Kampen and I. Oppenheim, Physica A 138, 231
(1986).
[18] T. Franosch, M. Grimm, M. Belushkin, F. M. Mor,
G. Foffi, L. Forro´, and S. Jeney, Nature 478, 85 (2011).
[19] S. Kheifets, A. Simha, K. Melin, T. Li, and M. G. Raizen,
Science 343, 1493 (2014).
[20] J. M. O. De Zarate and J. V. Sengers, Hydrodynamic
fluctuations in fluids and fluid mixtures, 1st ed. (Elsevier,
2006).
[21] Note that our discussion therefore includes “kinematic”
thermophoresis due to the inhomogeneous noise strength,
while it does not account for “molecular” thermophoresis
due to molecular interactions.
[22] E. H. Hauge and A. Martin-Lo¨f, J. Stat. Phys. 7, 259
(1973).
[23] D. Bedeaux and P. Mazur, Physica 76, 247 (1974).
[24] See Supplemental Material.
[25] G. Falasco, M. V. Gnann, D. Rings, and K. Kroy,
http://arxiv.org/abs/1405.2823.
[26] See [24] for its formal expression, and [25] for an explicit
approximate formula.
[27] D. Rings, D. Chakraborty, and K. Kroy,
New J. Phys. 14, 053012 (2012).
[28] P. Hohenberg and B. I. Shraiman, Physica D 37, 109
(1989).
[29] D. Rings, R. Schachoff, M. Selmke, F. Cichos, and
K. Kroy, Phys. Rev. Lett. 105, 090604 (2010).
[30] M. Selmke, R. Schachoff, M. Braun, and F. Cichos, R.
Soc. Chem. Adv. 3, 394 (2013).
[31] G. Ford and R. O’Connell, Phys. Rev. Lett. 77, 798
(1996).
[32] L. Joly, S. Merabia, and J.-L. Barrat, Europhys. Lett.
94 (2011).
[33] D. Chakraborty, M. V. Gnann, D. Rings, J. Glaser,
F. Otto, and K. Kroy, Eur. Phys. J. 96, 60009 (2011).
[34] M. L. Juan, M. Righini, and R. Quidant, Nature Photon.
5, 349 (2011).
[35] T. Li, S. Kheifets, D. Medellin, and M. G. Raizen, Sci-
ence 328, 1673 (2010).
[36] T. Li, S. Kheifets, and M. G. Raizen, Nature Phys. 7,
527 (2011).
[37] J. Millen, T. Deesuwan, P. Barker, and J. Anders, Nat.
Nanotechnol. 9, 425 (2014).
[38] Ultimately, for a rarified gas in the Knudsen regime, our
local equilibrium assumption breaks down. The effective
Brownian temperature can then be estimated using ki-
netic theory [37].
[39] G. Ford and R. O’Connell, Ann. Phys. 276, 144 (1999).
[40] M. Skolnik, Radar handbook (New York: McGraw-Hill,
1970).
[41] T. A. Milligan, Modern antenna design (John Wiley &
Sons, 2005).
[42] L. F. Cugliandolo, J. Kurchan, and L. Peliti, Phys. Rev.
E 55, 3898 (1997).
[43] L. F. Cugliandolo, J. Phys. A: Math. Theor. 44 (2011).
[44] U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
ar
X
iv
:1
40
6.
21
16
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  9
 Ju
n 2
01
4
Supplemental Material
G. Falasco, M. V. Gnann, K. Kroy
We consider a particle of arbitrary shape immersed in a non-isothermal simple fluid in local thermal equilibrium.
The dynamical state of the system is given is terms of a few reduced variables, evolving in accord with the linearized
fluctuating hydrodynamic equations and Newton’s law. The particle is described by the center of mass X(t), and the
translational and rotational velocity, respectively, V (t) and Ω(t). The fluid occupies the volume V and is described
by the velocity and temperature field, respectively, v(r, t) and T (r, t). The velocity field obeys the equations
̺∂tv(r, t)−∇ · σ(r, t) = ∇ · τ (r, t) , (1a)
∇ · v(r, t) = 0. (1b)
v(r, t) = V (t) +Ω(t)× r on S (1c)
The symmetric stress tensor σ has components σij = −pδij +2ηΓij, where p is the pressure and Γij = (∂ivj + ∂jvi)/2
the shear rate tensor. The dynamic viscosity η is in general a function of the temperature. Hence it is space dependent,
η = η[T (r)]. For simplicity, the fluid is assumed incompressible. Therefore the mass conservation reduces to Eq. (1b).
We denote by ̺ the constant density of the fluid. The boundary condition (1c) simply states that the fluid adheres
at the surface S of the Brownian particle (no slip).
The noise stress tensor τ describes thermal fluctuations in the fluid, whose statistical properties follow from the
hypothesis of local equilibrium. Namely, τ is Gaussian distributed with zero mean and second moments obeying the
local fluctuation-dissipation theorem
〈τij(r, t)τkl(r
′, t′)〉=2η(r, t)kBT (r, t)δ(r − r
′)δ(t− t′) (δikδjl + δilδjk) . (2)
We assume that τ ≡ 0 on the boundary S. The temperature field entering Eq. (2) is in general the solution of a
heat equation with appropriate boundary conditions describing the heat sources in V and the fluxes across S. In the
following we assume the temperature field to be a prescribed function, independent of time. This is indeed the case
whenever the particle motion causes negligible disturbances to the fluid temperature.
The velocities evolve by Newton’s equations of motion, i.e.
mV˙ (t) = F (t) + F e(t), (3a)
I · Ω˙(t) = T (t) + T e(t) (3b)
where m is the mass of the particle and I its tensor of inertia. The force and torque exerted by the fluid are
F (t) = −
∫
S
σ(r, t) · n(r) d2r, (4a)
T (t) = −
∫
S
r × (σ(r, t) · n(r)) d2r, (4b)
with n(r) the inner normal vector field of the particle surface S. External forces F e(t) and torques T e(t) may also
be present. The system (1)–(4) describes the evolution of the fluid and the Brownian particle entirely.
Our aim is to eliminate the hydrodynamic fields and reduce Eqs. (1)–(4) to a generalized Langevin equation for
the particle variables only. Thus we rewrite system (3) in the form
L · b˙(t) = h(t) + f e(t), (5)
where we combine the translational and rotational velocity into the 6-vector b(t) ≡ (V (t),Ω(t)), and we define the
generalized tensor of inertia
L ≡
(
m 0
0 I
)
,
and the generalized forces
h(t) ≡
(
F (t)
T (t)
)
, f e(t) ≡
(
F e(t)
T e(t)
)
. (6)
2One should appreciate that the hydrodynamic force splits into two parts
h(t) ≡ hr(t) + ξ(t), (7)
where hr(t) is identified with the resistance force and ξ(t) with the Langevin noise. Equation (7) is easily justified
as follows. By equation (1), u(r, t) and p(r, t) are linear functionals of b(t′) with −∞ < t′ < t. Therefore, in view
of Eq. (4), the total hydrodynamic force necessarily contains a contribution which is a linear functional of b(t′) with
−∞ < t′ < t, i.e. we can write
hr(t) = −
∫ t
−∞
Z(X , t− t′) · b(t′)dt′. (8)
Here Z(X , t) is a 6 × 6 time-dependent friction tensor, which also depends on the particle position owing to the
non-constant fluid viscosity. We omit to show this dependence in the following. Moreover, since (1a) is a linear but
non-homogeneous equation, the term ξ(t) has to be included in Eq. (7) in order to account for contributions to the
hydrodynamic force which are independent of the particle velocity.
In the subsequent derivation we shall derive the statistics of the Langevin noise ξ(t) and relate it to the dissipative
term hr(t). The linearity of the problem suggests to operate in the frequency space. Given a generic function of time
g(t), we denote its Fourier transform and half-Fourier transform, respectively, by
g(ω) =
∫ ∞
−∞
g(t)e−iωtdt, g+(ω) =
∫ ∞
0
g(t)e−iωtdt.
The complex conjugate of g(ω) will be denoted by g∗(ω).
The Fourier transform of Newton’s equation (5), with the definitions (7) and (8), reads
− iωL · b(ω) = −Z+(ω) · b(ω) + ξ(ω) + f e(ω). (9)
If the velocity 6-vector is split into its average and random part, i.e. b(ω) = b˜(ω) + 〈b(ω)〉 the total hydrodynamic
force takes the form h(ω) = 〈hr(ω)〉+ h˜(ω), with
〈hr(ω)〉 = −Z
+(ω) · 〈b(ω)〉, (10a)
h˜(ω) = −Z+(ω) · b˜(ω) + ξ(ω). (10b)
The physical meaning of Eqs. (10) is best understood if we cast the Fourier transform of Eqs. (1) into the decoupled
set of equations
− iω̺u(r, ω)−∇ · σ(r, ω) = 0, (11a)
∇ · u(r, ω) = 0 , (11b)
u(r, ω) = 〈U(ω)〉+ 〈Ω(ω)〉 × r on S, (11c)
and
− iω̺u˜(r, ω)−∇· σ˜(r, ω) = ∇· τ (r, ω), (12a)
∇ · u˜(r, ω) = 0 , (12b)
u˜(r, ω) = V˜ (ω) + Ω˜(ω)× r on S. (12c)
Clearly, equations (11) describe the deterministic fluid velocity, i.e. u(r, ω) ≡ 〈v(r, ω)〉, while equations (12) account
for its random thermal fluctuations, i.e u˜(r, ω) ≡ v(r, t) − u(r, ω). In view of the boundary conditions (11c) and
(12c), one recognizes (10a) as the friction produced by the deterministic velocity field solution of Eqs. (11), and (10b)
as the random force exerted by the velocity field solution of Eqs. (12). Note that the deterministic part of the velocity
vector 〈b(ω)〉 can be chosen arbitrarily.
We are now in the position to evaluate the statistics of the Langevin noise ξ(ω). We operate in three steps. First,
we derive an expression for the friction tensor Z(ω). Then we show that ξ(ω) is a Gaussian variable with zero mean.
Finally we link the noise correlation tensor 〈ξi(ω)ξ
∗
j (ω)〉 to the friction tensor. The benefit coming from casting
Eqs. (1) into Eqs. (11)–(12) is easily seen. Indeed one can conveniently choose the boundary conditions in Eq. (11)
to express the friction tensor and noise statistics in terms of functions of u(r, ω), without solving the much more
involved problem represented by the stochastic equations (12).
3To evaluate the components of the friction tensor Zij we make use of its properties, hinging only on the symmetry
of the stress tensor σ [1]. It can be showed that in general Z is symmetric and is a real even function of time. From
the latter property it immediately follows the relation
Zij(ω) = Z
+
ij(ω) + Z
+
ij
∗
(ω). (13)
We exploit the freedom of choosing the boundary condition (12c) to select velocity vectors whose α-th entry is the only
non-zero one, and denote them by bα i(ω)—the superscript α will also be appended to the corresponding hydrodynamic
fields.
We wish to find an expression in terms of the solution to Eqs. (11) for the quantity
Zij(ω)〈
αbi(ω)〉〈
βb∗j(ω)〉 = Zαβ(ω)〈bα(ω)〉〈b
∗
β(ω)〉, (14)
where the equality holds by virtue of the choice of b(ω). In Eq. (14) and in the following we apply the Einstein
summation convention to latin indices only. Also, we suppress the function arguments where there is no risk of
confusion. Equation (14) reads
Zij〈
αbi〉
〈
βb∗j
〉 (13)
= (Z+ij + Z
+
ij
∗
)〈αbi〉
〈
βb∗j
〉 (10a)
= − (αhri〈
βb∗i 〉+ 〈
αbi〉
βhr
∗
i )
(4),(6)
= 〈βV ∗i 〉
∫
S
ασijnj d
2r + 〈βΩ∗i 〉
∫
S
(r × (ασ · n))i d
2r + 〈αVi〉
∫
S
βσ∗ijnj d
2r + 〈αΩi〉
∫
S
(r × (βσ∗ · n))i d
2r
=
∫
S
(〈βV ∗〉+ 〈βΩ∗〉 × r)i
ασijnj d
2r +
∫
S
(〈αV 〉+ 〈αΩ〉 × r)i
βσ∗ijnj d
2r
(11c)
=
∫
S
βu∗i
ασijnjd
2r +
∫
S
αui
βσ∗ijnj d
2r
=
∫
V
∂j (
βu∗i
ασij) d
3r +
∫
V
∂j
(
αui
βσ∗ij
)
d3r (15)
(11a)
=
∫
V
(
ασij∂j
βu∗i +
βσ∗ij∂j
αui
)
+ i̺ω
∫
V
(αu∗i
βui −
βu∗i
αui) d
3r
(11b)
=
∫
V
2η
(
αΓij∂j
βu∗i +
βΓ∗ij∂j
αui
)
d3r + i̺ω
∫
V
(αu∗i
βui −
βu∗i
αui) d
3r
= 2
∫
V
Φαβ d
3r + i̺ω
∫
V
(αu∗i
βui −
βu∗i
αui) d
3r, (16)
where in (15) we used the divergence theorem and in (16) we defined the response tensor as
Φαβ(X, r, ω) ≡ η(r)
(
∂i
αuj(r, ω)∂i
βu∗j (r, ω) + ∂i
βuj(r, ω)∂j
αu∗i (r, ω)
)
= Φ∗βα(X , r, ω), (17)
where the X dependence of the hydrodynamic fields is not explicitly showed. Equation (16) is valid whatever the
magnitude of bα and bβ , in particular when they are unit vectors. With this choice we have
Zαβ(X , ω) = 2
∫
V
Φαβ d
3r + i̺ω
∫
V
(αu∗i
βui −
βu∗i
αui) d
3r (18)
which has to be invariant under exchange of α and β, owing to the symmetry of Z. Therefore one can eliminate the
second term in Eq. (18) and obtain for the friction tensor
Zαβ(X, ω) =
∫
V
Φαβ(X, r, ω) d
3r +
∫
V
Φβα(X , r, ω) d
3r = 2Re
∫
V
Φαβ(X, r, ω) d
3r, (19)
that can be written as
Zαβ(X , ω) =
∫
V
φαβ(X , r, ω) d
3r, (20)
where φαβ(X , r, ω) ≡ 2ReΦαβ(X , r, ω) is twice the real part of the response tensor (17), computed by setting unit
vectors in Eq. (11c).
Then we turn to the random force ξ(ω)
ξi〈
αbi〉
(10b)
=
(
h˜i + Z
+
ij b˜j
)
〈αbi〉
(10a)
= h˜i〈
αbi〉 −
αhj b˜j
4(4)
= −〈αVi〉
∫
S
σ˜ijnj d
2r − 〈αΩi〉
∫
S
(r × (σ˜ · n))i d
2r + V˜i
∫
S
ασijnj d
2r + Ω˜i
∫
S
(r × (ασ · n))i d
2r
= −
∫
S
(
〈αV 〉+ 〈αΩ〉 × r
)
i
σ˜ijnj d
2r +
∫
S
(
V˜ + Ω˜× r
)
i
ασijnj d
2r
(11c),(12c)
= −
∫
S
αuiσ˜ijnj d
2r +
∫
S
u˜i
ασijnj d
2r
= −
∫
V
∂j (u˜i
ασij) d
3r +
∫
V
∂j (
αuiσ˜ij) d
3r (21)
(11a),(12a)
= −
∫
V
ασij∂j u˜id
3r −
∫
V
αui∂jτijd
3r +
∫
V
σ˜ij∂j
αuid
3r (22)
(11b),(12b)
= −
∫
V
αui∂jτijd
3r
=
∫
V
τij∂j
αuid
3r.
In (21) we made use of the divergence theorem, and in (22) of the property σ˜ij∂j
αui =
ασij∂j u˜i, which is a direct
consequence of the symmetry of σ. We have found
ξi〈
αbi〉 = ξα〈bα〉 =
∫
V
τij∂j
αui d
3r, (23)
which shows that ξ is Gaussian with vanishing mean, being the integral of the deterministic quantity ∂j
αui times the
zero-mean Gaussian field τ . Hence, its correlation matrix suffices to specify the statistics completely. In addition, ξ
inherits the time reversal invariance of the stress tensor τ .
Using (23), we determine the noise correlations
〈ξi(ω)ξ
∗
j (ω
′)〉〈αbi(ω)〉〈
βb∗j (ω
′)〉 = 〈ξα(ω)ξ
∗
β(ω
′)〉〈bα(ω)〉〈b
∗
β(ω
′)〉 (24)
=
∫
V
d3r′
∫
V
d3r ∂j
αui(r, ω)〈τij(r, ω)τ
∗
kl(r
′, ω′)〉∂l
βu∗k(r
′, ω′)
= 2kBδ(ω − ω
′)
∫
V
η(r)T (r)
(
∂i
αuj(r, ω)∂i
βu∗j(r, ω) + ∂i
αuj(r, ω)∂j
βu∗i (r, ω)
)
d3r (25)
= 2kBδ(ω − ω
′)
∫
V
Φαβ(X , r, ω)T (r) d
3r. (26)
In (25) we used the Fourier transform of (2). One gets, setting the magnitude of 〈bα〉 and 〈b
∗
β〉 to one
〈ξα(X , ω)ξ
∗
β(X, ω
′)〉 = 2kBδ(ω − ω
′)
∫
V
Φαβ(X, r, ω)T (r) d
3r. (27)
Besides, the symmetry under time reversal of ξ implies that Eq. (27) is invariant under complex conjugation. This
yields immediately
〈ξα(X , ω)ξ
∗
β(X, ω
′)〉 = kBδ(ω − ω
′)2Re
∫
V
Φαβ(X, r, ω)T (r) d
3r. (28)
From Eqs. (20) and (28) we can finally obtain the noise correlation tensor in the form
〈ξα(X , ω)ξ
∗
β(X, ω
′)〉 = kBTαβ(X, ω)Zαβ(X, ω)δ(ω − ω
′), (29)
where Tαβ is the frequency-dependent noise temperature defined by the spatial average of the temperature field T (r)
performed with the response tensor φαβ
Tαβ(X , ω) ≡
∫
V
φαβ(X , r, ω)T (r) d
3r∫
V
φαβ(X, r, ω) d
3r
. (30)
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