†a) , Student Member, Masahide ABE †b) , and Masayuki KAWAMATA †c) , Members SUMMARY This paper proposes a fast, efficient detection algorithm of missing data (also referred to as blotches) based on Markov Random Field (MRF) models with less computational load and a lower false alarm rate than the existing MRF-based blotch detection algorithms. The proposed algorithm can reduce the computational load by applying fast block-matching motion estimation based on the diamond searching pattern and restricting the attention of the blotch detection process to only the candidate bloch areas. The problem of confusion of the blotches is frequently seen in the vicinity of a moving object due to poorly estimated motion vectors. To solve this problem, we incorporate a weighting function with respect to the pixels, which are accurately detected by our moving edge detector and inputed into the formulation. To solve the blotch detection problem formulated as a maximum a posteriori (MAP) problem, an iterated conditional modes (ICM) algorithm is used. The experimental results show that our proposed method results in fewer blotch detection errors than the conventional blotch detectors, and enables lower computational cost and the more efficient detecting performance when compared with existing MRF-based detectors.
Introduction
Many old films are valuable records of historical and cultural heritage. However, most of them have deteriorated, which reduces their usefulness. The main visual defects are of four types: frame displacement, intensity flickers, blotches, and line scratches [1] . These defects not only result in a loss of original information but are also annoying to watch. Moreover, they have a bad influence on the video coding efficiency of MPEG encoders.
To date, film material has generally been restored using traditional film restoration techniques or computer-aided techniques. However, the former do not permit the removal of all kinds of degradations and the latter are prohibitively expensive and require several months for the treatment of just one movie. Therefore, it is necessary to construct an automatic high-performance digital restoration system that is capable of restoring degraded film sequences with high resolution beyond the above-mentioned drawbacks of the traditional restoration techniques. Recently, digital restoration for film material at high resolution such as 4-K resolution Manuscript received December 5, 2007 . Manuscript revised March 13, 2008 . † The authors are with the Department of Electronic Engineering, Graduate School of Engineering, Tohoku University, Sendaishi, 980-8579 Japan.
a) E-mail: nam@mk.ecei.tohoku.ac.jp b) E-mail: masahide@mk.ecei.tohoku.ac.jp c) E-mail: kawamata@mk.ecei.tohoku.ac.jp DOI: 10.1093/ietfec/e91-a. 8.1898 (4096 × 2160 pixels) for digital cinema has been steadily increasing, parallel with according to the increasing prevalence of visual digital media [2] , [3] . Accordingly, digital film restoration has been explored and many restoration algorithms and models have been recently proposed [4] - [7] . In general, the blotch removal process can be divided into two steps: firstly, detection of the location of the blotches, and then removal of the detected areas using interpolation techniques. Thus, if the nondirt pixels such as the edge of moving objects are falsely detected, the possibility of destroying the details of the image sequences is increased due to concentration of the removal process only on the detected regions under consideration. As a result, it is necessary to develop a the blotch detector with higher detection accuracy and lower false alarms. In degraded film sequences, the blotches are characterized by two properties: a) They rarely appear in the same location in two succeeding image frames. b) They tend to be approximately smooth, and have intensity values that are uncorrelated with that of pixels in their neighborhood.
There are two issues to be addressed in detecting the blotches in degraded film sequences. First, the motion information should be accurately estimated to detect where temporal discontinuities are in the temporal direction between the current frame and the motion-compensated neighboring frames. Most detection algorithms utilize the blockmatching algorithm (BMA) because BMA is simple and easy to implement [1] , [8] . Generally, BMA is used for full search as it finds the best possible matched block with minimum error within the search window in the reference frame. However, full-search BMA requires considerable computational time. As in most blotch detection algorithms, much computation time is spent for estimation of the motion vector. As a result, many fast BMAs such as the three-step search (TSS) [9] , the four-step search (FSS) [10] , and the diamond search (DS) [11] have been developed to reduce the computational complexity of full-search BMA. Furthermore, since motion vectors of conventional BMA are often not faithful to true object motions due to noise in the degraded image sequence, it is necessary to develop an accurate motion estimation robust against blotches and noises.
Second, although the performance of blotch detection methods strongly depends on the sequences themselves, it has been found that the Markov Random Field (MRF) approaches [5] , [12] generally perform better in real-world image sequences than other existing methods, for example, spike detection index-a (SDIa) [5] , rank-ordered differCopyright c 2008 The Institute of Electronics, Information and Communication Engineers ences (ROD) [13] , and 3-D autoregressive (AR) detectors [5] . However, if we apply the MRF model to the problem of detecting blotches in high-resolution image sequences, high computational complexity is inevitable for detection of blotches in each frame. Consequently, it is necessary to develop a fast, efficient MRF-based detector.
In this paper, we propose a fast, efficient blotch detection algorithm based on an MRF model with lower computational cost and higher blotch detection performance than the existing MRF-based methods. In our work, we introduce Diamond search (DS) based on a new matching criterion to realize fast motion estimation. We then detect a candidate blotch area using a significance test in which the detection process is restricted by the candidate detection area. Thus, the proposed algorithm is capable of detecting blotches at high speed. To avoid the problem of confusion of the blotches in the vicinity of the moving object, we incorporate a weighting function with respect to the detected moving edge pixels by incorporating our moving edge detector into the formulation. Experimental results showed the detection performance of the proposed method to be faster and more efficient than that of the existing methods.
Overview of the Existing Methods
The degradation model for blotches in degraded image sequences is generally given as follows:
where E n (r) and I n (r) denote the intensity at each site r = [r 1 , r 2 ] in the original frame n and the degraded frame n, respectively, d(r) denotes a binary blotch mask that determines whether a blotch noise is present at pixel location r (d(r) = 1) or absent (d(r) = 0), c(r) denotes the pixel intensity in the corrupted frame, and μ(r) indicates the additive Gaussian noise with variance σ 2 . The earliest work on electronic detection of blotches was done by Storey [14] . The basic idea of this technique is to first compute the pixel difference of the forward and backward directions, and then to flag a pixel as a missing data if the pixel difference is high. Due to the problem of moving objects in motion pictures, extension of Storey's algorithm was proposed by Kokaram et al. [5] , their algorithm being called the spike detection index-a (SDIa). This algorithm is based on the computation of the displaced pixel difference between the current frame I n (r) and its two neighboring motion-compensated frames, I n−1 (mc) and I n+1 (mc), as follows:
The detector output at each pixel r is then defined as:
where t 1 is a threshold predefined by the user for detection of discontinuity. Nadenau and Mitra [13] proposed the rankordered differences (ROD) detector based on order statistics. Let p be a set of the reference pixels extracted from I n−1 (mc) and I n+1 (mc) at locations spatially co-sited with pixel I n (r) and its two closest vertical neighbors. The vector p is ordered by rank as r 1 ≤ r 2 ≤ · · · ≤ r 6 , followed by computation of the rank-order mean r m . The rank-order difference ROD with l = 1, 2, 3 is then defined by
The blotch is determined if at least one of the ROD(r, l) exceeds one of the three thresholds, T l , with 0
Gangal et al. [15] proposed an improved motion compensated restoration method based on ROD detection utilizing five frames. This algorithm consists of an improved multi-resolution BMA with log-D search, the ROD detector, and 3D vector median filtering. More recently, they [16] presented an automatic removal method. The method uses fuzzy prefiltering to remove impulse noise, modified bidirectional ME with a DS, the ROD detector, and an exemplarbased inpainting method to interpolate the detected regions. Ren and Vlachos [17] introduced a novel spatio-temporal blotch detection algorithm for use with damaged color film. They used the raw difference bewteen the current and the neighboring no-motion compensated frames to extract a confidence image and local region-growing to reduce the false alarms. This technique has a low computational complexity because it does not require motion estimation. For monochrome data, however, this technique still fails to detect the blotchs with low contrast intensity and is unable to effectively reduce the false alarms caused by edge movement with complex motion.
Markov Random Field Model
In a motion picture film, covered and uncovered backgrounds exist due to translational motion of an object. This kind of problem gives rise to temporal discontinuities which may be falsely detected as blotches. To cope with false detections of these discontinuities as corrupted regions, the translation motion of an object must be estimated in both the forward and backward temporal directions at each frame. Thus, the blotches are detected where temporal discontinuities are detected in both such directions:
where d f and d b denote the blotch detection mask of the forward and backward temporal directions, respectively. Let S denote the pixel lattice of two adjacent frames and i(r) denote the observed intensity at each site r of lattice S . Let N denote the first-order neighborhood system on S and i(mc) denote the single motion-compensated pixel of the temporal neighborhood in the other frame of the pair. Given the current frame and a motion-compensated reference frame, an a posteriori probability for a binary blotch mask is defined as follows using Bayes' rule:
The problem of detecting blotches is formulated as a maximum a posteriori probability (MAP) estimation problem consisting of two terms: a likelihood model and a priori model. Consequently, the main objective is to find the configuration which maximizes Eq. (6) of the detection mask D.
The likelihood function has been defined in [5] , [12] as
where Z I is a normalizing constant, T is a constant called temperature, and α is a parameter which determines the probability of a pixel having a intensity value. The a priori function is defined in [12] :
where Z D is a normalizing constant, f (d(r)) is the number of the four neighbors of d(r) with the same value as d(r), δ(·) is the delta function, and ψ(i(r)) denotes a weighting function in the moving edges to avoid the temporal discontinuity problem caused by the poorly motion-compensated pixels. Combining Eqs. (7) and (8), and dropping the term from Eq. (7) which is not a function of d, the a posteriori distribution can be expressed as
where Z is a normalizing function, and E d(r)|i(r), d N r denotes the potential function, which is a function to evaluate a local configuration over all cliques of a given neighborhood system, given as follows:
where α, β 1 and β 2 are the parameters which determine the characteristics of the blotch detector.
Proposed Algorithm
In this section, we present a fast, efficient detection algorithm for blotches using the MRF model. First of all, we estimate the motion vector field of the neighboring frame using diamond search (DS) based on a new matching criterion, and then generate the motion-compensated neighboring frames. Next, we detect a candidate blotch area using a significance test, the detection process being restricted by the candidate detection area. This step is improtant for achieving a fast blotch detection algorithm. To avoid the problem of confusion of the blotches in the vicinity of the moving object, we incorporate a weighting function with respect to the detected moving edge regions (MERs) into the formulation. To solve the blotch detection problem formulated as a maximum a posteriori (MAP) problem as stated in Sect. 3, an iterated conditional modes (ICM) algorithm is used. Each step of our proposed algorithm is described in detail below.
Motion Estimation
We first discuss motion estimation based on the block matching algorithm. In real-world video sequences, most of the motion vectors are enclosed within a circular support with a radius of 2 pels and centered on the position of zero motion. In addition to this, block displacement can be mainly in horizontal and vertical directions. Based on these two factors, diamond-type search points are considered to be the most appropriate pattern [18] . Therefore, we introduce motion estimation with a diamond-search block-matching algorithm [18] , which provides motion vectors which are more accurate than the conventional fast block matching algorithm.
In the representation used for block matching, an image is divided into rectangular-shaped blocks N 1 × N 2 in size. The search is usually limited to an (N 1 + 2 × w) × (N 2 + 2 × w) block centered on the current block position with fixation of the maximum expected displacement at ±w pixels. For each current block in the current frame, the best matching block in a reference frame is determined according to a modified cost function (MCF) defined as follows:
where λ is a control parameter which controls the influence of the motion vector difference square, and N u denotes the set of vectors of neighboring blocks which are composed of above and to the left of the current block B. The motion vector is then estimated by the diamond search algorithm proposed in Ref. [18] . Furthermore, in order to prevent erroneous motion vectors caused by noise in image sequences, we introduce the method of Boyce [19] . This technique compares the mean absolute difference of the macroblock of the minimum MCF, E min , with the mean absolute diffenece of "no motion," E 0 , as follows:
If the ratio γ = E 0 /E min is less than some threshold T 0 (here T 0 = 1.2), the motion vector is assumed to be a spurious match, and thus is set to [0, 0] . If the ratio is larger than the threshold, the displacement corresponding to that match is selected.
Estimation of the Candidate BDM
We next present the candidate blotch detection mask (BDM) consisting of binary labels for each pixel by the threshold calculated by performing the significance test [20] . Given the current frame I(r) and the motion-compensated reference frame I mc (r), the candidate BDM is computed by a threshold of the squared intensity difference image. The intensity difference image, Z = {z r }, with z r = I(r) − I mc (r), is modeled as Gaussian noise with a variance σ 2 equal to twice the variance of the noise. An intensity difference z r is assumed to correspond to noise (null hypothesis H 0 ) and not to the candidate blotch regions (hypothesis H 1 ) with the following probability:
Under the assumption that neighboring pixels are statistically independent, the normalized square sum within a window w r of size N × N can be written as
which is known to obey a χ 2 distribution with N 2 degrees of freedom. Thus, the threshold T r can be determined from Pr(T r > t α |H 0 ) = α sl (15) where α sl and t α are the significance level and its corresponding threshold, respectively. Whenever T r exceeds t α , we decide a candidate BDM Q(r) = 1, otherwise Q(r) = 0. In this way, we can obtain candidate forward and backward BDMs, Q forw and Q back , with respect to the adjacent frames.
The candidate BDMs present regions corresponding to the candidate region of the blotches in the current frame, if the motion estimator performs satisfactorily. Therefore, the maximization of the MAP problem is performed with respect to the pixels corresponding to Q forw (r) = 1 for the forward direction and Q back (r) = 1 for the backward direction. As a result, by means of restricting the blotch detection region to the candidate BDMs, our proposed method can drastically reduce the computational time required for detecting blotches.
In practice, because the sequences being dealt with are degraded, it follows that the motion estimator suffers from the existing noise of degraded film sequences. Accordingly, the initial BDMs include the regions corresponding to the poorly motion estimated pixels. In the next subsection, therefore, we discuss the problem of false detection of poorly motion-compensated pixels as blotches in the moving edge.
Moving-Edge Detection
In this step, we detect the moving-edge field to avoid confusion of the blotches caused by the poorly motioncompensated pixels. In order to find the pixels caused by false estimation by motion vectors, we take advantage of the forward and backward motion-compensated frames. Under the assumption that there are no blotches in the two motioncompensated neighboring frames, we generate the moving edge field, E mef , for the neighboring motion compensated frames using the significant test as stated in previous the subsection.
Whenever the moving edge field E mef (r) = 1, the weighting function of the a priori of Eq. (8) is defined as follows [12] :
where κ and th l denote a weighting constant and a threshold, and CE(r) is defined as the set of four elements belonging to the squared difference between two adjacent pixels in the horizontal, vertical, and two diagonal directions with respect to the centered pixel r, respectively.
Solving the MAP Problem
The MAP estimate is generated by maximizing the a posteriori distirubtion with respect to the unknowns. Given the current frame and its two neighboring motion-compensated frames, the MAP problem for blotch detection using many minimization algorithms [21] such as iterated conditional modes (ICM), simulated annealing (SA), and genetic algorithm (GA) can be solved. In our work, ICM is used for optimization of the MAP problem. Maximizing the a posteriori distribution Eq. (9) is equivalent to minimizing the corresponding posterior potential function Eq. (10) using the following rule:
For the MAP problem, E d(r)|(r), d N r is evaluated with each d(r), and the blotch mask causing the lowest E d(r)|(r), d N r is chosen as the value for d(r) (k+1)
. It is maximized once with respect to the pixels corresponding to Q forw (r) = 1 for the forward direction and once with respect to the pixels corresponding to Q back (r) = 1 for the backward direction. The resulting blotch masks are combined by Eq. (5) to yield the blotch detection mask D.
Experimental Results
Our proposed method is applied to two artificially corrupted image sequences, "Intersection" (480×720 pixels) and "Mobile & Calendar" (400 × 512 pixels) and a real damaged image sequence, "Sendai" (480 × 712 pixels). The "Intersection" sequence has several moving objects with translational motion, and the "Mobile & Calender" sequence contains moving objects with translational motion and fast-moving balls with complex rotating motion. The sequences were artificially corrupted with blotches of varying size and shape and random gray value [5] , and to make the test sequence similar to real degraded film data, white Gaussian noise with variance 10 was added after the blotches were added. In addition, we performed all blotch detection algorithms using MATLAB running on an Intel XEON 2.8 GHz machine with a Linux operating system.
Artificial Corrupted Image Sequences
To compare the performance between the proposed detector and the existing detectors, we used the Receiver Operating Characteristic (ROC) curve [1] . Given an image of size N 1 × N 2 pixels, the actual number of corrupt pixels as N c , the number of pixels correctly flagged as corrupted as C b and those incorrectly flagged F b , the rates of correct detection r c and false alarm r f are defined as [1] :
In our experiment, the search space used for the diamond search block-matching algorithm was ±7 pixels. A block size of 8 × 8 was used. Based on the significance level α sl = 10 −2 , we obtained a threshold of t α for the square sum via a χ 2 distribution of w r = 81 of degrees of freedom in Eq. (15), and κ = 0.03 and th l = 50 in Eq. (16) . The parameters of MRF-based detectors were found by setting 0.1 ≤ α ≤ 2.0, β 1 = 30 and β 2 = 50. The threshold t 1 of the SDIa detector was varied from 1 to 1000. In the case of ROD, the threshold T 1 ranged from 1 to 50, but T 2 = 39 and T 3 = 55.
Figures 1(a) and 1(b) show ROC curves, which are plotted by the correct detection rate versus false alarm rate for the detectors, namely SDIa, ROD, two MRF-based and our detectors. Note that the curve close to the top left corner of the plot shows good detection performance. As stated in the introduction, MRF-based detectors give a comparatively better performance than SDIa and ROD detectors. Furthermore, it is seen that our proposed detector outperforms the existing detectors across of a wide range of parameters. Figures 2 and 3 show the results of the application of all detectors to the problem of detecting blotches in the degraded test sequences. In this experiment, we chose the parameters of MRF-based detectors as α = 0.3, β 1 = 30, and β 2 = 50. The parameter of SDIa was t 1 = 200 and three thresholds of ROD were T 1 = 10, T 2 = 39, and T 3 = 55. Green indicates correctly detected blotched pixels, red represents falsely detected blotched pixels, and blue stands for a missed blotched pixels. In comparison with the SDIa and ROD detectors, the existing MRF-based detectors give comparatively better results in terms of both the correctly detected blotches and the falsely detected blotches. In addition, the false alarm rate of Chong's detector is shown to be less than as compared with Morris' detector. However, the falsely detected blotched pixels remain in the proximity of moving objects. On the contrary, our proposed detector is capable of good detection of the blotched pixels with the fewest number of falsely detected blotch pixels. Furthermore, the corrected detection rate of our proposed detector is higher than or comparable to that of the existing MRFbased detectors.
Real Image Sequences
The proposed method was also applied for blotch detection of an actual degraded film sequence, "Sendai," as shown in Figs. 4(a) and 5(a) . Figures 4 and 5 show the binary blotch detection results for all detectors. Figures 4(a) and 5(a) contain large blotches and small regions of blotches with low contrast, respectively, as shown inside red circles. From the results, although SDIa and ROD detectors are seen to be capable of detecting a part of the blotches, they still fail to detect all of the blotches. In Fig. 4 , the existing MRF-based detectors are shown to yield good detection results when compared with the SDIa and the ROD detectors. However, the falsely detected blotched pixels remain in the proximity of moving objects. It should be noted that our proposed detector effectively detects large blotches and bloches of low contrast with the fewest number of falsely detected blotch pixels in the vicinity of moving objects. 
Computational Complexity
In this section, we evaluate the computational performance of all blotch detection algorithms in terms of motion estimation and compare our proposed detector with the existing detectors. Figure 6 shows the ROC curve for the "Mobile & Calendar" to compare its detection performance with those of other motion estimation methods. The ROC curves were obtained by replacing the motion estimation of our proposed detector with FS, TSS, FSS, and DS. The average number of search points of our motion estimation algorithm per block over the first 20 frames is 36.20. On the other hand, the average numbers of search points of FS, TSS, FSS, and DS are 435. 16, 46.19, 38 .63, and 38.15, respectively. As a result, although our motion estimation with a new cost function requires more or less the same average number of search points, the detection performance of our detector outper- forms the others in terms of detection accuracy and speed. For the actual image sequence, "Sendai," the computation time required for motion estimation and for blotch detection per frame is on average 20.33 s and 59.44 s, respectively, whereas the computation time of the existing detectors for motion estimation per frame is on average 47.59 s, and the computation time for blotch detection of Morris, Chong, SDIa, and ROD detectors is on average 98.73 s, 101.34 s, 0.02 s, and 3.42 s, respectively.
Conclusion
In this paper, we have proposed an MRF-based blotch detection algorithm with quite low computational time and with a low false alarm rate. The main idea is to introduce the fast block-matching algorithm based on a diamond searching pattern with a new cost function and to restrict the attention of the detection process only to the candidate distorted areas being excluded if a discontinuity is not indicated. In addition, to avoid the bad influence due to the poorly estimated motion vectors, moving-object edge detection has been in- 
