Abstract. We consider a semilinear parabolic equation ut = uxx + f (u) (0 < x < 1, 0 < t), and a finite difference approximation for it. We discuss the way how the asymptotic profile of the blow-up solution is reproduced by the numerical solution. We will also determine qualitatively the influence of the definition of time mesh on the blow-up set of the numerical solution. Moreover, we show that explicit and implicit schemes may claim different blow-up sets.
1. Introduction. We consider the following semilinear parabolic equation u t (t, x) = u xx (t, x) + f (u(t, x)) (0 < x < 1, 0 < t),
where the subscripts denote differentiation, with the initial and boundary conditions:
u(0, x) = u 0 (x) (0 < x < 1), u(t, 0) = u(t, 1) = 0 (0 < t).
It is known (see [8, 10, 11] ) that a solution with a large initial data blows up in finite time under certain growth assumptions on f as u → ∞. Researches on parabolic blow-up problems like the present one have made considerable progress, and detailed knowledge on asymptotic profiles near the blow-up time, blow-up rate, complete and/or incomplete blow-up etc. have been established. See, for instance, [8] , [9] or [15] . Compared with the theoretical study, numerical analysis of the blow-up problem does not seem to be explored enough. Our purpose in the present paper is to provide some mathematical analysis on finite difference approximations. Let us briefly recall some investigations of the past. Nakagawa [13] considered an explicit finite difference scheme with uniform spatial grids and adaptive step sizes in time. He showed that his numerical solutions converge to the solution up to the blow-up time. This implies not only that the numerical solutions converge in the time interval where the solution is smooth but also that the numerical blow-up time converges to the real blow-up time. If we recall that the convergence, in usual numerical analysis, is proved under some smoothness assumptions, this result may be remarkable, since regularity of the solution is lost at the blow-up time. His result was later improved substantially by [1, 2, 3] . Later, Chen [5] considered a similar problem and showed that the "blow-up set" of the numerical solution can be different from the blow-up set of the solutions of PDE. The problems which were left unanswered in these papers were dealt with in [6, 7] , and many of them were solved. However, some questions were left in [7] as open questions, and we would like to shed light on these questions in the present paper.
The rest of the paper is organized as follows. In section 2, known results are recalled and problems to be addressed in the present paper will be explained. In section 3, we consider the influence of the definition of time increments on the blowup set of numerical solution. The difference between explicit and implicit schemes are revealed. In section 4, the blow-up rate for the numerical solution will be derived when f (u) = u [log(1 + u)] β (β > 1) and some numerical experiments in this case will also be reported here.
2. Some background materials and the problems to be considered. We here recall results of [7] . Let N be a positive integer, and consider the following difference scheme.
Here, u n j is an approximation for u(t n , x j ). x j = j/N (j = 0, 1, · · · , N ) are the grid points, and N h = 1. We set u n 0 = u n N = 0 as the boundary condition. The initial condition is set as u 0 j = u 0 (x j ). t n denotes the n-th discrete time step, which is defined by t 0 = 0 and
where △t k = t k+1 − t k denotes the discrete time increment, defined as
Here τ > 0 is a prescribed parameter, H is a prescribed function, and u k p denotes the discrete L p norm, namely,
(In the present paper, we consider only non-negative initial data, whence all the unknowns are non-negative.) Definition 2.1. We define
and call it the numerical blow-up time.
Definition 2.2. The set
is called the numerical blow-up set.
As for the nonlinearity f , we assume the same assumption as in [7] . Namely, i) f is continuously differentiable; ii) f (s) > 0 for s > 0; iii) f is strictly monotone increasing and convex in 0 < s < ∞; iv)
With this setting, the following theorem was proved in [7] :
Suppose that u 0 satisfies the conditions (A0) and (A3) below, and let T be the blow-up time of (1). Let T ′ ∈ (0, T ) be chosen arbitrarily. Then the solution of (3) converges to the solution of (1) as far as t n ≤ T ′ . Furthermore, the numerical blow-up time is finite:
The reader should note that quite a large class of functions can be used for H. For instance, if f (u) = u 1+α with α > 0, then H(s) = s γ with any 0 < γ < 1+α+τ
satisfies the assumptions of the theorem. Also, any p can be used. Some people use H(s) = s α when f (u) = u 1+α , but no conclusive evidence for the superiority of this choice has been established. p = ∞ is a convenient choice, but we do not know which p is best from numerical analytic viewpoint. More researches are needed in this direction. The question on the rate of the convergence T (τ, h) → T is also unknown. It depends on H and p, but we are unable to determine the dependence.
We next consider the blow-up set. Throughout the rest of the paper, we assume that the initial function satisfies the following conditions: Under these conditions, it is known that the solution of (1) and (2) blows up only at the central point; that is,
where T denotes the blow-up time. This phenomenon, called the single-point blowup, was first proved by Weissler [14] under a more restrictive condition on the initial data. The general result is due to Friedman and McLeod [10] . See also [4] . Chen [5] considered the finite difference scheme (3) when f (u) = u 1+α , H(s) = s α and p = 2. He assumed that N is even, say N = 2m, so that x = 1/2 is one of the grid points. He proved that if α > 1, then
and that if α ≤ 1, then
Since we already know for any α > 0 that only x = 1/2 = x m is the blow-up point for the solution of (1), his result shows an interesting discrepancy between the continuous and discrete problems. He also proved that lim sup n→∞ u n j < ∞ for all j = m, m ± 1 if α = 1. But he could not determine the number of the blow-up set in the case of α < 1. Later, [7] determined precisely the number of blow-up set as a function of α ∈ (0, 1).
In the present paper we consider the case where H(s) = s γ , where γ < α, and we will show that γ changes the blow-up profile considerably.
More pathological phenomena occur if the nonlinearity f is a milder one, such as
β with β > 1. Lacey [12] showed that the solution of (1) and (2) with f (u) = u [log(1 + u)] β blows up at exactly one point if β > 2 and blows up at all points in (0, 1) if 1 < β < 2, while regional blow-up occurs, that is, the solution blows up at a proper subset of (0, 1) with positive measure for β = 2. The authors [7] considered a convergent numerical scheme and found that the numerical solution blows up at all the grid points whatever the value of β may be. The result is rather interesting, since single-point blow-up in the case of β > 2 cannot be reproduced, no matter how small the spatial grid size may be.
In section 4, we will show a different criterion of blow-up, by which we can reproduce the single-point blow-up in the case of β > 2.
3. Definition of △t n and its influence on blow-up set. In this section, we assume that f (u) = u 2 . The results in [5, 7] tell us that
if we define △t n by
We now consider the case where △t n = τ · min 1, 1 u n γ ∞ with γ < 1, which obviously satisfies the assumptions in Theorem 2.1. By the symmetry and positivity of the solution, the definition of the time increments becomes
The result of the present section is roughly summarized as follows: The smaller γ is, the more blow-up points appear. Note that, by Theorem 2.1, the numerical blowup time converges for all γ ∈ (0, 2]. Theorem 2.1 cannot decide which γ is the best. However, △t n becomes small for a large γ. In order to compute fast, a large △t n is preferable, and it is better to take a smaller γ. As far as the convergence of T (τ, h) is concerned, this is fine. But the theorems below show that the blow-up profile is difficult to reproduce for a smaller γ.
3.1. Explicit scheme. We consider in this subsection the following explicit scheme: the implicit scheme will be analyzed in the next subsection.
where △t n is given by (5) . Throughout this subsection we assume that τ /h 2 < 1/2. Since we assume (A0)-(A3), it holds that 0 = u (Recall that N = 2m and x m = 1/2.) Theorem 3.1. Let (A0)-(A3) be assumed and let {u n j } be the solution of (6) with (5) . Then for all 0 < γ ≤ 1, we have
Proof. The equation (7) was proved by [5, 7] in the case of γ = 1. The proof is actually easier in the case of γ < 1. Let λ = τ /h 2 and λ n = △t n /h 2 . Then the equation (6) can be written, for j = m − 1, as
Since every term is positive, and since △t n = τ (u n m )
−γ for sufficiently large n, we have
We next prove that
To prove this, note that
for sufficiently large n. We therefore have
Since u n m → ∞, λ n → 0 as n → ∞, and 0 < u n m−1 /u n m < 1, the right hand side tends to τ as n → ∞.
We next prove that for γ < 1,
where β = (1 − γ)/(2 − γ). In fact, as we saw above, we have u 
which implies (10).
We are now in a position to prove (8) . By (6), we have for sufficiently large n −k exists. Although this assumption seems to be plausible to us, we can not prove lim sup n→∞ u n m−2 < ∞ without assuming this. Hence we do not dare to bother the reader by providing a proof of this weak result.
A similar consideration leads us to the following theorem: Proof. We first note that for γ
In fact, the equation (6) gives us for sufficiently large n,
Therefore, by (10), we have lim inf
We now come back to (6) to have,
This, (10), and (11) imply the present theorem.
Remark 3.2. Along the same approach, we can prove that the number of blow-up points increases as γ decreases.
3.2. Implicit scheme. We now consider the following scheme.
where △t n is given by (5).
Theorem 3.3. Let {u n j } be the solution of (12) with (5). Then we have
Proof. We first prepare a lemma. Proof. Since
for sufficiently large n, we have
Since λ n → 0 and 0 < u On the other hand, (16) can be written as
Since the first two terms of the right hand side tend to zero, one obtains
The equation (13) is now proved as follows: For sufficiently large n,
which implies (13) in the case of γ < 1. If γ = 1, (13) is proved in [5] . Proof. The equation (12) implies that
Then Lemma 3.1 yields the desired result.
We are now ready to prove (14) . By (12),
Using Lemmas 3.1 and 3.2, we can prove (14) just as in the same way as we proved (8) .
We need the following lemma for the proof of (15) .
Proof. By virtue of (12), we have
which, together with Lemma 3.1 and 3.2, implies the present lemma.
We now consider (12) with j = m − 3:
This completes the proof of the theorem.
If this process is repeated, we have the following result.
Since a large γ is uneconomical in the sense that △t n becomes too small, and since the number of the numerical blow-up points increases as γ decreases, there must be an optimal γ. We do not have conclusive evidence that H(s) = s α is the best in the case of f (u) = u 1+α , but, based upon the analysis of the present section and the numerical experiments in [7] , we may say at least that this is not a bad choice. Remark 3.5. For γ > 1, we may well expect that the numerical solution blows up only at the central point x m = 1/2, but we cannot prove this. Remark 3.6. Since the implicit scheme is not quite the same as the explicit one, one may wonder what happens for the Crank-Nicolson scheme:
This question was asked by Prof. Dongwoo Sheen. Since the Crank-Nicolson scheme is unconditionally stable and of higher order, it is used in many situations and may yield good results in the blow-up problems, too. On the other hand, it is of higher order under the condition that the solution is smooth. In this respect, it may not be very efficient for the blow-up problems. It would be an interesting problem to decide which view is correct.
4. Blow-up in the case of f (u) = u [log(1 + u)] β . In this section, we consider the scheme (3) with f (u) = u [log(1 + u)] β . We assume that β > 1, since all the solutions exist globally in time if β = 1. Problems of this kind were considered by Lacey [12] , according to which the blow-up profile varies with β < 2, β = 2, 2 < β. See section 2. The function H(s) in (4) is chosen as H(s) = f (s) s , which satisfies the assumptions of Theorem 2.1. We therefore consider
For this choice of H(s), we have the following theorem [7] .
Theorem 4.1. Let {u n j } be the solution of (17) and (18). Suppose that the initial data is large so that the solution blows up in finite time. Then, for β > 1,
According to Theorem 4.1, all the grid points are in the numerical blow-up set independently of β. This makes a sharp contrast with Lacey's result, which guarantees a single-point blow-up for β > 2. At first glance, there seems to be no ways to distinguish the total and single-point blow-up in the present case of nonlinearity. But from the numerical experiments, we found a rather interesting result: Although the blow-up sets of the numerical solution and the solution for the PDE are different, the graphs of normalized functions seem to confirm Lacey's theorem. To be more precise, let the initial function is chosen as 100000x(1 − x) (0 < x < 1). The number of grid points and τ are given as N = 1/h = 16, τ = 0.0001, respectively. (Since the blow-up in the case of the present nonlinearity is quite slow, we chose a large initial data in order to see the blow-up profile in short time. If N is large, it takes intolerably long time to reach a near-blow-up state. Hence we are forced to choose a small N .) Figure 1 shows the graphs of u If this is true, then we may say that Lacey's theorem can be partly realized by the finite difference method. Right now, we are unable to prove the two limit relations above. We instead prove the following related equation. For any ǫ > 0, there exists an n 0 such that w n < 1 + τ + ǫ, v n > 1 + τ − ǫ for all n ≥ n 0 . We then have U n+1 ≤ 1 + τ + ǫ 1 + τ − ǫ + U n U n for all n ≥ n 0 . LetŨ n be defined byŨ n0 = U n0 and
It is not difficult to prove that U n ≤Ũ n for all n ≥ n 0 and that lim n→∞Ũ n = 2ǫ. Since ǫ is arbitrary, it follows that lim n→∞ U n = 0. Proof. This follows from the present theorem and (22).
If we employ the same method, we have the following 
