Abstract-We describe a novel iterative methodology for computing a set of low-sidelobe beamforming weights for an airborne, electronically-steered phased-array radar using an in-flight stochastic optimization routine performed over a number of coherent processing intervals (CPIs). The proposed approach is notable in that it does not rely upon a good antenna calibration and only requires digitization of the radar's sum beam. By observing the radar ground clutter, the algorithm iteratively adjusts the beamformer. Furthermore, it is computationally inexpensive and scales favorably to radars comprising very large numbers of antenna elements and requiring extremely low sidelobes.
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I. INTRODUCTION
Consider an airborne moving target indicator (MTI) radar that must have low spatial antenna sidelobes to suppress sidelobe ground clutter in order to detect moving targets. As illustrated in Fig. 1 , we assume a phased array antenna with digital control for the weights applied to each antenna element on transmit and receive. However for each angle , we can only observe the output of a single sum beam , used for detection, plus a few difference beams for beamsplitting. The complex antenna array element patterns are different (amplitude and phase) due to manufacturing tolerances, mutual coupling, feed networks, and near field multipath. Achieving low sidelobes usually requires very accurate measurement of these complex element patterns. We assume that the element patterns are known sufficiently for good gain, which requires far less accuracy than low sidelobes.
This communication focuses on achieving low sidelobes for the beam using a method called iterative clutter calibration (ICC) from in-flight measurements of ground clutter as an alternative to precisely measuring the complex antenna element patterns. ICC iteratively adjusts the beamformer weights until the sidelobe clutter power is at or near the noise floor, as in Fig. 2 . The illustration is the range ambiguous case. The normalized Doppler times the pulse repetition frequency (PRF) is the Doppler in Hz. We assume the PRF is high enough that ground clutter Dopplers are unambiguous. Developed here is a stochastic optimization algorithm to deal with the changing (stochastic) clutter return during the calibration procedure. Optimization techniques normally found in software packages like MATLAB are not applicable for this stochastic optimization problem.
Alternate approaches in the literature usually require observability of the individual antenna element outputs. For example [1] the individual complex element patterns from ground clutter and [2] is based upon illuminating the array from a large number of angles or ground clutter. Space-time adaptive processing (STAP) [3] finds a beamformer which maximizes the signal-to-clutter-plus-noise-ratio (SCNR), as discussed in Section II, thereby producing a low sidelobe beamformer without measuring the individual antenna element patterns. ICC also maximizes the SCNR, but without requiring the observability of the individual antenna element outputs, which are unavailable on many radars. Finally, we note with just observability of a single sum beam, one can estimate element antenna patterns by sequentially placing a far field source at each angle (az and el) and adjusting the receive weights to maximize the received power. One can view the gain optimization process as compensation for the difference in the complex element patterns at angle . Suppression of azimuth (az) and elevation (el) sidelobes require accurate measurements at all which may be very tedious. In contrast, ICC requires in-flight calibration only over the look-directions of interest and calibrates on the ground clutter.
The ICC method is attractive when it is difficult to precisely determine the individual complex element patterns, or when recalibration is needed due to component drift or replacement. Furthermore, ICC may be cost effective compared with other techniques by only requiring determining the antenna element patterns over the steering directions and only sufficiently to achieve good gain. Ignoring the element pattern differences may be sufficient for good gain.
Section II is an overview of the algorithm that describes the basic concept for a side-looking antenna. Section III reviews the core algorithm based upon simultaneous perturbation stochastic approximation (SPSA) [4] , [5] from the literature. Section IV describes the innovative modifications to the core algorithm in the previous section that are critical to rapid convergence and good performance of the resulting beamformer. Section V contains illustrative examples using simulated data. The authors have successfully determined low-sidelobe beamforming weights for a real airborne phased-array radar, but results are not referenceable.
II. ICC OVERVIEW AND PRELIMINARIES Fig. 3 illustrates the basic ICC approach to determining a set of low-sidelobe beamforming weights for a given look direction. Ideally, one full cycle of the diagram corresponds to one radar coherent processing interval (CPI). Each iteration of the ICC algorithm specifies three weight vectors that are applied to the beamformer on the next three CPIs. Two are used to crudely estimate the objective function 0018-926X © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. derivative and the third is used to evaluate the objective function to determine convergence. Returns using the specified weights are collected, digitized, and processed into a range-Doppler map. The beamformer weights are adjusted each iteration until the resulting sidelobe clutter is at or near the noise floor (as illustrated in Fig. 2 ) while maintaining good gain in the direction of the potential target.
From the perspective of a mathematical optimization routine, the objective function that ICC seeks to maximize is the measured signal-toclutter-plus-noise-ratio (SCNR), defined by (1) and for most applications a limit on taper loss (loss of gain in the target direction) defined by (2) is desirable. The superscript H indicates the vector conjugate transpose. The vector is the assumed "quiescent" or "untapered" steering vector for the current look direction which is determined from the best available antenna element pattern data. For notational simplicity, in all subsequent equations and will be assumed to have been unit-normed. Reducing the average sidelobe clutter with beamformer lowers the sidelobes. Here the sidelobe clutter power is computed from the rangeDoppler images passed to ICC by the radar, averaged over all samples in the sidelobe clutter region as illustrated in Fig. 2 and defined in the next section. The precise form of the function to be optimized is discussed in detail in Section IV.
The optimization process must take place in real time during a calibration flight, and requires a new CPI of data collection for each evaluation of the SCNR with a new set of beamforming weights. Due to the variation in the ground clutter from CPI to CPI, this is a stochastic optimization problem, and the techniques developed to achieve rapid convergence are the principal focus of this communication. Classical optimization techniques found in MATLAB toolboxes are not designed to deal with the stochastic nature of the objective function computed from the sidelobe ground clutter, and cannot be expected to converge. Indeed, after extensive testing with the data described in Section V, the authors were unable to achieve substantial progress towards convergence using any standard MATLAB optimization routines, even when run for an order of magnitude more iterations than ICC.
The ICC calibration process relies upon a strong clutter return in the sidelobe region. Thus during the calibration flight it is advisable but not required to use a broadened transmit beam to increase the clutter power in the sidelobe clutter region. Such a broadening may be achieved through an appropriate tapering of the radar's transmit beamforming weights which are also assumed here to be digitally controllable. The optimal location for an ICC calibration run would be over a relatively flat and homogeneous clutter environment, such as farmland, in order to minimize the CPI-to-CPI fluctuation in sidelobe clutter observations. However, in simulation good performance has been achieved over mountainous terrain as well.
A. Clutter Region Considerations
A sidelobe clutter region is specified in range-Doppler space by excluding a reasonable selection of range-Doppler bins corresponding to a mainbeam clutter region. A general rule of thumb is that the sidelobe clutter region should be the range-Doppler region in which we would expect a low-sidelobe beamformer to suppress the sidelobe clutter to achieve excellent target discrimination. In its simplest form, for a side looking antenna facing 90 degrees from the aircraft's forward velocity vector, clutter Doppler (in Hz) is given by (3) where vel is the radar speed, is the wavelength, and the relationship between clutter Doppler and cone angle from the aircraft nose is independent of range, which is a very useful property. The mainbeam clutter region includes all Doppler bins within the expected null-to-null beamwidth of the low-sidelobe beam plus the nearby Doppler bins with power in this angular interval due to the low Doppler sidelobe taper.
Ideally, a side looking antenna should be calibrated where the conditions resulting in (3) are met. However, if this is not practical, modifications can be made by increasing the width of the mainbeam clutter region.
III. CORE ALGORITHM
The core of ICC is SPSA [4] , [5] . In comparison to other stochastic optimization algorithms, SPSA has two clear advantages for the application under consideration: First, SPSA is computationally inexpensive, which allows ICC to be run on existing radar digital processors. Second, SPSA is extremely efficient at optimizing over large numbers of independent variables (i.e., large numbers of antenna elements, perhaps hundreds). This is because SPSA requires just three objective function evaluations (3 CPIs) per iteration, regardless of the number of elements (two function evaluations to construct a gradient estimate, and one additional evaluation to assess whether the stopping criterion has been met). For ICC, every objective function evaluation requires its own radar CPI, which requires a fixed amount of flight time regardless of the processing speed of the computer. Thus, keeping the required number of objective function evaluations small is of paramount importance, an imperative for which SPSA excels.
The SPSA algorithm has a fairly robust convergence theory [4] ; while the details are beyond the scope of this communication, it can be proven that under some mild technical assumptions, SPSA will converge to a global optimum for the types of objective functions considered by ICC. We provide in this section a rudimentary overview of the SPSA algorithm and refer the interested reader to [4] , [5] for additional details. Fig. 4 gives a flowchart outlining the core of the SPSA algorithm. As a 1st order steepest-descent algorithm, a generic iteration of SPSA consists of computing an approximation of the objective function gradient at the current point, moving opposite of a predefined multiple of the gradient, and reevaluating the objective function at the new point to determine if the stopping criterion has been achieved. The novel feature of SPSA is a "noisy" gradient approximation that uses only two objective function evaluations, regardless of the number of variables over which the optimization is to take place. In the SPSA variant used by ICC, each gradient estimate consists of one finite difference approximation along a randomly chosen direction whose components are drawn independently from with equal probability for each of the variables optimized over. Each individual gradient approximation is therefore fairly poor, but it is proven in [4] that for a proper choice of the "gain sequences" that determine step size for the gradient multiplier and the finite differencing, the approximation errors "average out" over the course of the algorithm. In our practical implementation of SPSA, each new gradient estimate is averaged with the previous iteration gradient in order to enhance algorithmic stability.
The SPSA literature provides guidance, but no firm rules for parameter choices. Following the notation of Fig. 4 
, where is the current algorithm iteration. These parameter choices are suggested by Spall [4] , [5] as reasonable, and we did not find algorithm performance to be very sensitive to this choice. Also following Spall [4] , [5] we choose the parameter to be the standard deviation of a small set of objective function measurements taken before beginning the main algorithm loop (we use a sample size of 10). We choose the stability constant to be % of the total expected/desired number of iterations. Proper choice of is most important, and we use a variation of Spall's "semiautomatic" method, in which is set based on the magnitude of the step size in the first iteration of the algorithm. Specifically, prior to the main algorithm loop, we average several initial "noisy" SPSA gradient estimates taken at the algorithm's starting weight vector, to use in the first iteration. Using this and the previously-set parameters, we determine the value for that will ensure that the effective step size of the first SPSA iteration is equal to an appropriate pre-chosen value wstep (e.g., ). Here the 's are the unit-normed beamforming weight vectors in . In a generic implementation of SPSA for an arbitrary objective function, the achievable function optimum is not necessarily known in advance. This contrasts with the ICC use case, where the objective function is based on SCNR and a reasonable goal SCNR can be guessed in advance. Therefore our SPSA stopping criterion is very simple: check whether the objective function is better than a specified value; if so, stop.
The SPSA algorithm is designed to optimize a real-valued function of several real variables. The objective functions used by ICC depend on several complex-valued variables (weights with gain and phase). Before passing the objective function to the SPSA algorithm we separate each variable into real and imaginary parts, creating a function depending on twice as many variables, but all of them real-valued. Note: The SPSA algorithm is highly sensitive to the relative dependency of the objective function to each independent variable, an issue discussed further in Section IV.B. Because of this it is highly recommended to break up each complex variable into two real variables using real and imaginary parts, not gain and phase or any other alternate coordinate transformation.
IV. MODIFICATIONS
This section highlights the many innovations that significantly improve the performance and the convergence time of the algorithm. Given that this procedure must be performed as an in-flight calibration process in which each objective function evaluation requires a CPI of flight time, it is most important that the required number of objective function evaluations is as small as possible. Section A describes the form of the objective function used to comply with the requirements of the SPSA convergence theory. Section B describes how to condition the parameter space being searched over in order to achieve vast improvements in convergence time. Section C describes an optional taper loss constraint to ensure that good gain is maintained in the target direction. Section D discusses a good starting point for the search.
A. Objective Function
The objective function to maximize by SPSA is based on an estimate of SCNR in (1). However, is necessary to take the logarithm of the original objective function. This is because the magnitude of random fluctuations in SCNR from CPI to CPI generally depend proportionally on the amount of sidelobe clutter observed with the current set of beamforming weights. Thus the fluctuations in SCNR are approximately multiplicative, whereas the convergence theory for the core SPSA algorithm assumes random fluctuations that are additive (more precisely, it assumes that when the random fluctuations are written additively, their variance is uniformly bounded across the parameter space). Taking a logarithm converts multiplicative errors into additive errors, yielding an objective function of the desired form for SPSA rapid convergence. Any logarithm will do, but because it's familiar, we use the conversion to dB scale. Finally, since the standard SPSA algorithm is designed for minimization, while we seek to maximize SCNR, we multiply by . So, our objective function is defined to be (4)
B. Weight Vector Parameterization
As is typical of 1st order numerical optimization algorithms, SPSA performance is highly dependent on the relative scaling properties of the independent variables over which the optimization is being performed, and different parameterizations of the same objective function may require vastly different convergence times. It is well-known [8] that the asymptotic performance of such algorithms depends on the condition number (ratio of maximum to minimum eigenvalues) of the objective function's Hessian matrix (matrix of 2nd derivatives), evaluated at the optimal point. Heuristically, this is because a well-conditioned Hessian matrix implies that the gradient vector does not change direction very much as we approach the optimal point; therefore, the algorithm can take larger step sizes and reach its destination in fewer iterations.
We would therefore like to choose a weight vector parameterization for which this Hessian matrix is as close to an identity matrix as possible. The default, "element-space" parameterization yields extremely poor Hessian conditioning and unacceptably poor convergence properties. We now describe a procedure that achieves excellent Hessian conditioning by choosing a parameterization in which a modeled clutter covariance matrix reduces to an identity matrix. One can describe the procedure as pre-scaling the parameter space based on a model clutter covariance matrix; the effective step size in a high-clutter parameter direction is scaled to be proportionately smaller than the corresponding step size in a low-clutter parameter direction. This reparameterization typically improves convergence by several orders of magnitude over an element-space parameterization. Additionally, it provides a natural choice of nested parameter subspaces that can be used in some cases to reduce the number of parameters over which we must optimize, from to some smaller number ; this can further reduce convergence time, and is useful in applications for which the reduced-dimensional subspace-optimal SCNR is sufficiently close to the full-dimensional optimal SCNR.
A parameterization is specified by a set of fixed weight vectors . Instead of directly optimizing over the complex element weights that form the components of , we let (5) and optimize over the complex coefficients as components of a vector we define . By forming the matrix whose columns are , the rules of matrix multiplication give (in MATLAB notation): (6) We now assume that is a modeled sidelobe clutter covariance matrix based upon idealized antenna element patterns (i.e., without calibration errors). Such an should be computed for each look direction to be fit. This can be accomplished in a number of ways. For example, the RLSTAP or the commercial version RAST-K software package [6] , [7] can simulate radar returns from a flight over a specified geographic region, allowing one to form simulated range-Doppler maps, from which can be computed. In our simulations, an based on models where the patterns of all antenna elements are identical, thus ignoring element to element pattern differences yielded excellent ICC performance when applied to simulation data that included these pattern differences (i.e., calibration errors).
Given an appropriately computed from the model, let where is a diagonal matrix of positive eigenvalues in ascending order and is a unitary matrix whose columns are the corresponding eigenvectors. Define . The scaling of the parameter space by the modeled eigenvalues achieved by conditions the Hessian matrix of the objective function. Choose the dimensionality of the parameter space (this choice is discussed below). Let be the first columns of and define . Due to our choice of parameterization, is both the constraint vector and the model-optimal weight vector for the reduced dimension subspace. The weight vector parameterization is then specified (in MATLAB notation) by the matrix (7) Geometrically, the first column of is the model-optimal weight vector when restricted to the subspace. The remaining columns are an orthonormal basis of the orthogonal complement to the first column, when using the standard complex inner product on the coordinates. [Note that in MATLAB, produces a -orthonormal basis spanning all such that .] Using this choice of gives a parameterization with the following nice properties: in the limiting case of a perfectly calibrated array (i.e., the case the modeled covariance matrix was based on), 1) is the theoretically optimal beamformer for the beamspace, and 2) the Hessian matrix of the objective function at is the identity matrix. should be chosen large enough that the best taper loss achievable in is very small. This best taper loss is achieved by orthogonal projection of onto , the subspace spanned by the columns of . From (2) it is easily computed as (8) (where, as always, has been unit-normed). Therefore one can specify a and choose as the smallest integer such that . In simulations, using dB produces excellent performance.
The above provides a reasonable minimum value of . However, more degrees of freedom may still be necessary to adequately calibrate the look direction, in which case needs to be increased. Even using full degrees of freedom , ICC can achieve very good performance in simulation.
This search space parameterization achieves a well-conditioned Hessian matrix, nearly an identity, for all values of .
C. Taper Loss Constraint
The objective function defined above can be modified with additional terms called "soft constraint" terms. These are terms meant to push the minimization routine away from values of with undesirable properties by making the objective function get very large when these properties hold.
One useful soft constraint is on taper loss, , as defined by (2). The original above already has a term that accounts for , but an additional soft constraint term is sometimes useful in order to essentially limit to some maximally-acceptable value. A modified objective function with a soft constraint on is zero when is acceptable but grow rapidly when is too large. Since it is being used in an optimization routine that estimates derivatives, it should be continuously differentiable. In fact, we prefer it have continuous derivatives up to third order, as this is the level of smoothness assumed in the SPSA convergence proof in [4] . To achieve these goals we select an appropriate which is 0 for , increases rapidly for , and modify the objective function (9) where is the taper loss threshold to avoid exceeding.
D. Starting Weights
There are two decisions involved in choosing a starting weight for a new ICC run. First, choice of an dimensional weight vector , and second, the method used to convert into the parameter space.
For the first decision, two good choices for include the quiescent vector and , a weight vector predicted to have low sidelobes by the best calibration data available. Typically in simulations, starting with may help ICC converge slightly faster, but the eventual taper loss achieved is worse, compared to starting with . If many beams are to be calibrated, a phased shifted version of an adjacent calibrated beam is a good starting choice.
For the second decision, there are two sensible ways to convert to the parameterization. The first is orthogonal projection . The second is "projection in the metric," which is given simply by . Here is a vector in that is converted to the parameters by normalizing the first entry to be 1 and taking the remaining entries . The -metric projection method is always preferred when , because this choice produces the model-optimal beamforming weights.
From the above, there may be multiple candidates for an initial for an ICC run. Since it takes only a single CPI to test each candidate, it is prudent to test each one at the beginning of an ICC calibration to ensure an excellent starting point.
V. RESULTS
Figs. 5 to 9 show simulated ICC results. The 250 element antenna with half wavelength spacing was composed of 5 horizontal rows of 50 elements. Fig. 5 shows a perfect antenna element and two other distorted antenna element patterns used in the simulation. The distortions are due to manufacturing tolerances and near-field multipath effects from the aircraft. Fig. 6 shows a before ICC antenna pattern pointed at a depression angle of , with an attempt to make low sidelobes. The high sidelobes at the two indicated locations are not desirable and ICC was used to produce the antenna pattern in Fig. 7 which suppresses the high sidelobes.
The data for these results was simulated with RAST-K [7] . We generated 100 CPIs of radar data in 100 sec flying over a relatively homogeneous region of Nebraska. The km, m/sec, GHz, kHz, and 10% duty cycle. The radar was clutter-Doppler unambiguous but had 35 range ambiguities to the horizon. Each 0.01 sec CPI was composed of 200 pulses plus 35 clutter fill pulses that were ignored in processing. The transmit antenna pattern was broadened to highlight the sidelobe clutter. A similar simulation was run using perfect antenna patterns in a flight over a mountainous region of Idaho to generate the model covariance matrix used for the weight vector parameterization described in Section IV.B. Similar results have been achieved with all data over mountainous terrain.
It was not feasible to simulate the thousands of CPIs needed and thus each iteration of ICC randomly selected 3 adjacent CPIs from the 100. Fig. 8 shows the objective function vs. iterations using all degrees of freedom, , and . The antenna pattern in Fig. 7 was based upon 6000 iterations, corresponding to 3 min of radar data, which is a modest amount of time for calibration purposes. Beyond 6000 iterations the objective function continues to decrease slowly but with little impact upon the antenna patterns. Fig. 9 shows the average clutter-to-noise versus normalized Doppler at the beginning of the simulation, after 3000, 6000, 10000 iterations, and from covariance inversion to compute the ideal . Notice the original high clutter power at and a few other locations. By 6000 iterations the clutter power is close to the ideal and increasing to 10000 shows little added benefit. With the normal (non-broadened) transmit beam the residual sidelobe clutter will be lower.
VI. SUMMARY
This communication addressed the problem of generating a low-sidelobe beamformer for a poorly calibrated phased array antenna mounted on an aircraft. The antenna has controllability of all antenna elements in the beamformer but observability of at most a few beamformer outputs. A stochastic optimization algorithm based upon observing the CPI to CPI fluctuation of the sidelobe clutter power with constraints to maintain gain has been shown to produce good results in simulation. The core algorithm is based upon [4] , [5] and the contribution of this communication is the many modifications to dramatically speed up convergence time thereby making it practical for this application. Since the optimization algorithm must be run in real time during a flight, convergence time is very important. None of the traditional optimization methods normally found in toolboxes like MATLAB are applicable.
