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V magistrskem delu obravnavajte problem napovedovanja povezav v velikih hete-
rogenih omrežjih, ki vsebujejo vozlišča in povezave različnih tipov. V ta namen
proučite različne metode za napovedovanje, ki temeljijo na predstavitvah omrežja v
izbranem vektorskem prostoru. Metode naj vsebujejo vsaj ročno načrtovanje značilk
za učenje [39], pristope na osnovi naključnih sprehodov po omrežju [16] in različne
metode za globoko učenje nad omrežji [30]. Vse metode implementirajte in eks-
perimentalno primerjajte na različnih realnih podatkovnih množicah ter statistično
ovrednotite rezultate [15]. Predlagajte najbolj primerno metodo za reševanje pro-
blema napovedovanja povezav ter opišite njene prednosti in slabosti.
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Napovedovanje povezav v heterogenih omrežjih z uporabo vložitev
vozlišč v vektorski prostor
Povzetek
Veliko kompleksnih sistemov iz realnega sveta lahko predstavimo z uporabo he-
terogenih omrežij. Algoritmi za napovedovanje povezav uporabljajo informacijo o
strukturi omrežja za identifikacijo manjkajočih podatkov ali napovedovanje povezav,
ki se bodo z veliko verjetnostjo pojavile v prihodnosti. V magistrski nalogi imple-
mentiramo in med seboj primerjamo različne modele za napovedovanje povezav v
heterogenih omrežjih, ki temeljijo na predstavitvah omrežja v vektorskem prostoru.
Uporabimo preprost model z ročnim načrtovanjem značilk, pristop, ki temelji na
podlagi naključnih sprehodov po meta poteh v omrežju, in globoke metode za uče-
nje na homogenih in heterogenih omrežjih. Metode eksperimentalno vrednotimo
na štirih realnih podatkovnih množicah, v katerih se pojavijo različne vrste pove-
zav. Kot metriko za merjenje uspešnosti metod uporabimo površino pod krivuljo
ROC, rezultate pa med seboj primerjamo z uporabo neparametričnih testov, kot
sta Friedmanov test in post-hoc Nemenyi test. Rezultati kažejo, da so za reševa-
nje problema najprimernejše konvolucijske mreže grafov, prilagojene za heterogena
omrežja. Slabost pristopov globokega učenja pa je, da ne moremo utemeljiti nji-




Link prediction in heterogenous networks by embedding nodes in the
vector space
Abstract
Many complex real-world systems can be modeled as heterogeneous networks.
Link prediction in such networks can be used to detect missing information or pre-
dict future relationships based on currently observed connections. In the thesis, we
compare various methods for the task of link prediction on heterogeneous networks.
We implement four different models, all based on embeddings of nodes in vector
space. We compare a simple model with manually selected link features, a method
based on random walks on meta paths in the graph and an autoencoder model
with graph convolutional networks for homogenous networks and its adaptation for
heterogeneous networks. Area under ROC curve is used to evaluate algorithms’ per-
formance. We conduct experiments on four real-world datasets, resulting in various
edge types to test on. To measure if the results between classifiers are statistically
significant, non-parametric statistical tests such as the Friedman test and post-hoc
Nemenyi test are used. Results show that graph autoencoder model modified for
heterogeneous networks outperforms other methods. The main drawback of deep
learning models is, that they are not interpretable and their process of decision ma-
king cannot be explained. In some cases, it is better to use them in combination
with other methods.
Math. Subj. Class. (2010): 68R10, 68T05, 68T30
Ključne besede: analiza omrežij, heterogena omrežja, napovedovanje povezav,
konvolucijske mreže grafov






Družbene, biološke in informacijske kompleksne sisteme iz vsakdanjega življenja
lahko pogosto predstavimo z uporabo omrežij [43]. Omrežja so močno orodje za
predstavitev podatkov, kjer nastopa veliko število različnih komponent povezanih
med seboj. Te komponente so med drugimi lahko osebe, živali, računalniki, spletne
strani ali biološke komponente, povezave pa predstavljajo interakcije med njimi. Pri-
meri realnih omrežij vključujejo družbena omrežja, svetovni splet, nevronske mreže,
shemo prometnih povezav, komunikacijska omrežja računalnikov in človeške mo-
žgane. V številnih realnih omrežjih lahko opazimo karakteristične vzorce povezo-
vanja, ki jih značilno ločijo od naključnega sveta [45]. Ker večina realnih omrežij
vsebuje veliko število komponent, več deset tisoč ali več sto tisoč vozlišč in povezav,
jih ročno ne moremo analizirati. Čeprav so omrežja ali grafi kot orodje za preučeva-
nje realnih sistemov prisotna že od 18. stoletja dalje, se je šele pred približno 20 leti
pojavilo novo področje imenovano analiza omrežij. Raziskovalci iz različnih področij
so z leti razvili obsežen nabor matematičnih, računalniških in statističnih algoritmov
in tehnik za analiziranje in razumevanje kompleksnih sistemov prestavljenih v obliki
omrežij. Modeliranje podatkov v obliki omrežij in uporaba omenjenih orodij sta
omogočila raziskovalcem razumeti najrazličnejše kompleksne sisteme, analiza omre-
žij pa je v preteklosti že velikokrat prispevala k številnim pomembnim spoznanjem
in odkritjem [61, 35, 7, 8, 36].
V magistrskem delu se ukvarjamo s problemom napovedovanja povezav v omrežju
[39]. Povezave predstavljajo interakcije med objekti in so osnova za analizo omre-
žij. Iz vzorcev povezovanj lahko v omrežjih najdemo skupine, ugotovimo, katera
vozlišča so pomembna, kateri kategoriji pripadajo itd. Ko napovedujemo povezave
v omrežju, želimo na podlagi obstoječe strukture omrežja in atributov vozlišč napo-
vedati verjetnost povezave med dvema vozliščema. Na ta način lahko identificiramo
manjkjoče povezave ali povezave, ki se bodo z veliko verjetnostjo pojavile v pri-
hodnosti. Uporaba algoritmov za napovedovanje povezav z namenom odkrivanja
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manjkajočih podatkov je na primer uporabna v bioloških omrežjih. V omrežjih, kot
so metabolična in prehranjevalna omrežja ter omrežje proteinskih interakcij, mora
biti obstoj povezave potrjen s strani domenskega strokovnjaka, poizkusi pa so na-
vadno časovno in denarno potratni. Namesto naključnega preverjanja vseh možnih
interakcij med objekti, si pomagamo z uporabo modelov za napovedovanje pove-
zav. Tako domenski strokovnjaki izvedejo le poizkuse za tiste povezave, za katere
model napove veliko verjetnost obstoja. Če so napovedi dovolj natančne, lahko na
ta način drastično zmanjšamo stroške poizkusov. Poleg identifikacije manjkajočih
povezav lahko algoritme za napovedovanje povezav uporabimo za iskanje povezav,
ki v omrežju še ne obstajajo, a se bodo z veliko verjetnostjo pojavile v prihodnosti.
Tako lahko napovedujemo, kako se bo omrežje razvijalo. V socialnih omrežjih si
te povezave lahko predstavljamo kot priporočanje prijateljstev, v omrežjih sodelo-
vanj med znanstveniki pa iskanje potencialnih sodelavcev pri pisanju znanstvenega
prispevka.
Časovna in prostorska učinkovitost algoritmov za analizo omrežij sta pogosto
odvisni od načina predstavitve omrežja. Tipično lahko omrežje predstavimo z ma-
triko sosednosti. Problem te predstavitve podatkov je, da zajame le sosednje odnose
med vozlišči, ne moremo pa z njo predstaviti kompleksnejših struktur, kot so na
primer poti ali pogoste podstrukture v omrežju. Posledično so algoritmi za analizo
omrežij običajno časovno in prostorsko zahtevni, kar je še posebej problematično,
ko imamo opravka z realnimi omrežji z velikim številom komponent. Tem omeji-
tvam bi se radi izognili z drugačno predstavitvijo omrežja, ki bi nam omogočala
uporabo klasičnih metod strojnega učenja. Napovedovanje povezav v omrežju lahko
namreč predstavimo v obliki klasifikacijskega problema. Zanima nas, ali se bo med
parom vozlišč pojavila povezava ali ne, kar lahko razumemo kot pripadnost razre-
dom 0 in 1. Da bi lahko za reševanje problema uporabili tipične metode strojnega
učenja, potrebujemo podatke v obliki matrike primerov, kjer je vsak primer pred-
stavljen z vektorjem značilk. Da bodo algoritmi dobro delovali, morajo biti značilke
informativne, med seboj različne in neodvisne. V zadnjem času je veliko razisko-
valnega interesa vzbudilo tako imenovano reprezentativno učenje [21], ki se ukvarja
s predstavitvijo omrežja v latentnem, nizko dimenzionalnem vektorskem prostoru.
Vsakemu vozlišču iz omrežja želimo prirediti vrednost v vektorskem prostoru tako,
da pri tem ohranimo informacije o strukturi omrežja. Če zadostimo še zahtevam o
medsebojni neodvisnosti značilk, lahko na dobljeni predstavitvi omrežja uporabimo
metode strojnega učenja, ki delujejo na vektorskih podatkih.
Kljub velikemu potencialu je učenje omrežne predstavitve zahteven problem. So-
očamo se z vprašanji, kako ohranjati lokalne in globalne soseščine v novem prostoru
in kako pri učenju upoštevati vsebinske lastnosti oziroma atribute vozlišč. Velik
izziv predstavlja tudi redkost realnih omrežij in zahteva po skalabilnosti algoritmov
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na velike podatke. Metode za učenje predstavitve vozlišč v vektorskem prostoru se
v splošnem delijo na plitke in globoke. Pri uporabi plitkih metod je potrebno naj-
prej definirati kriterijsko funkcijo in funkcijo podobnosti med vozlišči, ki sta nato
uporabljeni v procesu učenja. V postopku optimizacije kriterijske funkcije se algo-
ritmi naučijo celotne matrike vložitev, kar pomeni veliko število učnih parametrov.
Globoke metode za učenje predstavitev izhajajo iz konvolucijskih nevronskih mrež,
ki v praksi dosegajo dobre rezultate predvsem v prepoznavi slik ali besedil, upora-
bljamo pa jih lahko na podatkih v obliki regularne mreže. Pojavi se vprašanje, kako
definirati konvolucijske operacije na realnih omrežjih, ki nimajo regularne oblike. S
tem se ukvarjajo konvolucijska omrežja grafov, ki definirajo operacijo konvolucije za
omrežja. Njihova prednost pred plitkimi metodami reprezentativnega učenja je, da
je število učnih parametrov manjše, predstavitve lahko generirajo tudi za do tedaj
nevidena vozlišča, hkrati pa lahko v procesu učenja uporabljajo tudi značilke vozlišč.
V magistrskem delu obravnavamo problem napovedovanja povezav v heteroge-
nih omrežjih, t.j. omrežjih, ki vsebujejo več različnih vrst vozlišč in povezav. Pri
tem uporabimo različne metode, ki temeljijo na vložitvah vozlišč omrežja v vek-
torski prostor. Vsebina magistrskega dela je razdeljena na štiri poglavja. Najprej
opišemo heterogena omrežja in podatkovne množice, ki smo jih uporabili za analizo.
Sledi predstavitev uporabljene metodologije, kjer podrobneje opišemo tri različne
pristope in njihovo implementacijo. V nadaljevanju podamo rezultate analiz in dis-
kusijo le-teh. Zaključimo s sklepom, kjer povzamemo dosežke magistrskega dela in




Kompleksne sisteme iz realnega sveta lahko pogosto predstavimo v obliki omrežij
(angl. network). Zgradbo omrežja navadno predstavimo z grafom, matematično
strukturo sestavljeno iz množice vozlišč, ki predstavljajo objekte, ter množice pove-
zav med njimi, ki predstavljajo različne vrste interakcij med objekti. Formalno graf
definiramo kot urejen par G = (V,E), kjer je V = {v1, v2, ..., vn}, n = |V | nepra-
zna končna množica elementov, ki jih imenujemo točke oziroma vozlišča grafa, in E
množica povezav med njimi E ⊆ {{vi, vj} | vi, vj ∈ V }, m = |E|. Graf je usmerjen
(angl. directed), če je smer povezave med vozlišči pomembna, v nasprotnem primeru
pa pravimo, da je graf neusmerjen (angl. undirected). Če povezavam med vozlišči
določimo uteži, govorimo o uteženih (angl. weighted), sicer pa o neuteženih (angl.
unweighted) grafih. Grafom realnih sistemov, ki pogosto vsebujejo dodatno znanje
o vozliščih in povezavah, pravimo omrežja.
V magistrski nalogi obravnavamo neusmerjena, neutežena omrežja, ki jim ek-
splicitno določimo tip vozlišč in tip povezav. Množico tipov vozlišč označimo z
TV , množico tipov povezav pa z TE. Za homogena omrežja velja, da je |TV | = 1
in |TE| = 1, imamo torej le en tip vozlišč in en tip povezav. V primeru, da je
|TV |+ |TE| > 2, govorimo o heterogenem omrežju [53]. Zgradbo kompleksnih hetero-
genih omrežij opišemo z uporabo omrežne sheme (angl. network schema). Omrežna
shema je visokonivojska predstavitev omrežja, ki določa omejitve nad objekti in po-
vezavami med njimi. Formalno omrežno shemo omrežja G = (V,E) definiramo kot
TG = (TV , TE), skupaj s preslikavo vozlišč v tip vozlišča τ : V → TV in preslikavo
povezav v tip povezave ϕ : E → TE. Omrežna shema določa, med katerimi vrstami
objektov se povezave lahko nahajajo in kaj le-te pomenijo. Objekti v heterogenem
omrežju so med seboj povezani preko poti, ki imajo različne pomene. Zgradbo poti
med objektoma v heterogenem omrežju predstavimo z meta potjo, ki jo definiramo
kot P : V1 → V2 → ... → Vl, in predstavlja pot med vozliščem v1 tipa V1 in vozli-
ščem vl tipa Vl, pri čemer za vozlišča na poti velja τ(vi) = Vi. V primeru, da med
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vozliščema določenih tipov obstaja več vrst povezav, določimo še zaporedje tipov
povezav (E1, E2, ..., El−1), ki opišejo vrsto povezav med objekti v meta poti.
Enostaven primer heterogenega omrežja, ki ga pogosto najdemo v literaturi, se-
stavimo iz bibliografskih podatkov. Omrežje vsebuje več vrst vozlišč, npr. avtorji,
prispevki in konference, med katerimi so različni tipi povezav, npr. avtor objavi
prispevek, prispevek je objavljen na konferenci itd. V homogenem omrežju soav-
torstev sta dva avtorja med seboj povezana, če sta skupaj napisala prispevek. V
opisanem heterogenem omrežju pa sta dva avtorja lahko med seboj povezana preko
prispevka, ki sta ga skupaj napisala, ali pa preko konference, na kateri sta oba ob-
javila prispevek. Meta poti lahko združujemo in tako dobimo zanimive relacije med
objekti.
Kljub temu, da so heterogena omrežja v realnem svetu precej običajna, so v lite-
raturi manj pogosto obravnavana. Ker upoštevajo različne vrste vozlišč in povezav,
bolje predstavijo realne sisteme in učinkoviteje združujejo več različnih informacij.
V nadaljevanju predstavimo štiri različne domene in podatke, na katerih smo pri-
merjali metode obravnavane v magistrskem delu.
2.1 Znanstveno objavljanje
Z analizo bibliografskih omrežij se raziskovalci ukvarjajo že od leta 1965 dalje [49].
Analiza takih omrežij lahko pomaga razumeti strukturo raziskovalnih področij in
poda zanimive vpoglede v razvoj znanosti in raziskovalno dejavnost. K razvoju
raziskovalnega področja ne prispeva neposredno, lahko pa nam pomaga raziskati
njegov razvoj, poiskati najbolj vplivne avtorje ali identificirati področja raziskav,
kjer avtorji raje delajo sami ali v manjših skupinah. Ta omrežja so raziskovalcem
običajno enostavno razumljiva in zato dober primer podatkov, na katerih lahko
preizkusijo novo razvite metode.
Primeri analiz na bibliografskih omrežjih vključujejo analizo strukture znano-
sti [51], razvrščanje prispevkov v skupine [56], odkrivanje vpliva pozicije avtorja v
omrežju na število citiranj [9, 17], identifikacijo odmevnih objav, ki so najbolj pri-
spevale k razvoju področja [57, 28] itd. Problem napovedovanja povezav se pojavlja
predvsem v povezavi z omrežji sodelovanj, kjer se sprašujemo o možnih soavtorstvih
v prihodnosti. Uspešna raziskovalna sodelovanja lahko združijo različne perspektive
in doprinesejo k večji produktivnosti, novim odkritjem ali aplikacijam znanosti na
različna področja. Kljub zavedanju da je sodelovanje pomembno, je identifikacija
ustreznih sodelavcev za raziskovalce lahko težavna naloga zaradi pomanjkanja zado-
stnih informacij o drugih raziskovalcih in strokovnjakih na raziskovalnem področju.
Študije s področja analize omrežij kažejo, da se je mogoče problema lotiti z vidika
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napovedovanja povezav v omrežjih sodelovanj [58, 22, 26], kjer napovedana povezava
predstavlja priporočilo za sodelovanje raziskovalcev.
Aplikacij metod analize omrežij na bibliografske podatke je veliko, prav tako
pa so omrežja, ki jih lahko zgradimo iz teh podatkov, zelo raznolika. V večini
omenjenih raziskav za napovedovanje povezav so raziskave narejene na homogenih
omrežjih sodelovanj med avtorji. Ta omrežja vsebujejo le en tip vozlišč, in sicer
avtorje, med njimi pa obstaja ena vrsta povezav, in sicer soavtorstvo. V resničnem
bibliografskem omrežju pa obstaja več vrst objektov, kot so npr. avtorji, prispevki,
konference, revije in področja, med temi objekti pa so različne vrste povezav.
V magistrski nalogi obravnavamo heterogeno omrežje, ki smo ga zgradili iz po-
datkov iz SICRIS-a [3], informacijskega sistema o raziskovalni dejavnosti v Sloveniji.
Glavni namen SICRIS-a ni zbiranje podatkov o raziskovalnih prispevkih, temveč
vrednotenje raziskovalne uspešnosti posameznikov in raziskovalnih skupin. Upora-
blja se kot orodje za sprejemanje odločitev o pridobivanju raziskovalnih sredstev.
Pri interpretaciji rezultatov analize omrežja moramo biti pozorni, saj lahko način




Slika 2.1: Skica sicris omrežja
Podatkovna množica vsebuje podatke o raziskovalcih, znanstvenih prispevkih,
projektih, raziskovalnih skupinah, disciplinah in raziskovalnih področjih. Uporabili
smo podatke o znanstvenih prispevkih in raziskovalnih področjih ter zgradili he-
terogeno omrežje, prikazano na sliki 2.4. Na skici vidimo, da omrežje vsebuje tri
tipe vozlišč, in sicer avtorje, prispevke in področja, ter dva tipa povezav. Povezava
med vozliščem tipa avtor in vozliščem tipa prispevek pomeni, da je avtor napisal
prispevek. Prispevek ima lahko več avtorjev, prav tako pa lahko avtor napiše več
prispevkov. Povezava med vozliščem tipa avtor in vozliščem tipa področje pomeni,
da je avtor aktiven na določenem raziskovalnem področju. Avtor je lahko primarno
aktiven na enem področju. Kot je razvidno iz tabele 2.1, imamo v tako zgrajenem
omrežju skupno 45.460 vozlišč, od tega je največ vozlišč tipa prispevek, in sicer več
kot 95%. Omrežje vsebuje 2.053 avtorjev, ki se udejstvujejo na 22 različnih po-
dročjih. Tabela 2.2 prikazuje število in porazdelitev povezav v zgrajenem omrežju.
Skupno število povezav v omrežju znaša 72.307. Največ je povezav med vozlišči tipa
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avtor in vozlišči tipa prispevek, in sicer 70.635, kar znaša 97, 6%. V tako definira-
nem omrežju je število vseh možnih povezav 89.114.571. Izračunamo lahko, da je
v omrežju prisotnih 0,08% vseh možnih povezav, torej gre za redko omrežje. Opa-
zimo, da kljub temu da bi pričakovali, da je število povezav med vozlišči tipa avtor
in vozlišči tipa področje enako številu vozlišč tipa avtor, temu ni tako. Ker se vsak
avtor udejstvuje na enem področju, bi morali za vsakega avtorja imeti povezavo, v
podatkih pa se pojavi povezava za 81,4% vozlišč.
Napovedovanje povezav v opisanem omrežju je uporabno za odkrivanje napačnih
informacij in manjkajočih podatkov. V uporabljeni podatkovni množici SICRIS,
za skoraj 20% avtorjev nimamo podatka o področju, na katerem se udejstvujejo.
Omrežje bi lahko razširili tako, da bi med vozlišči tipa avtor dodali povezave, če sta
avtorja sodelovala vsaj pri enem prispevku. Tako bi lahko napovedovali soavtorstvo
v prihodnosti oziroma priporočanje potencialnih sodelavcev.
Tip vozlišča prispevek avtor področje
# vozlišč 43.385 2.053 22 45.460
Tabela 2.1: Število vozlišč v sicris omrežju
Tip povezave prispevek-avtor avtor-področje
# povezav 70.635 1.672 72.307
Tabela 2.2: Število povezav v sicris omrežju
2.2 Spletna prodaja
Nakupovanje preko spleta je priljubljen način potrošnje, saj je priročno, ugodno in
hitro. Pomembne lastnosti spletne prodaje, ki pritegnejo uporabike, so možnost
primerjave cen izdelkov, možnost postavljanja vprašanj in pregled mnenj ostalih
kupcev. V zadnjih letih se je spletna prodaja močno povečala. V ZDA je letu 2018
spletna prodaja fizičnega blaga znašala 504,6 milijarde ameriških dolarjev in naj bi
leta 2023 presegla 735 milijard ameriških dolarjev [2].
Hitra rast spletne prodaje pomeni, da ogromno podjetij ponuja izdelke bodisi na
svojih spletnih straneh bodisi na spletnih maloprodajnih platformah, kot sta Ama-
zon ali eBay. Velika količina informacij o izdelkih na spletu predstavlja izzive za
stranke in spletna podjetja v okolju e-trgovine [25]. Stranke se pogosto srečujejo s
težavami pri iskanju izdelkov na spletu, medtem ko spletna podjetja pogosto pre-
plavi velika količina podatkov o uporabnikih. Preobremenjenost z informacijami o
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izdelkih in transakcijah na spletu so problem, ki ga rešujemo s pomočjo priporočilnih
sistemov.
Priporočilni sistemi so namenjeni za podporo odločanju tako kupcev kot proda-
jalcev. Priporočila so personalizirana oziroma prilagojena uporabnikovim interesom,
zato so različnim uporabnikom prikazani različni izdelki. S tem uporabnik prihrani
čas, ki bi ga sicer porabil za iskanje izdelkov. Z vidika spletne trgovine je priporočilni
sistem orodje za povečanje prodaje. To dosežejo tako, da uporabnikom, ki le br-
skajo po strani, priporočijo njim zanimive izdelke in jih tako prepričajo v nakup, ali
pa s povečanjem navzkrižne prodaje, kjer glede na izdelke v košarici priporočijo še
dodatne izdelke, ki jih uporabnik sicer ne bi kupil. Na dolgi rok uspešni priporočilni
sistemi krepijo zvestobo potrošnikov, kar je ob veliki konkurenci na trgu pomembna
poslovna strategija [52].
Spletni trgovci zbirajo razične podatke o uporabnikovih obiskih, ogledih izbranih
podstrani, kupljenih izdelkih in zadovoljstvu z nakupom. Z njimi opišejo tri osnovne
elemente priporočilnih sistemov, in sicer predstavitev uporabnikov, predstavitev iz-
delkov in predstavitev transkacij. Najpogosteje uporabljeni pristopi v priporočilnih
sistemih so skupinsko filtriranje (angl. collaborative filtering), vsebinsko filtriranje
(angl. contend-based filtering) in hibridni pristopi [62]. Večina priporočil izhaja iz
podobnosti med uporabniki in podobnosti med izdelki. Poleg tradicionalnih metod
za priporočanje lahko na problem gledamo tudi z vidika omrežij, saj gre za odnose
med elementi. Nakup lahko predstavimo kot povezavo med kupcem in izdelkom, do-
damo pa lahko tudi dodatne informacije, kot na primer poznanstva med uporabniki.
Priporočila predstavimo kot napovedovanje povezav v izbranem omrežju.
V magistrski nalogi uporabimo podatke podjetja Amazon, ki je eno izmed vodil-
nih spletnih mest za spletno nakupovanje. Ponuja veliko izbiro izdelkov, vključno
s knjigami, videoposnetki, zgoščenkami, igračami in igrami, elektroniko, kuhinjsko
posodo, računalniki itd. Podatke smo pridobili iz repozitorija SNAP [38, 37], podat-
kovna množica pa vsebuje informacije o knjigah, zgoščenkah in video kasetah. Za
vsak izdelek imamo na voljo podatke o prodajni uspešnosti, seznam izdelkov, ki so
pogosto kupljeni v kombinaciji z izbranim izdelkom, kategorijo, v katero spada izde-
lek, in ocene uporabnikov, ki so izdelek kupili. Podatkovna množica je bila zbrana
v letu 2006 in skupno vsebuje 548.552 izdelkov. Uporabili smo samo podatke o
knjigah, ki predstavljajo večino celotne podatkovne množice.
Iz izbranih podatkov smo zgradili heterogeno omrežje, ki vsebuje tri tipe voz-
lišč in tri tipe povezav. Uporabili smo podatke o izdelkih, ki so pogosto kupljeni
skupaj, kategorijah in ocenah uporabnikov ter jih smiselno predstavili z omrežjem.
Omrežje vsebuje vozlišča tipa uporabnik, izdelek in kategorija, njegova skica pa je
prikazana na sliki 2.2. Povezava med vozliščem tipa uporabnik in vozliščem tipa





Slika 2.2: Skica amazon omrežja
lahko interpretiramo, kot da mu je bil produkt všeč. Povezava med vozliščema tipa
produkt označuje produkte, ki so pogosto kupljeni skupaj, povezava med vozliščem
tipa produkt in vozliščem tipa kategorija pa pomeni, da produkt spada v določeno
kategorijo. Napovedovanje povezav v tem omrežju je uporabno na več načinov, in
sicer kot uporabniku prilagojeno priporočanje izdelkov, priporočanje izdelkov, glede
na izdelke v košarici, in dopolnjevanje manjkajočih podatkov.
Podatkovno množico smo dodatno filtrirali tako, da smo uporabili samo pro-
dukte, ki so bili pozitivno ocenjeni več kot 50-krat. To so torej knjige, ki so bile
všeč vsaj nekaj ljudem. Kot je vidno iz tabele 2.3, ima končno zgrajeno omrežje
skupaj 26.088 vozlišč, od tega 10.580 vozlišč tipa kupec, 15.442 vozlišč tipa produkt
in 66 vozlišč tipa kategorija. Tipi vozlišč niso enakomerno zastopani, vozlišče tipa
kategorija pa predstavlja manj kot en odstotek vseh vozlišč. V tabeli 2.4 vidimo, da
skupno število povezav v omrežju znaša 429.163. Največje možno število povezav v
tako definiranem omrežju je 283.623.214, tako da se v omrežju nahaja 0,15% vseh
možnih povezav. Največ povezav v omrežju (kar 88%) je med vozlišči tipa kupec
in vozlišči tipa produkt. Če izračunamo razmerje med številom povezav določenega
tipa in številom možnih povezav tega tipa, dobimo gostoto podomrežja. Najgostejše
podomrežje je med vozlišči tipa kategorija in vozlišči tipa produkt, kjer se nahaja
1,53% možnih povezav.
Tip vozlišča kupec produkt kategorija
# vozlišč 10.580 15.442 66 26.088
Tabela 2.3: Število vozlišč v amazon omrežju
Tip povezave kupec-produkt produkt-produkt produkt-kategorija
# povezav 375.580 37.954 15.629 429.163
Tabela 2.4: Število povezav v amazon omrežju
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2.3 Priporočanje storitev
Podobno kot pri nakupovanju dobrin se tudi pri iskanju storitev potrošniki znajdejo
pred veliko ponudbo. Preobremenjenost z izbiro povzroči, da se potrošniki spopa-
dajo z občutki stresa, frustracijami in strahom pred neoptimalnimi odločitvami. V
zadnjih letih se je število ponudnikov izdelkov in storitev zelo povečalo in uporab-
niki imajo na voljo več možnosti kot kadarkoli prej. Ko se odločajo o tem, katero
restavracijo, frizerja ali športni tečaj izbrati, so ob veliki ponudbi demotivirani, na
koncu pa pogosto nezadovoljni z odločitvijo. Na tem področju je še pomembneje, da
je izbira prava, saj storitve, v nasprotju z izdelki, ko jo enkrat koristimo, ne moremo
več vrniti. Medtem ko so izdelki oprijemljivi, jih lahko vidimo in čutimo, imamo
o storitvi pred nakupom mnogo manj informacij, zato se ljudje običajno zanašajo
na mnenja uporabnikov, ki so storitev že koristili. Uporabnikom je v interesu, da
hitro najdejo storitev, ki jim bo ustrezala, ponudnikom storitev pa je pomembno,
da dobijo prave stranke, ki se bodo vračale in širile dobro besedo o njihovem poslu.
Ko ljudje uživajo v izjemnih storitvah, prijetnem vzdušju in profesionalnem od-
nosu, se pogosto trudijo, da o tem obvestijo druge ljudi. Podobno želijo druge ljudi
opozoriti pred slabimi storitvami. Mnenje množice ima na ljudi ogromen vpliv in
lahko povzroči propad ali vzpon nekega ponudnika storitve. Z razvojem tehnologije
in družbenih omrežij je postalo deljenje mnenj veliko enostavneje. Ena izmed bolj
priljubljenih spletnih platform, ki se osredotoča na ocenjevanje storitev in izmenjavo
informacij o njih, je Yelp.com. Spletna stran deluje kot družbeno omrežje, kjer sple-
tna skupnost ocenjuje restavracije, zdravnike, šole, taksi službe in predvsem manjša
podjetja, ki ponujajo storitve in izdelke. Glavni vir dohodka za spletno platformo
Yelp je oglaševanje storitev. Dober priporočilni sistem, ki pravim uporabnikom
prikazuje oglase za prave storitve, lahko zelo vpliva na uspešnost podjetja.
Priporočanja se lahko lotimo s tipičnimi priporočilnimi sistemi, lahko pa po-
novno gledamo na problem z vidika omrežja. Podatki, ki jih uporabimo, vsebujejo
informacije o lokalnih ponudnikih, ocenah in nasvetih uporabnikov ter uporabnikih
in njihovem socialnem krogu [4]. V podatkovni množici najdemo podatke o 188.593
ponudnikih storitev iz 69 ameriških zveznih držav. Ker pri priporočanju storitev
lokacija igra pomembno vlogo, v nadaljevanju obravnavamo le ponudnike iz zvezdne
države Arizona, ki predstavljajo približno tretjino vseh ponudnikov. Za vsakega po-
nudnika imamo na voljo informacije o njegovi točni lokaciji, številu zvezdic, številu
mnenj, odpiralne čase, kategorijo itd. Izmed atributov uporabimo le kategorijo, v
katero spada lokalni ponudnik, tj. restavracija, frizer, telovadnica itd. Kategorijo
bomo v našem omrežju predstavili s svojim tipom vozlišča. Uporabimo le tiste lo-
kalne ponudnike storitev, ki imajo število zvezdic vsaj 3.5 in so prejeli vsaj 20 ocen.
Poleg informacij o ponudnikih imamo na voljo tudi podatke o uporabnikih, kot so
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npr. njihovi osebni podatki, število napisanih ocen, povprečna dodeljena ocena, krog





Slika 2.3: Skica yelp omrežja
Iz tako filtriranih podatkov zgradimo heterogeno omrežje, ki ima tri različne tipe
vozlišč in tri različne tipe povezav. Njegova skica je prikazana na sliki 2.3. Povezava
med vozliščem tipa uporabnik in vozliščem tipa storitev pomeni, da je uporabnik
storitev ocenil z oceno 3,5 ali več. Ker vemo, da na odločitve o nakupih pogosto
vplivajo ljudje, ki jih potrošnik pozna in jim zaupa, uporabimo informacije o po-
znanstvih med uporabniki. Povezava med vozliščema tipa uporabnik pomeni, da
sta uporabnika prijatelja na spletni platformi Yelp. Povezava med vozliščem tipa
storitev in vozliščem tipa kategorija pomeni, da storitev spada v določeno kategorijo.
Storitve lahko spadajo v več kategorij, prav tako lahko kategorija vsebuje več različ-
nih storitev. Uporabnik ima lahko na spletni platformi veliko prijateljev, prav tako
pa ni omejeno, koliko storitev lahko oceni. V tabeli 2.5 vidimo, da tako dobljeno
omrežje vsebuje skupno 19.174 vozlišč, od tega 9.354 uporabnikov, 9.613 storitev
in 207 kategorij. Tipi vozlišč niso enakomerno zastopani. Medtem ko sta število
vozlišč tipa uporabnikov in število vozlišč tipa storitev približno enaka, je število
vozlišč tipa kategorija mnogo manjše. Število povezav v omrežju je 457.210, kar
predstavlja 0,34% možnih povezav v tako definiranem omrežju. V tabeli 2.6 vidimo,
da je največji delež povezav v omrežju med vozlišči tipa uporabnik in vozlišči tipa
storitev (okrog 73%). Najgostejše podomrežje je med vozlišči tipa storitev in vozlišči
tipa kategorija, kjer se pojavi 1,93% možnih povezav tega tipa.
Tip vozlišča uporabnik storitev kategorija
# vozlišč 9.354 9.613 207 19.174
Tabela 2.5: Število vozlišč v yelp omrežju
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Tip povezave uporabnik-uporabnik uporabnik-storitev storitev-kategorija
# povezav 85.739 333.050 38.421 457.210
Tabela 2.6: Število povezav v yelp omrežju
2.4 Človeške bolezni
Napredek na področju molekularne biologije je močno prispeval k širitvi našega zna-
nja o biologiji človeka in človeških boleznih. Velika količina podatkov o interakcijah
med biološkimi komponentami je povzročila zanimanje za razumevanje človeških
bolezni z vidika omrežij [14]. S predstavitvijo podatkov v obliki omrežij lahko dobro
opišemo kompleksnost in povezanost bioloških procesov, hkrati pa nam to omogoča
nadaljne raziskave in odkrivanje novih zakonitosti, ki lahko zmanjšajo stroške in čas
laboratorijskih poizkusov ter tako znatno prispevajo k razvoju področja.
Človeške bolezni analiziramo s pomočjo heterogenega omrežja, ki vsebuje tri raz-
lične tipe vozlišč, in sicer bolezni, gene in zdravila. Bolezni predstavimo z dvodelnim
grafom, ki je sestavljen iz vozlišč tipa bolezen in vozlišč tipa gen. Bolezen in gen sta
povezana s povezavo, če so mutacije v genu vpletene v motnjo prisotno v bolezni.
Osnovno omrežje človeških boleznih obogatimo z dodatnimi informacijami o zdra-
vilih in proteinskih interakcijah. Interakcije med proteini oziroma beljakovinskimi
molekulami v celici omogočajo razumevanje notranjega delovanja organizma. Gen
je del genskega zapisa organizma, ki kodira eno beljakovino. V našem omrežju ena-
čimo gen in protein, omrežje proteinskih reakcij pa predstavimo z vozlišči tipa gen
in povezavami med njimi, pri čemer se zavedamo, da s tem mislimo beljakovine, ki
jih geni kodirajo, in interakcije med njimi. Dodamo še informacije o zdravilih in nji-
hovih tarčnih molekulah v celicah. Zdravilo pri svojem delovanju targetira določene
proteine v celici, zato tudi v tem primeru govorimo o povezavah med vozlišči tipa




Slika 2.4: Skica biosnap omrežja
Podatke o človeških boleznih smo pridobili iz repozitorija BioSNAP [64], ki vse-
buje 33 podatkovnih množic, med njimi 24 omrežij, sestavljenih iz različnih bioloških
komponent, kot so organizmi, tkiva, geni, bolezni, zdravila itd. Uporabili smo tri po-
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datkovne množice [65, 66, 67] iz omenjenega repozitorija in zgradili omrežje s tremi
tipi vozlišč in tremi tipi povezav. Skica biosnap omrežja je prikazana na sliki 2.4.
Povezava med vozliščem tipa gen in vozliščem tipa zdravilo pomeni, da zdravilo pri
svojem delovanju targetira beljakovinsko molekulo, ki jo kodira gen, povezava med
vozliščema tipa gen predstavlja proteinsko reakcijo med beljakovinama, ki ju gena
kodirata, povezava med vozliščem tipa gen in vozliščem tipa bolezen pa pomeni, da
so mutacije v genu povezane z boleznijo. Tako dobljeno omrežje je sestavljeno iz
20.623 vozlišč, kjer je večina vozlišč tipa gen. Kot vidimo v tabeli 2.7, je število vo-
zlišč tipa zdravilo in število vozlišč tipa bolezen precej manjše. V tabeli 2.8 vidimo,
da ima omrežje 755.650 povezav. Število vseh možnih povezav v tako definiranem
omrežju je 212.321.750, kar pomeni, da imamo v omrežju 0,36% vseh možnih pove-
zav. Gre za redko omrežje, v katerem so najgostejše povezave med dvema vozliščema
tipa gen.
Tip vozlišča gen bolezen zdravilo skupaj
# vozlišč 19.820 519 284 20.623
Tabela 2.7: Število vozlišč v biosnap omrežju
Tip povezave gen-gen bolezen-gen zdravilo-gen skupaj
# povezav 715.603 21.357 18.690 755.650
Tabela 2.8: Število povezav v biosnap omrežju
Poglavje 3
Metodologija
Napovedovanje povezav v omrežjih lahko predstavimo kot klasifikacijski problem.
Za dani par vozlišč nas zanima, ali se bo med njima v prihodnosti pojavila povezava
ali ne. Take probleme rešujemo s pomočjo metod strojnega učenja, ki znajo na
podlagi značilnosti primera le-tega uvrstiti v nek vnaprej določen razred. Mednje
spadajo logistična regresija, odločitvena drevesa, naključni gozdovi, Bayesov klasifi-
kator, metode podpornih vektorjev in druge [33]. Da pa bi lahko za napovedovanje
povezav uporabili klasične pristope strojnega učenja, moramo podatke iz omrežja
predstaviti v primerni obliki. Potrebujemo vhodno matriko X ∈ Rn×d, kjer je n šte-
vilo učnih primerov in d število značilk, in vektor Y ∈ Rn, ki predstavlja uvrstitev
primerov v razrede.
Izziv, s katerim se srečujemo v praksi je, da enoten način za predstavitev struk-
ture omrežja z vektorjem značilk ne obstaja. Pare vozlišč lahko na primer predsta-
vimo s številom skupnih sosedov, dolžino najkrajše poti med njima ali stopnjami
njunih vozlišč. Včasih nas zanima tudi pozicija vozlišč v omrežju in struktura lo-
kalne soseščine. Poleg povzemanja tipičnih statistik omrežja je navadno potrebno
podrobno ročno načrtovanje značilk, ki zahteva veliko časa, denarja in domenskega
znanja.
Novejši pristopi postopka predstavitve omrežja v vektorskem prostoru ne obrav-
navajo kot del predobdelave podatkov, temveč kot samostojno nalogo za strojno
učenje. Poizkušajo se naučiti take predstavitve v vektorskem prostoru, ki bo do-
bro zakodirala strukturne lastnosti omrežja. Cilj predstavitvenega učenja (angl.
representation learning) je naučiti se funkcijo preslikave, ki bo vozlišče, povezavo
ali celotno omrežje znala dobro vložiti v d-dimenzionalen latentni prostor. Vložitev
(angl. embedding) naj bo taka, da relacije v vektorskem prostoru odražajo relacije v
originalnem omrežju. Modeli za učenje vložitev so običajno sestavljeni iz dveh kom-
ponent, ki jih imenujemo kodirnik (angl. encoder) in dekodirnik (angl. decoder).
Kodirnik oziroma kodirna funkcija ENC : V → Rd vozlišče preslika v vektor dimen-
15
16 3. METODOLOGIJA
zije d oziroma vložitev vozlišča v latentni prostor. Dekodirnik oziroma dekodirna
funkcija sprejme kot vhod vložitve vozlišč in jim priredi realno vrednost. Deko-
dirna funkcija je prilagojena problemu, ki ga rešujemo, običajno pa gre za funkcijo
DEC : Rd × Rd → R+, ki par vložitev preslika v mero podobnosti med vozliščema
v originalnem omrežju.
V splošnem želimo funkciji kodirnika in dekodirnika sočasno optimizirati tako, da
funkcija dekodirnika vložitvam dveh vozlišč priredi njuno podobnost v originalnem
omrežju, kar zapišemo kot
DEC(ENC(v), ENC(u)) ≈ sG(v, u),
kjer je sG(v, u) mera podobnosti med vozliščema v in u v omrežju G. Pristop sledi
intuiciji, da so dobre vložitve take, da lahko iz njih rekonstruiramo informacije o
omrežju. Take vložitve dobro predstavljajo značilnosti vozlišč in jih lahko uporabimo
kot vhod v tradicionalne metode strojnega učenja.
V magistrski nalogi za napovedovanje povezav uporabimo tri konceptualno raz-
lične pristope, ki temeljijo na vložitvah omrežja v vektorski prostor. V nadaljevanju
najprej predstavimo metodo z ročnim načrtovanjem značilk, metodo, ki temelji na
naključnih sprehodih po omrežju, in pristop, ki uporablja globoko učenje. Nato
predstavimo metrike, ki smo jih uporabili pri analizi uspešnosti modelov, in opi-
šemo implementacijske podrobnosti uporabljenih klasifikacijskih modelov.
3.1 Ročno načrtovanje značilk
Najpreprostejši algoritmi za napovedovanje povezav v omrežjih temeljijo na podob-
nostih med vozlišči [39]. Vsakemu paru vozlišč u in v priredijo vrednost suv, ki
predstavlja podobnost med vozliščema. Vrednosti suv za pare vozlišč, med katerimi
povezave v omrežju še ni, uredimo po velikosti in predpostavimo, da bo povezava z
večjo verjetnostjo nastala med bolj podobnima vozliščema. Kljub preprostosti algo-
ritma definicija podobnosti med vozliščema ni trivialen problem. Indeksi podobnosti
med vozliščema so lahko zelo enostavni ali zelo kompleksni, njihova uspešnost pa je
odvisna od omrežja, kjer želimo napovedovati povezave. Podobnost med vozliščema
lahko definiramo na podlagi njunih skupnih značilnosti (atributov vozlišč) ali pa na
njuni strukturni podobnosti. Ker so atributi vozlišča tipično skriti, včasih pa sploh
ne obstajajo, se bomo v nadaljevanju osredotočli na mere podobnosti, ki temeljijo
na strukturni zgradbi omrežja.
Mere podobnosti na podlagi skupnih sosedov izhajajo iz predpostavke, da dva
neznanca lahko postaneta prjatelja, če poznata isto osebo, ki ju lahko predstavi. Več
skupnih znancev kot imata, večja je verjetnost, da tudi sama postaneta prijatelja.
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Enostavna mera podobnosti je število skupnih sosedov, ki se je izkazala za uspe-
šno v raziskavah omrežij sodelovanj [44] in družbenih omrežij [32]. Pokazana je bila
pozitivna korelacija med številom sosedov in verjetnostjo, da bosta dva znanstvenika
v prihodnosti sodelovala, oziroma verjetnostjo, da bosta študenta postala prijatelja.
Število skupnih sosedov definiramo kot
CN(u, v) = |N(u) ∩N(v)|,
kjer N(u) predstavlja množico sosedov vozlišča u.
Za napovedovanje povezav se poleg osnovne mere uporabljajo tudi prilagojene
mere, ki temeljijo na številu skupnih sosedov. Jaccardov koeficient se uporablja za





Adamic-Adar indeks [6] temelji na ideji, da so povezave med vozlišči z večjo







V realnih družbenih omrežjih lahko indeks interpretiramo s pomočjo prijateljstev
med osebami. Če ima skupen znanec dveh oseb veliko število prijateljev, potem
je verjetnost, da pride do srečanja med osebama, manjša, kot če bi imel le nekaj
prijateljev.
Indeks prednostne povezanosti (angl. preferential attachment) izhaja iz pred-
nostno navezujočega modela [44] za gradnjo omrežij, kjer je verjetnost pojavitve
povezave do vozlišča sorazmerna z njegovo stopnjo. Indeks podobnosti definiramo
kot
PA(u, v) = ku × kv,
kjer je ku = |N(u)| stopnja vozlišča u.
Zgoraj opisane mere spadajo med lokalne mere podobnosti, saj se navezujejo na
neposredno soseščino dveh vozlišč. Ena izmed mer, s katero lahko opišemo globalno
vlogo vozlišča v omrežju, je PageRank ocena [10]. Gre za mero pomembnosti vozlišč
in predstavlja verjetnost, da bo naključni sprehajalec po omrežju, ki sledi poveza-
vam, pristal v vozlišču u. PageRank oceno na neusmerjenem omrežju izračunamo z











kjer je d verjetnost, da bo naključni sprehajalec nadaljeval s sprehodom po povezavah
(tipično je vrednost d nastavljena na 0,85). Pomembnost vozlišča u je torej odvisna
od pomembnosti njegovih sosedov. Prvi člen v enačbi predstavlja naključne skoke,
drugi člen pa predstavlja del PageRank ocene, ki je odvisna od PageRank ocen
sosedov.
Povezave oziroma potencialne povezave v podatkovni množici predstavimo s pa-
rom vozlišč. Izmed opisanih metrik, ki se uporabljajo v algoritmih za napovedovanje
povezav v omrežjih, izberemo osem značilk, s katerimi opišemo pare vozlišč v po-
datkovni množici:
• število skupnih sosedov,
• Jaccardov koeficient,
• Adamic-Adar indeks,
• stopnji obeh vozlišč,
• indeks prednostne povezanosti,
• PageRank oceni obeh vozlišč.
Ker več značilk opisuje podobno vlogo vozlišč (npr. lokalno podobnost vozlišč),
lahko pričakujemo odvisnosti med njimi, kar v praksi negativno vpliva na uspešnost
napovednih modelov. Izkaže se, da običajno le podmnožica značilk vpliva na gradnjo
klasifikacijskega modela, preveč značilk pa njegovo uspešnost celo poslabša. Obstaja
več metod za iskanje informativnih značilk, ki omogočajo zmanjšanje dimenzional-
nosti podatkov, pohitrijo proces učenja in omogočijo boljšo interpretabilnost. Eden
izmed razredov takih metod so ovojne metode, ki iščejo najboljšo podmnožico zna-
čilk glede na uspešnost modela. Preprost sekvenčni algoritem za izbiro značilk deluje
tako, da začne s prazno množico značilk in značilke dodaja glede na to, katera naj-
več doprinese k uspešnosti modela [12]. Postopek se ustavi, ko dosežemo lokalni
optimum. Časovna zahtevnost algoritma je O(N2), kjer je N število značilk. Ker
je v našem primeru število značilk majhno, je to še zadovoljiva časovna zahtevnost.
Za gradnjo napovednega modela uporabimo logistično regresijo [24], ki je ena
izmed najpogosteje uporabljenih metod za klasifikacijo. Temelji na linearnem regre-
sijskem modelu, transformiranim z logistično funkcijo. Logistična oziroma sigmoidna
funkcija g(x) = 1
1+e−x
pretvori realno število v število na intervalu med 0 in 1, ki ga
lahko interpretiramo kot verjetnost, da primer pripada pozitivnemu razredu. Me-
todo uporabimo za reševanje klasifikacijskega problema, ali med danima vozliščema
obstaja povezava ali ne.
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3.2 Metode naključnih sprehodov
Učenje vložitev z uporabo naključnih sprehodov spada med tako imenovane plitke
metode predstavitvenega učenja [21]. Za te je značilno, da funkcija kodirnika vrača
kar stolpce iz matrike vložitev (angl. embedding lookup):
ENC(v) = Zvi,
kjer je Z ∈ Rd×|V | matrika, ki vsebuje vektorje vložitev za vsa vozlišča in vi ∈
IV indikatorski vektor, ki indicira stolpec matrike Z pripadajoč vozlišču v. Učni
parametri metode so v tem primeru kar vsi elementi matrike Z, optimiziramo torej
celotne vložitve.
V to skupino metod spadajo tudi pristopi z uporabo matrične faktorizacije, ki se
razlikujejo predvsem v definiciji funkcije podobnosti za dve vozlišči v omrežju, ki je
kasneje uporabljena v kriterijski funkciji, ki jo optimiziramo. Metode z naključnimi
sprehodi definirajo, da sta si dve vozlišči podobni, če se pogosto pojavita skupaj v
naključnih sprehodih skozi omrežje. V nasprotju s točno določeno funkcijo podob-
nosti iz prve skupine, je mera podobnosti v tem primeru fleksibilna in stohastična,
kar v praksi daje boljše rezultate.
Med prvimi razvitimi pristopi, ki za učenje vložitev uporabljajo naključne spre-
hode, sta DeepWalk [47] in node2vec [19]. Njuna funkcija dekodirnika temelji na
notranjem produktu (angl. inner product) in poizkuša rekonstruirati podobnost med








kjer je zv vložitev vozlišča v v vektorski prostor, p(u|v) pa verjetnost, da smo








Soseščino vozlišča opišemo z naključnimi sprehodi tako, da tistim parom vozlišč,
ki se pogosto pojavljajo skupaj, želimo pripisati večjo vrednost. Po tem zgledu je bilo
razvitih več algoritmov [60, 13, 48, 11], ki se razlikujejo v načinu definicije soseščine
vozlišč, uporabljenih metodah za optimizacijo kriterijske funkcije, predprocesiranju
omrežja, uporabljeni meri podobnosti ali pa so prilagojene za specifične probleme.
Pristop, prilagojen za heterogena omrežja, ki se vložitev uči iz naključnih spreho-
dov po vnaprej določenih meta poteh, se imenuje metapath2vec [16]. V heterogenih
omrežjih je pomembno, da vložitve vozlišč predstavljajo tako strukturne kot tudi
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semantične lastnosti vozlišč in povezav. Če zanemarimo tip vozlišča, bi lahko zgoraj
opisane pristope uporabili tudi na heterogenih omrežjih. Izkaže se, da je naključni
sprehajalec po omrežju v tem primeru pristranski, in sicer se nagiba k vidnejšim
(preko katerih poteka veliko poti) in koncentriranim vozliščem (kamor vodi večina
povezav) [59]. V izogib tem težavam, v metodi metapath2vec uporabljamo sprehode
po vnaprej določenih meta poteh.










kjer TV predstavlja množico tipov vozlišč v omrežju, Nt(v) predstavlja soseščino
vozlišča v, ki vsebuje vozlišča tipa t, dekodirnik pa podobno kot prej poizkuša re-








z⊤v zw je časovno
zahtevno, predvsem za velika omrežja, zato za učinkovito optimizacijo kriterijske
funkcije metapath2vec uporablja negativno vzorčenje [40].
Soseščino vozlišča definiramo z naključnimi sprehodi po omrežju, ki sledijo do-
ločeni meta poti. V heterogenem omrežju z meta potjo P : V1 → V2 → ... → Vl
je pogojna verjetnost, da v i-tem koraku iz vozlišča vi preidemo na vozlišče vi+1,
definirana kot
p(vi+1|vi,P) =
⎧⎨⎩ 1|Nt+1(vi)| (vi+1, vi) ∈ E, vi+1 ∈ Vt+10 sicer,
kjer je vi ∈ Vt, Nt+1(vi) pa predstavlja sosede vozlišča vi, ki so tipa t+1. Sprehod
torej ni povsem naključen, temveč tipi vozlišč sledijo predpisani meta poti. Primeri
meta poti, ki uporabimo v magistrskem delu, so prikazani na sliki 3.4 in sliki 3.5.
Rezultat algoritma je vektorska predstavitev vseh vozlišč v omrežju. Ker se
ukvarjamo z napovedovanjem povezav v omrežju, potrebujemo vektor značilk za
vsak par vozlišč. Tega dobimo tako, da za par vozlišč v, u ∈ V zmnožimo istoležne
elemente njunih vložitev zv in zu. Tako dobljene podatke uporabimo kot vhod v
logistično regresijo.
3.3 Pristopi z globokim učenjem
Pomanjkljivost plitkih pristopov je, da se vložitve za posamezno vozlišče naučijo
samostojno, neodvisno od drugih vozlišč. To je neučinkovito, saj je deljenje pa-
rametrov močno orodje za regularizacijo, hkrati pa je tudi časovno zahtevno, saj
število parametrov raste s številom vozlišč. Vložitev se lahko naučijo le za vozlišča,
prisotna v učni množici, kar lahko predstavlja problem, ko obravnavamo razvijajoča
se omrežja.
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Za reševanje teh pomanjkljivosti pristopi z globokim učenjem uporabljajo kom-
pleksnejše funkcije kodirnika, ki temeljijo na nevronskih mrežah, in pri učenju upo-
števajo strukturo omrežja in odvisnosti med vozlišči. Vložitve vozlišč generirajo z
združevanjem informacij iz njihove lokalne soseščine. V magistrskem delu obravna-
vamo metode, ki vozlišče predstavijo kot funkcijo njegovih sosedov, podobno kot v
konvolucijskih nevronskih mrežah [46, 34], kjer se s filtrom oziroma jedrom premi-
kamo po podatkih in jih transformiramo na podlagi njihove okolice. Konvolucijske
mreže grafov (angl. graph convolutional networks) [30] uvedejo definicijo konvolucij-
ske operacije na omrežjih.
Model iterativno združuje vložitve vozlišč iz soseščine, nato pa dobljeno pred-
stavitev uporabi za računanje vložitev v naslednji skriti plasti. V eni plasti model
upošteva le lokalno soseščino, več zaporednih iteracij pa omogoča, da vložitev vo-
zlišča vsebuje informacije tudi iz oddaljenih delov omrežja. Skico modela z dvema
skritima plastema vidimo na sliki 3.1, kjer za tarčno rožnato vozlišče prikažemo,





Slika 3.1: Skica združevanja informacij iz lokalne soseščine








kjer h(l)v predstavlja skrito stanje vozlišča v v l-ti plasti nevronske mreže, W (l)
matriko uteži na nivoju l, σ(·) pa nelinearno aktivacijsko funkcijo. Normalizacijska
konstanta cvu je lahko naučena ali vnaprej določena in je potrebna, da se izognemo
vplivu števila sosedov na vektor vložitev. V magistrskem delu uporabimo normali-
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zacijsko konstanto cuv = 1√|N(v)||N(u)| , ki izhaja iz simetrične normalizacije matrike
sosednosti [30].
Globoke modele zgradimo z veriženjem več takih plasti, skupaj z aktivacijskimi
funkcijami. Če skupaj zložimo K plasti, lahko vložitev zv vozlišča v dobimo kot
zv = h
(K)
v . Kodirnik je sestavljen iz več nivojev skritih plasti tako, da je izhod
prejšnje plasti vhod v naslednjo, pri čemer je vhod v prvo plast modela indikatorski
vektor vozlišča, oziroma vektor parametrov vozlišča, če le-ta obstaja. Vsota v enačbi
upošteva sosede vozlišča v, kar pomeni, da je za vsako vozlišče iz omrežja arhitektura
nevronske mreže drugačna.
Za heterogena omrežja metodo prilagodimo tako, da pri širjenju informacij preko
plasti upoštevamo tip povezave med vozliščema, prilagodimo pa tudi dekodirno funk-














kjer r predstavlja tip povezave, Nr(v) množico sosedov vozlišča v, ki ustrezajo
tipu povezave r in W (l)r matriko uteži na nivoju l za povezave tipa r. Podobno kot
v primeru homogenih omrežij, tudi tu potrebujemo normalizacijsko konstanto, ki
izhaja iz normalizacije matrike sosednosti. V magistrski nalogi uporabimo norma-





Zgoraj opisana kodirna funkcija na podlagi nevronskih mrež vozlišču priredi vlo-
žitev v d-dimenzionalni latentni vektorski prostor. Potrebujemo še funkcijo dekodir-
nika, ki rekonstruira povezave iz omrežja na podlagi naučenih vložitev. Dekodirnik
trojici (v, r, u) priredi realno vrednost, ki jo nato z uporabo sigmoidne funkcije σ(·)
preslikamo v verjetnost, da sta vozlišči v in u povezani s povezavo tipa r. To verje-
tnost definiramo kot
pr(u|v) = σ(DEC(v, r, u)).
Dekodirna funkcija, ki ne upošteva tipa povezave med vozlišči, je funkcija notra-
njega produkta (angl. inner product):
DECIP (v, r, u) = z
⊤
v zu.
V heterogenih omrežjih z različnimi tipi povezav, lahko funcijo notranjega pro-
dukta nadomestimo s preprosto bilinearno funkcijo, definirano kot
DECBL(v, r, u) = z
⊤
v Mrzu,
kjer je Mr matrika naučenih parametrov za povezave tipa r.
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Pri učenju parametrov matrike Mr lahko postavimo določene omejitve. Ob samo-
stojni uporabi se za napovedovanje povezav v omrežjih dobro obnese faktorizacijska
funkcija DistMult [63], ki zahteva, da je matrika parametrov diagonalna. Defini-
ramo jo kot
DECDM(v, r, u) = z
⊤
v Drzu,
kjer je Dr diagonalna matrika parametrov za povezave tipa r. Gre za eno izmed
najenostavnejših in najučinkovitejših metod faktorizacije, ki dobro deluje predvsem
na omrežjih z velikim številom različnih povezav.
V magistrski nalogi zgradimo več modelov, ki uporabljajo zgoraj opisane pristope
globokega učenja, pri čemer smo kombinirali različne dimenzije skritih plasti in
različne vrste dekodirne funkcije.
3.4 Vrednotenje napovedi
Da bi lahko vrednotili kvaliteto napovedi modelov, podatke razdelimo na učno, te-
stno in validacijsko množico. To storimo za vse domene (za vsak tip povezav), za
katere gradimo model. Za vsak tip povezave najprej preštejemo število povezav tega
tipa v omrežju. Testno in validacijsko množico zgradimo tako, da vsebujeta 10%
povezav določenega tipa iz omrežja in enako število parov vozlišč, med katerima ni
povezave. V homogenem omrežju s 50 vozlišči in 100 povezavami, bi testna in vali-
dacijska množica vsebovali vsaka po 10 parov vozlišč, med katerimi je povezava in 10
parov vozlišč, med katerimi ni povezave. Število vseh možnih parov vozlišč v takem
omrežju je 1.225, kar pomeni, da bi preostalih 1.185 parov vozlišč uporabili kot učno
množico. Velikosti testnih in učnih množic za uporabljene podatke so prikazane na
sliki 3.2. Povezave vzorčimo tako, da v učni množici ostane povezan graf. Postopek
petkrat ponovimo, nato pa za vsak vzorec merimo uspešnost modelov.
Uspešnost modelov v vsaki iteraciji vrednotimo z mero AUC – ploščino pod kri-
vuljo ROC [23]. Krivulja ROC (angl. receiver operating characteristic) je grafična
predstavitev uspešnosti klasifikacijskega modela pri vseh možnih klasifikacijskih pra-
govih. Na grafu jo prikažemo z risanjem resničnega pozitivnega deleža proti lažnemu
pozitivnemu deležu. Resnični pozitivni delež (angl. true positive rate) oziroma pri-
klic (angl. recall) definiramo kot razmerje med številom pravilno napovedanih po-
zitivnih primerov in številom vseh pozitivnih primerov, lažni pozitivni delež (angl.
false positive rate) pa kot razmerje med številom napačno klasificiranih negativnih
primerov in številom vseh negativnih primerov. Z nižanjem klasifikacijskega praga
se poveča število primerov, ki jih klasificiramo v pozitiven razred, s tem pa tudi
resnični in lažni pozitivni delež. Podobno se z višanjem klasifikacijskega praga obe
vrednosti znižata. Površina pod krivuljo ROC predstavlja verjetnost, da klasifika-
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Slika 3.2: Velikostni učnih in testnih množic
cijski model naključno izbranemu pozitivnemu primeru napove višjo vrednost kot
naključno izbranemu negativnemu primeru. Idealen model bi imel AUC = 1, kar bi
pomenilo, da zna popolno ločevati med pozitivnimi in negativnimi primeri. Model,
ki ima AUC = 0.5 predstavlja naključni model. Želimo si torej modele, ki dosegajo
AUC čim bližje vrednosti 1.
Za primerjavo več klasifikatorjev na različnih domenah so primerni neparame-
trični testi, ki ne predpostavljajo točno določene (npr. normalne) porazdelitve re-
zultatov in niso občutljivi na izstopajoče primere [15]. S Friedmanovim testom
[18] preverjamo ničelno hipotezo, da so vsi klasifikatorji enako uspešni. Na vsaki
od k domen rangiramo uspešnosti N modelov, nato pa izračunamo povprečni rang
Ri za vsak model preko vseh domen. Dobljena statistika nam pove, katero mesto












ki je pri dovolj velikih N in k (npr. N > 10, k > 5) porazdeljena približno po
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porazdelitvi hi-kvadrat s k − 1 prostostnimi stopnjami χ2k−1, sicer pa so vrednosti
tabelirane.
V praksi se bolje obnese manj konservativna Iman-Davenportova [27] statistika
FF =
(N − 1)χ2F
N(k − 1)− χ2F
,
ki sledi Fisherjevi porazdelitvi F s k−1 in (N−1)(k−1) prostostnimi stopnjami
Fk−1,(N−1)(k−1).
Če s Friedmanovim testom zavrnemo ničelno hipotezo, da so vsi klasifikatorji
enako uspešni, uporabimo post-hoc Nemenyi test [42], s katerim identificiramo pare
klasifikatorjev, ki so med seboj statistično različni. Pravimo, da so razlike v modelih
statistično značilne, če se vrednosti v njihovih povprečnih rangih razlikujejo vsaj za






kjer je qα kritična vrednost Nemenyi testa pri p-vrednosti α.
Za grafično predstavitev rezultatov uporabimo preprost diagram kritičnih razlik
(slika 3.3). Na zgornji osi diagrama označimo povprečne range modelov in povežemo
med seboj tiste, ki se med seboj statistično značilno ne razlikujejo, nad diagramom
pa prikažemo vrednost kritične razlike. Z diagramom jasno prikažemo vrstni red
algoritmov ter velikost in statistično značilnost razlik med njimi. Na primeru dia-
grama vidimo primerjavo štirih različnih modelov. Boljši modeli so na desni strani,
slabši pa na levi. Vidimo, da se najbolje obnese model A, najslabše pa model C.
Razlike med modeloma A in B niso statistično značilne, medtem ko je model A







Slika 3.3: Primer diagrama kritičnih razlik (povzeto po [15])
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3.5 Implementacija
Za pripravo podatkov in analizo modelov s stališča napovednih točnosti smo razvili
program v jeziku Python, ki je dostopen v GitHub repozitoriju [1]. Za predstavitev
in analizo omrežij smo uporabili knjižnico NetworkX [20].
Podatke smo najprej preprocesirali tako, da smo za vsako podatkovno množico
zgradili seznam povezav in jih nato predstavili kot neusmerjen graf. Povezave iz
omrežja smo nato razdelili na učno, testno in validacijsko množico. Ker v praksi
običajno obravnavamo le največjo povezano komponento omrežja, smo povezave za
testno in validacijsko množico izbirali tako, da je učna množica ostala povezana. Pri
vsaki izbrani povezavi za testno in validacijsko množico je potrebno preveriti, ali
preostanek grafa ostane povezan, zato je časovna zahtevnost postopka O(n(n+m)),
kjer je n število vozlišč in m število povezav v omrežju. V omrežjih je običajno
m > n, zato lahko časovno zahtevnost zapišemo tudi kot O(nm).
Pri gradnji modela z ročnim načrtovanjem značilk smo omrežje analizirali s funk-
cijami iz knjižnice NetworkX. Implementirali smo iterativni algoritem za izbiro zna-
čilk, tako da smo značilke dodajali v model tako dolgo, dokler se je uspešnost na-
povednega modela na validacijski množici izboljševala. Značilke v podatkih naj bi
opisovale povezave, a smo v model dodali tudi značilke, ki opisujejo vozlišča. Zato
smo pri izbiri informativnih značilk združili pare značilk, ki opisujejo vozlišči pove-
zave (tj. stopnja vozlišča, PageRank). To pomeni, da smo uporabili značilki za obe
vozlišči ali pa za nobeno.
Za gradnjo modela na podlagi naključnih sprehodov po omrežju smo uporabili
prostodostopno implementacijo algoritma metapath2vec [16]. Vhod v algoritem je
datoteka sprehodov po omrežju, izhod pa vložitev vozlišč v vektorski prostor. V
splošnem načrtovanje smiselnih meta poti ni enostavno, saj je potrebno domensko
znanje in razumevanje problema, hkrati pa moramo zadostiti zahtevi, da se vsako
vozlišče iz omrežja pojavi vsaj na enem sprehodu. Ker smo za napovedovanje različ-
nih tipov povezav uporabljali enake sprehode, je izziv še večji. V magistrski nalogi
smo za vsako podatkovno množico generirali sprehode na dva načina. Najprej smo
definirali kratke meta poti, v katerih se pojavita največ dva tipa vozlišč, nato pa
še dolge meta poti, v katerih se pojavijo vsi tipi vozlišč. Kako take meta poti iz-
gledajo na podatkovnih množicah yelp in biosnap, prikazujeta sliki 3.4 in 3.5. Za
podatkovni množici sicris in amazon smo meta poti definirali na podoben način.
Pri generiranju sprehodov določimo parameter, ki pove, koliko sprehodov bomo za
vsako začetno vozlišče opravili, in parameter, ki določa, kolikokrat se meta pot v
sprehodu ponovi. V obeh primerih, tako pri kratkih kot tudi pri dolgih meta poteh,
za vsako začetno vozlišče generiramo 100 sprehodov, meta poti pa se ponovijo dva-
krat. Na primeru omrežja yelp s kratko meta potjo uporabnik-storitev-uporabnik
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to pomeni, da za vsako začetno vozlišče tipa uporabnik generiramo 100 sprehodov













Slika 3.5: Meta poti v biosnap omrežju
Za globoko učenje na homogenem omrežju smo uporabili dostopno implemen-
tacijo modela [31], ki je zgrajen s pomočjo programske knjižnice tensorflow [5].
Uporabili smo dvonivojsko konvolucijsko mrežo, ki ima na prvem nivoju dimenzijo
skrite plasti 64, na drugem nivoju pa 32. Za nelinearno transformacijo podatkov med
plastmi uporabimo ReLU (angl. rectified linear unit) funkcijo [41], definirano kot
ReLU(·) = max(0, ·). Kot dekodirno funkcijo model uporablja notranji produkt. V
modelu z napovedmi ŷ in pravimi vrednostmi y minimiziramo križno entropijo [54]
L = −y log ŷ − (1− y) log(1− ŷ).
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Taka kriterijska funkcija vzpodbudi model, da parom vozlišč, med katerima je po-
vezava, priredi večjo vrednost kot parom vozlišč, med katerima povezave ni. Ker je
število parov vozlišč, med katerimi ni povezave, veliko večje od števila parov vozlišč,
med katerimi povezava je, uporabimo uteženo križno entropijo. Za učenje para-
metrov modela uporabljamo Adam optimizacijo [29] s stopnjo učenja 0,01. Število
ponovitev optimizacijskih korakov smo nastavili na 500 in na koncu izbrali model,
ki je na validacijski množici dosegel najboljše rezultate.
Metodo smo prilagodili za napovedovanje povezav v heterogenih omrežjih tako,
da smo namesto enotnih matrik uteži za vsak tip povezave uporabili svojo matriko
uteži. Ponovno smo uporabili dvonivojsko konvolucijsko nevronsko mrežo z akti-
vacijsko funkcijo ReLU . Ker se za vsak tip povezave učimo svojih matrik uteži,
je število učnih parametrov večje kot v primeru modela za učenje na homogenih
omrežjih. Intuitivno bi sklepali, da več parametrov pomeni boljši model, a temu
ni vedno tako. V primeru, da učna množica podatkov ni dovolj velika, lahko pride
do prevelikega prileganja podatkom (angl. overfitting), ki negativno vpliva na uspe-
šnost modela. Zato smo testirali dve kombinaciji dimenzij skritih plasti. V prvem
primeru uporabimo mrežo, ki ima na prvem nivoju dimenzijo skrite plasti 64, na
drugem nivoju pa 32. Zgradimo tudi mrežo z manjšimi dimenzijami skritih plasti, in
sicer na prvem nivoju 8, na drugem nivoju pa 4. Kot dekodirno funkcijo uporabimo
notranji produkt, bilinearno in DistMult funkcijo. Tako zgradimo šest različnih
modelov, ki jih med seboj primerjamo. Dimenzije skritih plasti in izbira dekodirne
funkcije vplivajo na število parametrov, ki se jih mora model naučiti. Pri učenju na-
redimo 500 korakov z Adam optimizacijo s stopnjo učenja 0,01 in na koncu izberemo
model, ki je na validacijski množici dosegel najboljše rezultate. Na vsakem koraku
optimizacije minimiziramo uteženo križno entropijo za vsak tip povezave posebej.
Poglavje 4
Rezultati in diskusija
Z uporabo opisanih metod smo zgradili več različnih klasifikacijskih modelov, ki smo
jih primerjali med seboj. Izvedli smo dve vrsti eksperimentov - najprej med seboj
primerjamo konceptualno različne modele, nato pa podrobneje pogledamo še razlike
med modeli globokega učenja. V obeh primerih uspešnost modelov vrednotimo z
mero AUC, učenje pa izvedemo na enajstih različnih domenah. Za vsak tip povezave
iz štirih podatkovnih množic se ločeno naučimo model, ki za pare vozlišč napove,
kakšna je verjetnost, da se bo med njima v prihodnosti pojavila povezava.
Metode za napovedovanje povezav uporabimo na štirih omrežjih, ki so prikazana
na sliki 4.1. Realna omrežja so pregosta za prikaz, zato jih za namene vizualizacije
vzorčimo na 1000 vozlišč. Za vsako omrežje slika prikazuje induciran graf na vozliščih
pridobljenih s preiskovanjem v širino iz naključno izbranega vozlišča. Verjetnost,
da je vozlišče vključeno v vzorec je tedaj enako središčnosti lastnega vektorja, kar
prikazujejo velikosti vozlišč v prikazu.
Najprej med seboj primerjamo modele, ki kot osnovo uporabljajo različne pri-
stope za vložitve vozlišč v vektorski prostor. Implementirali smo šest modelov, za
katere v nadaljevanju uporabljamo naslednje oznake:
ZNAC logistična regresija na ročno izbranih značilkah povezav
META1 logistična regresija na vložitvah, pridobljenih z uporabo sprehodov po
kratkih meta poteh
META2 logistična regresija na vložitvah, pridobljenih z uporabo sprehodov po
dolgih meta poteh
HOM dvonivojska konvolucijska nevronska mreža na homogenem omrežju s
64 in 32 skritimi plastmi, ki kot dekodirnik uporablja notranji produkt
HET1 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
64 in 32 skritimi plastmi, ki kot dekodirnik uporablja DistMult funk-
cijo
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(a) Omrežje sicris (b) Omrežje amazon
(c) Omrežje biosnap (d) Omrežje yelp
Slika 4.1: Prikaz uporabljenih omrežij
HET2 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju z
8 in 4 skritimi plastmi, ki kot dekodirnik uporablja notranji produkt
Tabela 4.1 prikazuje povprečja vrednosti AUC za pet različnih vzorčenj za vsak
tip povezave. Podrobnejši rezultati eksperimenta so dostopni med prilogami v tabeli
B.1. Vidimo lahko, da je metoda HET1 najuspešnejša na večini podatkovnih množic.
Razlike v vrednostih AUC so na nekaterih domenah majhne, prav tako pa je težko
oceniti, kako se ostale metode primerjajo med seboj. Da bi se prepričali, če razlike
med klasifikacijskimi modeli sploh obstajajo, uporabimo neparametrične teste.
Najprej za vsako od N = 11 domen rangiramo k = 6 metod glede na njihovo
uspešnost in izračunamo njihove povprečne range (tabela 4.2). Vidimo lahko, da
ima metoda HET1 najnižjo povprečno vrednost rangov 1,73, kar pomeni, da dosega
najboljše rezultate. Najslabše se obnese metoda META2, z vrednostjo povprečnega
ranga 5. S Friedmanovim testom preverimo, če se izračunani rangi modelov značilno
razlikujejo od povprečnega ranga 3,5, ki bi ga pričakovali po ničelni hipotezi, da
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Metoda
Domena ZNAC META1 META2 HOM HET1 HET2
bolezen-gen 0,8659 0,8668 0,8291 0,8349 0,8718 0,8517
zdravilo-gen 0,9640 0,9829 0,9013 0,9720 0,9903 0,9836
gen-gen 0,9554 0,7544 0,6010 0,9402 0,8498 0,8772
avtor-prispevek 0,8253 0,9738 0,9465 0,9337 0,9789 0,9129
avtor-podočje 0,7468 0,7853 0,8766 0,8144 0,8682 0,8043
produkt-kategorija 0,9330 0,9192 0,9002 0,9505 0,9663 0,9217
kupec-produkt 0,9135 0,8933 0,8550 0,9728 0,9230 0,7641
produkt-produkt 0,8031 0,6875 0,5814 0,9768 0,9954 0,7451
uporabnik-uporabnik 0,9569 0,7323 0,7421 0,9462 0,9454 0,9297
uporabnik-storitev 0,8220 0,7971 0,7605 0,8781 0,8454 0,6985
storitev-kategorija 0,8036 0,8534 0,6983 0,8655 0,9445 0,8296
Tabela 4.1: Vrednosti AUC za različne klasifikacijske modele na večih domenah
se metode med seboj ne razlikujejo. Izračunajmo najprej Friedmanovo in Iman-













11 · 5− 22,22
= 6,78
Friedmanova statistika sledi hi-kvadrat porazdelitvi s k − 1 = 5 prostostnimi
stopnjami. Kritična vrednost porazdelitve χ25 za α = 0,10 znaša 9,27, za α = 0,05 pa
11,07. Če bi kot testno statistiko uporabljali Friedmanovo statistiko, bi pri stopnjah
značilnosti α = 0,10 in α = 0,05 ničelno hipotezo, da med modeli ni razlik, zavrnili.
Iman-Davenportova statistika sledi F -porazdelitvi s k−1 = 5 in (k−1)(N−1) = 50
prostostnimi stopnjami. Kritična vrednost porazdelitve F5,50 za α = 0,10 je 1,97,
za α = 0,05 pa 2,40. Ker je vrednost testne statistike večja od kritičnih vrednosti,
lahko pri obeh stopnjah značilnosti ničelno hipotezo zavrnemo in sklenemo, da med
klasifikatorji obstajajo razlike.
Za identifikacijo parov modelov, ki se med seboj razlikujejo, uporabimo Neme-
nyi test. Kritična vrednost qα Nemenyi testa za 6 klasifikatorjev pri α = 0,10 znaša
2,589, pripadajoča kritična razlika CD pa 2,589 ·
√
6·7
6·11 = 2,07. Ob izrisu diagrama
kritičnih razlik (slika 4.2) ugotovimo, da med določenimi pari klasifikatorjev ob-
stajajo statistično značilne razlike. Spomnimo se, da povezava med modeloma na
diagramu kritičnih razlik pomeni, da med njima ni statistično značilnih razlik. Vi-
dimo, da je metoda HET1 statistično značilno boljša od metod META1, HET2 in
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Metoda
Domena ZNAC META1 META2 HOM HET1 HET2
bolezen-gen 3 2 6 5 1 4
zdravilo-gen 5 3 6 4 1 2
gen-gen 1 5 6 2 4 3
avtor-prispevek 6 2 3 4 1 5
avtor-podočje 6 5 1 3 2 4
produkt-kategorija 3 5 6 2 1 4
kupec-produkt 3 4 5 1 2 6
produkt-produkt 3 5 6 2 1 4
uporabnik-uporabnik 1 6 5 2 3 4
uporabnik-storitev 3 4 5 1 2 6
storitev-kategorija 5 3 6 2 1 4
Vsota rangov 39 44 55 28 19 46
Povprečje rangov 3,55 4,00 5,00 2,55 1,73 4,18
Tabela 4.2: Primerjava uspešnosti različnih klasifikacijskih modelov
META2, metoda HOM pa je statistično značilno boljša od metode META2. Med









Slika 4.2: Diagram kritičnih razlik za različne klasifikacijske
modele pri vrednosti α = 0,10
Postopek ponovimo še pri vrednosti α = 0,05. Kritična vrednost qα Nemenyi




6·11 = 2,27. Diagram kritičnih razlik (slika 4.3) je precej podoben prej-
šnemu, le da je tokrat razlike med metodama HET1 in META1 niso več statistično
značilne.
Metode, ki smo jih med seboj primerjali, so konceptualno zelo različne, kljub
temu pa med njimi ni velikih razlik. Zanimivo je, da se preprosta metoda z ročnim










Slika 4.3: Diagram kritičnih razlik za različne klasifikacijske
modele pri vrednosti α = 0,05
nah celo najbolje. Njena slabost je časovna zahtevnost gradnje modela. Ker učne
množice nismo vzorčili, ampak smo za učenje uporabili vse primere, smo morali
zgraditi značilke za vse možne pare vozlišč iz učne množice. Časov izvajanja sicer
nismo eksplicitno primerjali, a sta gradnja značilk in učenje na največjih množi-
cah presegala 26 ur, medtem ko je pri modelih s konvolucijskimi mrežami grafov
ena iteracija učenja trajala največ minuto. S številom iteracij učenja lahko tako
reguliramo čas izvajanja. Pri gradnji modela z ročnim načrtovanjem značilk smo
opazili, da izbrane značilke z iterativnim algoritmom niso vedno enake. Za isto
domeno in različen vzorec učne, testne in validacijske množice, algoritem vrača raz-
lične najboljše podmnožice značilk. Ker se rezultati razlikujejo od vzorca do vzorca,
ne moremo zagotoviti, da bo podmnožica izbranih značilk, ki optimalno deluje na
validacijski množici, optimalno delovala tudi na testni množici. Presenetilo nas je
tudi, da na nekaterih domenah konvolucijske mreže grafov na homogenih omrežjih
delujejo bolje od tistih, zgrajenih na heterogenih omrežjih. Vzrok je verjetno v tem,
da algoritem na heterogenih omrežjih hkrati optimizira učenje vseh tipov povezav,
medtem ko algoritem na homogenih omrežjih optimizira le parametre, ki prispevajo
k učenju napovedovanja tistega tipa povezave, za katerega trenutno gradimo model.
Pri primeru heterogenih omrežjih se torej lahko zgodi, da spremenimo parametre
modela tako, da se zmožnost napovedovanja enega tipa povezav izboljša, pri tem pa
se poslabša zmožnost napovedovanja drugega tipa povezav.
Na podlagi dobljenih rezultatov ne moremo reči, da se en tip metod v splo-
šnem bolje obnese od drugih tipov metod. Kljub temu da model HET1 dosega
najboljše rezultate, lahko vidimo, da je model HET2, ki prav tako temelji na glo-
bokem učenju, drugi najslabše uvrščeni. Med njunima napovednima uspešnostima
je v nekaterih primerih za kar 0,15 razlike v vrednostih AUC. Podobno opazimo pri
modelih META1 in META2, ki temeljita na naključnih sprehodih po meta poteh.
Vidimo, da moramo, ne glede na to kateri pristop izberemo, model dobro načrtovati
in zanj izbrati prave parametre. To je pri pristopih na podlagi meta poti precej
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Metoda
Domena IP64 IP8 BL64 BL8 DM64 DM8
bolezen-gen 0,8501 0,8517 0,8637 0,8609 0,8718 0,8608
zdravilo-gen 0,9924 0,9836 0,9903 0,9881 0,9903 0,9878
gen-gen 0,8809 0,8772 0,8098 0,7031 0,8498 0,7356
avtor-prispevek 0,9691 0,9129 0,9772 0,9023 0,9789 0,9236
avtor-podočje 0,8939 0,8043 0,8963 0,7503 0,8682 0,7872
produkt-kategorija 0,9372 0,9217 0,9729 0,9273 0,9663 0,9286
kupec-produkt 0,8640 0,7641 0,9119 0,8111 0,9230 0,7630
produkt-produkt 0,9263 0,7451 0,9952 0,9257 0,9954 0,8927
uporabnik-uporabnik 0,9349 0,9297 0,9428 0,8443 0,9454 0,8609
uporabnik-storitev 0,7994 0,6985 0,8411 0,7345 0,8453 0,7501
storitev-kategorija 0,8752 0,8296 0,9470 0,8600 0,9445 0,8682
Tabela 4.3: Vredosti AUC za modele globokega učenja na večih domenah
zahteven problem, saj načrtovanje primernih poti zahteva poglobljeno razumevanje
problema, hkrati pa morda niso vse meta poti primerne za napovedovanje vseh tipov
povezav iz ene podatkovne množice. Preverjanje različnih možnosti je dolgotrajen
proces. Precej lažje je to v primeru modelov na podlagi globokega učenja, saj tu
domensko znanje ne igra tako velike vloge.
V nadaljevanju primerjamo šest modelov konvolucijskih nevronskih mrež na gra-
fih, ki uporabljajo različne funkcije dekodirnika in različno število skritih plasti. Za
modele uporabljamo naslednje oznake:
IP64 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
64 in 32 skritimi plastmi, ki kot dekodirnik uporablja notranji produkt
IP8 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
8 in 4 skritimi plastmi, ki kot dekodirnik uporablja notranji produkt
(ustreza prej uporabljenemu modelu HET2)
BL64 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
64 in 32 skritimi plastmi, ki kot dekodirnik uporablja bilinearno funk-
cijo
BL8 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
8 in 4 skritimi plastmi, ki kot dekodirnik uporablja bilinearno funkcijo
DM64 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
64 in 32 skritimi plastmi, ki kot dekodirnik uporablja DistMult funk-
cijo (ustreza prej uporabljenemu modelu HET1)
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DM8 dvonivojska konvolucijska nevronska mreža na heterogenem omrežju s
8 in 4 skritimi plastmi, ki kot dekodirnik uporablja DistMult funkcijo
Tudi tokrat metode primerjamo na 11 različnih domenah, rezultati pa so pri-
kazani v tabeli 4.3. Podrobnejši rezultati eksperimenta so dostopni med prilogami
v tabeli B.2. Izgleda, da je najuspešnejša metoda DM64, dobre rezultate pa do-
segata tudi metodi BL64 in IP64. Metode uredimo glede na njihovo uspešnost pri
posameznih domenah in izračunamo povprečne range, ki so prikazani v tabeli 4.4.
Vrednosti povprečnih rangov metode razvrstijo od najuspešnejše do najmanj uspe-
šne. Kot smo že opazili, je metoda DM64 res najboljša, najslabša pa je metoda IP8.
Da preverimo, ali so razlike med modeli statistično značilne, ponovno uporabimo
neparametrične teste.
Metoda
Domena IP64 IP8 BL64 BL8 DM64 DM8
bolezen-gen 6 5 2 3 1 4
zdravilo-gen 1 6 2 4 3 5
gen-gen 1 2 4 5 3 6
avtor-prispevek 3 5 2 6 1 4
avtor-podočje 2 4 1 6 3 5
produkt-kategorija 3 6 1 5 2 4
kupec-produkt 3 5 2 4 1 6
produkt-produkt 3 6 2 4 1 5
uporabnik-uporabnik 3 4 2 6 1 5
uporabnik-storitev 3 6 2 5 1 4
storitev-kategorija 3 6 1 5 2 4
Vsota rangov 31 55 21 53 19 52
Povprečje rangov 2,82 5,00 1,91 4,82 1,73 4,73
Tabela 4.4: Primerjava uspešnosti modelov globokega učenja
Za testiranje ničelne hipoteze, da med modeli ni razlik, uporabimo Friedmanov
test. S pomočjo dobljenih povprečnih rangov, izračunajmo Friedmanovo in Iman-













11 · 5− 25,39
= 8,5
Spomnimo se, da Friedmanova statistika sledi hi-kvadrat porazdelitvi s k−1 = 5
prostostnimi stopnjami. Kritična vrednost porazdelitve χ25 za α = 0,10 znaša 9,27,
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za α = 0,05 pa 11,07. Če bi kot testno statistiko uporabljali Friedmanovo statistiko,
bi pri obeh stopnjah značilnosti ničelno hipotezo zavrnili. Iman-Davenportova stati-
stika sledi F -porazdelitvi s k−1 = 5 in (k−1)(N −1) = 50 prostostnimi stopnjami.
Kritična vrednost porazdelitve F5,50 pri p-vrednosti α = 0,10 je 1,97, pri p-vrednosti
α = 0,05 pa 2,40. Vrednost testne statistike je večja od kritičnih vrednosti, zato
lahko ničelno hipotezo zavrnemo tako pri p-vrednosti 0,10 kot tudi pri p-vrednosti
0,05. Med modeli torej obstajajo statistično značilne razlike.
Za identifikacijo parov modelov, ki se med seboj razlikujejo, uporabimo Nemenyi
test. Že prej smo izračunali vrednost kritične razlike, ki pri α = 0,10 znaša 2,07. Ob
izrisu kritičnega diagrama (slika 4.4) ugotovimo, da se metode, ki imajo dimenzijo
prve skrite plasti 64, med seboj statistično ne razlikujejo, prav tako pa se med seboj
ne razlikujejo metode, ki uporabljajo dimenzijo prve skrite plasti 8. Vidimo, da sta
metodi DM64 in BL64 statistično značilno boljši od metod IP8, BL8 in DM8, metoda










Slika 4.4: Diagram kritičnih razlik za modele globokega učenja pri vrednosti α = 0,10
Postopek ponovimo še za p-vrednost α = 0,05. Kritična razlika tem primeru
znaša CD = 2,27. Na diagramu kritičnih razlik (slika 4.5) vidimo, da pri stopnji









Slika 4.5: Diagram kritičnih razlik za modele globokega učenja pri vrednosti α = 0,05
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Rezultati primerjave globokih metod učenja kažejo, da se metode z večjimi di-
menzijami skritih plasti bolje obnesejo. Zanimivo je, da sta metodi, ki kot dekodirnik
uporabljata DistMult funkcijo, boljši od metod, ki uporabljata bilinearno funkcijo.
Število parametrov je namreč pri DistMult funkciji manjše, saj se omejimo na di-
agonalno matriko parametrov. Vidimo tudi, da se preprosta dekodirna funkcija z
notranjim produktom obnese slabše od kompleksnejših dekodirnih funkcij, prilago-
jenih za tip povezave. Uspešnost globokih modelov je torej odvisna od števila skritih
plasti in dekodirne funkcije, ki jo uporabljajo.
Glede na rezultate lahko sklenemo, da se konvolucijske mreže grafov na heteroge-
nih omrežjih za napovedovanje povezav najbolje obnesejo. Poleg dobrih rezultatov,
je njihova prednost tudi enostavno načrtovanje modela, ki ne zahteva domenskega
znanja. Poiskati moramo le ustrezne parametre, ki bodo dobro delovali na izbranih
podatkih. Čas izvajanja je odvisen od števila parametrov, ki se jih mora model
naučiti. V primerjavi z modelom, ki uporablja ročno načrtovane značilke ali zna-
čilke na podlagi naključnih sprehodov, lahko pri globokih modelih določimo maksi-
malno število korakov učenja, s tem pa omejimo čas izvajanja programa. Slabost
modelov globokega učenja je, da se obnašajo kot črne škatle. To pomeni, da nji-
hovega delovanja in sprejemanja odločitev ne znamo intterpretirati, prav tako pa
ne vemo, kaj je razlog za njihovo uspešno (ali neuspešno) delovanje. V nekaterih
domenah je interpretabilnost modelov ključnega pomena, včasih celo pomembnejša
od njihove sposobnosti napovedovanja. Modeli strojnega učenja pogosto služijo kot
podpora odločanju, kjer si uporabniki želijo razumeti, kako je model do rezultata
prišel in kaj je vplivalo na njegovo odločitev. V takih primerih lahko modele globo-
kega učenja uporabimo v kombinaciji z metodami, ki se ukvarjajo s pojasnjevanjem
odločanja modelov strojnega učenja [55]. Na ta način ohranimo dobro napovedno
točnost modela, metode pojasnjevanja pa nam pomagajo pri razumevanju odločanja




V magistrski nalogi smo implementirali različne klasifikacijske modele za napove-
dovanje povezav v heterogenih omrežjih. Uporabili smo pristope, ki temeljijo na
predstavitvi omrežja v vektorskem prostoru in jih med seboj primerjali. Zgradili
smo enostaven model z ročnim načrtovanjem značilk, dva modela, ki značilke gene-
rirata na podlagi naključnih sprehodov po meta poteh, ter modele, ki uporabljajo
konvolucijske nevronske mreže na homogenem in heterogenem omrežju. Modele
smo testirali na štirih podatkovnih množicah iz različnih področij. Obravnavali smo
bibliografske podatke in človeške bolezni ter probleme priporočanja storitev in pri-
poročanja izdelkov v spletni prodaji. V omenjenih omrežjih se skupno pojavi 11
tipov povezav, za katere smo zgradili napovedne modele. Njihovo uspešnost smo
vrednotili z mero AUC, za primerjavo klasifikacijskih modelov pa smo uporabili
neparametrične teste.
Ugotovili smo, da najboljše rezultate dosega model z uporabo konvolucijskih
nevronskih mrež na heterogenem omrežju. Model v procesu učenja sočasno optimi-
zira parametre kodirne in dekodirne funkcije in se nauči vložitev, ki so primerne za
rekonstrukcijo povezav. Pristop z naključnimi sprehodi po omrežju pri učenju upo-
rablja dva koraka - najprej se nauči vložitev vozlišč, nato pa jih uporabi kot vhod
v logistično regresijo. Učenja vložitev v tem primeru ne prilagodimo problemu, ki
ga rešujemo, dobljeno predstavitev v vektorskem prostoru pa lahko uporabimo tudi
pri drugih problemih, na primer klasifikaciji vozlišč.
Rezultati, ki jih dosegajo opisane metode so precej dobri, za vsako domeno znaša
AUC pri najboljši napovedi več kot 0,86. Pomembne informacije, ki smo jih v na-
ših metodah popolnoma ignorirali, so atributi vozlišč. V magistrski nalogi smo pri
napovedovanju povezav upoštevali le strukturo omrežja, nismo pa uporabili značilk
na vozliščih. Skoraj vse od obravnavanih podatkovnih množic vsebujejo še dodatne
informacije, ki bi jih lahko vključili v analizo. Pri omrežju yelp imamo na primer
na voljo dodatne informacije o uporabnikih, kot so število ocen, povprečne ocene in
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ostale reakcije uporabnika, o storitvah pa lahko izvemo lokacijo, število ocen, odpi-
ralni čas in dodatne lastnosti, kot na primer ali ima restavracija na voljo parkirišče.
Podobno imamo tudi v ostalih podatkovnih množicah na voljo informacije, ki jih
nismo upoštevali. Nevronske mreže na grafih so definirane tako, da znajo te podatke
uporabiti pri gradnji napovednega modela. V našem primeru smo na začetku upo-
rabili kar enotski vektor, model pa bi lahko enostavno razširili tako, da bi namesto
tega uporabili vektor značilk na vozlišču. Rezultati iz literature so precej obetavni
in menimo, da bi na ta način lahko še izboljšali rezultate, ki jih trenutno dosega naš
model z globokim učenjem.
Enostavne metode bi morda lahko izboljšali, če bi dodali še kakšne dodatne zna-
čilke, metode naključnih sprehodov pa, če bi namesto ene meta poti za napovedova-
nje vseh povezav uporabili meta poti prilagojene tipu povezave, ki ga napovedujemo.
Trenutno namreč uporabljamo enake meta poti za vsak tip povezave, zaradi defini-
cije problema pa moramo poskrbeti, da se na sprehodih pojavijo vsa vozlišča. Če
bi meta poti prilagodili tipu povezave, ki ga napovedujemo, bi bile te poti bolj smi-
selne, na sprehodih pa bi se morala pojaviti le vozlišča, med katerimi napovedujemo
povezave. To bi sicer zahtevalo precej dodatnega načrtovanja, a bi lahko pripomoglo
k izboljšavi rezultatov metode.
Za konec omenimo še dve prednosti modelov globokega učenja. Ena izmed njih
je, da jih lahko uporabimo na razvijajočih se omrežjih, saj so sposobni generirati
vložitve vozlišč v prostor tudi za vozlišča, ki med procesom učenja niso bila prisotna.
Z ostalimi metodami to ni mogoče. Druga prednost je, da se opisani modeli hkrati
učijo napovedovanja več tipov povezav. To pomeni da bi v omrežju s tremi vrstami
povezav, algoritem lahko pognali le enkrat. Ker merimo uspešnost modelov za vsak
tip povezave posebej, bi seveda obstajalo vprašanje, kdaj zaključimo učenje in kateri
model izberemo kot najboljši. Zanimivo bi jih bilo preizkusiti na posebnih omrežjih,
tako imenovanih grafih znanja, ki vsebujejo veliko število različnih tipov povezav.
V tem primeru bi prihranili veliko tudi na času izvajanja. Medtem ko bi z uporabo
ostalih metod morali model zgraditi ločeno za vsak tip povezave posebej, bi se lahko
z uporabo konvolucijskih mrež na grafih naučili le enega napovednega modela za vse
vrste povezav hkrati.
Če pogledamo širšo sliko, vidimo, da so globoke metode učenja za napovedova-
nje povezav v heterogenih omrežjih primerna izbira. Ne samo da že v svoji trenutni
obliki dosegajo najboljše rezultate v primerjavi z ostalimi opisanimi metodami, po-
nujajo tudi veliko možnosti za izboljšave. Globoko učenje se je v praksi dobro obne-
slo predvsem pri reševanju problemov, kjer imamo na voljo veliko podatkov. Ker je
večina omrežij v realnem svetu redkih, bi lahko to predstavljalo problem, zato mo-
ramo pri načrtovanju modelov paziti, da ne uporabimo preglobokih mrež z velikim
številom parametrov. Kot že omenjeno, je slabost globokih modelov učenja ta, da
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njihovega delovanja ne moremo interpretirati. V domenah, kjer je potrebno odloči-
tve modelov utemeljiti, bi bil ta pristop primeren v kombinacijami z metodami, ki
se ukvarjajo z interpretacijo modelov strojnega učenja.
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Programska koda projekta je dostopna v GitHub repozitoriju [1]. Zaradi obsežnosti
projekta v nadaljevanju prikažemo le nekaj izsekov programske kode. Izsek A prika-
zuje funkcijo, ki jo uporabimo za pripravo testne, učne in validacijske množice. Pri
vzorčenju uporabljamo seme, ki nam omogoča ponovljivost rezultatov, povezave pa
izbiramo tako, da omrežje, ki ga uporabljamo pri učenju, ostane povezano. Izsek B
prikazuje postopek učenja pri enostavnem modelu z ročno načrtovanimi značilkami.
Implementiramo algoritem za izbiro značilk in na koncu izberemo model s tistimi
značilkami, za katere smo na validacijski množici dobili najboljše rezultate. Izsek C
prikazuje postopek učenja pri konvolucijskih mrežah grafov prilagojenih za hetero-
gena omrežja. V vsakem izmed korakov učenja optimiziramo matrike parametrov za
vsak tip povezave posebej. Na koncu izberemo tisti model, ki na validacijski mno-
žici daje najboljše rezultate. Repozitorij projekta vsebuje tako programsko kodo za
gradnjo vseh modelov kot tudi funkcije za pripravo in preprocesiranje podatkov.
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Primer A: Priprava testne, učne in validacijske množice
def split_test_train(G, edge_type, seed, val_size=0.1, test_size=0.1):
np.random.seed(seed)
# select nodes and edges of required types
nodes_0 = [n for n in G.nodes if n.startswith(edge_type[0])]
nodes_1 = [n for n in G.nodes if n.startswith(edge_type[1])]
selected_edges = [ e for e in G.edges if
(e[0].startswith(edge_type[0]) and e[1].startswith(edge_type[1]))
or (e[0].startswith(edge_type[1]) and e[1].startswith(edge_type[0]))]






m_test = int(test_size * n_edges)
m_val = int(val_size * n_edges)
test_positive = set() # sampling of positive edges, train_G stays connected
while len(test_positive) < m_test:
i = np.random.randint(low=0, high=len(selected_edges))
e = selected_edges[i]






test_negative = set() # sampling of negative edges
while len(test_negative) < m_test:
i, j = np.random.randint(low=0, high=len(nodes_0)),
np.random.randint(low=0, high=len(nodes_1))
e = (nodes_0[i], nodes_1[j]) if nodes_0[i] < nodes_1[j]
else (nodes_1[j], nodes_0[i])
if nodes_0[i] != nodes_1[j] and not G_edge_type.has_edge(e[0], e[1]):
test_negative.add(e)
val_positive = set() # positive edges for validation set
while len(val_positive) < m_val:
i = np.random.randint(low=0, high=len(selected_edges))
e = selected_edges[i]






val_negative = set() # negative edges for validation set
while len(val_negative) < m_val:
i, j = np.random.randint(low=0, high=len(nodes_0)),
np.random.randint(low=0, high=len(nodes_1))
e = (nodes_0[i], nodes_1[j]) if nodes_0[i] < nodes_1[j]
else (nodes_1[j], nodes_0[i])
if nodes_0[i] != nodes_1[j] and not G_edge_type.has_edge(e[0], e[1])




if edge_type[0] != edge_type[1]:
for n0 in nodes_0:
for n1 in nodes_1:
e = (n0, n1) if n0 < n1 else (n1, n0)
train_edges.append(e)
else:
for i in range(len(nodes_0)):
for j in range(i+1, len(nodes_0)):





return G_train, np.array(list(test_positive)), np.array(list(test_negative)),
np.array(list(val_positive)), np.array(list(val_negative)),
np.array(list(train_edges))
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Primer B: Postopek učenja z izbiro značilk
def train(self, method, seed=0):




elif method == "FS": # feature selection







for feature in features:





current_roc = roc_auc_score(self.Y_val, pred)





best_features = best_features + features[feature_to_add]








Primer C: Postopek učenja konvolucijskih mrež grafov
for epoch in range(FLAGS.epochs):
for idx in idx2edge_type:
# Construct feed dictionary
feed_dict = construct_feed_dict(adj_mats_train, adj_mats_train_normalized,
features, edge_types, placeholders)
feed_dict.update({placeholders['dropout']: FLAGS.dropout})
# Run single weight update
if optimizer_str == "multi":
outs = sess.run([optimizers[idx].opt_op, optimizers[idx].cost,
optimizers[idx].accuracy], feed_dict=feed_dict)
else:
outs = sess.run([opt.opt_op, opt.cost], feed_dict=feed_dict)
# Compute average loss
avg_cost = outs[1]
avg_acc = outs[2]
current_preds, roc_curr, ap_curr = get_roc_score(val_positive, val_negative,
k)
if roc_curr > best_val_roc: # save best model
best_val_roc = roc_curr
best_preds = current_preds





Tabela B.1 in tabela B.2 prikazujeta podrobnejše rezultate ekperimentov. V po-
glavju 4 med seboj primerjamo uspešnosti različnih modelov učenja, pri čemer
uporabimo rezultate iz spodnjih tabel. Tabeli prikazujeta aritmetično sredino in
standardno napako aritmetične sredine vrednosti AUC za različne modele. Stan-
dardno napako aritmetične sredine izračunamo kot σx̄ =
σ√
n
, kjer x̄ predstavlja
aritmetično sredino AUC vrednosti, n število ponovitev vzorčenja in σ standardni
odklon. Rezultati v tabelah predstavljajo vrednosti x̄ ± σx̄. Opazimo, da so si
aritmetične sredine AUC vrednosti metod včasih zelo blizu, zato za identifikacijo
najuspešnejših metod uporabimo še standardno napako aritmetične sredine. Pri
tem dva modela obravnavamo kot enako uspešna, če se razširjena intervala okrog
njune aritmetične sredine prekrivata. Metodi A in B sta torej enako uspešni, če
(x̄A−σx̄A , x̄A+σx̄A)∩ (x̄B−σx̄B , x̄B+σx̄B) ̸= ∅. Odebeljeni so modeli, ki so najuspe-
šnejši. Ko razvrščamo metode po uspešnosti, standardne napake aritmetične sredine
ne upoštevamo in modele razvrstimo le glede na aritmetično sredino njihovih AUC
vrednosti.
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