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Determining confidence intervals for a population µ estimate from a sample ݔ with a either a 
known or an unknown population σ use similar methods. The more data one has to begin with 
the better will be the estimate, so knowing the standard deviation of the population will provide a 
better estimate of the mean. In our case we have no data to begin with so must collect the data to 
build our estimates. This eliminates the possibility of estimating the confidence interval of µ with 
a known σ, which is the better of the estimates, and has a narrower range. The data collection and 
calculation of s and ݔ will be necessary in our case. Once those two estimators are calculated, 
finding the confidence interval is an easy task. 
̅ݔ േ ݐఈ ଶൗ
ݏ
√݊ 
Where ݐఈ ଶൗ  is obtained from a Student’s t distribution table since we are looking for a 95% 
confidence, α=.05 (α and confidence being complements), and α/2=.025. The Student’s t tables 
are arranged by degrees of freedom and confidence, we will also need degrees of freedom; in this 
case simply n-1. Assuming 50 stores, d.f.=49, thus making ݐఈ ଶൗ =2.010. 
 
The student’s t distribution is very similar to the normal distribution, however is not as peaked 
and has fatter tails, this results in an overestimation if used in place of a z-score, a useful thing 
when we don’t have exact values for our calculations. 
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Choosing the number of outlets to sample to obtain the required data is only half of the sampling 
problem. Deciding which of the outlets to use is as important as how many. Fundamentally this 
is a choice about variance and bias.  
 
Bias is the difference between our result and the true population parameter (in this case mean) 
that is a result of choosing poor sample points, e.g. convenience over true randomness; whereas 
variance is the difference between our estimate and the parameter resulting from randomly 
occurring differences in the population that is evident in our sample. Think of bias as accuracy 
and variance as precision. An estimate may have any combination of high or low bias and/or 
variance. 
 
Variance can be whittled away with increased sample size. Imagine rolling a single die, if you 
roll the die an infinite number of times the results will be evenly split between 1-6 (a uniform 
distribution), however if you only roll the die six times the probability that all six numbers will 
appear (each once) is only 1.5%; our sample lies somewhere between trying once and trying an 
infinite number of times. The larger the sample size the more indicative of the population it will 
be. 
 
Bias can only be reduced through proper sampling technique, and even then may still occur. In 
our case, we can eliminate the possibility of non-participation as a source for bias, and must 
instead focus on initial selection. For our purposes the best option for eliminating bias in sample 
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selection is to select a random set of our stores. We will assign a number to each store and have 
Excel select a set of n random numbers, the numbers selected will correspond to the stores and 
those will be the stores we obtain our data from. The number required comes from: 
݊ ൌ ሺݖσܧ ሻ
ଶ 
Where E=desired error, and z is the appropriate z score for a 95% confidence interval (1.96). 
Obviously a smaller desired sample size requires a larger allowable error which results in a 
larger interval (ݔ േ ݖ ஢√௡ሻ. Since we don’t know the population standard deviation we must 
estimate it. There are several methods of doing so and most rely on having data of some sort. 
Assuming that we do not have any data to begin with, we will take a small initial sample and 
calculate the sample standard deviation (s) from that sample. We then use s in place of σ in our 
sample size calculation. This sounds like circular logic, and to a degree it is, but it is only to 
provide us a starting point. If we had pre-existing previous data we could also use that to 
estimate the upper and lower bounds and set σ=[(b-a)2/12]1/2 for a uniform distribution or σ=(b-
a)/6 for a normal distribution.  
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