Let Γ be a Q-polynomial distance-regular graph with vertex set X, diameter D ≥ 3 and adjacency matrix A. Fix x ∈ X and let A * = A * (x) be the corresponding dual adjacency matrix. Recall that the Terwilliger algebra T = T (x) is the subalgebra of MatX (C) generated by A and A * . Let W denote a thin irreducible T -module. It is known that the action of A and A * on W induces a linear algebraic object known as a Leonard pair. Over the past decade, many results have been obtained concerning Leonard pairs. In this paper, we apply these results to obtain a detailed description of W . In our description, we do not assume that the reader is familiar with Leonard pairs. Everything will be proved from the point of view of Γ.
are orthogonal bases for W; we call these the standard basis and dual standard basis for W, respectively. We display the matrix representations of A and A * with respect to these bases. The entries in these matrices will play an important role in our theory. We call these the intersection numbers and dual intersection numbers of W. Using these numbers, we compute all inner products involving the standard and dual standard bases. We also use these numbers to define two normalizations u i , v i (resp. u * i , v * i ) for p i (resp. p * i ). Using the orthogonality of the standard and dual standard bases, we show that for each of the sequences
the polynomials involved are orthogonal and we display the orthogonality relations. We also show that each of the sequences satisfy a three-term recurrence and a relation known as the Askey-Wilson duality. We then turn our attention to two more bases for W. We find the matrix representations of A and A * with respect to these bases. From the entries of these matrices we obtain two sequences of scalars known as the first split sequence and second split sequence of W. We associate with W a sequence of scalars called the parameter array. This sequence consists of the eigenvalues of the restriction of A to W , the eigenvalues of the restriction of A * to W, the first split sequence of W and the second split sequence of W . We express all the scalars and polynomials associated with W in terms of its parameter array. We show that the parameter array of W is determined by r, t, d and one more free parameter. From this we conclude that the isomorphism class of W is determined by these four parameters. Finally, we apply our results to the case in which Γ has q-Racah type or classical parameters.
Preliminaries
In this section, we recall some basic concepts concerning Q-polynomial distance-regular graphs. For more background information see [2] and [4] .
Let X be a non-empty finite set. Let Mat X (C) denote the C-algebra of matrices whose rows and columns are indexed by X and whose entries are in C. We let I (resp. J) denote the identity matrix (resp. all 1's matrix) in Mat X (C). Let V = CX be the vector space over C consisting of column vectors whose coordinates are indexed by X and whose entries are in C. Observe that Mat X (C) acts on V by left multiplication. For u, v ∈ V , define u, v := u t v, where u t is the transpose of u and v is the complex conjugate of v. Observe that , is a positive definite Hermitian form on V . Note that Bu, v = u, B t v for all B ∈ Mat X (C) and u, v ∈ V . For y ∈ X, letŷ denote the element in V with a 1 in the y coordinate and 0 in all other coordinates. Observe that {ŷ | y ∈ X} is an orthonormal basis for V. Let Γ = (X, R) be a finite undirected connected graph without loops or multiple edges, with vertex set X and edge set R. Let ∂ denote the path-length distance function for Γ. Set D = max{∂(x, y) | x, y ∈ X}. We refer to D as the diameter of Γ. For x ∈ X and an integer i ≥ 0, let Γ i (x) = {y | y ∈ X, ∂(x, y) = i}. Abbreviate Γ(x) := Γ 1 (x). For an integer k ≥ 0, we say that Γ is regular with valency k whenever k = |Γ(x)| for all x ∈ X. We say that Γ is distance-regular whenever there exists scalars p h ij (0 ≤ h, i, j ≤ D) such that p h ij = |Γ i (x) ∩ Γ j (y)| for all x, y ∈ X with ∂(x, y) = h. We refer to the p h ij as the intersection numbers of Γ. For the rest of this paper, assume that Γ is distance-regular with diameter D ≥ 3. Note that by the triangle inequality, we have (i) p h ij = 0 if one of h, i, j is greater than the sum of the other two; (ii) p h ij = 0 if one of h, i, j is equal to the sum of the other two. We abbreviate c i := p [2, p.195] ,
We refer to k i as the ith valency of Γ. We now recall the Bose-Mesner algebra of Γ. For 0 ≤ i ≤ D, define A i ∈ Mat X (C) to have (x, y)-entry equal to 1 if ∂(x, y) = i, and 0 otherwise. We refer to A i as the ith distance matrix of Γ. Note that (i) θ i E i . Note that for 0 ≤ i ≤ D, AE i = E i A = θ i E i . Thus, E i V is an eigenspace for A, and θ i is the corresponding eigenvalue. Since A is symmetric, θ i ∈ R. Since A generates M , the {θ i } D i=0 are mutually distinct. Note that
and that
We call θ i the eigenvalue of Γ associated with E i . We now recall the Krein parameters of Γ. Observe that A i • A j = δ ij A i for 0 ≤ i, j ≤ D, where • is the entry-wise multiplication. Thus, M is closed under •. Consequently, there exist complex scalars q h ij (0 ≤ h, i, j ≤ D) such that
The q h ij are known as the Krein parameters or dual intersection numbers of Γ. By [2, p.69] , the q h ij are real and nonnegative.
We now consider the Q-polynomial property. The graph Γ is said to be Q-polynomial (with respect to the given ordering {E i } D i=0 of primitive idempotents) whenever both: (i) q h ij = 0 if one of h, i, j is greater than the sum of the other two; (ii) q h ij = 0 if one of h, i, j is equal to the sum of the other two. For the rest of this paper, we assume that Γ is Q-polynomial with respect to {E i } 
.2). Then
Proof: Routine using Lemmas 4.1(iii) and 4.2(iii). 2
Using Lemma 4.5 we obtain the following strengthening of (10) and (11) .
Proof: Let B denote matrix representation of A with respect to the basis given in Lemma 4.1. By construction, the matrix representation of E * r+i A h E * r+j with respect to this basis has (i, j)-entry (B h ) ij and all other entries are 0. Line (12) follows from this and Lemma 4.5. The proof of (13) 
2 and this is equal to the dimension of End(W ). It suffices to show that the actions of the elements of S on W are linearly independent. Let {w i } d i=0 be the basis for W in Lemma 4.1. With respect to this basis, let B and F * r be the matrix representations of A and E * r . We claim that for 0
By Lemma 4.1(i), F * r has (0, 0)-entry 1 and all other entries are 0. Thus,
Combining this with Lemma 4.5, we obtain (14). It follows from (14) that actions of the elements of S on W are linearly independent and hence form a basis for End(W 
Proof: Immediate from Theorem 4.7 and Lemmas 4.10, 4.11. 2
Let W be as in Assumption 3.4. In this section, we associate with W two sequences of scalars called the a i (W ) and x i (W ). We will then describe the algebraic properties of these scalars. 
For notational convenience, define x 0 (W ) = 0 and x * 0 (W ) = 0.
Proof: (i) By Lemma 4.1(i), (iii), the (j, j)-entry of the matrix representation of E * r+i A with respect to
Taking the trace of this matrix and using (15), we obtain the desired result.
(ii) By Lemma 4.1(i), (iii), the (j, j)-entry of the matrix representation of E * r+i AE * r+i−1 A with respect to
Taking the trace of this matrix and using (16), we obtain the desired result. (iii) Immediate from (ii) and Lemma 4.1(iii).
2
Proof: Similar to the proof of Lemma 5.3. 
Proof:
be the basis for W in Theorem 5.5. Let B denote the matrix representation of A with respect to this basis. Note that for 0 
Proof: Similar to the proof of Theorem 5.7. 2
Lemma 5.9 The following hold on W . 
(iv) By Lemma 5.9(ii), x i (W ) is an eigenvalue of the real symmetric matrix E * r+i AE * r+i−1 AE * r+i . Thus,
The polynomial p i
Let W be as in Assumption 3.4. In the previous section, we defined two bases for W. In this section, we will use these bases to obtain two sequences of polynomials. We will investigate some properties of these polynomials. Let C[λ] denote the C-algebra of polynomials in λ with coefficients in C.
where x i (W ) and a i (W ) are as in Definition 5.2 and p −1 = 0. 
is a basis for W. By (17),
By (18), Aw
Comparing ( 
r . We will show that ∆ = 0 on W . For 0 ≤ j ≤ d, let w j be a nonzero vector in E * r+j W. Note that ∆w j = 0 for 1 ≤ j ≤ d. By Lemma 6.3, ∆w 0 = 0. Therefore, ∆ = 0 on W . The second assertion is proved similary.
2 Theorem 6.6 The following hold.
(i) p d+1 is both the minimal polynomial and the characteristic polynomial of the action of A on W .
is both the minimal polynomial and characteristic polynomial of the action of A * on W. Let W be as in Assumption 3.4. In this section, we will investigate the algebraic properties of two more scalars associated with W, called the m i (W ) and the ν(W ).
Taking the trace of both sides of this equation and using Definition 7.1 and the fact that tr W (E * r ) = 1, we find that
Arguing as in the proof of (i), we find that α = m i (W ). (iii), (iv) Similar to the proofs of (i), (ii).
2 Lemma 7.3 The following hold.
Proof: (i) Observe that on W, 
We denote the multiplicative inverse of this common value to be ν(W ).
The following is an immediate consequence of Lemma 7.2 and Definition 7.4.
Lemma 7.5
The following hold on W .
8 Two bases for W Let W be as in Assumption 3.4. In this section, we will look at two bases for W called the standard basis and dual standard basis.
Theorem 8.1 Let u and v be nonzero vectors in
Proof: (i) By Lemma 3.1(iv), it suffices to show that E *
Definition 8.2 Let u and v be nonzero vectors in E t W and E * r W, respectively. We call 
is a standard basis for W.
(ii) There exists a nonzero α ∈ C such that w
Proof: By Definition 8.2, there exists a nonzero u ∈ E t W such that w i = E * r+i u for 0 ≤ i ≤ d. Note that {w ′ i } is a standard basis for W if and only if there exists a nonzero u ′ ∈ E t W such that w
be a dual standard basis for W and {v
be a sequence of vectors in W. Then the following are equivalent.
is a dual standard basis for W.
(ii) There exists a nonzero α ∈ C such that v
Proof: Similar to the proof of Theorem 8.3.
We now give various characterizations of a standard basis and dual standard basis.
is a standard basis for W if and only if both (i) and (ii) below hold.
Thus, (i) holds. Combining Lemma 3.1(ii) and the fact that
is a standard basis for W . 
Proof: Similar to the proof of Theorem 8. 
Proof: (ii) B = diag(θ t , θ t+1 , . . . , θ t+d ).
Proof: Similar to the proof of Lemma 8.7. 2 Definition 8.9 Define the two maps ♭ :
is the matrix representation of Y with respect to a standard basis (resp. dual standard basis) for W. Note that Y ♭ (resp. Y ♯ ) is independent of the choice of standard basis (resp. dual standard basis) by Theorem 8.3 (resp. Theorem 8.4).
Theorem 8.10
With reference to Definition 8.9, the following hold.
Proof: Immediate from Lemmas 8.7 and 8.8. 9 The scalars
Let W be as in Assumption 3.4 and let ♭, ♯ be the maps in Definition 8.9. In this section, we will take a close look at the entries of A ♭ and A * ♯ . By Lemmas 4.1 and 4.2, the matrices A ♭ and A * ♯ are tridiagonal. Moreover, by Lemma 5.3, the (i, i)-entry of these matrices are a i (W ) and a * i (W ), respectively. We now take a close look at the superdiagonal and subdiagonal entries of these matrices.
Thus,
For notational convenience, define
Definition 9.2 By the intersection numbers (resp. dual intersection numbers) of W, we mean the a i (W ),
Lemma 9.3 The following hold.
Proof: (i) Immediate from Lemma 5.3(ii).
(ii) Immediate from Theorem 8.10(i).
(iii), (iv) Similar to the proofs of (i), (ii).
(v) Recall that a 0 (W ) ∈ R by Lemma 5.10(iii). Since θ t ∈ R and a 0 (W ) + b 0 (W ) = θ t , we have b 0 (W ) ∈ R. By Lemma 5.10(iii), (iv), we obtain a i (W ) ∈ R and x i (W ) ∈ R for 0 ≤ i ≤ d. Combining this with (i), (ii) and the fact that b 0 (W ) ∈ R and b i (W ) = 0 for 0
where 
Eliminate x i−1 (W ) and a i−1 (W ) in (32) using Lemma 9.3(i), (ii). Evaluate the result using the inductive hypothesis to obtain the desired result. Equation (31) is proved similarly. 2
In the above lines, p j = p 
We finish this section with a few comments. 
By (28) and the fact that W and W ′ have the same intersection numbers, (φA − Aφ)w i = 0 for 0 ≤ i ≤ d. From these comments, (φA − Aφ)W = 0 and (φA * − A * φ)W = 0. Since T is generated by A, A * , we find that φ is a T -module isomorphism. Therefore,
The scalar k i (W )
Let W be as in Assumption 3.4. In this section, we will look at a sequence of scalars closely related with the m i (W ).
where m i (W ), m * i (W ), ν(W ) are from Definitions 7.1 and 7.4. We now relate k i (W ) (resp. k * i (W )) and the intersection (resp. dual intersection) numbers of W .
Lemma 10.2 The following (i)-(iii) hold.
where c d+1 (W ) = 0. Take the trace of both sides of (35). Evaluate this using Definition 7.1 and the fact that E t A = θ t E t . Multiplying ν(W ) on both sides of the resulting equation and using Definition 10.1 we obtain
Solving for c i+1 (W )k i+1 (W ) in (36) using the inductive hypothesis and Lemma 9.3(ii), we find that (33) holds for i + 1. The proof of (34) 
where k i is the ith valency of Γ and m i is the multiplicity of Γ associated with E i .
Proof: Immediate from (1), (4), Lemma 9.6 and Theorem 10.4. 2
11
The polynomials u i and v i
Let W be as in Assumption 3.4. In this section, we will look at two normalizations of the polynomials p i and p * i in Definitions 6.1, 6.2.
where p i = p 
where u and v are nonzero vectors in E t W and E * r W , respectively.
where b −1 (W ) = 0. Using (41), we obtain
Using the fact that w 0 = w ′ 0 and comparing (44) and (45), we obtain the equation on the left of (43). The equation on the right of (43) can be similarly obtained.
as follows:
where u i = u 
Moreover,
Proof: To obtain (48), divide both sides of (18) by p i (θ t ) and eliminate x i (W ) using Lemma 9.3(i). Evaluate the result using Lemma 9.4. The proof of (49) 
where
Proof: Immediate from (48) and (49) ) is a standard basis (resp. dual standard basis) for W . By (2) and (6), each of these bases is orthogonal. We now compute some square norms. Proof: Note that
by Lemma 11.2.
Since u ∈ E t W, u = E t u. Using this we find that u, E * r u = E t u, E * r E t u = u, E t E * r E t u . Evaluating E t E * r E t using Lemma 7.5(i) we find that u, E * r u = u 2 /ν(W ). Thus, we obtain (50). Equation (51) 
In the above lines, ν(W ) is from Definition 7.4.
Proof: (i) Since v ∈ E * r W, v = E * r v. Using this we find that E * r u, E t v = E * r u, E t E * r v = u, E * r E t E * r v . Evaluate E * r E t E * r using Lemma 7.5(ii) to obtain the desired result.
(ii) Since v spans E * r W, E * r u = αv for some α ∈ C. Thus E * r u, v = α v 2 . Since E * r u, v = u, E * r v = u, v , we find that α = u,v v 2 . (iii) Similar to the proof of (ii). (iv) Observe that E * r u = 0 since it is an element of a standard basis. It follows from this and (ii) that u, v = 0. (v) Eliminate E * r u and E t v in (i) using (ii) and (iii).
by Lemma 12.2(i).
The result then follows from Lemmas 11.2 and 11.6. Equation (53) is proved similarly. 2
where u j = u 
The orthogonality relations
Let W be as in Assumption 3.4. In this section, we display the transition matrix relating a standard basis and a dual standard basis. Using this and the results of the previous section, we display the orthogonality relations satisfied by the polynomials we have seen in this paper.
Theorem 13.1 Let u and v be nonzero vectors in
are from Definition 11.1.
Proof: Combining Lemma 3.2(ii) and the fact that 
Hence, (59) holds. Equation (60) is proved similarly. 2
where Proof: Concerning (61), let u be a nonzero vector in E t W. We compute E * r+i u, E * r+j u in two ways. First, by (6) and (50), E * r+i u, E * r+j u = δ ij u 2 k i (W )/ν(W ). Secondly, we compute E * r+i u, E * r+j u by evaluating each of E * r+i u and E * r+j u using (59). Simplify the result using (51) and Lemma 12.2(v). We find that E * r+i u, E * r+j u is equal to u 2 /(ν(W )) 2 times the left side of (61). Equation (61) follows from these comments. Similarly, we obtain (63). To obtain (62), evaluate (63) using (56). To obtain (64), evaluate (61) using (56).
where Proof: Evaluate each of (61)-(64) using Lemma 11.6. 2
where Proof: Evaluate each of (61)-(64) using Definition 11.1. Simplify the result using Lemma 9.3(i), (iii).
We now present Theorem 13.2 in matrix form.
Definition 13.5 Define matrices P = P (W ) and
are from Definition 11.1. Proof: We compute the (i, j)-entry of P * P using Definition 13.5 and (56). We find that this is equal to (k i (W )) −1 times the left hand side of (61). Using (61), we obtain P * P = ν(W )I. 2 Theorem 13.7 Let ♭ and ♯ be the maps in Definition 8.9 . With reference to Definition 13.5,
Proof: By Lemma 13.1, the transition matrix from a standard basis to a dual standard basis for W is a scalar multiple of P . Therefore,
Let W be as in Assumption 3.4. In Sections 8 and 9, we found two bases for W with respect to which A and A * are represented by tridiagonal and diagonal matrices. In this section, we will look at two more bases for W with respect to which A and A * are represented by lower bidiagonal and upper bidiagonal matrices.
as follows: 
In this inclusion, equality holds since each side has dimension i + 1.
by Lemma 14.2.
Proof: By Lemma 14.5,
Combining this with Lemma 14.6, we obtain the desired result. 2
Proof: (i) Immediate from Definition 14.4.
(ii) Assume 1 ≤ i ≤ d, otherwise, we are done since
Combining these comments with Lemma 14.7, we find that (A * − θ * r+i I)U i ⊆ U i−1 . We now show equality holds. Suppose that (A
r+i I) and the corresponding eigenvalue is nonzero. 
Proof: Immediate from Definitions 14.4, 14.9 and Lemma 14.8. 2
In Lemmas 14.3-14.8 and Theorem 14.10, we replace E t+i with E t+d−i for 0 ≤ i ≤ d and we routinely obtain the following results. 
By Lemma 14.15, for 1
Observe that φ i = 0. We refer to the sequence {φ i } 
In [12, Lemma 12.7] , it was shown that
are related by the following:
Definition 14.18 By the parameter array of W , we mean the sequence of scalars
), where r, t, d are from Assumption 3.4, and the ϕ i , φ i are from Definitions 14.9, 14.16.
Describing W in terms of its parameter array
Let W be as in Assumption 3.4. Up until now, we have associated with W a number of polynomials and parameters. In this section, we will express all these polynomials and parameters in terms of the parameter
are from Definition 11.5.
Proof: We first verify (77)
From these comments and since u i (θ t ) = 1, we have α 0 = 1. Now assume i ≥ 1, otherwise we are done. Let v be a nonzero vector in E * r W. By Theorem 11.4 and Lemma 11.6,
Therefore, (77) holds. We now prove (78). Let f i be the polynomial on the right in (78). Using (77), we find that
are from Definitions 6.1, 6.2.
Proof: We first prove the equation on the left in (79). We compute the coefficient of λ i in u i in two ways: one way using (77) and another way using Definition 11.5. Comparing the results, we obtain the equation on the left in (79). Argue similarly to obtain the equation on the right in (79).
The 
(82)
Proof: To obtain (83), we compute the coefficient of λ i in u i+1 in two ways. One way is using Lemma 9.4 and Lemma 11.7. Using this approach, we find that the coefficient is equal to
Another way is using (77). Using this approach, the coefficient is equal to
Evaluating (85) using (79) and comparing the result with (86), we obtain (83). Similarly, we obtain the two equations in (81). We now prove (84). Observe that by Definitions 5.2 and 14.16, replacing E t+i with E t+d−i for 0 ≤ i ≤ d has the effect of switching (a i (W ), θ t+i , ϕ i ) to (a i (W ), θ t+d−i , φ i ). Applying this switching to (83), we obtain (84). Similarly, we obtain the two equations in (82). 
Proof: To obtain (87) and (89) argue similarly as in the proof of (83). We now prove (90). By Definitions 5.2 and 14.16, replacing E t+i with E t+d−i for 0 ≤ i ≤ d has the effect of switching (a *
Applying this switching to (89), we obtain 
The a . Arguing as in the proof of (77), we find that
To find u i (θ t+d ), we compute the coefficient of λ i in u i in two ways: one way is using (77) and another way is using (97). Comparing these results we obtain
Evaluating p i using Definition 11.5, (97), (98) 
,
are from Definitions 6.1, 6.2. Proof: Immediate from the right side of lines (96) and (99). 2
The c 
By (3) and (7), on W we have
From these comments and since v ∈ E * r W , we obtain 
Proof: Evaluate the equations in (37), (38) and in Lemma 9.3(i), (iii), using Theorems 15.3 and 15.11. 2
For the rest of this section, we will find alternative formulae for the intersection and dual intersection numbers of W . The reason in doing this is that the formulae given in Theorems 15.3 and 15.11 involve huge products which may not be easy to compute. We will need the following lemma.
The
. Use this to evaluate (57) with j = 1. Eliminate a * 0 (W ) in the resulting equation using the expression on the left of (87). Simplify using Lemma 9.3(ii) to obtain (107). The proof of (108) 
To obtain b * i (W ) and c * i (W ), replace (θ t+j , θ * r+j , a j (W )) with (θ * r+j , θ t+j , a * j (W )).
Proof: To obtain (109), eliminate a 0 (W ) in the equation on the left of (81) using Lemma 9.3(ii). To obtain (110) and (111), solve the system of equations in Lemmas 9.3(ii) and (107). To obtain (112), set i = d in (107) and eliminate a d (W ) using Lemma 9.3(ii). The proof of the assertion regarding the dual intersection numbers of W is similar. 
Proof: To obtain (113), set i = 2 in (75) and evaluate φ 1 using (76). Comparing the formula for ϕ i on the left in lines (92) and (93), we find that interchanging A and A * has no effect on ϕ i for 1 ≤ i ≤ d. Applying this switching to (113), we obtain (114).
Proof: Eliminating u * 2 in (57) with j = 2 using (78), we obtain
Simplify the first three terms of (117) using Lemma 9.3(ii). Evaluating the coefficient of τ 1 (θ t+2 )/ϕ 1 in (117) using (107), we routinely obtain (115). The proof of (116) 
Proof: Observe that (118), (121) are (109), (112). To obtain (119) and (120), eliminate a i (W ) in (107) and (115) using Lemma 9.3(ii)
where (123) using (114) . Solving the system of equations (122), (123), we obtain (119) and (120). Argue similarly and evaluate ϕ 2 using (113) to obtain the formula for the dual intersection numbers of W . 
Isomorphism Classes of Thin Irreducible T-modules
In Corollary 9.7, we mentioned some set of scalars needed to determine the isomorphism class of a thin irreducible T-module. As we have seen in Theorem 15.18, there are many relations among these scalars.We now consider a much smaller set of scalars needed to determine the isomorphism class. Let us first consider some equations from (75), (76).
denote the first split sequence and second split sequence of W, respectively. Then 17 Two examples of Q-polynomial distance-regular graphs
In this section, we apply the results that we have obtained in Section 15 to several examples of Q-polynomial distance-regular graphs. We will continue talking about the T -module W in Assumption 3.4 but now we will impose extra conditions on Γ.
Definition 17.1 The graph Γ is said to have q-Racah type whenever its parameter array (
) satisfy the following. For 0 ≤ i ≤ D,
For 1 ≤ i ≤ D,
In the above, q, h, h * , r 1 , r 2 , s, s * are complex scalars such that r 1 r 2 = ss * q D+1 , hh * ss * = 0, q / ∈ {−1, 0, 1}. Proof: Routine calculation using Definition 17. 
Proof: Since h, h * are both nonzero and q, q d are both not equal to 1, there exists τ (W ) such that (124) holds for i = 1. Plugging ϕ 1 (W ) in (76) and using Lemma 17.2, we routinely obtain that (125) holds for 1 ≤ i ≤ d. Evaluating (75) using (125) with i = 1 and repeating the same argument above, we find that (124) holds for 1 ≤ i ≤ d.
We make a comment about our notation used in Lemma 17. 
Eliminating τ (W ), ss * in (124) using (128), we routinely obtain (126). Arguing similarly, we obtain (127).2
The next theorem will involve basic hypergeometric series. For the definition, see [7, p.4] . The polynomials u i are q-Racah polynomials. For the definition of q-Racah polynomials, see [1] . 
