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ABSTRACT
The drug market has become very competitive with the development of ex­
isting companies and the emergence of new companies. The emergence on 
the market of so-called generic drugs makes the speed of development of new 
drugs a prime target. The pharmaceutical industry has until now focused 
on speeding-up drug development by focusing on the chemistry aspects with 
very little attention given to potential engineering solutions.
When looking at the engineering side of the pharmaceutical industry, and 
more particularly to the design side of equipment like chemical reactors, the 
pharmaceutical industry has restricted itself to using stirred tank reactors 
to analyse, develop and produce products. This type of reactor is perceived 
as flexible and easy to operate for batch operations. Chemical engineering 
research has opened up the route for new potential reactor designs, which 
can offer effective solutions to the problems of reaction scale-up.
This work aims to develop an automated comparison of different types of 
chemical reactors in accordance with their ability to scale-up bulk pharma­
ceutical products. It looks at the engineering side of drug scale-up in order to 
provide a reliable and fast evaluation procedure for the selection of a reactor 
which facilitates reaction scale-up. In this piece of research, indicators of 
success in the scale-up and assessment of quality of process design is centred 
around yields (or selectivity), capital expenditures and costs and regulatory 
compliance.
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Due to the complexity of the reactions i.e. the number of components or 
the number of steps involved in the synthesis of a compound, side reactions 
occur undermining the production of a targeted compound. This problem 
can be solved in some cases by changing the chemistry of the synthesis of the 
product. This procedure tends to be very time consuming as each possible 
route has to be first developed at bench scale. Then each promising route 
is scaled-up over increasing sizes of stirred tank reactor. The different en­
gineering factors involved within the reaction are commonly neglected, so is 
the possibility of using different types of reactor. In this study, the level of 
selectivity achieved, i.e. how much product is generated for the amount of 
reactant used, is simulated by mathematical models. Selectivity is then used 
to evaluate profit generated or cost (capital or running) endorsed and reflect 
on the efficiency of the process design. Regulatory compliance is also looked 
at through the impact that parameter uncertainty can have on the process 
design.
The influence of mixing on product selectivity is shown in this work as 
being critical. A comparison of the mixing efficiency of various types of reac­
tors is studied through the influence of mixing on selectivity. Mass transfer 
is also of prime importance in organic synthesis with the emergence of cat­
alysts. This aspect has also been given particular attention in this work, 
and various types of reactor have been evaluated against their potential to 
scale-up a mass transfer sensitive reaction.
The comparison of the different types of chemical reactor is carried out 
through the use of an optimisation procedure. The optimisation is done over 
the different variables which represent inherent characteristics of each reac­
tor type e.g. energy dissipation rate, mass transfer achievable in a reactor. 
Uncertainty analysis is also used through the Fourier Amplitude Sensitiv­
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ity Test (FAST), a global sensitivity analysis method, to evaluate the impact 
that parameter uncertainty or parameter tolerance has on the process design. 
The FAST method is a global sensitivity analysis method which offers the 
advantage that a limited number of sampling points are necessary to evaluate 
the parameter sensitivity analysis of a model. The selection is then based 
on a multi-objective optimisation procedures. This allows us to trade-off 
uncertainty and annualised costs. The advantages of this methodology are 
the speed of evaluation, the ease of use as well as the versatility and generic 
aspect. It permits to evaluate the impact that parameter uncertainty has on 
each type of reactor as well as the identify the equipment which generate the 
best profit.
The mathematical model is able to incorporate dynamic behaviour with­
out having to resort to the level of detail required for computational fluid 
dynamics (CFD) and have been implemented in gPROMS.
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1. SCALE-UP IN THE PHARMACEUTICAL INDUSTRY
1.1 Introduction
Predictable scale-up in the pharmaceutical industry is a challenge. The cur­
rent methodology adopted is time and resource consuming. A chemical reac­
tion is studied considering only one type of reactor, typically a stirred tank. 
In practice, the scale-up methodology is to study a chemical reaction over 
a range of reactor sizes so as to predict the behaviour of the reaction at 
plant scale. This ad hoc procedure is the result of a lack of suitable scale-up 
models.
In the industry numerous difficulties, which can lead to the early termina­
tion of promising projects, are encountered during the scale-up of particular 
reaction systems. For instance, side reactions often undermine the produc­
tion of targeted compounds and reduce the selectivity of the reaction system. 
This impacts on the profitability of the project and ruin the projects economic 
viability. In the following the pharmaceutical industry development method 
is look at and analysed. The pharmaceutical industry process development 
requirements, demands, and hurdles are identified and explained. The tra­
ditional approach to overcoming difficulties during scale-up is to change the 
chemistry of the system and to find a new route for the organic synthesis of 
the compound.
In this study a different approach is considered. The equipment used for
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the scale-up of a chemical reaction i.e. the chemical reactor is considered as a 
fundamental element to the scale-up of a chemical reaction. It is considered 
that different types of chemical reactor are better suited to some reaction 
systems than others [87]. Also we will be looking at comparing the impact 
that different types of reactor have on the scale-up of a typical reaction sys­
tem. The aim of the project is to obtain an automated selection procedure 
which will consider and gauge the different factors impacting the scale-up of 
a reaction system at the equipment level and will guide the engineer in de­
termining the equipment most suited to the scale-up of a particular reaction 
system.
1.2 Cost and development time of new medicines
It has been established that the time for the development of a new drug from 
the moment a patent is filed to the approval for releasing to the market by 
the U.S. Food and Drug Administration (FDA) or its European counterpart 
the European Medicine Evaluation Agency is on average 12 years [61]. A 
new drug remains protected by a patent for 20 years with a possibility for 
extension of certain pharmaceutical patents for up to a further 5 years (cf. 
EU Regulation 1768/92). This means that a pharmaceutical company has, 
if looking at an optimistic situation, around 13 years to recover the cost of 
the development of the new medicines. The development cost for a medicine 
has been evaluated at around £350m [30], a list of R&D cost for different 
pharmaceutical companies is also listed in table 1.1.
Biotech top 10 : Celltech, British Biotech, Oxford Glycosciences, Powderject Pharmaceu­
ticals, Vernalis, Cambridge Antibody Technology, Cantab Pharmaceuticals (now part of 
Xenova), Acambis, CeNeS Pharmaceuticals, Xenova, Antisoma
Key : UK = spend in UK; g = global R&D spend (Data from Department of Trade &
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Tab. 1.1: 2000/2001 R&D expenditure of selected biotechnology and pharmaceu- 
_________tical companies with a significant R&D presence in the UK [30]
Companies 2000/01 R&D spend
(£millions)
GlaxoSmithKline 2,526 (5)
AstraZeneca 1,936.7^
Pfizer 3 7 3 .2 ^ )
Roche 92.0(t/*r)
Eli Lilly 779(t/iO
Aventis 5 7 . 8 ^
Shire 47.5(ff>
Novartis 40.4^*)
Bristol-Meyers Squibb 37 8(UK)
Johnson & Johnson 98 (UK)
Biotech sector (top 10) 2 2 1 .7 ^ )
GRAND TOTAL 5,196.1^)
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Industry (DTI) ’Research and Development Scoreboard ’)
In order to recover these costs and develop profits the pharmaceutical 
industry has reduced time to market. As it is shown in figure 1.1, some 
stages can be reduced, for example the chemistry and process development 
stages. If combinatorial chemistry has helped in the number of new medicines 
developed in the last 20 years [172], this new technology has not helped in 
reducing the development time of drugs, as figure 1.2 shows.
Also the process development of new medicines can been identified as car­
rying potential for reducing time to market, as various studies of performance 
suggest that a significant portion (as much as 80%) of manufacturing process 
quality is rooted in the product and process design phase [36, 208, 197], par­
ticularly when considering the issue link to ’Scale-up’ i.e. developing a drug 
from the tube test size to the production plant size. We define these issues 
in section 1.6.
1.3 Structure and methodology of the development of a drug
The traditional pathway of pharmaceutical drug development is shown in 
figure 1.3 [147].
Graph 1.4 summarises the different steps involved in the development of 
a pharmaceutical drug [147]:
The development of generic drugs as shortened the return on investment 
period for pharmaceutical companies, forcing these companies to reduce the 
time-to-market in order to carry on sustaining their income. Process devel­
opment within the pharmaceutical industry as been identified as a potential 
strong element in achieving this reduction of the time to market for new 
pharmaceutical drugs [147]:
Data have shown that greater emphasis on early problem solving through
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| Development time (years)Number of Medicines
1990 91 92 93 94 95 96 97 98 99 2000
Fig. 1.2: Number of new medicines introduced in the UK from 1990 to 2000 and
their average development time [30]
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intense process research - that is, doing it right the first time - helps reduce 
overall development lead time [147]. Lead time, is of course an important 
indicator of quality in the development process; failure to identify design 
problems early on leads to rework, which can in turn extend project time 
lines and consume resources. The ability for efficient and rapid process de­
velopment is increasingly important in shaping pharmaceutical companies 
competitive advantages.
However, lead-time and efficiency are not the only critical dimensions of 
development performance. The output of the development process - in this 
case, the manufacturing process itself - must also be of high quality. It will 
do a firm little good to be fast and efficient at developing complex, costly 
process technologies that are difficult to implement. Thus the challenge fac­
ing most companies is to create a development process that is fast, efficient, 
and capable of generating high quality process designs [147]. Quality, of 
course, is a multidimensional concept, taking on different meanings in differ­
ent context. In the pharmaceutical industry, a high quality process design 
can be measured by such indicators as yields, capital expenditures, costs, 
batch-to-batch consistency and regulatory compliance [147]. Batch-to-batch 
consistency will not be considered in this work due to the lack of data and 
as it is more a constituent of the production of the drug rather than a part 
of the development work see 1.6 [160].
The goal of process development is to find the process parameters (the se­
quence, timing, and specification of process steps; equipment design and set­
tings; and materials handling procedures) that either optimise performance 
or achieve a satisfactory target level when operated under actual production 
conditions [147].
In a competitive environment, development goals should include finding
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this process as quickly and efficiently as possible [6]. Process development 
is a technical problem-solving process, and problem-solving is triggered by 
gaps between desired and actual performance. In the context of process 
development, this gap can be framed in terms of differences between what 
existing process technology can achieve (for instance, yields and costs) and 
what is required to achieve success in the market [91, 184].
The other characteristic of problem solving is that it generally takes place 
through iterative cycles of search and selection [133]. Over a number of cy­
cles, the gap between actual and desired performance becomes progressively 
narrower, as technical solutions are identified and tested and a subset of solu­
tions is selected. At the heart of this learning process are experiments (both 
physical and conceptual) that provide feedback about gaps between current 
and target performance levels [146]. The quality of this feedback plays a 
critical role in determining development performance. Experiments can take 
many forms and be conducted under a variety of conditions. Although the 
traditional image of an experiment, particularly in the pharmaceutical in­
dustry, is a laboratory-based analysis of product samples or physical proto­
types, advances in technology mean that some product and process designs 
can be run, tested, and analysed using computer-aided simulation, as it has 
been the case in the pharmaceutical industry with the very rapid expansion 
in the last few years of combinatorial chemistry and the emergence of nu­
merous chemistry/molecular simulation software and have allowed to reduce 
research time in product development [192].The availability of software in 
process development targeted to the pharmaceutical industry is still limited 
[147], to the difference of other industry e.g., Petrochemical industry where 
process simulation and optimisation tools have a track record of success e.g.,
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Because experimental conditions affect experimental outcomes, estimates 
of process performance achieved under laboratory conditions are not always 
representative of a full-scale run in an actual factory [6]. Very often, the tech­
nology developed and tested in the laboratory is replicated nearly perfectly 
in the plant the problem is that specific elements of the plant environment 
(such as equipment configurations) can cause a deterioration in process per­
formance [147]. Also the issue of scale-up in the pharmaceutical industry can 
be analysed not as a technology transfer but as a technology development 
matter. Also the idea of learning before doing rather than learning by doing 
through computer modeling and simulation can bring a solution to process 
development issues and more particularly scale-up difficulties faced in the 
development of a new drug [146].
1.4 Consistency, robustness and regulatory compliance
Delays in new product introductions and the market value of the firm have 
been proven to have very drastic consequences in the well being of a pharma­
ceutical companies [86]. The main cause of delays in the production of most 
pharmaceutical and medical products is the results of problems in getting 
approvals from government regulatory agencies such as the Food and Drug 
Administration (FDA) [86]. In another way the U.S. FDA and its European 
counterpart the European Medicine Evaluation Agency (EMEA) have the 
power to stop the sale of any pharmaceutical drug if it considers it unsafe, 
unreliable or defective. A very important stage in the development of a drug 
manufacturing process is the so-called process validation in which a report 
is issued showing that the process meets the FDA inspection guideline [92]. 
The FDA’s guidelines on process validation define process validation as ” es­
tablishing documented evidence that provides a high degree of assurance that a
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specific process will consistently produce a product meeting its predetermined 
specification and quality attributes [70f\ Nevertheless documenting that a 
process ” consistently” meets ” specifications” is exactly what process valida­
tion is not, because using quality controls to prove reproducibility is exactly 
what the FDA does not consider sufficient (according to FDA speakers at 
meetings with the industry) [160]. Instead one must build in quality and 
assurance of reproducibility up front, i.e., with process development [160]. 
During process optimisation, the process chemist would typically vary the 
reaction temperature, the process chemist would typically vary the reaction 
temperature in several experiments and look at the resulting stereoselectiv­
ity [6]. Process validation, on the other hand, is the opposite activity [160]. 
Process optimisation, by the narrow definition, means finding the values for 
which the process runs at its optimum conditions. Process validation is tak­
ing the process apart and stressing the process until its edges are found. The 
two activities are thus opposing, but good process development would con­
tain both process validation and process optimisation, as such information is 
valuable to the plants [160]. Process validation is thus defined as finding the 
limits of process variables and is only a part of process development. Pro­
cess development consists of process optimisation plus process validation plus 
scale-ups plus proving reproducibility moving from the R&D side of process 
development to the production side of process development as summarised 
in scheme 1.6. All these nuances in drugs process development have to con­
sidered when developing process development tools for the pharmaceutical 
industry.
The FDA would like to see written evidence that the process is well un­
derstood and under control, because it believes that a well-developed process 
ensures a reproducible quality of the drug substance. The development re­
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port is the backbone for this written evidence and is just a summary of the 
history of process development, both in the laboratories and in the plants. A 
typical development report for example contains the following sections [160]:
•  Process scheme
• Comparison of development processes
• Comparison of development and production batches
• Comparison of production batches
• Explanation of each operation in the NDA (New Drug Application) 
process
• Development history
• Process validation
In the light of the list above, the use of a mathematical model based 
computer program to help on the selection of equipment becomes more ap­
parent and fundamental. In particular, when considering: comparison of
Optimisation Limits Scale—up Reproducible
►PRODUCTION
Fig. 1.6: Component of process development
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development processes; comparison of development and production batches; 
explanation of each operation in the NDA (New Drug Application) processes, 
development history and process validation; as the program will allow testing 
of the equipment selection through simulation and help in refining backing 
reports and justifying choices.
1.5 Product development, new technology and uncertainty
The product development of a drug is a matter which is nowadays followed 
very closely by investors. For instance delays in the launch of AstraZenecca’s 
cholesterol-busting drug Crestor and cancer drug Iressa, have shown that 
the stock market reacts to delayed announcements and that the reaction is 
strongly negative. On average, delayed announcements decrease the market 
value of the firm by 5.25% [86]. Nevertheless time-to-market is a fundamental 
objective in the pharmaceutical industry [181].
Three reasons why speed and quality are two important factor in product 
development are given as follow [99]:
1. First, faster development tends to be associated with higher rates of 
employee learning and the construction of relevant competencies
2. Second, speed improves the accuracy of forecasting because firms are re­
quired to project environmental and technological forces into a shorter 
time period, thus making for a better customer fit.
3. Third, reduced time-to-market allows more advanced components to be 
incorporated and faster products can, thus, be perceived as more cur­
rent (i.e., cutting edge) than competitor products. In the pharmaceu­
tical industry, reducing time to market also means that the return-on- 
investment will be much larger given the fact that drugs are protected
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by patents which are themselves fixed in time i.e. 20 years extendable 
to 25 years (cf. EU Regulation 1768/92)
Also, in order to achieve high quality products at a fast development pace, 
the level of uncertainty in the drug development process must be reduced to 
its bare minimum. Kessler et al. found that although speed is generally good, 
it is most functional under low uncertainty, and recommends that managers 
should pursue speed most vigorously when they have a ‘clear target’, that 
is, when the technology is known and markets can be forecast, therefore 
minimising uncertainty [99, 100].
A proven method for speeding up new product development and reducing 
its cost is the use of Computer Aided Design (CAD) software. CAD offers 
nowadays a variety of possibilities like modeling and simulation or analy­
sis and data mining. CAD usages can reduce expenditure by limiting the 
man-hours required in early development stages as well as the time taken 
to communicate information from one stage to another [98]. CAD through 
computer simulation can also help to understand and learn about the pro­
cess before doing [146], it can therefore help to reduce cost which should be 
attacked at its roots - the design stage, and that company should seek to do 
it right the first time instead of the costly making and correcting of mistakes 
[126].
Nevertheless CAD misused can also have a counter effect if CAD system 
direct activities towards automating well-known calculations and facilitating 
reuse of old designs; that is, they may be poorly suited for the creation of 
new designs and testing them [100]. These issues have been addressed in the 
reactor selection procedure developed in this work by :
1. taking account and giving measure of technical uncertainty which refers 
to difficulty in determining the precision, reliability and capacity of new
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processes [74] - a different level of uncertainty in the reaction system 
studied generates different answers and therefore does not facilitate the 
reuse of old design
2. Based on case-by-case mathematical models that address the issue of 
one ’old’-model-fits-all
3. Fast in comparison of pilot plant experiences - allowing the study of 
the impact of the design at very early stages of project through the 
study of different scenarios
4. Generic and adaptable - allows the selection to have very low levels of 
maintenance and minimise the need of constant adjustment to match 
various cases
1.6 Definition of scale- up
Pharmaceutical Process Scale-up is defined as the procedure of transferring 
results of R&D obtained at laboratory scale to the pilot plant and finally to 
production scale [114]. It is also defined as the process of increasing the batch 
size [114]. The current practice in the pharmaceutical industry is to carry out 
a reaction at increasing volume levels, in order to define the best operation 
parameter(s) for its production at industrial level. Scale-up of a process is 
also viewed in the pharmaceutical industry as a procedure for applying the 
same process to different output volume [114]. A subtle difference between 
these two definitions exists, in the fact that batch size enlargement does not 
always translate into a size increase of the processing volume, as enlargement 
can be also be achieved through changing the processing form e.g. batch to 
continuous processing [136, 87]. The scale-up of a pharmaceutical drug has
1. Scale-up in the pharmaceutical industry 28
been described as striking the right balance between different criteria such 
as economics of the process, quality of the product, environmental impact of 
the waste streams, safety of the reactor operation [191].
Table 1.2 summarises what scale-up involves from a quality and a quantity 
point of view within the pharmaceutical industry [147].
Tab. 1.2: Initial discovery versus full-scale commercial production
Initial discovery 
process
Final commercial 
production process
Number of chemical steps 25 7
Equipment Test tubes 1 -liter flasks 2,000 — 4,000 gallon 
Stainless steel vessels
Batch size (output) ~  1  gram 1 0 0  -  2 0 0  kg
Operators PhD Chemists Technicians; 
semiskilled plant 
workers
Purity 1 % -  1 0 % 99.9%
Cost per kilogram ~  $20,000 -$50 ,000 /% ~  $3,500/kg
Criteria for process design Biological activity of 
molecule ; patent issues
Cost; quality (purity); 
conformance to drug and 
environmental protection 
regulations; operability
Although scale-up is commonly viewed as a critical problem in chemical 
projects, there are no quantity or scale variables in chemistry. That is, simply 
scaling up does not by definition, change a process’s chemistry. Scale can, 
however, have important second-order effects. Scale can influence such pro­
cess parameters as pressure, temperature, and sheer forces; these may in turn
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influence the performance of the process [147]. For example, at larger scale, 
heat may not be uniformly distributed throughout a reaction vessel. Thus 
the chemical reactions taking place within the vessel may vary: a reaction 
may fail to take place in those areas where the temperature has fallen below 
a predetermined threshold, thereby reducing yields or increasing the number 
of impurities caused by for example side reactions. All these aspects of the 
scale-up of drugs can be partially or even totally summarised in a mathe­
matical model or models. These models can then allow us through computer 
simulation, to foresee the outcome for various mild or extreme changes in the 
process design.
1.7 Reactor selection: existing work
In the following, work done on chemical reactor selection procedure has been 
looked at in order to define the state-of-the-art procedure in the area and 
identify potential novel approaches to match the pharmaceutical industry 
demands, the hurdles and needs which have been identified in the previous 
chapter.
A few computerised reactor selection methodologies can be found in lit­
erature. This selection uses different programming methods or mathematical 
tools to carry out the evaluation of different types of reactors.
The synthesis approaches for reactor selection were first originated by Aris 
[10, 1 1 ] using dynamic programming. More recently, selection procedures of 
the heuristic-numeric type based on expert systems have been developed, 
e.g. READPERT [175], through the use of a consulting system that creates 
a dialogue between the engineer and the computer. The engineer provides 
the computer with data, which is treated by the latter via numeric calcula­
tion, included in advance. The program is set-up as a succession of modules
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and the information treated from one module is thereafter fed to the follow­
ing module through this step by step dialogue with the engineer. This type 
of selection is based on rule-based programming which is one of the most 
commonly used techniques for developing expert systems. This type of pro­
gramming involves rules, which are used to represent heuristics, or ’rules of 
thumb’, which specify a set of actions to be performed for a given situation. 
A rule is composed of an if portion and a then portion. The if  portion of 
a rule is a series of patterns that specify the facts (or data) which cause the 
rule to be applicable. The process of matching facts to patterns is called 
pattern matching.
The expert system tool provides a mechanism, called the inference engine, 
which automatically matches facts against patterns and determines which 
rules are applicable. The if portion of a rule can actually be thought of as 
the whenever portion of a rule since pattern matching always occurs whenever 
changes are made to facts. The then portion of a rule is the set of actions 
to be executed when the rule is applicable. The actions of applicable rules 
are executed when the inference engine is instructed to begin execution. The 
inference engine selects a rule and then the actions of the selected rule are 
executed.
This may affect the list of applicable rules by adding or removing facts. 
The inference engine then selects another rule and executes its actions. This 
process continues until no applicable rules remain. A variant of this type of 
reactor selection can also be found in literature as knowledge-based systems 
[93]. In order to reduce the impact of the if-then type of rule mentioned 
above and try to obtain a less directed selection, decision making techniques 
were introduced within the reactor selection such as the Analytic Hierarchy 
Process [167, 82, 81].
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In this case a branch-and-bound chart of decision hierarchy is created, 
by breaking down the decision problem into a hierarchy of inter-related el­
ements. A pairwise comparison of the different decision elements is then 
carried out through the input data fed to the computer. A method using 
eigenvalue is used to estimate the relative weights of the decision elements 
from the weights which is attributed originally by the program user. The 
relative weights of the decision elements are then aggregated to arrive at a 
set of ratings for the decision alternatives. This methodology permits the 
normalisation of the different weights attributed to the different decision 
elements. Nevertheless, in the expert system the weights of the different de­
cision elements are attributed by a biased external intervention. In order to 
reduce external intervention artificial neural networks have been used within 
an expert system to create the knowledge acquisition and storage of the ex­
pert system [43]. Feed-forward neural networks have the capability to learn 
heuristics from given examples. Also a neural network is trained to carry out 
a reactor selection expert system.
Other reactor selections focus on the optimisation of reactor networks 
where all the structural and operational alternatives of the process are com­
bined in an integrated scheme. The early work used mathematical program­
ming techniques to rich superstructures of reactor models. The first work was 
done by using an extended version of an axial dispersion model [1 , 2 ], other 
work focused on using compartment mixing models [15, 134]. Optimisation 
techniques have been used to solve stagewise models in terms of super struc­
ture schemes [103, 104]. In a different approach the concept of attainable 
region has been developed to solve the problem from a geometrical point of 
view [76, 77], and it has also been integrated to mathematical programming 
[109]. Reactor networks have been used also to develop a new generation
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of novel reactor types and designs for multiphase reaction systems[1 2 1 , 1 2 2 ]. 
And it has been extended to the synthesis of reaction/separation systems 
[117] and has been used to target specific issues e.g. mixing [215]
Other automated reactor selections use pure mathematical tools and mod­
eling. For example an automated reactor selection uses Sensitivity Analysis 
[96]. Rabitz et al. started using Sensitivity Analysis in chemical kinetics 
modeling [155] as a mathematical tool to quantify the importance and im­
pact on the modeling endeavour of the parameters included in a mathematical 
model. Sensitivity Analysis (SA) is the study of how the variation in the out­
put of a model (numerical or otherwise) can be apportioned, qualitatively or 
quantitatively, to different sources of variation, and of how the given model 
depends upon the information fed into it. A generic reactor model based on 
a reactor network model is generated complying performance index, which is 
generated through the help of a heuristic. A sensitivity analysis is carried out 
over the different parameters that define the reactor network. Each param­
eter being representative of an inherent characteristic of a type of reactor, 
the parameters which have the biggest impact on the model output towards 
the performance index are recorded and a type of reactor which matches the 
input parameter values can then be selected.
Another automated reactor design selection is based on mathematical 
expression of mixing [171]. This reactor selection is limited to the design 
selection of stirred tank reactors. The selection uses a mathematical model 
representing the influence of mixing on the selectivity, a selection of reactors 
attributes and operating conditions is carried out for liquid-phase agitated 
reactor. First the reactor performance are estimated in various operating 
regimes then the reactors attribute i.e. the feed addition time, number of 
feed ports, agitator speed, agitator type and reactor geometry, feed location
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are defined. The reactor selection is completed by an automated selection 
of heat transfer equipment, which is based this time on an heuristic, if the 
reacting mixture requires it.
A literature research was done to acknowledge the different selection of 
chemical reactors existing. This has underline the limited amount of work 
produced on the field of reactor selection procedure. Furthermore only a 
couple of these reactor selection procedures have a focus on the scale up of 
chemical reactions. The different chemical reactor selection procedures pre­
sented above can be classified in two different types. One type uses heuristics 
and rules-of-thumb, this leads to simplistic automation of the type if-then. 
The other type based on reactor network configuration uses mathematical 
tools that create better comparison, as the evaluation of the different solu­
tions is not restrictive and directed by heuristic rules. It is noticeable that no 
chemical reactor selection offers the advantage of using non-heuristic math­
ematical tools.
The automated chemical reactor selection which is proposed in this study 
is based on the optimisation of the parameters which define the design and 
the intrinsic characteristics of different types of reactor. This optimisation is 
articulated around a mathematical model that reflects the type of chemical 
reaction occurring. The selection of chemical reactor is therefore directly 
linked to the chemistry (nanoscale) of the reaction studied. Also the chemical 
reactor selection presented in this study, presents the advantage of using a 
mathematical optimisation tool to define the best feature for a industrial 
scale reactor to produce the chemical reaction studied.
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1.8 Aim of the project
The aim of the project is to look at developing a computer tool that the 
engineer/chemist can use to help his/her work in the development of a new 
drug. The chemistry side of scale-up has been for many years the focus of 
drug development departments. Nowadays with an increasing demand from 
the market either for reduction of time to market due to the development 
of ‘generic’ drugs, or for the reduction of cost or again for better produc­
tion quality, the process side of drug development is the focus for better 
selection and understanding of processes. The stirred tank reactor has ever 
been the main and almost only development and production process mean 
used by the pharmaceutical industry [87]. This is mainly due to its low cost 
and versatility. Many more reactor types are available for the production of 
pharmaceutical products e.g. loop reactor, Jet-loop reactor, plate reactor, 
tube reactor . . .  as well as the possibility to develop specific types of reac­
tors which match reaction requirements and/or specific type of production 
mode e.g. continuous, semi-batch, batch [87]. Also, this project aims at 
developing a computerised automated selection of reactor for the scale-up of 
pharmaceutical products. The selection will have to address the pharmaceu­
tical industry’s needs of efficiency, safety and environmental concerns of this 
industry which can be summarised as such:
•  Selection of the reactor(s) which offers the potential of rapid and safe 
scale-up of the chemical development process
• Estimation of loss/Benefit of implementing techniques or controls to 
minimise waste and maximise yield
The way this problem has been tackled is to create an automated reactor 
selection procedure to optimise scale-up of homogeneous reactions. The aim
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is to compare over a common goal, the achievement of different types of 
reactors having themselves different possible designs. The problem becomes 
then to compare the best reactor design for each type of reactor and then 
compare each type of reactor against another over sets of targets i.e. yields (or 
selectivity), capital expenditures and costs. The selection procedure should 
not only be constrained to the design of the reactor, but also to the way the 
reactors operate e.g. continuous operation versus batch operation [89].
Another fundamental aspect in the development of drugs is that techni­
cal uncertainties must be totally handled. The production of drugs cannot 
accommodate any type of approximation as already mentioned in section 1.4 
and 1.5. The FDA guidelines for process validation are as follow :in assessing 
the suitability of a given piece of equipment, it is usually insufficient to rely 
solely upon the representations of Hie equipment supplier, or upon experience 
in producing some other product. Sound theoretical and practical engineering 
principles and considerations are a first step in the assessment [70]. Also a 
prime aspect of the development of a process in the pharmaceutical industry 
will be to determine and understand the limits of the process to variation 
e.g. temperature, pressure, reaction kinetics, . . .  [6 ]. The chemist/engineer 
needs to take account and give measure of technical uncertainty which refers 
to difficulty in determining the precision, reliability and capacity of new pro­
cesses [74]. The need is then to compare a series of parameters, defining 
a reaction-reactor system, and evaluate the best suited to achieve an equal 
target and therefore reduce the uncertainty carried by the process.
One can say that this selection is based on a multi-objective optimisation 
procedure. Where on one side the cost aspect of the scale-up of a particular 
drug plays its traditional and fundamental role in the survival of the project
i.e. is the project commercially viable ? But where the uncertainty aspect
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of drug development is also taken into account as a fundamental aspect in 
the viability of the drug development project. Amongst advantages emerg­
ing from this methodology are the speed of evaluation and the possibility 
of identification of process and operating design at a very early stage of a 
project, which presents multi-advantages e.g. environmental advantages like 
waste minimisation [201]. The tackling of uncertainty and the evaluation of 
its impact on a drug development project, feeding back commercial and time 
information, presents a direct and useful information in drug development.
1.8.1 Computer aided reactor selection
In this part of the project we will be looking at the architecture of the 
chemical reactor selection procedure which is developed in this work.
Rational scale-up procedures have been developed over the years to in­
crease the chance of success in the development of a drug e.g. figure 1 . 7
[194]-
The novel scale-up procedure presented in this thesis is also based on the 
same type of rational procedure. As a novel feature the procedure is auto­
mated and includes the evaluation of the impact of parameter uncertainty, 
through the use of sensitivity analysis.
The reactor selection procedure is constituted by three different steps:
1 . Mathematical Modeling
2 . Sensitivity Analysis
3. Multi-Objective Optimisation
A mathematical model describes a system by means of variables. The 
values of the variables can be practically anything; real or integer numbers,
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boolean values or strings, for example. The variables represent some proper­
ties of the system, for example, measured system outputs often in the form 
of signals, timing data, counters, event occurrence (yes/no). Mathemati­
cal models have been used in this study to look at the difficulties that the 
scale-up of a chemical reaction can present. A mathematical model of a phys­
ical system is simplifying formal abstraction of reality through mathematical 
equations. In our case, these equations are Ordinary Differential Equations 
(ODE) and Algebraic equations, this type of system is called Differential 
Algebraic equation or DAE. When solved this system of equation returns a 
prediction y (y may be a vector) for any physically achievable values of the 
parameters k and constants c, and over any physically meaningful range of 
values of the design variables x  see figure 1 .8 .
The actual model is the set of functions that describe the relations be­
tween the different variables. The simulation of models constitutes the first 
step of the selection procedure. The simulation allows the simulation of 
various phenomena developing during reaction occurrence and provides the 
evaluation of various indicators, as variables. The model provides output 
values for each variable (set of variables) values fed to it. These output val­
ues can then be compare and analyse and constitute the basic of the decision 
making process. The output values provided by the model are specific to a 
certain set of input variables values. These input variables values are used 
to determine the type of reactor and its design. This underlines the impor­
tance of the model and the choice of the input variables. The model has to 
describe the physical phenomena. The input variables have to relate to the 
design of the reactor and have to be selective enough with regard to the type 
of reactor.
The second stage of the selection procedure is constituted by a sensitivity
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analysis. The sensitivity analysis allows to evaluate each set of input vari­
ables the variance that the model output carries when the parameters of the 
mathematical model are varied within a range of values. A model typically 
is characterised or controlled by parameters. The parameters have unique 
values during the course of a single evaluation of the model, although it may 
be necessary to vary these values from one evaluation to the next. The need 
for such variation may rise from any of several possible sources, several of 
which are indicated in figure 1 .8 .
For example, a physical parameter certainly has a unique value, but this 
exact value may not be known because of limitation of information and only 
a range or distribution of values may be known. As another example, a 
parameter may be controllable in a particular physical circumstances only to 
within some range. This represents an expression of the uncertainty carried 
by the scale-up of one or another type of reactor. During scale-up, parameter 
values are distorted [6 ] and the sensitivity analysis reflects this distortion by 
varying parameters values within a range.
The fact that the parameter (s) can take on a range of values suggests that 
instead of considering the effect on the output functions of a particular value 
of the parameter(s) for a particular set of values for the design variables, the 
uncertainty of the model will be represented by measuring the influence of 
the parameter range of values for each set of values assigned to the design 
variables during the optimisation. Therefore at first a sensitivity analysis is 
carried out on a set of parameters then the second step is constituted by the 
optimisation of the set of design variables see figure 1 . 9
The Multi-objective optimisation constitutes therefore the third and last 
step of the computerised selection. It allows the comparison of different 
reactor types and designs. The objectives taken are to compare the reactors
Fig. 1.9: 
Identification 
of 
optim
al 
design 
variable 
values 
and 
m
easure 
of 
uncer­
tainty
’Ouput’ i
’Effectiveness factor* 
'Results’ •
’Predictions’ !Sensitivity Analysis
Optimisation
Design variables
Simulation
Model
Dependent
Variables
Optimisation: 
Optimise values of 
designed variables
Sensitivity Analysis 
Vary values 
of control parameters 
within its boundaries 
[Min; Max] Regression Coefficients 
(Statistical Uncertainty)
Experimental Parameters 
(Statistical Uncertainty)
Control parameters 
(Range of values)
Scale-up 
in 
the 
pharm
aceutical industry
1. Scale-up in the pharmaceutical industry 42
on the profit made per year and the level of uncertainty carried by a particular 
type of reactor and design. The purpose of the multi-objective optimisation 
is therefore to maximise profit and minimise the level of uncertainty by using 
various combinations for the values of the different parameters selected for 
optimisation.
Another advantage of this reactor selection is that it will be based on 
algorithms, as opposed to heuristics which contain general recommendations 
based on statistical evidence or theoretical reasoning. Algorithms are com­
pletely defined, finite sets of steps, operations or procedures that will produce 
a particular outcome.
1.9 Conclusion
In this chapter the structure type of the reactor selection procedure that 
is being developed has been presented. The automation and the inclusion 
of parameter uncertainty have been introduced as novelty factors. We then 
looked at the different elements i.e. catalyst design, mixing, heat transfer and 
multiple phase system which can undermine the scale-up of a reaction system. 
The focus in the scale-up of a targeted compound is the amount of product 
achieved. The emergence of by-products can counteract the production of the 
targeted compound. Side reactions occur frequently as a direct effect of the 
complexity of organic synthesis reactions undertaken in the production of a 
pharmaceutical compounds. The effect is further aggravated by the number 
of reactions necessary. The aim of the reaction scale-up is to eliminate or 
contain this problem to allow the project to remain economically viable.
A chemical reaction can also be visualised as the contact between dif­
ferent compounds. Mixing in the chemical industry is the operation that 
describes the way different compounds are put in contact with each other.
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When studying pharmaceutical reactions it becomes apparent that mixing at 
molecular level also called micromixing was an influential factor on product 
distribution i.e. ratio targeted compounds produced over reactant reacted of 
the reaction system. Also a micromixing model was selected regarding the 
parameter used within the model. The purpose of the project is to com­
pare different type of chemical reactors, also the mathematical model had 
to gather all the components defining a chemical reactor but also parame­
ters which are intrinsic to each type of chemical reactor. This allows the 
comparison of one type to another.
2. MODELING
In this chapter the mathematical models that have been used in the devel­
opment of the reactor selection are presented. These models are the core of 
the reactor selection. The models are used to provide values to the reactor 
selection. The values represent the physical behaviour of particular phenom­
ena that develop when a reaction(s) occurs in the reactor 2.1.2. Two types 
of phenomena have been considered in this study, micromixing and mass 
transfer. A micromixing model and a mass transfer model are explained and 
implemented using the mathematical model solver/simulator gPROMS. The 
two models formulation are described as well the assumptions and limitations 
of use.
2.1 Factors influencing Scalability
The selectivity achieved is crucial to the feasibility of the scale-up of a 
reaction-reactor system. Due to the complexity of the reaction network e.g. 
number of components and very often also the number of reaction steps 
involved in the synthesis of a drug, side reactions occur undermining the 
production of the targeted compound. The custom in the pharmaceutical 
industry has been to study this factor by producing the product in reactor 
of increasing size, using a multiplying factor not greater than twenty from 
size to size. This procedure led to abandoning projects when the selectivity 
achieved at lab level was not matched in larger scale reactors [191].
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Differences in scale cause differences in the performance of the same pro­
cess. The amount of wall surface area per volume available to a process is 
much greater on small scale processes than on large scale ones. Wall and end 
effects are area based phenomena [189]. If a process is dependent on surface 
area, the additional surface area on scale-up is needed. For example, heat 
transfer is an area dependent process. The amount of volume per surface area 
is much greater on the large scale than on the small scale. Tank wall surface 
area becomes much less important. End and wall effects become much less 
important. Because of the large volumes involved and the limitations which 
volume impose on the process, some processes become impossible to accom­
plish on the larger scale. For example exothermic reactions with large heat 
release in large tanks cannot be easily accomplished on a large scale since 
the heat generated cannot be removed fast enough for safe operation. Phase 
changes and product degradation are also more likely to occur on larger scale.
In the case of a catalytic reaction, the effect of internal diffusion within 
a catalyst can have a very strong influence on a reaction selectivity. The in­
ternal diffusion within a catalyst particle influences the product made in the 
case of multiple reactions e.g. in the case : A — > B — ► C reaction occur­
ring through the use of a porous catalyst and B is the desired product. If the 
reaction is carried out with a catalyst which offers high diffusion resistance, 
and if the movement of B out of the solid is slowed by diffusional resistance, 
then B will accumulate inside the catalyst and the system will be driven to­
wards C. Whereas if a catalyst with low diffusion resistance is used, a higher 
concentration of species B will be achieved. The selectivity in the case of 
irreversible reactions has been expressed [206] as function of a Thiele modu­
lus for the three following reaction types as independent reactions, parallel 
reactions and consecutive reactions.
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The scales of the process should be matched to scales of the equipment. 
An example of scale mismatch is where a fast chemical reaction occurs in a 
slow-mixing device. Mixing occurring around the feed point then controls 
the reaction rate. Potentially, since the chemical reaction is fast, production 
could be substantially increased if the mixing is improved.
2.1.1 Mixing
Mixing is one of the main factors impacting on the selectivity reached during 
the scale-up of a chemical reaction [142, 190, 161].The analysis of mixing 
can be also expressed by the level of power put in the system to make the 
reactants in contact with each other and induce a chemical reaction [190]. 
Power input is energy used over time. Sufficient power input is needed to 
obtain the desired process result. Better results are often obtained with 
an increase in power. For other processes, the results are worse. In those 
situations it is fundamental to determine the best power input. In comparing 
reactors, the parameter of power input times working volume can be an 
important quantity. Performances have been found to be a function of this 
quantity for an individual reactor and for the spectrum of reactor used by 
industry for a desired processing result [190].
Often enough, scale-up difficulties have been identified as due to insuf­
ficient mixing efficiency [189], especially in the case of stirred tank reactors 
(STR) [210], where it is often stated that matching the quality of mixing 
given at lab scale is generally impossible at plant scale [191], and also po­
tentially at pilot scale [191]. It has been noticed that at commercial size, 
available agitators, in the case of batch and semi-batch stirred tank reac­
tor, cannot deliver the power required to perfectly mix a reaction solution, 
enhancing the formation of by-products [210]. By-products are generally
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generated where, in the case for example of fast reactions or viscous fluids, 
mixing is often slow relative to the reaction rate, desired reactions are slowed 
down and stopped before reaching completion, while undesirable reactions 
are enhanced and product selectivity is lowered [142]. In the case of fast 
competing reactions large Stirred Tank Reactors have been seen as poorly 
suited as their mixing times are described as being in the order of minute 
[64]. The product distribution is strongly dependent on mixing and requires 
that homogeneity be achieved rapidly, particularly in the case of viscous ma­
terial it is understood that the key to success is matching the type of mixing 
with the reaction chemistry and physical properties of the constituents. Also 
a continuous process prevents afore mentioned difficulties linked to start-up 
and prompts the reach of homogeneity. This is favoured as it also removes 
the generation of wastes linked to start-up and shutdown and equipment 
cleaning. Even if it is understood that the feasibility of this way of operating 
might be forbidden by other intervening factors, such as production scale, 
production scheduling, segregation of production [143].
The process of turbulent mixing is very complex, in this complex process, 
one can distinguish and describe some simpler stages of mixing i.e. macromix­
ing, mesomixing and micromixing [202]. The process of mixing on the scale 
of the whole vessel is called macromixing and refers to those large scale flow 
processes that cause the realisation of large scale distribution like for example 
the residence time distribution. Hence macromixing determines the environ­
ment concentrations for mesomixing and micromixing through environments 
where properties such as the rate of energy dissipation, the kinetic energy 
of turbulence, the scale of turbulence vary. Mesomixing reflects the coarse- 
scale turbulent exchange between the fresh feed and its surroundings; a fast 
chemical reaction is usually localised near the feed point forming a plume of
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fresh feed. This plume is of coarse scale relative to the micromixing scales 
but is of fine scale relative to the scale of the system. Micromixing consists 
in liquids of the viscous-convective deformation of fluid elements, followed by 
molecular diffusion. The effect of acceleration of the molecular diffusion by 
the viscous-convective process is considered to be the important feature of 
micromixing. Micromixing is the type of mixing which governs the reaction 
occurrence in an agitated reactor with turbulent mixing. Mesomixing and 
macromixing have no direct effect on the reaction itself, though they still 
determine the type of mixing, e.g. turbulent, occurring.
2.1.2 Micromixing, selectivity and reaction
Many desirable organic reactions are accompanied by side reactions and 
undesired by-products, which waste raw materials and complicate product 
work-up and isolation. By enhancing the competition between reactions to 
obtain more selective syntheses, ecological, and economic benefits may be 
expected. Recently, however, more has been learned about the role of ’reac­
tive mixing \ which refers here to bringing reagents together on the molecular 
scale [38].
Micromixing, contrary to macro-mixing (contacting pattern), describes 
the macroscopic mixing-effects in the reaction vessel as it can be physically 
seen. Micromixing is a feature of the fluid : the fluid can either be mixed in 
a molecular dispersed manner (microfluid, e.g. salt solution, sugar solution) 
or on the other hand it can be totally segregated.
In liquid-phase chemical reactors operated under turbulent flow condi­
tions different length scales are involved in the mixing process that have to 
precede and direct the chemical reactions. The macro-scale is of the order 
of the size of the reactor itself. Macromixing is the turbulent dispersion
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from the inlet throughout the reactor. In a parallel way micromixing occurs 
at scales much smaller than this scale, the laminar scale. At these micro­
scales diffusion and reaction take place. This means that the models for 
this micromixing are important for predicting the yield of a specific reaction 
products within a complex reaction system. The parameter that determines 
the microscale i.e. the kinetic energy dissipation rate, has to be known to 
calculate the behaviour of the micromixing locally. By tracking elementary 
microstructure the yield of a chemical reaction in these microstructure can 
be determined.
Bourne was one of the pioneers who first carried out this research and 
demonstrated the importance of micromixing within a reaction system [41, 
37]. Bourne described micromixing as proceeding by molecular diffusion in 
small fluid elements that are being gradually strained. In the case of two 
miscible solutions A and B, B being much more concentrated than A, which 
are to be mixed in a turbulent flow. Bourne et al. define mixing as consisting 
initially of convective processes, namely distribution and turbulent dispersion 
[41, 37]. Whereby fresh B-rich fluid elements are deformed until their scale 
of segregation is comparable to the Kolmogorov velocity microscale. Mixing 
continues below this scale by molecular diffusion, which reduces the intensity 
of segregation, and also by laminar strain, which reduces the scale further and 
accelerates diffusion. The modeling consists of the unsteady state diffusion 
equation with a convective term for the simultaneous shrinkage of the fluid 
element. Where they determined that first estimates of the initial size and 
the rate of deformation could be obtained from the energy dissipation rate 
and the kinematic viscosity. Bourne et al. relates as well that fast multiple 
reactions, whose product distribution have been shown to depend on the level 
of micromixing reached within the reaction system [8 , 7, 9].
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In order to model the effect of micromixing on the selectivity of a reaction, 
a simplified version of the Engulfment-Deformation-Diffusion (EDD) model 
presented by Bourne and Baldyga was used for, where only engulfment is 
considered as it is the rate for controlling for liquids [19]. This model is 
defined and explained in section 2.1.4.
Reaction zone
In order to target the key product and enhance the selectivity of the system, 
the reaction zone of the system must also be considered and defined. The area 
where the reaction takes place, which in most cases is very small compared 
to the volume of the entire system, defines the reaction zone. In the case that 
we considered, where a small amount of incoming fluid is injected into large 
excess of bulk fluid and mixes into it, three stages are generally identified 
[204]:
1. Distribution of one fluid through the other and uniformisation of aver­
age composition without decreasing local concentration or mesomixing
2. Reduction of size of the region of uniform composition and increase of 
contact between regions of different composition or mesomixing
3. Mixing by molecular diffusion or Micromixing
Many models of different types have been proposed to describe the mixing 
of two reactive fluids :
Phenomenological models : Based on segregated zones, exchange zones, ex­
change fluxes, a typical example is the Interaction by Exchange with 
the Mean (IEM)[202]. This model assumes a reversible exchange be­
tween segregated regions and their environment through a single time
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constant. The main disadvantage of phenomenological models is that 
they are not able to yield a priori predictions or scale-up rules [204].
Physical models : Based as closely as possible on flow and diffusion pro­
cesses taking place in the mixing region. These models, for example, 
the engulfment model or E-model [19], use only parameters which can 
be independently determined from fluid dynamics or laboratory mea­
surements. The huge advantage of this type of mixing modeling is that 
they allow a priori predictions.
Detailed analytical models : based on a comprehensive description of the 
fluid dynamics in the mixing region, which is now more possible with 
Computer Fluid Dynamics (CFD). The disadvantage of these models 
is that they require huge computation power and tend to be applicable 
on a one to one basis [71, 205].
The aim of our project is as defined previously, see section 1.8, to develop 
an automated reactor selection procedure to facilitate scale-up of drugs in 
the pharmaceutical industry. Also towards the arguments afore mentioned 
regarding the pros and cons of the different types of model available it be­
comes apparent that phenomenological models are not suited for scale-up 
rules, and that detailed analytical models, being case specific, do not permit 
to compare reactors, and would not suit our study.
In this part of the study it has been decided to concentrate on the use 
of physical mixing models to evaluate via dynamic computer simulation i.e. 
gPROMS [140, 31](see 2.3), the possibilities of a priori prediction of reaction 
selectivity [171]. The determination of the mixing operating regime, which 
affects the selectivity of the reaction, will allow us to determine which reactor 
enhances the selectivity achieved for a particular reaction system, thanks to
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the reactor inherent characteristics, such as the energy dissipation rate. The 
energy dissipation rate of each type of reactor is an inherent characteristic 
of each type of reactor and its design parameters e.g. feed location, impeller 
characteristics, pump power, number of feed point.
Micromixing model
Chemical reaction is a molecular-level process and only mixing on the molec­
ular scale can affect its course directly. Micromixing theory is concerned with 
those features of mixing which cause theattainment of homogeneity on the 
molecular level, i.e. with the reduction of the scale of unmixed blobs of fluid 
by breakage and deformation, and with final mixing by molecular diffusion. 
The chemical reaction kinetic equations can be incorporated into mixing 
models only locally; this can be achieved by using micromixing models.
In this section a micromixing model is explained and implemented using 
the mathematical model solver/simulator gPROMS. The model formulation 
is described as well the assumptions and limitations of use.
2.1.3 Micromixing
The process of turbulent mixing is very complex. In this complex process, one 
can distinguish and describe some simpler stages of mixing [2 0 ], macromix­
ing, mesomixing and micromixing. The process of mixing on the scale of 
the whole vessel is called macromixing. This determines the environment 
concentrations for mesomixing and micromixing, and conveys fluids that are 
undergoing meso- and micromixing through environments where turbulence 
properties vary.
Mesomixing reflects the coarse scale turbulent exchange between fresh 
feed and its surroundings; a fast chemical reaction is usually localised near
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the feed point, forming a plume of fresh feed. This plume is of a coarse scale 
in comparison to the micromixing scales but is of a fine scale in comparison 
to the scale of the system. Spatial evolution of the plume can be identified 
with the process of turbulent diffusion [2 0 ].
The process of mixing can be observed and described from Eulerian or 
lagrangian perspectives. With regards to the Lagrangian approach, the con­
cepts of residence time distribution and micromixing have been introduced 
and developed using the Lagrangian or material frame approach. Using the 
Lagrangian frame perspective, one can follow the history of a fluid element, 
describing the elementary processes that form the overall micromixing or me­
somixing process: disintegration of eddies, engulfing, deformation, molecular 
diffusion, etc. Using residence time distribution functions together with suit­
able multi-environment models, one is able to make predictions for a certain 
fluid element distinguishedamong others present in the system, or at least 
to find limits for various environments in the system. However, such an ap­
proach does not permit the prediction of spatial distributions in the system 
[204].
Another possibility is to link the eulerian coordinate system (x,y,z) for 
u(x,y,z) and e(x,y,z) to the lagrangian framework for micromixing [18]. When 
the turbulent dispersion- especially in the direction of flow - can be neglected, 
the streamlines of a steady state flow determine the trajectories of fluid ele­
ments such that:
dx dy dz ,
~ y =  dt (2 .1 )ux {x, y, z) Uy (x, y, z) uz (x, y, z)
Solutions of equation 2.1 for any element whose initial position was (xo, yo, zo) 
give the following: its position x(t, Xo, yo, Zq) and similarly for y and z; 
its velocity ux(t,x0,y0,zo) and similarly for uy and uz\ its energy dissi-
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pation e(t,xo,yo,zo). The full mechanism of micromixing, included in the 
engulfment-deformation-diffusion (EDD) model [17] can be applied.
When engulfment controls the micromixing process,the diffusion step can 
be neglected and the chemical kinetics can be introduced directly into the 
engulfment equations. Taking into account slowing down of the reaction 
zone growth by engulfment of the same fluid (self-engulfment), Baldyga and 
Bourne gave the general E-model equations [19]:
^  =  (E) v; (1 -  X,) (2 .2 )
^  =  ( B ) ( l - X i)[<ci) - c i] +  flj (2.3)
Equation 2.3 shows how the processes of mesomixing and micromixing 
interact. Mesomixing determines the local composition of the environment 
for any fluid element in the system, i.e. the local average concentrations 
(cj) of species in the environment and the local volumetric distribution Xi of 
fluids containing these species.
The micromixing parameter E determines the intensity of mass exchange 
between the relevant fluid element of concentration c* and its surroundings of 
concentration (cj). Mesomixing controls the process when a fluid element is 
surrounded by the fluid elements of the same composition (Xi «  1 , Cj =  (c*)), 
micromixing is most important when the fluid element is surrounded by 
the fluid elements of the different composition (Xi «  0 , c* ^  (cj)) and both 
mechanisms affect the process when these conditions are not fulfilled.
In contrast to a macromixing model where one assumes that distinct sub­
volumes exist in the reactor with different mean concentrations (i.e. ’zones’), 
in a well-macromixed micromixing model one assumes spatial homogeneity 
(mean concentration the same everywhere). The condition of spatial homo­
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geneity does not imply that the concentration is the same at every point 
in the reactor (i.e. a well-micromixed reactor). Concentration fluctuations 
about the mean concentration may still exist and can have a significant influ­
ence on the rate of fast chemical reactions [205]. In Lagrangian micromixing 
models, concentration fluctuations are assumed to be generated by initial 
conditions (e.g. non premixed feed), or backmixing of fluid particles with 
different ages. Lagrangian description: The concentration inside a fluid par­
ticle following the flow can be computed in a Lagrangian formulation using 
a mass-balance equation written in terms of a convected derivative [149]:
- =  Micromixing -I- S  (4>) (2.4)
J-S L
where the chemical source term S {<j>) is a closed function of the Lagrangian 
concentration <f>. The Lagrangian micromixing term on the right-hand side 
models interactions between fluid particles at the same spatial location in 
the flow. In most applications of Lagrangian micromixing models, simple 
flows are considered wherein the histories of other fluid particles present at 
the same physical location are known. For example, if one assumes that a 
stirred reactor is well macromixed, the age distribution inside the reactor is 
known to be the exponential with mean equal to the reactor residence time.
In summary, a micromixing model attempts to describe the evolution of 
concentration fluctuations in a spatially homogeneous reactor by following 
Lagrangian fluid particles as they move through the system. In general, a 
complete description of the full range of concentration fluctuations is not 
attempted. Instead ’concentration space’ is divided into environments’, each 
represented by a single concentration, and the interactions between environ­
ments are modeled in terms of mixing times.
Reactive mixing between two feed streams can be described in terms of
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four environments [204] as shown in figures 2.1 & 2.2:
Environment V\ as erosion of fresh fluid. It contains fluid entering the system 
through the first feed stream. The concentration remains constant 
(equal to the feed concentration), and the volume fraction diminishes 
due to mixing to form environment 2. Typically no chemical reactions 
take place in Environment 1.
Environment V3 1  as dilution of eroded material into the reacting cloud (Total 
V3 ). Part of the cloud (volume V3 1  is made of eroded material from the 
fresh fluid. In summary it contains partially-mixed fluid, but is rich 
in fluid from the first feed stream. It interacts due to mixing with 
environments 1  and 3. Chemical reactions can occur in Environment 
2 .
Environment V3 2  In corporation of fluid from the bulk (or second stream) 
into the reacting clouds. This forms the second part (volume V3 2  of the 
reacting clouds. In summary it contains partially mixed fluid, but is 
rich in fluid from the second feed stream. It interacts due to mixing with 
environments 2  and 4. Chemical reactions can occur in environment 3.
Environment V4 contains fluid entering the system through the second feed 
stream. The concentration remains constant (equal to the feed con­
centration), and the volume fraction diminishes due to mixing to form 
environment 3. Typically no chemical reactions take place in environ­
ment 4.
It is to be noted that from the reactor inlet, Environment 1  and 4 are de­
pleted and the model is reduce to only two environment. Also the the two 
environment model developed by Bourne and Baldyga and used in the work 
result from an appropriate choice of the mixing time constants [204]
\ >
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Fig. 2.1: Sketch of the model: various zones and reacting clouds [204]
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Fig. 2.2: Sketch of the model: Evolution of zones according to the cloud’s age [204]
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2.1.4 Micromixing model description
Because mixing has a large influence on the product quality of a mixing sen­
sitive reaction, a model for the mixing of reacting flows is a helpful tool in the 
design of a chemical reactor. In principle, the mixing of fluids is completely 
described by the partial differential equations describing the momentum, 
mass and species balances. However, turbulent flows contain a wide range 
of time and length scales and therefore, even with the nowadays-available 
computational resources, the complete exact solution of these differential 
equations is not possible [186]. Therefore, simplified, but tractable, models 
are proposed in the literature to describe the mixing in turbulent flows (see 
Fox [71] for a review).
Lagrangian models for the mixing processes in a turbulent flow are used 
to described the mixing of the fluid elements in a reactor. The engulfment, 
deformation, and diffusion (EDD) model describes micromixing by diffusion 
within shrinking laminated structures formed by engulfment [17]. Baldyga 
and Bourne [19] have shown that for systems having a Schmidt number 
114,000, engulfment is the rate-determining step of the micromixing process 
and the EDD-model is simplified to the engulfment model (E-model) used 
within this work [19].
The growth of the micromixed volume according to the E-model is:
(2 .6)
(2.5)
with
Vmi : the volume mixed on a molecular scale
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E : the engulfment rate
e : Energy dissipation rate (m2/s 3)
v : Kinematic viscosity (m2/s)
Mixing of micromixed fluid with micromixed fluid will not lead to growth 
to the total micromixed volume. The probability of this so-called self-engulfment 
depends on the volume fraction of micromixed fluid inside the spreaded feed- 
stream. The growth of the micromixed volume taking into account possible 
self-engulfment [19] is:
Where,
Vdt : is the volume of the dispersed feedstream
The spreading of the feedstream is characterized by a turbulent dispersion 
coefficient Dt [128].
In liquids, micromixing takes place by molecular diffusion, laminar defor­
mation of striations below the kolmogorov scale ( Kolmogorov scale =  small­
est scale in a turbulent flow) and the mutual engulfment of regions having 
different compositions leading to growth of the micromixed volume. Under 
frequently occurring conditions engulfment is the limiting one of these three 
mechanisms [19]. The time constant defining the engulfment mechanism is 
re :
Characteristic time for micromixing by engulfment
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i/ : Kinematic viscosity (rri2 /s)  
e : Energy dissipation rate (m2/s 3)
In the case of fast reactions, the reaction often take place where the 
reacting compounds are originally contacted i.e. at the feed entrance. While 
micromixing favour the reaction, as it represents the mixing at molecular 
scale. Mesomixing has been observed as being, in some cases, the dominating 
mixing mechanism [16, 20].
Mesomixing happens through two different mechanisms [23].
1. Turbulent dispersion.
2. Initial convective disintegration of large eddies.
Turbulent dispersion : This mechanism represents the transversal spreading 
of a feed stream from its original stream line when introduced in the 
mixing environment. The time constant defining the turbulent disper­
sion mechanism is :
Characteristic mesomixing time for transverse turbulent dispersion
=  S  (s) (29)
with,
Qb : Flow rate of B-solutions (m3/s) 
u : Liquid velocity (m/s)
Dt : Turbulent diffusivity (m2/s)
Initial convective disintegration of large eddies : This mechanism represents 
the disappearance of large eddies in the course of dispersion by inertial
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action from the integral scale of concentration fluctuations, Ac, towards 
the kolmogorov scale. Kolmogorov length scale is the smallest length 
scale that can be found in a turbulent flow. When a spot of a passive 
scalar is mixed by a turbulent flow, the velocity fluctuations of slightly
tions of smaller scale. This phenomenon can be interpreted either as 
break-up of blobs of a pure, unmixed solution resulting in the erosive 
diminishing of these regions or as formation of smaller eddies within
ing of the reaction regions, which are defined as the areas/eddies where 
the different reacting compounds are present. The time constant defin­
ing the initial convective disintegration of large eddies mechanism is t s
Characteristic mesomixing time for dissipation of segregation in inertial- 
convective subrange
where,
A : A  = 1.2 [25] - A is roughly 1-2 e.g. for fully developed turbulence 
in liquids A =  2 [53]
Ac : Integral concentration scale (m)
e : Turbulent energy dissipation rate (m 2/s ~3)
This description of the mechanisms allow to compare the time constants
i.e. Td and rs in order to identify the controlling mechanism within the mixing 
environment.
smaller scale distort this spot, thus producing concentration fluctua-
the large eddies. In this work the formation of smaller eddies within 
the large eddies is only retained as the reason for the erosive diminish-
[113]:
(2 .10)
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The mathematical model which has been used in this study couple mi­
cromixing and reaction to eddy break-up by inertial forces. Homogeneous 
turbulence is assumed : for reactors with large e gradient, equations devel­
oped may be applied locally.
Various studies have shown that the energy dissipation rate and the feed 
rate have strong influence in controlling mechanism from micro- to mesomix­
ing [40, 21, 22]. We will be looking at these two parameters and their in­
fluence on the model further along in this study. Particularly when studies 
show that scale-up causes shift from micromixing to mesomixing controlling 
mixing mechanism [40, 39].
2.1.5 Mathematical formulation
In the following section the formulation of the mathematical model is shown, 
it is based on the explanation given by Baldyga et al. (1997) [23].
Figure 2.3 represents the structure of a partially segregated fluid as is­
lands. X u represents the volume fraction of these islands and X% is the 
composition of these islands i.e. the volume fraction of substance B undergo­
ing mixing. These islands are about to develop by eddy dissipation contained 
in a surrounding which does not yet contain substance B. Following this de­
scription, three regions can be described :
Region a / : Substance B absent between islands
Region b / : Substance B present on coarse scale within the islands
Region c/ : Substance B mixed on molecular scale - phenomenological points 
within the islands
Let’s consider,
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Fig. 2.3: Structure of partially segregated islands where - Region a / : B absent - 
Region b / : B present on coarse scale - Region c / : B mixed on molecular 
scale
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X bm  — Volume fraction of B within the whole structure 
then
X BM =  X UX% (2.11)
A good macro-mixed environment indicates th a t X BM  is the same through­
out the environment as indicated in figure 2.3. The structure changes with 
time as eddies are broken up, so th a t X u and X% increase and decrease, 
respectively.
The rate of mesomixing can be derived as follow :
The variance of composition of the structure given in figure 2.3 is :
&2 — X u (X g  — X Bm )2 +  (1 — X u) (0 — X Bm )2
cr2 =  X B m ( X q  — X B m ) (2.12)
Corrsin and Rosensweig defined the rate of decay of variance in the inertial- 
convective subrange of the concentration spectrum as [53, 164]:
d a 2 —a 2
~df = ~  (2'13)
from equations 2.12 and 2.13,
d X I  =  -  (X% -  X BM) 
dt Ts
Substituting this into equation 2.11 gives :
(2.14)
d X u X u ( l - X u)
n r  =  r s ^
The initial volume fraction of the system where B is present is X Q. For 
ts =  Const .,  the solution of equation 2.15 becomes :
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Xo (2.16)
X 0 +  (1 -  X 0) exp ( ^ )
In equation 2.16, as t <C rs, X u tends to 1, which indicates that B is present 
everywhere although not micromixed.
The micromixing model needs to take account of the so-called ’self-engulfment’ 
mechanism [19]. Self-engulfment occurs when B-rich fluid is engulfed with 
B-rich fluid. This mechanism does not participate to the growth of the mi­
cromixed volume, but tends to slow down the increase of the micromixed 
volume Vb • Taking into account the self-engulfment phenomena, the rate of 
growth of the micromixed volume Vb can be expressed by :
with,
Vb : Volume of micromixed fluid 
E  : E  =  Te-1 Engulfment rate
X bu • The volume fraction of micromixed B-rich fluid in the islands
The notation Vb refers to the micromixed volume in a batch or semibatch 
reactor. In a plug-flow reactor it denotes the flow rate of micromixed fluid, 
which increases with t, i.e. along the flow.
X bu, the volume fraction of micromixed B-rich fluid in the islands of partially 
segregated fluid, can be expressed as follow :
- ^  = EVb { 1 - X bu) (2.17)
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(2.18)
with,
V  : Total volume of fluid in the reactor
Vb : Volume of micromixed fluid in the reactor
Vu : Volume of B-rich islands in the reactor
X b : The volume of micromixed fluid relative to the whole fluid contained 
in the reactor
X bu '• The volume fraction of micromixed B-rich fluid in the islands 
Replacing equation 2.18 transformation in equation 2.17 gives :
Initial conditions : X s {t=0) =  X q ; X U(t==0) =  X q
The initial condition i.e. flowrate, operating mode define X q.
Equation 2.19 models the mechanisms of eddy breakage i.e. increase of X u 
values which ease the constraint of self-engulfment in equation 2.19 and leads 
to the start of the micromixing mechanism.
2.1.6 Description
The mixing model chosen for this study is the simplified version of the engulf­
ment model [17] defined by Bourne and Baldyga [19]. The prime advantage 
of this expression of the engulfment model, also called E-model, is that it 
allows us to compare the production rate of the different components of the 
reaction system considered. In our case the reaction system that we consider
(2.19)
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is expressed by the reaction equations 2.46 and 2.47 78, this reaction system 
is typical of the difficulties encountered during scale-up in the pharmaceu­
tical industry [44, 142]. The aim of the scale-up is to produce a targeted 
product but very often the selectivity obtained for this targeted product is 
undermined by the production of unwanted by-products. The product tar­
geted here is C of which the selectivity is undermined by the production of 
D. The aim will then be to enhance the production of C against D.
Another of the advantages offered by the E-model is that the viscosity of 
the solution is taken into account, which is an important factor when dealing 
with organic products. The El-model presents also the advantage to have 
been studied for three phase reactions and was extended to incorporate mass 
transfer [42]. This would allow in the future to further extend the content of 
this work for multiphase reaction systems. In the same way a laminar model 
has also been developed which would allow micro reactors to be included in 
the scope of this work.
The scale-up of a chemical reactor is difficult as it involves changes in the 
surface to volume ratio [189]. The amount of wall surface area per volume 
available to a process, is much greater on a small scale, than on a large scale. 
The concept developed in this study does not take into account the size of 
the equipment directly.
A mass balance on substance i in this growing reaction zone is :
j t (V.c.) =  EVi <c.) +  RtV, (2.20)
(q), is defined by Baldyga and Bourne [19], as the concentration of i in the 
local environment of the growing eddy. The first term on the right-hand 
side of 2.20 is the rate of addition of i by engulfment, the second term is 
the production of i by reaction. Given that equation 2.48 is verified i.e. Sc
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«  4000 diffusion is rapid compare to engulfment, the reaction zone can be 
considered as only composed of a uniform concentration.
The model simulates engulfment by a large number of eddy generation, where 
mixing by engulfment is formulated by the growth of a succession of eddies, 
and where engulfment takes place between equal volumes of fluid. Eddies 
start their growth at different times, and averaging over all these generations 
gives a continuous growth law. Eddies of substance i grow exponentially, 
which can be represented by the following :
w  = E V i (221)
Introducing equation 2.21 in equation 2.20 gives :
^  =  E  ( ( C )  -  C) +  Ri (2.22)
(d) which is, as previously quoted, the concentration of the environment, 
changes over time in relation to the changes occurring within the reaction 
zone. The feed as reactant B that is added to the reactor is discretised 
in the computation of the model. Each part of the feed is reacted in the 
reaction zone, which then grows for each feed part addition following equation 
2.21. This occurs before another part of the feed is added to the reactor. 
While changes occur within the reaction zone the environment zone remains 
unchanged. From one feed addition part to the next the environment zone, 
(ci), is updated by adding or subtracting, with regard to the compound 
considered, the amount generated or consumed in the reaction zone to the 
environment zone. The environment zone being a sum of the successive 
reactions occurring in the reaction zone. At this stage, we assume that the 
fluid remains perfectly mixed because the rate of addition of B is slow relative 
to the homogenisation of the surrounding. The environment zone as sum of
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all the reaction zone which have occurred over a certain feed addition time 
can be expressed as :
=  (2.23)
dt dt v '
The assumption just mentioned previously regarding the homogenisation 
of the surrounding has been further developed by Baldyga et al. [23]. A 
self-engulfment factor is added to the original model. The self-engulfment 
models the engulfment within the fluid element or self-engulfment that does 
not contribute to the growth of the volume of the micromixed region.
This factor is expressed as follows :
/  =  1 - T e l p g )  (2 .2 4 )
and equation 2.21 then becomes
dV
—  =  E V  f  V (t = 0) =  VO (2.25)
ts is the characteristic time scale of mesomixing (s) which can be expressed 
for agitated reactors as [171] :
\7rueNj 
where,
F  : Feed rate (m3/s)
u : Velocity of fluid within the reactor (m/s) 
e : Energy dissipation rate (m 2/s 3)
N f : Number of feed port (-)
(2.26)
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Prom equation 2.20, it can be shown that :
dNj _  d(dV )  
dt dt
(2.27)
df  =  ( 0 %  + N r t ^ B ,  (2-28)
From 2.28 and 2.25 the two previous equations it can be shown that rate of 
change of composition of component i in the growing fluid elements can be 
expressed in mole fraction as follow [171].
In the engulfment model, the balance equation for the growing fluid elements 
are described by 2.25 and 2.28 Ni and Nt are the number f moles of compo­
nent i and total number of moles, respectively, in the growing fluidelements. 
< Cj > is the concentration of component i in the environment. A summation 
of 2.28 over all components gives :
Also, by differentiating X{ = N i/N x , we get,
dxi 1 dNi Xi dNx
dt Nt dt Nt  dt 
Substituting 2.28 and 2.29 into 2.30, we get:
(2.30)
dxi
dt
(<k)  X j Z U i i C j )  
Nt Nt
dV
-  x iV TO Tj)  R j (2.31)
J=1
By using 2.25, Nt =  ^5Di=i Cj, and y* = <  c* > /  Y%=i < Ci >, the first term 
on the right-hand side of 2.31 can be written as
(cj) Xi EjLj (a)
Nt Nt
E V f = S f d s l  [Vi -  B f  (2.32)
z^i=l Ci
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Here, the concentration term are :
E =
t=l
E = Py/My
(2.33)
(2.34)
i=l
It is reasonable to assume the mass density of the single-phase liquid mixture 
to be constant irrespective of it composition. Hence, we get :
P x  —  P y
E S -ifc ) Mx
T t* c ,
Using the above developments, we get :
d t  M y
Substituting tm for E as :
=  T F  ~  X i) E f  +  l t ,  K ?  “  X i " T O T j )  R j
j= i
m ~  In 2 W
and equation 2.24 for f, we get :
(2.35)
(2.36)
(2.37)
(2.38)
dxi 1 Mx .
dF  =  (s/i “  X<)
with the initial condition :
1 — ipe +  Z  ( V i j  -  x i » T o t j )  R j  (2.39)
j = i
Xi(t =  0) =  z f  (2.40)
The scale-up of the chemical reaction is more successful when micromixing 
is reached within the reactor. This is due to the fact that micromixing
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enhances selectivity. Therefore the design of the reactor is articulated around 
achieving micromixing. As shown in figure 2.4, (see [171]), two parameters, 
the Damkoler number for micromixing (Dam) and mixing index (Q) are the 
determinant factors of the type of mixing achieved within a reactor (see 
[171]). These two parameters are defined as follows:
Damkoler number for micromixing
Dam =  — (—) (2-41)tr
Reaction time
Mixing index
tr  =  T—  (*) (2.42)
fcmax
Q = T -  H  (2-43)
Characteristic micromixing time
_  /  12 \  / i / \ 05
v m 2 ) a J  (s) (2-44)
Characteristic mesomixing time
<» =  2 f - ^ r )  («) (2.45)\7rueNf
see Appendix A.l and Appendix A.2 for the full description of the parameters 
involved and the equations involved.
It then becomes apparent that the micromixing regime, assuming a single 
feed port i.e. N f = 1, is dependent on the energy dissipation rate e, the 
viscosity the feed rate F  and the velocity u of the fluid within the reactor. 
Figures 2.5 and 2.6, (see [171]), show the reactor performance for various 
operating regimes. The product distribution is defined as the amount of 
target product produced over the amount of limiting reactant reacted. Figure
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Fig. 2.5: Reactor performance in various operating regimes for ki =  k2 =  250 s 1, 
V =  1 m3, feed addition time =6000 s and e =  2,000 W /kg
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Fig. 2.6: Reactor performance in various operating regimes for ki = = 250 s~l,
V = 1 m3, feed addition time =6000 s and e = 2,000 W/kg
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2.5 shows that in the micromixing controlled regime enhanced the production 
of the targeted product.
The design of the reactor to scale-up a reaction system, is therefore to find 
the right combination of the parameters e, F  and u for which a micromixing 
controlled regime is achieved. The velocity within the reactor, u , can be 
used to calculate the different features of the design of a reactor, like size, 
impeller type or jet type for example to achieve a particular fluid velocity. 
This can also mean pump for a jet loop or motor size for an impeller. The 
type of reactor itself is directly given by the level of energy dissipation rate 
necessary. The maximum energy dissipation rate achievable within each type 
of reactor is an inherent characteristic of each type of reactor. This can also 
lead to the design of a novel type of reactor.
It is to be noted that a very similar type of model has been used to model 
laminar micromixing [26]. This presents an interest for future development, 
in cases where very high viscosity compounds are used, or more notably in 
cases where reactors only operate under laminar conditions like microreac- 
tors.
The model used is defined over a certain number of assumptions and 
conditions [17]. One of the first conditions is that it is defined for liquid 
phase reactions for which physical properties like density and viscosity as 
well as chemical rate constants are not influenced by the reactions.
A reaction is said to be slow or fast when the time required for the mi­
cromixing step is, respectively, shorter or longer than the time required 
for a chemical reaction. Thus in the slow regime, mixing on the molecu­
lar scale precedes reaction, whilst with fast reactions concentration gradients 
are formed and reaction proceeds in an inhomogeneous solution, which only 
becomes fully homogeneous after the reaction has been completed. The in­
2. Modeling 78
homogeneity retards the rate of a fast, second order reaction, whose reagents 
are initially present in separate streams, whilst the relative rates of certain 
multiple reactions are influenced by the mixing conditions. Let us consider 
the competitive, consecutive reactions :
The afore described reaction system is an interesting example of such sensi­
tivity : it is highest in the slow reaction mode and zero in the instantaneous 
regime [17] . In the fast reaction mode, the reaction zone shrinks to the 
plane where A and B meet, whilst in the slow regime it is intermediate and 
influenced by chemical and physical factors.
Turbulent flow is described as rotational and dissipative, and is said to 
be characterised by high level of fluctuating vorticity - vorticity is the curl 
or rotation of the velocity vector. The case we considered is for Sc <C 4000 
where Sc is defined as the Schmidt number:
with,
li : Kinetic viscosity (Pa/s) 
p : Density (kg/m3)
Dy : Molecular diffusivity (m2/s)
A + B (2.46)
(2.47)B  + C — D
The model simulates engulfment by a large number of eddy generations, 
where mixing by engulfment is formulated by the growth of a succession of
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eddies, and where engulfment takes place between equal volumes of fluid. 
Eddies start their growth at different times, and averaging over all these 
generations give a continuous growth law.
The case of a semi-batch reactor is typical of the pharmaceutical industry 
[62]. This type of reactor allows the control of a potential runaway by control­
ling the reaction through the addition of a reagent [183], it thereby offering 
a safety related advantage over its direct competitor, the batch stirred tank 
reactor, which is also widely used in the pharmaceutical industry [111]. The 
semi-batch reactor offers also the advantage to be able to be easily converted 
to carry out continuous operation.
There are three approaches to processing operations: batch, continuous, 
and semi-batch or semicontinuous. Each option has its own scale-up advan­
tages presented in table 2.1 and table 2.2 [6].
While batch and semi-batch remain the traditional way of producing 
pharmaceutical products [12], cost [105], product quality [142] and environ­
mental incentives [200, 143, 64, 176], or even safety [209] have driven the 
pharmaceutical industry towards automated and continuous mode of opera­
tion [136]. Nevertheless there are number of drawbacks to using continuous 
processes. Resources are needed to develop the process: the appropriate 
residence time to reach a level of suitable completion must be determined 
under desired conditions of temperature, flow rate, and any other critical 
parameters. The reaction system may have limited flexibility for running 
other reactions [6]. Also it is with these type of difficulties that ’learning 
before doing’ can become an important factor in achieving the best process 
intensification in the minimum time possible [147, 80, 136].
Also in our study we consider the case of a semi-batch reactor and the 
case of a continuous reactor e.g. in-line mixer, static mixer, tubular reactor in
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Tab. 2.1: Characteristics of semi-batch and continuous operations
Features General-purpose reactor Continuous-flow reactor
Typical industrial use: 
Laboratory
Pilot Plant
Manufacturing
Pharmaceutical
General approach 
for scale-up 
Most often used 
Often used for 
bulk chemicals h  
fine chemicals; 
rarely used for 
bulk chemicals
Rarely used
Rarely used 
Often used for 
agricultural chemicals; 
rarely used 
for Pharmaceutical 
& fine Chemicals
Temperature response Slower in 
larger vessels
Response can be 
very rapid
Localisation of 
physical effects 
contents
Macromixing and micromixing 
always considerations
Equipment can be 
selected for excellent 
micromixing and localised 
physical effects
Reaction times for Reactions with relatively long 
reaction times or short reaction 
times generating products stable 
under the reaction conditions
Reactions with a short 
residence time or those 
with products stable 
while recycling through 
reactor; also unstable 
products
Useful for Most reactions Reactions where relative 
stoichiometry of reactants 
and products is critical; 
reverse quenches; tight 
temperature controls; 
efficient mixing of 
heterogeneous streams; 
localisation of catalysts 
and physical effects
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Tab. 2.2: Characteristics of semi-batch and continuous operations
Features General-purpose reactor Continuous-flow reactor
Cost for reactor $50,000 (50 gal reactor) 
and more
Under $1,000 for static 
mixer for pilot plant; 
specialised reactors more 
costly
Additional equipment 
needed
Equipment traditionally
available in most pilot plants 
and manufacturing plants
Pumps and heat 
exchangers in addition 
to receiving vessels and 
traditional vessels
Relative operating 
safety
Good Very good, as only a 
small portion of batch is 
subjected to processing 
at any moment
Utility demand Must transfer heat from entire 
batch and large reactor
TYansfer heat from part 
of batch and small 
reactor
Additional development Some time may be needed to 
optimise processing if 
labile compounds are produced
Need to determine 
reaction time for 
suitable residence time 
in reactor, or recycle 
stream through reactor
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which B is slowly added to reagent A, present in the reactor. Slow addition of 
B means that B mixes and reacts slowly and the concentration averages over 
the whole reactor slowly. Each new fresh feed of B is integrated within the 
reactor by eddies which incorporate and react by engulfment within the eddy 
environment (as described in A.3). The eddy environment is constituted by, 
originally solely A, and then C and D according to equations 2.46 and 2.47 
in section 2.1.6.
The expression of the rate of reaction j is expressed as rate of reaction j per 
mole of reacting mixture of composition x  i.e. [171]:
_  Fraction of reaction mixture reacting in reaction j 
3 second
This expression of the engulfment model, or E-model, presents the advantage
of expressing the rate change of each product through molar fraction, which
is unit independent.
Figure 2.7 show how the model allows to follow the molar fraction evolution of 
the different components, constituents of the reaction system, over a certain 
period of time. The period of time for which the reactions occur is called the 
feed addition time (fat), in these cases 600s. The feed addition time is the 
length of time for which a reactant, in our case reactant B is fed to the reactor. 
The flow rate at which reactant B is added to the reaction is considered as 
constant. As can be seen in 2.7, the Molar fraction of B remains at zero 
as the reactant B is assumed to be totally reacted for each addition. The 
molar fraction of each component changes during the reaction, the volume 
of solution B added to the semi-batch reactor is discretised (see 2.3) into cr 
equal parts, each of volume V# and concentration c#o- When any part has 
been added, the volume of the reaction zone grows according to equation 
A.3. Engulfment take place independently with the same environment, and
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it is assumed that during application of equation A.l to any part of the feed, 
the molar fraction remains constant.
The performance objective is to maximise the product distribution, Pdc, of 
the desired product in our case C. The product distribution of C, Pdc, is 
defined as :
Product Distribution =  C Produced (2.50)
B fed
The evolution of the product distribution of C is shown in 2.8 and 2.9 
All the equations for the micromixing model are described in appendix A 
for the semi-batch operation and in appendix B.2 for the continuous opera­
tion.
Assumptions for micromixing model for semi-batch and continuous
operation
The following assumptions have been made for the application of the mathe­
matical model described in this chapter 2.1.4. Assumptions are made at two 
different levels, the first level refers to the application of the model itself, and 
the second level refers to the process itself.
Model assumptions:
1. Molecular diffusion does not to influence reaction rate. Therefore we 
only consider systems with a Schmidt Number : Sc<C 4000
2. The reactant is integrated within the fluid on the reactor by being rolled 
up by turbulent vorticity thereby creating multiple layers or slabs of 
fresh liquid and liquid already reacted
3. The system is a liquid phase system with only one liquid phase present
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4. No phase change
5. No viscosity change
6 . The reaction is a fast reaction 
Process assumptions:
1. No recycling stream
2.1.7 Conclusion
[Conclusion] In this part of the thesis the mixing mathematical model se­
lected is explained. Primarily it is to be noted that the model is restricted 
to turbulent environment and for reactions where the time for the reaction 
to take place is faster than the time to achieve micromixing. The mathe­
matical model is used to define the level of micromixing achieved through 
parameter setting. As explained in section 2.1.2 micromixing influences the 
amount of targeted compound produced. Also the model determines whether 
micromixing is achieved within a reactor. As explained micromixing is de­
pendent on the feedrate, the energy dissipation rate and the speed of fluid 
within the reactor. The fact that work has been done to extend this model 
to a three phase environment and that a laminar equivalent of this model has 
been developed, presents also advantages in the use of this model for future 
development. The semi-batch operation mode is considered, as it matches 
the type of operation most often encountered in the pharmaceutical industry.
2.1.8 Mass Transfer
The organic synthesis of various pharmaceutical compounds can often in­
volve heterogeneous reactions [62]. The more intense use of catalysts has
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also driven the pharmaceutical industry to face more often heterogeneous 
reactions i.e. Solid-Liquid, Gas-Liquid and Solid-Liquid-Gas. For example, 
when looking at the importance that asymmetric synthesis occupies nowa­
days in organic synthesis [34, 62], one can understand the increasing interest 
in mastering the scale-up of heterogeneous reaction systems.
Mass transfer in a heterogeneous reaction system can be one of the most 
influential factors for the scale-up, as the catalytic reaction process through 
the mass transfer of the reactant to the catalyst sites is the driving factor 
to the occurrence of the reaction [32]. This involves not only the transfer 
within the bulk fluid phase, but also the transport within the structure of 
the catalyst. The actual transport in the fluid phase can be slow, and thus the 
observed reaction rate is in fact affected by - and may indeed be dominated by 
- the mass transfer process [32]. In the case of a first order reaction, diffusion 
and kinetic rates have the exact same dependency on concentration. Also it is 
difficult experimentally to decouple the transport and kinetic processes. The 
case of diffusion and mass transfer is different as these two parameters have 
lower dependency on temperature, and therefore mass transfer-inhibited rates 
are characterised by an artificially depressed value of the activation energy 
(and the Arrhenius plot may yield a curve rather than a straight line) [32].
The mass transfer in a reactor occurs on several different scales:
1 . Turbulent mass transfer from the bulk fluid to near the catalyst surface 
( 1  - 1 0 0  mm)
2. Laminar mass transfer in the fluid boundary layer (or mass transfer 
film) about the catalyst particle (0 . 0 1  - 1  mm)
3. Diffusion within the porous structure of the catalyst (0 .2-3  mm) 
Aspects 1 . and 2 . above are largely dependent on the fluid properties (den­
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sity,viscosity), the fluid velocity relative to the solid, and the size of channel 
in which the fluid is flowing.
A further complication can arise in liquid phase reactions involving a 
gaseous reactant, such as hydrogenation and oxidation. Commercially, these 
reactions are typically carried out in sparged stirred tanks or trickle beds. In 
this case, there is the added step of the gaseous reactant transferring into the 
liquid phase, en route to the catalyst surface. This opens up an additional 
area of mass transport in chemical reactors that depends critically on the 
inter-dispersion of the phases and the reactor hydrodynamics [32].
It has been reported that the mass transfer rate can be enhanced either 
by increasing the surface area between the gas and the liquid and/or by in­
creasing the intensity of mass transfer fluxes through increasing the intensity 
of turbulence [73]. This requires the dissipation of additional mechanical en­
ergy. High performance gas-liquid contactors with high mass transfer rates 
are usually high consumers of mechanical energy [73]. Also while a suffi­
ciently high mass transfer value is desirable, as not to limit the intrinsic rate, 
it may not be economic. Furthermore, the conversion of the key reactant 
may not be linearly proportional to the mass transfer coefficient (kia); thus, 
the return from increasing kia may diminish beyond a certain level [1 1 2 ]. 
Gas/Liquid (G/L) mixing intensity is customarisedly quantified by a kia or 
a value. The overall mass-transfer coefficient, fc/, is based on the liquid side 
concentration differential as the driving force for the mass transfer. The unit 
of ki is m.s - 1  or equivalent. The G/L interfacial area per unit volume of 
the dispersion, a, has the unit of m 2 /m 3  or equivalent. It is much easier to 
measure the product of ki and a than the individual terms. The value of k\ 
depends upon the diffusivity of the dissolved gas in the liquid and the rela­
tive velocities between the gas bubbles and the liquid [57]. The typical value
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range of kia or a is a feature of G/L contactors and the power input. The 
energy dissipation rate rises with increasing power input into the contactor, 
resulting in greater turbulence, which is a major driving force for boosting
a. A higher kia can cut capital costs, because the same mixing duty can be 
achieved in a smaller device, or in a shorter batch time for a batch process 
or at a higher throughput rate for a continuous process [1 1 2 ].
The energy dissipation rate has been related over different studies to 
the mass transfer process [203, 129]. These studies concluded that power 
dissipation must be coupled to the transfer or mixing process and appear 
physically as its driving force. Villermaux offers some suggestions for the 
search of new scaling factors for the volumetric mass transfer coefficient kia 
and for the specific power dissipation e. Villermaux introduces the idea 
of developing a universal diagram for the comparison of different contactor 
[203]. This point of view is further developed with diagrams that allow to 
compare the mass transfer performance for gas-liquid contactors [73]. In these 
diagrams (see [73, 203]) it is noticeable that each type of reactor is defined 
by a specific range of achievable energy dissipation rates and a specific range 
of achievable mass-transfer coefficient, kia.
Mass transfer and energy dissipation rate have been correlated by math­
ematical expressions in the past [110, 28, 153, 58, 115]. The Eddy Cell 
model [1 1 0 ] for mass transfer in a turbulent fluid presents good results when 
compared to experimental cases [151, 154, 152, 123, 129]. In the Eddy Cell 
model, the mass transfer occurring into a single idealised eddy located near 
the interface is calculated. The overall effect of the turbulence, on the macro­
scopic mass transfer rate, is determined from a consideration of eddies of all 
sizes and energies, according to a proposed structure of the turbulent field. 
This model is considered to be applicable not only to bubbles in concurrent
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turbulent flow, but equally also to any phase contacting situation in which 
fluctuating turbulent velocities make up the dominating velocity field [1 1 0 ]. 
The view adopted by Lamont and Scott [110], is that the small scale motions 
may be more efficient for interphase transfer, in spite of their low energy, 
because they cause mixing within the very surface of a large eddy. Lamont 
and Scott found that for well-developed turbulence, there exists a range of 
small scales of motion that are isotropic and dominated by inertial forces 
[110]. The expression that they developed for the overall transfer rate hi is 
defined as follow :
/ v \ ( - i / 2 ) .....
h  =  0A \ ^ )  (eu) (m/ s) (2-51)
with,
ki : Liquid-phase controlled mass transfer coefficient (m/s)
Dy : Molecular diffusivity (m2 /s) 
e : Energy dissipation rate per unit mass (m 2/s 3) 
v : Kinetic viscosity (m2/ s)
The mathematical expression allows us to relate the overall mass transfer 
coefficient to the energy dissipation rate that is, as explained above, one of 
the main characteristics of a chemical reactor. Nevertheless the type of mass 
transfer sensitive reaction in this work are considered as non mixing sensitive. 
Also for the selection of reactor, the value of ki will only be used to identified 
the type of reactor through table presented in the literature [1 1 2 ].
The choice of a suitable reactor for scale-up of a chemical reaction is the 
question of matching the reaction kinetics with the capabilities of the pro­
2. Modeling 92
posed reactor [46]. The mass transfer model developed in this work includes 
the reaction kinetics see appendix C.2 .
2.1.9 CASE STUDY: Mass transfer - Reactor selection
In the following a case study for the selection of a reactor for a mass transfer 
sensitive reaction is presented. The reaction system studied is given and then 
the modeling of the system is presented.
Reaction system description
The fundamentals of the mass transfer model are given in this part of the 
project - further details are provided in appendix C.2 .
In order to present an up-to-date and interesting case for the scale-up 
of a mass transfer sensitive reaction, a reaction being studied by the group 
of Professor Gavriilidis at the Department of Chemical Engineering at Uni­
versity College London is hereby presented [185]. The reaction describes an 
asymmetric hydrogenation reaction known as the CATHy reaction (CATHy 
: catalytic asymetric transfer hydrogenation) is taken as a case study to 
evaluate mass transfer phenomena (see also [135]). Thanks to experimental 
results obtained on this particular reaction by the research group of Professor 
Gavriilidis [185], we were also able to compare experimental results to results 
obtained by modeling and verify the authenticity of the mathematical model 
developed.
The reaction system is described by the reaction system 2.52: [185]: 
CATHy Reaction:
1 +  ( i )  2  zb  3 +  HC1 (stepl)
\ Z /  k2
fc3
HC1 -I- sodium isopropoxide ZZ NaCl +  IP  A  (step2)
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4=5
3 +  sodium isopropoxide zz* 4 +  NaCl (step3)
* 6
(2.52)
And the reaction mechanism is described by scheme 2.10
(S)
(R)
NH
-  OH 1
+
2 
2
•Rh
2
HCl
a > - > ^
cl
Base
CH 
/  \
c
/  \
CH, CH3
?i -  •
Rh
7 4H
/  \
H «
\
Fig. 2.10: Metal-Ligand bifunctional catalysis mechanism [185]
All the reactions in this reaction system occur in the liquid phase of the
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system. No reaction occurs in the gas phase or in between the two phases 
involved as gas and liquid.
In the reaction system, see equation system 2.52, mass transfer of ace­
tone occurs at the interphase of the gas and the liquid phase. The rate of 
mass transfer is proportional to the interstitial area and the concentration 
driving force. Acetone is being transferred from its liquid to its gas phase. 
The concentration of acetone in the gas phase is Cg(acetone) and in the liquid 
phase is Ci^ acetone)• The conversion of the liquid equivalence values from the 
liquid phase to the gas phase is carried out using the equilibrium relationship 
between the gas and liquid phase concentrations. In our case this is done by 
assuming Henry’s law. Thus the gas phase concentration which is equivalent 
to C'i(ocetone) is K hCi(acet<me) where K h is Henry’s law constant. The overall 
driving force for mass transfer is (Ci^ acetone) ~  K HCg^ acetan.e)), also the rate 
of mass transfer across the interface can be expressed by :
Mass transfer rate = ktaV (Cg^ actone) ~ K HCi^ctone)) (2.53) 
as by assumption Cg =  KnCnacetone), another expression is :
Mass transfer rate =  ktaV -  Ci{acetone)^  (2.54)
k\ =  25s-1 and & 2 = 25s-1
Equations C.20 and equations C.30 represent the mass transfer for ace­
tone between the liquid phase and the gas phase. The acetone gas-liquid as 
shown is equation 2.53, is influenced by factor kia, which is the mass transfer 
coefficient between the two phases.
Also in equation C.20 the change of concentration of acetone is expressed 
by the mass transfer occurring between the gas and the liquid phase in the 
gas phase minus the quantity of acetone removed from the gas phase by the
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nitrogen .
All the equations for the mass transfer model are described in appendix
C.2
Operation mode
In order to compare with the operation mode used in the development of 
the CATHy reaction [185], a batch operation was modeled. The reactor is 
considered as being loaded with an original amount of solution and catalyst. 
Nitrogen is assumed being bubbled perfectly through the reaction (i.e. no 
preferential path) following flowrates indicated by Professor Gavriilidis team
[185] and is used as such to create an inert blanket over the reaction. The 
reactant is fed to the catalytic solution in one injection and the operating 
conditions are the one specified by Professor Gavriilidis research group [185].
Experimental results Versus mathematical model results
In this section the experimental results obtained for this reaction are com­
pared to results obtained with the mathematical model.
The operatus modi was as follow:
Model validation:
This experimental data were obtained by the research group of Professor 
Gavriilidis in a simple batch laboratory reactor consisting of a round bottom 
flask operated at constant temperature [185]. A continuous nitrogen flow was 
used to ensure inert atmosphere and to strip acetone. The reaction network 
and the kinetic mechanism with the values of the rate constants at 30°C is 
described below with the initial conditions in terms of volume of the liquid 
phase, concentration of reactants and catalyst. Also, recorded concentration 
of acetophenone [Sub] as main reactant, acetone [acetone] as by-product and
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the enantiomeric products [i? — Prod] and [S' — Prod\ are given in order 
to compare the model prediction with the recorded experimental data as 
function of time [185].
The experimental set-up is described as follow:
A simple batch laboratory reactor consisting of a round bottom flask 
is operated at constant temperature. A continuous nitrogen flow is used 
to ensure inert atmosphere and to strip acetone. The reaction is run at a 
constant temperature of 30°C. The initial conditions in terms of volume of 
the liquid phase, concentrations of reactants and catalysts is given as such 
by table 2.3 :
_______ Tab. 2.3: Initial conditions for the Mass-transfer limited reaction
Initial conditions Value
Liquid phase volume 257 ml
N 2 flowrate 890 ml/min
Sub concentration 0.144 mol/1
RhL* concentration 0.144.10-3 mol/1
Temperature 30°C
Pressure 1  bar
The rate constants were provided by Prof. Gavriilidis F-Team and are 
presented in table 2.4 [185].
The results obtained are listed in table 2.5 and the comparisons of the 
results obtained experimentally and through the mathematical model devel­
oped in 2.1.9 are listed in table 2.6
As shown in table 2.6 the percentage of error between the experimental 
results and the results achieved with the mathematical for the percentage 
of Conversion obtained versus time are small for conversion over 85% i.e.
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T I M E  > 30mm. The error can be considered negligible for conversion > 
92% as the % error is then less than 1%.
Assumptions for mass transfer model
The following assumptions have been made for the application of the math­
ematical model described in this chapter. Assumptions are made at two 
different levels, the first level refers to the application of the model itself, 
and the second level refers to the process itself.
Model assumptions:
1. Raoult’s law is followed by the reaction system i.e. that the gas mixture 
in equilibrium with an ideal liquid solution also follows the ideal-gas 
law
2. Perfect mixing is assumed and the reaction is not considered as mixing
Tab. 2.4: Rate constant for mass transfer limited reaction [185]
Rate constant Units
h 37.5 l/(mol.min)
fa 3677.5 l/(mol.min)
fa 15162.7 l/(mol.min)
fa 27.7 min~l
fa 5478.0 l/(mol.min)
fa 511.5 min~l 1
fa 655.9 min~l
fa 80390.8 l/(mol.min)
fa 114.4 min~l
fao 3430.9 l/(mol.min)
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Tab. 2.5: Summary of experimental results achieved for the Mass-transfer limited 
_______ reaction (CATHY reaction)________________
TIME (min) Sub Acetone R-prod S-Prod
min mol/ 1 mol/ 1 mol/ 1 mol/ 1
0 0.1452 0 0 0
2 0 . 1 1 0 1 0.0315 0.0023 0.031
4 0.0887 0.055 0.0036 0.05
6 0.0732 0.068 0.0047 0.064
8 0.0621 0.075 0.0054 0.0744
1 0 0.053 0.0779 0.006 0.0812
15 0.04 0.092 0.0071 0.0952
2 0 0.0322 0.0962 0.0078 0.01025
30 0.0244 0.0936 0.0084 0.1106
40 0.0215 0.0872 0.0087 0.1127
60 0.0174 0.0732 0.0094 0 . 1 2 0 2
90 0.0143 0.058 0 . 0 1 0.1262
1 2 0 0.0118 0.0457 0.00105 0.1323
180 0.089 0.0266 0.0116 0.1429
240 0.0067 0.0165 0.01256 0.15421
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Tab. 2.6: Comparison between Conversion versus Time obtained with the mathe-
matica model and the experiment
TIME (min) Conv Conv. % ERROR
min Exp. Model Conv.
0 0 0 0
2 0.2593 0.2226 16.5
4 0.4119 0.3421 20.4
6 0.5202 0.4302 20.9
8 0.5978 0.5333 1 2 . 1
1 0 0.6556 0.5582 17.5
15 0.7476 0.6659 12.3
2 0 0.7983 0.7375 8 . 2
30 0.8495 0.8162 4.1
40 0.8671 0.8509 1.9
60 0.8962 0.8812 1.7
90 0.9168 0.9085 0.91
1 2 0 0.9327 0.9293 0.36
180 0.9526 0.9580 0.57
240 0.9667 0.9751 0.85
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sensitive
3. The conversion of the liquid equivalence values from the liquid phase to 
the gas phase is carried out using the equilibrium relationship between 
the gas and liquid phase concentrations. In our case this is done by 
assuming Henry’s law
4. The system is constituted by two phases, a liquid phase and a gas 
phase. The reaction only occurs in the liquid phase of the reaction 
system
5. No phase change
6 . No viscosity change 
Process assumptions:
1. No recycling stream
2. Batch operation
2.2 Other factors influencing Scalability
2.2.1 Heat transfer
The process objectives in heat transfer are varied. It is important to de­
termine what is to be accomplished and the process equipment needed to 
handle the requirements Heating, melting, cooling, freezing, crystallisation, 
e tc... Low heat removal may cause the product to burn. High heat removal 
rates may not permit the reaction to ’kick off’. If the process becomes very 
hot safety issues arise; Most reactions are exothermic and require heat re­
moval to prevent runaway and side reactions. Runaway reactions are unde­
sirable. Side reactions cause separation problems in downstream processing.
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Heat transfer in reactors can be carried out in several ways, external heat 
exchanger, internal heat exchanger, coil, tubes, jacket... The rate of heat 
transfer is directly proportional to the surface area [144], and for vessels 
cooled externally the rate of heat transfer decreases as the volume increases, 
indicative of the fact that the ratio surface area over volume reduces as the 
volume increase in size. The cooling rates attainable in scale-up vessels will 
be considerably slower than those of small laboratory vessels. Efficient stir­
ring allows for improved heat transfer and minimises impurity formation from 
any localised hot spots with in the vessel and permits to be maintained the 
desired temperature profile in the reactor [12]. Typically, in heat transfer 
processes in chemical reaction engineering, there are two engineering objec­
tives [6 ]:
• To have a good fluid circulation in the bulk of the tank
• To have good fluid exchange and circulation to and from the heat­
ing and/or cooling element. Often, the elimination of local hot spots 
becomes a primary objective since hotspots can cause loss of product 
quality [6 ].
Heat transfer becomes an important objective in larger processes and may 
become limiting factor on the size of the process. Some volume processes, 
such as exothermic reactions, release significant amounts of heat. Heating 
and cooling jackets are not effective on volume processes [51]. Extensive 
heat and cooling coils are after added to obtain the area necessary for heat 
transfer in large-volume systems such as reacting and cooking processes [51].
On scale-up from a small-scale process with no internals to a large-scale 
process with massive internal, circulation patterns are altered and prediction 
of heat-transfer coefficients using an appropriate correlation becomes difficult
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[29]. Often, dead zones can form and effectively lower heat-transfer areas. 
The reduction in heat transfer is not due to fouling [51]. In design of a heat 
transfer process, there axe usually [51]:
• An anticipated heat transfer coefficient
• A known fixed heat transfer area
• A known fixed temperature difference
The amount of transfer is a process result that can be used to determine 
whether the anticipated transfer is actually occurring. Often, the anticipated 
heat-transfer coefficient is higher than the ’delivered’ coefficient. This dif­
ference can be due to a reduction in flow circulation over the heat-transfer 
surface. In these cases, calculations can be done to determine the effective 
impeller Reynolds number that the heat transfer senses. These calculations 
should be done with heat-transfer data in which fouling has not yet occurred 
[51],
The addition of another phase such as a gas complicates matters even 
further. In this situation, gas will lower the heat transfer coefficient and 
adversely affect the liquid circulation. Bubbles can become attached to heat 
transfer areas. Gas pockets can also form over heat-transfer surfaces [95, 60]. 
Heat transfer also becomes a major problem under laminar flow situations. 
Without good circulation materials may burn on the heating element, or the 
heating element may overheat and be destroyed. Laminar flow mixing is 
notorious for not having good circulation, particularly for viscoelastics fluids
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2.2.2 Multiphase system impact
Good contacting between phase in multiphase reactors is essential to promote 
interphase transport of species and energy. However, in many circumstances 
this is hard to achieve, as the state of uniform spatial distribution of the 
various phases is unstable and gives way to nonuniform structures, spanning 
a wide range of length and time scales [186]. Macro-scale coherent struc­
tures, and which are responsible for large-scale coherent structures, which 
are responsible for large-scale mixing, are commonly observed [3]. Their 
formation, growth, and propagation are influenced by reactor size, as well 
as reactor inlet and outlet configurations; this relationship is poorly under­
stood. Consequently, the chemical industry continues to rely on expensive 
pilot-scale cold flow experiments and remain unsure of the effects of heat 
transfer, operating pressure, and temperature [213, 4, 6 8 ]. In the absence 
of generic mathematical models modeling multiphase system impact, is done 
with continuum hydrodynamic models which have been formulated by av­
eraging over details at the length scale of few particles or bubbles will have 
to be used [42], while models that match the macro-structure axe developed
[186].
2.3 Discretisation and computer implementation
A fundamental aspect of computers is the fact that all computers are limited 
in their resources. No computer has unlimited memory and unlimited speed. 
Thus, in order to make the best use of the resources they can provide, and 
solve the mathematical equation system faced, for example, in the case of a 
differential equation, the solution will be only represented at a limited num­
ber of values of the independent variable(s). Because solving a continuous
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function will require infinite memory. This process is called discretisation, 
and is fundamental to all numerical analysis. The differential equations em­
ployed in process modeling are continuous approximations to nature’s phe­
nomena, which are discontinuous at the atomic level. The mathematical 
model described in this chapter has been solved with the software gPROMS 
- general PROcess Modeling System [140]. gPROMS is a general-purpose 
process modeling and simulation software package. It allows the modeling 
and the simulation of combined discrete and continuous processing system 
of arbitrary complexity. One of the key concept in gPROMS is that of the 
process entity combining a continuous model entity with a set of task entities 
describing external actions. It can also simulate multiple interacted process 
entities which also presents a very useful asset [140].
2.4 Conclusion
In this part of the project we presented the mathematical models used to 
evaluate mixing and mass transfer occurring in a chemical reaction.
The mixing mathematical model selected is detailed and explained and 
its simulation features are given. Primarily it is to be noted that the model 
is restricted to turbulent environment and for reactions where the time for 
the reaction to take place is faster than the time to achieve micromixing. 
The mathematical model is used to define the level of micromixing achieved 
through parameter setting. As explained in section 2 .1 . 2  micromixing influ­
ences the amount of targeted compound produced. Also the model deter­
mines whether micromixing is achieved within a reactor. As explained mi­
cromixing is dependent on the energy dissipation rate and the speed of fluid 
within the reactor, and the feedrate in the case of the semi-batch reactor. 
The fact that work has been done to extend this model to a three phase en­
2. Modeling 105
vironment and that a laminar equivalent of this model has been developed, 
presents also advantages in the use of this model for future development. 
Semi-batch and continuous operation mode is considered, as it matches the 
type of operation most often encountered in the pharmaceutical industry. 
Also two micromixing models have been implemented with gPROMS i.e. a 
semi-batch micromixing model and a continuous micromixing model.
The mass transfer mathematical model selected is detailed and explained. 
The model presented is a generic model. The assumptions made are that the 
model follows Raoult’s law, that the reaction is not mixing sensitive, that 
the system is constituted by two phases a gas and a liquid phase and that 
the reaction occurs in the liquid phase. It is also assumed that there is no 
phase change and no viscosity change and finally Henry’s law is also assumed. 
The operating mode considered is a batch system. The level of mass trans­
fer achieved being related to the value of the mass transfer coefficient and is 
specific to each type of reactor. This permits the best reactor to be identified 
by linking the value found through optimisation to values found in the lit­
erature. The mass transfer model selected in this thesis has been developed 
and has been implemented with gPROMS. This model has been validated 
with experimental results.
Finally we also looked at other potential factors which could influence 
scaleability i.e. heat transfer and multiphase reaction systems. These two 
factors are not investigated further in this work but are nevertheless consid­
ered when looking at improvement that could be brought to this work.
3. DEFINITION OF UNCERTAINTY
As shown in the previous chapter, the optimisation of the set of parameters 
defines the type of reactor and its design. This optimisation provides the 
optimum solution (s) to achieve the lowest loss for the synthesis of a com­
pound through a particular reaction system. The scaling up of a system is 
dependent on uncertain data. Evaluating the impact that the uncertainty of 
these data has on the results would refine further the choice of the best re­
actor. The purpose of the project is to reduce the degree of failure occurring 
during scale-up. Also understanding the impact that some uncertain data 
carry through the models and the optimisation allows to reduce or eliminate 
certain reactor options. The modeling of uncertain data can be done via 
various mathematical tools e.g. Sensitivity Analysis, Interval Mathematics, 
Bayesien Statistics, Fuzzy Data Analysis [27]. It has been underlined that 
amongst these different possible methods to represent model uncertainty, the 
chosen approach depends essentially on the knowledge or preference of the 
practitioner and not on the specificity of the given problem [27]. In this 
study, besides the expression of uncertainty, there is an interest in study­
ing the sensitivity of the models used to the different parameters involved
i.e. to identify the parameters that have the biggest impact on models out­
put. Following this interest, sensitivity analysis was considered as the best 
mathematical tool to carry out this type of evaluation.
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3.1 Evaluation of uncertainty by sensitivity analysis
Sensitivity analysis is described as the study of how the variation in the out­
put of a model can be apportioned [169], qualitatively or quantitatively, to 
different sources of variations, and of how the given model depends upon 
the information fed into it. A large number of methods exist to carry out a 
sensitivity analysis on a particular model [169, 141]. Also to define the best 
sensitivity analysis method to characterise the impact of model parameter 
uncertainty on the results, we looked at the different parameters involved 
in the mathematical models used (see section 2.1.4). Thus we identified the 
parameters for which a degree of uncertainty exists in their determination. 
The parameters carrying uncertainty are the parameters which are experi­
mentally determined and which are part of the input of the models. These 
parameters are listed below :
For the micromixing model - semi-batch and continuous
v :Kinematic viscosity (m2 /s) 
kji Reaction constant ( ^ —)
For the mass transfer model
Kfj :Henry’s constant (-)
In the case of the micromixing model, the reaction rates of a chemical 
reaction system have traditionally been difficult to determine, due to the fact 
that the kinetic rates can be influenced by various factors like the nature of 
the ions being used, the concentration of the reactants, the temperature 
increase and decrease, catalysts and the surface area. Due to all the different 
factors it is difficult to obtain precise data for the scale-up of a reaction. More
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fundamentally, the making of some drugs requires more than one organic 
reaction steps. Therefore the understanding of the impact of the uncertainty 
carried by the different kinetic rates involved in the different steps, would be 
beneficial to this study. It will allow us to determine which reaction steps 
could most undermine the production of the targeted compound. The case 
of the mass transfer model is similar to the micromixing model though the 
parameter considered here is the Henry’s constant. Henry’s constant is a 
parameter specific to each type of reaction system and differs widely from 
one reaction to another. It is also a parameter which is difficult to identify 
experimentally. It is usually done through the use of solubility curve and the 
accuracy achieved can be limited. Also looking at the impact that uncertainty 
within this parameter (Kh )has on the reactor selection was considered of 
interest.
It is understood and assumed that the reaction is not temperature sensi­
tive to a level high enough to create reason for concern, in the case of slight 
temperature variation [185]. Also the uncertainty carried by temperature 
variation was not studied. In the case of the different rate constants we 
assume that the uncertainty attached to there determination is low. The 
reaction rate constants were determine with purpose built instrumentation 
and they have been shown as robust [35, 33]
It is to be noted that the selection of reactor in this reactor selection 
procedure does not depend on the parameters chosen nor on the number of 
parameter chosen. The number of parameters chosen will nevertheless have 
an impact on the speed at which a solution will be found.
It will also allow further study of the organic reaction step(s) identified 
as having a strong impact on the reactor-reaction system in the case of the 
micromixing model. It will allow us to evaluate the importance of the Henry’s
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constant identification accuracy in the case of the mass transfer model.
Also having identified which parameter(s) will impact the most the scale- 
up of a reaction system, further experimental work could reduce the uncer­
tainty carried by the parameter and make scale-up more straight forward.
The aim of this part of the project then becomes to express the uncer­
tainty carried by the various parameters and evaluate their influence on the 
mathematical model output e.g. the product distribution (see equation 2.50 
page 83) of the targeted product.
To illustrate the following we take the case of the micromixing model. 
Also if we consider the same reaction system as in section 2.1.6 i.e.:
A + B  C (3.1)
B + C D (3.2)
which can be considered as a simple reaction system with regard to some drug
-organic synthesis. Reaction rate k\ influences the production of compound
C. & 2 influences the production of compound D through the consumption of 
the targeted product C. Therefore these two parameters have both a impact 
on the production of the targeted compound C. Also the impact of uncer­
tainty on these two parameters has to be considered simultaneously on both. 
This type of study is called global sensitivity. It provides information about 
the behaviour of each dependent variables fc* in response to simultaneous, 
large variations in all the input parameters. This method differs from other 
sensitivity analysis methods called local sensitivity analysis by the fact that 
in the latter the local response of the output (s), obtained by varying input 
factors one at a time, is investigated while holding the others fixed to a cen­
tral (nominal) value. This involves partial derivatives, possibly normalised
3. Definition of uncertainty 110
by the nominal value of the factor or by its standard deviation. The analysis 
is run at a given point in the space of the input factors, and the volume of 
the region explored is nil [169, 199]. In Global sensitivity analysis the space 
of the input factors is explored within a finite region and the variation of the 
output induced by a factor is taken globally - that is averaged over the vari­
ation of all the factors [169, 199]. This methodology offers the advantage of 
being faster than local sensitivity analysis as all the parameters are changed 
one at a time. Given that the number of parameters carrying uncertainty 
in a model can be larger than two or three, and that the number of func­
tion evaluation increases drastically with the number of parameters involved, 
global sensitivity analysis presents a functional solution to the problem.
Among the different possible global sensitivity analysis methods which 
can be found [169], modelers conduct sensitivity analysis for a number of 
reasons including the need to determine :
1. Which input parameters contribute the most to output variability and, 
possibly, require additional research to strengthen the knowledge by 
reducing output uncertainty;
2 . Which parameters are significant and can be eliminated from the final 
model;
3. If and which (group of) parameters interact with each other;
4. The optimal regions within the parameters space for use in a subsequent 
calibration study
There are many different ways to perform sensitivity analysis [169], but 
just a few are able to tackle the item (1 ), which would allow to reduce 
the level of uncertainty carried through the system. This could be done
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by either reducing the level of uncertainty carried by the most uncertain 
parameter. Another possibility would be to choose a solution for which 
the impact of uncertainty on the parameters is less stringent on the scale- 
up of the reaction system. We will more specifically be looking at using 
the variance-based methods [173], in which the variability, or uncertainty, 
associated with an important input parameter is propagated through the 
models resulting in a large contribution to the overall output variability. 
Global sensitivity methods are able to estimate the main effect contribution 
of each parameter to the output variance [169]. However, it can happen 
that whether a parameter is influential or not it depends on the interactions 
and influences of all parameters [188]. This is not always measured by all the 
global sensitivity analysis methods. We will therefore focus on the sensitivity 
analysis methods able to provide this type of information, like the Fourier 
Amplitude Sensitivity Test (FAST) method [54, 120], the Sobol method [179, 
180], and the extended FAST and SOBOL methods [170, 168]
3.2 Fourier Amplitude Sensitivity Index - FAST
The Fourier Amplitude Sensitivity Test method is a procedure that can be 
used for both uncertainty and sensitivity analysis [54]. The FAST method 
is used to estimate the expected value and variance of the output, and the 
contribution of individual inputs to the variance of the output [54]. The 
FAST method is independent of any assumptions about the model structure, 
and works for monotonic and non-monotonic models [169]. The effect of 
only one input (local sensitivity) or the effect of all inputs varying together 
can be assessed by FAST. The main feature of the FAST method is a pattern 
search method that selects points in the input parameter space, and which 
is reported to be faster than the Monte Carlo method [120].
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A transformation function is used to convert values of each model input to 
values along a search curve. As part of the transformation, a frequency must 
be specified for each input. By using Fourier coefficients, the variance of the 
output is evaluated [54]. The contribution of input Xi to the total variance is 
calculated based on the Fourier coefficients, fundamental frequency a;*, and 
higher harmonics of the frequency [55]. The ratio of the contribution of each 
input to the output is referred to as the first order sensitivity index and can 
be used to rank the inputs [169]. The first order indices correspond to the 
contribution of individual inputs and not to the contribution of interactions 
amongst inputs. To account for the residual variance in the output due to 
higher order or interaction terms that is not explained by first order indices, 
the extended FAST method is used [168]. The model needs to be evaluated at 
sufficient number of points in the input parameter space such that numerical 
integration can be used to determine the Fourier coefficients [168]. The 
minimum sample size required to implement FAST is approximatively eight 
to ten times the maximum frequency used (see appendix D). In the case 
of discrete inputs, if a sufficiently large sample size is not available, then 
the output can have frequent discontinuities. In such a case, the Fourier 
coefficients may not be estimated properly and hence, the reliability of the 
results can be adversely affected.
The advantages and disadvantages of the FAST method are summarised as 
follow:
Advantage: The FAST method is superior to local sensitivity methods be­
cause it can apportion the output variance in the inputs. It also can 
be used for local sensitivity analysis with little modification [69]. It is 
model independent and works for monotonic and non-monotonic mod­
els [169]. Furthermore, it can allow arbitrarily large variations in input
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parameters. Therefore, the effect of extreme events can be analysed 
[118]. The evaluation of sensitivity estimates can be carried out in­
dependently for each factor using just a single set of runs [168]. The 
FAST method can be used to determine the difference in sensitivities 
in terms of the differing amount of variance in the output explained by 
each input and, thus, can be used to rank order key inputs.
Disadvantage: The FAST method suffers from computational complexity for 
a large number of inputs [168]. The classical FAST method is applicable 
to models with no important or significant interaction among inputs 
[168]. However, the extended FAST method can account for high-order 
interactions [170]. The reliability of the FAST method can be poor for 
discrete inputs [169]
It is to be noted that the classical FAST method has been implemented 
in this work as no interaction among inputs has been assumed from the defi­
nition of the parameter selected and that the inputs to FAST are continuous 
inputs and not discrete inputs.
The mathematical implementation of the FAST method is described in 
appendix D
3.3 Conclusion
Uncertainty is a very important factor in a process scale-up operation. The 
pharmaceutical industry favours process equipment that offers the lowest 
level of uncertainty. The purpose of this part of the project is to evaluate 
the parameter uncertainty carried out through the model and the objective 
function in order to estimate their impact on the result of the optimisation 
i.e. on the selection of a chemical reactor. A method to carry out sensitivity
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analysis to evaluate the impact of the different parameters and their respec­
tive uncertainties on the mathematical model has been selected. The Fourier 
Amplitude Sensitivity Index (FAST) carries out Global Sensitivity Analysis. 
Global Sensitivity Analysis describes the effect of simultaneous large vari­
ations of all parameters on the dependent variables. FAST is a sensitivity 
analysis method that is independent of any assumptions about the model 
structure. The core feature of FAST is that it explores the multidimensional 
space of the input factors by a search curve that scans the entire input space. 
The output values allows us a better understanding of the model, like which 
input parameters, contribute most to the output variability. This can then 
be used to further refine the model or reduce the uncertainty of the most 
influential parameters through better lab experiments.
4. OPTIMISATION
4.1 Single objective optimisation
In this part of the project various optimisation techniques have been looked 
at and evaluated for the case of a single objective optimisation. This allowed 
us to determine the type of optimisation technique which proved the most 
effective. Special attention is given to local optimisation techniques. The use 
of the reactor selection is chosen for the development of conceptual reactor 
design. And also the reactor selection use is targeted to be used at the very 
early stage of the process development. Therefore the research of various 
possibilities of reactor design primes to the selection of the global optimum 
reactor design. This justifies the use of local optimisation techniques versus 
global optimisation techniques.
In this chapter, first a summary of the different optimisation methods 
used is given. The definition of the objective function that characterises our 
aim i.e. maximise profit, through the optimisation of some selected param­
eters constituting the objective function. We then describe the different op­
timisation methods, and an account of the result obtained is given. Though 
our objective is to maximise the profit made, the different optimisation meth­
ods used are minimiser methods. Also in this chapter we will be working on 
minimising the loss through the optimisation of different selected parameters 
of the objective function given that we will consider: loss= — Profit
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4.1.1 Optimisation using direct search methods
In order to solve the afore mentioned optimisation problem, various optimi­
sation programs have been used. Given that the objective function is highly 
discontinuous as a result of the nature of the model i.e. due to the discreti­
sation as described in section 2.1.4, the model is therefore not defined by 
a continuous equation. Also, it was decided to avoid using search methods 
using gradient, as the derivative of the function cannot be directly explicit 
but would rather be estimated. Direct search algorithms were favoured and 
have been used to evaluate the objective function [97]. The aim of the op­
timisation is to find the maximum of the objective function as defined in 
section 4.1.1.
Direct search methods are based on using values of the objective function 
taken from a set of sample points, and use that information to continue the 
sampling. The problem itself being the adjustment of the variables so that 
the function becomes least, where each value of the function is returned by a 
subroutine for each trial vector of variables. The direct search methods can 
be described as optimisation methods which consists of comparing each trial 
solution with the best previous solution. Three of these methods were used 
as the Nelder-Mead simplex algorithm, the Hooke-Jeeves algorithm and the 
multidirectional search algorithm.
Constraints and penalty function
Penalty function is a technique for introducing constraints into an other­
wise unconstrained minimisation problem, the name comes from the idea of 
adding a penalty for the violation of constraint. The traditional concept is 
to augment the objective with a function and one positive constant, so that 
the original mathematical program is replaced by solving a parametric family
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of the form M axf(x) — uP(x) : x inX 0. The function, P, is called a penalty 
function if it satisfies P(x) > 0 for x not feasible and P(x) =  0 if x is feasi­
ble. The set X °  depends on the type of penalty function, and there are two 
classical types, each requiring P to be continuous: interior (or barrier) and 
exterior. A penalty function is exact if there exists a finite parameter value 
such that its maximum is a solution to the original mathematical program
N .
Direct search methods used for optimisation : Description
In the following section a description of the different direct search methods 
that have been implemented to solve the optimisation problem is given. An 
account is given for each method of the way the search algorithm is developed
Hooke-Jeeves :
In the Hooke-Jeeves algorithm at each iteration, the method first de­
fines a pattern of points by moving each parameter one by one, so as 
to optimise the current objective function [8 8 ]. The entire pattern of 
points is then shifted or moved to a new location; this new location 
is determined by extrapolating the line from the old base point in the 
m (in our case m = 5) dimensional parameter space to the new base 
point. The step sizes in this process are constantly adjusted to con­
verge intently on the respective optimum. A starting vector of variables 
x\ has to be given, and k= 1,2,3,...., the kth iteration derives Xk +  1 
from Xk in the following way. A non zero search direction dk is cho­
sen. This move that defines a new base point from the initial point 
represents what is also called the pattern move [8 8 ]. If /  (xfc+i) < /(* )  
then a succession of so called exploratory moves are conducted where
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the function is sampled at successive perturbations of the base point 
in the search direction Vj. Vj is the j th column of a direction matrix,
i.e. that a single co-ordinate of the point is varied to see whether a
successful move can be made by either increasing or decreasing this co­
ordinate by a prescribed step size. Then the function of one variable 
<j) (a) = F  (xk +  adk), is evaluated, in order to identify a new vector 
of variables of the form :
xk+i = x k + adk (4.1)
If /  < /  (zvj ) then the new point xVj+1 is recorded and be­
comes the new base point. If the new objective function value is not 
minimised then the previous point co-ordinates are kept and a differ­
ent exploratory move is made. If the exploratory move is successful 
then the search direction becomes dk = xVj+1 — xVj. If the exploratory 
move is successful then another pattern move is performed from xVj+1 
of length dk =  xV j + 1  — xVj which means that the objective function is 
tested at a new co-ordinate
xw — xVj+1 -4- dk (^* )^
Xyj  —  X k  4 " 2d k
If this second exploratory move fails to minimise the objective function, 
then an exploratory move with xVj+1 as the centre is tried. If this fails 
then dk is reduced, and the search process is restarted from the last 
successful base point. This ’double move’ presents the advantage of 
avoiding to use some of the same points that were evaluated in the 
previous exploratory move.
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The purpose of this methodology is to determine a
It has been expressed that this method, which can give encouraging 
results [72], presents the disadvantage that points may be sampled more 
than once which makes the method more time consuming [97].
Nelder-Mead algorithm : This method also called simplex method [132], con­
structs a simplex in d-space, a figure with (d+ 1 ) vertices i.e. a simplex 
is a geometrical figure formed by N-f-1 points in a N-dimensional space, 
like a triangle in a plane or a tetrahedron in the three dimension space. 
The Nelder-Mead simplex finds an approximation of the extremum of 
a function by considering the worst point of the simplex and forming 
its symmetrical image through the centre of the opposite (hyper)face, 
as shown in figure 4.1 :
Xl
w
Fig. 4.1: Nelder-Mead simplex creation
At each iteration, the method evaluates the function at one or more 
trial points whose location depends on the relative values of the func­
tion at the vertices and at earlier trial points. The purpose of each 
iteration is to create a new simplex in which the previous worst vertex,
i.e. the vertex with, in our case, the largest value of the objective func­
tion has been replaced as our goal is to minimise the objective function.
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The Nelder-Mead algorithm is best described geometrically, as follows: 
For N variables, Nelder-Mead first generates N initial points in addition 
to the one given by the user, to form an N-dimensional simplex, the 
geometrical figure consisting of N+l points (or vertices) and their in­
terconnecting line segments. In two dimensions, a simplex is a triangle. 
The N initial points are generated by keeping the initial point given by 
the user as a base, and varying each variable at a time by randomly 
either adding or subtracting the initial value, by the amount in between 
the initial value to either the minimum or maximum value specified, 
whichever allows to keep the value within the range in which the ini­
tial point is bounded by. After the initial simplex has been generated, 
Nelder-Mead takes a series of steps, most steps just moving the point of 
the simplex where the function is largest (’highest point’) through the 
opposite face of the simplex to a lower point, as previously illustrated. 
These steps are called reflections, and the relative step length is deter­
mined by an argument. After a successful reflection, the method tries 
to expand the simplex in the same direction to take larger steps. The 
optimisation process terminates if:
1. The largest relative change in the objective function is smaller 
than a given tolerance value e.g. in our case the tolerance value - 
1 =  IE - 6
2. The largest relative change of the optimisation variables is smaller 
than a given tolerance value (not specified in our case)
3. The optimisation specifications are met e.g. budget =  maximum 
number of iteration, not specified in our case
It has been found that this method is not guaranteed to converge [97,
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119].
Multi-Directional Search : The Multi-Directional Search (MDS) method is 
based on the algorithm first developed by Torczon et al. [195] for 
execution on a multi processor machine. The main difference between 
the MDS and other simplex searches is that, during a reflection step, 
rather than simply reflecting the vertex with, as in our case, the greatest 
function value through the centroid of the other vertices. The MDS 
method instead, reflects all vertices through the best vertex, V q . As a 
result, each iteration of the MDS algorithm involves two simplices : a 
primary simplex and its reflection through the current best minimiser, 
Vq. The algorithm uses a ’greedy’ approach to function sampling : 
function values are calculated only until a new minimiser is found. If 
a new minimiser is identified in the reflection simplex, see figure 4.2:
Fig. 4.2: Multidirectional reflection move 
the reflection simplex Vq , VjlVj^ becomes the new primary simplex with
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the newly identified minimiser as its new starting point, also called 
basepoint, and a new reflection simplex is constructed. Supposing that 
one of the new vertices does satisfy the acceptance criteria, in our 
case minimising the objective function, the algorithm then tries to see 
if further improvement could be found by considering an even longer 
step size. Also the algorithm takes a step from the best vertex, VJf, in 
each of the original n search directions, but now each step is twice as 
long as the algorithm expands the trial simplex by doubling the length 
of every edge in the reflected simplex to give the new simplex Vjf, Ve\Vj^ 
see figure 4.3
Fig. 4.3: Multidirectional reflection and expansion move
If all 2n+l points in both primary and reflection simplices have been 
evaluated with no improvement found, the primary simplex shrinks 
around the basepoint Vq and creates the new simplex Vjf, V^Vj, and a 
new iteration is begun, with a smaller simplex, this move is also called
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the contraction, see figure 4.4.
Fig. 4.4: Multidirectional contraction move
The major difference between this method and the Nelder-Mead opti­
misation method, is that in the Multi-Directional Search method each 
new simplex created is made congruent to the previous one as shown 
in figure 4.5.
It is to be noted that unlike the simplex methods discussed above as the 
Nelder-Mead optimisation method, the multidirectional search method 
is also a pattern search method [196]. It is also said that a great ad­
vantage of the multidirectional search method is its strong convergence 
properties [211]. It is to be noted that alike the Hooke and Jeeves pat­
tern search method, this method, presents also the disadvantage that 
points may be sampled more than once, making the method more time 
consuming [97].
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Objective function definition 
The objective function is
Profit per year =  Sales of product - (Capital cost +  Operating cost + Cost 
of A +  Cost of B) (£)
Sales of product =  P Pdc F t B p  
Capital cost =  §
Operating cost = Pu e t  B p  
Cost o iB  = R s F t B p  
Cost of A =  Ra Vo. B p
Tab. 4.1: Summary of the objective function parameters
Profit per year = + Sales Cost
— Product C Capital Operating Reactant A Reactant B
= P Pjc F  t B p cA Pu e t  B p R b F  t B  p R a Va B p
k+l
k+1
k+l
k+l
Fig. 4.5: Multidirectional - The next Iteration - with new search directions
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The cost of the reactant A and B is expressed by the cost of each raw con­
stituent multiplied by the amount of material fed to the reactor. In other 
term the cost of reactant A and B is the cost of the amount of material fed 
to the reactor, as we have assumed that no recycle would be present in the 
process (see 2 .1 .6 ).
see pages 225 and 227 for the full description of the parameters involved and 
the equations involved.
Optimisation problem
max Profit per Year 
s.t.
1 0  > u > 1 . 1 0  (m.s 1 )
N*e>1.10 4  ( - )
36 > F > 3.6.10- 3  (m 3/h )
t < W  (hours)
B >  1
0 < N  < 50 (rps)
0  < a < 1  (—)
The speed of the liquid within the reactor cannot 
exceed 1 0  m.s~l
Insures that the impeller Reynolds number defines 
an agitated flow within the reactor 
Reflects the type of flowrate encountered in the 
production of pharmaceutical drugs 
t cannot exceed the number of daily working hours 
The minimum number of batches per day must be 
greater than 1
The agitator speed cannot exceed 50 rps - the 
definition of N for a motor is N  = -^L£
p
with f=frequency and p=number of pole in the motor 
P m in  = 2 /  =  50 Hz therefore Nmax = 3000 rpm 
or 50 rps
The ratio of the feed volume over the reactor 
content is within a 0  to 1  range
4. Optimisation 126
Variables selected for optimisation
The following variables have been selected for optimisation : 
a : Ratio of the feed volume to the reactor volume 
e : Energy dissipation rate (m2 /s3) 
t : Feed addition time (s)
u : Velocity of the fluid within the reactor (m/s)
V : Volume of the reactor content (m3)
The aim of the optimisation is to define the best reactor and the best 
reactor design for a given system of reaction. Also the parameters selected for 
optimisation need to be applicable for any type of reactor. The importance 
of e, the energy dissipation rate, has already been discussed (see section 2 .1 . 2  
and 2.1.4). In our case it will be the parameter which will be used to define 
the better types of reactor for a particular reaction system, as each type of 
reactor has a distinctive energy dissipation rate [44]. It also allows us to look 
at the design of novel types of reactor, for example, the spinning disk reactor 
[165, 137]. The velocity achieved within some types of reactor is a limiting 
factor. For example the velocity of the fluid achieved within a reactor using 
a stirrer will be different to the one achieved with a reactor using a pump 
as fluid circulation mean. The range of velocity achievable will therefore be 
a very differentiating factor of the different type of reactors considered. The 
importance of the velocity can also be seen at a different angle - Consider 
the jet mixing experiments using very large containers and very small jets; 
In very large containers with jets with low velocity, mixing times will be 
longer than in the containers with larger jet and therefore larger velocity. 
This example also underlines the economic impact of the feed addition time
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and the volume of the reactor. It is conventional not to refer to the feed 
concentration cg0  hut to the concentration which B would have if it were 
to mix completely with stream A before that reaction started (cb). This 
explains why an expression using the ratio of the feed volume to the reactant 
volume is preferred. Defining a by :
« = |  (-) (4-3)
a simple dilution calculation shows that the concentration of B averaged over 
the whole reactor can be expressed by
T o )  W  (4-4)
The parameters listed above are typical characteristics of any type of 
reactor and as such can be used to compare different type of reactors.
Difficulties with the objective function discontinuity
In this part we look at the difficulty created by the discontinuity of the 
objective function. The discontinuity creates an artifact and undermine the 
search of the optimiser for local minima. This is illustrated with the semi­
batch micromixing model.
In order to accommodate the discontinuity of the problem, adjustment 
had to be made to ensure that the optimiser e.g. direct search methods, find 
local optima. Figure 4.6 shows the evolution of the product distribution of 
the component C against the time.
The feed B is being discretised in order to simulate the model see section 
2.3. The model simulates B being adding ’drop by drop’, as a consequence 
of the discretisation. As a consequence of each drop of B added, the reac­
tion occurs in the reaction zone, which is then mixed within the reaction
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environment zone which is the content of the reactor, e.g. see section 2.1.4.
E v o l u t i o n  o f  t h e  p r o d u c t  d i s t r i b u t i o n  o f  C V s  T im e
0 .3 0
g  0 . 2 0 ,
o 0 .10
0.00
55 56 57 58 59 60 61 62
T i m e  ( s )
— ♦—  E v o l u t i o n  o f  t h e  p r o d u c t  d i s t r i b u t i o n  f o r  e a c h  d r o p  a d d i t i o n  o f  r e a c t a n t  B 
— ■—  E v o l u t i o n  o f  t h e  p r o d u c t  d i s t r i b u t i o n  o v e r  t i m e
Fig. 4.6: Evolution of Product distribution of Component C for the period 55 - 62 
seconds
These figures show that the product distribution (see equation 2.50, page 
83) of component C, which represents how much of product C is produced 
against the amount of B consumed, evolves with the time by reaching a 
maximum level at the beginning of the reaction and then decreases according 
to equation 2.50. As the reactions follow the scheme defined in section 2.1.6, 
for the reaction system defined in equation 2.46 and equation 2.47. First C 
is the only component in the reactor, then C and B react with each other 
to produce D. Therefore the product distribution of C reaches a maximum
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at the beginning of the reaction and decreases rapidly, as it reacts with B 
to produce component D. The figures show that C changes each time that 
reactant B is added to the reactor.
O
o
0
1
I
5
-§
I
Linear Interpolation
2 Drop Addition Time
Fig. 4.7: Evolution of Product distribution of Component C against Time
Prom an optimisation point of view the discretisation creates a difficulty 
as it makes the system discontinuous. Also due to the discretisation the 
model is only updated each time that a new drop of reagent is added. There­
fore as it is shown in figure 4.7, which is a schematisation of the computer 
output (see figure 4.6) between 58 and 60 seconds. The product distribution 
is only updated at time £<* then t^+i then e tc ... In between these values 
it can be easily noticed that the product distribution stays the same i.e. for 
to different times tXl and tX2 the same value PdCx is found. This means that
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for different times the optimisation program will return the same product 
distribution which is not the reality as the reaction occurring within the re­
actor makes the reactants present in the reactor evolve in a fluid-like type of 
evolution and not in a plateau-like type of evolution.
In order to avoid this, a linear interpolation has been set-up between the 
final value and the value before last return by the model. In figure 4.7 it can 
be see that for two different times tXl then tX2, two different product distribu­
tion times are returned PdCXl and PdCX2. The difficulty is then to estimate 
whether a linear approximation is convenient enough for this problem. It can 
be see in figure 4.6 that the difference in between two product distribution 
values is very small, and that the discretisation of the feed addition time 
is also small. Also one can say that if these values remain small, a linear 
interpolation will be reasonable, as little difference would be achieved with 
other type of interpolation over such a small interval. Incorrect interpreta­
tion could be foreseen if the feed addition time was greatly increased. But 
the scope of this project, as already mentioned (see 2.1.4), is limited to fast 
reactions which means, that the reaction time will remain fast, so the drop 
addition time will always be short.
Optimisation results with direct search methods
It is necessary to check that the values returned by the different direct search 
methods listed above verify the afore mentioned definition of a local minima. 
A plotting of the different values has been done in order to check their re­
spective positioning against each other. To show in a graph the positioning 
of the 5 different variables, a 6  dimensional graph would have been necessary 
: one dimension for each variable and another dimension to represent the ob­
jective function values. This is obviously impossible. Also another method
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has been used to plot the objective function results towards the variables co­
ordinates. A program that evaluates the objective value at a particular point 
is first constructed. Two points, which have been returned as local minima by 
the optimisation program, are then selected. The points, Xi, z =  l , . . . , n  — 1 
on a line connecting the two endpoints, xa and £5 , in multidimensional space 
can be defined by:
Sx =  (4.5)
n
X{ = xa + i x 6 x  2 =  1, . . . ,  n — 1 (4.6)
where, n is the number of discrete points desired.
The graphs obtained are in 2-dimensions see figures 4.8 and 4.9.
In these figures the two local minima are the starting point and end point of 
the graph.
In the figure above one can see that the starting point of the curve and the 
end point of the curve represent two local optima, following the local minima 
definition.
But some curves of the type shown in figure 4.9 were also obtained.
One can see that the graph in figure 4.9, where the two optimised vector 
values are the starting point and the end point of the curve, does not corrob­
orate the definition of a local minima as defined above. Consequently one or 
both of this 2  points are not local optima.
In figure 4.8 it can be seen that a lot of so-called noise is present and 
this could represent an explanation for not finding local minima. Indeed one 
can imagine that the direct search algorithm can evaluate one of the noisy 
deep dent as a local minima and therefore stops the optimisation search at a 
point which is not a local minima. In order to avoid this type of phenomena 
it was decided to use new search algorithm based on genetic algorithms [7 9 ]
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objective function value evaluation between two potential local optimum
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Fig. 4.8: Objective function values between the two local optima
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objective function value evaluation between two potential local optimum
- 2.5
- 2.55
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- 2.65
- 2.7
- 2.75
- 2.8
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- 2.9
- 2.95
200 400 600 800 1000
Fig. 4.9: Objective function values between a local optima and a non local optima 
obtained through the use of direct search optimisation methods
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and simulated annealing [1 0 2 ]. Genetic Algorithms (GA) belong to a class 
of stochastic optimisation methods based on analogies to natural selection 
strategies from evolution. Simulated Annealing (SA) is another stochastic 
optimisation method that is based on a thermodynamic process called an­
nealing. Both GA and SA have the property that they allow uphill directions 
and the iterates will therefore not necessarily decrease monotonically. This 
property can be exploited to allow the search methods to jump out of lo­
cal wells by moving uphill. Simulated annealing has been used in this work 
to solve the optimisation problem. The method and its implementation are 
described in the following.
4.1.2 Simulated Annealing
In this part of the project, the Simulated Annealing optimisation method 
was selected, and implemented, as a down-climbing algorithm to optimise
i.e. in our case to minimise, the objective function defined previously (see 
section 4.1.1). In this part of the project the method is described and the 
results obtained with this optimisation method are explained.
Method theory and description
Simulated annealing is a generalisation of a Monte-Carlo method for examin­
ing the equations of state and frozen states of n-body system [124]. Simulated 
annealing was first introduced in 1983 for optimising functions of many vari­
ables [1 0 2 ]. Although this heuristic approach cannot guarantee to produce 
the optimum, also called global optimum, it is known that an acceptable 
optimum can be found in a reasonable time [106].
Simulated annealing is based on an analogy to the cooling of heated met­
als. In any heated metal sample the probability of some clusters of atoms at
4. Optimisation 135
a position, r{, exhibiting a specific energy state, E  (r*), at some temperatures 
T, is defined by the Boltzmann probability factor :
B(rj)
P (E (r*)) =  e~ kBT (4.7)
where Jcb is the so called Boltzmann’s constant. As a metal is slowly cooled, 
atoms will fluctuate between relatively higher and lower energy levels and 
allowed to equilibrate at each temperature T. The material will approach a 
ground state, a highly ordered form in which there is very little probability 
for the existence of a high energy state throughout the material. Now if we 
replace the energy function of this physical system by the objective function 
we are dealing with, as f  (X) (see section 4.1.1) with X being the vector 
of variable as defined in section 4.1.1, then the slow progression towards an 
ordered ground state is representative of a progression to a global optimum. 
To achieve this, a control parameter T, analogous to a temperature, and a 
constant C, analogous to the Boltzmann’s constant, must be specified for the 
optimisation problem. In standard iterative improvement methods, a series 
of trial point is generated until an improvement in the objective function is 
noted in which case the trial points is accepted. It can be understood that 
this process only allows for downhill movement to be made over the search 
space. In order to generate the annealing behaviour, a secondary criterion is 
added to the process. If a trial point generates a large value of the objective 
function then the probability of accepting the trial point is determined using 
the Boltzmann probability distribution :
P  [accept X t] = e ct (4 .8 )
where X q is the initial starting point. This probability is compared against 
a randomly generated number over the range [0...1]. If P  [acceptAt] >
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random [0...1] then the trial point is accepted. This dependence on random 
numbers makes simulated annealing a stochastic method. Various implemen­
tations will use various methods of random number generation. Repeating 
this iterative improvement many times at each value of the control parameter 
T, the methodical thermal rearrangement of atoms within a metal at a tem­
perature T is simulated [102]. This iterative improvement forms the ’inner’ 
loop of the method. The variation of the control parameter T is contained 
in an ’outer loop’. The initial value of the control parameter is suitably high 
and a methodology for decrementing T is applied.
Application of the annealing strategy to any engineering optimisation 
problem requires definition of four major components :
1. Problem configuration: a definition of the suitable domain over which 
the optimum can be sought. This knowledge is expressed as the con­
straint equation and more specifically in our case is dealt by the use of 
penalty constraints (see section 4.1.1).
2 . Neighbourhood configuration: a method of iteratively perturbing the 
design vector to create new trial points. The type of ’move’ use in our 
case is defined as follow [116]:
X new =  X old+ ( x max _  x 0ld') r2l - - ( x M  -  X min') r2—  (4.9)
\ /  Tq \  J Tq
where r  is a random numbers between 0 and 1, To, T are the initial 
and current system temperature, X newj X 0id are new and old param­
eter vectors, and V max, and X mtn are respectively upper and lower 
bound of each parameter. The interest of this neighbourhood genera­
tion function is that it includes the factor within the function. This
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means that the neighbourhood search will be restricted after each tem­
perature reduction. The temperature T is constantly reduced after a 
fixed number of iteration. Also this has for effect to diminish the factor 
ijr. As the factor jr diminishes within the range [0,1] it restricts the 
neighbourhood search range as the algorithm is converging towards the 
optimum solution.
3. Cooling /  Annealing schedule: a procedure for specifying the maximum 
number of inner loop iterations and the manner in which the control 
parameter will be decremented in each iteration of the outer loop
In our case the most challenging part was the definition of the annealing 
process has been to develop an appropriate cooling schedule. Indeed, to 
ensure the success of the optimisation, the temperature which is one of the 
control parameter must be controlled so that it is large enough to move off 
a local minimum, but small enough not to move off a more global minimum. 
Ideally, the temperature should be lowered slowly enough to ensure that a 
good minimum is achieved, but also quick enough so that computational time 
is minimised [75, 106],
Simulated annealing is especially well suited to tackle problems best de­
scribed as ’dirty’, i.e. problems either numerous, contradictory cost con­
straints or complex, baroque cost functions [166]. The advantages of simu­
lated annealing axe that it is not a derivative based method and can handle 
the discontinuities in the state of large problems much easier than MINLP 
methods [138]. Simulated annealing works best in situations where the ob­
jective function landscape is rough and may have many local optima. In this 
cases, as we showed it before (see 4.1.1, gradient descent methods often get 
’stuck’ in a configuration which is not optimal. The probabilistic nature of 
the configuration changes (move acceptances) in annealing allows the system
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to go uphill and to leave the basin of attraction of one relative minimum to 
go into another, deeper basin. Because of these characteristics, simulated 
annealing has been proven to be a fairly robust combinatorial optimisation 
technique, although annealing is by no means a panacea for all combinatorial 
optimisation problems [139].
4.1.3 Micromixing model for continuous operation 
Objective function definition 
Profit per year =  Sales of product - (Cost of A + Cost of B) (£/year)
Sales of product =  P Pdc Fb W  * 3600 p
Cost of B =  R b Fb W  * 3600 p
Cost of A =  Ra Fa W  * 3600 p
Tab. 4.2: Summary of the objective function parameters
Profit +  Sales - Cost
per year =
— Product C Reactant A Reactant B
— P P jc FB W * m 0 p Ra Fa W  *3600p R b Fb W  * 3600 p
The cost of the reactant A and B is expressed by the cost of each raw con­
stituent multiplied by the amount of material fed to the reactor. In other 
term the cost of reactant A and B is the cost of the amount of material fed 
to the reactor, as we have assumed that no recycle would be present in the 
process (see 2 .1 .6 ).
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see appendix B page 233 for the full description of the parameters involved 
and the equations involved in the continuous micromixing model.
Optimisation problem
max Profit per Year
s.t.
0 > e > 5000 (m2 .s"3) : The energy dissipation rate is limited to these
values which includes all the different type of 
reactor existing reactor [1 2 , 2 1 ]
3 > u > 1.10- 2  (m.s~ 1) : The speed of the liquid within the reactor cannot
exceed 3 m.s~ 1
> 1 .1 0 4  (—) : Insures that the impeller Reynolds number defines
an agitated flow within the reactor 
F  =  1 (m3/h ) : Reflects the type of flowrate encountered in the
production of pharmaceutical drugs 
t < W  (hours) : t cannot exceed the number of daily working hours
Variables selected for optimisation
With reference to a degree of freedom of 2 identified for the continuous mi­
cromixing model see B.4. The following variables have been selected for 
optimisation :
u : Speed within the reactor (m.s—1 ) 
e : Mass transfer coefficient (m2/s 3)
4. Optimisation 140
As already discussed and explained in section 4.1.1, the energy dissipation 
rate is specific and inherent to each type of reactor. Therefore by determining 
the optimum energy dissipation rate, the optimum type of reactor is also 
identified. The speed within the reactor is on the other hand providing 
various information regarding the design itself of the reactor i.e. residence 
time, diameter, length and therefore volume of the reactor.
loss versus Capital Cost
The objective function used for the optimisation with the continuous mi­
cromixing model is based on the loss generating by the different type of 
reactor and not on the reactors capital cost. This is due to the fact that 
the capital cost of the different type of reactor e.g. Jet-loop reactor, static 
mixer, Sulzer mixer, rotor-stator etc... used for continuous operation tend to 
be similar.
4.1.4 Mass transfer model 
The reactors considered in this part of the study are as follow :
1 . Mechanically agitated
2. Jet loop
3. Bubble column excluding Jet-loop
4. Packed column counter-current
5. Spray column
The different reactor characteristics are defined following the classification 
given by Lee and Tsui [1 1 2 ] see table 4.3.
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In this study all reactor with ki a and Gas hold-up values outside the range 
listed in table 4.3 have been considered as novel reactor type. For example if 
the result of the optimisation gives kia — 3 then the type of reactor defined 
by this result is classified as ’Novel reactor’.
Mathematical formulation 
The rate of reaction for the different component is calculated as follow :
n = ki [RhL*] [IPA]
7*2 = k2 [RhL*H] [Acetone]]
rz = k3 [RhL*H] [Sub]]
n = fc4 [SIM]
r5 — &5[RhL*H] [Sub]]
re — kg [RIM]
r7 = k7[SIM]
rs = kg [RhL*] [S-SubH]]
(4.10)
Tab. 4.3: Mass transfer fcja and Gas ho
Reactor type kid Gas Hold-up
(1 /s) ( - )
Bubble column excluding jet-loop 0.005 - 0.01 < 0 . 2
Spray Column 0.00007 - 0.015 > 0 . 8
Packed column counter-current 0.005 - 0.02 > 0.95
Plate column 0.01 - 0.05 > 0 . 8
Mechanically agitated 0 . 0 2  - 0 . 2 < 0 . 1
Jet-loop 0 . 0 1  - 2 . 2 < 0.5
d-up characteristics of common contactors
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r9 = k9 [RIM] 
r 10 = k10 [RhL*] [R-SubH]]
All the reactions in this reaction system occur in the liquid phase of the 
system. No reaction occurs in the gas phase or in between the two phases 
involved as gas and liquid.
Objective function definition 
CapitalCostperUnitofproduction =  (£ /m 3)
A capital cost is attributed to each type of reactor listed above see 4.1.4. 
The capital cost attributed to each type of reactor is based on a curve 
equation obtained by fitting data obtained from Balfour Beaty for the cost 
of a stirred tank reactor i.e. :
CapitalcostofStirredtankreactor{CCSTR) =  14595 4- 13418 * V'0-661 
The capital cost for other type of reactor is adjusted by a multiplying 
factor, xn, in accordance to the difference between the reactor type and a 
stirred tank reactor i.e. :
Mechanically Agitated =  C C STR  (£/year)
Jet loop =  CCSTR  (£/year)
Bubble column excluding Jet-loop = x 2 C C STR  (£/year)
Packed column counter-current =  x3 C C STR  (£ /year)
Spray column =  x4 CCSTR (£ /year)
Novel reactor =  xb CCSTR  (£/year)
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Different results are presented for different value of the multiplying factors
xn-
Production =  (Cr + Cs) V  M  B P (kg/year) 
where,
Cr : Concentration of product R (mol/m3)
Cs : Concentration of product S (mol/m3)
V  : (m3)
B  : number of batch per day (-)
M  : Molecular weight of R and S (kg/mol)
P  : Number of production days per year (days/year)
Variables selected for optimisation
The aim of the optimisation is to define the best reactor and the best reac­
tor design for a given system of reaction. Also the parameters selected for 
optimisation need to be applicable for any type of reactor, kla, the mass 
transfer coefficient, and the Gas hold-up are specific for each type of reactor 
[112], this permit the selection of the reactor type. As mentioned before if 
the value of kla or Gashold — up cannot be reattached to a reactor type e.g. 
kla > 2 . 2  then reactor type is considered as novel and the design problem 
then becomes to find the mechanical elements of the reactor which permit to 
reach the level of mass transfer or gas hold-up defined by the reactor optimi­
sation. The conversion to be achieved has a very important impact within 
the reaction and more particularly on the reaction time, as the time required
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to reach the highest possible conversion i.e. 1  can be double, triple or even 
more than the amount of time required to reach a conversion of 0.95, and 
the time loss is not compensated by the quantity of product gained. Never­
theless a conversion target lower than 0.95 can be considered as unrealistic 
whether from a reactant cost point of view or from a environmental point 
of view as all the unreacted have to be disposed of. It has also be shown 
that the level of confidence in the mass transfer model developed is much 
higher for conversion > 92% see section 2.1.9. The nitrogen flow introduced 
within the reactor as explained before (see 2.1.9) help to remove acetone from 
the reaction system and therefore drive the reaction equilibrium towards the 
production of the racemique. Also this factor has a direct influence on the 
reaction system, also it will also be interesting to look at its influence on 
uncertainty within the reactor system.
Also, the following variables have been selected for optimisation :
Conversion : Conversion achieved 
kla : Mass transfer coefficient (1/s)
Nitrogen flow  : Feed addition time (m3/s)
Vhnitud • Initial liquid volume of the reactants (m3)
Gashold — up : Velocity of the fluid within the reactor (m /s)
Optimisation problem 
min Capital Cost per Unit o f production
s.t.
t < W  (hours) : t cannot exceed the number of daily working hours i.e. 8  hrs 
B  > 1 : The minimum number of batches per day must be greater than 1,
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it is assumed that production is done during days and 
that there is no evening or night shift.
1  < V  < 10 (rps) : The total volume of the reactor is within the range 1  to 10 ra3
this reflect the most common sizes of pharmaceutical reactors 
for production. It is also considered as traditional with regards 
to the different types [51]
0.95 < X  < 1  (—): The conversion X  for the CATHy reaction is within the
range [0.95 ; 1] see section 2.1.9
It is also considered that the pharmaceutical industry does 
not consider profitable any conversion rate < 0.95 [145]
4.2 Multiobjective optimisation
Many real-world decision making problems need to achieve several objectives 
: minimise risks, maximise reliability, minimum deviations from desired level, 
minimise cost, etc . ..  The main goal of single-objective (SO) optimisation is 
to find the ’best’ solution, which correspond to the minimum or maximum 
value of a single objective function that lumps all different objectives into 
one. This type of optimisation is useful as a tool which should provide de­
cision makers with insights into the nature of the problem [214, 177]. But 
this methodology cannot provide a set of alternative solutions that trade 
different objectives against each other. On the contrary, in a multiobjective 
optimisation with conflicting objectives, there is no single optimal solutions, 
largely known as the trade-off, non-dominated, non-inferior or pareto-optimal 
solutions. Simultaneous optimisation by mathematical programming brings 
promising future for conceptual design. It has also been applied to discrete
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optimisation, superstructure optimisation and subsystem synthesis [5]. Fur­
thermore, advances in Multi-Objective Programming permits to cope with 
bigger and more complex problems [2 1 2 ] and some involving uncertainty 
[162, 163]. Attractive application of MOP lies in developing a multi-objective 
process synthesis methodology [182]. However, in its early stage of applica­
tions, MOP was only used to solve rather simple and small scale problems be­
cause the classical methods are not efficient in searching capability [59, 125]. 
Due to excellent searching ability and being less susceptible to the shape or 
continuity of the pareto front, stochastic search algorithms have been intro­
duced into MOP [94, 49].
4.2.1 Objectives and algorithm
In our case, our objective is to assist the decision maker in selecting a re­
actors) which permit the scale-up of a reaction system. The objectives are 
to compare the ability of different type of reactor against their potential 
in scaiing-up the reaction system and this is assessed through loss and un­
certainty. We want to minimise the loss i.e. maximise the profits that the 
reaction system can generate but at the same time the aim is also to minimise 
the uncertainty in reactor design.
4.2.2 Evolutionary Multi-Objective Optimisation technique
4.2.3 Pareto-Based approaches
Many real world design problems involve multiple, often conflicting optimi­
sation criteria, in our case uncertainty and cost. It is very difficult to weight 
the criteria exactly before alternatives are known. Multiobjective evolution­
ary algorithms based on the principle of pareto optimality are designed to 
explore the complete set of non-dominated solutions, which then allows the
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user to choose among many alternatives Having several objective functions, 
the notion of ’optimum’ changes, because in multi-objective optimisation, 
the goal is more to find good compromises (or ’trade-offs’) rather than a sin­
gle solution as in global optimisation. The definition of Pareto Optimality is 
defined to explicit the ’trade-off’ between the two objectives.
Definition of Pareto Optimality : We say that a vector of decision x G F  is 
pareto optimal if there does not exist another x* £ F  such that fi(x) < fi(x*) 
for alH =  1, . . . ,  k and f j  (£) < f j  (x*) for at least one j.  Here, F  denotes the 
feasible region of the problem.
In words, this definition says that x* is pareto optimal if there exists 
no feasible vector of decision variables x  G F  which would decrease some 
criterion without causing a simultaneous increase in at least on other crite­
rion. Unfortunately, this concept gives rarely one solution, but rather a set 
of solutions called the pareto optimal set. The vectors x* corresponding to 
the solutions included in the pareto optimal set are called non-dominated. 
The plot of the objective functions whose non-dominated vectors are in the 
pareto optimal set is called the pareto front. The graph 4.10 summarises this 
definition.
The idea of using Pareto-Based fitness assignment was first proposed by 
Goldberg [79] to solve the problems of Schaffer’s approach with genetic al­
gorithms. He suggested the use of non-dominated ranking and selection to 
move a population toward the pareto front in a multiobjective optimisation 
problem. The basic idea is to find the set of strings in the population that 
are Pareto non-dominated by the rest of the population. Theses strings are 
then assigned the highest rank and eliminated from further contention. An­
other set of paxeto non-dominated strings are determined from the remaining 
population and are assigned the next highest rank. This process continues
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X : N on-dom inated solutions
0  : Dominated solutions
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Three elements o f the 
pareto optimal set
Objective 1 (To be minimised)
Fig. 4.10: Pareto optimality and pareto front
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until the population is suitably ranked.
Currently there are over 30 mathematical programming techniques for 
multiobjective optimisation [125, 78, 63]. However, these techniques tend 
to generate elements of the pareto optimal set one at a time. Addition­
ally, most of them are very sensitive to the shape of the pareto front ( e.g., 
they do not work when the pareto front is concave or when the front is dis­
connected) [50]. Evolutionary algorithms seem particularly suitable to solve 
multiobjective optimisation problems, because they deal simultaneously with 
a set of possible solutions (the so-called population). This allows us to find 
several members of the pareto optimal set in a single run of the algorithm, 
instead of having to perform a series of separate run as in the case of the 
traditional mathematical programming techniques. Additionally, evolution­
ary algorithms are less susceptible to the shape or continuity of the Pareto 
front (e.g., they can easily deal with discontinuous or concave pareto front), 
whereas these two issues are a real concern for mathematical programming 
techniques. Within the Evolutionary algorithm group, metaheuristic algo­
rithms have been proved as very useful tool for tackling multiobjective prob­
lems [94].A heuristic is defined by Reeves [158] as a technique which seeks 
or finds good solutions to a difficult model. A meta-heuristic goes beyond 
this to draw on ideas and concepts from another discipline to help solve the 
artificial system being modeled. The most popular meta-heuristics include 
genetic algorithm [79], which emulate the way species breed and adapt in 
the field of genetics; simulated annealing, which emulates the way in which 
a material cools down to its steady state in the field of physics; and tabu 
search, which draws on the social concept of ’Taboo’ in order to provide 
and effective search technique which avoids local minima. It has been shown 
that Multi-Objective Simulated Annealing (MOSA) is a clear candidate when
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compared to Multi-Objective Genetic Algorithm (MOGA) [198, 193, 6 6 ]. In 
that case MOSA offers better result quality and better speed in convergence 
[193]. Another disadvantage of MOGA versus MOSA is the fact that MOGA 
is a evolutionary search with variable size representations. Variable length 
methods for evolutionary computation can lead to a progressive and mainly 
unnecessary growth, known as bloat [101]. Also in this work preference was 
given to MOSA. The method and algorithm are explained in the following
4.2.4 Multiobjective Simulated Annealing (MOSA)
The Simulated Annealing algorithm has foundations in the statistical me­
chanics of annealing in solids see 4.1.2. The algorithm seeks to minimise a 
given objective, /, by making small random changes to the control variables. 
If /is  reduced the changes are accepted with a probability exp(-^f )  where 
T  is a control parameter (the ’temperature’) which is gradually lowered.
Multiobjective SA (MOSA) uses the domination concept and the anneal­
ing scheme for efficient search. The main obstacle for SA in multiobjective 
optimisation is its ability to find multiple solutions. However, SA can do 
the same work by repeating the trials as it converges to local optima with 
a uniform probability distribution in the single objective optimisation. As 
already presented see 4.1.2, the general SA algorithm involves the following 
three steps. First, the objective function corresponding to the energy func­
tion must be identified. Second, one must select a proper annealing scheme 
consisting of decreasing temperature with increasing of iterations. Third, a 
method of generating a neighbour near the current search position is needed. 
In single objective optimisation problems, the transition probability scheme 
is generally selected by the metropolis and logistic algorithms [124] [127]. 
However, the situation is different in multiobjective optimisation and choos-
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ing a proper transition probability is difficult and to perform multiobjective 
optimisation the acceptance probability formulation is changed to [187] [198]:
N
Pall =  II eXP 
1=1
/ipCn+i) -/< (*„)'
Ti
(4.11)
with a temperature T* now being associated with each objective /*.
The key to successful multiobjective optimisation is to record the best solu­
tions encountered during search. This can be done by maintaining an archive 
of non-dominated solutions ( one solution dominates another if it is better 
on all counts), the principle of which is shown see figures 4.11 for the case of 
minimisation of 2  objectives.
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Fig. 4.11: D om inated  and  non-dom inated  solutions
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MOSA : algorithm
The following diagram, see 4.12, represents the algorithm used for the Multi- 
Objective Simulated Annealing [187]. Xo represents the initial vector of 
variables and X n represents the current search position (or the current state 
in a finite state search problem) and T is the temperature parameter, which is 
gradually decreased as time goes on. A new search position X n+\ is generated 
by the S(X) function, its cost and uncertainty are calculated and compared 
to the previous cost and uncertainty values achieved. When it is determined 
to be a good solution by the domination test, the state is accepted. When 
the new position is dominated by the current state it is accepted with the 
acceptance probability described earlier see 4.11. When there is no superior­
ity between the current state and the next state, the new state is accepted 
instead of the current one because moving in the non-dominated situation 
helps increase the spread performance and evade local optima.
Cooling schedule
As explained previously the simulated annealing technique stems from ther­
mal annealing which aims to obtain perfect crystallisation by a slow enough 
temperature reduction to give atoms the time to attain the lowest energy 
state. This search tries to avoid local minima by jumping out of them early 
in the computation. Towards the end of the computation, when the temper­
ature, or probability of accepting a worse solution, is nearby zero, this simply 
seeks the bottom of the local minima. The chance of getting a good solution 
can be traded off with computation time by slowing down the cooling sched­
ule. The slower the cooling, the higher the chance of finding the optimum 
solution, but the longer the run time. Thus effective use of the simulated 
annealing optimisation depends on ending a cooling schedule that gets good
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Fig. 4.12: Multi-Objective Simulated Annealing Algorithm
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enough solutions without taking too much time.
In remedy of this inefficiency various approaches have been proposed to 
speed up simulated annealing [207]. One of the best general cooling sched­
ule is proposed by Huang et al. [150]. The advantage of the temperature 
decrement proposed by Huang et al. [90], based on the standard deviation of 
the cost distribution at a temperature to determine the next temperature, is 
that it is dynamically controlled by the system itself and hence is applicable 
to a variety of problems.
In their approach, the annealing curve - a curve of average cost j C I 
versus the logarithmic of temperature - is used to guide the temperature 
decrease. The idea is to control the temperature so that the average cost 
decreases in a uniform manner. The slope of the annealing curve is :
! < £ >  r . !< < 7 >  (4.12)
d (In (T)) dT
From the relationship [159] :
d < C >  a2 , .
d(T) ~  T 2  ^ ^
where, sigm a : Standard deviation of the cost distribution at the temperature 
T
It follows that :
-d < C > (414)
d(ln(T)) T  v 1
The slope itself can be approximated by A C /  (ln(Tt) — (T1)), where AC is 
the change in the average cost at different temperatures. Hence,
AC <r2  , A .
d( ln(T )) ~  T   ^ ^
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which leads to
(T  AC \— 2—)  (4.16)
To maintain quasi-equilibrium, we require that the expected decrease in the 
average cost be less than the standard deviation of the cost. For instance, 
AC = — Xo where A < 1 . A typical value for A is given as 0.7 [90]. 
and,
77 =  T.exp ( ~ P j
In the actual implementation, the ratio p  is lower bounded by 
number, 0.5 is given by Huang et al., to prevent a drastic decrease 
perature caused by the flat annealing curve at high temperatures.
The frozen condition
Typical stopping criterion for termination of the annealing process found 
in the literature is when the average cost is unchanged for 3 or 4 consecu­
tive temperatures. The temperature cooling schedule used in our methodol­
ogy will determinate by itself to stop as the maximum and minimum costs 
amongst the accepted states are compare through the standard deviation. 
If the different between the different cost is non existent then the tempera­
ture will be set to zero from definition and therefore the algorithm becomes a 
standard ’greedy’ random selection algorithm. An optional exhaustive search 
follows which ends the optimisation process.
Step change in MOSA
The perturbation move from X n —> X n+i (see 4.12) are generated in the 
same way as previously explained see 4.1.2. Nevertheless in order to respond
(4.17)
a small 
in tem-
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to the wide range of values that some of the selected variables can take (see 
4.1.4):
______ Tab. 4.4: Mass transfer kia characteristics of common contactors
Reactor type hid
( 1  Is)
Bubble column excluding jet-loop 0.005 - 0.01
Spray Column 0.00007 - 0.015
Packed column counter current 0.005 - 0.02
Plate column 0.01 - 0.05
Mechanically agitated 0 . 0 2  - 0 . 2
Jet-loop 0 . 0 1  - 2 . 2
Tab. 4.5: Nitrogen flowrate
Reactor type Nitrogen Flowrate (m3.s)
(mS.s)
All reactors 0.005 - 0.1
The move has been adapted by taking the logarithm of the value se­
lected before the move change and taking the exponential of the value cre­
ated through the random perturbation (see 4.1.2). In doing so the full range 
of value available for the random perturbation can be explored, and avoiding 
missing as such potential solutions.
Well distributed pareto front
In order to generate a well-distributed set of pareto points, a random selection 
of a solution from the archive, from which to recommence search is generated 
[187]. As indicated in the Multi-objective algorithm 4.12, periodically a so
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called ’return-to-base’ is trigged used to replace the search for pareto points in 
a different location of the pareto front. In order to fully expose the trade-off, 
solutions (pareto points) that are more ’isolated’ from the rest of the trade­
off should be primarily selected in returns-to-base. The extreme solutions, 
those solutions that correspond to extrema in the trade-off i.e. solutions with 
the lowest value of each objective, also require special consideration. These 
solutions are almost invariably only just feasible, which makes the design 
space around them difficult to search. For these reasons, Suppapitnarm et 
al. [187] proposed a base set of candidate solutions which consists of a number 
of the most isolated of those solutions currently held in the archive and the 
M extreme solutions in the archive. Therefore, when a return-to-base is 
activated the search diversifies into less well explored regions of the trade-off. 
To measure of the degree of isolation of a solution, the following definition is 
introduced :
A s  M
'(* > )  =  £ £
»=1 k = l
X f  denotes the j th  archived solution
I {Xj ) :  is the normalised measure of distance in objective space of the j th
solution from all other archived solutions
As: is the total number of solution stored in the archive
fkmax and fkmin• Maximum and minimum values, respectively, of the kth
objective function, /*.
Each solution - except for the extreme solutions - is then ranked in order of 
decreasing isolations at its top and the least isolated solutions at the bottom. 
Suppapitnarm et al. [187] also proposed, that for the ith  return-to-base after 
the start of search, the number of candidate solutions, An  (the An - M most 
isolated solutions and extreme solutions), be some fraction, <F/i, of the total
[A (* ,) -  A M)]
[A™* -  Amin] ' ’
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number of solutions in the archive, i.e.,
A,i = 9nA„ i = 1,2,3,... (4.19)
with,
* ii+i = r i 9 lit i=  1,2,3,... (4.20)
where 7 7  is a parameter of value between 0 and +1. For the first return-to- 
base, i =  1 , 4>/j is set equal to +1 and Ah =  As. This procedure permit that 
at the beginning of the program execution, all solutions within the archive 
axe potential return-to-base candidate. Thereafter candidates list becomes 
increasingly focused on the most isolated and the extreme solutions in the 
archive. Suppapitnarm and al. found that for r» =  0.9 the algorithm performs 
well in accordance with some of their previous work - This value was also 
used in this work as well as 7 7  =  0 . 8  which proved also to perform well and 
increase the speed by reducing the number of return to base done.
4.2.5 Continuous micromixing model .Mathematical model, uncertainty,
optimisation and reactor selection
Continuous micromixing m odel: Optimisation of cost
In our case the design variables chosen are see 4.1.3: Energy Dissipation 
Rate(e), Average speed within the reactor (u) in agreement with the number 
of degree of freedom of 2  given by the model see B.4. These design variables 
allows to define the reactor type i.e. Energy dissipation rate(e) and the reactor 
design through the average velocity within the reactor (u) see 4.1.3
To compare the different type of reactor one to another, simulated an­
nealing optimisations are used to identify the minimum loss £ / y r , achievable
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for each type of reactor design considered. The loss has been chosen to com­
pare the different type of reactor as the selection of processing equipment is 
generally largely determined by two financial considerations [6 ]. Nevertheless 
in the case of reactors used for continuous operation the different of capital 
cost is minim. Also it was decided to referee to the loss as defined in section 
4.1.3.
Continuous micromixing m odel: measure of uncertainty by sensitivity
analysis
The uncertainty in the continuous operation micromixing model is expressed 
through the impact that changes on the reaction kinetics and the kinematic 
viscosity have on the loss achieved for the different types of reactor. The 
reaction system studied is the same as the one described in section 2 .1 . 6  i.e.:
A + B  C (4.21)
B  + C D (4.22)
with, k\ — 250s-1 and & 2  =  250s-1
The reaction rate constants k \h k 2 are varied within a ±5% range (this 
figure is based on the fact that the accuracy for delivery of solvents is expected 
to be ±5% and that processes should tolerate such a range [6 ]) i.e. k\ G 
[237.5; 262.5]&fc2 £ [237.5; 262.5]. The kinematic viscosity is varied as such : 
z/G [1.10-6; 3.10-6]
In the case of the micromixing model from continuous operation, 3 vari­
ables are therefore varied and the impact that the variations have on the loss 
as defined in 4.2 is quantified by a global sensitivity analysis which permit 
to figure the standard deviation on the cost.
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Therefore the optimisation permits to find the minimum loss while the 
Fourier Amplitude Sensitivity Test (FAST) (global sensitivity analysis method 
used) permit to give the standard variation on loss for perturbation of reac­
tion constant and kinetic viscosity of up to ±5%.
As explained in section 3.2 the advantage of FAST is its speed in con­
ducted a sensitivity analysis in our case i.e. 3 parameters, the standard 
deviation is provided after 27 function evaluations see D.l.
4.2.6 Mathematical model, uncertainty, optimisation and reactor selection
Mass transfer model : Optimisation of Capital Cost per Unit of Production
(CCUP)
In our case the design variables chosen are see 4.1.4: Conversion (X), Overall 
mass transfer coefficient (kla), Gas hold-up (c g ) ,  Initial volume of the re­
action (Vlinitial), flowrate of nitrogen stripping (Q gty) in agreement with 
the number of degree of freedom of 5 see C.4. These variables, also called 
design variables, allows us to define the reactor type i.e. Overall mass trans­
fer coefficient (kla), Gas hold-up (eo) [112], and the more detailed design of 
the reactor and some of the operating conditions i.e. Conversion (X), Initial 
volume of the reaction (Vlinitial), flowrate of nitrogen stripping (QgNz)-
To compare the different type of reactor one to another, simulated an­
nealing optimisations are used to identify the minimum Capital Cost per 
Unit of Production (CCUP) £/kg,  achievable for each type of reactor design 
considered. The Capital Costs per Unit of Production (CCUP) has been 
chosen to compare the different type of reactor as the selection of processing 
equipment is generally largely determined by two financial considerations. 
One is the actual capital costs for equipment, and the other is the cost of 
building a new plant [6 ].
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The minimum Capital cost per Unit of Production that each type of 
reactor can achieve :
_ . , . . Capital Cost of Reactor . . . .Capital cost per unit operation = ----------------    :- (i, gram year)y  F F yearly production v ’
(4.23)
The capital cost of the different type of reactor is defined as follow :
Capital Cost of reactor =  Cf (Capital Cost of a Stirred Tank Reactor) (£)
(4.24)
where,
Cf : Correction Factor (-)
Capital Cost of a Stirred Tank Reactor =  14595 4 - 13418V0-661 — (Deter­
mined via data provided by Pfaudler-Balfour reactor system) where V  
is the inside volume of the reactor in (m3)
The correction factor permits the determination of the capital cost of the 
reactor considered in reference to the capital cost of a stirred tank reactor - 
different values for the Cf will have to be used to understand further with 
limitation and impact that this factor has on the reactor selection.
For all the following results, the value of Cp selected is equal to 1  :
CF =  1  (4.25)
Though the value 1 is not representative of the difference of capital cost 
between the different type of reactor, it will nevertheless offer a base of refer­
ence from which we will later move away from by using more representative 
values for Cf -
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Mass transfer model : measure of uncertainty by sensitivity analysis
The uncertainty in the mass transfer model is expressed through the un­
certainty that Henry’s constant as a control parameter can carry through its 
determination i.e. a isobaric (at 760 mmHg) vapour-liquid equilibrium of the 
mixture 2-propanone/2-propanol graph was used to determined Henry’s con­
stant for the mixture. The data provided on the graph presented few points 
near the origin which made the drawing of the vapour-liquid equilibrium 
curve is approximated and therefore the determination of Henry’s constant 
uncertain. The values for the Henry’s constant of the mixture 2 -propanone/2 - 
propanol were found to be included in the range 10~4andl0~1(dimensionlessKH)
The sensitivity analysis carried on the mass transfer model has been 
tackled as a ’propagation’ of the uncertainty contained in Henry’s constant 
through the model and estimate the uncertainty in the model output. The 
propagation of the uncertainty contained by Henry’s constant in the mass 
transfer model is done by giving four different values to the K h parame­
ter i,e. 10~4 ,10- 3 ,10- 2 ,10- 1  (dimensionlessKff), each of these four values 
is evaluated for the same set of design variables selected at the time by the 
optimisation algorithm i.e. only the K h value is changed four times with 
all the other parameter and variables remaining the same in the mathemat­
ical model. The model output will be a vector of four values reflecting the 
changes made in the control parameter i.e. K h -
In the following, for CCUP =  Capital Cost per Unit of Production, the 
expression of uncertainty is as follow :
t t  j . ■ j . C C U P m a x im u mUncertainty = 7 ^ 7 / 7 5 ---------  (4.26)
O O  U 1  m inim um
To express uncertainty we had the following various choices i.e.
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Absolute uncertainty with an expression of the type
Uncertainty =  CCU Pmaximum — CCUP minimum  (4.27)
Relative uncertainty with an expression of the type
t t  j . ■ j . CCU P m axim um  / A n a \Uncertainty = -    (4.28)
O  O  U  -L m inim um
Mix absolute and relative uncertainty with an expression of the type
TT , • , C C U  Pmaximum e C U P minimum / AUncertainty = ----------- r r r i P — !---------------------  (4-29)
{sys U I  minimum.
Also while an absolute expression of uncertainty can appear more trans­
parent , an relative expression provides a direct measure between the 
best and the worst achievable. It is to be noted that the method in­
troduce in this thesis does not depend on the choice made for the 
expression of uncertainty. And any type of the three mentioned above 
is possible.
Also Uncertainty is calculated as such (see 4.26), for each set of de­
sign variable selected during the optimisation, four different values of 
Henry’s constant K h are used (see above part 4.2.6): 10~4 ,10- 3 ,10- 2 , 10- 
For each of these values the Capital Cost per Unit of Production 
(CCUP) is calculated and then the maximum and minimum values are 
used to calculate the uncertainty linked to the set of design variable 
used.
1  (dimensionle
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4.3 Conclusion
In this part of this thesis the objective functions that have been devel­
oped to compare the reactor are given. The purpose of the objective 
function is to sum up the different economical elements present. Dif­
ferent optimisation methods used are also presented. The optimisation 
method constitute the basis of the selection procedure. The discon­
tinuous behaviour of the model restricts the type of optimisation po­
tentially useable and the simulated annealing method was successfully 
used. This optimisation technique was further used and implemented 
for the case of multi-objective optimisation. The multi-objective opti­
misation permits to address simulatively two fundamental issues that 
are the uncertainty carried by the model parameters and the cost.
5. RESULTS
5.1 Optimisation results with a single objective 
simulated annealing method
In the chapter results are first presented for single objective optimisa­
tion for the different models presented in chapter 2 .
First results are presented in the case of a single objective optimisation 
for the micromixing model, various values of the kinetic constants were 
used. Three cases are studied. For each case the kinetic constants 
are changed in order to evaluate how the optimisation method adapts 
and determine different types of reactor for different types of reaction 
system. First values of k\ =  25s-1 and k2 = 25s-1 are used for the 
kinetic constant. Then the kinetic constant values are changed to k\ =  
2.5s- 1  and k2 =  .25s-1 and ki = 5s- 1  and k2 = 2s-1. The selection 
of reactor by the reactor selection for these different cases is presented 
and discussed.
Second results are presented for the case of the mass transfer sensitive 
reaction described in chapter 2. In this case the value used for the 
different kinetic constant are the values determined by the Professor 
Gavriilidis’ F-team [185]. The selection of reactor by the optimisation 
procedure is presented and discussed
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5.1.1 Micromixing
In this part of this work the micromixing model presented in chapter 2 is 
used along the reaction system described in chapter 2  as a competitive, 
consecutive reaction system defined by :
A + B  C  (5.1)
B + C D  (5 .2 )
Results for kinetic constant ki =  25s-1 and k,2 =  25s-1
The figure 5.1 shows the evolution of the different parameters (see sec­
tion 4.1.1) in between the parameter boundaries, and also the evolution 
of the objective function as a function of the different parameter moves. 
The algorithm is set to minimise the objective function, as it can be 
seen in the figure 5.1
The graph represents the different solutions accepted by the algorithm 
and the outcome of the objective function. It can be seen that the sim­
ulated annealing procedure accepts a lot of up-moves at the beginning 
of the sequence, this acceptance is reduced as the number of iterations 
increases, and the algorithm only accepts moves which minimise the 
objective function towards the end of the optimisation.
The Final value for the objective function and the different parameters 
is listed in table 5.1:
These results (see table 5.1 show the different types of reactor that the 
computer has selected. The different type of computer are identified 
thanks to the different values achieve for the reactor design parameter
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Tab. 5.1: Optimised design parameter values for hi = 25s 1 and = 25s 1
Variables Units Bounds Optimum
Lower Upper 1 2
a: Ratio of feed volume to reactor volume (-) 0 1 1 1
e: Energy dissipation rate m 2.s~ 3 1 15 15 15
t: Feed addition time s 0 . 1 400 70 150
u: Fluid velocity within the reactor m.s 0 . 0 1 1 0 0.4 0.5
V : Reactor Volume m3 IE-4 1 0 0.7 1.5
Profit £/year 3.2 x 107 2.3 x 107
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i.e. The energy dissipation rate, the addition time, the velocity within 
the reactor, the volume and the ratio of feed volume to reactor volume 
which correspond Optimum 1  and Optimum 2  represent 2  different 
solutions found by the automated reactor selection. These two differ­
ent optima were found for two separate trials. The two optima found 
are noticeably similar, and they represent the two extreme results ob­
tained over a series of five optimisation trials carried out. The results 
show that for the particular reaction system studied (see section 2 .1 .6 ) 
with ki =  25s-1 see equation 2.46 and k2 =  25s-1 see equation 2.47, 
the types of reactor chosen are similar i.e. that the various optimum 
dissipation rates are close to each other. In the literature different dis­
sipation rates for different type of reactor can be found [44, 21]. The 
type which matches this dissipation rate order value (see 5.1) is a Jet- 
loop reactor [22]. But more importantly this level of energy dissipation 
rate excludes any stirred tank reactor. The other parameters also give 
valuable indications of the design like the speed of the fluid for exam­
ple, which is a fundamental element on the design of a Jet-loop reactor. 
One can also notice the similar results obtained for the profit generated 
per year.
Results for kinetic constant ki =  2.5s- 1  and k2 =  .25s-1
Another case has been looked at. In the following case different rate 
constants were used to investigate the reactor selection, the first re­
action rate constant was given the value, ki =  2.5s-1, for the second 
reaction rate constant the value k2 =  0.25s-1 was selected. Table 5.2 
gives the summary of the results found.
The energy dissipation rates given as optimum in this example are
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smaller to the ones achieved in the previous example. In this case the 
energy dissipation rate achieved represents a stirred tank reactor with 
a rushton turbine type of impeller [44]. In this example as the side 
reaction represented by the second reaction has less importance than 
in the previous example, and as the first reaction is slower than in the 
previous example, less energy is necessary to reach the micromixing 
zone described in 2.4 page 74.
Results for kinetic constant k\ =  5s- 1  and =  2s- 1
In the last case studied, the first reaction rate constant was given the 
value, ki = 5s_1, for the second reaction rate constant the value & 2  =  
2s- 1  was selected. Table 5.3 gives the summary of the results achieved 
for two different optima.
The optimum energy dissipation rate achieved in this case indicates 
that the reactor selected is a reactor which can deliver a energy dissi­
pation rate smaller than of the one achieved in the first example i.e.
Tab. 5.2: Optimised design parameter values :or k\ = 2.5s 1 and & 2 = 0.25s 1
Variables Units Bounds Optimum
Lower Upper 1 2
a: Ratio of feed volume to reactor volume (-) 0 1 0.54 0.57
e: Energy dissipation rate m 2.s~ 3 1 15 1 . 8 1 . 2
t : Feed addition time s 0 . 1 400 280 390
u : Fluid velocity within the reactor m.s 0 . 0 1 1 0 0.03 0.07
V: Reactor Volume m3 IE-4 1 0 5 7
Profit £/year 3 x 108 3 x 108
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e — 15m2.s-3 but higher than the energy dissipation rate achieved in 
the second example i.e. e =  1.5m2 .s-3. In this example the side reac­
tion represented by the second reaction has a higher kinetic constant 
(k2 =  2 s-1) than in the second example (k2 =  0.25s-1). But when 
compared to the first example, the side reaction represented by the 
second reaction has a lower kinetic constant (k2 =  2 s-1) than in the 
first example (k2 = 25s-1).
Summary of results 
The table 5.4 summarises the results obtained
The three previous examples 5.1, 5.2,5.3 show that for different type of 
reaction kinetics, different type of reactor design are selected as more 
economically suitable for the reactions scale-up.
In the literature different dissipation rates for different types of reactor 
can be found [44, 21]. The following work is focused on using literature 
results to define which reactors match the results obtained above.
Tab. 5.3: Optimised design parameter values for k\ =  5s 1 and k2 — 2s 1
Variables Units Bounds Optimum
Lower Upper 1 2
a: Ratio of feed volume to reactor volume (-) 0 1 0 . 6 0.4
e: Energy dissipation rate m 2 .s- 3 1 15 1 1 1 1
t : Feed addition time s 0 . 1 400 150 280
u: Fluid velocity within the reactor m.s 0 . 0 1 1 0 0 . 1 0 . 2
V: Reactor Volume m 3 IE-4 1 0 3 8
Profit £/year 2 . 2  x 1 0 8 2.4 x 108
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These results show clearly that for different cases as for different type of 
reaction sensitivity to mixing, the reactor procedure adapts to the type 
of reaction system considered and identifies reactor for the scale-up of 
the reaction that can cater for the need of the reaction from a mixing 
point of view.
5.1.2 Mass transfer
In this part of the thesis results found for the selection of reactor for 
the scale-up of the mass transfer sensitive reaction system presented 
in 2.52 [185]. The values used for the kinetic constant are the values 
identified by Prof. Gavriilidis’ F-Team [185].
In order to carry out the reactor selection for this case study the fol­
lowing procedure was used.
To compare the different types of reactor to one another, simulated an­
nealing optimisations are used to identify the minimum Capital Cost
Tab. 5.4: Optimised design parameter values for different kinetic values k\ and k2
Variables Units Optimum
case 1 case 2 case 3
ki Sz k2 s - 1 fci =  25 k  k2 = 25 fci =  2.5 & k2 =  0.25 ki =  5 & k2 =  2
a (-) 1 0.55 0.6 - 0.4
e m 2.s~3 15 1.5 1 1
t s 70 - 150 280 - 390 150 - 280
u m.s 0.4 - 0.5 0.03 - 0.07 0 . 1  - 0 . 2
V m3 0.7- 1.5 5 - 7 3 - 8
Profit £/year 3.2 - 2.3 x 107 3 x 108 2.2 - 2.4 x 108
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per Unit of Production (CCUP) £ /m 3/year, achievable for each type 
of reactor considered. This permits us to compare the best minimum 
cost achievable for each type of reactor regardless of how disparate the 
minimum achievable Capital Cost per Unit of Production for each type 
of reactor is. If a simulated annealing was conducted to find the min­
imum CCUP for all type of reactor, then some reactor types might 
not be selected i.e. the CCUP achieved is much higher than the CCUP 
achieved with other reactor types. By using a simulated annealing opti­
misation per type of reactor then we make sure that a minimum CCUP 
is achieved for each reactor type. A simulated annealing optimisation 
will be used for each type of reactor considered. Each simulated anneal­
ing optimisation is restricted to the design variables defining the type 
of reactor i.e. Overall mass transfer coefficient (kia), Gas hold-up ( e g )  
restrained to values which defined the type of reactor the simulated 
annealing optimisation is for [1 1 2 ].
Tab. 5.5: Mass transfer kia and Gas hold-up characteristics of common contactors
Reactor type kia Gas Hold-up eq
(1 /s) ( - )
Bubble column excluding jet (loop) 0.005 - 0.01 < 0 . 2
Spray Column 0.00007- 0.015 > 0 . 8
Packed column counter current 0.005 - 0.02 > 0.95
Plate column 0.01 - 0.05 > 0 . 8
Mechanically agitated 0 . 0 2  - 0 . 2 < 0 . 1
Jet (loop) 0 . 0 1  - 2 . 2 < 0.5
To restrain the design variables to a certain type of reactor the upper- 
limit and the lower-limit of the design variable are set to fixed bound-
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aries, as for example, in the case of a stirred tank reactor (i.e. Reactor 
Mechanically agitated) : kla G [0.02 — 0.2] (s-1) Sz eG < 0.1(s_1), also 
klCLUpper—lim it ~  0.2(s ) k ld low er—lim it == 0.02(s ) and, €Gupper-lim it
O .l(-) -  eGlower_limit =  O(-).
In the following we compare 3 different types of reactor like the Stirred 
Tank Reactor, Bubble Column Reactor and Jet-Loop reactor over the 
minimum Capital cost per Unit of Production that each type of reactor 
can achieve :
_ . . . . Capital Cost of Reactor . . .  .Capital cost per unit operation = --------------------   :----  (JL gram yK v  K yearly production v '
(5.3)
The capital cost of the different type of reactor is defined as follows :
Capital Cost of reactor =  Cp (Capital Cost of a Stirred Tank Reactor)
(5.4)
where,
Cf  '■ Correction Factor (-)
Capital Cost of a Stirred Tank Reactor =  14595+  13418U0*661— (De­
termined via data provided by Pfaudler-Balfour reactor system) 
where V  is the inside volume of the reactor in (m3)
The correction factor allows us to determine the capital cost of the 
reactor considered in reference to the capital cost of a stirred tank 
reactor - different values for the Cf will have to be used to understand
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further the limitation and impact that this factor has on the reactor 
selection.
For all the following results, the value of Cf selected is equal to 1 :
CF = 1  (5.5)
Though the value 1 is not representative of the difference of capital 
cost between the different type of reactors, it will nevertheless offer a 
base of reference from which we will later move away from by using 
more representative values for Cf - The minimum Capital Cost per 
Unit of Production (CCUP) achieved for each type of reactor can be 
summarised in table 5.6.
Tab. 5.6: Minimum Capital Cost per Unit Operation and design characteristics
for three different type of reactors
Reactor type Minimum 
Capital Cost 
per unit operation 
(£/gram/year)
X
( % )
QgN2  
(m3/s)
Vlinitial
(m3)
Bubble column excluding jet (loop) 0.126 96 0.093 1.9
Mechanically agitated 0.059 95.4 0.098 2.5
Jet (loop) 0.053 95 0.099 1.5
The results presented in table 5.6 are the minimum values achieved 
with 5 simulated annealings for the Bubble column excluding jet (loop) 
and mechanically agitated reactors and 3 simulated annealing for the 
Jet (loop) reactor. Table 5.7presents - Mean minimum CCUP - CCUP 
variance - Standard deviation - achieved for each type of reactor.
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The results presented in table 5.7 are the mean results achieved with 
5 simulated annealings for the Bubble column excluding jet (loop) and 
mechanically agitated reactors and 3 simulated annealings for the Jet 
(loop) reactor.
5.1.3 Discussion
Prom the above results, the Jet-loop reactor is the reactor which presents 
out of the three reactors considered the lowest Capital Cost per Unit 
Operation. More reactor types (Packed Column counter-current, Spray 
reactor, Plate Column) will be included in the next report to be able 
to compare the results achieved with the Jet-loop to confirm that the 
Jet-loop is the most cost effective reactor for the mass transfer model.
5.2 Optimisation results with a Multi Objective 
Simulated Annealing (MOSA) method
In the chapter results are first presented for Multi Objective Simu­
lated Annealing method (MOSA) for the different models presented in
Tab. 5.7: MEAN min CCUP - Variance - Standard Deviation
Reactor type MEAN 
Minimum CCUP 
(£/gram/year)
Variance STD
(Standard
Deviation)
Bubble column excluding jet (loop) 0.14 4.10“ 4 0 . 0 2
Mechanically agitated 0.09 4.10" 4 0 . 0 2
Jet (loop) 0.059 iocd 5.10- 3
5. Results 176
chapter 2 .
First results are presented for the case of a Multi Objective Simulated 
Annealing optimisation method (MOSA) for the micromixing model, 
the kinetic constants are varied by 10% of their original values, k\ =  
25s-1 and k,2 = 25s_1, to evaluate the impact that uncertainty in the 
determination of the kinetics constant has on the determination of the 
reactor the most suited for the scale-up of the mixing sensitive reaction 
system described in chapter 2 see 2.1.6 page 78. The selection of reactor 
by the multi optimisation reactor selection procedure is also discussed.
In the second part of this section the results for the selection of reactor 
for the scale-up of the CATHy reaction [185,135], shown in chapter 2, is 
presented. Here again a Multi Objective Simulated annealing Optimi­
sation method is used to find the best reactor for scaling up the CATHy 
reaction in terms of cost and in term of uncertainty. In this case the 
uncertainty on the scale-up of the reaction is measured by varying the 
Henry’s constant, determined graphically as 4.210-2, from this orig­
inal value. The propagation of the uncertainty contained by Henry’s 
constant in the mass transfer model is done by giving four different val­
ues to the K h parameter i.e. 1 0 - 4 , 1 0 - 3 , 1 0 - 2 , 1 0 - 1  {dimensionlessKn)- 
The variation resulting from the changes in the Henry’s constant are 
used in the selection procedure to evaluate which reactor reacts the 
most to uncertainty and identify reactors which present the most ro­
bust behaviour to uncertainty.
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5.2.1 Continuous operation Micromixing m odel: reactor design
selection
Results are presented for the case of a Multi Objective Simulated An­
nealing optimisation method (MOSA) for the micromixing model.
The kinetic constants are varied by 10% of their original values ,&i = 
25s-1 and k-i =  25s-1, to evaluate the impact that uncertainty in the 
determination of the kinetics constant has on the determination of the 
reactor.
The mixing sensitive reaction system studied is shown in chapter 2 see 
2.1.6 page 78 and is the same as in the case of the single objective 
optimisation.
Graph 5.2 shows the evolution of the MOSA search method.
In this graph the bottom left hand corner graph represents all the 
solution accepted by MOSA while the bottom left hand corner rep­
resents only the pareto solutions also called non-dominated solutions 
(see 4.2.3) as it can be seen in the bottom left hand corner graph of 
figure 5.2. The pareto solutions are then all selected and each solution 
is then ’classified’ with regards to the design variables which defined 
each solution.
The reactors are modeled via the same mathematical model - the con­
tinuous operation micromixing model that has been implemented see 
Appendix B . The change of variables is a representation of a change 
of reactor e.g if 1500 < e < 2500 (see table 5.8) then the reactor is a 
jet-loop reactor.
The graph 5.3 represents the results obtained through the MOSA method
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which was described in section 4.2.4, and for which detailed explanation 
can be found in the following references [187] and [198].
In graph 5.3 the following abbreviations have been used to described the 
different types of reactor and the following range for the design variable 
e to represent variations found in the literature [44, 12, 21, 22, 130] :
Tub : Tubular Reactor 10 < e < 500
J-L : Jet-loop reactor 1500 < e < 2500
R-S : Rotor-Stator mixer device 4000 < e < 5000
Stat-M  : Static Mixer 2500 < e < 4000
Novell : Novel type of reactor with 10 < e < 500
Novel2 : Novel type of reactor with 2500 < e < 4000
Novel : Novel type of reactor - incorporate 2 different types of reactor 
found by MOSA but that do not fall in the categories listed in 
table 5.8
Tab. 5.8: Energy dissipation rate and micromixing times for common equipment
Reactor type e Micromixing time in water
(m2 /s 3) ( ms )
Tubular reactor or 
Centrifugal pump 5 8
Stirred tank reactor 0.2 - 50 40 - 2.4
Static in-line 
mixer (e.g. Kenics) 1 0 0 0 0.5
Rotor - Stator mixer device 
(e.g. Silverson mixer) 5000 0.25
Jet (loop) [21, 22] 1500 - 2500 0.25 - 0.5
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Fig. 5.3: Reactor Selection for the continuous micromixing Model
Graph 5.3 and graph 5.4 present the results obtained for the different 
types of reactor (see X-axis). The Graphs presents the minimum and 
the maximum costs achievable per type of reactor and the minimum  
uncertainty i.e. Standard deviation of cost. In these graphs, the Y-axis 
represents the loss achieved by each type of reactor - as explained above 
the non-dominated solutions or pareto front represents the ’BEST’ so­
lutions fulfilling both objectives. If within all the solutions constituent
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Fig. 5.4: Reactor Selection for the continuous micromixing model
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of the pareto front, none with the characteristics as variables values like 
for example 10 < e < 500 then there is no tubular reactors as solutions 
of the multiobjective optimisation. Also, if there is no symbol for cer­
tain types of reactor this means that no solution has been retained for 
that type of reactor within the non-dominated solution. This means 
that the type of reactor is not part of the curve that represents the 
trade-off (pareto front) between the two objectives. The length of the 
error bar indicates the uncertainty as standard variation in the loss 
linked to the reactor type. The uncertainty shows how sensitive to the 
change of parameters values the design of the reactor is. The parameter 
used are the Reaction rate constant (see 2.1.6) & the kinematic
viscosity v
In graph 5.4 the plots show that the best Loss(£/kg) is achieved for re­
actor like the static-mixer type of reactor with respectively, Cost(Jet) = 
—lA8.106£ /y r —CCUP(novel2) =  —1.41.106£ /y r —Cost(Stat—M) = 
—1.37.106£ /yr . Let’s remember that the objective is to minimise the 
loss per year and that P ro fit =  —Cost, also by minimising the loss we 
have optimised the profit. In this case like in the previous case (mass 
transfer model), as it can be seen in graph 5.9, the minimum uncer­
tainty trades against the minimum Loss per year. Also when consider­
ing the minimum uncertainty, this is represented by the length of the 
uncertainty bar (full line) the rotor-stator reactor presents the most ro­
bust design, i.e. StandardVariation =  5.3.104 (£ /yr), with regards to 
tolerance to parameter variation or rather uncertainty. Though it is also 
noticeable that the minimum standard variations of loss of the differ­
ent type of reactor are very close one to another i.e. CostSTD(Jet) = 
7.82.10A£ /y r  -  CostSTD{R -  S) = 5.3.104£ /y r  -  CostSTD(Stat -
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M) =  7.7.10 4£ /yr-C ostST D (N ovell) = 6.2.104  £/yr-CCUP(novel2) = 
6 .1 .1 0 4 £ /y r.
Table 5.9summarises the design of the most profitable reactor and the 
reactor most robust to parameter variation or to uncertainty linked 
to the determination of the reaction rate constants and the kinematic 
viscosity parameter.
Tab. 5.9: Comparison between the design of the most profitable reactor and the
design of most parameter variation tolerant reactor
Design variables Jet-loop reactor 
with lowest CCUP
Rotor-Stator 
with lowest Uncertainty
Energy dissipation rate - e (m2/s 3) 1950 4960
Average speed 
within the reactor - u (m /s) 0.15 2.75
Loss(£/yr) -1.5E6 9.1E5
Uncertainty (£/yr) 7.9E4 5.3E4
Continuous micromixing model: Results for Upperbound
As for the mass transfer model, the study has also been carried out for 
the Upperbound level of the parameters.
Graph 5.5 shows the evolution of the MOSA search method.
In this graph the bottom left hand corner graph represents all the 
solutions accepted by MOSA while the bottom left hand corner rep­
resents only the pareto solutions also called non-dominated solutions 
(see 4.2.3) as it can be seen in the bottom left hand corner graph of fig­
ure 5.2. The pareto solutions are then all selected and each solution is
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then ’classified’ with regards to the design variables which define each 
solution.
Graph 5.6 represents the results obtained through the MOSA method 
for the parameter Upperbound.
In graph 5.6 the following abbreviations have been used to described the 
different type of reactor and the following range for the design variable 
e to represents variations found in the literature [44, 12, 21, 22, 130] :
Tub : Tubular Reactor 10 < e < 500
J-L : Jet-loop reactor 1500 < e < 2500
R-S : Rotor-Stator mixer device 4000 < e < 5000
Stat-M : Static Mixer 2500 < e < 4000
Novell : Novel type of reactor with 10 < e < 500
Novel2 : Novel type of reactor with 2500 < e < 4000
Novel : Novel type of reactor - incorporate 2 different types of reactor 
found by MOSA but that do not fall in the categories listed in 
table 5.8
Graph 5.6 and graph 5.7 present the results obtained for the different 
types of reactor (see X-axis). The Graphs presents the minimum and 
the maximum loss achievable per type of reactor and the minimum un­
certainty i.e. Standard deviation of cost. In these graphs, the Y-axis 
represents the loss achieved by each type of reactor - as explained above 
the non-dominated solutions or pareto front represents the ’BEST’ so­
lutions fulfilling both objectives. If within all the solutions constituent 
of the pareto front, none with the characteristics as variables values
like for example 10 < e < 500 then there is no tubular reactors as a
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Fig. 5.6: Reactor Selection for the continuous micromixing Model - Upperbound
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Cost and Uncertainty for different type of reactor
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Fig. 5.7: Reactor Selection for the continuous micromixing model - Upperbound
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solution of the multiobjective optimisation. Also, if there is no sym­
bol for certain types of reactor this means that no solution has been 
retained for that type of reactor within the non-dominated solution. 
This means that type of reactor is not part of the curve that represents 
the trade-off (pareto front) between the two objectives. The length 
of the error bar indicates the uncertainty as standard variation in the 
loss linked to the reactor type. The uncertainty shows how sensitive 
to the change of parameters (Reaction rate constant k \h k 2 see 2.1.6 h  
kinematic viscosity v )values the design of the reactor is.
In graph 5.7 the plots show that the best Loss(£/kg) is achieved for re­
actor like the Novel2 type of reactor Cost(Novel2) = —lA.106(£/yr). 
Also when considering the minimum uncertainty, this is represented 
by the length of the uncertainty bar (full line) the rotor-stator re­
actor presents the most robust design, i.e. StandardVariation = 
5.4.104 (£ /y r), with regards to tolerance to parameter variation or 
rather uncertainty.
Table 5.10 summarises the design of the most profitable reactor and 
the reactor most robust to parameter variation or in uncertainty linked 
to the determination of the reaction rate constants and the kinematic 
viscosity parameter.
Like in the previous results, one can notice that the reactor with the 
lowest uncertainty present a profit at loss, this is because the uncer­
tainty and the loss trade against each other.
Graph 5.8 presents a comparison of the Lowerbound and Upperbound 
pareto fronts.
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Fig. 5.8: Lowerbound and Upperbound pareto front - Continuous micromixing 
model
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5.2.2 Exhaustive Search (ES) versus Multiobjective Simulated 
Annealing (MOSA)
Graph 5.9 represents a comparison between an exhaustive search or to­
tally random search of 3,500 iterations with a MOSA of 1800 iterations.
It can be seen that the number of points minimising both the uncer­
tainty and the Loss achieved with MOSA is equivalent to the number 
of points achieved with the exhaustive search though the number of 
iterations necessary to achieve this result was almost 2  times less than 
for the exhaustive search.
5.2.3 Mass transfer - reactor design selection
In this part results are presented for the selection of reactors for the 
case study of mass transfer sensitive reaction presented in section 2.1.9. 
The results are this time for the case of multi-objective i.e. minimum 
CCUP and minimum uncertainty.
In this case the uncertainty on the scale-up of the reaction is measured 
Tab. 5.10: Comparison between the design of the most profitable reactor and the
design of most parameter variation tolerant reactor
Design variables Novel reactor 2 
with lowest CCUP
Rotor-Stator 
with lowest Uncertainty
Energy dissipation rate - e (m2 /s 3) 3029 4884
Average speed 
within the reactor - u {m/s) 0.14 2 . 8
Loss(£/yr) -1.4E6 1E6
Uncertainty (£/yr) 7.9E4 5.4E4
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by varying the Henry’s constant, determined graphically as 4.210-2 , 
from this original value. The propagation of the uncertainty contained 
by Henry’s constant in the mass transfer model is done by giving four 
different values to  the K h parameter i.e. 10~4,10-3 ,10-2 ,10-1 (dimensionlessKn)-
G raph 5.10 shows the evolution of the MOSA search method.
Contarget Vlinitial Volume of Gas Gas Hold-up
500 1000 500 1000 0 500 1000500 1000 0 500 1000
Objective function SA  
10
0 500 1000
MultiObjective fct 
10
0 20 40
Relative Uncertainty
Objective function SA  
50
0 500 1000
MultiObjective fct -  Minimum lower bound -  Pareto curve 
10
0 20 40
Relative Uncertainty
500 1000
Fig. 5.10: Evolution of the multiobjective search method - MOSA - for the mass 
transfer model
In this graph the bottom left hand corner graph represents all the 
solution accepted by MOSA while the bottom  left hand corner repre-
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sents only the paxeto solutions also called non-dominated solutions (see 
4.2.3) as it can be see in the bottom left hand corner graph of figure 
5.10. The pareto solutions are then all selected and each solution is 
then ’classified’ with regards to the design variables which defined each 
solution.
The reactor design variables defining the type of reactor i.e. Overall 
mass transfer coefficient (kla), Gas hold-up ( e q )  are expressed in table
4.3 see[112].
Tab. 5.11: Mass transfer kia and Gas hold-up characteristics of common contactors
(see table 4.3)
Reactor type kla Gas Hold-up eq
(1 /s) ( - )
Bubble column excluding jet (loop) 0.005 - 0.01 < 0 . 2
Spray Column 0.00007 - 0.015 > 0 . 8
Packed column counter current 0.005 - 0.02 > 0.95
Plate column 0.01 - 0.05 > 0 . 8
Mechanically agitated 0 . 0 2  - 0 . 2 < 0 . 1
Jet (loop) 0 . 0 1  - 2 . 2 < 0.5
The reactors are modeled via the same mathematical model - the mass 
transfer model that has been developed (see 2.1.9). The change of 
variables is a representation of a change of reactor e.g. if 0 . 0 1  < fya < 
2.2&0.55 > Gashold — up > 0.45 (see table 4.3) then the reactor is a 
jet-loop reactor.
In graph 5.11, 5.12 and 5.13, the following abbreviations have been 
used :
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STR  : Stirred Tank Reactor 
Jet : Jet-loop reactor 
B-Col : Bubble Column
P-Colcc : Packed Column reactor counter-current 
S-Col : Spray Column 
Pl-Col : Plate Column
Novel : Novel type of reactor - incorporates all the reactors found by 
MOSA but that do not fall in the categories listed in table 4.3
Graphs have been used to express the comparison between the different 
reactors. The type of graphs used is described in figure 5.11 and 5.11. 
In these graphs it can be seen how the results obtained for the pareto 
curve are put into the form of bar graph which permits us to compare 
the different reactors considered one against the other. The pareto 
curve obtained at the end of the multi-objective optimisation represents 
all the reactors and all the specific designs attached to each types of 
reactor. In order to compare the different type of reactor and there 
specific designs, a clustering is done to regroup the reactor by type 
according to table 4.3. Once this is done the best reactor of its category 
is selected regarding the two criteria selected i.e. minimum uncertainty 
- minimum CCUP.
The maximum uncertainty value shown on the graphs represents the 
results achieved for the reactor and design identified by MOSA calcu­
lated through the formula definition of uncertainty i.e.
TT , ■ , CCUPmaximum Uncertainty =  ----- ----------
L / U U  i  m inimum
(5.6)
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The multi-objective optimisation presents results for Uncertainty and 
CCUPminimum j therefore.
CCU P m axim um  = UTlCevtdifltyxCCUPm inimum  (5*7)
The maximum CCUP value shown on the graphs represents the re­
sults achieved for the reactor and design identified by MOSA and is 
calculated in the same way.
The graph 5.13 represents the results obtained through the MOSA 
method which was described in section 4.2.4, and for which detailed 
explanation can be found in the following references [187] and [198].
Graph 5.13 presents the results obtained for the different types of re­
actor (see X-axis). In this graph, the Y-axis represents the Capital 
Cost per Unit of Production achieved for each type of reactor - as ex­
plained above the non-dominated solutions or pareto front represents 
the ’BEST’ solutions fulfilling both objectives. If within all the solu­
tions constituent of the pareto front, none with the characteristics of 
variables values for example 0 . 0 1  < kia < 2.2&0.55 > Gashold — up>  
0.45 then there is no Jet-loop reactors as solutions of the multiobjective 
optimisation. Also, if there is no symbol for certain types of reactor 
this means that no solution has been retained for that type of reactor 
within the non-dominated solution. This means this type of reactor 
is not part of the curve that represents the trade-off (pareto front) 
between the two objectives. The length of the error bar indicates the 
uncertainty linked to the reactor type. The uncertainty shows how sen­
sitive to the change of parameter (Kh - Henry’s constant value)values 
the design of the reactor is.
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Fig. 5.13: Reactor Selection for Mass Transfer Model
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These results show that the best Capital Cost per Unit of Production 
(£/kg) is achieved for reactor like the jet loop reactor and the novel 
reactor with CCUP(Jet) = 0.1£/kgSzCCUP(novel) =  0.09£ /kg . 
Also reactors presenting the most profitable robust design with re­
gards to their parameter tolerance are the stirred tank reactors (STR) 
CC U P(STR) =  2.3£/kg, the packed column counter current reactor 
CCUP(Pc olcc) =  3.3£ / kg and the plate column reactor CCUP(STR) =  
4 .7 £ /kg. Nevertheless from the definition of the uncertainty given (see 
above 4.27) the loss associated with these designs is not the most prof­
itable. As it can also be seen in graph 5.20, the minimum uncertainty 
trades against the minimum Capital Cost per Unit Operation. When 
only considering the minimum uncertainty, this is represented by the 
length of the uncertainty bar (full line), the Jet-loop is the reactor 
which presents the minimum uncertainty i.e. that particular design of 
jet-loop reactor is the one for which the value of the CCUP varies the 
less with regards to variation or rather uncertainty in the determina­
tion of the K h . Nevertheless this particular design of jet loop reactor 
does not appear to be very profitable see graph 5.13, this is consistent 
with the trade-off uncertainty versus loss i.e. as one can see in graph 
5.20, if a particular reactor design is profitable then it inclines to carry 
a high(er) level of uncertainty.
Table 5.12 summarises the difference of design between the 2 jet-loop 
reactor design. One can see that the main difference between the two 
designs lies in the flowrate of nitrogen stripping. While the nitrogen 
stripping is important and influence the conversion achieved, it has 
also an influence on the parameter variation tolerance achievable by 
the reactor.
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This information is useful for the scale-up of the reaction, where the ni­
trogen flow has to be monitored carefully e.g. accurate process control, 
and is part of the learning-before doing methodology [146].
Tab. 5.12: Comparison between the design of the most profitable reactor and the
design of the most parameter variation tolerant reactor
Design variables Jet-Loop reactor 
with lowest CCUP
Jet-loop reactor 
with lowest Uncertainty
Conversion - (X) 0.98 0.995
Mass transfer coefficient 
kid (1 /s) 1.9 0.74
flowrate of nitrogen stripping 
QgN2 (m z/h ) 0.09 0 . 0 0 1 1
Initial volume of the reaction 
Vlinitial (m3) 1.75 3
Gas Hold-up - ec (-) 0.42 0 . 1 2
CCUP (£/kg) 0.09 8.09
Uncertainty (-) 29.04 1 . 2
It can also be noticed that for some of the reactors i.e. the bubble 
column reactor, the loss and the uncertainty is present, this indicates 
that this type of reactor is not part of the pareto curve of the trade­
off curve between uncertainty and minimum cost, and therefore does 
not represents an optimum design for the scale-up of the mass transfer 
sensitive reaction.
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Mass transfer model : Lowerbound-Upperbound of Uncertainty
measure
The sensitivity analysis carried on the mass transfer model has been 
tackled as a ’propagation’ of the uncertainty contained in Henry’s con­
stant through the model and estimate the uncertainty in the model 
output. The propagation of the uncertainty contained by Henry’s con­
stant in the mass transfer model is done by giving four different values 
to the K h parameter i.e. 1 0 - 4 , 1 0 - 3 , 1 0 - 2 , 10~l (dimensionlessKn)- 
Each of these four values is evaluated for the same set of design vari­
ables selected at the time by the optimisation algorithm i.e. only the 
K ff value is changed four times with all the other parameter and vari­
ables remaining the same. The model output will be a vector of four 
values reflecting the changes made in the control parameter i.e. K h as 
shown in figure 5.14.
The Upper bound of the model output represents the maximum value 
achieved by the model output for a defined set of design variable values. 
Also the lower bound of the model output represents the minimum 
value achieved by the model output for a defined set of design variable 
values. It has to be noticed that as the set of design variable values are 
changed through the optimisation the lower-bound and Upperbound of 
the model out will change, as shown in figure 5.15
When comparing these two sets of Lowerbound and Upperbound (Up­
per bound 1 & Upper bound 2 - Lower bound 1  & Lower Bound 2) will 
present different values for the minimum Upperbound and its counter­
part i.e. the minimum lower bound, see figure 5.16. Upper bound 1 
represents the minimum Upperbound between Upper bound 1 and Up-
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Upper Bound 1
Lower Bound 1
—i---------------------------1---------------------------------------------- 1----------------------------------------------------------------------- 1—
io -4 io"3 icT2 io_1
Input value for control parameter K
Fig. 5.14: Lowerbound - Upperbound of the model output for a defined set of 
design variable values
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Fig. 5.15: Lowerbound - Upperbound of the model output for a different set of 
design variable values
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per bound 2 while Lower bound 2 represents the minimum lower bound 
between Lower bound 1 and Lower bound 2.
Upper Bound 2
Upper Bound 1
3Q.
3
Lower Bound 1
Lower Bound 2
-210 10
Input value for control parameter K H
Fig. 5.16: Lowerbound - Upperbound of the model output for a different set of 
design variable values
The aim of the project is to identify the reactor that presents the min­
imum uncertainty, also we will have to consider both the minimum 
lower bound and the minimum upper bound and the aim will be to 
identify both the minimum lower bound uncertainty and the minimum 
Upperbound uncertainty.
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M ass transfer m odel : Results for Upperbound
G raph 5.17 shows the evolution of the MOSA search method in the 
case of the minimisation of the upper bound of the objective function.
QgN2 Vlinitial
10
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Fig. 5.17: Evolution of the multiobjective search method - MOSA - for the mass 
transfer model - minimisation of the upper bound of the objective func­
tion
In this graph the bottom left hand corner graph represents all the solu­
tions accepted by MOSA while the bottom  left hand corner represents 
only the pareto solutions also called non-dominated solutions (see 4.2.3)
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as it can be see in the bottom left hand corner graph of figure 5.10.
The graph 5.18 represents the results obtained through the MOSA 
method.
In graph 5.18 the following abbreviations have been used :
STR  : Stirred Tank Reactor 
Jet : Jet-loop reactor 
B-Col : Bubble Column
P-Colcc : Packed Column reactor counter-current 
S-Col : Spray Column 
Pl-Col : Plate Column
Novel : Novel type of reactor - incorporates all the reactors found by 
MOSA but that do not fall in the categories listed in table 4.3
Graph 5.18 presents the results obtained for the different types of re­
actors (see X-axis)for the Upperbound.
Table 5.13 summarises the difference of design between the jet-loop 
reactor design and the novel reactor design. One can see that the 
main difference between the two designs lies again, as for the previous 
discussion in the flowrate of nitrogen stripping. While the nitrogen 
stripping is important and influence the conversion achieved, it has 
also an influence on the parameter variation tolerance achievable by 
the reactor.
This information is useful for the scale-up of the reaction, where the 
nitrogen flow will have to be monitored careful e.g. accurate process 
control, and is part of the learning-before-doing methodology [146].
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Fig. 5.18: Reactor Selection for Mass Transfer Model - Results for Upperbound
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Thb. 5.13: Comparison between the design of the most profitable reactor and the
design of the most parameter variation tolerant reactor
Design variables Novel Reactor 
with lowest CCUP
Jet-loop reactor 
with lowest Uncertainty
Conversion - (X) 0.96 0.999
Mass transfer coefficient 
fc/a ( l/s ) 2 0 . 0 0 2
flowrate of nitrogen stripping 
QgN2 (m 3/h ) 0.098 0 . 0 0 1 1
Initial volume of the reaction 
Vlinitial (m3) 3.25 3
Gas Hold-up - eq (-) 0.71 0.84
CCUP (£/kg) 2 9.7
Uncertainty (-) 34.6 1 . 2
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Finally Graph 5.19 presents a comparison of the Lowerbound and Up­
perbound pareto fronts.
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Fig. 5.19: Lowerbound and Upperbound pareto front - Mass transfer model
5.2.4 Exhaustive Search (ES) versus Multiobjective Simulated
Annealing (MOSA)
The graph 5.20 represents a comparison between an exhaustive search 
or totally random search of 10,000 iterations with a MOSA of 2500
CC
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Fig. 5.20: Exhaustive search space Versus MOSA search space
It can be seen th a t the number of points minimising both the uncer­
ta in ty  and the Capital Cost per Unit of Production (CCUP) achieved 
w ith MOSA is equivalent to the number of points achieved with the 
exhaustive search though the number of iterations necessary to achieve 
this result was almost 4 times less than  for the exhaustive search. 
MOSA is faster and less ’greedy’ with regards to  the number of function 
evaluations (iterations) necessary.
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5.2.5 Conclusion
The results presented in this section show the functionality of the reac­
tor selection procedure. The procedure permits us to identify the best 
design for each type of reactor for both minimising loss and minimising 
uncertainty.
In both cases of a mixing sensitive reaction and of mass transfer sen­
sitive reaction, it is shown that the uncertainty that parameters carry 
in their determination can impact the selection of reactors for the scale 
up of a reaction system. While some reactors present clear financial ad­
vantages other reactors , as shown in this part of the work, can present 
the advantage of a more robust behaviour to parameter uncertainty. 
Also this reduces the risk linked to uncertainty attached to the scale- 
up of a reaction system. By reducing the risk, the cost of development 
can also be reduced. This can at times counterbalance the financial 
different between the most profitable reactors and the most robust (to 
uncertainty) reactors. The reactor selection presents the advantage to 
identify all the different possibilities at once. It gives choices to the en­
gineers with regards to the project and the various and numerous other 
factors impacting the project, for example the life time of a project. 
If a project has a short fife time but presents a profit advantages in 
its immediate implementation, then the engineer might favour reactors 
robust to uncertainty to maximise time to market and profit and vice 
versa.
Also from the features that they provide they contribute a great deal 
to learning-before-doing and present the engineer with fundamental 
thoughts regarding the influencing factor in the scale-up. For exam-
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pie with regards to the influence that some parameters have on the 
reaction system the engineer can decide that these parameters have 
to be determined with extreme accuracy or that a few experimental 
data would be sufficient. This allows the engineer to organise and pri­
oritise scale-up tasks e.g. gathering of data for a kinetic parameters. 
It also provides a better understanding of the reactor/reaction system 
and permits us to forecast the difficulties encountered during scale-up. 
Also by fully participating in learning before doing this novel reactor 
selection procedure reduces the amount of necessary work shortening 
scaling-up time and therefore time to market.
6. ADVANTAGES AND IMPROVEMENTS
Throughout the development of this reactor selection procedure special 
attention has been given to the adaptability of the procedure. The 
genericity of the procedure is articulated around the three constituent 
parts of the procedure i.e. Mathematical model - FAST : Sensitivity 
analysis - MOSA - Optimisation. Each of this three elements can be 
adapted to select different types of processes.
6.1 Mathematical Models
As shown in 1.9, the mathematical model represents the core element of 
the selection procedure. The model is used to evaluate the characteris­
tics of all the possible types of process equipment in our case, the vari­
ous types of reactor. Also, the model has to include within its definition 
variables which will permit us to identify different types of equipment, 
e or Energy dissipation rate for the micromixing model and kla for the 
case of the mass transfer model. Other variables, identified through the 
degree of freedom (see A.4C.4) will have to be selected, when possible, 
to help to further refine the selection of reactors/processes through 
the identification of the design within the type of reactors/processes 
selected.
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6.2 Optimiser and Sensitivity Analysis
An adaptable procedure can be seen as a type of generic procedure 
whose methods self-adjust based upon the state of its runtime environ­
ment. Also, the control mechanisms of this adaptable reactor selection 
procedure is realised using generic procedures. This sort of reflective 
architecture would enables us to write a dynamically adaptable soft­
ware system in highly flexible, extensive, readable and maintainable 
way.
6.2.1 Genericity
In this work the reactor procedure has been applied to two different type 
of reaction system i.e. mass transfer sensitive reaction (semi-batch and 
continuous). The two generic elements - sensitivity analysis (FAST) 
and optimisation (SA and MOSA) - of the automated reactor selec­
tion framework have been developed such as to permit the handling 
of simple and complex mathematical models regarding the number of 
variables treated. The FAST sensitivity analysis was purposely chosen 
to permit the treatment of a large number of variables while carrying 
a global sensitivity analysis (see 3.2). Also, when considering the very 
many and various types of optimisation carried out with simulated an­
nealing, it can be considered as a generic combinatorial approximation 
algorithm.
The selection criteria on which the automated reactor selection lie are 
also generic as the impact of uncertainty is fundamental to the im­
plementation of new processes in any industry [45] and probably even 
more in the pharmaceutical industry [172].
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6.2.2 Adaptability
As explained in 4.2.4 the optimiser - simulated annealing and multiob­
jective simulated annealing - use a general automated cooling schedule 
[187, 90]. This feature allows the tuning of the different parameter to 
be self-adaptive to the optimisation problem treated. It is nevertheless 
to be understood that the speed of the SA/MOSA in achieving solu­
tions still relies on the following parameters which might require some 
adjustment with regards to the type of cases considered [187, 90]:
Nstaruiardeviotion • Number of iterations or function evaluations used to 
determine the standard deviation of the cost distribution
Aiteration : Maximal number of iterations or function evaluations per 
temperature reduction
Nacceptance '■ Specified number of acceptances Nacceptance =  0ANiteration 
as recommended by van Laarhoven and A arts [106, 187]
A : A typical value for A is 0.7 [90], it represents the fraction value 
taken of the standard deviation a see 4.2.4.
: Fraction of the total number of solutions in constituting the pareto 
front see 4.2.4
k : k = k is computed assuming a normal cost distribution and 
selecting a temperature high enough to accept with probability P  
a configuration whose cost is three times the standard deviation 
a 1  of the cost distribution and the standard deviation sigma2 of 
the uncertainty distribution.
The fact that the cooling schedule adjusts itself over the cost distri­
bution and the uncertainty distribution makes the algorithm straight *
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forward to implement, easy to use and therefore to maintain.
6.3 Farther improvement
6.3.1 Heat transfer and Multiphase phase modeling
The procedure could be extended to include heat transfer by either 
using the pathway used by Baldyga et al. [24] and then modeling the 
mathematical model implemented in this work or by using the model 
developed by Lai et al. which uses energy dissipation rate in the model­
ing of near-wall turbulent heat fluxes [108, 107]. Another development 
would be to include a selection for mixing sensitive reaction for lami­
nar flow through the model developed by Baldyga et al. [26] For the 
case of multiphase mixing sensitive reaction Brilman et al. propose an 
adjustment to the micromixing model developed by Baldyga et al. [42].
6.3.2 The use of Computational Fluid Dynamics (CFD) within the
reactor selection
Reactor engineering demands expertise in various fields ranging from 
chemistry, kinetics, catalysis to reaction engineering, fluid dynamic, 
mixing, heat and mass transfer. Various tools for modeling of chemi­
cal kinetics have been developed and are used in practice [34]. Quite 
sophisticated models and theories are available, e.g. see chapter 2 , to 
predict the heat and mass transfer.
CFD deals with the solution of fluid dynamic equations on digital com­
puters. CFD requires relatively few restrictive assumptions and gives 
a complete description of flow field for all variables. Though CFD
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does not replace experimental testing, such a technique can be used 
to reduce the necessary experiments and to interpret the experimental 
results with more confidence [156].
Design engineers use CFD models for two purposes : ’design’ models, 
which attempt to provide a quantitative relationship between the hard­
ware and performance, and ’learning’ models, which provide a basic 
understanding of different underlying processes. Equipment designers 
would like to have computational flow models, which could predict what 
could or would happen as a result of a specific design, thereby steering 
the design in promising directions. This would allow the evaluation 
of new design concepts, which often get sidelined because of the lack 
of resources (experimental facilities, time, funding, etc.) to test them 
[157]. Having the capability to make a priori predictions of the pro­
cess performance, with just the knowledge of geometry and operating 
parameter, would be on the ’wish list’ of any designer [157].
Following this thought, it is easy to see how beneficial it would be to 
couple a CFD tool to the procedure that has been developed in this 
project. The procedure developed in this project aimed at narrowing 
the choice of reactor available to carry out reaction scale-up and defined 
what the ’best’ reactor for the scale-up of a reaction. CFD would not 
provide an efficient tool for this as the time required for the development 
of a CFD model can be extensive [84] or difficult to develop e.g. Jet- 
loop reactor [13]. Also while CFD packages for single-phase system have 
been used for optimising the operation and control of existing processes 
in the chemical industry, their use is limited for systems containing 
reactive and/or multiphase flows. Without the use of simulation tools, 
the plant’s engineer’s ability to visualise process phenomena is limited
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and optimising operation is made more difficult and time-consuming 
[47].
On the other hand CFD, if linked to the selection procedure developed 
in this project, could provide useful information in the more detail de­
sign of the reactor and potentially in the selection when the selection 
comes down to selecting a type of reactor from only one other possi­
bility, particularly if the choice given by the selection procedure shows 
little differences in the performance of the two reactors, CFD could 
then be used to further the selection and distinguished which reactor 
will present the best properties for the reaction system considered.
Flowsheet modeling software can analyse the operation of complete 
plants. To make the models tractable, simplified hydrodynamic mod­
els with reduced reaction sets can be used for the individual chemical 
reactors [178, 85, 48]. On the other end of the spectrum, specialised 
software exists to model complex chemistry. Such software can han­
dle stiff (i.e. those with a large difference in time-scales) reaction sets 
with hundreds of surface and volumetric reactions, but the software 
is neither suitable to model complete processes nor able to take into 
account the hydrodynamics of the reactor [13]. In between these two 
extremes falls CFD software, which can model both chemical reactions 
and the link with reactor hydrodynamics dynamics. CFD software is 
nevertheless generally used to model individual plant components, and 
not the whole process at once. When tied to flow-sheet-modeling soft­
ware, however, it can provide more accurate flow-field data (averaged 
velocities or temperatures) about unit operations than the simplified 
assumptions normally used for input [13, 14]. The current limitations 
of CFD packages are as follow ;
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Commercially available CFD tools cannot or do not [47]:
1 . use available computational horsepower (e.g., parallel computing), 
as well as they should
2 . use leading edge numerical methods (e.g. adaptive gridding, solution- 
driven grid refinement) or theoretical methods
3. include available submodels of key subprocesses (e.g., crystal nu- 
cleation and growth), or submodels are not coupled properly (i.e., 
turbulence and chemistry)
4. have a common chemical engineering infrastructure to allow link­
ing to programs common in the chemical processing industries 
(e.g., physical and chemical properties data base)
By linking the procedure hereby develop to a CFD software to further 
refine the design of reactors selected by the reactor selection, the third 
argument of the above fist will be supplied and this improved reactor 
selection procedure will permit us to further narrow the uncertainty in 
the reactor final design.
6.4 Conclusion
In this part of the thesis report we have looked at the advantage brought 
by the reactor selection procedure. The major advantages of the pro­
cedure is that it is a generic and a self-adaptive procedure, bringing 
therefore ease of use. Potential improvement which could be brought 
have also been looked at under the form of widening the scope of the 
reactor selection from mass transfer and mixing to heat transfer and 
looking at tackling multiphase reaction systems. It was shown that the
6. Advantages and improvements 220
foundation of the work done has been laid for upgrade e.g. micromix­
ing models have been developed for multiphase system. Therefore only 
new models would have to be implemented, the rest of the reactor se­
lection procedure remaining the same. Finally the use of CFD in the 
pharmaceutical industry was discussed and the advantage of coupling 
it with this reactor selection discussed. Given that CFD can be a time 
and labour intensive tool it was recommended that the use of CFD was 
kept to final stages of the reactor selection.
7. CONCLUSION
During the Research and Development stage of a chemical process, 
plant design requires special attention. Scale-up procedures are part 
of the integrated process development. The challenge is to find the 
optimum between the chemistry, engineering design, the EHS (Envi­
ronment, Hygiene and Safety) compliance and economic factors. The 
iterative process requires concept discrimination at the early stage of 
the process development. A direct transfer from laboratory scale to the 
industrial scale is rarely feasible.
Generally, one or several scales between the laboratory and the indus­
trial process may be used. Thus, various intermediate expressions to 
the full scale are used, bench scale, mini-pilot plant, pilot plant, quarter 
scale, demonstration unit, and these often vary from one company to 
another [67].
Process development requires a good understanding of the chemical sys­
tem in terms of kinetics, thermodynamics, hydrodynamics and product 
properties. As economic factors become more and more important, the 
priority rises for other aspects such as product quality, EHS compliance.
Along side new priorities, the margin for errors and uncertainty gets 
restricted by the nature of the industry itself. The pharmaceutical 
industry is held to very strict guidelines and rules. The making of a .
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drugs brings with its process and necessity of elimination of uncertainty 
and the unknown.
Therefore, the aim of the procedure developed here is to address these 
issues. First by studying scale-up through mathematical models the en­
gineer gives a new dimension to the scale-up study. Many different op­
tions and conditions can be evaluated. The pace of a computer presents 
undeniable advantages alongside pilot plant trials. Also, ’What if...’ 
cases can be studied without, for example, the safety and planning 
necessary for the realisation of a plant trial.
The procedure is also developed to tackle issues that are generally 
treated in order but never simultaneously. With the reactor selection 
procedure, an opportunity is given for the engineer to look at the prob­
lem with different angles of approach as the reactor procedure searches 
for solutions to reduce the level of uncertainty and maximise profits 
simultaneously.
Another interesting aspect of the reactor selection is its genericity, 
adaptability and automaticity. It is self-tuned and therefore brings 
the possibility to be applicable to numerous cases. The procedure also 
responds to the regulators guidelines which specifies that in assessing 
the suitability of a given piece of equipment, it is usually insufficient 
to rely solely upon the representations of the equipment supplier, or 
upon experience in producing some other product. Sound theoretical 
and practical engineering principles and considerations are a first step 
in the assessment. This process provides engineers with a new method 
of developing products and processes taking all variables into account.
In this work a computerised procedure that uses evolutionary algo-,
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rithms for solving multi-objective problems was developed to facilitate 
scale-up of drugs. The novelty of the procedure is its ability to tackle 
difficulties simultaneously, offering the advantage of parallel evaluation 
of the impact that various problems can have on a reaction system 
scale-up. Also uncertainty within the system is considered along finan­
cial aspects of the scale-up process. The engineer uses the procedure 
to address issues simultaneously such as reducing uncertainty and in­
creasing profit and is given a range of options for solution. The decision 
remains in the hand of the engineer who then disposes of a quantita­
tive evaluation of the qualitative aspect of scale-up that uncertainty 
can represent.
L’imaginaire est ce qui tend a devenir reel. 
Andre Breton
L’avenir c’est ce qui depasse la main tendue. 
Louis Aragon
APPENDIX
A. MICROMIXING MODEL - SEMI-BATCH 
OPERATION : OBJECTIVE FUNCTION 
DESCRIPTION
This micromixing model is presented by Baldyga et al. [23]. It also 
include aspects presented by Samant et al. [171].
A .l List of parameters involved
a Ratio of feed volume to reactor volume (-)
A : Life of the plant (Years)
B : Number of batches achieved per day (Batch/day)
C Capital Cost of the reactor per Year (£/year)
d : Diameter of the agitator (m)
D Diameter of the reactor Vessel (m)
Dam : Micromixing time (-)
e : Price of 1 kWatt (/Watt.h)
£ : Ratio between the diameter of the agitator and the diameter of the
reactor vessel (-)
E : Engulfment rate (sT)
e Energy dissipation rate (m2 /s 3
f : Self-engulfment factor - this factor is used to model the engulfment
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within the fluid elements (self-engulfment) which does not contribute 
to the growth of the micromixed region (-) 
fat : Feed addition time (s) ; Represents the time the feed is added to the reactor
F : Feed rate (m3 /s)
kj  : Reaction constant (s-1)
kmox • Maximum Reaction constant (s-1)
L Level of filling of reactant A in the reactor (%)
Mi : Molecular weight of the fluid element (g/mol)
Mx : Average Molecular weight of the fluid element (g/mol)
My : Average molecular weight of the fluid element environment (g/mol)
N : Agitator speed (rps : rotation per second)
N/  : Number of feed ports (-)
Np : Agitator power number (-)
Ng Agitator pumping number (-)
N/fe : Impeller Reynolds number (-)
p : Number of production days per year (Days per year)
P Product sales price (£/m 3)
Pjc : Product distribution of targeted product C relative to B consumed (-)
<p — V/Vo with V : Volume of the micromixed region
and VO : volume of the micromixed region at t=0  
Pu Power delivered by the motor (Watt)
Q : Mixing index
R# : Reactant B purchase price (£ /m 3)
R a : Reactant A purchase price (£ /m 3)
Rj Reaction rate (s-1)
td : Reaction time of a drop of reactant B (s)
tm : Micromixing time (s)
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Torque Torque given by the motor (N.m)
t r Reaction time (s)
t. Mesomixing time (s)
u Velocity of the fluid within the reactor (m/s)
V Volume of the reactor content (m3)
v a Volume of reactant A (m3)
w Working hours per day (h/day)
X Composition of the fluid element as mole fraction (-)
y Composition of the fluid element environment as mole fraction (-)
i/ Kinematic viscosity (m2 /s)
Vi Stoichiometric coefficient of constituent i  (-)
Sum of the different stoichiometric coefficient for reaction j (-)
UJ Speed of the motor (rad/s)
A .2 Micromixing model - semi-batch operation : 
Equations
Rate of change of composition of component i  in the growing fluid 
elements 
d x i  1 M x
d t  t m M y
{Vi ~  Xi) i =**1 — (pe *• +  ( ^ j  “  XiVTotj) Rj  (s
j = i
(A.l)
td is being reinitialised after each addition of constituent B 
^  =  1  and (0 ) =  0  ( - ) (A.2)
Engulfment rate
1
A. Micromixing model - semi-batch operation : Objective function description 228
Self-engulfment factor
tn —  O t j  '
( - )  (A.4)
dp
dt
1 — ipeDamtr
Volumetric expansion of micromixed fluid elements - Dimensionless
v  
vo
^  =  E(pf ( - )  and ip(0) = 1  (A.5)
Charateristic mesomixing time
‘• - 2 ( ^ )  (,) ( a - ')
Damkoler number for micromixing
t
~ tr
Dam — — (—) (A.7)
Mixing index
Q = r  (-) (a-8)
Characteristic micromixing time
<■> ( A -» >
Reaction time
U = T“  (S) (A.1 0 )
K m ax
Algebraic sum of the stochiometric coefficients of the components in 
reaction j
vTot{j) =  Y j VJ ( - )  (A-ll)
Reaction rates =  rate of reaction j per mole of reacting mixture of
composition x
=^«*nO‘rMJ>) (s_1) (a .i 2)
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Average Molecular Weights for fluid element within the reaction zone 
M x =  ^2  (MiXi) (g/mol) (A. 13)
Average Molecular Weights for fluid element in the environment of the 
reaction zone
My = H  (MiVi) (g/mol) (A. 14)
Product distribution
* - 1 ^  <-» <*■“ >
Influence of the feed addition time on the reactor volume
F = £  (m 3/s) (A -16)
Number of batches done per day
B  =  (—) i.e. (number of batches /  number of working hours per day)
(A.17)
Capital cost of the reactor
0.661(V  \- J  (£) (A. 18)
Ratio of the agitator diameter to the reactor vessel
{ = j  (m ) (A-19)
Agitator Reynolds number
Nd2
XRe = - ^ -  (~) (A.20)
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Product distribution of C relative to B consumed
PdP =  /(a,e,t,u,V) ( - )
Power needed by the motor
Pu — Torque uj (Watt)
Rotational speed of the agitator
u  = 2irN (s- l)
Velocity of the liquid within the reactor
u = 21/2N^/2N - 1/2Nd (m /s -1)
Volume of the reactor vessel 
y
— =  — D3 (rri3) (assuming vessel height H =  D)
Volume of the content of the reactor
V  = Va + F t (m3)
A .3 Micromixing model - semibatch operation 
parameters with fixed values
Period of running of the project
A  =  2  (years)
Torque given by the motor
Torque = 3 (N.m)
(A.21)
(A.22)
(A.23)
(A.24)
(A.25)
(A.26) 
List of
(A.27)
(A.28)
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Price of 1 Watt-hours
e =  0.01 (£ /W a tt — hours) (A.29)
Ratio agitator diameter to vessel diameter
f  =  1/3 ( - )  (A.30)
Power number of the agitator
Np = 0.35 ( - )  (A.31)
Pumping number of the agitator
Ng =  2 ( - )  (A.32)
Days of operation per year
p =  350 (days) (A.33)
Sales price of product
P = 5500 (£ /m 3) (A.34)
Purchase price of reactant A
Ra = 300 (£ /m3) (A.35)
Purchase price of reactant B
Rb = 2 0 0  (£ /m3) (A.36)
Working hours per day
W  = 8  (hours/day) (A.37)
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Filling level of the reactor vessel
L = 50 (%)
Kinematic viscosity
v — 2 .1 0 ' 6  {m2/s)
Reaction constant
kj =  [250 250] ( s '1)
Highest reaction constant
kmox =  250 ( s 'l )
Molecular weight of each component i.e. A,B,C,D
M  = [1000 60 1060 1120] {g/mol)
Stochiometric coefficient of the reactions 1  and 2
I/« = [U0][110] (-)
Number of feed ports in the reactor vessel
N , =  1 ( - )
A .4 Micromixing model - semibatch operation
of freedom
Number of variables : 49 
Number of equations : 44
(A.38)
(A.39)
(A.40)
(A-41)
(A.42)
(A.43)
(A.44)
Degree
Degree of freedom : 5
B. MICROMIXING MODEL - CONTINUOUS 
OPERATION : OBJECTIVE FUNCTION 
DESCRIPTION
B .l List of parameters involved
E : Engulfment rate (a-1)
e : Energy dissipation rate (m2/s 3)
F : Feed flowrate (m3/h )
kj Reaction constant (s-1)
kmox : Maximum Reaction constant (s_1)
Ac  : Integrale concentration scale (m)
Mj : Molecular weight of the fluid element (g/mol)
Mx : Average Molecular weight of the fluid element (g/mol)
My : Average molecular weight of the fluid element environment (g/mol)
p : Number of production days per year (Days per year)
P : Product sales price (£/m 3)
Pdc : Product distribution of targeted product C relative to B consumed (-)
Qi : Volume flowrate of i (m3 /s)
Rb : Reactant B purchase price (£ /m 3)
R^4 : Reactant A purchase price (£ /m 3)
Rj : Reaction rate (s-1)
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tm Micromixing time (s)
r s Time scale for dissipation of segregation in inertial-convective sub-range (s)
u Velocity of the fluid within the reactor (m/s)
W Working hours per day (h/day)
X Composition of the fluid element as mole fraction (-)
y Composition of the fluid element environment as mole fraction (-)
Xi Volume fraction of micromixed fluid (-)
X u Volume fraction of large spots of reagent (-)
V Kinematic viscosity (m2 /s)
Vi Stochiometric coefficient of constituent i ( - )
VTotJ Sum of the different stochiometric coefficient for reaction j (-)
B.2 Micromixing model - continuous operation :
Equations
Engulfment rate
t
Characteristic micromixing time
E  =  -L («">) (B.l)
=  ( —  \log(2 ) ) © *«m 7  W (B-2)
Rate of change of composition of component i in the growing fluid 
elements
The fluid containing reagent is not distributed uniformly (because me- 
somixing is not ideal) but rather concentrated in large spots of the
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size within the inertial-convective subrange of turbulence. Denoting by 
X u the local volume fraction of such spots, one gets the micromixing 
equations in the form :
dXi /  Xi
d t
= EXi ( l  -  ( - )  (B.4)
Evolution of the volume fraction X u is described by the mesomixing 
equation:
d X ±  =  X ^ X U(1 - X U) (B 5)
d t  T s
Ts is the time constant for the inertial-convertive mixing. As shown by 
Baldyga et al. [23], the time constant, Ts, can be calculated from :
A 2 /3
ts = A -~-w ith , A  w 1.2[25] (s) (B.6 )
where :
= Ce1/3 Aj/3with initial condition :Ac  (0) =  Aco =  \ —  (m / s)
d t  V
(B.7)
Algebraic sum of the stochiometric coefficients of the components in 
reaction j
" T o H i)  =  Y . UJ  ( - )  (B-8)
Reaction rates =  rate of reaction j per mole of reacting mixture of
composition x
n ( * r MJ>) (s_1) (b .9)
Average Molecular Weights for fluid element within the reaction zone
Mx = J2(M ixi) {91 mol) (B.1 0 )
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Average Molecular Weights for fluid element in the environment of the 
reaction zone
My =  S (M y « ) (B .ll)
Product distribution
<-> (R12)
Feed in m z/h
• F  =  Q f / 3600 (m3/ h) (B.13)
Product distribution of C relative to B consumed
PdP =  /(e,t,u) ( - )  (B.14)
B.3 Micromixing model - continuous operation : List of 
parameters with fixed values
Feed flowrate
F  =  1 (m3/h) (B.15)
Days of operation per year
p =  200 {days) (B.16)
Sales price of product
P = 45000 {£ /m z) (B.17)
Purchase price of reactant A
Ra = 1000 (.£ / m 3) (B.18)
B. Micromixing model - continuous operation : Objective function description 237
Purchase price of reactant B
Rb = 1000 (£ /m 3)
Working hours per day
W  = 24 (hours/day)
Reaction constant
kj = [250 250] (s_1)
Highest reaction constant
kmax =  250 (s_1)
Molecular weight of each component i.e. A,B>C,D
M  =  [1000 60 1060 1120] (g/mol)
Stochiometric coefficient of the reactions 1 and 2
"ij =  [1 1 0][1 1 0] ( - )
Kinematic viscosity
i/ =  2.106 (7n2/s)
B.4 Micromixing model - continuous operation
of freedom
Number of variables : 27 
Number of equations : 25
Degree of freedom : 2
(B.19)
(B.20)
(B.21)
(B.22)
(B.23)
(B.24)
(B.25)
Degree
C. OBJECTIVE FUNCTION DESCRIPTION
In this section we present the mass transfer model that we developed 
to simulate a mass transfer sensitive reaction [135, 185].
C.l List of parameters involved
ab
C i(R hL *)
C l(IP A )
C l(R hL *H )
f-'l(Acetone)
C l(Sub)
C l(S IM )
Cl(RlM)
Ci^R-SvbH'j
C i(S -S u b H }
C g(RhL*)
C g {IP A )
C g(RhL*H )
L'g(Acetone) 
C g(Sub) 
C g (S IM )
G/L interfacial area per unit volume of mixture (m2 /m 3)) 
Liquid concentration of RhL* (m ol/m 3)
Liquid concentration of IPA as Isopropanone (m ol/m 3) 
Liquid concentration of RhL*H (m ol/m 3)
Liquid concentration of Acetone (mol/m3)
Liquid concentration of Sub as Substrate {mol/m3)
Liquid concentration of SIM as S-Intermediate (m ol/m 3) 
Liquid concentration of RIM as R-Intermediate {mol/m3) 
Liquid concentration of R-SubH {mol/m3)
Liquid concentration of S-SubH {mol/m3) 
concentration of RhL* {mol/m3)
Gas concentration of IPA as Isopropanone {mol/m3)
Gas concentration of RhL*H {mol/m3)
Gas concentration of Acetone {mol/m3)
Gas concentration of Sub as Substrate {mol/m3)
Gas concentration of SIM as S-Intermediate (mol/m3)
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Cq(rim ) • Gas concentration of RIM as R-Intermediate (mol/m3)
Cg(R-sirf>H) Gas concentration of R-SubH {mol/m3)
Cg(s-SvbH) Gas concentration of S-SubH {mol/m3)
db : mean diameter of bubble (m)
D  : Diffusivity of gas in liquid of fluid within the reactor (cm2 / s)
e : Energy dissipation rate (cm2 /s 3)
GHup : Gas hold-up (—)
ki : reaction constant for reaction 1  (—)
& 2  reaction constant for reaction 2  (—)
A* : reaction constant for reaction 3 (—)
k4 : reaction constant for reaction 4 (—)
ks : reaction constant for reaction 5 (—)
fcg : reaction constant for reaction 6  (—)
k7 reaction constant for reaction 7 (—)
k& : reaction constant for reaction 8  (—)
kg : reaction constant for reaction 9 (—)
kio reaction constant for reaction 1 0  (—)
K r  : Henry’s constant - dimensionless ( - )
ki : Overall Mass transfer coefficient based on liquid-side
concentration differential (m /s-1) 
ki a : Overall Mass transfer coefficient per unit volume of the G/L mixture (s
/x : liquid kinematic viscosity (cm2 /s)
M W ipa • Molecular weight of IPA (-)
NjpA,i—*g ’■ Molar flow of IPA removed from the liquid mixture (m o l/s '1) 
Pcriticala^etortesed to calculate PvapiPA value found in [148] (bar)
Pvapocetone vapour pressure of acetone in the reaction system (bar)
PvapiPA : vapour pressure of IPA as Isopropanol in the reaction system (bar)
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P total Total pressure inside the reactor (bar)
n reaction rate for reaction 1 (—)
T2 reaction rate for reaction 2  (—)
7*3 reaction rate for reaction 3 (—)
r4 reaction rate for reaction 4 (—)
r 5 reaction rate for reaction 5 (—)
re reaction rate for reaction 6 (—)
r7 reaction rate for reaction 7 (—)
r& reaction rate for reaction 8  (—)
rg reaction rate for reaction 9 (—)
no reaction rate for reaction 10 (—)
P lP A Density of IPA (kg/m 3)
R Ideal gas law constant (8.205.10~5m 3.atm/mol.K)
P kelv in Temperature (K )
Vg,acetone Flowrate of gaseous acetone inside the reactor (m3/s)
V g ,IP A Flowrate of gaseous IPA inside the reactor (m3/s)
V g,N 2 Flowrate of nitrogen inside the reactor (m3/s)
Vg,total Flowrate of gas inside the reactor (m3/s)
V volume total (m3)
y 9 Total gas volume (m3)
Vi Total liquid volume (m3)
X coefficient used in formula to calculate Pvapj ( — ) see [148]
C.2 Mass transfer model - batch operation : Equations 
Reaction rate of each reaction of the reaction system:
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n = h  [RhL*] [IPA] (C.l)
T2 =  ki [RhL * H] [Acetone} (C.2)
n =  k3 [RhL * H\ [,Su6 ] (C.3)
U =  kt [SIM]
= h  [RhL * H] [Su6 ] (C.4)
re =  h  [RIM]
r7 = k,[SIM ]
r& = k« [RhL*] [5 -  SubH] (C.5)
n = h[ RI M] (C.6 )
no = k,0 [RhL*] [R -  SubH] (C.7)
Amount of gas leaving the gas phase is constituted of nitrogen, IPA
and acetone and is expressed by :
Vg = Vg,N, A VgtIPA A Vgjacetone (l7l / s]1 (C.8 )
From Raoult’s law
X IP a P v Q-Pi p a  n g ,IP A (C.9)
Ptotal THotal
Tig,total =  +  Qi T ijp A  "I" <7 * a^cetone (C.1 0 )
Number of mole of IPA gas is expressed by :
< ,P A  =  (C 1 1 )
Applying the ideal gas law :
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P V  = nR T  (C.12)
Volume IPA gas is expressed by :
< a i3 1
The amount of IPA present in the gas phase is in equilibrium with the 
liquid phase, if the steady state is considered, and correspond to the 
total flowrate of gas through the reaction system and is expressed by :
NIPA,l—+g =  ^g,totol^g(IPA) [TTWl /  s) (C.14)
The concentration of IPA in the gas phase corresponds to the vapour 
pressure of IPA in the gas phase following the law of ideal gas and 
Raoult’s law :
Cg(jPA) =  XlPA^ ^ IP'p (moZ/m3) (C.15)
List of equation for mass-transfer of each component [131] :
Equations for the liquid phase :
( 1 =  Vi * Y j uj,RhL*rj,RhL* (moZ/m3) (C.16)
a t  n=l
 ^ 1 ri+PA~~ = Vl * £  VjJPArjJPA -  t i IPA^ g (moZ/a^ V)
n=l
( i i(RhL*H)) =  Vi * ^  i/jjRhL*HrjtRhL*H (mol/m3) (C.18)
n=l *
d {v ,c l(„ )  = {kiaV)^ ^ _ c ^ ^  (C19)
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d(v ,C l(Svi))
dt
d ( ViCi(sim )) 
dt
d ( ViC^rim )) 
dt
d (VtCl(s -S u b H ))  
dt
d(V,Cl{R -S u b H ))  
dt
~ t ~ ^ 1 Pj, AcetoneTj, Acetone (molfvCl ^(C.20)
n=l
3
^  *  53 V j,Subrj,sub  (m ol/m 3) (C.21)
n=l
j
v i *  53 Vj,siMrj,siM (m ol/m 3) (C.2 2 )
n=l
j
V i* Y l v3,RhL*rj,RiM (m ol/m 3) (C.23)
n=l
j
*  53 VjiS-SubHrj,ssubH (m ol/m 3) (C.24)
n=l
3
v i * 5 3  v 3,BhL*rj,Rs vbH (m ol/m 3) (C.25)
n=l
Equations for the gas phase :
d {VgC,g{RhL*)
dt
d  (V g C g {IP A )
dt
d (VgCgiRhL+H)
dt
d (VgC'g(Acetone)
dt
d (VaQg(Sub)
dt
d  (V g C g (S IM )
dt
d (VgCg(RIM)
dt
d (V9Cg(s -S u b H )
=  0 (mol/m3) (C.26)
=  N ipa ,i->9 — VgCgypA) (m ol/m 3^  C.27)
=  0 (mol/m3) (C.28)
=  -  ftoK ) _  Cl{Acet<me))  (C.29)
dt
Vg,toted Cg{ Acetone)
=  0  (m ol/m 3)
=  0  (m ol/m 3)
= 0  (m ol/m 3)
=  0  (m ol/m 3)
(m ol/m 3) (C.30) 
(C.31) 
(C.32) 
(C33) 
(C.34)
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d j v ^ - s ^ )  =  Q (m o i/m 3) (C 35)
The volume of liquid IPA removed can be expressed by :
^  _  <t MW ipa____ (_3 /  ^ fr{—— = Njpa,i->9-------------  [m fs )  (C.36)
dt pip a v 7
and the volume flowrate of gas IPA removed is expressed by :
VgjPA^g =  NiPA,i-+gr=—  (m3/ 5 ) (C.37)
r  total v 7
The vapour pressure of IPA is obtained by [148]:
PvapiPA =  (e^  (—8.17) x  +  (—9.43.10-2) x 1 '5  +  (—8.1) x 3  +  (7.85) x6) Pcritical
•  -  ( ‘ - ( r o ) )  <C3!>
The local volumetric mass transfer coefficient on the bubble surface is 
expressed by:
ha  =  hi* ab (5_1) (C.39)
The mass transfer coefficient ha  can be linked to the energy dissipation 
in the system by:
/  \  ( - - )
fc/ =  0 .4 * f-^ J  ( e / . (cm /m in ) (C.40)
The local specific area of bubble is determined by:
ab— ^r GHup (m 2 /m 3) (C.41)ab '  '
The Gas hold-up of the reactor is determined by:
GHup =  ^  ( - )  (C.42)
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The total volume of the reactor is:
V = V„ +  V, (m3) (C.43)
The total volume of the reactor is:
<-> <c -">
Change of volume of gas within the reactor versus time is equal to zero:
^  =  0 (m 3 .s-1) (C.45)
iltlf
C.3 List of parameters with fixed values 
Reaction constant of each reaction constituting the reaction system
ki =  78.2 (S- i ) (C.46)
k2 = 2423.1 ( s 'l ) (C.47)
k3 =  85740.7 ( s - 1 ) (C.48)
fc4  =  7988.0 (•"I) (C.49)
k5 =  23695.4 (* - 1 ) (C.50)
ks =  69.9 (s"l) (C.51)
k7 = 96518.1 (•’ I) (C.52)
k8 =  853061.£1 (» -l) (C.53)
kg =  18.5 (a - 1 ) (C.54)
Jfeio =  67349.2 (•"I) (C.55)
Diffusivity of gas into liquid :
D =  0 (m 2 .s-1) (C.56)
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liquid kinetic viscosity :
(j, = IE  — 3 (cm2 .s_1) (C.57)
Henry’s constant :
K h = 0.0478 ( - )  (C.58)
C.4 Mass transfer model - batch operation : Degree of
freedom
Number of variables : 64
Number of equations : 47 (equations) +  12 (Fixed parameters) 
Degree of freedom : 5
D. FAST: MATHEMATICAL FORMULATION
Let’s consider the general mathematical model (see [55])
Y  = F(X)  (D.l)
where X  =  x i: i = 1 , m is a vector of model input parameters Y  =  
yj , j  = 1 , n is a vector of model outputs and F  is an operator acting 
on X.
The ensemble mean for the model output yj is given by :
< yj >= J ... J  yj (x  p(x  dxi...dxm (D.2 )
Where p is the m-dimensional probability density function for X . The 
central idea of the FAST method is to convert the above integral over 
the m-dimensional space of input parameters into a one-dimensional 
integral over a certain search variable s [55, 120]:
1  rT
< Vi > =  y fri (s) > Zm («)] ds (D.3)T-*oo Zi J - T
It is done by assigning a frequency W{ to each input parameters and 
using the transformation [55, 120]
Xi = Gi [sin {uJis)] (D.4)
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In our case the following transformation is used, as it was shown to 
outperforms the transformation used by McRae et al. and Cukier et 
al. see([170]).
Xi =Xi I 1 +  — arcsin (sin (cjt s +  <#)) j (D.5)
and,
Ui= — ^=2=- (D.6 )
ax “k %imin
with,
Xi : Model input parameter on which the sensitivity analysis is carried 
out on
Xi : Mean value of the model input parameter over the interval con­
sidered
i/i : nominal value of input parameter
under the assumption that the following conditions are satisfied :
1. The input parameters are assumed to be uncorrelated, i.e. their 
probability density functions are independent
m
p(Xi,...,Xm) =  n P i ( X0 (D-7)
i= l
2. The frequency set {a;*} is incommensurate, i.e.,
^ 7 *^ =  0, (D.8 )
t=i
Where the values 7 * are arbitrary integers;
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3. The functions Gi are chosen so that the arc length, ds, is propor­
tional to p (x i,..., xm) dxi for all i
The transformation function (see equation D.5) describes a search curve 
that samples the parameter space in a manner consistent with the 
statistics expressed by p (x i,...,x m). Specifying one value of search 
variable s specifies all values of the parameter xi, X2 , xm. As s varies 
from —oo to + 0 0  all possible Xi values are obtained via equation D.5.
The parametric curve defined by equation D.5 is termed as the search 
curve, and s is varied, the curve from equation D.5 traces out a space 
filling curve in the parameter space. If it were possible to use an incom­
mensurable frequency set, the curve would never close upon itself and 
would pass arbitrarily close to every point in the parameter space. This 
result is a consequence of Weyl’s theorem. When integer frequencies 
are used, it is not possible to obtain a truly incommensurate frequency 
set and the search curves take on the appearance of multi-dimensional 
Lissajous curves. The use of higher frequencies results in successively 
longer search curves. Two examples are shown in fig D .l and D.2. 
The length of the search curve and the identity of sample points is 
considerably greater in the second case i.e. example D.2. Practical 
consideration dictate that an integer rather than an incommensurate 
frequency set must be used. This introduces two types of error :
• The search curve is no longer space-filling, i.e. it does not pass 
arbitrarily close to any point in the x-space, see figure D. 2
• The fundamental harmonics used to described the set {x^} will 
have harmonics that interfere with one or another. However, the
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X
2
1
1 X 10 X
1
Fig. D.l: Search curve with frequencies u\ = 3 ;o>2 = 5
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X2
Fig. D.2: Search curve with frequencies = 11; ^ 2  = 13
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differences between x* and < x > for a well chosen integer fre­
quency set can be made arbitrarily small [174, 56].
These errors resulting in differences between the integrals D.2 and D.3 
can be made arbitrarily small by a proper choice of the integer fre­
quency set [55].
The use of integer frequencies in the transformation D.5 implies that 
the input parameters Xi and in turn the model outputs yi are periodic 
in s on the interval [—7r, +7r], i.e., Xi(s) =  Xi(s-l-27r) and Vi(s) = 
yi (s + 2tt). The model outputs can thus be Fourier analysed to obtain 
their Fourier coefficients as follow [120, 52]:
J  yj [xi (s),..., xm (s)] cos (ks) ds k = 0 , 1 , 2 , ...(Bi9) 
B)p = J  yj [xi (s) ,..., xm (s)] sin (ks) ds k = 0 , 1 , 2 , .(I>fc0 )
The mean value < yj > and the variance <rj of the model output yj 
can be written in terms of Fourier coefficients according to Parseval’s 
theorem [1 2 0 ]:
< % > = v / 2  [4 » ] (D .ll)
^  = <  y] > =  2 E  [K 0)) 2 +  (s “ )1  (D-12)
k = -o o  L -*fc# 0
The total variance does not identify the contributions of the individ­
ual parameters to Oj. Also, the partial variances are introduced by 
selecting from all the Fourier coefficients those corresponding to the
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fundamental frequency and its harmonics pu>i(k =  puJi,p = 1 , 2 ,...).
These coefficients express the contribution of the zth input parameter
variation into the total variance sigma* of the model output :
- 4 ,  =  2 E t o 2  +  ( ^ ) 21 (D.13)
P = 1  L J
The normalised sensitivity measure, the partial variance Sj/i, is then 
defined by the ratio of the above variance due to uncertainty of the zth 
parameter to the total variance :
2
Sjfi =  (D.14)
°3
It is apparent that the sum X)Si *Sj/i or the partial variances will not 
equal unity because in the numerator of equation D.14 involves only 
the sum of the squares of the Fourier coefficients of the fundamental 
and all harmonics of the zth frequency a;*. The total variance cr? can 
be written as the following sum :
m m t—1 m  *—1 l—l
= 2  E  °)n+ E E 4 « E E E  +  • ■•> ( D . i 5 )
t= l  i= 21=1 i = 3 1=2 k= l
where the second and further terms contain increasingly more detailed 
information about the coupling of sensitivity among larger and larger 
groups of parameter uncertainties. For example, a part of total variance 
of the jth  model output related to the couple effect of uncertainties in 
ith and 1th parameters can be expressed as the following coupled partial 
variance [1 2 0 ] :
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O  O O  O O  gy Q -
S j / i l  (^ p w i+ g w j) +  (-^pw i+gw j) j
P= 1 <7=1 L J
(D.17)
2 oo
p lq=
When coupled partial variances are large, it is difficult to separate the 
effect of one input parameter from that of the other.
D. 0.1 Computer implementation
Application of the FAST method requires the numerical evaluation 
of the Fourier coefficients (Equations D.9). This in turn requires the 
model output y, to be evaluated as the search variable s ranges over 
[—7r; 7r]. Restricting the frequency set to odd integers reduces the range 
of s to the interval [ ^ ;  | ]  since it is possible to use the symmetry re­
lations for the output functions. The model is solved for r  sampling 
points uniformly spaced along the search curve throughout the range
[=?; II :
s =  , i =  l ,2 , - , r .  (D.18)
2  r
Each value of the search variable s is related to the input parameters Xi 
by the transformation see equation D.5. The Fourier coefficients may 
be now written in the finite difference form using a numerical quadratic 
technique [1 2 0 ] :
itO _=  0  for k odd,
>C0
2q + l
q irkl
y<j>, o +  X  (y<j>,i +  y<j>,-i) cos— —
i=i Q 1
Bu =  0  for k even,
(D. 19)
for
(0 .21)
2q +  1
nkl
X  (y < i> ,i+ y<3> - i )  s i n 2q  + x for k odd, (D.22)
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where y<j> replace yj for notational purposes and the number of sam­
pling point is presented for convenience as :
The number of sampling points r that must be taken can be related to 
the maximum frequency a)max of the frequency set using the Nyquist 
criterion :
where N is the maximum number of the Fourier coefficients that may 
be retained in calculating the partial variances without interference 
between the assigned frequencies [120]. In general, the interference 
between the higher harmonics will be eliminated when [120]:
Larger values of r are numerically desirable for reasons of accuracy, 
although smaller values are desirable for reasons of computing economy. 
The minimum value N  = 2 is usually sufficient in practice because 
the magnitude of the higher-order terms in the Fourier series tends to 
decrease rapidly [120].
The final working equations for partial variances and coupled partial 
variances then become :
r  =  2q +  1 (q - an integer) (D.23)
T ^  NUmox T 1) (D.24)
'mxn (D.25)
(D.26)
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The selection of a frequency set is made in accordance with the number 
of input parameters to be analysed m  with the aid of the recursive 
algorithm described by Cukier et al. [55] :
uj\ — , cUi — oJi—i T dm+i—i i — 2,..., 771. (D.28)
Values of the coefficients Clm and dm assumed in the present imple­
mentation after McRae et al. [120]are listed in table D.l together with 
the minimum number of model solutions r  required for calculation of 
partial variances.
The number r  determined by condition (D.24) with N  = 2 depends 
on the assumed frequency set and strongly grows with the number of 
input parameters m  to be analysed as can be seen in table D.l.
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Tab. D.l: Parameters used in calculating frequency sets free of interference to 
________ fourth order_____________________________________
Number of input parameters m On dm Number of model 
solutions r
1 0 4 -
2 3 8 15
3 1 6 27
4 5 10 47
5 11 20 79
6 1 22 99
7 17 32 175
8 23 40 251
9 19 38 323
10 25 26 411
11 41 56 495
12 31 62 587
13 23 46 695
14 87 76 915
15 87 96 1027
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