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We study the spatial inhomogeneity of the Polyakov loop induced by inhomogeneous chiral condensates. 
We formulate an effective model of gluons on the background ﬁelds of chiral condensates, and perform 
its lattice simulation. On the background of inhomogeneous chiral condensates, the Polyakov loop exhibits 
an in-phase spatial oscillation with the chiral condensates. We also analyze the heavy quark potential and 
show that the inhomogeneous Polyakov loop indicates the inhomogeneous conﬁnement of heavy quarks.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introduction
Quantum chromodynamics (QCD), which describes dynamics 
of quarks and gluons, is the SU(Nc) gauge theory coupled with 
N f -ﬂavor fermions. The complexity of the interaction and the in-
ternal degrees of freedom enriches the phase structure of QCD. 
There exist two essential phenomena characterizing the phase 
structure: spontaneous chiral symmetry breaking and color con-
ﬁnement. The phase structure of these phenomena has been ac-
tively investigated as a function of various external parameters, 
such as temperature, quark number chemical potential (or other 
types of chemical potentials), magnetic ﬁeld, and so on [1].
At ﬁnite density, there appears an inhomogeneous chiral phase 
[2–8], which is an analogue to an inhomogeneous superconducting 
phase [9]. In the iso-spin asymmetric matter, more general inho-
mogeneous chiral phases have been suggested [8,10]. In the inho-
mogeneous chiral phase, translational invariance is spontaneously 
broken and the chiral condensate, which is an order parameter of 
spontaneous chiral symmetry breaking, spatially oscillates. The ex-
istence of the inhomogeneous chiral phase is considered to affect 
the equation of state and transport properties of dense quark sys-
tems such as neutron stars.
The conﬁnement–deconﬁnement phase transition is deﬁned as 
spontaneous breaking of center symmetry ZNc . This symmetry is 
exact in the pure gauge sector. The order parameter is the Polyakov 
loop, of which the expectation value is interpreted as the free en-
* Corresponding author.
E-mail address: hayata@riken.jp (T. Hayata).http://dx.doi.org/10.1016/j.physletb.2015.04.025
0370-2693/© 2015 The Authors. Published by Elsevier B.V. This is an open access article
SCOAP3.ergy of an inﬁnitely heavy quark [11]. Although ZNc symmetry is 
explicitly broken by quarks, the Polyakov loop plays a role of an 
approximate order parameter of the conﬁnement even in full QCD. 
The susceptibility of the Polyakov loop no longer diverges but has a 
peak near the chiral phase transition point, and thus it suggests the 
sudden liberation of many degrees of freedom at this point [12].
While the inhomogeneity of chiral symmetry breaking has been 
investigated in details, the inhomogeneity of the conﬁnement is 
far less known. The inhomogeneous chiral condensate is energet-
ically favored due to the Fermi surfaces of quarks. On the other 
hand, there is no counter part of the Fermi surface of gluons. How-
ever, since the deconﬁnement transition is entangled with chiral 
symmetry restoration [13,14], it is natural that the Polyakov loop, 
which is an approximate order parameter of conﬁnement also be-
comes inhomogeneous through the coupling with the inhomoge-
neous chiral condensate. The study for the inhomogeneity of gauge 
ﬁelds is a highly nontrivial challenge, which gives us a new insight 
on the vacuum of gauge theories.
In this Letter, we discuss the spatial inhomogeneity of the 
Polyakov loop in inhomogeneous chiral phases. Since it is terri-
bly diﬃcult to simulate inhomogeneous chiral condensates in full 
QCD due to the sign problem and the ﬁne-tuning problem [15], 
we construct an effective model of gluons with the background 
chiral ﬁelds and perform its lattice simulation. We ﬁrst consider 
a chiral effective model which approximately reproduces the ef-
fect of chiral ﬁelds on the Polyakov loop, replace the chiral ﬁelds 
to the corresponding condensates, and then add them to the pure 
Yang–Mills action. More speciﬁcally, we adopt the simplest forms 
of a glueball–meson interaction term and an explicit ZNc sym-
metry breaking term. Using this effective model, we calculate the  under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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We also discuss how different types of inhomogeneous chiral con-
densates do or do not affect the Polyakov loop in our model.
2. Effective model
We propose a simple model to study the Polyakov loop on the 
background of chiral condensates. The model Lagrangian is
L= LYM +Lσπ +LP. (1)





and the other terms are contributions of external quarks. The 
model is formulated so as to have the same symmetry as mass-
less QCD at ﬁnite temperature.
The second term is the interaction between scalar and pseu-
doscalar mesons, and glueballs. In this Letter, we consider the two 
ﬂavor case, in which order parameters of chiral symmetry breaking 
are the chiral condensate 〈q¯q〉 and the pion condensates 〈q¯iγ 5τ aq〉. 
We ﬁrst consider a chiral effective theory of dynamical scalar and 
pseudoscalar mesons, σ and πa , which directly couple to glu-
ons, and then replace the meson ﬁelds by classical background of 
the condensates σ = 〈q¯q〉 and πa = 〈q¯iγ 5τ aq〉. In the chiral limit, 
SUL(2) × SUR(2) chiral symmetry restricts the meson ﬁelds to the 
chiral symmetric combination 2 = 〈q¯q〉2 +∑a〈q¯iγ 5τ aq〉2. The ef-







up to the quadratic order in the meson ﬁelds and the gluon ﬁeld 
strength. The zeroth order term means the vacuum polarization, 
i.e., quark loops reduce the gauge coupling constant. The back-
ground chiral condensate induces an external potential through the 
interaction between glueballs and mesons, which leads to the in-
terplay between chiral and deconﬁnement phase transitions [13]. If 
the current quark mass is nonzero, it explicitly breaks chiral sym-
metry and thus induces the additional glueball–sigma mixing term 
−c1σ trGμνGμν in Eq. (3).
We remark here that the modulation in the chiral condensate 
leads to the coordinate-dependent gauge coupling constant, which 
makes the deconﬁnement temperature inhomogeneous. This is a 
key ingredient of our model. We numerically show that our model 
actually exhibits the spatial modulation of the Polyakov loop (al-
though it is not so obvious whether the result is trivially general-
ized to the real QCD or not).
The third term is the Polyakov loop term. Let us consider the 
effect of dynamical quarks in the fundamental representation of 
SU(Nc), which are not invariant under ZNc symmetry. This effect 
can be taken into account as the background ﬁeld of the Polyakov 
loop, which explicitly breaks ZNc symmetry. The simplest form is
LP = −cP
(
eμ/T tr L + e−μ/T tr L†
)
, (4)
where L is the Polyakov loop. The simplest way to estimate the 
coeﬃcient cP is to expand the quark thermodynamic potential: 
/(V T ) ∼∑	{tr ln[1 + Ln] + tr ln[1 + L†n¯]} with n(n¯) = exp(−(	 ∓
μ)/T ) being the thermal distribution of quarks (anti-quarks) [16]. 
At the leading order,





p2 + M2/T ). (5)
The magnitude of ZNc symmetry breaking depends on the con-
stituent quark mass M . (The constituent quark mass is proportional to the chiral condensate, M2 ∝ 2, in chiral effective models.) It 
becomes larger as the constituent quark mass becomes smaller. 
Therefore, when the chiral condensate varies with spatial position, 
the Polyakov loop can be inhomogeneous.
In the above formulation, we considered only the lowest or-
der terms of operators which are necessary and suﬃcient for 
the following discussion. We can also add higher-order terms, 
such as 4 and tr L tr L†, or derivative terms, such as (∂μ〈q¯q〉)2 +∑
a(∂μ〈q¯iγ 5τ aq〉)2 or tr∂μL tr ∂μL†. Polyakov loop derivative terms 
may directly affect the stiffness of the Polyakov loop to the mod-
ulation. However, in the following discussion, we drop these terms 
to keep our model as simple as possible. Even if we add these 
terms, the qualitative conclusion does not change.
3. Inhomogeneous chiral condensates
So far, several types of inhomogeneous chiral condensates have 
been proposed by using chiral effective models. In (1 + 3) dimen-
sional theory, it is possible to consider higher dimensional modu-
lations in the chiral condensate [17], but for a ﬁrst trial, we restrict 
ourselves to one-dimensional modulation and take the z axis as a 
direction of the modulation.
The ﬁrst type of the modulation is a plane wave, which is an 
analogue to a spin density wave in condensed matter physics and 
called the chiral spiral or the dual chiral density wave [3,5]. It is 
given explicitly as
〈q¯q〉(z) =  cos(kz),
〈q¯iγ 5τ 3q〉(z) =  sin(kz). (6)
We take charged pion condensates zero because they are consid-
ered to be zero in any cases at zero isospin chemical potential.
The chiral spiral cannot induce any spatial inhomogeneity of 
gluons in the chiral limit. Since the potential terms depend only 
on 2 and M2, the phase modulation cancels out and thus the po-
tentials are homogeneous (except for the explicit chiral symmetry 
breaking term). This is true even if we take into account higher-
order or derivative terms. This can be explained by the fact that 
the potentials can always be mapped to spatially uniform ones 
by a coordinate dependent transformation  ≡ σ + iπ3 → ′ =
exp(−ikz) = const. In other words, chiral symmetry is uniformly 
broken in the chiral spiral state in the sense that the amplitude of 
the condensates is constant, so that the deconﬁnement transition 
also uniformly occurs.
The second type is the real kink crystal condensate [4,5], which 
is considered to be the most energetically favorable state within 
the one dimensional modulation. It is given explicitly as (in the 
chiral limit)
〈q¯q〉(z) = ν sn(z;ν)cn(z;ν)
dn(z;ν) , (7)
where 0 ≤ ν ≤ 1, and  is a real parameter. sn, cn and dn are, re-
spectively, the Jacobi elliptic functions. (For details, see Refs. [4,5].) 
In this state, only the scalar condensate is nonzero and the pseu-
doscalar condensate is zero. There exists only the amplitude mod-
ulation shown in Eq. (7), which gives a periodic array of kink and 
anti-kink modulations.
The real kink crystal condensate can induce the amplitude 
modulation of the Polyakov loop. Since 2 and M2 are inhomo-
geneous, chiral symmetry breaking is really inhomogeneous. The 
effective interaction Lσπ gives a periodic potential which mod-
ulates the local gauge coupling constant. Also, the Polyakov loop 
term LP gives a periodic potential. These modulations of the lo-
cal gauge coupling constant and the magnitude of ZNc breaking do 
not vanish even in the chiral limit, so that the amplitude of the 
T. Hayata, A. Yamamoto / Physics Letters B 744 (2015) 401–405 403Polyakov loop may also modulate in the same period given by the 
kink crystal condensate.
Before conducting numerical simulations, we discuss the pos-
sibility that the phase modulation of the Polyakov loop is induced 
by inhomogeneous chiral condensates. In our formulation, we need 
the interaction between glueballs and condensed mesons which 
makes the Polyakov loop favor the complex direction. In fact, such 
an interaction can be induced via the axial anomaly. Due to the 
axial anomaly, UA(1) pseudoscalar meson condensate can induce a 
potential:
Lη = cη〈q¯iγ 5q〉 trGμν G˜μν, (8)
with G˜μν = i	μνρσ Gρσ /2. The coeﬃcient cη should be determined 
to reproduce the axial anomaly equation. The UA(1) condensate 
plays the same role as the θ angle. Since the θ angle may affect 
the Polyakov loop in a similar way of the imaginary chemical po-
tential [18] as conjectured in Ref. [19], the inhomogeneous UA(1)
condensate may induce the phase modulation of the Polyakov loop 
near the deconﬁnement temperature. In contrast, if the tempera-
ture is low enough, because of the Roberge–Weiss-like phase tran-
sition at ﬁnite T and θ [19], the phase of Polyakov loop may jump 
as the UA(1) condensate crosses the critical value appearing in the 
period of 2π . The UA(1) condensate appears in the quarkyonic chi-
ral spiral state [6] and in the chiral magnetic spiral state [7], which 
are considered to be a possible ground state in dense quark sys-
tem with large number of colors and in the presence of strong 
magnetic ﬁelds, respectively. In the Monte Carlo simulation, how-
ever, this potential makes the effective gluonic action complex and 
causes the so-called sign problem even in our simple model. We 
do not consider this potential in the following numerical simula-
tion.
4. Numerical simulation
We study this model in lattice simulations. Since this model 
is pure gauge theory with the Polyakov loop term, the numerical 
simulation can be done in the standard techniques of the SU(3)
lattice gauge theory. As a consequence of the interaction term, the 





+ c0 − c22
)
. (9)
When the chiral condensate is inhomogeneous, the lattice gauge 
coupling constant depends on spatial coordinate [20,21]. Motivated 
by the real kink crystal condensate in Eq. (7), we consider the am-
plitude modulation of the background chiral condensate. For the 
sake of brevity, we adopt simple backgrounds of square waves 
shown in Fig. 1. The lattice volume is NxNyNz ×Nτ = 123 ×6 with 
periodic boundary conditions. Since the chemical potential causes 
the sign problem in Eq. (4), we set μ = 0, namely, 〈tr L〉 = 〈tr L†〉. 
The ﬁeld strength is evaluated as the symmetric average of plaque-
ttes [21].
In principle, the parameters, c0, c2, and cP, can be nonpertur-
batively determined by matching this model calculation with the 
full QCD simulation. However, this requires computational effort. In 
this Letter, we naively estimate these parameters as follows. Since 
c0 does not depend on  or coordinate, it can be absorbed into 
the redeﬁnition of the gauge coupling constant as
β() = β0 − 4Ncc22. (10)
As shown in Fig. 1, we have two phases: a chiral symmetry bro-
ken phase, in which  = max and thus β() = β(max) = β0 −
4Ncc22max, and a chiral symmetry restored phase, in which  = 0
and thus β() = β(0) = β0. To estimate β(max) and β(0), let Fig. 1. Background chiral condensate and constituent quark mass. Three types of the 
backgrounds are shown.
us consider the phase transition temperature of this model. The 
phase transition temperature is Tc(N f = 0)  270 MeV in pure 
Yang–Mills theory and Tc(N f = 2)  170 MeV in two-ﬂavor QCD. 
Since this is a pure gauge model, the phase transition temperature 
would be Tc(N f = 0) if β had no -dependence (and if the effect 
of the Polyakov loop term is assumed to be small). To reproduce 
two-ﬂavor QCD by this pure gauge model, the -dependence of 
β should shift the phase transition temperature from Tc(N f = 0)
to Tc(N f = 2). Below Tc(N f = 2), β(max) is used and the system 
must be in a conﬁned phase. The necessary condition is
T ≡ 1
Nτa(β(max))
< Tc(N f = 0). (11)
This is always satisﬁed because Tc(N f = 2) < Tc(N f = 0). Above 
Tc(N f = 2), β(0) is used and the system must be in a deconﬁned 
phase. The necessary condition is
T ′ ≡ 1
Nτa(β(0))
> Tc(N f = 0) (12)
at T = Tc(N f = 2). Note that T is the physical temperature in this 
model but T ′ is not. The physical scale of the lattice spacing a(β)
is set at zero temperature, i.e., below Tc(N f = 2). Therefore we 






Tc(N f = 0)
Tc(N f = 2) . (13)
Based on the data of a(β) in pure Yang–Mills simulations [22], we 
set β(max) = 5.7 and β(0) = 6.0, which satisfy the above condi-
tion. The parameter cP is determined by Eq. (5). The constituent 
quark mass M() is set at M(max)  0.3 GeV and M(0) = 0 GeV.
In Fig. 2, we show the expectation value of the Polyakov loop 
on the backgrounds in Fig. 1. The Polyakov loop is nonzero even 
on the homogeneous background because ZNc symmetry is explic-
itly broken. The inhomogeneity of the chiral condensate affects the 
Polyakov loop. The Polyakov loop decreases in the region where 
chiral symmetry is broken, and increases in the region where chiral 
symmetry is restored. Thus, the modulation of the chiral conden-
sate induces the amplitude modulation of the Polyakov loop, as 
clearly seen in Fig. 2.
When ZNc symmetry is explicitly broken, the Polyakov loop is 
nothing more than an approximate order parameter. To read more 
rigid information for the heavy quark conﬁnement, we calculated 
the potential between a Polyakov loop and an anti-Polyakov loop:
V (x) = −T ln〈tr L(0) tr L†(x)〉. (14)
This potential is called the color averaged potential because it is 
the average of the color singlet and octet potentials [23]. In Fig. 3, 
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three types of the backgrounds in Fig. 1. The solid curves are drawn for guide for 
eyes.
Fig. 3. Color averaged potential. The data in the conﬁnement domain (z/a = 3) and 
in the deconﬁnement domain (z/a = 9) of the background “#1” are shown.
we show the potential in the perpendicular direction to the mod-
ulation at ﬁxed-z planes. We show two data of the background 
“#1” in Fig. 1. In the region where the Polyakov loop is suppressed 
(z/a = 3), the potential includes the conﬁning potential, and in the 
region where the Polyakov loop is enhanced (z/a = 9), the conﬁne-
ment potential disappears. Both of the conﬁnement domain and 
the deconﬁnement domain exist locally. Therefore the inhomoge-
neous Polyakov loop can be interpreted as inhomogeneous vacuum 
of the heavy quark conﬁnement. We note that the effect of string 
breaking is not considered in this pure gauge simulation.
5. Concluding remarks
In this Letter, we have investigated the spatial inhomogeneity of 
the Polyakov loop on the background of inhomogeneous chiral con-
densates. We have numerically shown that the amplitude modula-
tion of the Polyakov loop is induced by the amplitude modulation 
of the chiral condensate. The inhomogeneity of the Polyakov loop 
can be interpreted as the inhomogeneous conﬁnement of heavy 
quarks, which means the generation of the local conﬁnement and 
deconﬁnement domains. Our model suggests that the phase mod-
ulation of the Polyakov loop can be induced via the axial anomaly.
We have constructed the effective model to study the effect 
of chiral condensates on dynamics of gluons. The effect of quarks 
is reduced to external potentials, and the resultant model is de-
scribed only by gluons. In general, the lattice simulation with 
quarks is numerically more expensive than that of pure gauge 
theory. Moreover, it sometimes suffers from the sign problem. By 
introducing quarks as background ﬁelds, we can study dynamics of 
gluons effectively, though approximately. Whether our result can be generalized to the real QCD or not is an important future prob-
lem.
There are several future directions to investigate the inhomoge-
neous Polyakov loop. First, we need to improve our analysis quan-
titatively and discuss in which regions this state appears in the 
real QCD phase diagram. The analysis based on effective models of 
QCD, such as chiral effective models with the Polyakov loop or the 
gauge-gravity correspondence, is another interesting direction. It is 
also important to discuss phenomenological impacts of the inho-
mogeneous conﬁnement, e.g., on heavy quarkonia in medium.
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