Abstract.Bidirectional Reflectance Distribution Function (BRDF) and Bidirectional Texture Function (BTF) are two major methods used to describe the reflectance of light at a surface under different illuminations and different views. However, due to a large number of measurement data, an efficient compression method is needed. Meanwhile, the requirements of real-time rendering should be met. Under this background, this paper mainly does some exploratory research on BRDF modeling methods based on the qualitative measurements of textures. By conducting BRDF modeling on the measurements derives with different acquisition devices, it obtains the illumination properties of textures. Finally, combined with the property information of textures on the surface of object, under a new light source, from a new viewpoint, it renders the relighting effect of the object under a new light source.
Introduction
Animations, TV and films, advertising, product CAD, fashion CAD and other fields all require a highly realistic 3D representation of objects. A highly realistic representation of objects depends on their geometric modeling and texture modeling. Geometric models describe the shape of objects, while texture modeling describes the reflection of objects under illuminations. Due to different surface geometries, materials, densities, colors and other properties, different objects with the same geometric model present complex and rich optical phenomena under different illuminations. Geometry reconstruction enables us to obtain the geometrical structure of objects, with active reconstruction methods, such as 3D structure light scanners, 3D laser scanners or passive reconstruction methods, such as reconstructing 3D models from multi-angle pictures. By contrast, it is very difficult to reconstruct the properties of textures on the surface of object. This is because measurements of the accurate surface reflection properties of the whole object need to be described with very high dimensional data. In the case of high dimensional data, data collection, modeling and real-time rendering will bring great difficulties. Therefore, how to realize texture modeling efficiently has been a hot issue of research and a focus of attention in academic and application fields. Although in recent years, research on surface texture modeling and rendering has made substantial progress, the modeling of complex surface textures, especially the modeling of the surface reflection properties of objects still face great challenges.
Support Vector Machine (SVM) and Improved K-nearest Neighbors Algorithm

Support Vector Machine Algorithm
Support vector machine algorithm (SVM) is an epitome of machine learning and research, which is applicable to the solution of small sample, high dimensional and other nonlinear decomposition problems. The goal of recognition is to find an optimalseparating hyperplane, separate all data points and try to make the distance betweenpoints and hyperplanes the farthest when all constraints are met, as shown in Figure 1 . Give a data set {xi,yi},xi ∈ Rn, i=1,2,…,n ， xi represents the recognition features of measurements,yirepresents the pattern of measurements. According to the principle of risk minimization, the optimal hyperplane of SVM is represented as:
Where  is the weight vector and b is the offset vector.
It is difficult to solve a linearly inseparable problemdirectly using SVM. Therefore, a non-negativerelaxation factor is introduced to transform the problem into a quadratic optimization problem, namely 
Where i  is the training error of the ithsample; C is the penalty parameter.
Formula (2) is a typical convex quadratic optimization problem. It can be solved by introducing Lagrangemultiplier and being transformed into a dual problem, namely
Where αi stands for the Lagrangemultiplier.
The value of αi can be obtained by solving Formula (3). Then the weight vector  can be represented as:
In this way, SVMclassificationdecision function is transformed into:
It is difficult to perform dot product operation in a high-dimensional space directly. Replace the
with a kernel function. The decision function can be transformed into:
)
The radial basis function (RBF) only needs to determine the width of the kernel function,  , thus the present study chooses RBF function as the kernel function of SVM. Finally, the SVMclassificationdecision function based on RBF function is: The calcul nsubpixelal d. Figure 3 
