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STABILITY OF ANOSOV HAMILTONIAN STRUCTURES
WILL J. MERRY AND GABRIEL P. PATERNAIN
Abstract. Let (Mn, g) denote a closed Riemannian manifold (n ≥ 3) which
admits a metric of negative curvature (not necessarily equal to g). Let ω1 :=
ω0 + pi∗σ denote a twisted symplectic form on TM , where σ ∈ Ω2 (M) is a
closed 2-form and ω0 is the symplectic structure on TM obtained by pulling
back the canonical symplectic form dx∧dp on T ∗M via the Riemannian metric.
Let Σk be the hypersurface |v| =
√
2k. We prove that if n is odd and the
Hamiltonian structure (Σk , ω1) is Anosov with C1 weak bundles then (Σk , ω1)
is stable if and only if it is contact. If n is even and in addition the Hamiltonian
structure is 1/2-pinched, then the same conclusion holds. As a corollary we
deduce that if g is negatively curved, strictly 1/4-pinched and σ is not exact
then the Hamiltonian structure (Σk, ω1) is never stable for all sufficiently large
k.
1. Introduction
Let Σ be a closed oriented manifold of dimension 2n−1. A Hamiltonian structure
on Σ is a closed 2-form ω such that ωn−1 6= 0. Its kernel ker ω defines an orientable
1-dimensional foliation.
A natural condition to impose on a Hamiltonian structure is stability; this asserts
the existence of a 1-form λ such that ker ω ⊆ ker dλ and such that λ ∧ ωn−1 > 0.
The 1-form λ is known as a stabilizing 1-form.
A stronger condition one might like to impose is the following: (Σ, ω) is called
of contact type if we can find a 1-form λ such that dλ = ω and λ ∧ ωn−1 > 0. In
particular λ is a stabilizing 1-form and λ is a contact form on Σ. Note that (Σ, ω)
can be of contact type only if ω is exact. The stability condition first appeared
in [22] as a condition for which the Weinstein conjecture could be proved. More
recently, stability has been recognized as a key condition to produce compactness
results in Symplectic Field Theory [4, 8, 11] and Rabinowitz Floer homology [7].
This paper is motivated by the desire to generalize a result in the latter reference,
as we explain below.
Let F be any vector field spanning ker ω. We say that (Σ, ω) is an Anosov
Hamiltonian structure if the flow φt of F is Anosov. Recall that this asserts the
existence of a dφt-invariant splitting
TΣ = RF ⊕ Es ⊕ Eu,
where RF is the 1-dimensional distribution spanned by F , and such that there exist
constants C, µ > 0 such that for all x ∈ Σ and t ≥ 0,
|dxφt(ξ)| ≤ C |ξ| e−µt for ξ ∈ Es(x);
|dxφ−t (ξ)| ≤ C |ξ| e−µt for ξ ∈ Eu(x).
The Anosov condition is invariant under time changes, and so is independent of the
choice of vector field F . In other words, it is intrinsic to the Hamiltonian structure
(Σ, ω). The weak bundles E+ := RF ⊕ Es and E− := RF ⊕ Eu are also invariant
under time changes.
1
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We say that φt : Σ→ Σ is 1/2-pinched (or 1-bunched [20]) if there exist positive
constants C,A, a with A < 2a such that
1
C
|ξ|e−At ≤ |dxφt(ξ)| ≤ C|ξ|e−at for ξ ∈ Es and t ≥ 0,
1
C
|ξ|e−At ≤ |dxφ−t(ξ)| ≤ C|ξ|e−at for ξ ∈ Eu and t ≥ 0.
We say that an Anosov Hamiltonian structure satisfies the 1/2-pinching con-
dition if there exists some vector field F spanning ker ω whose flow satisfies the
1/2-pinching condition.
Here is the situation we are actually interested in. Let (M, g) be a closed Rie-
mannian manifold that admits a background metric of negative curvature (possibly
different from g) and π : TM →M the tangent bundle. Throughout the paper we
let ω0 denote the symplectic form on TM obtained by pulling back the canonical
symplectic form dx∧dp on T ∗M via the Riemannian metric. The form ω0 is exact;
if α ∈ Ω1(TM) denotes the 1-form defined by
(1.1) αv(ξ) = 〈dvπ(ξ), v〉 ,
then it is well known that ω0 = −dα. Suppose σ ∈ Ω2 (M) is a closed 2-form on
M . Given ε ∈ R we define
ωε := ω + επ
∗σ.
Let Fε denote the symplectic gradient of the Hamiltonian
H(x, v) =
1
2
|v|2
with respect to ωε and let φ
ε
t denote the flow of Fε with respect to ωε. Note
that φ0t is simply the geodesic flow. This flow models the motion of a particle of
unit mass and charge ε under the effect of a magnetic field, whose Lorentz force
Y : TM → TM is the bundle map uniquely determined by
(1.2) σx(u, v) = 〈Yx(u), v〉
for all u, v ∈ TxM and all x ∈M .
The family {ωε} for ε ∈ [0, 1] interpolates between the standard symplectic form
ω0 and the form ω1. The form ω1 is called a twisted symplectic structure [2] and
the flow φ1t is called a twisted geodesic flow or a magnetic flow.
Let Σk = H
−1(k). We are interested in Anosov Hamiltonian structures of the
form (Σk, ω1).
Here is the main result we present. Let n = dim M .
Theorem A. Suppose (Σk, ω1) is an Anosov Hamiltonian structure and n ≥ 3.
Assume in addition:
• If n is odd, (Σk, ω1) has weak bundles of class C1;
• If n is even, (Σk, ω1) is 1/2-pinched.
Then (Σk, ω1) is stable if and only if it is of contact type. In particular, if (Σk, ω1)
is stable, then σ must be exact.
The last statement in the theorem can be seen as follows. Since n = dim M ≥ 3,
the Gysin sequence of the sphere bundle π|Σk : Σk → M shows that (π|Σk)∗ :
H2(M,R)→ H2(Σk,R) is an isomorphism for n ≥ 4 and injective for n = 3. Since
ω1 = −dα+π∗σ, the assertion that ω1 is exact on Σk implies that π∗σ|Σk is exact.
Putting this together we conclude that σ is exact.
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The bunching condition is a necessary one in the even dimensional case. Indeed,
consider the twisted geodesic flow φ1t on compact quotients of complex hyperbolic
space with σ given by the Kähler form. Then for k sufficiently large, φ1t |Σk is
Anosov, and Σk is stable but not contact (σ is not exact). The flow φ
1
t is algebraic
and thus the stable and unstable bundles are real analytic. A stabilizing 1-form
λ can be defined by setting λ(F1) = 1 and ker λ = E
s
1 ⊕ Eu1 . The flow φ1t is not
1/2-pinched since it has 2:1 resonances. It seems a reasonable conjecture that these
are in fact the only cases where C1 weak bundles is not sufficient to ensure that
the conclusion of Theorem A holds. A well known theorem [21] states that the
1/2-pinching condition implies that the weak bundles are of class C1. However the
pinching condition is strictly stronger than requiring the weak bundles to be of class
C1 as the example of complex hyperbolic space described above shows.
We will prove in Proposition 5.11 that if g is negatively curved and strictly 1/4-
pinched, for k sufficiently large, the flow φ1t : Σk → Σk is Anosov and 1/2-pinched.
Thus, as a corollary of Theorem A we obtain the following.
Corollary B. Suppose n ≥ 3 and g is negatively curved and strictly 1/4-pinched.
Then for any k sufficiently large, the hypersurface Σk ⊂ TM is not stable if σ is
not exact.
The corollary was first proved in [7, Theorem 1.4] for the case of n even (but not
Theorem A) and this previous result was the motivation for the present paper. It
shows that the stability condition may fail for whole intervals of energy levels.
A caveat about the word “stable” is in order. One of the most remarkable features
about Anosov systems is that they are structurally stable. This means that nearby
systems are orbitally equivalent via a homeomorphism which in general is not C1.
The stability condition in Symplectic Geometry is equivalent to the existence of a
thickening of the hypersurface with smoothly conjugate characteristic foliations [8,
Lemma 2.3]. In some sense it is this additional smoothness that is being exploited
in Theorem A. One can put this into different words as follows: The existence of
the form 1-form λ means that one can find a parametrization of the characteristic
foliation such that the hyperplane bundle Es ⊕Eu is smooth. In general, Es ⊕Eu
is only Hölder continuous.
The assumption that M admits a background metric of negative curvature is
most likely superfluous. We use it to construct a conjugacy between our flow and
the geodesic flow of a metric of negative curvature on M . We use this conjugacy
to show that the fundamental group π1(M) acts as a ‘North-South dynamics’ (see
Section 4 and in particular Theorem 4.2) on the space of stable leaves on the uni-
versal covering, and that the space of leaves admit a ‘flip map’ (see the discussion
before the proof of Theorem 5.6). In order to remove the assumption of negative
curvature one would need to prove Theorem 4.2 and Theorem 5.6 directly instead
of constructing such a conjugacy.
Acknowlegment : We thank the referee for Remark 3.6.
2. Preliminaries on Hamiltonian structures, holonomy and the Kanai
connection
Definition 2.1. A Hamiltonian structure is a pair (Σ, ω) where Σ2n−1 is a closed
oriented manifold and ω is a closed 2-form on Σ such that ωn−1 6= 0 everywhere.
If (Σ, ω) is a Hamiltonian structure then ker ω defines an orientable 1-dimensional
foliation of Σ, which we call the characteristic foliation.
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Definition 2.2. Let φt : N → N be a smooth flow on a closed Riemannian manifold
N , and let F denote its infinitesimal generator. We say that φt is Anosov if there
exists a dφt-invariant splitting
TΣ = RF ⊕ Es ⊕ Eu,
where RF is the 1-dimensional distribution spanned by F , and such that there exist
constants C, µ > 0 such that for all x ∈ Σ and t ≥ 0,
|dxφt(ξ)| ≤ C |ξ| e−µt for ξ ∈ Es(x);
|dxφ−t (ξ)| ≤ C |ξ| e−µt for ξ ∈ Eu(x).
The Anosov property is invariant under time changes (see [10, Lemma 1.2] or
[25, Proposition 17.4.5]), and hence we can define a Hamiltonian structure (Σ, ω)
to be Anosov if the flow φt of any vector field F spanning ker ω is Anosov.
We say that φt : Σ→ Σ is 1/2-pinched (or 1-bunched [20]) if there exist positive
constants C,A, a with A < 2a such that
1
C
|ξ|e−At ≤ |dxφt(ξ)| ≤ C|ξ|e−at for ξ ∈ Es and t ≥ 0,
1
C
|ξ|e−At ≤ |dxφ−t(ξ)| ≤ C|ξ|e−at for ξ ∈ Eu and t ≥ 0.
We say that an Anosov Hamiltonian structure satisfies the 1/2-pinching con-
dition if there exists some vector field F spanning kerω whose flow satisfies the
1/2-pinching condition.
The 1/2-pinching condition is a natural one to study, and should be thought
of as a statement about being ‘strongly hyperbolic’. Unsurprisingly, an Anosov
system possessing this enhanced degree of hyperbolicity enjoys greater regularity.
More specifically, write E+ and E− for the weak stable and weak unstable bundles
Es ⊕ RF and Eu ⊕ RF respectively. If an Anosov Hamiltonian structure is 1/2-
pinched, then E+ and E− are of class C1 [21]. The next example will be crucial
for the proof of Corollary B.
Example 2.3. Let (M, g) be a closed manifold with negative sectional curvature
K. Then the geodesic flow φt : SM → SM is Anosov (see [25, Section 17.6]). In
fact, we can say more. By compactness we can find constants k1 ≥ k0 > 0 such
that
−k21 ≤ K ≤ −k20.
Then, comparison theorems show that [26, Theorem 3.2.17] (see also [27, Proposi-
tion 3.2]) there is a constant C > 0 such that
(2.1)
1
C
|ξ|e−k1t ≤ |dvφt(ξ)| ≤ C|ξ|e−k0t for ξ ∈ Es(v) and t ≥ 0,
(2.2)
1
C
|ξ|e−k1t ≤ |dvφ−t(ξ)| ≤ C|ξ|e−k0t for ξ ∈ Eu(v) and t ≥ 0.
We see that φt is 1/2-pinched as long as k1 < 2k0. Therefore the geodesic flow of
a metric whose sectional curvature satisfies −4 ≤ K < −1 is 1/2-pinched.
We return to two more definitions regarding Hamiltonian structures.
Definition 2.4. Let (Σ, ω) denote a Hamiltonian structure. We say that (Σ, ω) is
stable if there exists a 1-form λ such that ker ω ⊆ ker dλ and λ ∧ ωn−1 > 0. λ is
called a stabilizing 1-form. Note that if λ is a stabilizing 1-form and F is any vector
field tangent to ker ω we have iFdλ = 0. If F is normalized so that λ(F ) = 1 then
we say F is the Reeb vector field of λ; note that the Reeb vector field is unique.
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A stronger condition is the following.
Definition 2.5. Let (Σ, ω) denote a Hamiltonian structure. We say that (Σ, ω) is
of contact type if there exists a 1-form λ such that dλ = ω and λ∧ ωn−1 > 0. Note
if (Σ, ω) is of contact type then it is certainly stable, and that if (Σ, ω) is of contact
type then ω is exact.
Now let (Σ, ω) denote a stable Anosov Hamiltonian structure with weak bundles
of class C1. Let λ be a stabilizing 1-form and let F be the Reeb vector field of
λ. Let φt denote the flow of F ; then φt is Anosov and TΣ = RF ⊕ Es ⊕ Eu,
with ker λ = Es ⊕ Eu. Then the weak bundles are C1; since λ is C∞ (and so
the bundle ker λ is of class C∞), it follows that the strong bundles Es and Eu are
also of class C1. The importance of this is that, as we shall see in Theorem 2.6
below, under these conditions there exists a unique connection ∇ on Σ called the
Kanai connection which satisfies certain desirable properties. This was originally
introduced by Kanai in [23]; see also [24, 14].
Holonomy. We briefly recall the concept of holonomy transport along the weak
(un)stable foliations defined by an Anosov flow.
Throughout the remainder of this section, let N denote a closed manifold of
dimension 2n−1 and φt : N → N an Anosov flow on N with infinitesimal generator
F . We also assume that E := Es ⊕Eu is smooth and admits a smooth symplectic
form ω which is φt-invariant. We extend this form ω to a form defined on all of
TN by requiring that iFω = 0. As above λ is the 1-form defined by ker λ = E and
λ(F ) = 1.
It is well known that the subbundles Es and Eu, together with the weak bundles
E+ and E−, are all integrable. Namely, given any x ∈ N , we define
W s(x) := {y ∈ N : dist(φtx, φty)→ 0 as t→∞}
and
Wu(x) := {y ∈ N : dist(φtx, φty)→ 0 as t→ −∞} .
The sets W s(x) and Wu(x) are injectively immersed manifolds called the strong
(un)stable manifolds at x and satisfy
TxW
s(x) = Es(x), TxW
u(x) = Eu(x).
These define foliations Ws and Wu of N , called the strong (un)stable foliations. We
assume throughout this section that these foliations Ws,Wu are of class C1.
Similarly, given x ∈ N , we define
W+(x) :=
⋃
t∈R
φt[W
s(x)] =
⋃
t∈R
W s(φtx)
and
W−(x) :=
⋃
t∈R
φt[W
u(x)] =
⋃
t∈R
Wu(φtx),
which are then the weak (un)stable manifolds at x. They satisfy
TxW
+(x) = E+(x), TxW
−(x) = E−(x),
and define foliations W+ and W− of M .
Consider the foliations Wu and W+. It is well known that these are transverse
to each other (i.e. Eu(x)∩E+(x) = {0}) and have complementary dimensions n−1
and n respectively. The same is of course true of the foliations Ws and W−, and
all of what we say below can be repeated for them.
By a foliation chart we mean a diffeomorphism ϕ : U → (−1, 1)n−1 × (−1, 1)n
of the form x 7→ (ϕ1(x), ϕ2(x)) where U ⊆ N is open, such that the connected
STABILITY OF ANOSOV HAMILTONIAN STRUCTURES 6
components of Wu|U are given by ϕ2 = const and the connected components of
W+|U are given by ϕ1 = const. We then call U a foliated neighborhood.
Let (ϕ,U) denote a foliated chart defined on N . Given x ∈ U , let WuU (x) :=
Wu(x) ∩ U . Suppose y ∈ W+U (x) lies in the same connected component of W+U (x)
as x. We want to define the holonomy map HUx,y : W
u
U (x)→WuU (y) along the leaves
of W+ . This is defined as follows. Suppose p ∈WuU (x). Then there exists a unique
point q ∈ W+(p) ∩WuU (y), and we define HUx,y(p) = q. The map HUx,y is of class
Cr for r ≥ 1 if the foliations Wu and W+ are also of class Cr.
More generally, suppose γ : [0, T ] → N is a smooth curve such that γ(0) = x
and γ(t) ∈ W+(x) for all t. Let y := γ(T ) ∈ W+(x). Then we can define Hγx,y by
covering the image of γ with foliated charts (ϕi, Ui) for i = 1, . . . , l with x ∈ U1
and y ∈ Ul, and choosing points 0 = t0, . . . , tl = T such that γ(ti−1), γ(ti) ∈ Ui for
each 1 ≤ i ≤ l and then setting
H
γ
x,y := H
Ul
γ(tl−1),y
◦HUl−1γ(tl−2),γ(tl−1) ◦ · · · ◦H
U1
x,γ(t1)
.
It can be shown that Hγx,y only depends on the homotopy class of γ ∈W+(x). One
can check that if x, y, z are in the image of γ, then after suitably restricting the
domains of definition, it holds that
H
γ
y,z ◦Hγx,y = Hγx,z.
Moreover, since the foliations are φt-invariant, for any curve γ in the weak unstable
foliation W+ we have
(2.3) φt ◦Hγx,y ◦ φ−t = Hφt◦γφtx,φty.
Next, we consider the differential ofHγx,y, known as the holonomy transport along
γ,
Hγx,y(p) := dpH
γ
x,y : TpW
u(x)→ THγx,y(p)Wu(y).
In particular we write
Hγx,y : E
u(x)→ Eu(y)
for the map Hγx,y(x) : TxW
u(x)→ TyWu(y). Note that differentiating (2.3) gives
(2.4) dyφt ◦Hγx,y ◦ dφ−txφ−t = Hφt◦γφtx,φty as maps Eu(φtx)→ Eu(φty).
We say that a vector field X ∈ Γ(Eu) is invariant under the holonomy transport
along the leaves of W+ if for any curve γ from x to y contained in W+(x) it holds
that
Hγx,y(p)(X(p)) = X(H
γ
x,y(p)) for all p ∈ Wu(x).
The Kanai connection. We now recall the definition and main features of the
Kanai connection.
Let I be the (1, 1)-tensor on N given by I(v) = −v for v ∈ Es, I(v) = v for
v ∈ Eu and I(F ) = 0. Consider the symmetric non-degenerate bilinear form given
by
h(X,Y ) := ω(X, IY ) + λ⊗ λ(X,Y ).
The pseudo-Riemannian metric h is of class C1 and thus there exists a unique C0
affine connection ∇ such that:
(1) h is parallel with respect to ∇;
(2) ∇ has torsion ω ⊗ F .
Theorem 2.6. The Kanai connection ∇ has the following properties:
(1) ∇ is φt-invariant, ∇ω = 0, ∇F = LF and ∇F = 0.
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(2) The Anosov splitting is invariant under ∇, that is, if Xs ∈ Γ(Es), Xu ∈
Γ(Eu) and Y is any vector field on N then
∇YXs ∈ Γ(Es), ∇YXu ∈ Γ(Eu).
(3) The restriction of ∇ to each leaf of the foliations Ws and Wu of N is
flat (note that restriction of the connection to the leaves of the stable and
unstable foliations is smooth so it makes sense to talk about its curvature).
(4) Parallel transport along curves on the weak stable and unstable manifolds
coincide with the holonomy transport determined by the stable and unstable
foliations.
Remark 2.7. Let us observe that since we know that the restriction of ∇ to each
leaf of Ws and Wu is flat, it follows that Hγx,y is independent of γ. Thus we will
omit γ from the notation and simply write Hx,y.
Lemma 2.8. The holonomy transport Hx,φtx is given by dxφt|Eu(x), that is,
Hx,φtx = dxφt|Eu(x) as maps Eu(x)→ Eu(φtx).
Proof. Fix x ∈ N , and let Γ(t) := φtx. Fix ξ ∈ Eu(x), and let V (t) denote the
vector field along Γ(t) defined by V (t) = dxφt(ξ). It suffices to show that V is
parallel: ∇Γ˙V ≡ 0.
Note that Γ˙(t) = F (φtx). Since ∇F = LF we have
∇F (φtx)V (t) =
d
dt
∣∣∣
t=0
dφtxφ−t(V (φtx)) =
d
dt
∣∣∣
t=0
ξ = 0.
and the lemma follows. 
3. Constructing the Invariant Subbundles
Throughout this section let (Σ, ω) denote a stable Anosov Hamiltonian structure
of dimension 2n−1 where n ≥ 2, λ a stabilizing 1-form for (Σ, ω), F the Reeb vector
field of λ, and φt the flow of F . If n is odd, suppose that the weak (un)stable bundles
are of class C1. If n is even, assume that the Anosov Hamiltonian structure is 1/2-
pinched. In either case, the Kanai connection ∇ is defined. The goal in this section
is to construct a subbundle of Eu that is invariant under both φt and the holonomy
transport along the leaves of the weak stable foliation W+. It is the existence of this
subbundle that we will then exploit in Section 5 in order to prove Theorem A from
the introduction. The main ideas for these constructions come from [19, 13, 14, 24].
In the even dimensional case we will need to know that dλ is parallel with respect
to the Kanai connection. This is the only place in the paper where we will actually
use the 1/2-pinching condition (as opposed to just C1 weak (un)stable bundles).
The following lemma is due to Kanai ([24, Lemma 3.2]).
Lemma 3.1. Suppose φt is a time change of a 1/2-pinched Anosov flow. Then
∇(dλ) = 0.
Proof. Suppose τ is any invariant (0, 3)-tensor annihilated by F , i.e. iF τ = 0.
We claim that τ must vanish. Note that if ψt is any time change of φt, then ψt
also leaves τ invariant since F annihilates τ , so in the proof below without loss of
generality, we may assume that φt itself is 1/2-pinched.
To see that τ vanishes consider for example a triple of vectors (ξ1, ξ2, ξ3) where
ξ1, ξ2 ∈ Es(x) but ξ3 ∈ Eu(x). Then there is a constant C > 0 such that
|τx(ξ1, ξ2, ξ3)| = |τφtx(dxφt(ξ1), dxφt(ξ2), dxφt(ξ3))|
≤ Ce(A−2a)t|ξ1||ξ2||ξ3|,
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By the 1/2-pinching condition the last expression tends to zero as t→∞ and there-
fore τx(ξ1, ξ2, ξ3) = 0. The same will happen for other possible triples (ξ1, ξ2, ξ3)
when we let t→ ±∞.
Since dλ and ∇ are φt-invariant, so is ∇(dλ). Since iFdλ = 0, ∇(dλ) is also
annihilated by F (to see that ∇F (dλ) = 0 use that dλ is φt-invariant and that
∇F = LF ). Hence by the previous argument applied to τ = ∇(dλ) we conclude
that ∇(dλ) = 0 as desired.

Lemma 3.2. There exists a smooth φt-invariant bundle map L : E → E such that
for X,Y ∈ Γ(E),
dλ(X,Y ) = ω(LX, Y ) = ω(X,LY ).
Moreover L preserves the decomposition of E = Es ⊕ Eu, that is, L = Ls + Lu
where Ls : Es → Es and Lu : Eu → Eu.
Proof. Since dλ is φt-invariant and annihilated by F , there exists a φt-invariant
smooth section L of E∗ ⊗ E such that the stated equation holds. It remains to
check that L preserves the decomposition, that is, L commutes with I. But this is
clear: if Xs, Ys ∈ Γ(Es) then
dλ(Xs, Ys) = Xsλ(Ys)− Ysλ(Xs)− λ
(
[Xs, Ys]
)
;
using integrability of Es and the fact that ker λ = E, we see that
0 = dλ(Xs, Ys) = ω(LXs, Ys),
and hence LXs ∈ Γ(Es). The same argument applies with sections of Eu. 
The construction of the invariant subbundle will depend on the parity of n. We
will begin with the easier case, when n is even.
The case of n even. Since dim Σ = 2n−1 and n is even, we have dim Eu = n−1
an odd number. Thus for any x ∈ Σ, the map Lux : Eu(x) → Eu(x) admits a real
eigenvalue ρx. In fact, we have the following result.
Lemma 3.3. There exists ρ ∈ R such that ρx = ρ for all x ∈ Σ.
Remark 3.4. In the proof of the lemma we will make use of the fact that φt is
a transitive flow. To see this, we first note that since φt preserves a probability
measure, the non-wandering set Ω(φ) of φt is necessarily equal to all of Σ (see
for instance [1] or [25, Chapter 18]). It is then a standard result that an Anosov
flow whose non-wandering set is the whole space is transitive (see for instance [25,
p.576]). We also remark that since φt is Anosov the set of periodic points is dense
in the non-wandering set Ω(φ), and hence dense in Σ; we will use this observation
in the next subsection.
Proof. For k ≥ 0, let ak(x) denote the coefficient of tk in the characteristic poly-
nomial px(t) of L
u
x. Then ak : Σ → R is continuous and φt-invariant. Since φt
is transitive, ak is constant. Thus the characteristic polynomial px(t) of L
u
x is
independent of x, and so each Lux admits the same eigenvalues. 
Let therefore ρ0 ∈ R be a common eigenvalue of the maps {Lux}. Let
(3.1) Pρ0(x) := {ξ ∈ Eu(x) : Luxξ = ρ0ξ} 6= {0}.
Proposition 3.5. The map x 7→ Pρ0(x) defines a C1 subbundle of Eu. Moreover
for x ∈ Σ, the restriction of Pρ0 to Wu(x) is integrable.
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Proof. Since dλ is ∇-parallel by Lemma 3.1, Pρ0(x) is invariant under the parallel
transport of ∇. More precisely, given a curve γ from x to y, if Pγx,y : TxΣ → TyΣ
denotes the parallel transport along γ with respect to ∇, then
P
γ
x,yPρ0(x) ⊆ Pρ0(y),
since for ξ ∈ Eu(x), if Luxξ = ρ0ξ then
LuyP
γ
x,y(ξ) = ρ0P
u
x,y(ξ).
Indeed, we have for any vector fields X,Y, Z that:
0 =
(∇Xdλ) (Y, Z)
= ∇X(dλ(Y, Z)) − dλ
(∇XY, Z)− dλ(Y,∇XZ)
= ∇X
(
ω(LY,Z)
)− ω(L(∇XY ), Z)− ω(LY,∇XZ)
= ∇X
(
ω (LY,Z)
)− ω(∇X(LY ), Z)− ω(LY,∇XZ)+ ω((∇XL)Y, Z)
= ∇Xω
(
LY,Z
)
+ ω
((∇XL)Y, Z)
= ω
((∇XL)Y, Z),
where the last equality used the fact that ∇ω = 0. Thus L is parallel, and hence
Lu and Ls are also parallel. Thus:
LuyP
γ
x,y(ξ) = P
γ
x,y
(
Luxξ
)
= Pγx,y(ρ0ξ)
= ρ0P
γ
x,y(ξ).
It remains to check that the restriction of Pρ0 to W
u(x) is integrable. Note that if
X and Y are parallel sections of Eu over Wu(x) then since ∇ has no torsion over
Eu, we have
0 = ∇XY −∇YX = [X,Y ] .

The case of n odd. We now want to construct a φt-invariant subbundle Pρ0 ⊆ Eu
that is invariant under holonomy transport along the leaves ofW+ for the case when
n is an odd integer. As before we construct the maps Lux : E
u(x)→ Eu(x); however
in this case since dim Eu(x) = n − 1 is even, it is no longer necessarily the case
that Lux admits a real eigenvalue, and so our previous construction will not work.
Remark 3.6. Recall we are only assuming that φt is a time change of a 1/2-pinched
Anosov flow in the even dimensional case. Thus in the odd dimensional case Lemma
3.1 is not available to us. If however we did assume that ∇(dλ) = 0 then we could
dramatically simplify the treatment of the odd-dimensional case both in this section
and in Section 5. Indeed, whilst in the odd-dimensional case the characteristic
polynomial p(t) of Lu no longer necessarily admits a real eigenvalue, it is reducible
over R to a product of quadratic factors, say p(t) = q1(t) . . . qk(t). We may then
define sub-bundles Pi := ker qi(L
u) of Eu, which have constant non-zero dimension.
Since ∇(dλ) = 0 these are parallel and hence integrable. We thank the referee for
this observation.
Let Eu
C
:= Eu ⊗ C denote the complexification of Eu, and let L : Eu
C
→ Eu
C
denote the complex linear extension of Lu. Given ρ ∈ C, we set
Qρ(x) := {ξ ∈ Eu(x) : ξ = Re ζ for some ζ ∈ EuC with Lxζ = ρζ} .
By the same arguments as those used in the proof of Lemma 3.3, there exists an
open φt-invariant set O ⊆ Σ with the property that for any fixed ρ ∈ C, the
dimension of the subspaces Qρ(x) is constant for x ∈ O. Thus Qρ|O defines a
continuous φt-invariant subbundle of E
u|O for all ρ ∈ C.
STABILITY OF ANOSOV HAMILTONIAN STRUCTURES 10
Now define a new bundle Pρ over all of Σ by setting
(3.2) Pρ(x) :=
⋂
{Hy,xQρ(y) : y ∈ O ∩W s(x)} .
We call Pρ the holonomy intersection of Qρ (see [19, p685], as well as [13, Section
8]). Note that Pρ is clearly holonomy invariant. The next result is Lemma 2.7 in
[19].
Theorem 3.7. For all ρ ∈ C, Pρ is a continuous φt-invariant subbundle of Eu
over Σ.
Proof. Let
K := min {dim Pρ(x) : x ∈ Σ} .
Since the dimension of K is constant along the leaves of Ws, there exists x0 ∈ O
with dimPρ(x0) = K. We can choose points x1, . . . , xℓ ∈W s(x0) ∩O such that
Pρ(x0) =
ℓ⋂
i=1
Hxi,x0Qρ(xi).
Since Qρ and the holonomy maps Hxi,x0 are continuous there exists an open neigh-
borhood O0 ⊆ O ∩W−(x0) of x0 such that the following holds. Given y0 ∈ O0
there exist open neighborhoods Ui of xi such that the connected component of xi
in the set Ui ∩W s(y0) ∩Wu(xi) consists of a single point yi, and moreover that
dim
ℓ⋂
i=1
Hyi,y0Qρ(y0) ≤ K.
By minimality of K this forces
Pρ(y0) =
ℓ⋂
i=1
Hyi,y0Qρ(y0);
in particular this proves we can find a neighborhood V of x0 in Σ such that the
restriction of Pρ to V is a continuous subbundle of E
u|V . But then since
Σ =
⋃
y∈V
W s(y),
it follows that Pρ is a continuous subbundle of E
u over all of Σ. 
Unfortunately, it is not necessarily the case that Pρ is of positive dimension. To
ensure this, we will need to choose ρ ∈ C carefully. Here is the general idea; the
precise construction (due to Hamenstädt [19, Section 2]) is somewhat technical. We
choose a periodic point q of φt, with period T > 0, say. Then dqφT : TqΣ → TqΣ
induces a map Auq : E
u(q) → Eu(q). Let Aq denote the complex linear extension
of Auq to a map E
u
C
(q)→ Eu
C
(q), and let σ ∈ R, σ > 1 denote the minimal absolute
value of an eigenvalue of Aq. We are interested in the subspace S(q) ⊆ Eu(q) con-
sisting of the subspace spanned by the union of the eigenspaces of Aq corresponding
to eigenvalues of absolute value σ.
We then use holonomy transport to carry S(q) to subspaces S(x) ⊆ Eu(x) for
x ∈ W+(q), thus creating a distribution S over Eu|W+(q).
What is the point of this construction? Suppose now q ∈ O (where O is the open
set defined earlier on which Qρ is a continuous subbundle of E
u|O for all ρ ∈ C -
such q always exist since the set of periodic points of φt is dense in Σ, see Remark
3.4). Then one shows that Luq : E
u(q) → Eu(q) preserves the subbundle S(q), and
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thus Lq : E
u
C
(q) → Eu
C
(q) preserves the complexification SC(q) ⊆ EuC(q). Moreover
if ρ0 is an eigenvalue of Lq|SC(q), we will show that the subspace
Qρ0(q) ∩ S(q) ⊆ Eu(q)
(which is necessarily of positive dimension) is contained in Pρ0 (q); in other words,
for this choice of ρ0, Pρ0 is of positive dimension, and this gives us our desired
subbundle of Eu for the case where n is odd.
We will now begin with the details of the construction.
Since q is periodic of period T , dqφT : TqΣ → TqΣ defines a hyperbolic linear
map Aq : E(q) → E(q) which preserves Es(q) and Eu(q), and so defines maps
Asq : E
s(q) → Es(q) and Auq : Eu(q) → Eu(q). Let Aq : EuC(q) → EuC(q) denote
the linear map induced by Auq . Let σ ∈ R denote the smallest absolute value of an
eigenvalue of Aq (note σ > 1 as dφt|Eu is expanding).
Now let us set
S(q) := span {ξ ∈ Eu(q) : ∃ ζ ∈ EuC(q), ρ ∈ C, |ρ| = σ, with ξ = Re ζ, Aqζ = ρζ} .
Then for x ∈W+(q) we define
S(x) := Hq,x[S(q)].
Then S is a C1-subbundle of Eu|W+(q) and moreover using (2.4) and Lemma 2.8
we see dxφt[S(x)] ⊆ S(φtx) for all x ∈W+(q); in particular Auq maps S(x) to itself.
We now make a little digression into some elementary linear algebra. Given an in-
vertible complex linear endomorphism A : Cm → Cm, decompose Cm =⊕kj=1 V ρj
into the root spaces of A, and let
{
ξρ11 , . . . , ξ
ρ1
d(ρ1)
, ξρ21 , . . . , ξ
ρ2
d(ρ2)
, . . . , ξρk1 , . . . , ξ
ρk
d(ρk)
}
denote a basis of Cm such that A is in Jordan normal form with respect to this
basis. That is, we have d(ρj) = dim V
ρj , Aξ
ρj
1 = ρjξ
ρj
1 for j = 1, . . . , k and
Aξ
ρj
i = ξ
ρj
1 + ξ
ρj
2 + · · ·+ ξρji−1 + ρjξρji for i > 1 and j = 1, . . . , k. Now set
η
ρj
i :=
ρj
|ρj |ξ
ρj
i ,
and define a Hermitian inner product 〈·, ·〉 on Cm by declaring {ηρji } to be a unitary
basis.
Let σ := min{|ρj | : j = 1 . . . , k}, and set
S := spanC
{
ξ
ρj
1 :
∣∣ρj∣∣ = σ} .
Then for any ξ, η ∈ S we have
〈Aξ,Aη〉 = σ2 〈ξ, η〉 ,
The following result is essentially due to Hamenstädt.
Lemma 3.8. Let ξ, η ∈ Cn, with η ∈ S, η 6= 0 and ξ /∈ S. Then
(3.3) lim
k→∞
∣∣Akξ∣∣
|Akη| =∞.
Proof. The crux of the proof is the following formula, whose proof can be found in
[19, Corollary 2.3]. Suppose ζ ∈ Cn is a root vector for A with eigenvalue ρ 6= 0,
that is, there exists j ∈ N such that
(A− ρId)jζ = 0 but (A− ρId)j−1ζ 6= 0.
Then
lim
k→∞
Akζ
ρkkj−1
=
1
ρj−1(j − 1)! (A− σId)
j−1ζ.
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In particular, if either:
(1) ρ, ρ′ are eigenvalues of A with |ρ| < |ρ′| and ζ, ζ′ ∈ CN are root vectors for
A with eigenvalues ρ, ρ′ or
(2) ζ and ζ′ are both root vectors for A with eigenvalue ρ, such that there
exists j ∈ N with
(A− ρId)jζ = 0 but (A− ρId)jζ′ 6= 0,
then
lim
k→∞
∣∣Akζ′∣∣
|Akζ| =∞.
This implies the lemma. 
We return now to the problem at hand and prove the following result ([19,
Lemma 2.5]).
Proposition 3.9. The map Lu preserves the bundle S over Eu|W+(q).
Before getting started on the proof, we introduce an auxilliary inner product
that will be helpful for this result and its sequel. Let us fix an inner product 〈·, ·〉q
on Eu(q) with the property that if ξ, η ∈ S(q) then 〈Auq ξ, Auq η〉q = σ2 〈ξ, η〉q (such
an inner product exists by the discussion above). Then extend 〈·, ·〉q to an inner
product 〈·, ·〉x for all x ∈ W s(q) by
〈ξ, η〉x := 〈Hx,q(ξ), Hx,q(η)〉q for x ∈ W s(q), ξ, η ∈ Eu(x).
Let |·|x denote the norm induced by 〈·, ·〉x for x ∈ W s(q).
Proof. (of Proposition 3.9)
First note that by (2.4) for any x ∈ W s(q) and k ∈ Z,
(3.4) HφkT x,q ◦ dxφkT =
(
Asq
)k ◦Hx,q as maps Eu(x)→ Eu(q).
Thus if ξ ∈ Eu(x), ξ /∈ S(x) and η ∈ S(x), η 6= 0 we have
|dxφkT (ξ)|φkT x
|dxφkT (η)|φkT x
=
∣∣HφkT x,q(dxφkT (ξ))∣∣q∣∣HφkT x,q(dxφkT (η))∣∣q
=
∣∣∣(Auq )kHx,q(ξ)∣∣∣
q∣∣∣(Auq )kHx,q(η)∣∣∣
q
,
and then since Hx,q(η) ∈ S(q) but Hx,q(ξ) /∈ S(q), the previous lemma tells us that
lim
k→∞
|dxφkT (ξ)|φkT x
|dxφkT (η)|φkT x
=∞.
Now let B denote the ball
B = {x ∈W s(q) : dist(q, x) ≤ 1} .
Using continuity and compactness of B, we see that the operator norm of Lu with
respect to the norm |·| on Eu|B is uniformly bounded on B.
Suppose now for contradiction that there exists x ∈ W s(q) and ξ ∈ S(x) with
Luxξ /∈ S(x). Then since Lux is φt-invariant we have
LuφkTx (dxφkT (ξ)) = dxφkT (L
u
xξ)
for all k ≥ 0, and thus
lim
k→∞
∣∣∣LuφkTx(dxφkT (ξ))
)∣∣∣
φkT x
|dxφkT (ξ)|φkT x
=∞.
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In other words, the operator norms with respect to |·| of the endomorphisms LuφkT x
of Eu(φkTx) tends to infinity as k →∞, contradicting the fact that φkTx ∈ B for
k large enough.
Thus Lu preserves S over Eu|W s(q). To complete the proof we need to show Lu
preserves S over all of Eu|W+(q). This however is clear, since Lu is φt-invariant. 
Proposition 3.10. Given x ∈W+(q) we have
Lux = Hq,x ◦ Luq ◦Hx,q as maps S(x)→ S(x).
In other words, when restricted to the subbundle S over W+(q), the map Lu ‘com-
mutes with holonomy’.
Proof. As before, since Lu commutes with dφt it suffices to verify the assertion for
x ∈ W s(q). Thus given x ∈ W s(q), define Cx ∈ EndS by
Cx = L
u
x −Hq,x ◦ Luq ◦Hx,q.
To complete the proof we show that Cx = 0 for all x ∈W s(q). To do this we shall
show that the function β defined on W s(q) by
β(x) = ‖Cx‖x
(where here ‖·‖x denotes the operator norm on Eu(x) with respect to 〈·, ·〉x) is in-
variant under φT . Since β is continuous and β(q) = 0 it then follows β is identically
zero, and hence Cx = 0 for all x ∈ W s(q).
Since Lu is φt-invariant we have
CφT x
(
dxφT (ξ)
)
= dxφT
(
Cx(ξ)
)
for all x ∈W s(q) and ξ ∈ S(x). Since (using (3.4))
|dxφT (ξ)|x =
∣∣Hx,q(dxφT (ξ))∣∣q
=
∣∣Auq (H+x,q(ξ))∣∣q
= σ
∣∣H+x,q(ξ)∣∣q
= σ |ξ|x ,
for all ξ ∈ S(x) and x ∈ W s(q), for k ≥ 0 we have
|CφkT x ◦ dxφkT (ξ)|φkT x
|dxφkT (ξ)|φkTx
=
|dxφkT ◦ Cx(ξ)|φkT x
σk |ξ|x
=
|Cx(ξ)|x
|ξ|x
;
which proves the assertions about the map β stated above. 
The point of all this work is the following result.
Corollary 3.11. Let ρ0 ∈ C be an eigenvalue of Lq|SC(q). Then the dimension of
Pρ0 is strictly positive.
Proof. From the previous proposition it follows that the non-trivial subspaceQρ0(q)∩
S(q) is contained in Pρ0(q), and hence in the notation of Theorem 3.7, the integer
K = dim Pρ0 is strictly positive. 
We conclude this section with the following construction, again due to Hamen-
städt [19, p686]. If V is a real vector space and Vi ⊆ V are even dimensional
subspaces admitting almost complex structures Ji, let
⋂
i(Vi, Ji) denote the largest
subspace W ⊆ ⋂i Vi which is invariant under the Ji and such that Ji|W = Jj |W
for all i, j. We call
⋂
i(Vi, Ji) the complex intersection of the (Vi, Ji).
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Now suppose the ρ0 we found above happens to lie in C\R. Then if we consider
the operator
J :=
1
Im ρ0
(Lu − (Re ρ0)Id) ,
it is easy to see that J defines an almost complex structure on Qρ0 .
If follows that if we define a new bundle PCρ0 over all of Σ by setting
(3.5) PCρ0(x) :=
⋂
{(Hy,xQρ0(y), Jy) : y ∈W s(x)} ,
then the same proof as above shows that PCρ0 is a continuous φt-invariant subundle
of Eu over Σ of positive dimension. We shall use this observation later.
4. North-South Dynamics
In this section we return to the situation described in the introduction. The main
goal of this section is to prove Theorem 4.2 below; we will use heavily the assumption
thatM admits a metric of negative curvature. As stated in the introduction however
it should be possible to prove Theorem 4.2 without using this assumption.
Throughout this section (M, g) denotes a closed n-dimensional Riemannian man-
ifold with tangent bundle π : TM → M . We first begin with a quick summary of
the geometry of the tangent bundle that we will need throughout what follows.
The geometry of TM . The vertical bundle V ⊆ TTM is given by
V (v) = ker {dvπ : TvTM → TxM} ,
where for convenience throughout this paragraph an arbitrary vector v ∈ TM
is assumed to lie in TxM . The Riemannian metric g on M determines a direct
summand H of the vertical bundle V , called the horizontal bundle together with
isomorphisms
TvTM ∼= H(v)⊕ V (v) ∼= TxM ⊕ TxM.
Let ∇ denote the Levi-Civita connection on (M, g). We make this isomorphism
explicit as follows: given ξ ∈ TvTM associate a point (ξH , ξV ) ∈ TxM ⊕ TxM ,
where
ξH = dvπ(ξ)
and
ξV = Kv(ξ).
Here K : TTM → TM is the connection map of ∇, defined as follows: given
ξ ∈ TvTM , choose a curve Z : (−ε, ε) → TM such that Z(0) = v and Z˙(0) = ξ.
Then
Kv(ξ) = ∇tZ(0),
where ∇t denotes the covariant derivative along the curve π ◦ Z.
H(v) is thus defined to be the set of ξ ∈ TvTM such that ξV = 0, and similarly
V (v) is simply the set of ξ ∈ TvTM such that ξH = 0. Clearly the map ξ 7→ ξH
defines an isomorphism H(v)→ TxM and similarly ξ 7→ ξV defines an isomorphism
V (v) → TxM . In general we shall slightly abuse notation and write ξ = (ξH , ξV )
to indicate this identification.
It is easy to see that given ξ, η ∈ TTM we have
ω0(ξ, η) = 〈ξH , ηV 〉 − 〈ξV , ηH〉 ,
where as before ω0 denotes the canonical symplectic form on TM . We define the
Sasaki metric gTM on TM by setting
〈ξ, η〉TM := 〈ξH , ηH〉+ 〈ξV , ηV 〉 ,
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so that ω0 and gTM are compatible.
North-South dynamics. As before, let H : TM →M denote the energy Hamil-
tonian (x, v) 7→ 12 |v|2, and let F1 denote the symplectic gradient of H with respect
to ω1. Let φ
1
t : TM → TM denote the flow of F1. Let Σk = H−1(k) denote a
closed energy level set, where k is a regular value of H , and assume that φ1t |Σk
is Anosov (we do not need to assume C1 weak (un)stable bundles at this point).
Write the Anosov splitting of TΣk as
TΣk = RF1 ⊕ Es1 ⊕ Eu1 .
We first quote the following theorem from [30], which will very useful in what
follows.
Theorem 4.1. If Σk is an Anosov energy level then the weak (un)stable bundles
E+1 and E
−
1 are transverse to the vertical subbundle V .
Now let M˜ denote the universal covering of M , and let Σ˜k denote the pullback
of Σk to TM˜ . Then Σ˜k is a smooth connected hypersurface of TM˜ that intersects
each tangent space TxM˜ in a sphere containing the origin in its interior (since the
same is true of Σk). Let σ˜ denote the pullback of σ to M˜ and let ω˜0 denote the
natural symplectic form on TM˜ . Let ω˜1 := ω˜0 + π˜
∗σ˜, where π˜ : TM˜ → M˜ is
the footpoint map. We will let F˜1 denote the symplectic gradient of the lifted
Hamiltonian (x, v) 7→ 12 |v|2 with respect to ω˜1. We will write φ˜1t : TM˜ → TM˜
for the flow of F˜1. By assumption φ˜
1
t |Σ˜k is Anosov, and we will write the Anosov
splitting as
T Σ˜k = RF˜1 ⊕ E˜s1 ⊕ E˜u1 .
Similarly let us denote by V˜ and H˜ denote the vertical and horizontal subbundles
of TTM˜ .
As before let Ws,Wu,W+ and W− denote the four foliations of Σk defined by
the subbundles Es, Eu, E+ and E− respectively. We can lift these to foliations
W˜
s, W˜u, W˜+ and W˜− of Σ˜k. Let L
+ = Σ˜k/W˜
+ and L− = Σ˜k/W˜
− denote the
spaces of weak stable and unstable leaves respectively. The fundamental group
π1(M) (regarded as covering transformations of M˜) acts on Σ˜k freely and properly
discontinuously by permuting the orbits of φ˜1t . Since elements of π1(M) act by
isometries, the action on Σ˜k must send weak (un)stable leaves to weak (un)stable
leaves, and thus π1(M) induces an action on L
+ and L−.
The aim of this section is to prove the following result.
Theorem 4.2. SupposeM admits a metric of negative curvature. The fundamental
group π1(M) acts on both L
+ and L− as a ‘North-South dynamic’. By this we mean
the following: for all ϕ ∈ π1(M), there exists two fixed leaves W˜+1 , W˜+2 ∈ L+ and
two fixed leaves W˜−1 , W˜
−
2 ∈ L− such that for all W˜± ∈ L± it holds that
lim
n→∞
ϕn[W˜±] = W˜±1 , limn→∞
ϕ−n[W˜±] = W˜±2 .
Consider the fibration
π|Σk : Σk →M
of (n− 1)-spheres. As a direct consequence of Theorem 4.1, we see that the foli-
ations W+ and W− are transverse to the fibres of the fibration Σk → M . This
implies that W˜+ and W˜− are transverse to the fibration π˜|Σ˜k : Σ˜k → M˜ .
Given x ∈ M˜ , the fibre (π˜|Σ˜k)−1(x) is compact. Thus we can apply the following
theorem of Ehresmann.
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Theorem 4.3. Let F → E p→ B be a fibre bundle and F a foliation of E transverse
to the fibres. Suppose F is compact. Then for every leaf L of F, p|L : L→ B is a
covering map.
For a proof, see [6, p91]. Now fix v ∈ Σ˜k. Since M˜ is simply connected, π˜|W˜+(v)
is a diffeomorphism, and thus W˜+(v) simply connected. Thus W˜+(v) intersects
each fibre of the fibration Σ˜k → M˜ in precisely one point, and thus each leaf
W˜+(v) is diffeomorphic to M˜ . Thus M˜ is diffeomorphic to Rn, and the space of
stable leaves L+ can be identified topologically with the (n− 1)-sphere. Of course
the same applies to L−.
Now we recall the concept of the ideal boundary of M˜ . For this, let g′0 denote
a metric of negative curvature on M (whose existence we assume in this section),
and lift g′0 to a metric g0 on M˜ of negative curvature.
Definition 4.4. The ideal boundary M˜g0(∞) of (M˜, g0) is given by M˜g0(∞) :=
Λg0(M˜)/ ∼, where Λg0(M˜) denotes the set of g0-geodesics1 c : R → M˜ of M˜ , and
c1 ∼ c2 if and only if
distHD(c1[R
+], c2[R
+]) <∞;
here distHD denotes the Hausdorff distance defined by
distHD(U, V ) := inf {r ∈ R : U ⊆ B(V, r), V ⊆ B(U, r)} ,
where U, V ⊆ M˜ and B(U, r) :=
{
x ∈ M˜ : distg0(x, U) ≤ r
}
.
Given x ∈ M˜ and v ∈ TxM˜ , let cv : R → M˜ denotes the unique g0-geodesic
adapted to v, and let cv(∞) ∈ M˜g0(∞) denote the corresponding element of
M˜g0(∞). If c−1v is the geodesic obtained by going along cv backwards, let cv(−∞)
denote the element of M˜g0(∞) corresponding to c−1v .
Let Sg0M˜ denote the unit sphere bundle of (M˜, g0). Fix a point x ∈ M˜ , and
consider the map sx : S
g0
x M˜ → M˜g0g0 (∞) sending v 7→ cv(∞). Then sx is a bijection,
and we define a topology on M˜g0(∞) so that that sx becomes a homeomorphism;
thus M˜g0(∞) ∼= Sn−1. This topology is independent of the choice of x, since
sy ◦ s−1x : Sg0x M˜ → Sg0y M˜ is a homeomorphism.
The next thing we require is the concept of a quasi-geodesic.
Definition 4.5. A curve γ : [a, b] → M˜ is an quasi-geodesic of (M˜, g0) if there
exist P,Q ∈ R+ such that
1
P
|s− t| −Q ≤ distg0(γ(s), γ(t)) ≤ P |s− t|+Q
for all s, t ∈ [a, b]. If we need to be explicit about the constants P,Q, we call such
a quasi-geodesic a (P,Q)-quasi-geodesic.
We now quote two theorems which explain why this is relevant to the situation
in hand. The first is due to Peyerimhoff and Siburg ([31, Theorem 2.9]).
Theorem 4.6. Suppose φ1t |Σk is Anosov. Then there exists a constant Pk ∈ R+
such that the projection to M˜ of any orbit of φ˜1t is a (Pk, 0)-quasi-geodesic.
1For clarity we will use the letter c to stand for g0-geodesics and γ for the projection to M˜ of
flow lines of φ˜1
t
.
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Remark 4.7. In fact, Theorem 4.6 is stated in a somewhat different form in [31]:
there they assert that when k is greater than a certain critical value c(g, σ) known
as Mañé’s critical value then the projection to M˜ of any minimizing orbit of φ˜1t
is a quasi-geodesic. See for instance [9, 5] for the definition of c(g, σ), where it is
proved that when φ1t is Anosov, it necessarily holds that k > c(g, σ), and that in
this case, every orbit of φ˜1t is minimizing.
We can build the quasi-ideal boundary M˜∗g0(∞) in much the same way using
quasi-geodesics. If γ : R → M˜ is an g0-quasi-geodesic, we write γ∗(∞) to denote
the corresponding element of M˜∗g0(∞). Note that any geodesic is automatically
a quasi-geodesic, and thus we have a natural map M˜g0(∞) →֒ M˜∗g0(∞) carrying
an equivalence class of geodesics to the corresponding equivalence class of quasi-
geodesics. This is the second theorem we quote here; a proof may be found in [27,
Theorem 2.2].
Theorem 4.8. The inclusion M˜g0(∞) →֒ M˜∗g0(∞) is a bijection.
We will use this to show the following key result, whose proof is essentially that
of Theorem 2.12 in [27]. The result however is originally due to Gromov (see [17]),
and also independently due to Ghys ([16, Theorem 4.5]). Let ψt denote the geodesic
flow of (M˜, g0) and let ψ
′
t denote the geodesic flow of (M, g
′
0). Let S
g′
0M denote
the unit sphere bundle of (M, g′0).
Theorem 4.9. φ1t |Σk and ψ′t|Sg
′
0M are topologically conjugate.
Proof. Given v ∈ Σ˜k, let γv := π˜ ◦ φ˜1t v. Then γv determines an element γ∗v (∞) ∈
M˜∗g0(∞) by Theorem 4.6, and thus by Theorem 4.8 a unique element ξv ∈ M˜g0(∞).
Let ξ−1v ∈ M˜g0(∞) denote the element corresponding to γ∗v (−∞) ∈ M˜∗g0(∞).
Suppose ζ, ξ ∈ M˜g0(∞). Then there exists a unique g0-geodesic c such that
c(∞) = ζ and c(−∞) = ξ. Let P(c) : M˜ → M˜ denote orthogonal projection onto
c, and use this to define a map P(ζ, ξ) : M˜ → Sg0M˜ by
P(ζ, ξ)(x) = c˙(t) where P(c)(x) = c(t).
Now define G0 : Σ˜k → Sg0M˜ by setting
G0(v) := P(ξv, ξ
−1
v )(π˜v),
Then G0 is continuous and surjective but in general not injective: there may exist
two points v, v′ on the same orbit of φ˜1t that have the same orthogonal projection
onto the g0-geodesic c determined by ξv = ξv′ and ξ
−1
v = ξ
−1
v′ . In order to achieve
injectivity we ‘average’ G0. For this look at the map ρ : R × Σ˜k → Sg0M˜ defined
by
G0(φ˜
1
t v) = ψρ(t,v)(G0(v)).
Then ρ satisfies the cocycle property, that is,
ρ(t+ t′, v) = ρ(t, φ˜1t′v) + ρ(t
′, v),
as is easily checked. Now choose τ ∈ R+ such that ρ(τ, v) > 0 for all v ∈ Σ˜k, and
then let r(v) denote the average
r(v) :=
1
τ
∫ τ
0
ρ(t, v)dt.
Next define Gτ : Σ˜k → Sg0M˜ by
Gτ (v) = ψr(v)(G0(v)).
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We claim that Gτ is injective. For this observe that if
f(t) := r(φ˜1t v) + ρ(t, v)
then f is monotone increasing. Indeed,
f ′(t) =
1
τ
∫ τ
0
ρ′(u + t, v)du
=
1
τ
(ρ(τ + t, v)− ρ(t, v))
=
1
τ
ρ(τ, φ˜1t v) > 0.
The claim then follows from the computation
Gτ (φ˜
1
t v) = ψr(ψtv)(G0(φ˜
1
t v))
= ψr(ψtv)+ρ(t,v)(G0(v))
= ψf(t)(G0(v)).
Finally, in order to deduce the stronger statement that φ1t |Σk and ψ′t|Sg
′
0M are also
topologically conjugate, one simply notes that G0 is obviously equivariant under
the action of π1(M), and hence so is Gτ ; thus Gτ descends to M to define an orbit
equivalence G′τ from φ
1
t |Σk and ψ′t|Sg
′
0M . 
It is now easy to prove Theorem 4.2. Indeed, it is well known (see for instance
[26, Theorem 3.8.13]) that Theorem 4.2 holds in the case of a geodesic flow of a
negatively curved manifold. Thus if M admits a metric g′0 of negative curvature,
Theorem 4.9 gives us an orbit equivalence between φ1t |Σk and the geodesic flow ψ′t
of (M, g′0), and via this orbit equivalence we see Theorem 4.2 holds in our case too.
5. Proof of Theorem A
We will now prove Theorem A. Our proof of the theorem will depend on the
parity of n; moreover, a separate argument will be required to deal with the cases
n = 3 and n = 7. We will start with the case where n is even.
The case when n is an even integer. In the even dimensional case, recall that
we assume φ1t |Σk is 1/2-pinched. Since (Σk, ω1) is stable, there exists an invariant
subbundle Pρ0 of E
u as constructed in Section 3; see (3.1). The maximal integral
submanifolds of Pρ0 define a foliation P(v) of class C
1 on Wu(v). Since P is
invariant under parallel transport, it is also invariant under holonomy transport
and thus the foliations P(v) glue together to give a foliation P of class C1 on Σk
that is invariant under the parallel transport of∇ and thus also the holonomy maps.
Thus P can be lifted to Σ˜k and then projected to a foliation P
′ of L+ of positive
dimension.
Since P is invariant under φt, P
′ is invariant under the action of π1(M). Here
Theorem 4.2 of the previous section comes into play: π1(M) acts on L
+ as a North-
South dynamics. A theorem of Foulon [15] states that there are no non-trivial C0
foliations of the sphere Sn−1 which are invariant under North-South dynamics.
Since we know that P′ is of positive dimension, we must have P′ = L+, and hence
the subbundle Pρ0 is equal to E
u. From this it is easy to deduce that dλ = ρ0ω1,
where ρ0 ∈ R defines Pρ0 ; see (3.1).
To complete the proof in this case it remains to rule out the possibility that
ρ0 = 0. Suppose for contradiction that this is the case. Then the 1-form λ is
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closed. Let µ denote a Borel probability measure on Σk. Recall that µ determines
a 1-current lµ by
lµ (β) =
∫
Σk
β (F1) dµ : β ∈ Ω1(Σk).
We say that µ is exact as a current if lµ (β) = 0 whenever β is closed. Now let µL
denote the Liouville measure of Σk (defined precisely below). Then by Lemma 5.1
below, µL is exact as a current. But
lµL (λ) =
∫
Σk
λ (F1) dµL 6= 0;
contradiction. Thus ρ0 6= 0; this completes the proof in the even dimensional case.
For completeness let us give a precise definition of the Liouville measure µL and
prove that it is indeed exact as a current. Whilst in general there may exist many
invariant volume forms on an energy level Σk, and thus many invariant probability
measures, in the special case where the energy level Σk is Anosov, the Liouville
measure is the unique smooth invariant probability measure. It can be defined as
follows. Let X ∈ TTM |Σk denote a vector field such that ω1(X,F1) = 1 (such a
vector field always exists since Σk is a regular energy level). Observe that
iF1iXω
n
1 |Σk = ωn−11 ,
and hence if Θ := iXω
n
1 then Θ is a volume form on Σk. Now observe that ω
n−1
1 is
exact for n ≥ 3. Indeed
ωn−11 = (ω0 + π
∗σ)n−1 = (ω0)
n−1 + (n− 1)π∗σ ∧ (ω0)n−2.
On the right-hand side the first term is exact. For n ≥ 3 the second term is exact
as well and the claim follows (when n = 2, ω1 is exact if M is not the 2-torus, but
we do not need this here). Then iF1Θ = dτ and φ
1
t preserves the volume form Θ.
Let µL denote the smooth invariant probability measure induced by Θ; µL is called
the Liouville measure.
Lemma 5.1. The Liouville measure µL of Σk is exact as a current.
Proof. Let β ∈ Ω1(Σk,R) denote any closed 1-form and let A be the integral of Θ.
Then
A lµL(β) = A
∫
Σk
β(F1)dµL
=
∫
Σk
β(F1)Θ
=
∫
Σk
iF1Θ ∧ β
=
∫
Σk
dτ ∧ β
=
∫
Σk
d(τ ∧ β),
and this last integral is zero by Stokes’ theorem. 
The case when n is an odd integer. We now proceed to the second case, where
n is odd. We no longer need to assume that φ1t |Σk is 1/2-pinched, only that the
weak (un)stable bundles are of class C1. The next result is from [13, Lemma 2].
Lemma 5.2. Let K ⊆ E˜u1 be a continuous distribution of k-dimensional planes
defined everywhere on Σ˜k. Then K projects onto a continuous field Q of k-planes
on Sn−1.
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Proof. Let C ⊆ M˜ denote a closed submanifold of M˜ diffeomorphic to Sn−1. For
each x ∈ C, let ν(x) ∈ TxM˜ denote the inward pointing normal to C at x. Thus
K(ν(x)) ⊆ E˜u1 (ν(x)). Then note that given x ∈ C and v ∈ E˜s1(x), the map
dvπ˜|E˜u1 : E˜u1 (v)→ v⊥ ⊆ TxM˜ is a linear isomorphism. The desired continuous field
Q of k-planes is then given by
Q(x) := dν(x)π˜ [K(ν(x))] ⊆ TxC.

For the case where M is odd dimensional we will use the bundle Pρ0 defined
by (3.5), where this time ρ0 ∈ C is given by Corollary 3.11. In this case however
the argument is initially simpler. Indeed, by the following topological result, after
lifting Pρ0 to a continuous distribution on E˜
u
1 , we see immediately that Pρ0 = E
u
1 .
Theorem 5.3. For n odd, Sn−1 admits no k-plane distribution for 1 ≤ k ≤ n− 2.
See for instance [32, Theorem 27.18] for a proof.
Remark 5.4. We could alternatively deduce the same result by observing as before
that the space of leaves L+ := Σ˜k/W˜
+ is topologically an (n− 1)-sphere, and
since Pρ0 is invariant under the holonomy transport, Pρ0 determines a continuous
distribution of k-planes on Sn−1. The proof given above does not use the fact that
Pρ0 is invariant under holonomy transport.
Unfortunately this does not quite nail the result as in the even dimensional case.
If ρ0 ∈ R, we deduce Lu = ρ0Id, and the desired contradiction follows just as in
the even-dimensional case.
If however ρ0 /∈ R then more work is required. Consider the φ1t -invariant almost
complex structure J on Eu of class C1 defined by
(5.1) J :=
1
Im ρ0
(Lu − (Re ρ0)Id) .
Lifting J to an almost complex structure on E˜u1 , and then using the construction
from Lemma 5.2, we see that J induces an almost complex structure on Sn−1. This
immediately implies that n = 3 or n = 7, since the only spheres that admit almost
complex structures are S2 and S6.
It thus remains to eliminate the cases n = 3 and n = 7, and we will tackle these
separately.
The case where n = 3 or n = 7. The first step in the proof of these two special
cases is to show that the existence of a φ1t -invariant almost complex structure J
on Eu forces both Es and Eu to be of class C∞. The next two results are due to
Hamenstädt; see Corollary 2.11 and Corollary 2.12 of [19].
Lemma 5.5. The almost complex structure J on Eu is parallel with respect to the
Kanai connection.
Proof. Since J is φ1t -invariant and ∇F1 = LF1 , we certainly have ∇F1J = 0 and
thus it suffices to show that ∇XsJ = 0 for all Xs ∈ Γ(Es) and ∇XuJ = 0 for
all Xu ∈ Γ(Eu). We know that J is invariant under the holonomy maps Hx,y
(since otherwise the subbundle PCρ0 from (3.5) would be of positive dimension -
this contradict the fact that an even dimensional sphere does not have non-trivial
subbundles) and thus as holonomy transport is the same as parallel transport for
∇, we see that ∇XsJ = 0 for all Xs ∈ Γ(Es). We can define a new almost complex
structure J′ on Es by the equation
ω(Xu, J
′Xs) = ω(JXu, Xs).
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Then if Ys ∈ Γ(Es), applying Ys to the previous equation and using that ∇ω = 0
shows that
(5.2) ω(Xu, (∇YsJ′)Xs) = ω((∇YsJ)Xu, Xs),
and thus ∇YsJ′ = 0.
But now the point is the following: we could repeat all of what we have done
above but working with Ls not Lu, and thus obtain an almost complex structure
J˜ on Es. The same argument would then show that this almost complex structure
J˜ is parallel on Eu, that is, ∇Xu J˜ = 0 for Xu ∈ Γ(Eu). But straight from the
definition, it is clear that J˜ = J′, and thus J′ is parallel on Eu as well. But then
taking Yu ∈ Γ(Eu) and plugging it into (5.2), we see that ∇YuJ = 0, and this
completes the proof. 
Theorem 5.6. Suppose the strong unstable bundle Eu1 admits an almost complex
structure J defined as in (5.1). Then Σk admits a real analytic structure, for which
the strong (un)stable bundles Es1 and E
u
1 are both real analytic. Moreover, this real
analytic structure is C1 diffeomorphic to the underlying smooth structure of Σk.
Before starting the proof, let us recall the following facts about the spaces of
leaves. Recall that the space L+ and L− of leaves are defined to be the quotient
spaces L+ := Σ˜k/ ∼+ and L− := Σ˜k/ ∼−, where ∼± are the equivalence rela-
tions on Σ˜k defined by v ∼± w if and only if w ∈ W˜±(v) respectively. We let
p± : Σ˜k → L± denote the quotient maps, and give L± the quotient topology in-
duced by p±. For each x ∈ M˜ the restriction p+|Σ˜k ∩ TxM˜ and p−|Σ˜k ∩ TxM˜ are
homeomorphisms onto L+ and L− respectively; thus L+ and L− both admit the
structure of topological manifolds, and are homeomorphic to Sn−1.
The key fact that we will need is that there exists a homeomorphism F : L+ →
L− with the following property: given any leaves W˜+ ∈ L+ and W˜− ∈ L−, the
intersection W˜+ ∩ W˜− contains a unique flow line of φ˜1t unless W˜− = F (W˜+), in
which case W˜+ ∩ W˜− = ∅. We will call F a flip map.
To prove this we take advantage of the fact that M˜ admits a metric g0 of negative
curvature again. As before let Sg0M˜ denote the unit sphere bundle of (M˜, g0) and
ψt : S
g0M˜ → Sg0M˜ the geodesic flow of (M˜, g0). Let L+g0 and L−g0 denote the
space of stable and unstable leaves determined by ψt. Defining similar equivalence
relations ∼g0+ and ∼g0− on Sg0M˜ , we can realise L+g0 and L−g0 as quotients of Sg0M˜ ;
let pg0+ : S
g0M˜ → L+g0 and pg0− : Sg0M˜ → L−g0 denote the projections. Theorem
4.2 ensures we have a homeomorphism G = Gτ : Σ˜k → Sg0M˜ that conjugates the
orbits of φ˜1t and ψt, and this conjugacy then induces maps G+ : L
+ → L+g0 and
G− : L
− → L−g0 . It is well known that the map Sg0M˜ → Sg0M˜ sending v 7→ −v
induces a flip map F0 : L
+
g0 → L−g0 for the flow ψt, and thus if F := G−1− ◦ F0 ◦G+
then F : L+ → L− is a flip map for φ˜1t .
Among other things, the existence of a flip map gives us another way to view the
holonomy transport. Given v ∈ Σ˜k, the restriction p+|W˜u(v) is a homeomorphism
onto the set L+\F (W˜+(v)). Thus there is a unique map pv+ : Σ˜k\F (W˜+(v)) →
W˜u(v) such that p+ ◦ pv+ = p+. Given w ∈ W˜+(v), if
(5.3) V := W˜u(w)\F (W˜+(w))
then it is easy to see that pv+|V is precisely the restriction to V of the holonomy
map H˜γw,v : W˜
u(w)→ W˜u(v). We will use this fact in the proof below.
Proof. (of Theorem 5.6)
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Fix v ∈ Σk, and suppose X and Y are parallel sections of Eu over Wu(v). Then
[X,Y ] = 0 as ∇ is torsion free when restricted to Wu(v). Since J is parallel by the
previous lemma, so are JX and JY ; hence [JX, JY ] = [JX,Y ] = [X, JY ] = 0; in
other words the Nijenhuis tensor NJ of J vanishes, and consequently J is integrable
(see for instance, [28, Chapter IX, Theorem 2.4]). Thus we obtain a complex
structure on Wu(v). Using the almost complex structure J′ defined in the previous
lemma (which we shall now also refer to simply as J) and repeating the same
argument gives us complex structures on the stable manifolds W s(v).
Let us now pass to the universal cover. We have shown that each of the strong
stable and unstable leaves W˜ s and W˜u admit π1(M)-equivariant complex struc-
tures. We will use this to define the structure of a complex manifold on the spaces
L+ and L− of leaves. We have shown above that given v ∈ Σ˜k, the map
p+|W˜u(v) : W˜u(v)→ U(v) := L+\F (W˜+(v))
is a homeomorphism. Let ϕv : U(v) → W˜u(v) ∼= Cm (here n = 2m + 1) denote
the inverse map. We want to define the structure of a complex manifold on L+
by taking {(ϕv, U(v) : v ∈ Σ˜k} to be an atlas. The fact that the overlap maps
ϕv ◦ ϕ−1w are holomorphic where defined follows immediately from the fact that if
v ∈ Σ˜k, w ∈ W˜+(v), and V ⊆ W˜u(v) is as defined above in (5.3) then
dw(p
v
+|V ) = H˜w,v|V,
and thus pv+|V is holomorphic, since the lifted complex structure J˜ is invariant
under the holonomy transport maps.
Similarly L− admits the structure of a complex manifold. Note that by construc-
tion the complex structure on L+ and L− is π1(M)-equivariant. Next, we claim
that the orbit space Σ˜k/φ˜
1
t is homeomorphic to L
+ × L−\K where K is a closed
set. Set
∆ :=
{
(pg0+ (v), p
g0
− (v)) ∈ L+g0 × L−g0 : v ∈ Sg0M˜
}
.
The following is well known: given a flow line Cv(t) = ψtv, the map
Cv 7→ (pg0+ (v), F0(pg0− (v))) ∈ L+g0 × L−g0
defines a homeomorphism between the orbit space Sg0M˜/ψt of ψt and L
+
g0×L−g0\∆.
It follows that if
K :=
{
(p+(v), p−(v)) ∈ L+ × L− : v ∈ Σ˜k
}
,
then given a flow line Γv(t) = φ˜
1
t v, the map
Γv 7→ (p+(v), F (p−(v))) ∈ L+ × L−
defines a homeomorphism from Σ˜k/φ˜
1
t to L
+ × L−\K.
This essentially completes the proof. Indeed, we have shown that L+ and L−
carry π1(M)-equivariant complex structures, that the orbit space Σ˜k/φ˜
1
t is C
1
equivalent to the complex manifold L+×L−\K provided with the product complex
structure, and that this correspondence is equivariant under the action of π1(M).
Thus Σk carries a real analytic structure for which the bundles E
+ and E− are
real analytic, which by construction is C1 diffeomorphic to the underlying smooth
structure on Σk. 
Write ρ0 = σ + it, so that J = σ
−1(Lu − tId). Thus Lu = σJ + tId, and thus if
K := |ρ0|−2·(−σJ+tId) then Lu◦K = K◦Lu = Id. Then since dλ(·, ·) = ω1(Ls(·), ·)
and ωn−11 6= 0, it follows that (dλ)n−1 6= 0 and thus λ ∧ (dλ)n−1 is a volume form.
Now we quote the following theorem of Benoist, Foulon and Labourie ([3], The-
orem 1).
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Theorem 5.7. Let N be a closed manifold of odd dimension 2n − 1 with n ≥ 3
an odd integer. Let φt : N → N be an Anosov flow with infinitesimal generator
F . Suppose that the strong bundles Es and Eu are of class C∞. Define a 1-form
λ by ker λ = Es ⊕ Eu and λ(F ) = 1 and suppose λ ∧ (dλ)n−1 is a volume form.
Then there exists a unique cohomology class η ∈ H1(N,R) and a closed 1-form β
representing η such that 1 + β(F ) > 0 and such that if Y := (1 + β(F ))−1F then
the flow of Y is C∞ conjugate to the geodesic flow of a Riemannian manifold of
constant negative curvature.
Thus we conclude that there exists a Riemannian manifold (N, h0) of constant
negative curvature, a C1-diffeomorphism G : SN → Σk and a constant c > 0 such
that
(5.4) ρt ◦G = G ◦ τct,
where ρt is the flow of the vector field Y = (1 + β(F1))
−1F1, where β ∈ Ω1(Σk) is
the closed 1-form given by the theorem above, and τt : SN → SN is the geodesic
flow of N . In fact, by the main result in [18], G is of class C2.
Remark 5.8. Actually for the case n = 3 we could bypass the above and conclude
immediately that φ1t is C
∞-orbit equivalent to the geodesic flow of a closed three-
dimensional hyperbolic manifold using recent work of Fang [12]. Namely, for n = 3
(so dim Eu = 2), an almost complex structure is the ‘same’ as having a conformal
structure, and thus the fact that Eu admits a φ1t -invariant almost complex structure
J implies that φ1t is quasiconformal (see [12]). Then [12, Theorem 3] tells us that
up to finite covers, φ1t is C
∞-orbit equivalent to the suspension of a symplectic
hyperbolic automorphism or to the geodesic flow of a closed three-dimensional
hyperbolic manifold. The former is impossible by Theorem 4.2. This method
does not appear to work for n = 7 however.
Let Ω2
inv
(Σk) denote the set of 2-forms on Σk that are invariant under φ
1
t . It is
easy to see that 2-forms invariant under φ1t are precisely the same as the 2-forms
invariant under ρt.
Similarly let Ω2
inv
(SN) denote the set of 2-forms on SN that are invariant under
τt. Note that ω1 and dλ both lie in Ω
2
inv
(Σk), and hence by (5.4) the 2-forms G
∗ω1
and G∗dλ on SN both lie in Ω2
inv
(SN).
The following result is due to Kanai ([24, Claim 3.3]).
Theorem 5.9. If n ≥ 3 then Ω2
inv
(SN) is 1-dimensional (where dim N = 2n− 1),
spanned by the canonical symplectic form ωN on TN . If n = 2 then Ω
2
inv
(SN) is
2-dimensional, spanned by ωN and another 2-form ψN . This form can be uniquely
characterized as follows. Let Π : SH3 → SN denote the universal covering of SN ,
where H3 denotes hyperbolic 3-space. Then there exists a 2-form ψ ∈ Ω2(SH3)
which we will define below, and ψN is then the unique 2-form on SN such that
p∗ψN = ψ.
The theorem immediately implies the result for the case n = 7. Indeed, we
deduce that G∗ω1 = c1ωN and G
∗dλ = c2ωN for two constants c1, c2 ∈ R with
c1, c2 6= 0, and from this it is clear that dλ = ρω1 for some constant non-zero ρ ∈ R.
The case n = 3 still requires a little work though.
Now we define the 2-form ψ on SH3 mentioned in the statement of Theorem 5.9.
The Jacobi equation for H3 is given by
J¨ − J = 0,
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(where the dot denotes the covariant derivative along γ) and thus it is easy to see
that given a geodesic γ, the normal Jacobi fields along γ are linear combinations of
the fields
J(t) = e±tU(t),
where U(t) is any parallel normal vector field along γ. Let φHt denote the geodesic
flow on H3. Then φHt is Anosov (see Example 2.3). Given v ∈ SH3, let γv denote
the unique geodesic adapted to v. Then, given ξ ∈ TvSH3, let Jξ denote the
unique Jacobi field along γv with Jξ(0) = dvπH(ξ) and J˙ξ(0) = KH,v(ξ) (here
πH : SH
3 → H3 and KH : TTH3 → TH3 denote the footpoint and connection maps
of H3 respectively.
Using the fact that dφHt (ξ) = (Jξ(t), J˙ξ(t)) (see for instance [29, Section 1.5]), it
easily follows that the Anosov splitting SH3 = RFH ⊕ EsH ⊕ EuH is given by
EsH(v) =
{
ξ ∈ TvSH3 : ξH = −ξV
}
,
and similarly
EuH(v) =
{
ξ ∈ TvSH3 : ξH = ξV
}
,
RFH(v) =
{
ξ ∈ TvSH3 : ξV = 0, ξH = av, a ∈ R
}
.
Using this decomposition we can define an almost complex structure on the sub-
bundle EH = E
s
H
⊕ Eu
H
. Indeed, fix v ∈ SH3 and note that the isomorphism
TvTH
3 ∼= TxH3 ⊕ TxH3
described at the beginning of Section 4 restricts to define an isomorphism
EH(v) ∼= v⊥ ⊕ v⊥,
where
v⊥ :=
{
w ∈ TxH3 : 〈w, v〉 = 0
}
.
Now v⊥ is 2-dimensional, and let {e1(v), e2(v)} ⊂ v⊥ be an orthonormal basis such
that {e1(v), e2(v), v} is a positively oriented basis of TxH3. This allows us to define
a map iv : v
⊥ → v⊥ by ive1(v) = e2(v) and ive2(v) = −e1(v).
Now define Jv : E
s
H
(v)→ Es
H
(v) by
Jv(ξH ,−ξH) = (ivξH ,−ivξH),
and define Jv : E
u
H
(v)→ Eu
H
(v) by
Jv(ξH , ξH) = (−ivξH ,−ivξH).
This defines an almost complex structure on EH. For convenience, extend J to all
of TSH3 by letting J|RFH ≡ 0.
Finally, we define ψ ∈ Ω2(SH3) by
ψv(ξ, η) = ωH|v(Jvξ, η) for ξ, η ∈ TvSH3.
This form ψ is the 2-form referred in the statement of Theorem 5.9. Note that ψ is
closed because dψ is an invariant 3-form which must vanish by the proof of Lemma
3.1.
The sphere bundle SH3 is trivial: SH3 = H3 × S2. Given x ∈ H3, let Sx be the
2-sphere of unit vectors at x. Let us make the following observation which shows
that [ψ] ∈ H2(SH3,R) = R is not zero.
Lemma 5.10. For all x ∈ H3 we have∫
Sx
ψ 6= 0.
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Proof. Fix x ∈ H3 and v ∈ SxH3. Let us take two vectors ξ, η ∈ V (v), with say,
ξ = (0, ξV ) ∈ TxH3 ⊕ TxH3, η = (0, ηV ) ∈ TxH3 ⊕ TxH3.
It suffices to observe that ψv(ξ, η) 6= 0 if ξ and η are not colinear. We need to
express ξ as a sum of elements of Es
H
(v) and Eu
H
(v): this is easily done by noting
ξ =
1
2
(−ξV , ξV )︸ ︷︷ ︸
∈Es
H
(v)
+
1
2
(ξV , ξV )︸ ︷︷ ︸
∈Eu
H
(v)
.
Then we have
Jv(ξ) =
1
2
(−ivξV ,+ivξV ) + 1
2
(−ivξV ,−ivξV ) = −(ivξV , 0).
Thus:
ψv(ξ, η) = ωH|v(Jvξ, η)
= −〈ivξV , ηV 〉 ,
and this is non-zero if ξ and η are not colinear. 
From this it is now easy to complete the proof in the case n = 3. Since both
ω0 and dλ are exact (recall ω0 = −dα; see (1.1)) it follows that both Π∗G∗ω1 and
Π∗G∗dλ vanish in H2(SH3,R) (since ω1 is equal to ω0 plus the pullback of a form
on the base), and thus they must both be multiples of ωH; that is,
Π∗G∗ω1 = c1ωH, Π
∗G∗dλ = c2ωH : c1, c2 ∈ R\{0}.
Hence again dλ = ρω1 for some non-zero ρ ∈ R, which completes the proof for the
case n = 3, and thus finally completes the proof of Theorem A.
Proof of the Corollary B. Now we prove Corollary B from the introduction.
Proposition 5.11. Suppose g is negatively curved and strictly 1/4-pinched. For
sufficiently large k, the Hamiltonian structure (Σk, ω1) is Anosov and satisfies the
1/2-pinching condition.
Proof. First of all we will show that (Σk, ω1) is an Anosov Hamiltonian structure
for k sufficiently large. It is well known that φ0t : SM → SM is Anosov. By
structural stability of Anosov flows, there exists δ0 > 0 such that φ
ε
t : SM → SM
is Anosov for all ε ∈ (−δ0, δ0) (see for instance [25, Corollary 18.2.2]).
Consider now the map
hε : TM → TM , v 7→ εv.
Then the observation is that
h∗εωε = εω1, h
∗
εH = ε
2H.
Now φεt : SM → SM is Anosov if and only if the flow (temporarily called) ψt of
h∗εH with respect to h
∗
εωε is Anosov on (h
∗
εH)
−1(1/2). But ψt is the Hamiltonian
flow of (x, v) 7→ ε22 |v|2 with respect to the symplectic form εω1. But it is easy to
see that ψt = φ
1
εt; hence we have shown that
φεt : SM → SM is Anosov ⇔ φ1t : Σ1/2ε2 → Σ1/2ε2 is Anosov.
Thus in particular for
k >
1
2
δ−20 ,
(Σk, ω1) is an Anosov Hamiltonian structure.
In order to prove that (Σk, ω1) is 1/2-pinched for k large we note that an equiva-
lent claim is that (Σ1/2, ωεσ) is 1/2-pinched for small ε. An inspection of the proof
of (2.1) and (2.2) in [26, Theorem 3.2.17] (see Example 2.3) shows that if we do
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the same analysis for the magnetic Jacobi (or Riccati) equation we obtain numbers
k1(ε) and k0(ε) for which (2.1) and (2.2) hold. These numbers will be as close as
we wish to k1(0) = 2 and k0(0) =
√−max K > 1 if ε is small enough and the
1/2-pinching condition follows (see Example 2.3 again).

From this it is easy to prove Corollary B. Suppose k is chosen large enough
such that (Σk, ω1) is an Anosov Hamiltonian structure satisfying the 1/2-pinching
condition, and suppose for contradiction that (Σk, ω1) is stable, and let λ be a
stabilizing 1-form. By Theorem A, (Σk, ω1) is contact, that is, dλ = ρω1 for some
non-zero ρ ∈ R. In particular, ω1 is exact which in turn implies that σ is exact.
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