It is well known that when the data may contain outliers or other departures from the assumed model, classical inference methods can be seriously affected and yield confidence levels much lower than the nominal ones. This paper proposes robust confidence intervals and tests for the parameters of the simple linear regression model that maintain their coverage and significance level, respectively, over whole contamination neighbourhoods. This approach can be used with any consistent regression estimator for which maximum bias curves are tabulated, and thus it is more widely applicable than previous proposals in the literature. Although the results regarding the coverage level of these confidence intervals are asymptotic in nature, simulation studies suggest that these robust inference procedures work well for small samples, and compare very favourably with earlier proposals in the literature.
Introduction
Consider the simple linear regression model where we observe a bivariate random sample (Y 1 , X 1 ), . . . , (Y n , X n ) satisfying
where X i are univariate explanatory variables, µ X = med(X i ), the errors i follow a known distribution F 0 and satisfy med( i |X i ) = 0, i = 1, . . . , n. In general, one assumes that the data are generated by a distribution H θ belonging to a parametric family of distributions {H θ }, with θ ∈ R 2 . To allow for outliers and other departures from the model, we will assume that the data follow a distribution H in an -contamination neighbourhood H ε (H θ ) of the true underlying parametric model. More specifically,
where 0 < ε < 0.5.
Confidence intervals based on maximum likelihood estimators may be seriously affected by a small proportion of atypical observations (see, e.g. Tukey and McLaughlin (1963) , Dixon and Tukey (1968 ), Huber (1968 , 1970 , Barnett and Lewis (1994), Fraiman et al. (2001) and Adrover et al. (2004) ). We will say that a confidence interval is robust if it is able to maintain a high coverage level and a reasonable length when the data comes from any distribution in the contamination neighbourhood (2). Formally, we have the following: 
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(1) (Stable interval.) The minimum asymptotic coverage over the ε-contamination neighbourhood is 1 − α, i.e.
(2) (Informative interval.) The maximum asymptotic length of the interval is bounded over the ε-contamination
It is easy to see that, for the location model, confidence intervals of the form X n ± t (n−1) (α/2)S n / √ n do not satisfy either Part 1 or 2 of Definition 1. The problem with the above confidence intervals is not solely due to the lack of robustness of the estimators X n and S n . It can be shown that even if we replace the sample mean and standard deviation by robust counterpartŝ θ n andσ n , the resulting confidence interval only satisfies Part 2 of the above Definition.
The failure of intervals of the formθ n ± t (n−1) (α/2)σ n / √ n to satisfy Part 1 above is due to the fact that while the length of the interval converges to zero as n → ∞, its centerθ n may converge to a value different from the parameter of interest θ. This problem can be fixed taking into account the largest possible difference betweenθ (H), the limiting value ofθ n , and the parameter of interest θ, across distributions H in the contamination neighbourhood H ε (H θ ). This quantity is related to the maximum asymptotic bias of the estimatorθ n (e.g. see Huber (1964) ).
For the location model Y i = θ + σ 0 i , the maximum asymptotic bias ofθ n is
