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Conception et fabrication d’un prototype de nez électronique basé sur un système
d’apprentissage et de reconnaissance évolutif des composants organiques volatiles
Mahjoub GHOUDI
RÉSUMÉ
Plusieurs actions sont faites par l’être humain sur la base de la perception d’odeur comme sortir
les ordures, changer les couches de bébé, prendre de mesures de la sécurité en cas de fuite de
gaz, etc. Mais, le sens d’odorat de l’homme est limité, car il y a des gaz qui sont très toxiques et
l’être humain ne peut pas les détecter par le nez comme le monoxyde de carbone. Ainsi, le sens
d’odeur est utilisé dans plusieurs applications industrielles dans la production (industries des
parfums) ou bien dans la sécurité (industrie de pétrole et du gaz), des applications médicales
(détection de bactéries) et des applications de sécurité nationale (détection de cannabis).
Depuis plusieurs décennies, la communauté des capteurs essaie de reproduire artiﬁciellement la
capacité de l’odorat. La première apparition de nez électroniques ou nez artiﬁciel a été dans les
années 1980. Cet appareil est un ensemble de capteurs de gaz et de techniques d’apprentissage
et de reconnaissance utilisés pour distinguer de nombreuses odeurs.
Plusieurs travaux ont été publiés sur l’utilisation du nez électronique dans des applications
spéciﬁques. Cependant, il n’y a pas un grand nombre des travaux sur les nez artiﬁciels qui
peuvent être utilisés dans plusieurs applications.
Ce projet a comme objectif la conception et la fabrication d’un nez électronique qui peut être
utilisé dans plusieurs applications selon les besoins d’utilisateur. Une conception et une fabri-
cation de la partie matérielle ont été faites à partir de zéro. Elle contient le système d’échan-
tillonnage qui facilite la réaction des gaz avec les capteurs et la carte électronique qui traduit
ces réactions en valeurs compréhensibles par la partie logicielle. Une conception, dans l’en-
semble, optimale pour toutes les applications a été fabriquée à la ﬁn de cette partie. Pour la
partie logicielle, un processus d’apprentissage et de reconnaissance a été proposé en utilisant
un système d’apprentissage évolutif basé sur des règles ﬂoues (FRB) . L’évolution de la partie
logicielle assure une ﬂexibilité de l’ensemble (partie matérielle et partie logicielle) aux besoins
d’utilisateurs. Aﬁn de diminuer la dépendance du système à l’égard d’utilisateurs, une méthode
de supervision active a été utilisée avec le système d’apprentissage et de reconnaissance.
Mots-clés: odeur, nez électronique, ensemble de capteurs de gaz, système d’apprentissage
évolutif basé sur des règles ﬂoues (FRB), apprentissage actif

Design and manufacture of an electronic nose prototype based on an evolving learning
and recognition system of volatile organic compounds
Mahjoub GHOUDI
ABSTRACT
Several actions are taken by the human being according to the perception of smell such as
taking out the garbage, changing the layers of baby, taking measures of safety in case of gas
leak, etc. But the sense of smell of the man is limited because there are gases that are very toxic
and the human being cannot detect them by the nose like carbon monoxide. Thus, the sense of
smell is used in many industrial applications in production (perfume industries) or in safety (oil
and gas industry), medical applications (bacteria detection) and national security applications
( detection of cannabis).
For several decades, the sensor community has been trying to artiﬁcially reproduce the capacity
of smell. The ﬁrst appearance of electronic noses or artiﬁcial nose was in the 1980s. This device
is a set of gas sensors with learning and recognition techniques used to distinguish many odors.
Several works have been published on the use of the electronic nose in speciﬁc applications.
However, there is not a lot of work on artiﬁcial noses that can be used in many applications.
This project aims at designing and manufacturing an electronic nose that can be used in many
different applications. User needs. A design and fabrication of the hardware part was made
from scratch. In which there is the sampling system which facilitates the reaction of the gases
with the sensors and the electronic card which translates these reactions into values compre-
hensible by the software part. A globally optimal design for all applications was made at the
end of this part. For the software part, a learning and recognition process has been proposed
using evolutionary fuzzy rules-based learning systems (FRB). The evolution of the software
part ensures the ﬂexibility of the whole (hardware part and software part) to the needs of users.
In order to decrease the dependence of the system on the user, an active supervision method
has been used with the learning and recognition system.
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INTRODUCTION
Contexte et motivation
Le nez artiﬁciel « Electronic nose » est un système qui simule le nez biologique et son rôle de
détection d’odeur. Ce dernier est un mécanisme complexe qui assure l’odorat (un des cinq sens
de l’être humain). L’odorat peut être divisé en cinq fonctionnements : aspiration, réception,
détection, reconnaissance et nettoyage (Patel, 2014).
L’odeur peut être utilisée comme identiﬁcateur des certaines sources d’intérêt ou des pro-
blèmes. Celles-ci comportent la pollution de l’air, la contamination de l’environnement, le
diagnostic des maladies, l’identiﬁcation des personnes dans les enquêtes criminelles, etc. La
perception de l’odorat consiste, non seulement, en une sensation des odeurs elles-mêmes, mais
aussi, en une expérience et des émotions associées à ces sensations. Une sensation agréable
(parfumé, épicé) ou bien désagréable (putride, brûlé), tous sont induits par l’inhalation de ma-
tières volatiles (organiques ou inorganiques).
Le nez électronique, généralement, comporte des unités matérielles et logicielles spéciﬁques
pour être employé dans un domaine déterminé. Il y a quelques travaux sur l’utilisation du nez
artiﬁciel dans plusieurs applications. Mais, toujours, des limitations comme des modèles d’ap-
prentissage statiques ou bien les grandes dimensions de plateforme rendent le travail incomplet.
Problématique
Les grandes dimensions du nez électronique se manifestent, généralement, par un nombre très
important des capteurs de gaz ou par un système d’échantillonnage complexe. Ces facteurs
inﬂuent aussi sur la consommation d’énergie et la complexité d’algorithme d’apprentissage.
Ainsi, la grandeur d’une plateforme peut être une grande contrainte dans des applications en
robotique. Par exemple, il est très difﬁcile d’ajouter le sens d’odorat dans un robot comme
2“Sophia” avec un système qui comporte 30 capteurs de gaz et un système d’échantillonnage
complexe comme l’échantillonnage par pompage.
De plus, il est très difﬁcile de délimiter les domaines d’applications du nez électronique, car les
odeurs sont partout et peuvent être indicateur décisif pour plusieurs problèmes. Donc, il faut un
système d’apprentissage et de reconnaissance capable de s’adapter avec n’importe quelle ap-
plication. En effet, les systèmes statiques donnent de bonnes performances avec les domaines
testés, mais peut-être ne va pas être efﬁcace dans d’autres applications non testées. Même
pour le système d’apprentissage et de reconnaissance dynamique, il est impossible de tester la
performance avec tous les domaines d’applications. Cependant, la manipulation de scénarios
représentatifs d’un ensemble des applications (travailler avec des odeurs primaires qui carac-
térisent tous les types des odeurs) dans un algorithme d’apprentissage ﬂexible peut afﬁrmer le
potentiel du système de supporter plusieurs applications.
Objectifs du travail
Nous avons deux principaux objectifs : la réduction de la taille du système et l’implémentation
d’un système d’apprentissage et de reconnaissance dynamique. Donc, dans notre conception
nous avons essayé de réduire la taille de la plateforme en minimisant le nombre de capteurs et
en proposant un système d’échantillonnage simple. Le choix de capteurs s’est porté sur quatre
capteurs de gaz répondant à la fois aux besoins de concentrations et de la gamme de gaz. Ce-
pendant, la conception du système d’échantillonnage est une improvisation basée sur quelques
structures de ce système et la structure du nez biologique. De cette façon, l’intégration du
système dans des robots va être plus facile pour exécuter plusieurs applications en robotique
comme la détection de la source d’odeur et l’interaction avec l’environnement (émotions, na-
ture d’odeur).
3Un système d’inférence ﬂou évolutif a été notre choix comme système d’apprentissage et de
reconnaissance. Car il a un caractère évolutif en matière de temps et en matière de la structure
de modèle et un niveau de raisonnement proche de celui de l’être humain pour être capable
de communiquer entre eux. Logiquement, notre système d’apprentissage et de reconnaissance
doit être capable de rependre aux besoins d’utilisateur (plusieurs applications) et de compenser
l’effet du temps (dégradation de performances de capteurs) et la complexité du problème.
Contributions
Les principales contributions de ce travail sont :
- la conception et la fabrication d’un prototype d’un nez électronique qui peut être employé
dans plusieurs applications.Ce prototype comporte le système d’échantillonnage et la carte
de capteurs. Une improvisation basée sur quelques structures de système d’échantillonnage
a été conçu et imprimé par une imprimante 3D. Selon un choix de capteurs, la carte de
capteurs a été imprimé aussi ;
- la déﬁnition d’un système d’apprentissage et de reconnaissance dynamique et évolutif qui
peut s’adapter à n’importe quel type d’application. Ce système est basé sur algorithme
évolutif à base de règles ﬂoues. Tout un processus d’apprentissage et de reconnaissance a
été développé propre à notre système pour proﬁter du caractère évolutif de cet algorithme.
Organisation du mémoire
Dans le premier chapitre, il y a des déﬁnitions de différents concepts pour comprendre le prin-
cipe de fonctionnement de nez artiﬁciel. L’odeur, le nez biologique et le nez électronique sont
les principales notions à savoir pour comprendre l’importance de nez artiﬁciel. Le fonction-
nement de ce dernier est divisé en cinq actions comme il est décrit auparavant. Aﬁn de com-
prendre ceux-ci, il est indispensable de connaître les différentes technologies de capteurs de
4gaz, les moyens pour utiliser les données de ces capteurs et le système d’apprentissage et de
reconnaissance. La section d’apprentissage et de reconnaissance apporte une vue globale sur
ce concept et décrit en détail notre choix parmi les différents systèmes.
Le chapitre deux fait une revue de littérature sur les différentes contributions sur le système de
nez électronique. Ce chapitre est divisé sur trois sections détection, domaine d’application et
système d’apprentissage et de reconnaissance.
Une description détaillée de travaux effectués sur la conception de la plateforme est citée dans
le troisième chapitre. Ce travail a été fait sur deux phases. La première phase est la concep-
tion et la fabrication du système d’échantillonnage qui assure l’interaction des odeurs avec les
capteurs. Après, il y a la conception et la fabrication de la carte de capteurs qui comportent les
choix des capteurs et des composants électroniques avec le produit ﬁnal (carte de capteurs). À
la ﬁn de ce chapitre, il y a les tests effectués sur la plateforme pour analyser les performances
de notre architecture matérielle.
Le chapitre quatre se concentre sur la déﬁnition et le développement de la partie logicielle de
notre système. Il englobe une description du processus d’apprentissage et de reconnaissance
utilisé et les différents tests effectués sur l’algorithme. Il est indispensable de tester l’algo-
rithme d’apprentissage avant de l’intégrer dans le système. Une fois que ces performances
seront validées séparément, normalement, même après l’intégration on garderait les mêmes
performances.
CHAPITRE 1
DÉFINITION DES NOTIONS DE BASE
1.1 Introduction
Ce chapitre résume quelques déﬁnitions de concepts en liaison avec le nez électronique. La
première chose à savoir est la déﬁnition d’odeur. Tous les gens utilisent le mot odeur, mais
quelques-uns, seulement, connaissent la déﬁnition scientiﬁque de ce mot, les composants chi-
miques responsables des odeurs. De plus, il est indispensable dans notre travail de savoir la
classiﬁcation et quelques caractéristiques et paramètres descriptifs des odeurs. Puisque le nez
artiﬁciel n’est qu’une reproduction du principe de fonctionnement de nez biologique, une des-
cription de processus d’odorat et de principaux organes employés serait une bonne ouverture.
Enﬁn, plusieurs déﬁnitions liées directement au nez électronique ont été listées. Parmi ces
concepts, il y a quelques technologies des capteurs de gaz et des composants électroniques
utilisés dans la détection des réponses de ces capteurs. Ainsi, comme queue de cette dernière
partie, des notions sur les systèmes d’apprentissage et de reconnaissance ont été introduites







Figure 1.1 Prisme d’odeur de Henning
6L’organe sensoriel de l’être humain responsable de la détection des odeurs est le nez. La stimu-
lation de détecteurs du nez par des vapeurs déﬁnit la sensation d’odorat. L’odeur est la sensation
résultant de cette stimulation (“perception de l’odorat”).
Selon le prisme d’odeur de Henning dans la Figure 1.1, toutes les odeurs complexes peuvent
être des mélanges des odeurs primaires situées aux coins du prisme. Ainsi, les mélanges de
deux odeurs seraient déﬁnis par les bords du prisme. Les surfaces triangulaires et les surfaces
carrées seraient occupées respectivement par les odeurs constituées par trois composants et
quatre composants.
Une sensation agréable (parfumé, épicé) ou bien désagréable (putride, brûlé), tous sont in-
duits par l’inhalation de matières volatiles. Les composés organiques volatils (VOCs) sont les
sources d’odeur. Des centaines de milliers de matériaux produisent d’odeurs (autrement dit
VOCs). À titre d’exemple, la série aromatique (benzène) et les composés contenant de l’oxy-
gène (comme l’alcool et la cétone) et de l’azote sont parmi les VOCs qui peuvent être, percevoir
comme odeurs par l’être humain. Le ﬂuor, le soufre, l’ammoniac et le sulfure d’hydrogène sont
généralement des odeurs désagréables.
Tableau 1.1 Classes primaires d’odeurs
Classes d’odeurs Exemples
Camphorique Boules à mites
Parfum musqué Parfum / Après rasage
Roses Florale
Menthe poivrée Gomme à la menthe
Éthéré Liquide de nettoyage à sec
Âcre Vinaigre
Putride Oeufs pourris
Les composés organiques volatils (VOCs) ont des masses moléculaires compris entre 30 et
300 g / mole (Yuwono & Lammers, 2004). Les molécules les plus lourdes ne peuvent pas être
actives à la température ambiante, car ils ont généralement une pression de vapeur trop basse.
C’est pour ça, ils ne se présentent pas sous forme de VOC. La volatilité des molécules est
7déterminée à la fois par leur poids moléculaire et par leur interaction intermoléculaire.
Le tableau 1.1 présente les sept classes primaires d’odeurs avec des exemples de produits.
1.2.1 Les caractéristiques des odeurs
Les odeurs ont des caractéristiques qui sont communes :
- des substances de composition chimique similaire ou différente peuvent avoir une même
odeur ;
- la nature et la force de l’odeur peuvent varier à la dilution de produit ;
- l’odeur forte domine toujours les odeurs faibles ;
- le mélange de deux odeurs de même force produit une combinaison, dont l’un, ou les deux
peuvent être difﬁciles à reconnaître ;
- l’individu perd rapidement sa conscience de la sensation à l’exposition à une odeur d’inten-
sité constante. Et il ne le remarque que lorsque l’intensité change ;
- la cause d’une plainte est souvent une odeur inconnue ;
- l’odeur voyage sous le vent ;
- la personne peut sentir une odeur à distance ;
- plusieurs animaux ont un sens de l’olfaction plus aigu que l’homme;
- la réponse à un parfum (le goût et le dégoût) dépend souvent de l’association de ce dernier
avec une expérience agréable ou désagréable.
1.2.2 Les paramètres des odeurs
Pour quantiﬁer une odeur, il y a plusieurs paramètres qui dépendent généralement de l’être
humain : le seuil de détection, l’intensité, la tonalité hédonique et la caractérisation d’odeur.
8- le seuil de détection : est la plus basse concentration de l’odeur, qui peut être détectée par
un certain pourcentage de la population (généralement 50%). Cette concentration corres-
pond à une unité de l’odeur ;
- l’intensité : c’est une force liée à la concentration de l’odeur. Elle est divisée en catégories
allant de « non perceptible » à « extrêmement fort » ;
- la tonalité hédonique : c’est le degré de satisfaction associé à la perception d’une odeur.
Cette mesure dépend d’expérience antérieure et des émotions ressenties d’une personne lors
de la perception d’une odeur ;
- la caractérisation : c’est fondamentalement ce que l’odeur sent. Le caractère d’une odeur
peut varier avec intensité. Par exemple, le dioxyde d’azote (NO2) a une odeur irritante et
piquante. Il est difﬁcile à évaluer ce paramètre.
1.3 Nez biologique
La première étape de l’olfaction est l’aspiration qui consiste à pousser un mélange uniforme
des substances odorantes vers la partie supérieure de la cavité nasale (la couche de mucus, la
Figure 1.2).
Figure 1.2 Système olfactif
Tirée de Wenny (2016)
9Ensuite, les molécules dissoutes dans la couche de mucus vont être transportées vers les cils
qui sont les neurones récepteurs olfactifs. À la ﬁn de cette phase, les molécules odorantes
s’accolent aux récepteurs olfactifs. Une stimulation chimique à travers la membrane de récep-
teur se manifeste à cause de mouvements des protéines liées temporairement aux molécules
odorantes. Au cours de cette stimulation, des signaux électriques se produisent au niveau des
neurones récepteurs. Ces signaux sont transportés vers le bulbe olfactif. La détection se fait au
niveau du cortex olfactif. Le cortex olfactif c’est la destination des informations (réponses aux
molécules odorantes) qui suit le bulbe olfactif. De plus, la reconnaissance des odeurs se déroule
au même niveau que la détection. Mais le responsable de la reconnaissance c’est le cerveau.
Puisqu’il n’y a pas des récepteurs individuels pour des odeurs spéciﬁques, le cerveau assure la
reconnaissance à partir des informations qui ont été transmises au cortex cérébral (substance
grise du cerveau). À la ﬁn du processus d’olfaction, il y a le nettoyage des récepteurs olfactifs.
L’aspiration de l’air frais élimine les molécules odorantes et nettoie les récepteurs.(Patel, 2014)
1.3.1 Récepteurs olfactifs
Les récepteurs olfactifs, dans la Figure 1.3, sont des cellules réceptrices situées dans le toit de
la cavité nasale.
Ce sont des neurones uniques, car ils ont un cycle de vie de cinq à huit semaines. À la ﬁn
de chaque cycle, les neurones qui meurent sont remplacés par des nouveaux. Plus que de 10
millions des cellules réceptrices sont réparties au centre de la membrane muqueuse (la couche
de mucus). Les récepteurs de substances odorantes se localisent spéciﬁquement sur les cils. Les
signaux électriques générés se déplacent de la membrane muqueuse, particulièrement de cils,
à travers les dendrites vers le corps cellulaire. Le récepteur est un neurone bipolaire recouvert
de cils non mobiles. Les axones sont les canaux qui relient les neurones par le bulbe olfactif
à travers le nerf crânien (petits faisceaux nerveux). Une fracture ou une autre pathologie au
niveau du crâne peut couper ces faisceaux nerveux. Par conséquent, une anosmie totale ou
partielle (perds de l’odorat) peut se produire. Les patients qui souffrent d’anosmie ne trouvent
pas, souvent, de goût pour la nourriture, car la sensation de goût et la sensation olfactive sont
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Figure 1.3 Cellule réceptrice
Tirée de Patel (2014)
liées. Le fait que les récepteurs olfactifs (détectent des vapeurs provenant de sources lointaines)
sont plus sensibles que les récepteurs gustatifs (détectent des quantités de produits chimiques),
seulement quelques produits chimiques stimulent les cellules réceptrices d’odorat et du goût.
(Patel, 2014)
1.3.2 Bulbe olfactif
Les bulbes olfactifs sont des dérivés de télencéphale (hémisphères cérébraux), ils sont situés sur
la face ventrale des lobes frontaux. Les cellules mitrales sont les principaux neurones du bulbe
olfactif puisqu’ils contiennent les synapses des nerfs olfactifs et les axones qui se projettent
directement sur le cortex olfactif. Le glomérule olfactif est constitué par 26000 (moyenne)
axones des récepteurs. Il est responsable de la transmission de réﬂexes olfactifs (impulsions)
vers le système limbique (cerveau émotionnel) et l’hypothalamus. Avant la transmission des
signaux à l’aide du glomérule de nombreux prétraitements s’effectuent au niveau du bulbe
olfactif. À la ﬁn des analyses, des messages spéciﬁques se produisent pour chaque combinaison
des entrées. Après, les messages sont envoyés vers plusieurs parties du cerveau, y compris le
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cortex entorhinal (une zone du cerveau fait partie de fonctionnements de l’olfaction et de la
mémoire). Le rôle de cette zone est de combiner les signaux du bulbe olfactif et ceux d’autres
systèmes sensoriels.
1.3.3 Cortex olfactif
On appelle le cortex olfactif, les parties du cortex cérébral qui sont liés aux axones de cellules
mitrales. La localisation du cortex olfactif est la base du lobe frontal et de la face médiale du
lobe temporal. De plus, il n’y a pas de connexion intermédiaire entre les entrées sensorielles et
le cortex olfactif.
La Figure 1.4 résume les liaisons entre les différents organes du nez biologique.
Reconnaissance









Figure 1.4 Voies olfactives
Tirée de Patel (2014)
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1.4 Nez artiﬁciel
Le nez artiﬁciel «Electronic nose» est un système qui simule le nez biologique et son rôle.
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Figure 1.5 Architecture d’identiﬁcation des odeurs
L’architecture d’identiﬁcation des odeurs d’un nez artiﬁciel peut être résumée à la Figure 1.5.
Le principe se base sur l’hypothèse que chaque odeur a un motif caractéristique de certains
composés. Sur la base de cette empreinte, les capteurs convertissent les réactions chimiques ou
physiques en signaux électriques. Ainsi, le processus commence par collecter les réponses de
chaque capteur. De nombreux capteurs réagissent avec plusieurs espèces chimiques. Le choix
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de la technologie et du nombre de capteurs qui se trouvent dans une chambre étanche dé-
pend, généralement, du type d’odeurs à détecter. Pour contrôler le ﬂux de gaz dans la chambre
d’ensemble de capteurs, il y a un système des entrées sorties. Aﬁn d’avoir des données com-
préhensibles par le système de reconnaissance, généralement par un ordinateur, les signaux
électriques sont traités. Le traitement, à ce stade, se fait essentiellement par des ﬁltres analo-
giques et des convertisseurs analogiques numériques. Un autre traitement se déroule après la
conversion, il consiste à réduire la complexité de la réponse résultant (l’ensemble de réponses
de tous les capteurs) par diverses techniques de prétraitement. À partir de ce point, le sys-
tème d’apprentissage et de reconnaissance peut être utilisé pour fournir une classiﬁcation et
différencier des odeurs les unes des autres.
1.4.1 Réception
L’analyse des VOCs se fait généralement avec des capteurs de vapeurs chimiques. L’utilisa-
tion d’un ensemble de ces capteurs avec un algorithme de reconnaissance augmente le nombre
d’applications et améliore le degré de sélectivité de quelques types de capteurs. Le nez artiﬁ-
ciel, comme il est mentionné avant, exploite cette utilisation pour l’analyse des odeurs. Ainsi,
plusieurs types de capteurs de vapeurs chimiques ont été utilisés dans le nez artiﬁciel. Le prin-
cipe du transducteur varie selon la caractéristique physique ou chimique de VOC sur laquelle
se base la technologie de capteur.
Il y a quatre principes des transducteurs : électrochimique, thermique, gravimétrique et optique.
Chaque transducteur comporte un ou plusieurs types de capteurs. Cependant, ces derniers se
ressemblent dans le principe et se diffèrent dans l’exploitation de principe. La Figure 1.6 ré-
sume les différentes technologies de capteurs des vapeurs chimiques telles que :
- AGS : «Amperometric Gas Sensor» (ampérométrique),
- CP : «Conducting Polymers» (polymères conducteurs),
- MOSFET : «Metal Oxide Semiconductor Field Effect Transistor»






























Figure 1.6 Architecture d’identiﬁcation des odeurs
- MOS : «Metal Oxide Semiconductor» (Semi-conducteurs d’oxydes métalliques),
- BAW : «Bulk Acoustic Wave» (Onde acoustique globale),
- SAW : «Surface Acoustic Wave» (Onde acoustique de surface),
- FPW : «Flexural Plate Wave» (Onde de plaque de ﬂexion),
- PID : «Photo Ionisation Detector» (photo-ionisation).
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1.4.1.1 AGS (Capteur de gaz ampérométrique)
L’AGS est l’abréviation d’un capteur ampérométrique. Pour une raison de simpliﬁcation, il est
connu généralement sous le nom du capteur électrochimique.
Le capteur électrochimique est basé sur les réactions d’oxydations et de réductions. Il com-
porte essentiellement deux électrodes (contre électrode et électrode de travail) émergées dans
une solution. La partie de gaz absorbée (par la membrane et le trou) entre en réaction d’oxy-
dation (ou réduction) avec l’électrode de travail. Dans l’autre côté, une réaction de réduction
(ou oxydation) se déroule dans l’électrode auxiliaire (contre électrode). Le sens de courant qui
circule entre les deux électrodes dépend de la nature de réaction au niveau de l’électrode de
travail. S’il y a une réaction d’oxydation au niveau de l’électrode de travail le courant entre
dans cette électrode, sinon le courant circule dans l’autre sens. Mais la plupart de capteur élec-
trochimique comportent trois électrodes (Figure 1.7). Ce dernier c’est l’électrode de référence,
il assure la stabilité de capteur (potentiel stable et constant au niveau d’électrode de travail).
Figure 1.7 Architecture standard d’un capteur AGS
(capteur électrochimique)
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1.4.1.2 MOS (Semi-conducteurs d’oxydes métalliques)
Même que l’AGS, le processus de fonctionnement de MOS est basé sur les réactions d’oxy-
dations et de réductions. Durant l’étape d’oxydation, l’oxygène de l’air est absorbé, c’est qui
augmente la résistance du capteur en piégeant les électrons libres de la bande de conduction du
semi-conducteur. Le phénomène de piégeage consiste à former une barrière potentielle entre
les joints de grains dans l’oxyde métallique à l’aide d’oxygène adsorbé. La phase de réduction,
c’est la phase durant laquelle l’oxygène absorbé réagit avec les VOC. Cette réaction dimi-
nue les atomes d’oxygène ce qui entraîne une diminution de la barrière potentille, réduisant
ainsi l’effet de piégeage des électrons. Par l’effet d’affaiblir la barrière, plusieurs électrons re-
tournent, ainsi, dans la bande de conduction. La taille du grain d’oxyde métallique ainsi que le
type du VOC qui réagit avec l’oxygène adsorbé sur la surface de détection jouent un rôle très
important dans le changement de résistance (Maekawa et al., 2001).
La technologie MOS est l’une des technologies de détection de gaz la plus utilisée dans le nez
artiﬁciel.
1.4.1.3 MOSFET (Transistor à effet de champ)
Figure 1.8 Architecture standard d’un capteur MOSFET
(Transistor à effet de champ en oxyde métallique)
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Le capteur de gaz MOSFET se base sur les propriétés de matériaux semi-conducteurs et les
réactions d’oxydation et de réductions comme les capteurs MOS. Cependant, l’architecture de
MOSFET est similaire à celle de transistor. Le capteur MOSFET comporte essentiellement
trois régions séparées par un isolant (Figure 1.8). La grille métallique, qui est généralement
en platine (Pt) ou en palladium (Pd), sur laquelle un potentiel est appliqué. La source et le
drain qui sont séparés par semi-conducteur-isolant. À la limite d’inversion d’isolant, un canal
(région d’appauvrissement), qui permet au courant électrique de circuler de la source au drain,
est créé. Le potentiel appliqué sur la surface du semi-conducteur contrôle le courant de drain
en agissant sur la taille de la région d’appauvrissement et sur la concentration des porteurs de
charge à la surface. Toute réaction entre un VOC et la surface peut modiﬁer les propriétés de
la grille métallique ou de l’isolant c’est qui entraîne une modiﬁcation du courant de drain en
changeant des propriétés électriques des capteurs MOSFET. De techniques microélectroniques
peuvent être appliqués dans la fabrication des capteurs de gaz MOSFET.
1.4.1.4 "Pellistor"
Les “pellistor” sont de capteurs de gaz de nature calorimétrique (mesure de chaleurs). Ils sont
utilisés essentiellement pour détecter les gaz combustibles (méthane, propane, butane, etc.). Le
terme “pellistor" est une combinaison de deux mots "pellets" et de "resistor". Les “pellets” sont
de petites pastilles de céramique chargée de catalyseur. Ils sont les principaux constituants des
éléments de détection dont leurs résistances varient en présence des gaz ciblés.
Les “pellistor” peuvent être divisés en deux familles en se basant sur des propriétés caractéris-
tiques thermiques du gaz :
- conductivité catalytique −→ enthalpie de combustion,
- conductivité thermique (TC) −→ conductivité thermique.
La variation de température est mesurée généralement de manière résistive, soit par un détec-
teur de température à résistance en platine, soit par une thermistance.
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Le capteur catalytique est le type de “pellistor” le plus utilisé dans l’industrie. En mettant le gaz
cible en feu, une enthalpie de combustion spéciﬁque est générée. Cette enthalpie permet ainsi
la détection d’espèce chimique à faible concentration dans un temps de réponse court (Kulinyi
et al., 2005).
Figure 1.9 Architecture standard d’un capteur catalytique
("Pellistor")
La Figure 1.9 est l’architecture standard d’un capteur catalytique. Une perle en céramique
contient une grande surface de couche catalytique avec une bobine de platine servant de chauf-
fage / calorimètre. À une température de la couche catalytique inférieure à 500◦ C, le gaz
combustible s’enﬂamme à la surface de cette couche et modiﬁe ainsi la résistance de la bobine.
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1.4.1.5 BAW (Onde acoustique globale)
Les capteurs à onde acoustique globale (BAW), les capteurs à mode de cisaillement d’épaisseur
(TSM) ou les capteurs à microbalances à quartz (QCM ou QMB) sont tous des noms pour
le même type de capteurs de gaz. Ils sont généralement en coupe AT (compensation de la
contrainte de température).
Figure 1.10 Architecture standard d’un capteur BAW
dans un support commercial HC-49U
La Figure 1.10 montre une architecture d’un capteur BAW dans un support commercial HC-
49U. Le cristal est forcé à osciller à une fréquence fondamentale par les électrodes en or ﬁxées
au quartz en exerçant un courant alternatif. Comme les électrodes sont liées aux bornes du
cristal, l’onde générée traverse la totalité du matériau. Les capteurs BAW typiques ont les
caractéristiques suivantes :
- des plaquettes de quartz de diamètre compris entre 6 et 8 mm,
- des électrodes en or de diamètre compris entre 3,5 et 5,5 mm,
- des fréquences fondamentales comprises entre 10 et 30 MHz.
Dans les applications à nez artiﬁciel, les cristaux ont subi généralement de revêtement. C’est
une couche chimique ou biochimique qui recouvre le cristal en permettant l’extraction d’une
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espèce chimique à partir d’un échantillon à tester. Le principe de la détection est que le chan-
gement de fréquence du dispositif (décalage de fréquence) est proportionnel à la masse de
matériau déposé sur le cristal.
1.4.1.6 SAW (Onde acoustique de surface)
Figure 1.11 Architecture standard d’un capteur SAW
(Onde acoustique globale) à ligne à retard
La limite sans contraintes à la surface d’un cristal permet un mode acoustique, dont la pro-
pagation est conﬁnée à la surface. Il est connu sous le nom d’une onde acoustique de surface
(SAW) (Ballantine Jr et al., 1996). Un transducteur interdigital (IDT) génère des SAW sur un
cristal piézoélectrique dans une première étape. Les substrats les plus utilisés pour les SAW
sont le quartz et le Niobate de lithium (LiNbO 3) à coupe ST (compensation de la contrainte
de température). Il y a deux familles de capteurs SAW :
- capteur à ligne à retard,
- capteur à résonateur.
Dans la première famille, l’onde se propage à partir de l’IDT jusqu’à un oscillateur de récep-
tion en passant par le cristal (étape 2 et 3). L’interaction avec l’échantillon a lieu sur la ligne
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à retard qui déﬁnit la zone dans laquelle l’onde se déplace. La ligne à retard peut avoir un re-
vêtement semi-sélectif. La Figure 1.11 décrit la progression des SAW sur un substrat de ligne
à retard (Janata, 2010). Dans les capteurs à résonateur, le substrat contient des crêtes qui ré-
ﬂéchirent l’onde jusqu’à l’IDT pour la détection. Les fréquences de fonctionnement des SAW
sont généralement comprises entre 150 et 400 MHz.
1.4.1.7 Absorption : Détecteur infrarouge
Le détecteur infrarouge (IR) est basé sur les radiations infrarouges (Jack, 1999a). Le spectre
électromagnétique a une grande étendue de fréquences (entre 106 Hz (fréquence radio) et 1020
Hz (rayon gamma)), mais la lumière IR (entre 3.1012 et 3.1014 Hz) est le seul plage du spectre
de fréquence utilisé dans l’analyse de gaz.
Chaque molécule de gaz a sa propre fréquence naturelle qui peut être entre 6.1013 et 15.1013
Hz. Une molécule ne peut pas absorber que les fréquences les plus proches de sa fréquence
naturelle. C’est pour cette raison, la lumière IR est sélective pour plusieurs types de gaz.
Lorsqu’un gaz interagit avec une lumière IR deux changements se manifestent :
Figure 1.12 Architecture de base d’un détecteur infrarouge
(Absorption)
- augmentation de la température du gaz dû à l’énergie absorbée,
- diminution de l’énergie de radiation de lumière IR.
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Donc il y a deux façons de détecter la concentration de gaz (puisque la variation de concen-
tration est proportionnelle à ces deux changements) : détecter la température de gaz ou bien
l’énergie de radiation électromagnétique.
La ﬁgure 1.12 décrit une architecture de base d’un capteur IR.
Il comporte essentiellement quatre parties :
- le détecteur : c’est le composant principal du capteur. Il convertit les changements de la
température ou de l’énergie de radiation électromagnétique en signal électrique. Il existe
plusieurs types de détecteurs comme : la thermopile, le bolomètre à thermistance, le détec-
teur de photons, etc ;
- source de lumière IR : il faut que la source capable de générer la fréquence naturelle de
gaz à détecter. Parfois, il est nécessaire d’alterner l’émission de la lumière selon le type de
capteur ;
- ﬁltre optique : selon le type de ﬁltre, on distingue le capteur dispersif (utilisation d’écran de
diffraction ou prisme comme ﬁltre) et le capteur non dispersif (utilisation d’un ﬁltre optique
discrète passe-bande ) ;
- cellule de gaz/chemin de lumière : c’est le parcours de la lumière par le gaz. Plus le chemin
est long, plus le signal est mieux.
Le gaz circule dans la cellule de gaz par des oriﬁces. Une fréquence de la lumière IR est
absorbée par le gaz. Le ﬁltre optique va ﬁltrer la lumière résultante et le détecteur transforme
ce changement en signal électrique.
1.4.1.8 PID (photo-ionisation)
Aﬁn d’ioniser les molécules de gaz, le détecteur à photo-ionisation (PID) utilise la lumière
ultraviolette (UV). Il est généralement utilisé dans la détection de composés organiques volatils
(VOCs) (Jack, 1999b).
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La lumière (UV) est l’ensemble de rayonnement dont, selon le spectre de rayonnement élec-
tromagnétique, les fréquences se situent directement au-dessus de la lumière visible. Les lon-
gueurs d’onde UV sont dans l’ordre du nanomètre (nm = 109 m). Puisque les longueurs d’onde
UV sont plus courtes que les longueurs d’onde IR, donc le rayonnement UV a plus d’énergie
que le rayonnement IR. C’est vrai que les longueurs d’onde de la lumière IR sont la seule plage
de longueurs d’onde utilisée pour l’analyse de gaz, mais l’énergie de la lumière UV peut être
utilisée dans la détection de gaz selon le principe de fonctionnement de PID.
Figure 1.13 Architecture standard d’un PID (photo-ionisation)
Le cœur du PID est essentiellement une lampe qui émit une lumière UV. En fonction du fa-
bricant, il y a différentes tailles et dimensions de lampes. Elle est remplie d’un gaz inerte à
basse pression qui est caractérisé par une longueur d’onde de la lumière UV. Par exemple, le
krypton, lorsqu’il est excité, émettra un rayonnement de 123.9 nm et 116.9 nm, ou l’équivalent
de 10 eV et 10,6 eV [Un électron-volt (eV)est égal à 1,2395x 10−6 / longueur d’onde (nm). Le
terme eV est utilisé par commodité pour donner une expression numérique simple de la force
de rayonnement.]. Cette lampe de 10,6 eV est la lampe la plus utilisée actuellement dans les
instruments PID.
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La plupart des matériaux absorbent le rayonnement de la lumière UV et empêchent sa trans-
mission. Par conséquent, pour faire passer ces émissions spectrales, des matériaux spéciaux
sont placés à l’extrémité de décharge de la lampe (fenêtre, la Figure 1.13). Ces matériaux de
fenêtre sont des cristaux qui dépendent de la nature de la lampe utilisée.
Deux plaques d’électrodes se trouvent directement devant la fenêtre de la lampe. Une tension
continue stable est appliquée au niveau des électrodes de façon que chaque modiﬁcation mi-
neure du champ électrique peut être détectée. À la présence des molécules de gaz dont son
potentiel d’ionisation est inférieur à l’énergie de rayonnement de la lampe entre les électrodes.
Le rayonnement de la lumière UV va ioniser ces molécules et les électrons libres vont être
collectés par les électrodes. Ainsi un courant dont l’amplitude est directement proportionnelle
à la concentration de gaz va être créé.
1.4.2 Détection
L’art de savoir mesurer une grandeur physique (température, pression, concentration, etc.) est
indispensable dans tous les domaines. Quantiﬁer la grandeur peut être l’objectif ﬁnal comme
peut-être une étape nécessaire dans un processus (régulation, maintenance, information, etc.).
Cet art se manifeste par l’ensemble de capteurs. Chaque grandeur physique peut avoir un ou
plusieurs types de capteurs capables de donner une estimation de sa quantité. Le principe de
fonctionnement du capteur se diffère d’un capteur à l’autre, il dépend de technologies et de
concepts (conductivité, oxydoréduction, longueur d’onde, etc.) utilisés. Cette différence de
principe engendre plusieurs types de sorties.
Dans la plupart des applications, les sorties de capteur sont utilisées par un microcontrôleur.
Le système d’acquisition, ou bien Analog Front End (AFE) (Figure 1.14) a comme rôle de
transformer la sortie de capteur en un signal compréhensible par le microcontrôleur. Parfois,
la sortie est transmissible (amplitude acceptable), dans ce cas on passe immédiatement au bloc
de conversion analogique/numérique ADC. L’ADC est le bloc qui vient directement avant le
microcontrôleur et transforme l’entrée analogique en une sortie numérique. Mais pour plusieurs
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Figure 1.14 Système d’acquisition de données d’un capteur
Analog Front End
capteurs, il existe un autre bloc avant le convertisseur. C’est le conditionneur électronique, il
peut contenir de sous blocs d’ampliﬁcation et de ﬁltrage et parfois un élément de transduction.
Cet élément est utilisé essentiellement avec les capteurs passifs (variations d’impédance) pour
traduire les variations d’impédance en une variation de tension ou bien courant. Il a besoin
d’une alimentation. Il y a aussi de capteur qui demande une alimentation pour la stabilité de
fonctionnement.
1.4.2.1 Conditionneur électrique
Le conditionneur électronique est un circuit capable de transformer une sortie de capteur in-
supportable par le convertisseur analogique/numérique en un signal transmissible. Pour avoir
ce signal, les variations au niveau du capteur peuvent passer par plusieurs circuits qui forment
le conditionneur. Ces circuits peuvent être de circuits d’ampliﬁcation, de ﬁltrage, ou de trans-
duction. La structure de conditionneur dépend essentiellement de la technologie de capteur et
sa sortie.
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1.4.2.2 Convertisseur analogique numérique
En sciences et en génie, la majorité des signaux directement rencontrés sont de nature conti-
nue (une valeur à chaque instant) : la variation de tension avec le temps, le changement de la
résistance d’un matériau avec la température ou bien réaction chimique, etc. Cependant, les or-
dinateurs numériques utilisent les informations numériques ou bien discrètes (les valeurs entre
les échantillons non connus). Ainsi, la conversion analogique numérique (ADC) et la conver-
sion numérique analogique (DAC) sont les processus qui assurent l’interaction des ordinateurs
avec les signaux continus. L’information numérique ou bien la sortie de ADC est caractérisée
par deux principales propriétés : elle est échantillonnée (la période à laquelle une valeur sera
quantiﬁée) et elle est quantiﬁée (processus de conversion d’une valeur en code binaire).
Les principales architectures de conversion sont (Le et al., 2005) :
- la conversion "Flash" : elle consiste à comparer chaque échantillon de signal analogique
d’entrée avec plusieurs signaux de référence. Si l’échantillon est supérieur à une référence,
la sortie de son comparateur est égale à 1. Un décodeur convertit les sorties de comparateurs
en valeur numérique ;
- la conversion «Dual Slope» : elle est caractérisée par le nombre d’étages qui traitent le
même nombre de bits. À chaque impulsion d’horloge, le premier étage génère des bits
de poids fort de signal analogique d’entrée et un résidu qui passe par un convertisseur
numérique analogique vers le prochain étage. Vers la ﬁn d’impulsion, on arrive à l’étage de
bits de poids faibles ;
- la conversion «Successive Approximation» (SAR) (à approximations successives) : elle
est basée sur un seul comparateur. Dans chaque itération, l’échantillon de signal analogique
d’entrée est comparé avec un signal de référence. L’algorithme commence par un niveau
haut pour le bit de poids fort. Si l’échantillon est plus grand que le signal de référence qui
correspond à un bit, ce dernier reste à 1 et le prochain bit est mis à 1. Dans l’autre cas, le bit
devient 0 et le prochain bit est mis à 1 ;
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- la conversion «Sigma-Delta» (Δ∑) : la conversion se divise en deux étapes. Une grande
trame de bits qui sont les résultats d’une simple comparaison de signal d’entrée avec plu-
sieurs signaux de références constitue la sortie de modulateur sigma-delta (la première
étape). Le décimateur (un type de ﬁltre) assure une sortie numérique de résolution bien
déterminée ﬁltrée à partir de trame de bits.
Le tableau 1.2 présente les principaux avantages et désavantages de différents convertisseurs
analogiques numériques selon (Le et al., 2005).
Tableau 1.2 Comparaison entre les différentes




-Principe de fonctionnement simple -Très chère
Sigma-Delta
-Haute résolution
-Lent-Précision de composants externes
non réquis
Dual Slope -Haute précision -Lent
(integrating) -Immunité au bruit supérieure
-Précision de composants
externes réquis
Successive -Rapide -En cherchant la résolution
Approximation -Précision moyenne on perd la rapidité
1.4.3 Apprentissage & Reconnaissance
L’analogie est qu’un grand volume de terre et de matière première est extrait d’une
mine, ce qui, lorsqu’il est traité, conduit à une petite quantité de matière très pré-
cieuse ; de même, dans l’exploration de données, un grand volume de données est
traité pour construire un modèle simple avec une utilisation valable, par exemple,
ayant une grande précision prédictive.
(Alpaydin, 2014)
L’exploration de données consiste à employer les méthodes d’apprentissage automatique dans
de grandes bases de données pour trouver un modèle qui répond à certains besoins selon le
domaine d’application.
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Tableau 1.3 Quelques domaines d’applications
d’apprentissage automatique avec ses besoins
Domaines Besoins
Banques de détail/ Banques de ﬁnancement
Demande de crédit,
Détection de la fraude,
Marché boursier




Maximiser la qualité du service
Ses domaines d’application sont nombreux (Tableau 1.3) et avec la croissance de Web, la
recherche manuelle d’informations pertinentes devient difﬁcile. L’apprentissage automatique
n’est pas limité à l’exploration de données, mais c’est une partie de l’intelligence artiﬁcielle.
L’intelligence c’est la capacité d’apprendre dans un environnement instable. Lorsque le sys-
tème est capable d’apprendre et de s’adapter à toutes les situations possibles, il n’est pas né-
cessaire de prévoir et de fournir toutes les solutions. Ainsi, l’apprentissage automatique est
un moyen pour trouver des solutions de problèmes (vision, reconnaissance vocale, robotique,
etc.).
1.4.3.1 Système d’apprentissage et de reconnaissance
La programmation des ordinateurs aﬁn d’optimiser un critère de performance, en se basant sur
des données d’exemple ou d’expérience passée, déﬁnie l’apprentissage machine.
L’exécution du programme (algorithme d’apprentissage) optimise les paramètres d’un modèle
selon les données de formation. Le modèle de connaissance peut être prédictif, capable de pré-
dire le résultat, ou descriptif, capable de construire des connaissances, ou les deux. La base de
l’apprentissage automatique est la théorie des statistiques . Elle est utilisée dans la construction
des modèles mathématiques qui sont capables de faire des inférences à partir d’un échantillon
(algorithme de reconnaissance). L’algorithme d’apprentissage, le modèle de connaissance, l’al-
gorithme de reconnaissance avec la méthode de supervision (Figure 1.15) constituent un sys-
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Figure 1.15 Caractéristique d’un système
d’apprentissage et de reconnaissance
tème qu’on appelle le système d’apprentissage et de reconnaissance. On va parler avec détails
sur ces concepts dans les prochains paragraphes.
Une fois, l’algorithme résout le problème d’optimisation en employant les données, il faut as-
surer l’efﬁcacité de l’algorithme d’apprentissage. Dans certaines applications, la complexité
spatiale et temporelle d’algorithme d’inférence est aussi importante que sa précision de prédic-
tions.
Les exemples d’application de l’apprentissage peuvent être classiﬁés en cinq grandes catégo-
ries Bouillon (2016) :
Différents types des problèmes d’apprentissage :
- application de classiﬁcation : il consiste à associer une classe (une étiquette) à des données
inconnues. La forme d’une classe dépend du contexte de travail. Cependant, une donnée
est, souvent, sous la forme d’un vecteur des entrées (systèmes d’apprentissage statistique).
Comme le cas de nez électronique, un vecteur des lectures de capteurs de gaz correspond
30
à une odeur ou bien concentration (classe). En utilisant les données d’apprentissage dont
leurs classes sont connues, le système de reconnaissance apprend à différencier entre les
classes. Ensuite, le système est utilisé dans l’étiquetage des données inconnues ;
- application de régression : il consiste à prédire les valeurs numériques en sortie des don-
nées inconnues en entrée. Ainsi, le système de reconnaissance modélise la fonction qui relie
les entrées et les sorties en se basant sur des couples entrées/sorties connues ;
- application de regroupement : il consiste à partitionner des données non étiquetées en des
groupes, de façon que les données à l’intérieur d’un groupe sont les plus similaires et les
groupes sont les plus distincts possible. Avec certains algorithmes, le nombre de groupes
doit être connu, mais avec d’autres il est possible de déterminer le nombre en se basant sur
les données ;
- application de détection d’erreurs : il consiste à modéliser une distribution de données
déﬁnies dans le cas normal. Par la suite, le système doit être en mesure de distinguer les
données aberrantes des données normales selon la distribution ;
- application d’inférence de règles : il existe l’inférence de règles d’associations et l’in-
férence de règles grammaticales. Le but du premier type à découvrir le rapport entre les
variables se trouve souvent ensemble. Cependant, le but d’inférence grammaticale est de
trouver une déﬁnition formelle (un langage) d’un problème de conclusion. C’est-à-dire une
grammaire simple, modélise les données d’une classe.
Différents modèles de connaissance de classiﬁcateur
- modèle de classiﬁcateur à caractère statique : ce modèle est, souvent, le plus utilisé. Pen-
dant l’utilisation du système, le modèle reste inchangeable, c’est la déﬁnition d’un modèle à
caractère statique. C’est-à-dire à l’arrivée de nouvelles données, le modèle doit réapprendre
de zéro pour proﬁter de ces informations. De plus, il est indispensable de réapprendre un
autre modèle pour oublier des données obsolètes qui sont déjà employées lors de l’appren-
tissage du modèle ;
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- modèle de classiﬁcateur à caractère adaptatif : contrairement au modèle à caractère sta-
tique, ce type de modèle peut être ajusté même après la phase d’apprentissage. Autrement
dit, les paramètres du modèle original (créé en se basant sur de données d’entraînement)
peuvent être adaptés aux nouvelles informations (Llobet et al., 1999). L’apprentissage du
classiﬁcateur adaptatif peut être incrémental ; la construction du modèle se fait au fur et à
mesure de manipulation des données d’apprentissage. Les paramètres du modèle de classi-
ﬁcateur à caractère adaptatif peuvent être ajustés, mais son nombre de classes (sa structure)
reste le même ;
- modèle de classiﬁcateur à caractère évolutif : les paramètres de ce modèle peuvent être
ajustés, comme le cas de classiﬁcateur à caractère adaptatif, mais même sa structure peut
évoluer. Ainsi, un classiﬁcateur à caractère évolutif est un système dont sa structure est
dynamique. Sans le réapprentissage du modèle, le système peut ajouter une nouvelle classe
ou supprimer une classe inutile. De plus, le modèle du classiﬁcateur à caractère évolutif
peut s’évoluer à chaque arrivée d’une nouvelle donnée, tout en gardant sa fonctionnalité
entre temps.
Différentes méthodes d’apprentissage
- apprentissage hors ligne : c’est une manière avec laquelle il y a une séparation entre la
phase d’apprentissage et la phase d’utilisation du système. Pendant le temps nécessaire pour
optimiser le modèle, le classiﬁcateur est entraîné sur une base de données d’apprentissage
comme une première étape. Une fois, le modèle optimal est assuré, comme deuxième étape,
ce dernier va être utilisé par l’algorithme d’apprentissage. Le modèle généré au cours d’ap-
prentissage est, généralement, un modèle statique (pas d’ajustement pendant l’utilisation).
Cette façon de procéder comporte quelques limitations qu’ils la rendent inadéquate pour
quelques applications : pour une bonne performance il faut une base d’apprentissage le plus
grand possible, la base d’apprentissage doit être représentative de la distribution des don-
nées et il est impossible d’ajouter des classes lors de l’utilisation. Il y a deux mécanismes
d’apprentissage hors ligne ; « batch », généralement le plus employé, et incrémental ;
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 l’apprentissage « batch » : désigne la construction du modèle à partir de paquet, tra-
duction du nom, des données d’apprentissage dans une seule étape ;
 l’apprentissage incrémental : contrairement à l’apprentissage « batch », ce mécanisme
d’apprentissage parcoure les données une par une, sans prendre en considération la
totalité de données d’apprentissage.
- apprentissage en ligne : pour ce type d’apprentissage, il n’y a pas de séparation entre
la phase d’apprentissage et la phase d’utilisation puisque dans le même cycle le système
optimise le modèle et l’utilise. Comme l’apprentissage hors ligne, ce type comporte deux
mécanismes d’apprentissage ; incrémental sur ﬂux et permanent «anytime learning» .
 l’apprentissage incrémental sur ﬂux : lorsqu’on parle de l’apprentissage en ligne d’un
système, on parle d’un environnement dynamique et un ﬂux de données (une par une).
Donc le système doit être capable d’évoluer avec l’évolution de l’environnement en uti-
lisant un algorithme d’apprentissage en ligne incrémental sur ﬂux (Choy et al., 2006).
Cet algorithme crée, alors, un modèle de connaissance en modélisant la donnée de l’état
actuel du ﬂux, sans prendre en considération les données de l’ancien état du ﬂux. C’est-
à-dire pour chaque nouvelle donnée, le système utilise le modèle actuel dans un essai de
reconnaissance. Ensuite, selon la méthode de supervision, le système essaie de trouver
l’étiquette de cette donnée. Une fois, la donnée devient étiquetée, le système l’utilise
dans l’apprentissage. L’apprentissage en ligne incrémental sur ﬂux est capable de com-
bler les limitations de l’apprentissage hors ligne : une base d’apprentissage initiale n’est
pas nécessairement le plus grand possible (système capable d’apprendre pendant l’uti-
lisation), un système dynamique capable de s’adapter à tout changement de concepts
(variation dans la distribution des données) et la possibilité d’ajouter et de supprimer
des classes au cours de l’utilisation du système ;
 l’apprentissage permanent : c’est une forme avancée d’apprentissage en ligne, il est
caractérisé par un apprentissage continu et qui peut être interrompu à n’importe quel
moment (Seidl et al., 2009). Le principe de fonctionnement d’un algorithme d’appren-
tissage permanent est de continuer l’amélioration du modèle pendant le temps entre
deux phases de reconnaissance. Ainsi, la performance d’une reconnaissance dépend du
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temps entre deux reconnaissances qui correspond au temps affecté à la phase d’appren-
tissage. Il y a une autre appellation à ce type d’apprentissage, c’est un apprentissage qui
peut être interrompu, à cause de l’interruption du processus d’apprentissage pendant la
phase d’utilisation du système.
Différents types de supervision de l’apprentissage
- apprentissage non supervisé : il consiste à trouver dans les données non étiquetées une
structure (Barra et al., 2018). Comme les données ne sont pas étiquetées, elles ne sont
pas rangées dans des classes prédéﬁnies. Les algorithmes d’apprentissage non supervisés
modélisent une distribution qui décrit les regroupements les plus adéquats des données qui
n’ont pas des classes prédéﬁnies ;
- apprentissage supervisé : il consiste à induire la fonction de corrélation entre les don-
nées et les étiquettes ou les valeurs associées à ces données (Barra et al., 2018). On parle
des problèmes de régression pour des valeurs comme des étiquettes et des problèmes de
classiﬁcation pour le cas des étiquettes grammaticales. Ainsi, l’ensemble de données d’ap-
prentissage doit être étiqueté. Ensuite, le système doit être capable de prédire l’étiquette
associée à des exemples inconnus ;
- apprentissage actif : c’est un cas spéciﬁque d’apprentissage supervisé caractérisé par le
fait que les données qui sont étiquetées sont choisies par le système (Settles, 2009). Parfois,
l’étiquetage de toute la base de données d’apprentissage (cas d’apprentissage supervisé) est
trop coûteux. Donc, l’apprentissage actif peut être une solution pour ces cas puisque seule-
ment quelques données de la base d’apprentissage vont être sélectionnées pour l’étiquetage.
(Tur et al., 2005) propose une approche qui consiste à combiner les techniques d’apprentis-
sage actif avec des techniques d’apprentissage semi-supervisé. Le principe est d’étiqueter
manuellement quelques données stratégiques et d’utiliser les autres dans la propagation
d’information. Dans certains cas, il est indispensable de déﬁnir une stratégie d’apprentis-
sage actif pour diminuer les fardeaux du processus d’apprentissage comme la sollicitation
de l’utilisateur ﬁnal lorsque l’utilisateur est dans la boucle ;
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- apprentissage semi-supervisé : dans ce cas, on utilise des données étiquetées et de données
non étiquetées en même temps dans la phase d’apprentissage. Avec un étiquetage coûteux et
des données non étiquetées moins évidentes à employer, l’utilité, alors, de l’apprentissage
semi-supervisé est de diminuer les efforts d’annotation, en améliorant les performances de
généralisation (Tomanek & Hahn, 2009). Les données qui sont étiquetées ne sont pas choi-
sies par le système comme le cas d’apprentissage actif. L’apprentissage semi-supervisé est
souvent employé sur d’énormes bases de données qui comportent peu des données étique-
tées. L’apprentissage supervisé peut être considéré comme un apprentissage semi-supervisé
avec des données tout étiquetées. Même l’apprentissage non supervisé qui correspond au
cas où toutes les données ne soient pas étiquetées. Cependant, les données étiquetées avec
les données non étiquetées peuvent améliorer les portées de généralisations du modèle.
Dans (Bouchachia et al., 2010) l’apprentissage semi-supervisé a été utilisé sur des systèmes
évolutifs sur ﬂux. Il y a plusieurs techniques d’apprentissage semi-supervisé : l’autoappren-
tissage, le co-apprentissage, l’algorithme espérance-maximisation (expectation maximisa-
tion) pour les mélanges de modèles génératifs, les machines à vecteur support transductive,
etc. (Zhu, 2005).
1.4.4 Classiﬁcateur évolutif en ligne
Des interactions spatio-temporelles entre les composantes d’un système engendrent des com-
portements complexes difﬁciles à suivre. Dans le but d’améliorer les performances de système
et suivre les changements dans ces conditions difﬁciles, l’adaptation fournit au système l’agi-
lité nécessaire pour adapter ses propres composants. Un système adaptatif est, généralement,
un système non linéaire capable d’avoir les performances spéciﬁques en permanence. En éva-
luant sa performance, les conditions de fonctionnement de ses composants et l’état de l’envi-
ronnement, il adapte sa dynamique. Dès les années cinquante (Black et al., 2014) les systèmes
d’adaptation et d’apprentissage ont été utilisés dans le domaine d’identiﬁcation des systèmes et
du contrôle adaptatif. À l’année 1991, les auteurs (Platt, 1991) ont introduit la méthode du ré-
seau d’allocations des ressources (RAN) comme le premier pas dans le domaine des systèmes
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évolutifs. Un algorithme appelé la structure cellulaire en croissance (GCS) a été introduit, après
trois années, par (Fritzke, 1994). GCS est une classe auto-organisée de réseaux neuronaux, en
appliquant un apprentissage supervisé ou non supervisé il peut contrôler les changements dans
la structure. Plus tard, à partir des années 00, l’intérêt sur le domaine des systèmes évolu-
tifs devient de plus en plus grand. Sous un ﬂux de données, les systèmes évolutifs mettent au
courant leurs structures et leurs paramètres. Ils sont des systèmes intelligents adaptatifs qui dé-
passent, simultanément, les systèmes adaptatifs et l’apprentissage automatique de la dernière
décennie. Les systèmes en évolution peuvent avoir des composantes structurelles de type ; des
règles de production, des neurones artiﬁciels, des regroupements de données, des règles ﬂoues
ou des sous-arbres (Angelov et al., 2010). Par exemple, la structure des systèmes basés sur
des règles est déﬁnie par le nombre et la nature et des règles. Cependant, la structure des sys-
tèmes basés sur des neurones est caractérisée par le nombre et la nature des neurones dans les
couches cachées et la topologie du réseau. Dans (Angelov & Kasabov, 2005), les auteurs font
une comparaison entre l’utilisation de concept « évolutif » dans les systèmes en évolution et
les algorithmes génétiques et la programmation génétique. Ainsi, dans le cas des algorithmes
génétiques, un processus évolutif se manifeste, en se basant sur des mécanismes de variation et
de recombinaison des générations, avec des populations d’individus (problème d’optimisation
hors ligne et statique dans le temps). Cependant, pour l’autre cas, le processus évolutif survient
pendant toute la durée du système.
Plusieurs méthodes évolutives ont été développées, pendant les dernières années, et donnent
de bonnes performances. Les modèles résultants ont, souvent, une structure basée sur des ré-
seaux neuronaux, des règles ﬂoues ou des concepts neuro-ﬂous hybrides. eTS (Angelov & Fi-
lev, 2004), eTS+ (Angelov, 2010), FLEXFIS (Lughofer, 2008), FLEXFIS+ (Lughofer et al.,
2011), exTS (Memon et al., 2006), eFuMo (Dovžan et al., 2014), IBeM (Leite et al., 2010),
FBeM (Leite et al., 2012) et GS-EFS (Lughofer et al., 2015) sont parmi les méthodes les plus
importantes des modèles ﬂous. Également, on peut citer quelques méthodes des modèles neuro-
ﬂous qui sont considérés parmi les plus importantes : PANFIS (Pratama et al., 2013), DENFIS
(Kasabov & Song, 2002), eGNN (Leite et al., 2013), GAN-FIS (Azeem et al., 2003), SOFNN
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(Leng et al., 2004), SONFIN (Juang & Lin, 1998), SOFMLS (de Jesús Rubio, 2009), SAFIS
(Rong et al., 2006), SCFNN (Lin et al., 2001), NFCN (Lin, 1995), D-FNN (Wu & Er, 2000),
RIVMcSFNNN (Pratama et al., 2017) , GD-FNNs (Wu et al., 2001), GAP-RBF (Huang et al.,
2003), NeuroFAST (Tzafestas & Zikidis, 2001), RAN (Platt, 1991), ESOM (Deng & Kasa-
bov, 2000), ENFM (Soleimani-B et al., 2010), EFuNN (Kasabov et al., 1998) et Neural Gas
(Fritzke, 1995).
La plupart des méthodes de régression évolutives utilisées sont dérivées de modèles RBF (mo-
dèles de fonction de base radiale) neuro-ﬂous ou de la forme générale, GRBF (GAN-FIS).
La prévision de la sortie, pour un modèle RBF, est une combinaison linéaire de fonctions de
bases radiales. Une fonction de base radiale est une fonction symétrique autour d’un centre.
Dans (Wu et al., 2001), la fonction d’appartenance de largeur égale utilisée dans le modèle
est une fonction gaussienne. Pour une fonction d’appartenance des largeurs différentes, des
modèles comme le modèle dans (Leng et al., 2004) utilisent de fonctions de base ellipsoïdales
(EBF). Ainsi, un modèle RBF à base des fonctions d’adhésion hyperrectangles et trapézoïdales
a été utilisé avec la méthode eGNN. Dans (Klancˇar & Škrjanc, 2015), une nouvelle approche
de l’évolution des algorithmes de regroupement des composantes principales a été présentée.
Elle est caractérisée par une faible complexité de temps de fonctionnement pour la mise en
correspondance des données de télémètre laser (LRF).
1.4.5 L’inférence ﬂoue
La logique ﬂoue permet de résoudre tous les problèmes dans lesquels on dispose
de connaissances imprécises, parcellaires, soumises à des incertitudes de nature
non probabiliste. (Bouchon-Meunier, 2007)
Dans les années 1960, pour la première fois, le professeur Lotﬁ A. Zadeh a établi une façon,
appelée la logique ﬂoue, proche de raisonnement humain pour traiter les informations impré-
cises. Cette théorie donne aux machines la possibilité de décrire des données qui peuvent être
imprécises avec un langage de même nature que les données. Elle se base sur la notion de
sous-ensembles (un échantillon de données) ﬂous. La différence entre le sous-ensemble clas-
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sique et ﬂou est dans l’appartenance. Pour le cas classique, on parle d’un objet qui appartient
ou non à un sous-ensemble, mais pour le cas ﬂou on parle de degré d’appartenance d’un objet
à un sous-ensemble ﬂou. Ce dernier est déﬁni par une fonction d’appartenance qui prend des
valeurs entre 0 et 1. Il faut souvent que le total des degrés d’appartenances à tous les ensembles
pour un sous-ensemble s’élève à 1. Ainsi, le sous-ensemble classique est un cas particulier du
sous-ensemble ﬂou.
La logique ﬂoue est une méthode très efﬁcace pour présenter les informations à l’aide de règles
qui ont une capacité de généralisation et de synthèse très élevée (Yager & Filev, 1994). Donc,
elle peut être jumelée avec des techniques de modélisation, de contrôle, et d’apprentissage
machine. Un sous-ensemble ﬂou est déﬁni par sa fonction d’appartenance. Il y a plusieurs
types de ces fonctions comme triangulaires, gaussiennes, sigmoïdes, etc.
On peut formuler à partir de sous-ensembles et de variables ﬂoues des énoncés linguistiques




SI prèmisse ALORS conclusion.
i ∈ [1,R] Avec R est le nombre de règles
Selon (Yager & Filev, 1994), il faut passer par trois étapes (Figure 1.16) pour interpréter les
règles de type « SI-ALORS » :
1. Fuzziﬁcations : cette étape consiste à faire correspondance entre les entrées qui constituent
la prémisse et les degrés d’appartenances aux sous-ensembles ﬂous ;
2. Inférences : on applique, dans cette étape, une conjonction sur les composants d’antécé-
dent pour déterminer le degré global de cette partie. Cette conjonction est un opérateur qui
peut être l’égalité, l’inclusion, l’intersection, l’union ou le complément. Elles sont déﬁnies
dans la théorie de possibilités en analogie avec les opérations de sous-ensemble classique.






















Figure 1.16 Les étapes de traitement ﬂou
fonctions avec des caractéristiques bien déterminées. Par exemple, l’intersection est consi-
dérée comme un T-norme et l’union comme un T-conorme ;
3. Défuzziﬁcation : en utilisant le degré global, on modélise le résultat de règles de système
ﬂou. Cependant, la partie de conclusion n’est pas généralement une valeur exacte qui peut
être interprétée. Elle peut être un sous-ensemble tronqué de l’ensemble ﬂou (cas de sys-
tème FRB de type Mamdani) ou bien un poids d’appartenance à la sortie de la règle ﬂoue
(cas de système FRB de type TS et de type AnYa). Les deux techniques de défuzziﬁcation
les plus utilisées sont : la moyenne du maximum (MoM) appelée aussi "the winner takes
all" et la méthode de centre de gravité (CoG).
Il y a plusieurs types de règles ﬂoues dont deux sont très utilisées actuellement (Angelov,
2012) :
- type de Mamdani (type de Zadeh-Mamdani) : a été introduit par Lotﬁ Zadeh et Abe
Mamdani au début des années 1970. Dans ce système, les deux parties des règles sont des
énoncés linguistiques ;
- type de Takagi-Sugeno (TS) : a été introduit par Takagi et Sugeno dans (TAKAGI & SU-
GENO, 1985). Ce type du système est le plus populaire en comparant par le système de
type Zadeh-Mamdani. Parce qu’il associe une partie fonctionnelle qui a généralement un
comportement linéaire (conclusion) à une partie linguistique (prémisse).
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Un nouveau type a été proposé par Angelov et Yager dans (Angelov & Yager, 2012). AnYa
est un système ﬂou à base de règles qui déﬁnit la partie de prémisse comme une expression
linguistique plus simpliﬁée. Avec cette partie non paramétrique, ET logique (opérateur t-nord)
peut-être enlevée.
1.4.6 Système d’inférence ﬂou à base de règles de type Takagi-Sugeno (TS FRB)
La forme standard de système ﬂou à base de règles de type Takagi-Sugeno (TS FRB) déﬁni
dans (TAKAGI & SUGENO, 1985) est modélisée par le bloc « Multi-Input Single-Output »
(MISO) dans la Figure 1.17. Cependant, dans (Angelov et al., 2004), les auteurs présentent le
modèle « Multi-Input Multi-Output » (MIMO) (Figure 1.17) utilisé avec le système FRB de
type TS en évolution. La forme linguistique d’interprétation d’une entrée X= [1,x1,x2, . . . ,xn]T































Règlei : SI (x1 ∼ x∗1i) ET . . . ET (xn ∼ x∗ni)






Règlei : la iième règle ﬂoue
i ∈ [1,R] : R le nombre de règles ﬂoues
(x j ∼ x∗ji) : le jième sous-ensemble ﬂou de la iième règle
j ∈ [1,n] : n est le nombre des entrées
X∗i = [x∗1,x
∗




i : le centre de la iième règle
Ai = [A1, . . . ,Am]i =
⎡
⎢⎢⎢⎢⎢⎢⎣
a01 a02 . . . a0m
a11 a12 . . . a1m
...
... . . .
...




: matrice de paramètres de la conclusion
Yi = [y1,y2, . . . ,ym]Ti : la vecteur de sorties de la iième règle
m : est le nombre de sorties
Dans l’architecture, Figure 1.17, pour chaque règle et chaque sortie il y un modèle local. Ce
modèle est un modèle linéaire qui relie les entrées par la sortie locale à l’aide des pondérations
ﬂoues, tel que :
Modèle Localeki : yki = XTAki i ∈ [1,R] et k ∈ [1,m] (1.2)
La sortie globale (Y ) est obtenue en combinant de façon ﬂoue les règles ﬂoues qui déﬁnissent
un processus dans une zone locale (Modèle linéaire locale). Cette sortie est en relation linéaire
par rapport les paramètres de la conclusion A, cependant elle est en relation non linéaire par
rapport les entrées (peuvent être des mesures ou des observations). Le modèle global peut être
formulé sous la forme suivante :
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A = [AT1 ,A
T
2 , . . . ,A
T
R ]
T : Vecteur de modèles linéaire
ψ = [λ1XT ,λ2XT , . . . ,λRXT ] : Vecteur des entrées ponderées par le niveau d’activation
des règles normalisés
λi = νi∑Rl=1 νl
: i ∈ [1,R], niveau d’activation normalisé
νi : i ∈ [1,R], degré d’appartenance de X à la iième règle
généralement une fonction Gaussienne centrée sur X∗i
1.4.7 TS FRB évolutif
La structure du système tel que le système FRB est, habituellement, déﬁnie à partir des connais-
sances préalables. Ainsi, cette approche est attachée à l’expert (l’opposé d’un comportement
en ligne et autonome) et limitée à un seul problème dans des conditions stables (incapable de
résoudre l’évolution du problème). Les auteurs dans (Sugeno & Kang, 1988) proposent une
solution à la dépendance d’identiﬁcation de la structure du système des connaissances prére-
quis des experts. Le principe de cette solution est la décomposition d’un système non linéaire
et complexe en sous-systèmes localement valides et plus simples. Selon (Angelov, 2012), la
logique ﬂoue est adaptée particulièrement pour formaliser l’incertitude qui résulte de la liaison
entre les sous-systèmes locaux. Aussi, il est possible de décrire formellement la transition d’une
région à une autre grâce à la théorie des sous-ensembles ﬂous. Également, c’est un excellent
outil pour la combinaison des connaissances préalables (des expressions provenant d’experts
humains) et les connaissances postérieures (extrait de modèles de données).
42
Pour diviser le système global complexe en des sous-systèmes locaux simples, il y a trois types
de partitionnements d’espace de données (Angelov, 2012) :
- partitionnement régulier : il est possible de diviser un espace composé des n entrées et
de p variables linguistiques en un réseau des axes orthogonaux hyperboxes . Cependant,
avec ce type de partitionnement, il faut des pn règles pour couvrir l’espace de données
(pratiquement intraitable) ;
- partitionnement par clustering : il consiste à partitionner l’espace de données par regrou-
pement. Le type de la mesure de distance utilisé déﬁnit l’aspect des grappes. Par exemple,
des grappes ont la forme hyper sphérique pour une distance euclidienne. Ainsi, des regrou-
pements d’une forme, plus réaliste, hyper ellipsoïdale sont le résultat d’utilisation d’une
distance de type Mahalonobis, il nécessite un calcul plus complexe (inverse d’une matrice
de variance-covariance). Les fonctions d’appartenance qui décrivent les sous-espaces de
données sont généralement de fonction de probabilité ou bien de densité. Le modèle global
intègre les sous-modèles locaux à l’aide des principes comme « winner take all » (contexte
probabiliste) et « centre de gravité » (contexte ﬂou) ;
- partitionnement basé sur les nuages de données : dans ce cas les sous-modèles locaux
ne sont pas des sous-régions de l’espace de données, mais plus tôt ils représentent des
sous-ensembles de données. C’est une méthode de partitionnement proche de la méthode
de partitionnement par clustering, mais il n’y a pas une forme spéciﬁque et des paramètres
(centre et rayon par exemple) à déterminer.
Puisque le partitionnement régulier est pratiquement intraitable, le partitionnement par cluste-
ring est la méthode la plus utilisée avec les systèmes FRB de type TS en évolutions. Même la
dernière méthode de partitionnement donne de bonnes performances. Le système « ALMMo
» dans (Angelov et al., 2017), est basé sur le partitionnement basé sur les nuages de données,
donne une précision supérieure à d’autres algorithmes qui utilisent le partitionnement par clus-




Règlei : SI X ∼ Ξi
ALORS (y1i = XTA1i) ET . . . ET (ymi = XTAmi)
(1.4)
Ξi déﬁni le prototype ou bien la densité de la iième règle pour le partitionnement par clustering
et le partitionnement basé sur les nuages de données respectivement. Le prototype comporte
généralement le centre et les distances (souvent la matrice de variance-covariance pour la dis-
tance de Mahalonobis, car elle est plus réaliste). Cependant pour le partitionnement basé sur
les nuages de données on parle de la densité et du centre de nuage.
Les modèles ﬂous évolutifs, comme eTS (Angelov & Filev, 2004) (basé sur le partitionnement
par clustering) et de type AnYa (Angelov & Yager, 2012) (partitionnement basé sur les nuages
de données), peuvent servir à l’extraction de connaissances à partir de ﬂux de données et à
l’apprentissage autonome. La variation de la densité (potentiel) des données est la clé de l’évo-
lution de la structure du système, tandis que l’adaptation de la structure (prototype ou densité)
en fonction des données récentes est la clé du paramétrage.
L’apprentissage en ligne à partir de ﬂux de données à base de modèle FRB de type TS ou
de type AnYa peut être divisé en trois principales étapes (Almaksour & Anquetil, 2011) : la
création d’une nouvelle règle (s’il est nécessaire), la mise à niveau des paramètres de prémisses
et l’ajustement des paramètres linéaires de conclusions. Les calculs nécessaires pour les trois
tâches doivent être réalisés d’une façon incrémentale. C’est-à-dire toutes les équations utilisées
dans le processus sont des équations récursives.
La création d’une nouvelle règle : Dans ce mode d’apprentissage, l’introduction d’un nouvel
échantillon des informations X à l’instant t peut renforcer ou modiﬁer les informations repré-
sentées par le regroupement actuel ou bien peut apporter les informations nécessaires pour
former un nouveau regroupement. L’évaluation de l’importance d’un échantillon de données
se fait par la valeur de potentielle Pot pour le mode d’apprentissage de type TS et par la distri-
bution de la densité D pour le type AnYa.
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Lorsqu’un échantillon de données comporte les informations nécessaires pour déﬁnir une nou-
velle grappe, la création d’une nouvelle règle consiste à ﬁxer le centre X∗i et le matrice de
variance-covariance 1.5 (distance de Mahalonobis) pour l’apprentissage de type TS. Cepen-





σ21 c1,2 . . . c1,n
c2,1 σ22 . . . c2,n
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... . . .
...







c1,2 = c2,1 covariance entre x1 et x2
σ1 covariance entre x1 et x1
Le potentiel d’un échantillon est l’inverse de la somme des distances entre la nouvelle donnée





Dans (Angelov & Filev, 2004), les auteurs ont introduit la formulation récursive pour le calcul
du potentiel tel que :
Pot(X(t)) =
t−1





α(t) = ∑nj=1 x j(t)2
γ(t) = γ(t−1)+α(t−1), γ(1) = 0
ζ (t) = ∑nj=1 x j(t).δ j(t)
δ j(t) = δ j(t−1)+ x j(t−1), δ j(1) = 0
Lorsque le potentiel de la nouvelle donnée ne dépasse pas le seuil, il n’y a pas création d’un
nouveau prototype, mais il faut mettre à jour le potentiel de centre X∗i de prototype 1.8. Le seuil
est le maximum des potentiels de tous les centres de prototypes.
Pot(X∗i ) =
(t−1)Pot(X∗i )
t−2+Pot(X∗i )+Pot(X∗i )∑nj=1 ‖X∗i − x j(t−1)‖2
(1.8)
Le nouvel échantillon X(t) qui a un potentiel supérieur au seuil devient le centre d’un nouveau
regroupement. Ainsi, le centre du nouveau prototype X∗R+1 = X(t) et sa matrice de variance-
covariance CR+1 = εI(n) où I(n) est la matrice d’identité de taille n et ε est un paramètre peut
généralement être réglé à 10−2.
Le processus de la mise à jour des paramètres de prémisses consiste à adapter les coordonnées
des centres et des prototypes selon la nouvelle donnée d’apprentissage. Les équations dans 1.9












Une fois, les paramètres de prémisses sont à jour, il est nécessaire d’ajuster les paramètres
linéaires de conclusions. La plupart de systèmes FRB utilisent l’algorithme des moindres carrés
récursifs dans cette phase. Donc, le vecteur de modèles linéaires A est adapté d’une manière
incrémentale à l’aide l’équation 1.10
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1+ψT (t)Π(t−1)ψ(t) ; Π(1) =ΩI
Ω est une valeur constante qui doit être typiquement entre 100 et 10000. Pour un apprentissage
lent on utilise une petite valeur de Ω. Une grande valeur peut assurer un apprentissage rapide,
mais peut empêcher les paramètres à converger.
La phase ﬁnale est une phase de rafﬁnement des règles résultant. Parmi les paramètres utilisés
dans la mise à jour, il y a l’Âge 1.11 et l’Utilité 1.12. Ces paramètres sont utilisés essentielle-
ment dans l’élimination des règles qui sont âgées ou bien n’ont pas d’utilité.








Ni(t) Nombre de données (support) associés au regroupement
Il Index de temps où le donnée a été lu
ηi(t) =
∑tl=1ψ(l)
k− ti i ∈ [1,R] (1.12)
⎧⎨
⎩
ti Temps de création de iième règle
ψ(l) Vecteur des entrées ponderées par le niveau d’activation
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1.5 Conclusion
En remarque une variété dans les composants (matériels ou logiciels) qui déﬁnies le nez élec-
tronique. Mais, pour chaque besoin il y a un nombre limité de choix. Dans le chapitre suivant,
plusieurs travaux sur le nez artiﬁciel vont être présentés dans lesquels le choix des composants
est spéciﬁque à leurs besoins. Même pour notre travail, le choix est limité et une justiﬁcation




Au cours des dernières décennies, l’intérêt d’étudier et de travailler sur le mécanisme olfac-
tif s’est intensiﬁé. Le nez artiﬁciel est un système de détection des odeurs capable d’imiter
l’organe humain responsable de l’odorat. En 1982, Persaud et Dodd ont fabriqué le premier
nez artiﬁciel (Pearce et al., 2006). Plusieurs progrès dans les technologies des capteurs de gaz
ont rendu l’intégration du nez artiﬁciel, presque, dans tous les domaines plus simples. Le sys-
tème de nez artiﬁciel comprend essentiellement une partie matérielle et une autre logicielle ;
les composants matériels de nez artiﬁciel comportent un ensemble de capteurs de gaz et un sys-
tème électromécanique de traitement et de livraison des odeurs et la partie logicielle englobe
essentiellement les algorithmes de traitement de données et du système d’apprentissage et de
reconnaissance.
2.1 Détection & Réception
2.1.1 Contributions scientiﬁques
Plusieurs travaux ont été faits sur de différents matériaux de détection de gaz et de différentes
plateformes de transduction qui sont le cœur de capteurs de gaz.
Les matériaux utilisés dans la détection de gaz sont généralement :
- semi-conducteurs d’oxydes métalliques (Kim & Lee, 2014),
- les polymères conducteurs (Vaghela et al., 2016),
- matériaux innovants (Kokabu et al., 2015).
Jusqu’à présent, différents matériaux de détection de gaz ont été développés pour l’utilisation
dans la matrice de capteurs. Parmi ces matériaux, il y a l’oxyde d’étain (SnO2) qui est un
oxyde métallique très sensible à une large gamme de VOC (Casalinuovo et al., 2006). Ainsi,
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l’élaboration de la nanotechnologie dans les nanoﬁls (NW) et le Nanotube de carbone (CNT),
rendent l’intégration de nanomatériaux dans la détection de gaz possible. Pour un diagnostic
des maladies, Gady Konvalina et Hossam Haick dans (Konvalina & Haick, 2013) se sont servi
des capteurs de gaz fabriqués par des nanomatériaux. Ces matériaux peuvent être appliqués sur
différentes unités de transduction comme MOS, SAW, QCM, MOSFET, etc.
Sur un plan commercial, des progrès considérables ont été réalisés sur ces dispositifs de maté-
riaux et unités de transduction, et divers capteurs commerciaux ont été fabriqués. Les capteurs
de gaz à base de la nanotechnologie (par exemple le CNT) ont plusieurs avantages, comme; une
bonne sensibilité, une importante sélectivité, des temps de réponse et de récupération rapides
et une température de fonctionnement basse (Vaghela et al., 2016). Malgré tout, des capteurs
de gaz commerciaux à base de la nanotechnologie restent encore à venir. Car des travaux sont
nécessaires pour éviter une dégradation du facteur performance / qualité et pour réduire le coût
(Mao et al., 2014). Les capteurs de gaz à base de polymères conducteurs ont une bonne sensi-
bilité, mais ils sont très sensibles à l’humidité et presque impossibles de conserver une bonne
répétabilité (Abdulla et al., 2015). Malgré les performances médiocres des capteurs de gaz en
semi-conducteur d’oxyde métallique (MOS), ils possèdent plusieurs avantages par rapport aux
capteurs à base des autres matériaux. Parmi ces avantages, il y a ; le faible coût, le processus
de fabrication simple et la technologie évoluée (Abdulla et al., 2015). Par conséquent, en tant
que capteur commercial répandu, les capteurs de gaz à base de MOS sont fréquemment utilisés
dans le nez électronique.
2.1.2 Contributions techniques
Les PID sont des détecteurs qui manquent de sélectivité, car ils ionisent presque tous les VOCs
ayant un potentiel d’ionisation inférieur ou égal à l’énergie de rayonnement de la lampe. Les
principaux fabricants d’origine (OEM) de PID sont :
- Ion Science Ltd et AlphaSense (Royaume-Uni),
- Baseline-Macon (États-Unis).
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La sensibilité de ces capteurs peut atteindre de faibles concentrations dans l’ordre de ppb pour
plusieurs VOCs comme le benzène. MiniPiD blanc, PID-AH et PID-TECH eVx Blue sont de
capteurs capables de détecter de faibles concentrations. Ainsi ces fabricants ont des instru-
ments portables qui donnent des valeurs de concentrations en temps réel, comme VOC-Irak
de Baseline-Macon et Tiger Select de Ion Science Ltd. Malheureusement, la sensibilité de ces
instruments portables est inférieure à celle des capteurs OEM.
Cependant, il y a quelques fabricants qui proposent seulement des instruments portables comme :
- Drager avec son modèle Multi-PID 2,
- RAE Systems Inc. avec ses modèles UltraRAE 3000 et ppbRAE 3000.
Tableau 2.1 Quelques exemples des capteurs MOS commerciaux
Fabricant Quelques capteurs
FIGARO (Japon) TGS 2603 ; TGS 2602 ; TGS 2600 ; TGS
2444 ; etc.
SGX Sensortech (Chine) MICS-6814 ; MICS-5524 ; MICS-4514 ;
MICS-2714 ; etc.
Winsen (Chine) MQ138 ; MQ137 ; MQ136 ; MQ135 ; etc.
Integrated Device Technology (IDT) (USA) SGAS711 ; SGAS707 ; SGAS701
Unwelt Sensor Technik (UST) (Allemagne) CGS 8330 ; CGS 7530 T; CGS 5430 T;
CGS 4430 T; etc.
En raison d’une modiﬁcation de la mobilité de la charge, lorsque l’oxyde métallique (MOS)
est exposé à différents gaz ambiants, ses propriétés électriques subissent des changements.
L’oxyde d’étain (SnO2), par exemple, est un oxyde métallique qui a une grande réactivité (des
variations de résistance importantes pour de faibles concentrations). La plupart des capteurs
MOS commerciaux utilisent l’oxyde d’étain comme métal, car la principale propriété mesurée
dans les capteurs MOS est la résistance. Dans le marché, il y a une grande variété de capteurs
MOS pour détecter VOC, le tableau 2.1 décrit quelques exemples des capteurs qui se trouvent
au marché :
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La plupart des nez électroniques comportent plusieurs capteurs non spéciﬁques, qui détectent
différents types de gaz, et peu coûteux. Le réseau de capteurs peut atteindre les 30 capteurs
comme dans (Hao et al., 2017), mais le nombre reste trop petit en comparant avec les cellules
olfactives qui comporte environ 1000 protéines réceptrices.
Tableau 2.2 Nombre de capteurs de quelques exemples
des prototypes de nez électronique dans la littérature
Article Nombre de capteurs de gaz
(Hao et al., 2017) 24 MOS + 6 AGS
(Szulczyn´ski et al., 2017) 6 MOS + 1 PID
(Konduru et al., 2015) 7 MOS
(Di Lecce & Calabrese, 2011) 3 MOS
Les majorités de nez artiﬁciel utilisé dans la littérature ou bien dans l’industrie comportent
essentiellement des capteurs à base de MOS. Le tableau 2.2 résume le nombre de capteurs des
quelques exemples de prototypes de nez électronique qui sont utilisés dans un but de recherche.
Même pour les nez artiﬁciels qui se trouvent dans le marché, la plupart comportent généra-
lement des capteurs MOS. Dans le tableau 2.3, il y a quelques exemples de produits. Il y a
quelques nez électroniques commercialisés qui utilisent d’autres technologies comme “Odour-
Vector” de AltraSens avec 6 capteurs BAW et “SAGAS” de KIT- Karlsruber Forschungs-
zentrum fur Technologie avec 8 capteurs SAW.
Tableau 2.3 Quelques exemples de nez électronique
commercialisés à base de MOS
Instrument Fabricant Nombre de capteurs de gaz
PEN (Portable Electronic Nose) Airsense 10 MOS
E-Nose Comon Invent 8 MOS + 1 AGS
FIDOR Odometric entre 6 et 8 MOS + Infrared
OdoWatch Odotech 16 MOS
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2.2 Domaines d’application
Dans tous les nez électroniques, le réseau de capteurs est redondant puisque la majorité de
capteurs de réseaux a une sensibilité croisée. Par exemple dans le nez artiﬁciel utilisé par (Hao
et al., 2017), le benzène peut être détecté par cinq capteurs (MS1100, WSP2110, MQ135,
MP901 et GSBT-11). Parmi les objectifs dans cet article est l’optimisation des réseaux de
capteurs aﬁn d’améliorer la prédiction de classes de bactéries en éliminent les informations re-
dondantes. Dans (Hossein et al., 2018), les auteurs utilisent un algorithme pour sélectionner les
capteurs selon l’application. Dans ce travail, le but n’est pas l’élimination des informations re-
dondantes (puisqu’on a seulement 8 capteurs), mais plus tôt la diminution de la consommation
d’énergie et la complexité d’apprentissage. Un réseau de capteurs optimal est indispensable
pour des raisons matérielles et logicielles.
Tableau 2.4 Applications de nez électronique
Activité Applications
Sécurité
détecter de cannabis (Haddi et al., 2011)
Armes à agents chimiques dangereux (Alizadeh & Zeynali, 2008)
Distinguer entre trois familles d’explosifs (Brudzewski et al., 2012)
Concentration d’alcool dans l’haleine (Paulsson & Winquist, 1999)
Contrôler Contrôler la qualité d’eaux (Dewettinck et al., 2001)
l’environnement Contrôler la qualité d’air (Abbas et al., 2001), (Young et al., 2003)
Diagnostic
Détection des bactéries (Hao et al., 2017)
Analyse d’urine (Bernabei et al., 2008)
médical
Distinguer entre des herbes médicinales chinoises (Dong et al., 2015)
diagnostiquer des maladies (Gardner et al., 2000)
Industrie
Industrie agroalimentaire (Tharun et al., 2015), (O’Connell et al., 2001)
Industrie chimique (Rosi et al., 2012), (Branca et al., 2003)
Robot Mobile (Grasso et al., 1998), (Ishida et al., 1994)
Le nez électronique est un instrument capable de remplacer l’évaluation des odeurs par l’homme
grâce à une large variété de capteurs chimiques. Pendant les 30 dernières années, ce système
analytique subit plusieurs changements, cependant il reste de limitations (Gebicki, 2016). Le
tableau 2.4 résume quelques travaux dans un grand nombre de domaines dans lesquels cet
appareil peut être utilisé. Les nez électroniques n’identiﬁent pas séparément les composants
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particuliers d’un mélange gazeux, mais ils permettent une analyse approximative de compo-
sition (Spinelle et al., 2017). Ainsi, la popularité de ces instruments est due seulement à la
puissance de mesurer des mélanges gazeux dont leurs composants particuliers ont de faibles
concentrations (Güntner et al., 2016).
2.3 Apprentissage & Reconnaissance
La partie logicielle du nez artiﬁciel correspond aux algorithmes de traitement des données et
d’apprentissage. Même pour cette partie, il y a de nombreux travaux qui ont été publiés dans le
but d’avoir un système plus solide.
L’une des principales problématiques traitées par le système de nez électronique est la sensi-
bilité des capteurs. Une analyse des différents capteurs employés dans ce système, faite par
(Arshak et al., 2004), montre que le majeur problème de ce type des capteurs est insufﬁsant de
sélectivité. Ainsi, aﬁn de combler ce manque, le nez artiﬁciel utilise un réseau de capteurs pour
avoir plus des empreintes pour un gaz ( (Ali et al., 2017) ont utilisé une matrice de 4 x 4 de cap-
teurs de gaz à base SnO2 (oxyde d’étain)). Pourtant, un grand nombre de capteurs est à double
tranchant ; améliorer la classiﬁcation, mais augmenter aussi la complexité du calcul. Donc, avec
de grosses données, il est indispensable d’extraire ou de sélectionner les informations les plus
pertinentes à l’aide d’un algorithme de réduction des caractéristiques. Cependant, l’analyse en
composantes principales (PCA) est parmi les techniques les plus utilisées dans l’extraction des
caractéristiques (Honeine, 2011). Beaucoup des travaux sur le système de nez électronique,
comme (Vito et al., 2017), (Tharun et al., 2015), (Honeine, 2011) et (Branca et al., 2003), uti-
lisent le PCA. Il y a d’autres techniques qui sont utilisées dans le même but comme l’analyse
en composantes indépendantes (ICA) dans (Balasubramanian et al., 2008) et la correction du
signal orthogonal (OSC) dans (Padilla et al., 2010).
Un classiﬁcateur efﬁcace, dans le système de nez électronique, est indispensable dans la re-
connaissance de type de gaz, en plus d’algorithme de réduction des caractéristiques. Ainsi,
(Shi et al., 2008), ont combiné cinq classiﬁcateurs souvent utilisés (K voisins les plus proches
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(KNNs), perception multicouche (MLP), fonction de base radiale (RBF), modèle gaussien de
mélange (GMM) et analyse probabiliste en composantes principales (PPCA)) en proposant une
machine à comité (CM) pour identiﬁer les gaz. L’implémentation de CM a été réalisée sur une
plateforme FPGA. L’approche matérielle (dans le cas de (Shi et al., 2008) par exemple) est
utilisée pour accélérer la mise en œuvre de l’approche logicielle lente (combinaison de cinq
classiﬁcateurs).
Plusieurs travaux ont été faits sur le système de nez artiﬁciel avec une implémentation logi-
cielle, mais toujours en cherchant la performance et la rapidité. (Kim et al., 2012) développent
un algorithme de classiﬁcation génétique neurologique (NGCA) (combinaison d’un algorithme
génétique (GA) et d’un réseau neuronal artiﬁciel (ANN)) en utilisant une moyenne mobile lis-
sée (SMMA) dans le prétraitement des données. Le réseau neuronal à fonction de base radicale
(RBFNN) et PCA sont utilisés par (Yin et al., 2008) dans la discrimination des vinaigres chi-
nois et pour l’identiﬁcation des personnes atteintes par le cancer de poumon, (D’Amico et al.,
2010) utilise l’analyse discriminante (DA) et les moindres carrés partiels (PLS).
Dans (Šundic´ et al., 2002), un nouveau système d’inférence ﬂoue a été comparé avec PLS
(linéaire et non linéaire), régression sur composantes principales (PCR) et régression linéaire
multiple (MLR) dans la prédiction des concentrations de deux gaz (le monoxyde de carbone
et le méthane). Comme dans le cas de (Kim et al., 2012), (Llobet et al., 1999) combine un
ANN, mais avec un système d’inférence ﬂoue dans le but de discriminer les odeurs. D’autres
types de systèmes d’inférence ﬂoue a été exploré dans d’autres travaux comme le classiﬁcateur
hiérarchique ﬂoue dans (Dumitrescu et al., 2000) et le classiﬁcateur linguistique ﬂoue dans
(Lazzerini et al., 2001) et (Lazzerini & Maggiore, 1998)
2.4 Conclusion
Le domaine du nez électronique peut être considéré comme nouveau par rapport aux autres
domaines. Cependant, il y a plusieurs contributions dans ce domaine qui touchent la partie ma-
térielle de ce système (les matériaux de détection de gaz par exemple) ou la partie logicielle
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(essentiellement les systèmes d’apprentissage et de reconnaissance). Ces travaux dépendent,
souvent, des expertises des auteurs et de leurs objectifs. Dans le tableau 2.5 il y une comparai-
son entre quelques travaux sur ce système. C’est pour cette raison, il n’y a pas beaucoup des
travaux qui manipulent les deux parties du nez électronique comme notre cas. Ainsi, l’objectif
d’avoir un système pour utilisation multiple n’est pas déﬁni dans un grand nombre de publica-
tions. Dans les chapitres suivants, une conception à partir de zéro qui répond à notre objectif
d’avoir un nez électronique pour utilisation multiple sera présentée en détail.
Tableau 2.5 tableau comparative
Travaux Domaine Algorithme Supervision Méthode Modèle
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(Loutﬁ, 2006) Robot Mobile FRB Non-
supervisé
Hors-ligne Statique
(Ali et al., 2017) Contrôler
Environnement
PCA+DT Supervisé Hors-ligne Statique
(Kim et al., 2012) Plusieurs
Applications
NGCA Supervisé Hors-ligne Statique
(Yin et al., 2008) Industrie
Agroalimentaire

















FRB Actif En-ligne Évolutif
CHAPITRE 3
CONCEPTION ET FABRICATION DE PLATEFORME
3.1 Introduction
Notre objectif est de construire un nez artiﬁciel qui peut être utilisé dans plusieurs domaines.
Ainsi, pour repondre à ce besoin le travail a été divisé sur trois grandes parties : la conception du
système d’échantillonnage, conception de la carte électronique et la création de système d’ap-
prentissage et de reconnaissance. Dans ce chapitre, on va décrire en détail la conception et la
fabrication du système d’échantillonnage et de la carte électronique. Et comme une phase ﬁnale
les tests que nous avons fait viennent pour valider notre conception. Cependant, la conception
de système d’apprentissage et de reconnaissance va être l’objectif du prochain chapitre qui
comporte aussi les résultats de tests effectués sur l’algorithme.
3.2 Conception et fabrication de système d’échantillonnage
Les méthodes d’échantillonnage peuvent être divisées en deux grandes catégories : l’échan-
tillonnage par diffusion et l’échantillonnage par pompage. PEN, de Airsense, utilise la dernière
méthode d’échantillonnage. L’échantillonnage par pompage est utilisé essentiellement dans les
études de laboratoire (bonne performance en analyse quantitative). Mais le prix élevé et la
complexité de la conception (la pompe et les pipelines) sont un inconvénient pour l’échan-
tillonnage par pompage (Dong et al., 2015). Dans la surveillance de l’air, Comon Invent avec
son nez électronique utilise l’échantillonnage par diffusion. Cependant, cette méthode est sen-
sible à plusieurs facteurs comme le ﬂux d’air, la température et l’humidité (Dong et al., 2015).
Ainsi, il est indispensable d’équilibrer ces facteurs dans la phase d’apprentissage.
Dans ma conception, j’ai cherché à combiner les deux méthodes d’échantillonnage pour que
mon système soit capable de fonctionner dans les études de laboratoire et la surveillance de
l’air (presque toutes les applications). Avant de commencer la description de mon système
d’échantillonnage, on va présenter les équipements utilisés dans le nez artiﬁciel.
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- carte Raspberry Pi (RASPBERRY PI 3 MODEL B+),
- petit ventilateur (FAN AXIAL 16X4MM 3.3VDC WIRE),
- carte de capteurs (Description détaillée dans le paragraphe suivant).
J’ai utilisé FreeCad comme logiciel de conception. Le système comporte essentiellement deux
pièces (Figure 3.1) :
Figure 3.1 Conception de système d’échantillonnage
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- un disque sur lequel on ﬁxe la carte de capteurs et assure la fermeture de capteurs dans
l’autre pièce. Le petit rectangle dans le disque est la place de connecteur entre la carte de
capteur et la carte Raspberry Pi. Il y a aussi des trous pour ﬁxer la carte de capteurs et
d’autres pour assembler les deux pièces ;
- la deuxième pièce est un cône creux avec un sommet tronqué. Le sommet est la place
de petit ventilateur. Ce dernier aspire le gaz qui se trouve dans l’environnement et assure
l’interaction des capteurs avec un mélange des gaz équilibré. De l’autre côté du cône, il y a
la carte de capteurs avec le disque.
3.3 Conception et fabrication de la carte électronique
3.3.1 Choix des capteurs
La première étape de la conception de la carte de capteurs est le choix des technologies de cap-
teurs à utiliser. Comme il est mentionné dans le premier chapitre, il y a plusieurs technologies
des capteurs. Dans mon choix, je me suis basé essentiellement sur trois critères :
- faible sélectivité : on cherche des capteurs à faible sélectivité pour être capable de détecter
plusieurs gaz avec le minimum des capteurs. La faible sélectivité est toujours considérée
comme un inconvénient. Mais l’ensemble de réseau de capteurs et d’algorithme d’appren-
tissage est déﬁni principalement pour combler cette faiblesse ;
- exister sur le marché : ces capteurs doivent être disponible sur le marché pour les utiliser
dans notre système ;
- détecter de faibles concentrations : pour suivre l’odorat de l’être humain, notre système
doit être capable de détecter de faibles concentrations, car la plupart des odeurs sont détec-
tables par un nez biologique à faible concentration.
Les deux technologies qui rependent à ces critères sont «Photo Ionisation Detector» (PID) et
«Metal Oxide Semiconductor» (MOS).
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Maintenant, les technologies de capteurs à utiliser sont déﬁnies. Cependant pour chaque tech-
nologie il y a plusieurs capteurs qu’on peut utiliser.
Dans le tableau 2.1, il y la plupart des capteurs (MOS) qui se trouvent sur le marché. Dans
le choix de capteurs, on a essayé de garder les mêmes critères. Enﬁn, on a choisi le TGS2603
(INC., 2009) de «FIGARO» et MiCS-6814 (Sensortech, 2015) de «SGX Sensortech», puisque
ces deux capteurs ne sont pas trop sélectifs et détectent de faibles concentrations relativement
aux autres capteurs.
Il y a plusieurs fournisseurs de capteurs à base de PID comme AlphaSense et Baseline-Macon,
PID-AH de Alphasense était notre choix, car on a travaillé avec ce capteur dans un projet et
l’on connait ces performances. On va travailler avec deux capteurs de PID-AH (Ltd, 2016),
l’un avec une lampe de 10 eV (longueur d’onde de la lumière) et l’autre avec une lampe 10.6
eV.
Avec les quatre capteurs, il y a le capteur de température et humidité ENS210 de «AMS»
(Autriche). Les valeurs de températures d’humidité sont nécessaires, car les capteurs à base de
MOS sont sensibles à ces deux facteurs. Donc il est indispensable d’inclure les deux paramètres
dans les données à utiliser dans l’apprentissage pour compenser leurs effets.
3.3.2 Choix de composants électriques
La technologie des trous traversants a été déployée, pendant plusieurs années, dans la majorité
des cartes de circuits imprimés (PCB). Généralement, les composants électriques ont des ﬁls.
Ainsi, on perce des toux sur le circuit imprimé pour insérer les ﬁls. Ces derniers sont soudés,
toujours, sur des pastilles qui se trouvent sur le côté opposé de composant pour assurer la
connexion et la ﬁxation. Cette liaison solide donne à ce type du montage plus de ﬁabilité,
mais, en même temps, limite la zone de routage disponible (le perçage touche les couches
intermédiaires pour les cartes multicouches).
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L’autre technologie est la technologie de montage en surface (SMT), qui permet, au lieu de
percer des trous, de placer les composants électriques sur la surface du circuit imprimé. Cette
technologie récente (par rapport a la technologie des trous traversants) est devenue la plus
déployée, car :
- les composants SMT ont une taille plus petite ;
- le circuit imprimé d’un montage en surface est plus compact (densité de circuits plus élevée
sur des cartes plus petites) ;
- cette technologie est moins coûteuse.
Ainsi, la plupart de composants électriques utilisés dans notre plateforme sont des composants
SMT pour avoir essentiellement une carte de capteurs compacte.
Le convertisseur analogique/numérique est un élément indispensable dans le système d’acqui-
sition. Il traduit la sortie analogique de capteur, après traitement, en valeurs numériques.
Tous les capteurs de notre plateforme sont des capteurs lents, car ils ont des temps de réponse
qui sont supérieurs à 3 s. De même, on cherche une bonne résolution. Par conséquent, selon
le tableau 1.2, on se trouve devant deux choix ; Sigma-Delta et Dual Slope. Enﬁn un ADC
Sigma-Delta est le meilleur choix, car avec ce composant il n’y a pas des restrictions sur les
composants externes.
Dans notre carte électronique il y a deux ADC de type Sigma-Delta : MCP3422 avec deux
entrées et MCP3424 avec quatre entrées (Inc., 2009)de MICROCHIP. Parce qu’on a dans la
totalité six valeurs de tensions qui doivent se convertir en valeurs numériques (trois sorties de
MiCS-6814, une sortie de TGS2603, deux sorties de deux capteurs PID-AH). Cependant, pour
le capteur de température et humidité ENS210, sa sortie est déjà numérique donc on peut la lire
directement.
La Figure 3.2a, représente le montage électrique du capteur MiCS-6814 selon (Sensortech,
2015). Les valeurs de résistances R8, R11 et R12 sont déﬁnies par le fabricant du composant
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a) Montage électrique du capteur MiCS-6814 b) Montage électrique du capteur TGS2603
c) Montage électrique de transistor utilisé dans
le contrôle de tension résistance de chauffage de
MiCS-6814 et TGS2603
d) Montage électrique de transducteur du
capteur MiCS-6814
Figure 3.2 Montage électrique de capteurs MOS (MiCS-6814 et TGS2603)
avec leurs transducteurs
dans la ﬁche technique (pour avoir des valeurs de tension spéciﬁques aux bornes C, E et K
de MiCS-6814). NH3_VAL, CO_VAL et NO2_VAL sont les sorties du capteur qui vont être
connectées avec l’ADC. HEATER est la tension de résistance de chauffage du capteur. Dans
le but de diminuer la consommation d’énergie, on utilise le montage de la Figure 3.2c pour
contrôler HEATER. La grille de transistor BSS84W-7-f (ENA_HEATER) est liée directement
à un GPIO de Raspberry Pi. Puisque ce dernier est toujours au démarrage à l’état bas (comme
la masse), on a utilisé ce type de transistor pour assurer l’alimentation continue de capteur (p-
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canal en mode d’amélioration). Mais, on peut couper l’alimentation en appliquant une tension
positive sur la grille (le transistor à effet de champs est un bon interrupteur).
Même l’alimentation de la résistance de réchauffage de TGS2603 est contrôlée par HEATER
(Figure 3.2b).
Les valeurs de résistances R2, R5, R6 et R7 sont ﬁxées en respectant deux contraintes : l’inter-
valle de tension qui peut être détecté par le convertisseur analogique numérique et le minimum
et le maximum des résistances du capteur.
MCP3422 et MCP3424 peuvent détecter des valeurs de tension entre 0 et 2.048V en mode
simple (la chaine CHx- est liée à la masse) et entre +2.048 et –2.048 en mode différentielle (la
chaine CHx- est liée à la tension négative). Puisqu’on a seulement des tensions positives, on va
travailler avec la mode simple.
Pour les minimums et les maximums de résistances de différents capteurs, on a trouvé selon
(Sensortech, 2015) et (INC., 2009) :
- résistance (NH3) de MiCS-6814 : [0.8, 1200] kΩ,
- résistance (CO) de MiCS-6814 : [1, 5250] kΩ,
- résistance (NO2) de MiCS-6814 : [0.052, 600] kΩ,
- résistance de TGS2603 : [0.9, 200] kΩ.
Les transducteurs de capteurs TGS2603 et MiCS-6814 sont des diviseurs de tensions puisque
la sortie est une résistance. Donc, en utilisant la formule ci-dessous on a trouvé les valeurs de
résistances R2, R5, R6 et R7.
Rs
R+Rs
∗5V < 2.048V (3.1)
Tel que Rs est la résistance du capteur et R l’autre résistance du diviseur.
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a) Montage électrique d’ADC MCP3422 b) Montage électrique d’ADC MCP3424
Figure 3.3 Montages électriques des ADCs
Entre deux corps, l’un à proximité de l’autre ou bien en contact, se produisent un transfert de
charges électriques lorsqu’il y a une différence de potentiel électrostatique c’est le décharge
électrostatique (ESD). Cet évènement génère, généralement, des signaux à haute fréquence qui
peuvent affecter le composant. Dans le cas d’un système analogique de mesure dont le temps
de réponse est faible (comme notre cas), un ﬁltre passe-bas peut être utilisé pour supprimer
cette énergie transitoire (Mark I., 2000). Les ensembles de ﬁltres RC (R13, C11), (R14, C12),
(R15, C13), (R16, C14), (R17, C15) et (R18, C16) sont dans notre montage (Figure 3.4 et
Figure 3.3b) pour éliminer l’effet de ESD.
Les capacités C5, C6, C7, C9 et C10 sont des capacités de découplage, utilisés dans la dimi-
nution des émissions parasites. Ces derniers proviennent généralement des signaux d’horloge
ou bien des activités de charge/décharge des circuits intégrés (Mark I., 2000). Il existe deux
principaux types de capacité de découplage :
- capacité de découplage : on utilise cette capacité devant l’alimentation de circuit intégré.
Elle doit être le plus près possible de circuit intégré ;
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- capacité bulk : elle est utilisée généralement devant les régulateurs pour assurer un niveau
d’alimentation constant. Généralement, elle est entre 1 et 100 μF.
Généralement, les capacités de découplage nécessaire pour un circuit intégré se trouvent dans
sa ﬁche technique.
Figure 3.4 Montage électrique des capteurs PID-AH
Les composants F1 et F2 dans la Figure 3.4 sont des fusibles pour la protection de deux
capteurs PID-AH. Car, au démarrage, le courant de fonctionnement du capteur peut atteindre
120mA pendants 300ms.
La Figure 3.5 est le montage électrique du bloc d’excitation de la lampe de PID-AH.
Pour Alphasense la tension d’alimentation de la lampe peut être entre 3.2 et 3.6 V avec une er-
reur tolérée de ±0.01 V (régulateur embarqué désactiver) ou bien entre 3.2 et 10 V (régulateur
embarqué activé).
Pour deux raisons, on va alimenter la lampe avec le régulateur embarqué activé :
- on peut avoir une tension plus grande pour avoir une meilleure sensibilité au VOC;
- l’autre solution nécessite plus de précision avec l’alimentation.
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Figure 3.5 Montage électrique de bloc d’excitation des lampes
des capteurs PID-AH
Le bloc d’excitation comporte essentiellement un régulateur ajustable LM317 de Texas Ins-
truments. La ﬁgure 3.5 représente le circuit typique (la page 10 de (Instruments, 2016)) de
LM317. C1 et C3 sont de capacités de découplage, C4 est une capacité bulk. L’ensemble de
trois capacités forme un moyen de réduction de parasite. Puisqu’on va avoir une tension à la
sortie plus grande que le nominal, il est recommandé d’utiliser C2. Les deux diodes D1 et D2
sont utilisés pour la protection de LM317 de la décharge de C4 et C2.
La tension de sortie de LM317 est :
VO =Vre f ∗ (1+R1/R3)
Avec : Vre f = 1.25 V ; R1 = 1.5kΩ et R3 = 240 Ω (typique)
D’où VOUT = 9 V .
Le montage électrique dans ANNEXE I montre la carte de capteurs. On a fait le routage de
circuit avec le logiciel KiCad. Les deux Figures 3.6a et 3.6b sont les vues de face et d’arrière
respectivement de la conception de la carte sur le logiciel.
On a fait l’impression de la carte de capteur deux fois. La première impression est faite dans
l’atelier de département de génie électrique à l’école de technologie supérieure de Montréal.
Ce PCB était juste pour faire des tests sur la performance de notre carte. Dans cette version,
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a) Vue de face de la carte des capteurs b) Vue d’arrière de la carte des capteurs
Figure 3.6 Vue de face et d’arrière de la vue 3D de la conception sur KiCad
les ﬁltres passe-bas n’ont pas été compris dans la conception. Avec les tests qu’on a faits, on a
remarqué beaucoup des variations dans les lectures de capteurs. Donc la solution a été d’ajouter
les ﬁltres passe-bas dans notre conception et de faire quelques modiﬁcations sur l’algorithme
de lecture de données.
Dans l’ensemble, on a obtenu de bons résultats des tests de performance de la carte et la seule
modiﬁcation a été l’ajout de ﬁltres passe-bas. La deuxième version a été faite sur PCBWay pour
avoir une carte avec une meilleure qualité.
3.4 Tests de la plateforme
Notre plateforme comporte matériellement cinq capteurs ; capteur de température/humidité
(ENS210), deux capteurs de gaz en MOS (MiCS-6814 et TGS2603) et deux capteurs de gaz
en PID (PID-AH avec deux différentes lampes 10 eV et 10.6 eV). Mais d’un point de vue de
données à analyser, nous avons huit valeurs à lire ; la valeur du capteur TGS2603 (“VOL_-
TGS”), trois valeurs de capteur MiCS-6814 (“VOL_NO2”, “VOL_NH3” et “VOL_CO”), deux
valeurs de capteurs PID-AH, valeur de la température et la valeur d’humidité.
Dans la plupart des ﬁgures, on va trouver la variation de valeurs de capteur MiCS-6814, et de
capteur TGS2603 et celle de la température seulement. Cependant, ce dernier est un facteur
très indispensable dans l’étude de capteurs de gaz en MOS (MiCS-6814 et TGS2603). Ainsi,
les valeurs de capteurs PID-AH vont être utiles dans une étape plus avancée.
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Pour tous les tests, on laisse la plateforme fonctionnelle pour une période qui dépasse les 24
heures avant le départ d’acquisition de données. Car le temps de stabilisation des capteurs de
gaz en MOS est de l’ordre d’un jour. La lecture de données se fait chaque minute. Dans les
premiers tests, on utilise seulement les capteurs en MOS sans les capteurs PID. Parce que, ces
derniers ont un comportement stable et facile à manipuler donc les lectures de ces capteurs vont
être plus utiles dans la phase de tests d’apprentissage. De plus, les capteurs PID sont très chers
donc pour éviter la dégradation de performance des capteurs, on ne va pas les utiliser dans ces
tests. Le langage de programmation utilisé dans les tests est Python.
Dans un premier temps, on va tester la réaction de notre plateforme avec l’environnement sans
l’exposer à des odeurs. Le but de ce test est d’analyser essentiellement le comportement des
capteurs de gaz en MOS voire la performance du code d’acquisition de données. Dans cette
analyse, il y a trois tests. Les deux premiers tests ont été fait dans un environnement quelconque
(à l’intérieure de notre laboratoire), mais pour deux périodes différents (période de quatre jours
et période de deux jours). Le dernier test a été fait dans une salle avec une température stable
(salle de prototypage) pour valider une hypothèse.
Figure 3.7 Exposition du système à une odeur (parfum)
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Après, on va tester la réaction de notre plateforme avec quelques odeurs. Dans ce test on va
utiliser le montage décrit dans la Figure 3.7. Dans cette phase, nous avons deux principaux
objectifs :
- bien comprendre l’effet des odeurs sur la plateforme,
- préparer une petite base de données pour l’utiliser dans la troisième phase de tests.
On va utiliser quelques odeurs primaires mentionnées dans le tableau 1.1 du premier chapitre.
La phase ﬁnale consiste à étudier la performance d’algorithme qu’on va utiliser dans notre
système.
3.4.1 Analyser l’interaction de la plateforme avec l’environnement
Les premiers tests de la plateforme consistent à voir les réponses de capteurs dans un envi-
ronnement quelconque. La plupart de tests sont effectués à l’intérieur de notre laboratoire. Les
buts de ces tests sont seulement :
- analyser les réponses des capteurs,
- analyser le comportement des capteurs et de la plateforme dans un environnement quel-
conque,
- analyser le comportement de la plateforme avec quelques odeurs primaire.
Le premier test a été fait dans le laboratoire pendant une période de quatre jours pour analyser
les réponses de capteurs pendant une longue période. La Figure 3.8, représente les variations
de quatre capteurs de gaz en MOS avec le capteur de température (en rouge). Dans cette ﬁgure,
on a remarqué des variations de température et des réponses de capteurs de gaz.
Il y a deux hypothèses à vériﬁer :
- la cause de variations de température est l’environnement de travail ;
- parmi les causes de variations de réponses de capteurs de gaz est la température.
70
Figure 3.8 Premier test des capteurs dans le laboratoire pour une
période de quatre jours
Figure 3.9 Deuxième test des capteurs dans le laboratoire pour
une période de deux jours
On a fait deux tests pour valider les deux hypothèses. On a répété le premier test avec les
mêmes conditions, mais on a enregistré les réponses pour une période de deux jours avec la
date de lecture. La Figure 3.9, est la représentation de l’enregistrement de ce test.
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Entre les dates « 08 Sep 2018 03 :02 » et « 08 Sep 2018 12 :19 » dans la Figure 3.9, on
remarque une augmentation de la température. Cette augmentation est due à la coupure de
climatisation dans le laboratoire pendant la nuit (tous les heurs sont en UTC « Coordinated
Universal Time »). Le même phénomène se répète entre les dates « 09 Sep 2018 00 :11 » et
« 09 Sep 2018 12 :20 » et les dates « 10 Sep 2018 00 :11 » et « 10 Sep 2018 10 :15 ». Dans
ces intervalles du temps, il y a des variations remarquables dans les valeurs de tensions de
capteurs. Cependant, on peut dire que la cause directe de ces variations est la variation notable
de température qui dépasse 1◦C (d’une valeur de l’ordre de 24.5◦C à une valeur de l’ordre de
26.5◦C). Ainsi pendant les autres intervalles du temps de la Figure 3.9 (entre « 08 Sep 2018
12 :19 » et « 09 Sep 2018 00 :11 » et entre « 09 Sep 2018 12 :20 » et « 10 Sep 2018 00 :11
» ) qui correspondent à des heures de travail dans le laboratoire (il y a de climatisation). On
constate de légères variations des valeurs de tensions (presque constante pour le cas de capteur
de CO) avec légères variations de température (de l’ordre de 0.5◦C).
Figure 3.10 Test des capteurs dans la salle de prototypage
La Figure 3.10 est le résultat de l’autre test qu’on a fait dans une salle à l’école appelée la salle
de prototypage de département de génie mécanique. Dans cette salle, la température est presque
stable (variation de 0.3◦C, peut être considérer comme de bruit de lecture). On remarque que
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les lectures de tensions sont quasi stables, seulement des variations dues au bruit de lecture.
Il y a de grandes variations au niveau de capteur TGS2603, peut-être dû aux activités dans la
salle de prototypage. Car on ne peut pas contrôler les activités dans la salle.
3.4.2 Analyser l’interaction de la plateforme avec quelques odeurs
3.4.2.1 Description de scénario du test
À ce stade, on va étudier l’effet de quelques types des odeurs sur les capteurs après avoir ana-
lysé le comportement des capteurs dans un environnement quelconque. La température agie
clairement sur les réponses de capteurs en MOS est la conclusion essentielle de notre premier
test. Donc, il est nécessaire de trouver une façon pour compenser l’effet de la température.
Ainsi, le comportement du système en présence des odeurs est très utile aussi dans la compen-
sation d’effet de la température.
On ne va pas utiliser toutes les odeurs qui se trouvent dans le tableau 1.1, car notre but dans
cette phase est d’analyser la réaction de notre système en présence des odeurs. On a préparé
trois échantillons des odeurs ; vinaigre, parfum et liquide de nettoyage. Le scénario de ce test
se déroule en suivant les règles suivantes :
- une fréquence de lecture de 10 secondes ;
- un temps d’échantillonnage de 3 minutes qui correspond au temps d’exposition d’odeur à
la plateforme ;
- un temps de récupération de 15 minutes qui correspond au temps entre deux temps d’échan-
tillonnage ;
- l’ordre d’exposition des odeurs est le suivant : liquide de nettoyage –> vinaigre –> par-
fum –> vinaigre –> liquide de nettoyage –> parfum –> parfum –> liquide de nettoyage –>
vinaigre.
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Après une période de 24 heures, on commence l’enregistrement des réponses de capteurs avec
une fréquence de lecture de 10 secondes. Selon l’ordre d’exposition décrit dans le dernier point
de règles décrit auparavant, les réponses de capteurs va être enregistrer pendant 3 minutes en
présence d’une odeur et pendant 15 minutes entre deux odeurs.
3.4.2.2 Analyse des résultats
Figure 3.11 Résultat du quatrième test
La Figure 3.11 comporte les réponses de différents capteurs de notre plateforme. On remarque
des différences entre les réponses d’ensemble de capteurs par rapport à un seul type d’odeur
et entre les réponses d’un seul capteur par rapport aux différentes odeurs. Par exemple pour
le vinaigre la résistance de capteur TGS2603 est dans la zone de 50 kΩ, celle de NO2(MiCS-
6814) est dans la zone de 160 kΩ, celle de NH3 et celle de CO (MiCS-6814) subissent de petites
variations. Dans l’autre cote, pour la résistance du capteur TGS2603, par exemple, en présence
du vinaigre est dans la zone de 50 kΩ, en présence du liquide de nettoyage est dans la zone de
20 kΩ et en présence du parfum est dans la zone de 10 kΩ. La Figure 3.12, est les variations
de différentes résistances de capteurs séparées pour focaliser les changements de résistance en
fonction des odeurs.
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a) Variations de résistance de capteur TGS2603 b) Variations de résistance (NO2) de capteur
MiCS-6814
c) Variations de résistance (NH3) de capteur
MiCS-6814
d) Variations de résistance (CO) de capteur
MiCS-6814
Figure 3.12 Réponses de différents capteurs séparés
À partir des ﬁgures 3.11 et 3.12 on remarque aussi :
- le comportement de la résistance de NO2 (Figure 3.12b) n’est pas semblable aux compor-
tements des autres résistances. La cause peut être une grande sensibilité à la température
ou bien l’intervalle des concentrations qui peut être détecté par ce capteur (entre 0.05 et 10
ppm). Ce capteur peut détecter des concentrations qui sont très petites ;
- le temps de récupération est court. Dans le cas idéal, la résistance de capteur doit retourner
à l’état initial pendant cet intervalle du temps. Par exemple, pour les cas des résistances de
TGS et NH3, on remarque que les réponses des capteurs ne se stabilisent pas aux alentours
de ses valeurs initiales. Donc il faut plus de temps entre deux temps d’échantillonnage ;
- la réponse de CO dans la Figure 3.12d retourne à l’état initial rapidement après exposition
à une odeur contrairement aux réponses de TGS et NO2. Peut-être, ce comportement est dû
au fait que la valeur de capteur de CO dépasse la valeur maximale d’ADC. Lorsqu’on a fait
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le choix de la résistance de transducteur du capteur de CO (R6), on a respecté la contrainte
dans l’équation 3.1. Dans les ﬁgures de la section précédente, les valeurs de tension de ce
capteur à l’état initiale sont dans la zone de 1.7V (résistance dans la zone de 680 kΩ). Mais,
dans ce paragraphe, le capteur a une tension qui dépasse le 2.048V (plus que 818 kΩ). La
cause est essentiellement une dégradation de performance du capteur.
3.5 Conclusion
Les performances de la plateforme sont dans l’ensemble convenables. Mais, il y a plusieurs
modiﬁcations possibles qui peuvent donner de meilleurs résultats. Les tests des effets de modi-
ﬁcations sur les résultats ne sont pas très urgents, mais ils seront possiblement réalisés une fois
que notre approche sera valide. Car ce travail est un prototype pour évaluer l’idée. Maintenant
avec ces résultats il est possible d’utiliser la plateforme avec un système d’apprentissage et de
reconnaissance. Cependant, il faut déﬁnir et tester ce dernier séparément avant son intégration
dans la plateforme. C’est l’objectif du prochain chapitre.

CHAPITRE 4
DESCRIPTION DE PROCESSUS D’APPRENTISSAGE ET DE RECONNAISSANCE
ET DE TESTS D’ALGORITHME
4.1 Introduction
La plateforme est maintenant prête pour l’employer dans nos tests. Mais, il faut déﬁnir le sys-
tème d’apprentissage et de reconnaissance et le tester avant tou. La déﬁnition de ce système
est basée sur l’approche d’avoir un système complet qui peut être utilisé dans plusieurs ap-
plications. La conception de la plateforme respecte en général cette vision. Donc le système
d’apprentissage et de reconnaissance doit respecter l’objectif. Dans ce chapitre, on va décrire
en détail le processus d’apprentissage et de reconnaissance qu’on va utiliser. De plus, les résul-
tats de tests sur l’algorithme se sont rapportés vers la ﬁn de ce chapitre.
4.2 Système d’apprentissage et de reconnaissance
L’objectif ﬁnal est un système qui peut être utilisé dans toutes les applications. Pour répondre à
ces besoins, il faut bien manipuler un algorithme d’apprentissage et de reconnaissance capable
d’adapter la structure et les paramètres de son modèle. Nous avons choisi un algorithme évolutif
capable de commencer à ne partir de rien. Car un système d’apprentissage capable d’apprendre
avec le temps est un système qui peut être utilisé dans n’importe quelle application. Pour des
raisons de consommation de ressources et de performance, le système d’apprentissage FRB est
le meilleur choix. L’algorithme décrit dans (Angelov et al., 2017) est parmi les algorithmes qui
peuvent commencer à partir de rien, travailler en ligne et se baser sur le système d’apprentis-
sage FRB. De plus, il donne de bonnes performances en comparant par d’autres algorithmes.
On a adapté le code (Gu & Angelov, 2018) à nos besoins.
Pour adapter notre système aux besoins de chaque personne, on a déﬁni deux façons de fonc-
tionnement (Figure 4.1). La première méthode est l’apprentissage séparé. Dans ce cas il y a




Créer le modèle de la compensation
Apprentissage séparéApprentissage continu
Figure 4.1 Architecture générale d’apprentissage
de modèle d’apprentissage commence. L’utilisation du système dans ce mode limite le modèle
d’apprentissage dans un domaine des odeurs spéciﬁques. Puisque le modèle évolue pendant
la période d’apprentissage, après cette période le modèle reste le même. Mais, le même algo-
rithme avec la même méthode de supervision est utilisé dans les deux façons de fonctionne-
ment.
Comme méthode de supervision, on va utiliser une méthode active pour bien sélectionner les
lectures de capteurs qui doivent avoir une étiquette. La sélection se fait à l’aide d’algorithme
présenté dans (Bouguelia, 2015).
Dans tous les cas, même pour le mode d’apprentissage continu, il est indispensable de laisser
le système fonctionnel pendant une période qui dépasse les 24 heures et de créer un modèle
de compensation. Car pour des besoins matériels (stabilisation de capteur de gaz en MOS)
plus qu’un jour est nécessaire pour avoir des lectures de capteurs expressifs. Cependant, la
création du modèle de compensation a pour but de donner au système le temps nécessaire pour
s’adapter à l’environnement dans lequel il va être utilisé. Le diagramme dans la Figure 4.2
résume la démarche nécessaire pour créer le modèle de compensation. Le modèle résultant doit
être capable de compenser l’effet de la température et de détecter tous les changements dans
l’environnement. On a seulement une seule sortie pour ce modèle (“Clean”) qui va prendre la
valeur 1 lorsqu’il n’y a pas de changement dans l’environnement (“Clean”) et la valeur 0 dans
l’autre cas (“Not Clean”). En collaboration avec l’utilisateur, le système crée le modèle. Au
début, le processus va être pénible pour le poursuivant, mais la méthode active va diminuer
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Mettre le système dans l’environnement
Lire les sorties de capteurs X(0)
Initialiser le modèle d’apprentissage
Lire les sorties de capteurs X(t)
Estimer l’étiquette de la lecture
“Clean” ou “Not Clean”
Demander l’étiquette
de l’utilisateur ?
Mettre à jour le modèle
d’apprentissage avec l’étiquette




Figure 4.2 Architecture de création du modèle de la compensation
cette dépendance. Il est possible de changer l’utilisateur (être humain généralement) par un
système utilisé dans le même domaine d’application et déjà appris puisque nous sommes dans
l’ère d’internet des objets (IoT).
À un certain moment, le système doit être capable de prendre la décision concernant l’environ-
nement (selon le modèle de compensation) sans demander l’aide de l’utilisateur. Donc on peut
dire que notre système a bien appris. Cependant, il est seulement le début, car à partir de ce
stade l’apprentissage continu commence. Le processus de fonctionnement consiste à demander
de l’utilisateur au début l’étiquette d’une lecture qui correspond à une estimation de valeur 0
selon le modèle de compensation. Une fois, le poursuivant conﬁrme l’introduction d’une nou-
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Lire les sorties de capteurs X(t)
"Clean"?
Mettre à jour le modèle













Figure 4.3 Processus d’apprentissage en fonctionnement continu
velle odeur, le système va initialiser un nouveau modèle avec cette lecture et l’étiquette fournit
par l’utilisateur. Et, ainsi de suite, si tous les modèles estiment des valeurs nulles à une itéra-
tion, le système va interroger à propos de la classe. Et il va créer un nouveau modèle s’il est
nécessaire comme il est décrit dans la Figure 4.3 . Mais il est indispensable de vériﬁer à chaque
fois l’estimation de chaque modèle (demander à l’utilisateur la conﬁrmation d’estimation).
4.3 Tests d’algorithme d’apprentissage
Parmi les méthodes standard utilisées dans l’évaluation des systèmes d’apprentissage, la va-
lidation croisée est le plus employée dans l’apprentissage « Batch » à partir d’ensemble ﬁni.
Cependant, dans un contexte des données potentiellement inﬁnies et des modèles de décision
évolutifs, la validation croisée n’est pas applicable (Gama et al., 2009). Ainsi, dans ce contexte
les chercheurs ont besoin des autres stratégies pour évaluer le modèle d’apprentissage. L’une
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de ces stratégies ("Holdout an independent test set") consiste à appliquer le modèle de décision
à un ensemble de tests indépendant par le biais d’exemples (ou bien à un intervalle régulier).
Cette stratégie comporte trois étapes :
- diviser la base de données sur deux ensembles (ensemble de test et ensemble d’apprentis-
sage) ;
- pour chaque ligne de l’ensemble d’apprentissage on met à jour le modèle ;
- pour chaque ligne de l’ensemble d’apprentissage on test le modèle à jour par l’ensemble de
test et on calcul l’exactitude du modèle avec la matrice de confusion.
Dans le test d’algorithme d’apprentissage et de reconnaissance, on va utiliser une base de
données prédéﬁnie comme première étape. Avec cet ensemble de données, on va appliquer
la stratégie de "Holdout an independent test set" et on va tracer l’allure de l’exactitude en
fonction d’itération. Le but d’utilisation de cette base est d’assurer la bonne performance de
notre algorithme avec une base de données déjà tester.
Comme une deuxième étape, on va tester l’algorithme d’apprentissage et de reconnaissance
exploitant la même stratégie mais avec la base de données qu’on a construite dans le dernier
test du chapitre trois. Pareillement on va tracer l’allure d’exactitude en fonction d’itération.
4.3.1 Test avec une base de données prédéﬁnie
Cet ensemble de données (Wijaya, 2018) est formaté dans un ﬁchier Excel. Il comporte 12
feuilles, chacun correspond à un type de coupe de bœuf. Dans chaque feuille, il y a 2220
lectures de 11 capteurs en MOS de Winsen. Avec ces lectures il y a trois autres paramètres :
“Label” qui correspond à notre sortie, “TVC” qui correspond à une caractéristique de coupe
de bœuf provient de 12 types de coupes de bœuf et “Minute” qui correspond à la minute de
lecture.
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Figure 4.4 Exactitude d’estimation en fonction d’itération
Dans un premier test, pour avoir la précision de notre algorithme, on l’a testé avec la base de
données (Wijaya, 2018). En divisant cette base de données en des données de test et de données
d’apprentissage. Avec la matrice de confusion on a obtenu une exactitude de l’ordre de 97%.
Dans (Wijaya et al., 2017) et (Sarno & Wijaya, 2019), une exactitude de l’ordre 94% dans la
classiﬁcation de coupes de bœuf a été trouvé en exploitant le KNNs et ANFIS respectivement
comme algorithme d’apprentissage et de reconnaissance.
La Figure 4.4 présente les résultats du test appliqué sur les modèles d’apprentissage évolutifs
à base de ﬂux de données. On remarque que l’algorithme est capable de garder une exactitude
qui dépasse le 80% à partir de la 7 ième itération et une exactitude ﬁnale de l’ordre de 97%.
4.3.2 Test avec une base de données du système
Le deuxième test a été sur la base de données qu’on a tirée du chapitre précédent. La Fi-
gure 4.5 représente les résultats du test appliqué sur les modèles d’apprentissage évolutifs à
base de ﬂux de données en utilisant cette base de données. On remarque un taux maximal
d’exactitude de l’ordre de 92%. Par rapport à l’exactitude de 94% dans (Wijaya et al., 2017) et
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Figure 4.5 Exactitude d’estimation en fonction d’itération pour
la base de données de notre système
(Sarno & Wijaya, 2019), cette exactitude de 92% est acceptable. Mais l’algorithme peut don-
ner une meilleure performance et la cause de cette dégradation d’exactitude peut être la base
de données qui n’est pas très représentative.
4.4 Test de la procédure d’apprentissage et de reconnaissance
Les résultats de tests sur les deux bases de données avec la stratégie "Holdout an independent
test set" sont généralement acceptables. Des taux d’exactitudes maximaux qui dépassent le
90% et une convergence rapide sont les résultats nécessaires pour pousser les expérimentations.
Les tests suivants ont pour but d’analyser les performances de la procédure d’apprentissage et
de reconnaissance avec notre système.
Dans un premier test, on va tester le processus décrit au début de ce chapitre avec le système.
Une interface graphique assure la communication entre l’utilisateur et le système. Le but est
d’analyser les performances du processus d’apprentissage et de reconnaissance dans un cas de
fonctionnement réel de notre système.
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Le deuxième test consiste à appliquer la procédure d’apprentissage et de reconnaissance sur
une base de données prédéﬁnie. Le but de ce test de valider une hypothèse concernant les
problèmes trouvés dans le premier test.
4.4.1 Test du processus d’apprentissage et de reconnaissance avec le système
Dans le test suivant, on va essayer de simuler la procédure décrite dans la deuxième section
de ce chapitre. On va utiliser l’interface graphique présentée dans la Figure 4.6 pour assurer
la communication entre l’utilisateur et le système. Cette interface n’est qu’un moyen pour
tester notre procédure d’apprentissage, elle peut être une application mobile ou bien un outil
de communication entre deux objets connectés (WiFi ou Bluetooth).
Figure 4.6 Interface graphique utilisée dans la communication
entre l’utilisateur et le système
L’interface graphique comporte un grand rectangle blanc pour afﬁcher des messages, deux
boutons d’options (‘YES’ et ‘NO’), un bouton ‘SEND’ pour envoyer les messages écrits dans
le petit rectangle blanc et un bouton ‘EXIT’ pour fermer la communication et l’interface.
Les deux boutons d’options sont utilisés généralement dans la conﬁrmation ou bien la négation
d’une estimation du système. Ce dernier demande l’opinion d’utilisateur seulement lorsqu’il
n’est pas sûr de son estimation. Les messages envoyés par le système (opinion, estimation et
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demande d’étiquette) vers l’utilisateur sont afﬁchés dans le grand rectangle blanc. Dans le cas
d’une nouvelle odeur, l’utilisateur doit écrire le nom de l’odeur dans le petit rectangle blanc et
cliquer sur le bouton ‘SEND’. De l’autre cote le système va créer une nouvelle étiquette pour
cette lecture avec le message envoyé par l’utilisateur.
Comme il est décrit dans la deuxième section de ce chapitre, il est nécessaire de laisser le sys-
tème fonctionnel pendant une période qui dépasse 24h. Mais pendant cette période, il n’y a
pas acquisition de données et apprentissage et reconnaissance. Une fois, les valeurs des ten-
sions (résistances de capteurs de gaz) deviennent stables, on lance l’interface graphique et le
programme d’apprentissage et de reconnaissance.
Dans une première étape, on donne au système le temps nécessaire pour créer le modèle de
compensation qui décrit l’environnement dans le cas normal. Après quelques itérations et
quelques demandes à l’utilisateur, le système commence à donner des estimations sures de
l’état de l’environnement.
L’étape suivante commence lorsque le système, pendant une longue période, donne des esti-
mations sans demander l’opinion de l’utilisateur. Elle consiste à utiliser les échantillons des
odeurs primaires utilisées dans le chapitre 3. Quand on introduit l’échantillon d’odeur devant
le système (Figure 3.7), il commence à demander l’aide de l’utilisateur. Pour la première odeur,
le système demande l’étiquette directement. S’il y a plusieurs étiquettes, le système va prendre
plus de temps pour savoir que c’est une nouvelle odeur.
Cependant, le système commence à donner de mauvaises estimations lorsqu’on l’expose à
l’odeur pour une longue période. Ainsi il prend beaucoup du temps pour commencer à donner
une estimation d’un environnement sans odeur après l’élimination de la source d’odeur. La
cause de ces retards peut être le temps de réponse des capteurs et le temps de récupération qui
est trop long pour les capteurs de gaz en MOS (peut atteindre les 30 minutes). Donc on va faire
un autre test sur une autre base de données pour assurer qu’il n’y a pas un problème dans notre
implémentation. C’est l’objectif de la prochaine section.
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4.4.2 Test du processus d’apprentissage et de reconnaissance avec une base de données
La base de données dans (Fonollosa et al., 2015) contient l’acquisition continue de 16 capteurs
de gaz en MOS pendant une période d’environ 12 heures. Le réseau des capteurs est exposé à
des mélanges gazeux (éthylène et méthane dans l’air, et Éthylène et CO dans l’air) à différents
niveaux de concentration. Ces niveaux sont généralement entre 0 et 20 ppm pour éthylène, 0 et
600 ppm pour CO et entre 0 et 300 pour méthane.
Cette base de données déﬁnit dans l’ensemble le scénario de fonctionnement pour mon système
d’apprentissage et de reconnaissance. Mais, au lieu d’utiliser des odeurs, les auteurs utilisent
des mélanges gazeux à différentes concentrations.
a) Réponse de TGS2602 pour un mélange
gazeux CO et éthylène (533,33 ppm et 0 ppm)
b) Réponse de TGS2602 pour un mélange
gazeux CO et éthylène (533,33 ppm et 0
ppm) :réduite
Figure 4.7 Exemple d’une réponse de capteur d’un ﬁchier
dans le cas réel et le cas réduit
La base de données est énorme (plus que 4000000 lectures pour chaque mélange gazeux). Mais
on ne va pas utiliser la totalité de la base de données (presque 340000 lectures de mélange éthy-
lène et CO). L’objectif de ce test est seulement de vériﬁer si on va trouver les mêmes problèmes
avec cette base. Pour tester le scénario de fonctionnement, on a fait plusieurs traitements sur les
ﬁchiers fournis par (Fonollosa et al., 2015). Pour des contraintes de logiciel (Excel), on a divisé
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le ﬁchier du mélange éthylène et CO en ﬁchiers contient seulement 1000000 lectures. Après
on a découpé les 340000 premières lectures sur 31 ﬁchiers Excel selon les concentrations du
mélange. Et pour chaque ﬁchier, on a réduit le nombre des lectures tout en gardant la même
allure de réponse de capteur pour accélérer la phase de test. Dans la Figure 4.7 on remarque
que les deux réponses (4.7a et 4.7b) ont la même allure avec presque les mêmes valeurs de
conductivités. Mais au lieu de travailler avec 10000 lectures, on va travailler avec 250 lectures.
Même pour cette base de données l’algorithme prend beaucoup de temps pour commencer à
donner une estimation d’un mélange de gaz de 0 ppm dans une phase transitoire. Cette phase
correspond au passage d’un ﬁchier qui présente un mélange de gaz différent de 0 ppm à un
autre qui déﬁnit un mélange de 0 ppm. Le passage d’un ﬁchier à un autre est une simulation
de l’exposition/l’isolation de notre système aux/des odeurs. Donc on peut dire que le temps de
réponse et de récupération doit être pris en considération.
4.5 Conclusion
La procédure d’apprentissage et de reconnaissance en utilisant cet algorithme donne de résul-
tats motivants. Mais il reste à trouver une solution pour le problème avec le temps de réponse
et le temps de récupération. Cette tache va être un travail futur pour améliorer la performance
du système en général.

CONCLUSION
Le nez électronique comporte essentiellement deux parties ; une partie matérielle et une autre
logicielle. En général, le choix des capteurs de gaz (partie matérielle) et le choix du système
d’apprentissage et de reconnaissance (partie logicielle) dépendent du domaine d’application.
Notre objectif ﬁnal est un système qui peut être utilisé dans plusieurs domaines d’applica-
tions. Les nez électroniques qui se trouvent sur le marché sont, souvent, pour des applications
spéciﬁques. Pour cette raison, une conception de ce système à partir de zéro a été proposée
dans ce travail. Ainsi, il est indispensable de valider notre conception en testant chaque partie
séparément avant de tester la totalité du système.
Avec les tests de la carte de capteurs qui comporte les capteurs de gaz et les différents circuits
d’acquisition, il faut assurer un bon fonctionnement de la partie matérielle. Les résultats des
premiers tests sont très motivants, car ils montrent que notre système réagit avec l’environne-
ment et l’on est capable d’enregistrer les changements dans les sorties de capteurs. Ainsi, on
remarque dans les enregistrements de valeurs de capteurs (capteurs de gaz et capteur de tempé-
rature) des variations dans les réponses de capteurs de gaz synchronisées avec les changements
de la température et les modiﬁcations des odeurs dans l’environnement de travail. Donc on peut
conclure que notre conception est fonctionnelle. Mais, il y a quelques limitations du circuit de
la carte des capteurs :
- il y a beaucoup des bruits sur les lectures de capteurs, donc il est possible de diminuer ces
bruits par optimisation de circuit de la carte de capteurs ;
- la réponse de quelques capteurs de gaz est instable et difﬁcile à comprendre. Le choix de
capteurs de gaz a été basé sur les ﬁches techniques de ces derniers et nos besoins ;
- il est possible d’optimiser les choix de résistances qui sont utilisés dans les circuits de
conditionneur. Mais cette optimisation nécessite une étude approfondie sur les capteurs, car
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ce choix va être basé sur la limite de fonctionnement du capteur et il y a plusieurs facteurs
à prendre en considération.
Normalement, le système d’apprentissage et de reconnaissance doit être capable de ﬁxer les
deux premières limitations. Mais, l’optimisation du circuit et du choix de capteurs peut être
comme des travaux futurs.
Dans le test du système d’apprentissage et de reconnaissance, une base de données prédéﬁnie
d’un nez électronique a été utilisée pour éviter l’inﬂuence de limitations de notre conception
de la partie matérielle sur les résultats. L’implémentation du scénario d’apprentissage est très
proche de celui du cas réel (les deux parties ensembles avec l’utilisateur). Mais, toujours, il y
a des différences entre les deux cas puisqu’il est très difﬁcile d’inclure tous les facteurs dans
une simulation. Les résultats de ce test sont généralement acceptables. Cependant, cette base
de données ne représente pas toutes les attitudes à gérer par le système d’apprentissage et de
reconnaissance dans notre approche. Le test qui suit a été sur une petite base de données extrait
de notre plateforme.
RECOMMANDATIONS & TRAVAIL FUTUR
Notre objectif est de construire un nez électronique qui peut être utilisé dans plusieurs appli-
cations. Aﬁn d’atteindre cet objectif, il faut absolument que les deux parties qui déﬁnissent ce
système puissent supporter ce fonctionnement. Dans ce travail, on a essayé de construire les
deux parties. Le résultat est un prototype qu’on a testé pour valider notre approche. Et comme
tous les prototypes, il est très rare de trouver un système parfait du premier coup même après
une étude approfondie. Donc il y a plusieurs travaux futurs qui peuvent être effectués pour amé-
liorer le prototype. Donc comme des modiﬁcations possibles sur le système d’échantillonnage,
il y a deux choses à voir :
Figure 6.1 Fluctuations de résistance de capteur de gaz
MiCS-6814 (CO) en présence d’odeur (parfum)
- l’effet de fermeture de deux oriﬁces qui se trouve à côté du cône. Car la cause de ﬂuctuations
présentées dans la Figure 6.1 peut être le ﬂux d’air. Donc lorsqu’on fermera les deux oriﬁces
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peut-être on peut avoir un ﬂux d’air stable. Mais, il faut tester l’effet de ce changement sur
la température à l’intérieur du cône ;
- il est possible de changer la hauteur du cône et étudier l’effet de ce changement sur les
performances du système.
Pour la carte de capteurs, il est possible de modiﬁer le capteur MiCS-6814 car le comportement
de résistance NO2 est surprenant. Mais le capteur MiCS-6814 assemble en réalité les 3 capteurs
MiCS-2714, MiCS-5524 et MiCS-5914. Donc, si on va le remplacer par les trois capteurs peut-
être la carte va être plus grande. Ainsi, il a intérêt à ajuster un peu le choix de capteur en gardant
les autres capteurs (les deux capteurs en PID et TGS2603).
De plus, il y a les choix de résistances de transducteur de capteurs de gaz en MOS. Dans nos
choix, nous avons essayé de s’éloigner des limites de l’ADC. Mais dans la Figure 3.12d nous
avons remarqué que le temps de récupération est négligeable par rapport aux autres réponses
dans la Figure 3.12. Donc l’utilisation d’une résistance de façon que la sortie de transducteur
se rapproche de limites de l’ADC peut-être une solution pour le problème de temps de récu-
pération. Cependant, il faut toujours faire attention à l’intervalle de détection de capteur et les
faibles variations de résistances.
Le travail le plus important est sur le système d’apprentissage et de reconnaissance. Les temps
de réponse et de récupération inﬂuent sur le système, donc il est nécessaire de compenser leurs
effets pour avoir un meilleur taux de reconnaissance sur ﬂux de données. Il y a un moyen
qui peut être la solution pour ce problème, c’est la fenêtre glissante. Il consiste à utiliser un
ensemble de données ﬁxe au lieu d’utiliser seulement une seule donnée. Cet ensemble est ﬁxe
en matière de nombre de composants, mais varie en matière de données constituant l’ensemble
en fonction de ﬂux de données.
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Il est possible d’utiliser d’autres algorithmes évolutifs dans le système d’apprentissage et de re-
connaissance et comparer les performances. Car notre choix d’algorithme se base sur quelques
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