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Abstract
We analyze the properties of the q-vertex operators of Uq(ŝl(2)) introduced
by Frenkel and Reshetikhin. As the condition for the null vector decoupling, we
derive the existence condition of the q-vertex operators ( the fusion rules ).
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1. Introduction
The q-deformed chiral vertex operators for the quantum affine Lie algebra
Uq(ĝ), defined by Frenkel and Reshetikhin [1], are the q-deformed version of the
ordinary chiral vertex operators of the WZNWmodel introduced by Tsuchiya and
Kanie [2], and they have remarkable applications to the solvable lattice models [3,
4]. In the present paper, we investigate the fusion rules for the q-vertex operators
of Uq(ŝl(2)).
This paper is arranged as follows. In section 2, we briefly summarize the
Uq(ŝl(2)) algebra. In section 3, we introduce the q-vertex operators. We discuss
their matrix elements and q-operator product expansion. Next, in section 4, we
present the null vectors explicitly and calculate the matrix elements of the q-
vertex operator including the null vectors. We give the fusion rules in section 5.
This paper is a q-analogue of our previous one [5].
2. Quantum Algebra Uq(ŝl(2))
§2.1. First we define some notation. The algebra Uq(ŝl(2)) is generated by ei,
fi and invertible ki (i = 0, 1) with relations
kiejk
−1
i = q
aijej , kifjk
−1
i = q
−aijfj ,
eifj − fjei = δij
ki − k
−1
i
q − q−1
,
1−aij∑
n=0
(−1)n
[
1− aij
n
]
e
1−aij−n
i eje
n
i = 0 (i 6= j)
1−aij∑
n=0
(−1)n
[
1− aij
n
]
f
1−aij−n
i fjf
n
i = 0 (i 6= j)
(2.1)
2
where
aij =
(
2 −2
−2 2
)
,
[
n
m
]
=
[n]!
[n−m]![m]!
,
[n]! = [n] · · · [1], [n] =
qn − q−n
q − q−1
.
(2.2)
The algebra Uq(ŝl(2)) is a Hopf algebra with the comultiplication ∆, the antipode
S and the co-unit ǫ
∆ki = ki ⊗ ki,
∆ei = ei ⊗ ki + 1⊗ ei, ∆fi = fi ⊗ 1 + k
−1
i ⊗ fi,
S(ei) = −eik
−1
i , S(ki) = k
−1
i , S(fi) = −kifi,
ǫ(ei) = ǫ(fi) = 0, ǫ(ki) = 1.
(2.3)
There exists a difference analog of the Virasoro L0 operator l0 (= q
2(k+2)L0 =
pL0) ∈ Uq(ŝl(2)) such that l0ki = kil0, l0ei = p
−δi,0eil0 and l0fi = p
δi,0fil0, where
p = q2(k+2).
§2.2. Let Mj be the Verma module over Uq(ŝl(2)), generated by the highest
weight vector |j〉, such that ei|j〉 = 0, k1|j〉 = q
2j |j〉 and k0|j〉 = q
k−2j |j〉. Here
k ∈ C is a level. Instead of k, sometimes we use t (= k+ 2). The action of l0 on
Mj is defined by l0|j〉 = p
h|j〉 with hj = j(j + 1)/(k + 2).
The dual module M∗j is generated by 〈j| which satisfies 〈j|ei = 0, 〈j|k1 =
q2j〈j| and 〈j|k0 = q
k−2j〈j|. The bilinear form M∗j ⊗Mj → C is uniquely defined
by 〈j|j〉 = 1 and
(
〈u|X
)
|v〉 = 〈u|
(
X |v〉
)
for any 〈u| ∈ M∗j , |v〉 ∈ Mj and X ∈
Uq(ŝl(2)).
For a generic value of q, the representation theory of Uq(ŝl(2)) is the same as
that of ŝl(2), and there are also the null vectors, which control the reducibility of
the representation. A null vector |χ〉 ∈Mj (of grade N and charge Q ) is defined
by ei|χ〉 = 0, k1|χ〉 = q
2(j+Q)|χ〉, k0|χ〉 = q
k−2(j+Q)|χ〉 and l0|χ〉 = p
hj+N |χ〉. A
null vector 〈χ| ∈M∗j is defined in a similar manner.
3
Example. Let us give some examples of the null vectors. Set 2jr,s + 1 = r− st,
r, s ∈ Z and t = k + 2 ∈ C. Examples of the null vectors |χr,s〉 are,
|χr,0〉 = (f1)
r|jr,0〉 for r > 0
|χr,0〉 = (f0)
−r|jr,0〉 for r < 0
|χ1,1〉 = (
f0f1f1
[t+ 1]
−
[2]f1f0f1
[t]
+
f1f1f0
[t− 1]
)|j1,1〉.
(2.4)
It is easy to show e1|χ〉 = 0 and e0|χ〉 = 0. For example,
e0|χ1,1〉 = (
[2t+ 2]
[t+ 1]
−
[2][2t]
[t]
+
[2t− 2]
[t− 1]
)f1f1|j1,1〉 = 0, (2.5)
owing to the following relation ;
[a]
[b] −
[2][a+2]
[b+1] +
[a+4]
[b+2] =
[2][a−2b]
[b][b+1][b+2] .
3. The q-deformed Vertex Operator
§3.1. For a general Hopf algebra U , the field operator φ(z) is defined by the
following transformation property under the adjoint action of U : [1, 6, 7]
ad(a)φ(z) ≡
∑
k
a
(1)
k φ(z)S(a
(2)
k ) = ρ(a)φ(z), (3.1)
where a ∈ U , ∆(n)(a) =
∑
k a
(1)
k ⊗ · · · ⊗ a
(n)
k is the comultiplication ∆
(n) : U →
U⊗n, and ρ is a certain representation of U . The adjoint action is the natural
generalization of the commutator for Lie algebras.
For U = Uq(ŝl(2)), the q-vertex operator φj(z, x) of spin j is defined explicitly
as follows
kiφj(z, x) = ρ(ki)φj(z, x)ki,
eiφj(z, x) = ρ(ei)φj(z, x)ki + φj(z, x)ei,
fiφj(z, x) = ρ(fi)φj(z, x) + ρ(k
−1
i )φj(z, x)fi,
and
l0φj(z, x) = ρ(l0)φj(z, x)l0,
(3.2)
4
where ρ = ρj,x is a contravariant representation defined by
ρ(k1) = q
2(j−x d
dx
), ρ(k0) = q
−2(j−x d
dx
),
ρ(e1) = x[2j − x
d
dx
], ρ(e0) =
z
x
[x
d
dx
],
ρ(f1) =
1
x
[x
d
dx
], ρ(f0) =
x
z
[2j − x
d
dx
],
ρ(l0) = p
z d
dz .
(3.3)
Our definition of the q-vertex operator is useful in actual calculations.
In the case of 2j ∈ Z≥0, ρ(k1), ρ(e1) and ρ(f1) give the 2j + 1 dimensional
representation of Uq(sl(2)) on ⊕
2j
m=0Cx
m .
§3.2. We will investigate the q-vertex operator φj2(z, x) in the following two
interpretations: (1) the matrix element and (2) the operator.
(1) Matrix element φ :M∗j3 ⊗Mj1 → C.
From the k1 and l0 commutation relations, the ground state matrix element
of the q-vertex operator is given by
〈j3|φj2(z, x)|j1〉 = C123z
h13xj13 , (3.4)
where h13 = −h1 + h3, j13 = j1 + j2 − j3 and C123 is an arbitrary constant.
The other matrix elements for the descendant fields are uniquely determined
by the Uq(ŝl(2)) algebra. For example,
〈j3|φj2(z, x)fα1 · · ·fαn |j1〉 = (−1)
nρ(kα1)ρ(fα1) · · ·ρ(kαn)ρ(fαn)〈j3|φj2(z, x)|j1〉,
〈j3|eα1 · · · eαnφj2(z, x)|j1〉 = ρ(eα1) · · ·ρ(eαn)〈j3|φj2(z, x)kα1 · · ·kαn |j1〉.
(3.5)
Note that, if C123 = 0, then φj2(z, x) = 0.
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(2) Operator φ :Mj1 →Mj3 .
To study the property of the map φ : Mj1 → Mj3 , let us consider the image
of the ground state |j1〉 ∈Mj1 ( the q-operator product expansion ),
φj2(z, x)|j1〉 =
∑
N,Q
∑
J
βNQJ q
kN−2j1Qzh13+Nxj13−Q|JNQ〉j3 , (3.6)
where |JNQ〉j3 ∈ Mj3 is the basis of the homogeneous components of grade N
and charge Q.
The coefficients βJ = β
NQ
J , for fixed N , Q in (3.6), are determined by the
following linear equations,
∑
J
〈I|J〉βJ = 〈I|φj2(z, x)|j1〉
∣∣∣
N,Q
, (3.7)
where
∣∣∣
N,Q
denotes the coefficient of qkN−2j1Qzh13+Nxj13−Q. In the Appendix,
we give some sample calculations of the coefficients β.
The vectors |N,Q〉 =
∑
J β
N,Q
J |J
N,Q〉j3 are also characterized by the descent
equations
e1|N,Q〉 = [−j1 + j2 + j3 +Q+ 1]|N,Q+ 1〉,
e0|N,Q〉 = [j1 + j2 − j3 −Q+ 1]|N − 1, Q− 1〉.
(3.8)
This is the q-analogue of the descent equations in [8].
§3.3. If the determinant of the matrix 〈I|J〉 ( the Shapovalov form ) vanishes,
the consistency of the equation (3.7) requires the following constraints,
〈χ|φj2(z, x)|j1〉 = 0, (3.9)
for any null vector 〈χ| ∈M∗j3 . This is the so-called the null vector decoupling con-
dition. Similarly, consistency of the q-OPE of φ : M∗j3 → M
∗
j1
, i.e. 〈j3|φj2(z, x),
requires 〈j3|φj2(z, x)|χ〉 = 0 for all null vectors |χ〉 ∈ Mj1. Therefore, the exis-
tence of the q-vertex operator depends on the null vector decoupling.
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Example. Here we give some examples of the null vector decoupling condition.
(i). For 2j1 + 1 = r ∈ Z>0, by using the null vector |χr,0〉 in (2.4),
〈j3|φj2 |χr,0〉 = (−1)
r [j13]!
[j13 − r]!
q(2j3−2j1+r+1)rzh13−rxj13. (3.10)
Hence, the null vector decoupling condition is
∏r−1
n=0[j1 + j2 − j3 − n] = 0.
(ii). For 2j1 + 1 = 1− t,
〈j3|φj2 |χ1,1〉 = −(
[2j2 − j13 + 2][j13 − 1][j13]
[t+ 1]
−
[2][j13][2j2 − j13 + 1][j13]
[t]
+
[j13][j13 + 1][2j2 − j13]
[t− 1]
)q2j3−2j1+4zh13−1xj13−1
= −
[2][2j2 − j13 + t][j13 + 1− t][2j2 − j13]
[t+ 1][t][t− 1]
q2j3−2j1+4zh13−1xj13−1.
(3.11)
Here we use the following formula ; [a][b]
[c]
− [2][a+1][b+1]
[c+1]
+ [a+2][b+2]
[c+2]
= [2][a−c][b−c]
[c][c+1][c+2]
.
Therefore, the null vector decoupling condition is
[j3 + j2 − j1 + t][j1 + j2 − j3 + 1− t][j3 + j2 − j1] = 0. (3.12)
4. The Null Vectors
Here we analyze the null vector decoupling condition by using the general
form of the null vectors which is given by Malikov [9].
For t = k+2 ∈ C\{0} and the highest weight j, parametrized as 2jr,s+1 =
r − st with r, s ∈ Z, such that (i) r > 0 and s ≥ 0 or (ii) r < 0 and s < 0 , there
exists a unique null vector |χr,s〉 ∈Mj of grade N = rs and charge Q = −r. And
the null vector in Mjr,s is as follows,
|χr,s〉 = (f1)
r+st(f0)
r+(s−1)t · · · · · · (f0)
r−(s−1)t(f1)
r−st|jr,s〉,
|χr,s〉 = (f0)
−r−(s+1)t(f1)
−r−(s+2)t · · · · · · (f1)
−r+(s+2)t(f0)
−r+(s+1)t|jr,s〉,
(4.1)
for the cases (i) and (ii) respectively. These formulae make sense after analytic
continuation.
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We now consider the matrix element including the null vector |χr,s〉 ∈ Mj1 .
From (3.2), (3.4) and (4.1), we obtain
〈j3|φj2(z, x)|χr,s〉 = (−1)
(2s+1)rC123fr,s(j1, j2, j3)q
(2j3−2j1+r+2s+1)rzh13−rsxj13−r,
(4.2)
where
fr,s(j1, j2, j3) =
r−1∏
n=0
s∏
m=0
[j1 + j2 − j3 − n+mt]
r∏
n=1
s∏
m=1
[−j1 + j2 + j3 + n−mt],
fr,s(j1, j2, j3) =
−r−1∏
n=0
−s−1∏
m=0
[−j1 + j2 + j3 − n+mt]
−r∏
n=1
−s−1∏
m=1
[j1 + j2 − j3 + n−mt].
(4.3)
for the cases (i) and (ii) respectively. The proof is given by a method similar to
that used in [5]. Here we use, for instance,
(
1
x
[x∂])nxj =
[j]!
[j − n]!
xj−n,
for any n, j ∈ C. The formulae (4.3) are our main results. Note that similar
expressions are obtained for a projection of the singular vectors [9] .
Next, we consider another matrix element 〈χr,s|φj2(z, x)|j1〉. This element
follows from 〈j3|φj2(z, x)|χr,s〉, because of the existence of the following anti-
algebra automorphism. Indeed, the σ defined by
σ(ei) = −q
−2fiki, σ(ki) = ki, σ(fi) = −q
2k−1i ei,
σ
(
dx−jφj(z, x)
)
= dy−jφj(w, y), σ
(
dx−j〈u|φj(z, x)|v〉
)
= dx−j〈u|φj(z, x)|v〉,
(4.4)
with w = z−1 and y = x−1, is the anti-algebra automorphism, which means
σ(k−1i ) σ(ej) σ(ki) = q
aij σ(ej) , ∆σ(ei) = σ(ei) ⊗ σ(ki) + σ(1) ⊗ σ(ei) and
σ(φj(z, x))σ(ki) = σ(ki)ρ(ki)σ(φj(z, x)) etc. Consequently, we obtain
〈χr,s|φj2(z, x)|j1〉 = (−1)
(2s+1)rC123fr,s(j3, j2, j1)q
(2j1−2j3+r+2s+1)rzh13+rsxj13+r,
(4.5)
with the same function fr,s(j3, j2, j1) as (4.3).
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5. Fusion Rules
The factor frs(j1, j2, j3) is written in termes of the q-integer; however, this
factor is almost the same as that of the ŝl(2) case [5]. Therefore, the fusion rules
are similar to the ŝl(2) case, if q is not a root of unity.
§5.1. When Mj1 has a null vector |χr,s〉, there exists a q-vertex operator if and
only if the matrix element including the null vector vanishes, 〈j3|φj2(z, x)|χr,s〉 =
0, i.e. fr,s(j1, j2, j3) = 0. And this gives the fusion rules.
In the case that M∗j3 also has a null vector 〈χr3,s3 |, the existence condition
of the q-vertex operator is 〈j3|φj2(z, x)|χr1,s1〉 = 〈χr3,s3 |φj2(z, x)|j1〉 = 0, i.e.
fr1,s1(j1, j2, j3) = fr3,s3(j3, j2, j1) = 0.
§5.2. If the level is rational t = p/q, with the coprime integers p and q, then
jr,s = jr−p,s−q. Hence, there are two independent null vectors for j1 = jr,s =
jr−p,s−q. There exists a q-vertex operator if and only if 〈j3|φj2(z, x)|χr,s〉 =
〈j3|φj2(z, x)|χr−p,s−q〉 = 0, i.e. fr,s(j1, j2, j3) = fr−p,s−q(j1, j2, j3) = 0.
The last fusion rule says that Mj3 also has two null vectors. Hence, we
also need the condition 〈χr,s|φj2(z, x)|j1〉 = 〈χr−p,s−q|φj2(z, x)|j1〉 = 0, that is
fr,s(j3, j2, j1) = fr−p,s−q(j3, j2, j1) = 0. However, this condition is included in the
above one.
In Ref [3], it is shown that the space of vertex operators has a basis indexed
by admissible triples {Φµbλ (z)}, for dominant integral weights λ and µ for any
Uq(ĝ). For the integrable case, i.e. k is a non-negative integer, our results agree
with those of Ref [3].
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6. Conclusions and Remarks
As the condition for the null vector decoupling, we have derived the fusion
rules for the Uq(ŝl(2)) algebra. Similar results are expected for other quantum
affine Lie algebras. When q is a root of unity, the structure of the representations
changes drastically, and we need further investigation to understand the q-vertex
operators in such cases.
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Appendix
Let us give some examples of the q-OPE calculation. Set a ≡ k−2j3, b ≡ 2j3
and j13 ≡ j1 + j2 − j3. In (3.6), let∑
J
βNQJ |J
NQ〉j3 =
∑
α1,···,αn
βα1,···,αnfα1 · · · fαn|j3〉 (A.1)
where N =
∑
i α¯i , Q =
∑
i α¯i −
∑
i αi , αi = 0, 1 and α¯ = 1− α.
†
(i). For N = 0 and Q = −r ∈ Z, the basis is (f1)
r|j3〉, the Shapovalov form
is 〈j3|(e1)
r(f1)
r|j3〉 = [r]![b]!/[b − r]! and 〈j3|(e1)
rφj2(z, x)|j1〉 = q
2j1rzh13xj13+r
[2j2 − j13]!/[2j2 − j13 − r]!. Hence, we obtain
[r]![b]!
[b− r]!
β1, · · · , 1︸ ︷︷ ︸
r times
=
[2j2 − j13]!
[2j2 − j13 − r]!
. (A.2)
If [b−r+1] = [2j3−r+1] = 0, then 〈j3|(e1)
r is a null vector; therefore the existence
condition of the q-vertex operator φj2 : Mj1 →Mj3 is
∏r−1
n=0[j3+ j2− j1−n] = 0.
† In general, such a basis is an over complete one.
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(ii). For N = 1 and Q = 0, the basis is f1f0|j3〉 and f0f1|j3〉 and the Shapovalov
form is
(
〈j3|e1e0f1f0|j3〉 〈j3|e1e0f0f1|j3〉
〈j3|e0e1f1f0|j3〉 〈j3|e0e1f0f1|j3〉
)
=
(
[a][b] [a+ 2][b]
[a][b+ 2] [a][b]
)
. (A.3)
From (3.7), we can obtain the β
[2][a][b][a+ b+ 2]
(
β10
β01
)
=
(
−[a][b] [a+ 2][b]
[a][b+ 2] −[a][b]
)(
[j13 + 1][2j2 − j13]
[2j2 − j13 + 1][j13]
)
.
(A.4)
(iii). For N = 1 and Q = −1, the basis is f1f1f0|j3〉, f1f0f1|j3〉 and f0f1f1|j3〉,
and the Shapovalov form is
[2]
 [a][b− 1][b] [a+ 2][b− 1][b] [a+ 4][b− 1][b][a][b][b+ 1] [a+ 1][b][b] [a+ 2][b− 1][b]
[a][b+ 1][b+ 2] [a][b][b+ 1] [a][b− 1][b]
 . (A.5)
Therefore, we have
[2]2[a][b][b− 1][a+ b+ 2][a+ 2b+ 2]
β110β101
β011
 =

[a][b][b− 1]
×[a+ b+ 2]
−[2][a][b][b− 1]
×[a+ b+ 3]
[b][b− 1]
×
(
[2][a+ 2][a+ b+ 3]
−[a+ 4][a+ b+ 2]
)
−[2][a][b− 1][b+ 1]
×[a+ b+ 2]
[2][a][b− 1]
×
(
[b− 1][a+ b+ 2]
+[b+ 2][a+ b+ 3]
) −[2][a][b][b− 1]
×[a+ b+ 3]
[a][b][b+ 1]
×[a+ b+ 2]
−[2][a][b− 1][b+ 1]
×[a+ b+ 2]
[a][b][b− 1]
×[a+ b+ 2]

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× [j13 + 2][2j2 − j13 − 1][2j2 − j13][2j2 − j13][j13 + 1][2j2 − j13]
[2j2 − j13][2j2 − j13 + 1][j13]
 . (A.6)
If the determinant of the Shapovalov form vanishes, i.e. [a + 2b + 2] =
[k + 2j3 + 2] = 0, then there is a null vector 〈χ| such as
〈χ| = 〈j3|(
e1e1e0
[t+ 1]
−
[2]e1e0e1
[t]
+
e0e1e1
[t− 1]
). (A.7)
Hence the existence condition of the q-vertex operator is [j1 + j2 − j3 + t][j3 +
j2 − j1 + 1− t][j1 + j2 − j3] = 0 .
(iv). Finally, there is a following relation
βα1,···,αn(j1, j2, j3) = βα¯1,···,α¯n(
k
2
− j1, j2,
k
2
− j3). (A.8)
12
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