. Within a constant multiple, this is the theoretically minimal number of principal elements required for this purpose. The system of nodes is independent of the target function. We also investigate the effect of small perturbations in this system of nodes on the degree of approximation.
INTRODUCTION
One of the most important properties of arti cial neural networks is the universal approximation property; i.e., their ability to approximate \arbitrary" functions of any ( -nite) number of real variables to any desired accuracy. This property is studied extensively in the literature, not only in the context of neural networks 2], 5], but also for radial basis function networks 11] and \gen-eralized translation networks" (GTN's) 8]. A deeper theoretical question in this theory is to determine a tight bound on the number of neurons (principal elements) required to guarantee a given accuracy in function approximation when only a minimala priori information is known about the otherwise unknown target function. One of the rst, and by now well known, results in this direction was obtained by Barron 1] . The question has been investigated in great detail in 9] when the only a priori information assumed about the target function is that it has a certain number of continuous derivatives. If no further information is available, then there are some inherent lower This research was supported, in part,by National Science Foundation Grant DMS 9404513.
bounds on the number of neurons necessary to approximate the unknown function within a given accuracy 3]. It is shown in 7] that under certain conditions on the activation functions, one can construct neural networks to provide an optimal approximation; i.e., the number of neurons in the networks does not exceed a constant multiple of the theoretically minimal number of neurons.
In this paper, we reconcile these theoretical results with the practical need to obtain the approximating networks on the basis of judiciously chosen samples of the function. We construct optimal GTN's when the available data is of the form (x k ; f(x k )), 1 k N, where the nodes x k are dened in terms of the zeros of certain orthogonal polynomials. We will also give some error bounds on the degree of approximation when the data is of the form (y k ; f(y k )), where y k 's are not exactly the ideal nodes x k , but are close to them.
In the next section, we review the results of 7], and demonstrate a close connection between approximation by GTN's and the classical polynomial approximation. In Section 3, we state our results for polynomial approximation, and explain how these can be used to construct the networks. The concluding remarks are given in Section 4.
APPROXIMATION BY GTN'S
In applications of neural networks, the target function is typically unknown. In theoretical investigations, it is necessary to assume some a priori knowledge about the target function; one of the weakest such assumptions being that it is a continuous function of a certain number of real variables. This a priori knowledge is mathematically described by the statement that the target function belongs to a known class of functions. In order to be useful, the training method must work independently of the speci c function in this class; i.e., provide a universal approximation to all functions in this class. In this paper, we denote the number of (real) input variables by s. where the weights A k are d s real matrices, the thresholds b k 2 IR d and the coecients a k 2 IR (1 k n). The set of all such functions will be denoted by ;n;s . In the case when d = 1, the class ;n;s denotes the outputs of the classical neural networks with one hidden layer consisting of n neurons, each evaluating the univariate activation function . In the case when d = s and is a radially symmetric function, ;n;s is the class of output functions of a radial basis function network with n neurons. In 4], Girosi, Jones, and Poggio have pointed out the importance of the study of the more general case considered here. They have demonstrated how such general networks arise naturally in applications such as image processing and graphics as solutions of certain extremal problems.
We measure the degree of approximation of f by the expression E ;n;s (f) := inffkf ? gk : g 2 ;n;s g:
For the clarity of exposition, we restrict ourselves to the case of uniform approximation in this paper. With certain modications, all of our results will be true also for other L p norms. In the de nition of E ;n;s (f), one puts no restrictions on the manner in which the approximating functions g are chosen. In particular, the approximation method might well be nonlinear, and the selection of parameters of the network may not de ne a continuous function of W r;s into IR N , where N is the total number of weights, thresholds, and coe cients. A discontinuous selection of parameters is probably not desirable, especially when the target function is not known, as it may render the network very unstable under small perturbations in the target function. If one restricts that the selection of parameters be continuous, then it is known ( 3] ) that for every n 1, there exists a function f n := f n;r;s such that E ;n;s (f n ) c 1 n ?r=s kf n k r;s ; where c 1 is a positive constant independent of , n, and f n .
In 7], it is shown that under certain conditions on , one may ensure for every f 2 W r;s that E ;n;s (f) c 2 n ?r=s kfk r;s ;
where c 2 is a positive constant depending only on , r, and s, but not on n and f. More speci cally, the following theorem is proved in 7] . In the sequel, we make the following convention regarding constants. The letters c; c 1 ; c 2 ; : : : will denote positive constants which may depend upon , r, s and other explicitly indicated quantities. Their value may be di erent at di erent occurrences, even within a single formula. The examples of the activation functions for which Theorem 3.1 is applicable include the hyperbolic tangent function in the case d = 1 and many of the popular radial basis functions such as the thin plate splines and the Gaussian function.
We observe that even though the de nition of E ;n;s (f) does not presuppose any conditions on linearity, continuity, etc., the approximation given in (3.1) is a linear operator, and the coe cients are continuous linear functionals. Moreover, the weights and thresholds of the network can be xed beforehand, depending only on and the desired accuracy, but independent of the target function. Thus, Theorem 3.1 reasserts the known fact that nonlinear methods do not give a better degree of approximation than linear ones if a universal approximation of the whole space W r;s is desired. The advantage of neural network approximation stems not from the nonlinear methods typically used, but from the fact that the typical target functions probably satisfy requirements more stringent than the membership in some W r;s .
The proof of Theorem 3.1 is constructive. It rests on the following fact which can be proved easily using the ideas in 7]. In the sequel, IP n;s denotes the class of all polynomials in s real variables having coordinatewise degree at most n. Proposition 3.1 Let satisfy all the conditions of Theorem 3.1, s; n 1 be integers, > 0 be arbitrary. Then there exists a set A := A ;n;s; , with not more than (6n + 1) s elements, with the following prop- For any 0 < < 1, one obtains a polynomial P 2 IP n;s such that kf ? Pk (1 + =2) n;s (f) : Necessarily, kPk 3. The network g := N P; with = ( =6) n;s (f) chosen as in Since > 0 is arbitrary, the de nition of E ;n;s (f) leads us to (3.2) .
In practice, one often needs to train the network with samples of the function, and no other data is available. If one may choose the points (nodes) at which the samples are taken, then it becomes important to know what the optimal choice of nodes should be. In the next section, we demonstrate that a system of nodes can be constructed based on the zeros of a large class of orthogonal polynomials, which leads to the optimal networks as in Theorem 3.1 for the entire class of target functions. It is to be emphasized that the nodes are chosen independent of the target function, and the training is again a simple, linear process. otherwise.
SELECTION OF NODES
By Gram-Schmidt orthogonalization, one may obtain a unique system of orthonormalized polynomials fp n g, such that p n 2 IP n;1 , n = 0; 1; : : :, the leading coe cient of each p n is positive, and for integers n; m 0, Z 2 ?2 p n (x)p m (x)w(x)dx = 1; if n = m, 0; otherwise.
The polynomials fp n g are called the Jacobi polynomials (adjusted to ?2; 2]). It is customary to de ne these polynomials as orthogonal polynomials with respect to a weight function on ?1; 1], but for our purpose, it is essential to de ne these the way we have. It is well known that for each integer n 1, the polynomial p n has n simple zeros fx k;n g, 1 k n, in (?2; 2). It is also known that for the zeros x k;n ; x k+1;n in ?1; 1], jx k;n ? x k+1;n j 1 n : (4.3)
(Here and in the sequel, the notation A B denotes the fact that cA B c 1 B for positive constants c; c 1 .) In the case s 1, we de ne the nodes as follows. For an integer n 1 and a multiinteger k, we write x k;n := (x k1;n ; : : :; x ks;n ) : If t 2 IR, the notation k t means that k j t for 1 j s. A similar notation is used for other inequalities involving multiintegers. Our rst theorem in this case is the following. We observe that the networks N k;m are chosen independently of f 2 W r;s .
Moreover, since the weights and thresholds of each of these is taken from a xed set B, the sum in (4.4) is actually an optimal network; i.e., a GTN with the theoretically minimal O(m s ) neurons required to obtain the estimate O(m ?r ), as in (4.4).
We observe that we have de ned a very large class of nodes such that if the target function can be sampled at any of these, In order to apply Theorem 4.3 to the problem of approximating a univariate function f 2 W r;1 , we rst extend f as explained before, and write z k;m = f(x k;m ), 1 k m, m = 1; 2; : : :. In the proof, we may assume that m 2. Let n be the integer part of m=2. Using Theorem 4.3, it is not di cult to conclude that for any P 2 IP n;1 , k n;m (Z) ? fk c max x2 ? 2;2] jf(x) ? P(x)j:
In view of the Jackson's theorem (cf. 12]), we obtain k n;m (Z) ? fk cn ?r :
(4.7)
We observe that the operator n;m (f) can be written in the form The rest of the proof is exactly the same as that of Theorem 4.1.
In the multivariate case, one rst applies the operator n;m one by one to each variable of the target function to obtain estimates analogous to (4.8) and (4.7). The GTN's are then constructed using Proposition 3.1.
CONCLUSIONS
We have considered the problem of constructing generalized translation networks for an optimal approximation of smooth functions; i.e., functions having continuous partial derivatives of a given order on ?1; 1] s . We have shown that a single sys-
