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Abstract
An n × n matrix D is a Euclidean distance matrix (EDM) if there
exist points p1, . . . , pn in some Euclidean space such that dij = ||pi−pj||2
for all i, j = 1, . . . , n. Let D be an EDM and let Eij be the n × n
symmetric matrix with 1’s in the ijth and jith entries and 0’s elsewhere.
We say that [lij , uij ] is the yielding interval of entry dij if it holds that
D + tEij is an EDM if and only if lij ≤ t ≤ uij. If the yielding interval
of entry dij has length 0, i.e., if lij = uij = 0, then dij is said to be
unyielding. Otherwise, if lij 6= uij, then dij is said to be yielding. Let
dij and dik be two unyielding entries of D. We say that dij and dik are
jointly yielding if D+ t1E
ij + t2E
ik is an EDM for some nonzero scalars
t1 and t2.
In this paper, we characterize the yielding and the jointly yielding
entries of an EDM D in terms of Gale transforms of p1, . . . , pn. More-
over, for each yielding entry, we present explicit formulae of its yielding
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interval. Finally, we specialize our results to the case where points
p1, . . . , pn are in general position.
1 Introduction
An n × n matrix D = (dij) is said to be a Euclidean distance matrix (EDM)
if there exist points p1, . . . , pn in some Euclidean space such that
dij = ||pi − pj||2 for all i, j = 1, . . . , n,
where || || denotes the Euclidean norm. p1, . . . , pn are called the generating
points of D and the dimension of their affine span is called the embedding
dimension of D. Let D be a given n × n EDM and let Eij denote the n × n
symmetric matrix with 1’s in the ijth and jith entries and zeros elsewhere.
Further, let lij ≤ 0 and uij ≥ 0 be the two scalars such that D + tEij is an
EDM if and only if lij ≤ t ≤ uij. That is, D remains an EDM iff its ijth and
jith entries vary between dij + lij and dij + uij, while keeping all other entries
unchanged. The closed interval [lij, uij] is called the yielding interval of entry
dij. Entry dij is said to be unyielding if lij = uij = 0; otherwise, if lij 6= uij,
then dij is said to be yielding. Let dij and dik be two unyielding entries of
D. Then dij and dik are said to be jointly yielding if D + t1E
ij + t2E
ik is an
EDM for some nonzero scalars t1 and t2. Otherwise, they are called jointly
unyielding. Note that the notion of jointly yielding (or jointly unyielding) is
defined only for two unyielding entries in the same row (column).
The theory of universal rigidity of bar frameworks provides sufficient con-
ditions, in terms of stress matrices, for a given entry of D to be unyielding,
or for a pair of unyielding entries of D to be jointly unyielding [1]. However,
providing necessary conditions is possible only if further assumptions on the
generating points of D, such as genericity, are made. Instead, we present in
this paper a simple characterization (Theorem 3.2) of the unyielding entries
of D in terms of Gale transform of the generating points of D. This char-
acterization involves only checking whether two vectors are parallel, without
the use of stress matrices. Moreover, for each yielding entry of D, we present
explicit formulae for its yielding interval (Theorems 4.1, 4.2 and 4.3). We also
present a simple characterization (Theorem 5.1) of jointly unyielding entries
of D. This characterization involves checking whether a vector is in the linear
span of two other vectors. Finally, we specialize our results to the case where
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the generating points of D are in general position (Corollaries 3.1, 3.2, 5.1 and
5.2).
1.1 Notation
We collect here the notation used throughout the paper. Eij is the n×n matrix
with 1’s in the ijth and jith entries and 0’s elsewhere. e denotes the vector of
all 1’s in Rn and In denotes the identity matrix of order n. The zero matrix
or zero vector of appropriate dimension is denoted by 0. For a symmetric
matrix A, we mean by A  0 (A ≻ 0) that A is positive semidefinite (positive
definite). “\” denotes the set-theoretic difference. Finally, null(A) denotes the
null space of A.
2 Preliminaries
In this section we present the necessary background concerning EDMs, Gale
matrices and symmetric matrices of rank 2.
2.1 EDMs and Gale Matrices
Let e be the vector of all 1’s in Rn and let V be an n × (n − 1) matrix such
that
V T e = 0 and V TV = In−1. (1)
Thus, the orthogonal projection on e⊥, the orthogonal complement of e in Rn,
is given by
J = V V T = In − ee
T
n
.
For a symmetric matrix A, we use A  0 ( ≻ 0) to indicate that A is positive
semidefinite (positive definite). The following is a well-known characterization
of EDMs [7, 9, 5, 3].
Theorem 2.1 (Schoenberg 1935 [7], Young and Householder 1938 [9]). Let D
be an n × n symmetric matrix whose diagonal entries are all 0’s. Then D is
an EDM if and only if
B = −1
2
JDJ  0,
in which case, the embedding dimension of D is given by rank B.
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Let D be an n× n EDM of embedding dimension r and let B = −JDJ/2
be factorized as B = PP T where P is n × r. Then p1, . . . , pn, the generating
points of D, are given by the rows of P . That is,
P =


(p1)T
...
(pn)T

 . (2)
Thus P is called a configuration matrix of D. Three remarks are in order here.
First, P has full column rank, i.e., rank P = r. Second, B is the Gram matrix
of the generating points of D (or the Gram matrix of D for short). Third,
P Te = 0 since Be = 0, thus the origin coincides with the centroid of points
p1, . . . , pn. This fact, is crucial for the results of this paper.
Let F = {B  0 : Be = 0}. It is well known that F is a face of the cone
of positive semidefinite matrices of order n [8]; and that F is isomorphic to
the cone of positive semidefinite matrices of order n − 1. By exploiting this
fact, we will find it more convenient to use projected Gram matrices instead
of Gram matrices to represent the generating points of an EDM D. To this
end, the projected Gram matrix of D, denoted by X , is defined as
X = V TBV,
where B is the Gram matrix of D and V is as defined in (1). Thus, X =
V TPP TV = −V TDV/2. Moreover, B = V XV T and consequently, rank X =
rank B andX  0 iff B  0. Furthermore, it is easy to see that the eigenvalues
of B are precisely the eigenvalues of X plus one additional 0 eigenvalue.
Assume that r ≤ n− 2, and let
Z =


(z1)T
...
(zn)T

 (3)
be the n× (n− r − 1) matrix whose columns form a basis of
null(
[
P T
eT
]
) = null(
[
B
eT
]
). (4)
Z is called a Gale matrix of D and z1, . . . , zn ∈ Rn−r−1 are called Gale trans-
forms of p1, . . . , pn. In fact, the columns of Z express the affine dependency
of the generating points of D. Gale transform [4, 6] is well known and widely
used in the theory of polytopes.
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Example 2.1. Consider the EDM D =


0 1 4 2 2
1 0 1 1 1
4 1 0 2 2
2 1 2 0 4
2 1 2 4 0

 of embedding di-
mension 2. A configuration matrix of D is P =


−1 0
0 0
1 0
0 1
0 −1

. Thus a Gale
matrix of D is Z =


1 0
−2 −2
1 0
0 1
0 1

. Therefore, the generating points of D are
p1 =
[ −1
0
]
, p2 =
[
0
0
]
, p3 =
[
1
0
]
, p4 =
[
0
1
]
and p5 =
[
0
−1
]
,
and their Gale transforms are
z1 =
[
1
0
]
, z2 =
[ −2
−2
]
, z3 =
[
1
0
]
, z4 =
[
0
1
]
and z5 =
[
0
1
]
.
The following lemma, relating Gale matrices and the projected Gram ma-
trix, is crucial for the proofs of our results.
Lemma 2.1 ([2]). Let X be the projected Gram matrix of an n × n EDM
D of embedding dimension r. Let Z and P be, respectively, a Gale matrix
and a configuration matrix of D, where P Te = 0. Further, let U and W be
the matrices whose columns form orthonormal bases of the null space and the
column space of X, respectively. Then
1. V U = ZA, where A is an (n− r − 1)× (n− r − 1) nonsingular matrix,
2. VW = PA′, where A′ is an r × r nonsingular matrix,
where V is as defined in (1).
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To illustrate part 2 of Lemma 2.1, let X = WΛW T be the spectral decom-
position of X , where Λ is the r × r diagonal matrix consisting of the positive
eigenvalues of X . Thus P = VWΛ1/2 is a configuration matrix of D. Hence,
P TP = Λ and A′ = Λ−1/2 in this case.
The following proposition summarizes few useful properties of Gale trans-
form. It plays a crucial role in establishing the yielding intervals of the entries
of an EDM D.
Proposition 2.1. Let D be an n × n, n ≥ 3, EDM of embedding dimension
r ≤ n − 2. Let Z and P be, respectively, a Gale matrix and a configuration
matrix of D, where P Te = 0. Let i, j and k be three distinct indices in
{1, . . . , n}.
1. If zi = 0, then pi 6= 0 and pi is not in the affine hull of {p1, . . . , pn}\{pi}.
2. If n ≥ 4 and if zi = zj = 0, then pi 6= 0, pj 6= 0 and pi 6= c′pj for any
scalar c′.
3. If zi 6= 0, zj 6= 0 and zi = czj for some nonzero scalar c, then pi− cpj 6=
0.
4. If n ≥ 4 and if zi 6= 0, zj 6= 0, zk 6= 0 and zi = c1zj + c2zk for some
nonzero scalars c1 and c2, then p
i − c1pj − c2pk 6= 0.
Proof.
Wlog assume that z1 = 0 and assume, to the contrary, that p1 is in the
affine hull of {p2, . . . , pn}. Then there exist scalars λ2, . . . , λn such that
[
p1
1
]
=
n∑
i=2
λi
[
pi
1
]
.
Let x = [−1 λ2 · · · λn]T in Rn. Thus, there exists ξ 6= 0 in Rn−r−1 such
that Zξ = x. Hence, (z1)T ξ = −1, a contradiction. Therefore, p1 is not in the
affine hull of {p2, . . . , pn}. Now assume, to the contrary, that p1 = 0. Thus
p1 = 0 = p2 + · · · + pn since P T e = 0. Hence, p1 is in the affine hull of
{p2, . . . , pn}, a contradiction. Therefore, p1 6= 0, and part 1 is proven.
To prove part 2, wlog assume that z1 = z2 = 0 and assume, to the contrary,
that p1 = c′p2 for some scalar c′. Then, it follows from part 1 that p1 6= 0 and
p2 6= 0 and hence, c′ 6= 0. Since P Te = 0, it follows that p1 = c′p2+ β∑ni=1 pi,
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where β is an arbitrary scalar. Hence, (1− β)p1 = (c′ + β)p2 + β∑ni=3 pi. Let
x = [−1 + β c′ + β β · · · β]T in Rn. If we set β = (1 − c′)/n, then x 6= 0
and eTx = 0. Hence, there exists ξ 6= 0 such that Zξ = x, and in particular,
(z1)T ξ = 0 = −1 + β and (z2)T ξ = 0 = c′ + β. Thus −c′ = β = 1 and hence,
n = 2, a contradiction. Therefore, there does not exist a scalar c′ such that
p1 = c′p2.
To prove part 3, wlog assume that z1 6= 0, z2 6= 0, z1 = cz2, c 6= 0 and
assume, to the contrary, that p1 = cp2. Let x = [−1 c 0 · · · 0]T in Rn.
Then ZTx = 0 and P Tx = 0. But, null(
[
ZT
P T
]
) = span of e since P Te = 0.
Hence, x = αe for some scalar α, a contradiction since x has at least one zero
entry. Therefore, p1 − cp2 6= 0.
The proof of part 4 is similar to that of part 3 where in this case x =
[−1 c1 c2 0 · · · 0]T
✷
We remark here that in part 3 of Proposition 2.1, pi may be parallel to
pj, say pi = c′pj, but c′ cannot be equal to c as illustrated by the following
example.
Example 2.2. Consider the EDM D =


0 0 1 1
0 0 1 1
1 1 0 4
1 1 4 0

 of embedding dimen-
sion 1. A configuration matrix of D is P =


0
0
−1
1

. Thus a Gale matrix of
D is Z =


−2 0
0 −2
1 1
1 1

. Note that z3 = z4 and p3 = −p4; i.e, p3 is parallel to
p4 but c′ 6= c.
2.2 A Property of Symmetric Rank-Two Matrices
Vectors u and v in Rn are parallel if u = cv for some nonzero scalar c. Thus, if
u = v = 0, then u and v are parallel. The following proposition will be quite
useful in the sequel.
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Proposition 2.2. Let a and b be two nonzero, nonparallel vectors in Rr, r ≥ 2,
and let Ψ = abT + baT . Then Ψ has exactly one positive eigenvalue λ1 and one
negative eigenvalue λr, where
λ1 = a
T b+ ||a|| ||b|| and λr = aT b− ||a|| ||b||.
Proof. Assume that r = 2 and let the eigenvectors of Ψ be of the form
xa+ yb, where x and y are scalars. Then Ψ(xa+ yb) = λ(xa+ yb) leads to the
following system of equations
[
aT b ||b||2
||a||2 aT b
] [
x
y
]
= λ
[
x
y
]
. (5)
Hence, the eigenvalues of Ψ are precisely the eigenvalues of
[
aT b ||b||2
||a||2 aT b
]
,
which are λ1 = a
T b+ ||a|| ||b|| and λr = aT b− ||a|| ||b||.
Now assume that r ≥ 3 and let u1, . . . , ur−2 be an orthonormal basis of the
null space of
[
aT
bT
]
. Then obviously, u1, . . . , ur−2 are orthonormal eigenvec-
tors of Ψ corresponding to eigenvalue 0. Thus we have 2 remaining eigenvectors
of Ψ of the form xa + yb, where x and y satisfy Equation (5). Therefore, the
remaining two eiegvalues of Ψ are λ1 and λr as given above. The fact that
λ1 > 0 and λr < 0 follows from the Cauchy-Schwarz inequality since a and b
are nonzero and nonparallel.
✷
3 Characterizing the Unyielding Entries
We consider, first, the case where the generating points of D are affinely inde-
pendent.
Theorem 3.1. Let D be an n × n EDM of embedding dimension r = n − 1.
Then every entry of D is yielding.
Proof. Let 1 ≤ k < l ≤ n. Then D+tEkl is EDM iff 2X−tV TEklV  0,
where X is the projected Gram matrix of D and V is as defined in (1). But,
X ≻ 0 since X is of order n − 1 and rank X = r = n − 1. Thus, obviously,
there exists t 6= 0 such that 2X − tV TEklV  0. Consequently, dkl is yielding
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and the result follows.
✷
The following lemma is needed for the case where the embedding dimension
of D is r ≤ n− 2.
Lemma 3.1. Let D be an n × n nonzero EDM of embedding dimension r ≤
n − 2, and let Z and P be a Gale matrix and a configuration matrix of D,
respectively, where P Te = 0. Further, let X be the projected Gram matrix D.
Then 2X − tV TEklV  0 iff
[
2(P TP )2 − t (pk(pl)T + pl(pk)T ) −t (pk(zl)T + pl(zk)T )
−t (zk(pl)T + zl(pk)T ) −t (zk(zl)T + zl(zk)T )
]
 0.
Proof. LetW and U be the two matrices whose columns form orthonor-
mal bases of the column space and the null space of X , respectively, and thus
Q = [W U ] is orthogonal. Hence, 2X − tV TEklV  0 iff
QT (2X−tV TEklV )Q =
[
2W TXW − tW TV TEklVW −tW TV TEklV U
−tUTV TEklVW −tUTV TEklV U
]
 0.
But it follows from Lemma 2.1 that V U = ZA and VW = PA′, where A
and A′ are nonsingular. Hence, 2X − tV TEklV  0 iff
[
2(P TP )2 − t (pk(pl)T + pl(pk)T ) −t (pk(zl)T + pl(zk)T )
−t (zk(pl)T + zl(pk)T ) −t (zk(zl)T + zl(zk)T )
]
 0.
✷
It is worth pointing out, here, that (P TP )2 ≻ 0. Now we are ready to
present and prove the theorem characterizing the unyielding entries of D.
Theorem 3.2. Let D be an n × n EDM of embedding dimension r ≤ n − 2,
and let z1, . . . , zn be Gale transforms of the generating points of D. Then entry
dkl is unyielding if and only if z
k is not parallel to zl; i.e., iff there does not
exist a nonzero scalar c such that zk = czl.
Proof. Let 1 ≤ k < l ≤ n. Entry dkl is yielding iff there exists t 6= 0
such that D + tEkl is an EDM or equivalently, iff 2X − tV TEklV  0, where
X is the projected Gram matrix of D, and V is as defined in (1).
Assume that zk is parallel to zl, i.e., zk = czl for some nonzero scalar c.
Then zk(zl)T + zl(zk)T = 2czl(zl)T  0 and pk(zl)T +pl(zk)T = (pk+ cpl)(zl)T .
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Hence, null(zl(zl)T ) = null((zl)T ) ⊆ null((pk + cpl)(zl)T ). Therefore, it follows
from Lemma 3.1 that there exists t 6= 0 such that 2X − tV TEklV  0 and
thus dkl is yielding.
On the other hand, assume that zk and zl are not parallel and assume,
to the contrary, that entry dkl is yielding. Then there exists t 6= 0 such
that 2X − tV TEklV  0. Thus it follows from Lemma 3.1 that there exists
t 6= 0 such that −t(zk(zl)T + zl(zk)T )  0 and null(zk(zl)T + zl(zk)T ) ⊆
null(pk(zl)T + pl(zk)T ). Next, we consider two cases:
(i) zk = 0 and zl 6= 0. In this case, zk(zl)T + zl(zk)T = 0 and pk(zl)T +
pl(zk)T ) = pk(zl)T 6= 0 since, by Proposition 2.1 (part 1), pk 6= 0. Hence, we
have a contradiction since null(0) 6⊆ null(pk(zl)T ).
(ii) both zk and zl are nonzero. Also, in this case we have a contradiction
since Proposition 2.2 implies that zk(zl)T +zl(zk)T is indefinite. Therefore, dkl
is unyielding.
✷
Example 3.1. Let D be the EDM considered in Example 2.1. Then d13 and
d45 are yielding, while all other entries are unyielding.
Points p1, . . . , pn in Rr are said to be in general position if every r + 1 of
them are affinely independent. For instance, points in the plane are in general
position if no three of them are collinear. An EDM D of embedding dimension
r is said to be in general position if its generating points are in general position
in Rr. Points in general position have a nice characterization in terms of Gale
matrices.
Lemma 3.2 ([2]). Let D be an n×n EDM of embedding dimension r, r ≤ n−2.
Let Z be a Gale matrix of D. Then D is in general position if and only if every
submatrix of Z of order (n− r − 1) is nonsingular.
Corollary 3.1. Let D be an n× n EDM of embedding dimension r = n − 2.
Then D is in general position in Rr if and only if every entry of D is yielding.
Proof. In this case, z1, . . . , zn are scalars since (n− r− 1) = 1. Assume
that D is in general position. Then it follows from Lemma 3.2 that z1, . . . , zn
are nonzero. Thus zk is parallel to zl for all 1 ≤ k < l ≤ n, and hence every
entry of D is yielding.
Now assume that one entry of D say, dkl, is unyielding. Then z
k is not
parallel to zl. Thus either zk = 0 or zl = 0 but not both. Therefore, it follows
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from Lemma 3.2 that D is not in general position.
✷
Corollary 3.2. Let D be an n× n EDM of embedding dimension r ≤ n − 3.
If D is in general position in Rr, then every entry of D is unyielding.
Proof. Assume, to the contrary, that one entry of D, say dkl, is yielding.
Thus, it follows from Theorem 3.2 that zk = czl for some nonzero scalar c. Note
that in this case, (n−r−1) ≥ 2. Hence, any (n−r−1)×(n−r−1) submatrix
of Z containing (zk)T and (zl)T is singular. This contradicts Lemma 3.2 and
the proof is complete.
✷
The following example shows that the converse of Corollary 3.2 is not true.
Example 3.2. Consider the EDM D =


0 1 4 9 1
1 0 1 4 0
4 1 0 1 1
9 4 1 0 4
1 0 1 4 0

 of embedding di-
mension 1. A configuration matrix and a Gale matrix of D are
P =
1
5


−7
−2
3
8
−2

 and Z =


1 0 0
−2 1 −1
1 −2 0
0 1 0
0 0 1

 .
Obviously, D is not in general position in R1 since p2 = p5. However, every
entry of D is unyielding.
Finally, an important consequence of Theorem 3.1 and Corollaries 3.1 and
3.2 is worth pointing out. If an n× n EDM D of embedding dimension r is in
general position, then the entries of D are either all yielding (if n = r + 1 or
n = r + 2) or all unyielding (if n ≥ r + 3).
4 Determining the Yielding Intervals
Let dkl be a yielding entry of D. To determine the yielding interval of dkl,
we treat each of the following three cases separately: First, when r = n − 1.
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Second, when r ≤ n − 2 and zk = zl = 0. Third, when r ≤ n − 2, zk 6= 0,
zl 6= 0 and zk = czl for some nonzero scalar c. As will be seen below, the
first two cases are similar. More specifically, in the first two cases, 0 is in the
interior of the yielding interval, while in the third case, 0 is an endpoint.
Let D be an EDM of order 2. Then the off-diagonal entry of D can assume
any nonnegative value. As a result, the case of EDMs of order 2 is trivial and
uninteresting. Consequently, we focus in what follows on EDMs of order ≥ 3.
Proposition 4.1. Let D be an n × n, n ≥ 3, EDM matrix of embedding
dimension r = n−1 and let P be a configuration matrix of D, where P T e = 0.
Let S = P (P TP )−1 and let (si)T be the ith row of S; i.e., si = (P TP )−1pi.
Then sk and sl are nonzero and nonparallel for all k 6= l.
Proof. Assume, to the contrary, that sk = 0. Then pk = 0 and thus
P Tek = 0, where ek is the kth standard unit vector in Rn. Since P Te = 0, this
implies that rank (PP T ) = r ≤ n− 2, a contradiction. To complete the proof,
assume, to the contrary, that sk = csl for some nonzero scalar c, where k 6= l.
Then pk = cpl and thus P T (ek − cel) = 0 and again we have a contradiction.
✷
Theorem 4.1. Let D be an n × n, n ≥ 3, EDM of embedding dimension
r = n−1 and let P be a configuration matrix a of D, where P T e = 0. Further,
Let S = P (P TP )−1 and let (si)T be the ith row of S. Then the yielding interval
of entry dkl is given by [
2
λr
,
2
λ1
]
,
where λ1 = (s
k)T sl + ||sk|| ||sl|| and λr = (sk)T sl − ||sk|| ||sl||.
Proof. Let 1 ≤ k < l ≤ n and let X be the projected Gram matrix of
D. Let X =WΛW T be the spectral decomposition of X . Thus Λ ≻ 0 and W
is orthogonal since r = n− 1. Thus D + tEkl is EDM iff 2X − tV TEklV  0
iff 2W TXW − tW TV TEklVW  0. But W TXW = W TV TPP TVW . Thus,
it follows from Lemma 2.1 that 2W TXW − tW TV TEklVW  0 iff
2(P TP )2 − tP TEklP  0. (6)
But Equation (6) holds iff
2In−1 − t(P TP )−1P TEklP (P TP )−1 = 2In−1 − tSTEklS  0.
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In light of Propositions 2.2 and 4.1, let λ1 > 0 > λr be the nonzero eigenvalues
of STEklS = sk(sl)T + sl(sk)T . Thus, 2In−1− tSTEklS  0 iff 2− tλ1 ≥ 0 and
2− tλr ≥ 0. Therefore, D + tEkl is EDM iff 2/λr ≤ t ≤ 2/λ1.
✷
Note that if P and P ′ are two configuration matrices of D such that
P Te = P ′T e = 0. Then P ′ = PQ for some orthogonal matrix Q. Thus
S ′ = P ′(P ′TP ′)−1 = P (P TP )−1Q = SQ. Thus S ′TEklS ′ = QTSTEklSQ and
hence, the matrices S ′TEklS ′ and STEklS are similar.
Example 4.1. Consider the EDM D =

 0 4 104 0 10
10 10 0

 of embedding di-
mension 2. A configuration matrix of D is P =

 −1 −11 −1
0 2

. Thus S =
P (P TP )−1 =

 −1/2 −1/61/2 −1/6
0 1/3

. Hence, STE12S =
[ −1/2 0
0 1/18
]
with
nonzero eigenvalues (s1)T s2 − ||s1|| ||s2|| = −1/2 and (s1)T s2 + ||s1|| ||s2|| =
1/18, STE13S =
[
0 −1/6
−1/6 −1/9
]
with nonzero eigenvalues (s1)T s3−||s1|| ||s3|| =
(−1 − √10)/18 and (s1)T s3 + ||s1|| ||s3|| = (√10 − 1)/18; and STE23S =[
0 1/6
1/6 −1/9
]
with nonzero eigenvalues (s3)T s2−||s3|| ||s2|| = (−1−√10)/18
and (s3)T s2 + ||s3|| ||s2|| = (√10 − 1)/18. Therefore, the yielding interval of
d12 is [−4 , 36], while the yielding interval of d13 and d23 is[ −36√
10 + 1
,
36√
10− 1
]
=
[
−4
√
10 + 4 , 4
√
10 + 4
]
.
Note that, in this case, these intervals could have been calculated using trian-
gular inequalities.
Theorem 4.2. Let D be an n × n, n ≥ 4, EDM of embedding dimension
r ≤ n− 2 and let Z and P be a Gale matrix and a configuration matrix of D
respectively, where P Te = 0. Further, Let S = P (P TP )−1 and let (si)T be the
ith row of S. If zk = zl = 0, then the yielding interval of entry dkl is given by[
2
λr
,
2
λ1
]
,
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where λ1 = (s
k)T sl + ||sk|| ||sl|| and λr = (sk)T sl − ||sk|| ||sl||.
Proof. It follows from Proposition 2.1 (part 2) that sk and sl are nonzero
and nonparallel. Moreover, in this case
[
2(P TP )2 − t (pk(pl)T + pl(pk)T ) −t (pk(zl)T + pl(zk)T )
−t (zk(pl)T + zl(pk)T ) −t (zk(zl)T + zl(zk)T )
]
reduces to [
2(P TP )2 − t P TEklP 0
0 0
]
.
Using Proposition 2.2 and Lemma 3.1, the proof proceeds along the same lines
of the proof of Theorem 4.1.
✷
Example 4.2. Consider the EDM D =


0 0 1 1
0 0 1 1
1 1 0 2
1 1 2 0

 of embedding dimen-
sion 2. A configuration matrix of D is P = 1
4


−1 −1
−1 −1
3 −1
−1 3

 and a Gale matrix
of D is Z =


−1
1
0
0

. Thus, entries d12 and d34 are yielding, while all other
entries are unyielding. Notice that d12 does not fall into this case since z
1 and
z2 are nonzero. Thus we consider, next, d34 only.
S = P (P TP )−1 =


−1/2 −1/2
−1/2 −1/2
1 0
0 1

. Hence, STE34S =
[
0 1
1 0
]
with
nonzero eigenvalues (s3)T s4 − ||s3|| ||s4|| = −1 and (s3)T s4 + ||s3|| ||s4|| = 1.
Therefore, the yielding interval of d34 is [−2 , 2].
Theorem 4.3. Let D be an n × n, n ≥ 3, EDM of embedding dimension
r ≤ n− 2 and let Z and P be a Gale matrix and a configuration matrix of D
respectively, where P T e = 0. Further, Let S = P (P TP )−1 and let si be the ith
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row of S, i.e., si = (P TP )−1pi. If both zk and zl are nonzero and zk = czl for
some nonzero scalar c , then the yielding interval of entry dkl is given by[ −4c
||sk − csl||2 , 0
]
if c > 0,
and [
0 ,
4 |c|
||sk − csl||2
]
if c < 0.
Proof. Assume that zk and zl are nonzero and zk = czl, where c 6= 0.
Let 1 ≤ k < l ≤ n and let X be the projected Gram matrix of D. The D+tEkl
is an EDM iff 2X− tV TEklV  0. In light of Lemma 3.1, D+ tEkl is an EDM
iff [
2(P TP )2 − t (pk(pl)T + pl(pk)T ) −t (pk + cpl)(zl)T )
−t (zl(pk + cpl)T ) −t 2czl(zl)T
]
 0. (7)
Assume that r = n−2, i.e., (n−r−1) = 1. Then zl is a nonzero scalar. Using
Schur Complement, we have that Equation (7) holds iff
tc ≤ 0 and 2(P TP )2 + t
2c
(pk − cpl)(pk − cpl)T  0, (8)
which is equivalent to
tc ≤ 0 and 2Ir + t
2c
(sk − csl)(sk − csl)T  0,
which in turn is equivalent to
tc ≤ 0 and 2 + t
2c
||sk − csl||2 ≥ 0.
The result follows from Proposition 2.1 (part 3) since sk − csl 6= 0.
Now assume that r ≤ n− 3, i.e., (n− r− 1) ≥ 2. Let Q′ = [ zl
||zl||
M ] be an
(n− r − 1)× (n − r − 1) orthogonal matrix and define the (n − 1)× (n− 1)
matrix Q =
[
Ir 0
0 Q′
]
. Thus obviously Q′ is orthogonal. By multiplying the
LHS of Equation (7) from the left with QT and from the right with Q we get
that D + tEkl is an EDM iff[
2(P TP )2 − t (pk(pl)T + pl(pk)T ) −t (pk + cpl) ||zl||)
−t ||zl|| (pk + cpl)T ) −t 2c ||zl||2
]
 0. (9)
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Again using Schur complement we arrive at Equation (8) and thus the proof
is complete.
✷
Example 4.3. Let D be the EDM considered in Example 2.1. Then S =
P (P TP )−1 = 1
2
P . For yielding entry d13 we have z
1 = z3, thus c = 1 and
s1− cs3 =
[ −1
0
]
. Thus the yielding interval for d13 is [−4 , 0]. On the other
hand, for yielding entry d45 we have z
4 = z5, thus c = 1 and s4− cs5 =
[
0
1
]
.
Thus, the yielding interval for d45 is also [−4 , 0].
5 Jointly Yielding Entries
The following theorem characterizes the jointly yielding entries of an EDM D.
Theorem 5.1. Let D be an n × n, n ≥ 4, EDM of embedding dimension
r ≤ n− 2, and let z1, . . . , zn be Gale transforms of the generating points of D.
Further, let dij and dik be two unyielding entries of D. Then dij and dik are
jointly yielding if and only if there exist nonzero scalars c1 and c2 such that
zi = c1z
j + c2z
k.
Proof. The proof is analogous to that of Theorem 3.2. Let dij and dik
be unyielding entries of D. Then dij and dik are jointly yielding iff there exist
t1 6= 0 and t2 6= 0 such that D + t1Eij + t2Eik is an EDM or equivalently, iff[
2(P TP )2 − P T (t1Eij + t2Eik)P −P T (t1Eij + t2Eik)Z
−ZT (t1Eij + t2Eik)P −ZT (t1Eij + t2Eik)Z
]
 0. (10)
Assume that zi = c1z
j + c2z
k for some nonzero scalars c1 and c2. Then
ZT (c1E
ij + c2E
ik)Z = 2zi(zi)T  0,
and
P T (c1E
ij + c2E
ik)Z = (pi + c1p
j + c2p
k)(zi)T .
Since null(zi(zi)T ) = null((zi)T ) ⊆ null((pi+ c1pj + c2pk)(zi)T ), it follows from
Equation (10) that there exists t < 0 such that D + t(c1E
ij + c2E
ik) is an
EDM, and thus entries dij and dik are jointly yielding.
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On the other hand, assume that there exist no nonzero scalars c1 and c2 such
that zi = c1z
j + c2z
k, and assume, to the contrary, that entries dij and dik are
jointly yielding. Then there exist t1 6= 0 and t2 6= 0 such that D+ t1Eij+ t2Eik
is an EDM. Thus it follows from Equation (10) that
−ZT (t1Eij + t2Eik)Z  0, and
null(ZT (t1E
ij + t2E
ik)Z) ⊆ null(P T (t1Eij + t2Eik)Z).
But
ZT (t1E
ij + t2E
ik)Z = zi(t1z
j + t2z
k)T + (t1z
j + t2z
k)(zi)T
and
P T (t1E
ij + t2E
ik)Z = pi(t1z
j + t2z
k)T + (t1p
j + t2p
k)(zi)T .
We have three cases to consider here.
(i) both zi and t1z
j+t2z
k are nonzero. Thus it follows from Proposition 2.2
that ZT (t1E
ij + t2E
ik)Z is indefinite, a contradiction.
(ii) zi = 0 and t1z
j + t2z
k 6= 0. Thus ZT (t1Eij + t2Eik)Z = 0. Moreover,
it follows from Proposition 2.1 (part 1) that P T (t1E
ij + t2E
ik)Z = pi(t1z
j +
t2z
k)T 6= 0. Thus null(ZT (t1Eij + t2Eik)Z) 6⊆ null(P T (t1Eij + t2Eik)Z), also
a contraction.
(iii) zi 6= 0 and t1zj+ t2zk = 0. Then zj = −t2zk/t1. Hence, it follows from
Proposition 2.1 that pj + t2p
k/t1 6= 0. Thus, P T (t1Eij + t2Eik)Z = (t1pj +
t2p
k)(zi)T 6= 0. Then the same argument in case (ii) leads to a contradiction.
Therefore, dij and dkl are not jointly yielding.
✷
The following two corollaries follow immediately if D is in general position.
Recall that the notion of jointly yielding (or jointly unyielding) is defined only
for two unyielding entries in the same row (column).
Corollary 5.1. Let D be an n×n EDM of embedding dimension r = n−3. If
D is in general position in Rr, then every entry of D is unyielding and every
two entries of D, in the same column (row), are jointly yielding.
Proof. The fact that every entry of D is unyielding follows from Corol-
lary 3.2. In this case, z1, . . . , zn are in R2 since (n − r − 1) = 2. Let i, j, and
k be any three distinct indices in {1, . . . , n}. Since D is in general position, it
follows from Lemma 3.2 that any 2 of z1, . . . , zn are linearly independent. In
particular, {zj , zk} is a basis of R2 and thus zi = c1zj + c2zk for some nonzero
scalars c1 and c2. Therefore, entries dij and dik are jointly yielding.
✷
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Corollary 5.2. Let D be an n×n EDM of embedding dimension r ≤ n−4. If
D is in general position in Rr, then every entry of D is unyielding and every
two entries of D, in the same column (row), are jointly unyielding.
Proof. The fact that every entry of D is unyielding follows from Corol-
lary 3.2. Now assume, to the contrary, that two entries of D, say dij and dik,
are jointly yielding. Thus, it follows from Theorem 5.1 that zi = c1z
j + c2z
k
for some nonzero scalars c1 and c2. Note that in this case, (n − r − 1) ≥ 3.
Hence, any (n − r − 1) × (n − r − 1) submatrix of Z containing (zi)T , (zj)T
and (zk)T is singular. This contradicts Lemma 3.2 and the proof is complete.
✷
In the following two theorems, we provide upper and lower bounds for each
jointly yielding pair of entries of an EDM D.
Theorem 5.2. Let D be an n × n, n ≥ 4, EDM of embedding dimension
r ≤ n− 2 and let Z and P be a Gale matrix and a configuration matrix of D
respectively, where P T e = 0. Further, Let S = P (P TP )−1 and let si be the ith
row of S, i.e., si = (P TP )−1pi. If zi = 0, zj 6= 0, zk 6= 0 and c1zj + c2zk = 0
for some nonzero scalars c1 and c2. Then D + t(c1E
ij + c2E
ik) is an EDM if
and only if
2
λr
≤ t ≤ 2
λ1
,
where λ1 = (s
i)T (c1s
j+c2s
k)+ ||si|| ||c1sj+c2sk|| and λr = (si)T (c1sj+c2sk)−
||si|| ||c1sj + c2sk||.
Proof. The proof is analogous to that of Theorem 4.2. In particular,
D + t(c1E
ij + c2E
ik) is an EDM iff
2(P TP )2 − t(pi(c1pj + c2pk)T + (c1pj + c2pk)(pi)T )  0,
iff
2Ir − t(si(c1sj + c2sk)T + (c1sj + c2sk)(si)T )  0. (11)
Now it follows from Proposition 2.1 (parts 1 and 3) that pi 6= 0 and c1pi+c2pj 6=
0 since zj = −c2zk/c1. Also, it follows from Proposition 2.1 (part 2) that pi
is not parallel to c1p
j + c2p
k. Therefore, it follows from Proposition 2.2 that
Equation (11) holds iff 2 − tλ1 ≥ 0 and 2 − tλr where λ1 > 0 > λr are the
nonzero eigenvalues of si(c1s
j + c2s
k)T + (c1s
j + c2s
k)(si)T .
✷
Note that the result of Theorem 5.2 reduces to that of Theorem 4.2 if we
set c2 = 0.
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Example 5.1. Consider the EDM D =


0 17 16 17
17 0 1 4
16 1 0 1
17 4 1 0

 of embedding
dimension 2. A configuration matrix and a Gale matrix of D are
P =


0 3
−1 −1
0 −1
1 −1

 and Z =


0
1
−2
1

 .
Moreover,
S = P (P TP )−1 =
1
12


0 3
−6 −1
0 −1
6 −1

 .
Then d12 and d13 are unyielding. However, since z
1 = 0 = 2z2 + z3, it follows
that d12 and d13 are jointly yielding. In this case, λ1 = (s
1)T (2s2 + s3) +
||s1|| ||2s2 + s3|| = (√17 − 1)/16 and λ2 = −(
√
17 + 1)/16. Hence, D +
t(2E12 + E13) is an EDM iff −2(√17− 1) ≤ t ≤ 2(√17 + 1).
Theorem 5.3. Let D be an n × n, n ≥ 4, EDM of embedding dimension
r ≤ n− 2 and let Z and P be a Gale matrix and a configuration matrix of D
respectively, where P T e = 0. Further, Let S = P (P TP )−1 and let si be the ith
row of S, i.e., si = (P TP )−1pi. If zi 6= 0, zj 6= 0, zk 6= 0 and zi = c1zj + c2zk
for some nonzero scalars c1 and c2. Then D + t(c1E
ij + c2E
ik) is an EDM if
and only if
−4
||si − c1sj − c2sk||2 ≤ t ≤ 0.
Proof. The proof is analogous to that of Theorem 4.3. In particular,
D + t(c1E
ij + c2E
ik) is an EDM iff
t ≤ 0 and 2(P TP )2 + t
2
(pi − c1pj − c2pk)(pi − c1pj − c2pk)T  0,
which is equivalent to
t ≤ 0 and 2Ir + t
2
(si − c1sj − c2sk)(si − c1sj − c2sk)T  0.
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Moreover, it follows from Proposition 2.1 (part 4) that si − c1sj − c2sk 6= 0,
and thus the proof is complete.
✷
Also note that the result of Theorem 5.3 reduces to that of Theorem 4.3 if
we set c2 = 0.
Example 5.2. Let D be the EDM considered in Example 3.2. Then
S = P (P TP )−1 =
1
26


−7
−2
3
8
−2

 .
Then d13 and d14 are unyielding. However, since z
1 = z3 + 2z4, it follows that
d13 and d14 are jointly yielding. In this case, s
1 − s3 − 2s4 = −1. Hence,
D + t(E13 + 2E14) is an EDM iff −4 ≤ t ≤ 0.
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