In this paper existence and regularity of solutions for the Cauchy problem will be established. In particular, if n = 2, or if n > 3 and the eigenvalues of (d 2 V/dqjdqj) belong to a "small" interval, then the solution is classical. These results will actually be established for a system of equations of the above type.
The special case has been studied by several authors. For n = 1, existence and uniqueness of a classical solution was established in [1], [2] , [6] , [7] . For [6] ), and when n = 2 it models antiplane shear motion of a column with cross section Q (see [4] , [8] ); u is the displacement from the rest position. Nonlinear viscosity terms appear in various models of elasticity; see [11] .
In this paper we consider (0.1)-(0.3) with both W{p) and V{q) nonlinear functions. In § §1-5 we assume that (0.6) ( ) ( ) positive definite and bounded matrices. It is well known that under these conditions there exists a unique global weak solution; our interest is to derive regularity of the solution. In fact we prove (in §5) that the solution is classical if either n < 2 or if n > 3 and the eigenvalues of the second matrix in (0.6) lie in an interval (^1,^2) with X2 -k\ small enough.
Our proof is based on establishing estimates on By taking a sequence T m | oo and the corresponding solutions u = Ur m , and extracting a convergent subsequence, we obtain a solution u of (1.4)-(1.6) for all T> 0; by Theorem 1.1, the solution is unique.
We conclude this section with a conservation law. Multiplying (1.4) by «£, integrating over Q t and summing over k, we get and the third integral on the left-hand side is equal to (Q) VI < r < oo, and derive additional regularity results for the weak solution (which already satisfies (1.8), (1.9) for all T> 0); in particular, the solution will be shown to be classical in case n < 2.
2.
Vu is in U. 
We introduce the norm
where Af is a positive constant to be determined.
For any G, there is a unique solution z = (zi,...,z#) of (2.11), (2.12). We denote the vector (Vzi,..., Vz^) by Vz and set Vz = SG\ we also define the norm (2.14)
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(n)).
We now work with finite differences in time; that is, setting in (2.18)), then (2.3) holds for all2<s < p (0, T) ) where £2Q is any compact subdomain of Q. We shall begin be deriving a priori estimates, assuming for the moment that V Multiplying (3.3) by Z k and integrating over Q u we get, after summing over k,
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Recalling that Z k = r\z k and using (1.11) and (3. In order to prove (3.8), (3.9) rigorously, we work with finite differences, replacing du k /dx m by Multiplying (3.13) by Z^ and integrating over (x, t), and proceeding as before, we arrive at the analogs of (3.8), (3.9). If we work with finite differences A^ (instead of with d/dx m ), then we can establish rigorously the analogs of (3.10) and (3.11); thus Combining this with (3.14) we find, after going back to the variables xu that (3.11) holds with B R replaced by B R (x 0 ) n Q (for R small enough), for all 1 < m < n. This completes the proof of Theorem 3.1. This inequality can also be established with Q T replaced by Q u for any 0 < t < T. Substituting g ki from (4.12) and using (4.8) (4.9), we get (4.6, 'dx n 2 < 2 < p 0 .
Hence, by Gronwall's inequality (cf. the argument following (2.19)), ii k~] x t dp ki
Q T

It follows that
Since W e is a C 3 function, we can apply Theorem 5.4 to conclude that there exists a function u e = (u\,...,u e N ) which is a classical solution of (6.11), (1.5), (1.6) in QQQ. We shall proceed to derive estimates on u e which are independent of e, and then complete the proof of the theorem by taking e -> 0.
First, analogously to the derivation of (1.11) we have (6. where C\ depends only on the initial data and on /^. Since the righthand side of (6.15) is bounded for every T> 0 (by (6.12)) and since (6.15) holds for any T> 0, the assertion (6.14) then follows. To prove (6.15) we multiply (6.11) by rj
