Important problems in wireless networks can often be solved by computing fixed points of standard or contractive interference mappings, and the conventional fixed point algorithm is widely used for this purpose. Knowing that the mapping used in the algorithm is not only standard but also contractive (or only contractive) is valuable information because we obtain a guarantee of geometric convergence rate, and the rate is related to a property of the mapping called modulus of contraction. To date, contractive mappings and their moduli of contraction have been identified with case-by-case approaches that can be difficult to generalize. To address this limitation of existing approaches, we show in this study that the spectral radii of asymptotic mappings can be used to identify an important subclass of contractive mappings and also to estimate their moduli of contraction. In addition, if the fixed point algorithm is applied to compute fixed points of positive concave mappings, we show that the spectral radii of asymptotic mappings provide us with simple lower bounds for the estimation error of the iterates. An immediate application of this result proves that a known algorithm for load estimation in wireless networks becomes slower with increasing traffic.
INTRODUCTION
The objective of this study is to investigate convergence properties of the sequence (xn)n∈N generated by the following instance of the standard fixed point algorithm:
where x1 ∈ R N + is an arbitrary initial point; R N + denotes the set of nonnegative vectors of dimension N ; and T : R N + → R N + is a standard interference mapping as defined in [1] or a (c-)contractive mapping as defined in [2] , or both. Previous studies [1, 2] have shown that, if T is a standard interference mapping with Fix(T ) := {x ∈ R N + | x = T (x)} = ∅ or a contractive mapping, then Fix(T ) is a singleton, and the sequence generated by (1) converges to the fixed point x ∈ Fix(T ). The algorithm in (1) plays a pivotal role in many power and resource allocation mechanisms in wireless networks [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , so establishing its convergence rate is a problem of significant practical importance [2, 5, 6, 8] .
If the mapping T in (1) is only a standard interference mapping, then the fixed point algorithm can be particularly slow because we can have sublinear convergence rate [2, Example 1] . This fact has motivated the authors of [2] to introduce the above-mentioned c-contractive interference map-This research was supported by Grant STA 864/9-1 from the German Research Foundation (DFG). This work has also been performed in the framework of the Horizon 2020 project ONE5G (ICT -760809) receiving funds from the European Union. The authors would like to acknowledge the contributions of their colleagues in the project, although the views expressed in this contribution are those of the authors and do not necessarily represent the project. pings, where c ∈ [0, 1[ is an intrinsic property of the mapping called modulus of contraction (see Definition 1 in Sect. 2 for details). In particular, by knowing that the mapping T in (1) is contractive, we rule out the possibility of sublinear convergence rate. More precisely, by using (1) with a c-contractive mapping T to estimate x ∈ Fix(T ), the error xn − x of the estimate xn at iteration n ∈ N is upper bounded by [2] xn
where B ∈ R+ is a parameter that depends on the choice of the norm · . Therefore, with knowledge of the smallest modulus of contraction c, we can evaluate whether the recursion in (1) can obtain a good estimate of x ∈ Fix(T ) with few iterations. However, simple and general approaches to verify whether a mapping is contractive have not been proposed in [2] . Furthermore, that study has not considered computationally efficient methods to obtain the smallest modulus of contraction.
Against this background, in this study we show that information about the smallest modulus of contraction of a convex contractive interference mapping can be obtained from the spectral radius of its associated asymptotic mapping, a concept recently introduced in [15, 16] . We further show easily verifiable sufficient conditions to determine whether a given mapping is contractive. In addition, we give lower bounds for the estimation error of the iterates in (1) with positive concave mappings that are not necessarily contractive. Unlike the bounds in previous studies [5, Ch. 5] [2, 6] , those derived here only depend on parameters that are easy to compute in practice, and we do not assume that the mappings used in (1) are constructed by combining a finite number of affine mappings. As an application of the results in this study, we show bounds for the estimation error of the iterates generated by (1) with a nonlinear mapping widely used to estimate the load of base stations in wireless networks [3, 8, [17] [18] [19] [20] . In this application, our bounds give a formal proof that the algorithm for load estimation becomes slower with increasing traffic.
PRELIMINARIES
In this section we establish notation and review the main mathematical concepts used in this study. In more detail, the sets of nonnegative and positive reals are denoted by, respectively, R+ and R++. Inequalities involving vectors should be understood coordinate-wise.
We say that a sequence (xn)n∈N ⊂ R N + converges to x if limn→∞ xn − x = 0 for some (and hence for every) norm · in R N , and in this case we also write xn → x . Given a norm · and a sequence (xn)n∈N 
and (ii) are satisfied, then T is said to be a standard interference mapping [1] . If T satisfies (i) and (iii), then T is called a contractive interference mapping. In this case, if a scalar c with the property in (iii) is known, then c is called a modulus of contraction for T , and we also say that T is c-contractive to emphasize this knowledge [2] .
A mapping T : R N + → R N + is said to be concave (respectively convex) if each coordinate function is concave (respectively convex). Recall from the Introduction that the set of fixed points of a mapping T :
If T is contractive, then Fix(T ) is a singleton [2] . If T is a standard interference mapping, then Fix(T ) is either a singleton or the empty set [1] .
Given a proper function f :
and lower semicontinuous [21, Proposition 2.5.1]. Asymptotic functions associated with convex functions have the following useful property: 
In the next Lemma, we show a result related to Fact 1 for nonnegative concave functions. We omit the proof because of the space limitation.
We now introduce a slight generalization of the concept of asymptotic mappings given in [15, 16] .
For these mappings, we say that T∞ :
is the asymptotic mapping associated with T .
If T : R N + → R N + is a continuous concave mapping, a standard interference mapping, or a convex mapping having an asymptotic mapping, then we can use the following analytical simplification to obtain the asymptotic mapping [15, 16] [21, Corollary 2.5.3]: (∀x ∈ R N + ) T∞(x) = limt→∞(1/t)T (tx). The spectral radius ρ(T∞) of a continuous and monotonic (see Definition 1(i)) asymptotic mapping T∞ is the value given by ρ(T∞) := sup{λ ∈ R+ | (∃x ∈ R N + \{0}) T∞(x) = λx} ∈ R+, and we recall that there always exists an eigenvector x ∈ R N + satisfying ρ(T∞)x = T∞(x) [22] . The next fact is crucial to prove our main contributions. 
CONVERGENCE PROPERTIES OF THE STANDARD FIXED POINT ALGORITHM
By (2), the sequence generated by (1) with a c-contractive mapping T has the desirable property of converging geometrically fast, and the convergence speed is directly related to the modulus of contraction c. Therefore, identifying contractive mappings and estimating their moduli of contraction are important tasks. In Sect. 3.2, we prove that the spectral radii of asymptotic mappings can be used for these tasks if T is convex. Then, in Sect. 3.3 we show that, if the fixed point algorithm in (1) is used with an arbitrary (continuous) positive concave mapping T , then the spectral radius of T∞ provides us with information about the fastest convergence speed we can expect from the algorithm. All these results are especially useful if we can easily evaluate the spectral radii of arbitrary asymptotic mappings, so we start by showing in Sect. 3.1 simple algorithms for this purpose. These algorithms also enable us to obtain information about an eigenvector associated with the spectral radius.
Spectral radius of asymptotic mappings
Let T∞ : R N + → R N + be a continuous asymptotic mapping associated with a continuous mapping T : R N + → R N + satisfying property (i) in Definition 1. It can be verified that T∞ also satisfies property (i). If T∞ is in addition concave and primitive, in the sense that 1 
with an arbitrary monotone norm · converges to a point x ∈ R N ++ such that T∞(x ) = T∞(x ) x and x = 1 [23, 24] . Therefore, by [22, Lemma 3.3] , we conclude that ρ(T∞) = T∞(x ) . In practical terms, the iteration in (3) is a simple algorithm to compute the spectral radius and a corresponding eigenvector of an asymptotic mapping, provided that the assumptions mentioned above are valid. In more challenging cases in which existing results such as those in [23, 24] does not necessarily guarantee convergence of (3) to a point x satisfying ρ(T∞) = T∞(x ) , we propose an approach based on the following result (the proof is omitted because of the space limitation): 
where xp,1 ∈ R N + is arbitrary, and · is a monotone norm. Then we have the following:
(i) T is a standard interference mapping. 1 T m ∞ denotes the m-fold composition of T∞ with itself.
(ii) For every p > 0, the sequence (xp,n)n∈N converges to a point x p ∈ R N ++ satisfying T (x p ) = ( T (x p ) /p) x p and x p = p.
∞, then any accumulation point of (x pn )n∈N is an eigenvector of T∞ associated with the eigenvalue ρ(T∞).
In simple terms, Proposition 1(iii)-(iv) shows that the spectral radius ρ(T∞) of any asymptotic mapping T∞ that is monotonic and continuous can be estimated with any arbitrary precision by using (4) . Informally, given an arbitrary scalar > 0, if n ∈ N and p ∈ R++ are sufficiently large, then ρ(T∞) ≈ T (xp,n) /p, where (xp,n)n∈N is the sequence generated by (4) . Furthermore, by assuming that (x pn )n∈N in Proposition 1(v) converges, then xp,n with the above parameters is an approximation of an eigenvector of T∞ associated with the spectral radius ρ(T∞).
Convex mappings
Checking whether a continuous and monotonic mapping T : R N + → R N ++ is c-contractive may be challenging because proving the existence of a tuple (v, c) ∈ R N ++ × [0, 1[ with the property in Definition 1(iii) may be difficult. However, as we show in the next proposition, if T is convex (as common in many robust wireless resource allocation problems [13, 14] ), then knowledge of the spectral radius of T∞, assuming that T∞ exists, can be used to determine whether T is contractive. Proof. We only have to show that the property in Definition 1(iii) can be satisfied with c = ρ(T∞) ≥ 0. To this end, let v ∈ R N ++ be a vector with the property in assumption (i). Now, by Fact 1 and positive homogeneity of asymptotic mappings, we deduce (
We note that there are many simple results to verify assumption (i) in Proposition 2 without explicitly computing a so-called (nonlinear) eigenvector v ∈ R++ [25] . In addition, neither assumption (ii) nor assumption (iii) can be dropped. The former is required because of the definition of contractive mappings, and the latter is also necessary because, as shown below, the spectral radius of the asymptotic mapping T∞ associated with a c-contractive mapping T is a lower bound for the modulus of contraction c ∈ [0, 1[. Proposition 3. Let T : R N + → R N ++ be c-contractive and convex. Then T has a continuous asymptotic mapping T∞ :
Denote by T (i) : R N + → R N ++ the ith coordinate function of the mapping T ; i.e., (∀x ∈ R N + )[T (1) (x), · · · , T (N ) (x)] := T (x). Since T is continuous and convex, by Fact 1 we have
+ is the asymptotic mapping associated with T (in the sense of Definition 2), we need to show that dom T (i)
. . , N } . To this end, take the coordinatewise supremum in (5) over x ∈ R N + and apply (6) with d = v and an arbitrary > 0 to obtain
By positivity of v, for an arbitrary x ∈ R N + , there exists η > 0 such that x ≤ ηv. Since > 0 in (7) can be chosen arbitrarily, we can use η = and monotonicity of T to deduce T∞(x) ≤ T∞(ηv) ≤ cηv ∈ R N + . As a result, we have T
. . , N } as claimed. (We can also show that T∞ is continuous in R N + , but we omit the proof because of the space limitation.) With the inequality in (7) and continuity of T∞, we also obtain ρ(T∞) ≤ c by [22, Lemma 3.3] , and the proof is complete.
We now show a useful relation between contractive and standard interference mappings. From a practical perspective, the next result and (2) reveal that many existing iterative algorithms for power control in wireless networks converge geometrically fast. Furthermore, the inequality in (2), Proposition 2, and Proposition 3 show that the concept of spectral radius of asymptotic mappings provides us with information about the convergence speed of these algorithms.
Proposition 4. Let T : R N + → R N ++ be a convex standard interference mapping. Then ρ(T∞) < 1 is a sufficient and necessary condition for T to be contractive.
Proof. By Fact 2, if ρ(T∞) ≥ 1, then Fix(T ) = ∅, so T cannot be contractive because contractive mappings have a fixed point [2] . Therefore, ρ(T∞) < 1 is a necessary condition. To prove sufficiency, we only need to show that property (iii) in Definition 1 is satisfied if ρ(T∞) < 1. By Fact 2, if ρ(T∞) < 1 then there exists x ∈ R N ++ such that x = T (x ). By [16, Lemma 1(ii)] and T∞(x ) = limt→∞ T (tx )/t [21, Corollary 2.5.3], we have T∞(x ) < T (x ) = x . As a result, there exists c ∈ [0, 1[ such that T∞(x ) ≤ cx for all > 0. Therefore, by the positive homogeneity of asymptotic functions, we have T∞( x ) ≤ cx for all > 0. By Fact 1, we conclude that T (x + x ) − T (x) ≤ T∞( x ) ≤ cx for every x ∈ R N + , and the desired result follows.
Concave mappings
We now proceed to study convergence properties of the algorithm in (1) with (continuous) positive concave mappings, and we recall that these mappings are also standard [8, Proposition 1]. In particular, the next proposition proves that the spectral radii of asymptotic mappings can be used to obtain a lower bound for the estimation error of the sequence generated by (1) -see the inequality in (8) .
Proposition 5. Assume that T : R N + → R N ++ is continuous and concave with ∅ = Fix(T ) =: {x }, and denote by v ∈ R N + \{0} any vector satisfying T∞(v) = ρ(T∞)v (a vector with this property always exists [22] ). To simplify notation, define ρ := ρ(T∞) < 1, where the inequality follows from Fact 2. Then each of the following holds:
for any monotone norm · and every n ∈ N. Proof. (i) We prove the result by induction on n. By Lemma 1, we know that
x , which shows that the desired inequality is valid for n = 1. Now assume that T n (x + v) ≥ x + ρ n v is valid for an arbitrary n ∈ N. As a consequence of the monotonicity of T , we have
(10) Now substitute d = ρ n v and x = x into (9) and use the positive homogeneity property of T∞ to verify that
Combining this inequality with that in (10) , we obtain the desired result T n+1 (x + v) ≥ x + ρ n+1 v, and the proof is complete.
(ii) The proof is similar to that in part (i), so it is omitted for brevity.
(
where the last inequality follows from part (i). Monotonicity of the norm · now shows that (∀n ∈ N) T n (x1) − x ≥ ρ n v . In addition, positive concave mappings are standard interference mappings [8, Proposition 1], so T n (x1) − x → 0 by [1, Theorem 2], and the proof for x1 ≥ x + v ≥ x is complete. We skip the proof for x1 ≤ x − v ≤ x because it is similar.
NUMERICAL EXAMPLE
To illustrate the results obtained in the previous section in a concrete application, we study the convergence speed of a well-known algorithm for load estimation in wireless networks [3, 8, 11, 15, [17] [18] [19] . The algorithm is simply the iteration in (1) with the concave mapping given by
where, for all i ∈ {1, . . . , N } =: M and all x ∈ R N + ,
M is the set of base stations, Ni = ∅ is the set of users connected to base station i, dj ∈ R++ is the traffic (in bits/s) requested by the jth user, K ∈ N is number of resource blocks in the system, B ∈ R++ is the bandwidth per resource block, pi > 0 is the transmit power per resource block of base station i, gi,j > 0 is the pathloss between base station i and user j, and σ 2 > 0 is the noise power per resource block. The ith component x i of the fixed point x ∈ Fix(T ), if it exists, shows the fraction of resource blocks that base station i requires to satisfy the traffic demand of its users. Although we cannot have x i > 1 in real network deployments, knowledge of these values is useful to rank base stations according to the unserved traffic demand [18] . See [3, 8, 11, 15, 17, 18, 20] for additional details on the load estimation problem.
The asymptotic mapping associated with T is given by [15] T∞ : otherwise. The asymptotic mapping T∞ is linear, so ρ(T∞) is simply the spectral radius of the matrix M .
With the results in Proposition 5, we can prove that the convergence rate of the recursion in (1) is expected to decrease with increasing traffic. To this end, let T (x) = βT (x) for every x ∈ R N + , where β ∈ R++ is a design parameter. This new mapping T can be obtained, for example, by scaling uniformly the traffic demand of every user by a factor β, and we assume that ρ(T∞) < 1. We can verify that ρ(T ∞ ) = βρ(T∞) > 0. As a result, in light of the bound in (8) , by increasing β, the algorithm is expected to become increasingly slow as ρ(T ∞ ) = βρ(T∞) < 1 approaches the value one. (The algorithm diverges if βρ(T∞) ≥ 1.) Fig. 1 illustrates the above points. It shows the estimation error xn − x 2 of the fixed point iteration (FPI) in (1) with x1 = 0 and the bound in Proposition 5(iii) for the mappings T and T described above. The parameter β > 1 for T was chosen to satisfy ρ(T ∞ ) = 0.99. For the construction of T , we use a scenario similar to that in [8, Sect. V-A]. Briefly, we obtained snapshots of a network with 1,500 users requesting a traffic of 300 kbps each, and we picked one snapshot with ρ(T∞) < 0.99, in which case we also have Fix(T ) = ∅ as an implication of Fact 2. Other parameters of the simulation were the same as those in [8, Table I ]. To compute the bound in (8) for T , we set the vector v to the right eigenvector of diag(p) −1 M diag(p) (obtained by using (3)) associated with the eigenvalue ρ(T∞). In turn, the scalar in (8) was set to the largest positive real such that x − v ∈ R N + . The bound for T was constructed in a similar way. As expected, the numerical results in Fig. 1 are consistent with the theoretical findings.
CONCLUSIONS AND FINAL REMARKS
We have shown that knowledge of the spectral radius of asymptotic mappings is useful to relate standard and contractive interference mappings, and with this knowledge we also obtain information about the convergence speed of widely used instances of the recursion in (1). One advantage of the analysis shown here over existing results in the literature is that we do not assume the mapping T in (1) to be constructed by combining a finite number of affine functions. Furthermore, unlike previous results, in the proposed approaches the parameters used to obtain bounds for the convergence speed are easy to estimate. The bounds derived here show, for example, that the converge speed of a well-known iterative algorithm for load estimation in wireless networks is expected to decrease with increasing traffic.
