We present an up-to-date catalog of intrinsic iron abundance spreads in the 55 Milky Way globular clusters for which sufficiently precise spectroscopic measurements are available. Our method combines multiple datasets when possible to improve the statistics, taking into account the fact that different methods and instruments can lead to systematically offset metallicities. Only high spectral resolution (R > 14, 000) studies that measure the equivalent widths of individual iron lines are found to have uncertainties on the metallicities of the individual stars that can be calibrated sufficiently well for the intrinsic dispersion to be separated cleanly from random measurement error. The median intrinsic iron spread is found to be 0.045 dex, which is small but unambiguously measured to be non-zero in most cases. There is large variation between clusters, but more luminous globular clusters, above 10 5 L , have increasingly large iron spreads on average; no trend between iron spread and metallicity is found.
INTRODUCTION
Globular clusters (GCs) were once thought of as single stellar populations, whose stars all share the same age and global composition. Better observations have radically reshaped that picture -it is now clear that most, if not all, GCs contain multiple populations with different abundances of many intermediate-mass elements (e.g. O, Na, Mg, Al; see Bastian & Lardo 2018 for a recent review) and in some cases somewhat different ages. However, the products of supernovae, as traced by global metallicity and in particular the abundance of iron, is still considered to be uniform amongst the stars in a GC in most cases. A few GCs (e.g. M 54, ω Cen, and a handful of others) are generally accepted to have iron abundance spreads, but these clusters are considered "anomalous" and unrepresentative of typical GCs (e.g. Marino et al. 2015) .
However, more careful examination of the data suggests that while iron abundance dispersions are small in most GCs, they are measurable (Willman & Strader 2012; Leaman 2012; Bailin 2018) . A spread in iron abundances could be an important clue to the origin of GCs. Self-enrichment in GCs is required to explain the large variations and correlations in the abundances of intermediate-mass elements and, in some models of self-enrichment, can also lead to iron abundance spreads (Leaman 2012; Renzini 2013; Bailin 2018) . Alternatively, iron abundance spreads have often been taken as a sign that the object is actually the stripped remnant of a dwarf galaxy, all of which have significant metallicity spreads, rather than a true GC (Bekki & Freeman 2003; Carretta et al. 2010; Massari et al. 2014; Marino et al. 2015) . Understanding how iron abundances fit into the origins of GCs requires a good homogeneously-produced catalog of abundance spreads in a large sample of GCs.
However, such homogeneity has not existed until now. There are three major problems that have made this difficult:
1. Sample sizes have often been small because it was difficult to obtain sufficiently high signal-to-noise data with high spectral resolution on a large number of stars before the existence of multi-object spectrographs on 8m class telescopes like VLT FLAMES and Magellan M2FS.
2. The intrinsic dispersions are often comparable to or smaller than the uncertainty on each individual measurement.
3. Relatedly, the results are quite sensitive to the assumed uncertainty on each individual measurement, which is difficult to estimate correctly.
4. There are a number of significant sources of systematic uncertainty, including model atmospheres and non-LTE and 3D effects, that prevent combining multiple studies to increase sample sizes.
There has been no particular pattern to how authors quote their abundance spreads; some quote the observed rms spread while others remove a typical measurement uncertainty in quadrature, and rarely are the spreads themselves given error estimates.
When it comes to the uncertainties on abundance measurements of individual stars, some authors combine random and systematic uncertainties (the former inflate abundance spreads while the latter do not), some quote the line-to-line measurement rms of the stellar absorption lines, some quote the line-to-line rms divided by the square root of the number of lines, and some quote the sensitivity of the metallicity measurements to model atmosphere parameters, or various combinations of these possibly added in quadrature. Although there are reasonable justifications for many of these choices, the diversity severely complicates a direct comparison between studies. As a first step towards using metallicity spreads within GCs to understand their origins, this work collects all of the available data and reanalyzes it homogeneously, presenting an up-to-date homogeneous catalog of iron abundance spread measurements in GCs.
In Section 2, we overview the literature that has been used to generate this catalog. Section 3 contains a description of the method used to determine the intrinsic metallicity dispersions from the available data, including a method to combine multiple datasets. The results, including cross-validation tests for different datasets, are presented in Section 4, and conclusions are presented in Section 5.
LITERATURE
The last catalog of GC intrinsic dispersions was performed by Willman & Strader (2012) ; see also Leaman (2012) . The criteria we adopt for which studies to include, which is similar to those used by Willman & Strader (2012) , are:
1. Metallicities must be based on spectroscopic measurements of iron lines. Although there is a wealth of information from using other metallicity indicators, such as photometry or calcium triplet spectroscopy, a homogeneous catalog requires that all studies are measuring the same aspect of the cluster stars.
2. The iron abundance must be based on equivalent width measurements of individual iron lines, not fitting based on synthetic spectra, whose uncertainty is much harder to quantify (see Section 4.3). In practice, this corresponds to a spectral resolution lower limit of R > 14, 000.
3. There must be at least 5 stars per dataset (although not all such datasets are usable if the total amount of data from all datasets is not sufficient; see Section 3.3 and Figure 1 ).
4.
All observations should be of red giant branch (RGB) stars -no asymptotic giant branch (AGB) stars, horizontal branch/red clump stars, subgiants, or main sequence stars are used. RGB stars and AGB stars are the brightest stars in an old stellar population, so the most likely to be observed spectroscopically, but have different atmospheres and so their temperature and surface gravity scales may differ; moreover, the current generation of AGB model atmospheres appear to have fundamental issues that prevent consistent abundance measurements (Mucciarelli et al. 2019) . The relatively small range in effective temperature and surface gravity on the upper RGB dramatically reduces the likelihood of artificial inflation of abundance spreads by any residual systematic trend between them and abundance. Observations that span a range of evolutionary stages find that there can be systematic differences in derived metallicities, for example between main sequence turnoff stars, subgiants, and red giants (Nordlander et al. 2012; Husser et al. 2016) , which might be due to systematic discrepancies in stellar atmosphere parameters or models (Spite et al. 2016) or physical settling of elements in the atmospheres at different evolutionary stages (Nordlander et al. 2012) . Regardless of the cause, these cannot be true differences between the global composition of the stars, which means that including multiple evolutionary stages will artificially inflate the dispersion. We have used the evolutionary stage assigned to each star by the study authors unless there was specific evidence, such as variability, that a giant was an AGB star. It is possible that the tip of the RGB could be contaminated by a few AGB stars, but in the examples we tested we saw no difference in our results from excluding the brightest stars.
We began with the Willman & Strader (2012) catalog as our base. We then went methodically through every cluster listed in the GC catalog of Balbinot & Gieles (2018) , which is an augmented version of the 2010 version of the Harris catalogue (Harris 1996 (Harris , 2010 , and performed a literature search on NASA's Astrophysics Data System 1 for any papers from 2012 or later with the word "abundance" or "metallicity" in the abstract and a match for the object in question. Earlier data sources not used by Willman & Strader (2012) were also included when they came to our attention, and we went back to the original data that Willman & Strader (2012) used when it was possible to combine it with other data.
ANALYSIS

Abundance Measurements
In the literature, there are many variations on the methodology of turning absorption line equivalent width measurements into metallicities. Some studies calculate [Fe/H] independently from the Fe I and Fe II lines, while others either average them or force them to be equal to each other to enforce ionization equilibrium and only report a single [Fe/H] value for each star. Although Fe I can be subject to non-LTE systematic shifts due to the small fraction of iron that is neutral at stellar atmospheric temperatures, the significantly larger number of Fe I lines than Fe II lines and better-determined oscillator strengths mean that the Fe I abundances are measured more precisely. Therefore, for the goal of determining the spread in metallicity, which requires precision but is insensitive to systematic shifts, we adopt the Fe I abundances when available, otherwise we adopt the reported [Fe/H].
Abundance Uncertainties
The dispersion in [Fe/H] within a cluster is small and of similar scale to the uncertainties in the abundance measurements of the individual stars. Therefore, having a proper understanding of those uncertainties is critical for determining how much of the observed star-to-star scatter is due to random measurement error vs. intrinsic spread in abundances. Unfortunately, accurately estimating the uncertainty is difficult, and different authors have often chosen to quote different quantities when estimating their magnitude.
It is critical to separate random uncertainties from systematic uncertainties. Random uncertainties that operate independently on each star increase the measured star-to-star variation in metallicity; major sources of random uncertainty include photon statistics, continuum placement, and the statistics from the number of absorption lines that are used. On the other hand, uncertainties that systematically shift measured metallicities higher or lower change global measured metallicities but do not increase star-to-star dispersion; major sources of systematic uncertainty include instrumental effects, stellar atmosphere models, line lists, oscillator strengths, non-LTE and 3D effects, and details of how the analysis is performed.
Atmospheric parameters (effective temperature T eff , surface gravity log g, and microturbulent velocity) can have both random and systematic effects: derived metallicities are sensitive to the parameters, and different methods often derive systematically higher or lower values of these parameters relative to each other, and consequently derive systematically shifted metallicities; on the other hand, if there are random errors in these parameters (e.g. due to photometric uncertainty for photometrically-derived T eff and log g), then those random errors propagate into random errors in the derived metallicity. Most authors calculate the sensitivity of abundances to the atmospheric parameters and use that to translate an estimated error on atmospheric parameters into an estimated error on metallicity. However, the estimation of atmospheric parameter uncertainties is itself heterogenous: some studies measure a dispersion and therefore accurately derive the random uncertainty, some look at total offsets that include both random and systematic components, and some use typical values from the literature that might or might not be relevant for the study in question. When it comes to translating the atmospheric parameter uncertainty into abundance uncertainty, many studies assume that the sensitivity to each parameter acts independently as a random component, when in fact this is a major overestimate both because some of this variation is systematic, but more importantly because there are large covariances between the effects of different atmospheric parameters (especially between T eff and log g; McWilliam et al. 1995) .
Whenever possible, we have adopted empirical measurements of the random component of the uncertainty. Most often, this corresponds to σ lines / √ N lines , where σ lines is the rms dispersion in the measurements of [Fe/H] from the different Fe I lines and N lines is the number of Fe I lines used (as in Willman & Strader 2012; J. Strader, priv. comm.) . Uncertainties based on sensitivity to atmospheric parameters are included when the studies properly take covariances into account and take care about how the atmospheric parameter uncertainties are estimated, otherwise the line-to-line compo-nent is a better estimate due to the issues discussed above. Studies whose adopted uncertainties deserve special note are listed in Section 4.2.
In order to identify cases where the abundance errors have been overestimated, we have looked at the rms z-scores, σ z . Assuming that abundance errors have a normal distribution, then if we define z i to be the difference between a datapoint x i and the mean of the datasetx in units of the measurement uncertainty for that datapoint e i ,
then for a cluster with no intrinsic dispersion, the values z i should follow a normal distribution of width σ z = 1. Intrinsic dispersion can only increase σ z . Therefore, if the nominal errors e i are accurate estimates of the random uncertainty in the data, σ z ≥ 1. The only way to have σ z 1 is if the errors have been overestimated.
Measuring Intrinsic Dispersion with Combined Datasets
For many clusters, the number of stars in any individual study is small, often a dozen or fewer. To determine the minimum amount of data required, we have generated random Gaussian datasets of various size N with an intrinsic σ 0 = 0.1, a mean of 0, and random errors per measurement of e = 0.05 for all measurements; this ratio of σ 0 /e i is typical for the actual datasets analyzed. Figure 1 shows the recovered mean and values of σ 0 as a function of N ; σ 0 is recovered to within the derived error bars for N ≥ 10, although the error bars remain large and more data is much better. We therefore require that the total number of datapoints be N ≥ 10.
In order to increase the amount of data, and therefore obtain small error bars, we have performed a combined analysis of multiple datasets when they are available to increase the sample size. However, when doing so we must account for systematic effects. Different studies can find systematically offset values of [Fe/H] for many reasons, including choices of model atmospheres, spectral region, instrumental effects, spectral resolution, treatment of non-LTE effects, and use of only Fe I lines versus both Fe I and Fe II lines. Combining multiple datasets with systematic offsets can lead to inflated values of σ 0 (Figure 2) .
In order to prevent such artificially inflated measurements, we have adopted a Bayesian Markov Chain Monte Carlo (MCMC) approach to fitting multiple datasets simultaneously to a normal distribution ( Figure 2 ). For a single dataset i with 1 ≤ j ≤ N i data points {x i,j } and uncertainties {e i,j }, the likelihood of a normal distribution with central value µ i and width σ 0 is
.
( are recovered by the algorithm for random Gaussian datasets with different values of N . In all cases, the mean was 0 and σ 0 = 0.1 with a random error per measurement of e = 0.05, typical values for the datasets we use. σ 0 is recovered to within the derived error bars for N ≥ 10.
If there are M data sets with identical values of σ 0 but possibly offset central values µ i , the likelihood of the full data is
and for flat priors on the M +1 parameters {σ 0 , µ 1...M }, the logarithm of the posterior pdf is . Left: Schematic view of how combining two different data sets with the same intrinsic width σ 0 but a systematic offset in the mean value (solid curves) can lead to an artificially inflated measurement of the width (dashed curve). Right: Schematic view of how we simultaneously fit multiple data sets at the same time. For example, if all of the stars in dataset 1 have a random uncertainty 1 and a mean µ 1 , and all of the stars in dataset 2 have a random uncertainty 2 and a mean µ 2 , then we can simultaneously fit for the three parameters σ 0 , µ 1 , and µ 2 without biasing the measurement of σ 0 .
We have used the emcee package (Foreman-Mackey et al. 2013) to find the best fit values and confidence intervals for the data, with uniform priors on µ 1...M and a uniform prior on σ 0 ≥ 0. With M = 1 dataset, this is the same as the method used by Willman & Strader (2012) , and so in cases where there are no new additional datasets, we adopt their values. This approach to fitting multiple datasets has a number of significant advantages. First, it increases the sample size of stars allowing for much more precise measurements of σ 0 , and for measurements in cases where no individual study contains enough stars. Second, it makes the results more robust to idiosyncrasies in an individual dataset. Third, even when different datasets contain observations of the same stars, which would artificially reduce the measured σ 0 if all data were simply analyzed together due to the presence of non-independent data, our method compares each datapoint only to other datapoints in the same dataset, not to the data in different datasets, and so does not suffer from this effect.
Although this technique allows multiple studies to be analyzed simultaneously, each dataset must have enough information for an independent determination of the central value µ i and constraints on σ 0 ; therefore, individual datasets with N ≤ 4 stars have not been considered. As discussed earlier, a single dataset with at least 10 data points is required; similarly, for multiple datasets the total number of datapoints minus the number of additional studies (to account for the additional degree of freedom µ i contributed by each additional dataset) must be greater than 10. For single studies that combine data taken with multiple instruments, the data from each instrument is treated as a separate dataset due to the possible instrumental systematic effects.
The MCMC algorithm has been run on each dataset individually as well as on the combined dataset, which is useful for cross-validation and identifying cases where studies disagree and further investigation is warranted; these are noted in Section 4.2. (2015) Magellan MIKE data (bottom). Brown dashed curves denote the expected distribution if there were no intrinsic dispersion, based on the magnitude of the random errors for each star in each dataset, while the black solid curve is the combined effect of the random errors and an intrinsic Gaussian of width σ 0 = 0.053 dex, as derived by the MCMC algorithm. The algorithm simultaneously fits the larger-N but lower-resolution GIRAFFE data and the higher-resolution UVES and MIKE data with a consistent value of σ 0 , while not artificially inflating it because of the systematic offset in [Fe/H] between studies.
We have used the MCMC chains to calculate the overall mean value of [Fe/H] for each cluster. For each sample in the chain, we calculate an average of the central values µ i of the datasets each weighted by the number of stars N i , and use the median and 68% confidence interval of these samples as the estimate of the mean [Fe/H] of the cluster. This estimate is not as homogeneous as the estimates of σ 0 because it is affected by systematic offsets between studies and non-LTE effects in the Fe I lines.
An example is shown in Figure 3 for NGC 4590, which uses three datasets. The higher resolution UVES and MIKE data have smaller random errors and therefore a slightly narrower spread in measured [Fe/H], while the somewhat lower resolution GIRAFFE data points each have larger random errors, but the larger number of stars provides statistical power. Moreover, Schaeuble et al. (2015) find systematically lower values of [Fe/H] across the board. The MCMC algorithm is able to come up with a value of σ 0 that is simultaneously consistent with all three datasets, and is unaffected by the systematic shift between them.
The quoted error bars on σ 0 are only random errors derived from the MCMC fitting procedure. The lower error bars tend to be much smaller than the upper error bars (e.g. Figure 1) ; in other words, the preferred value is essentially the smallest σ 0 that is consistent with the data. The quoted error bars are likely smaller than systematic errors due to the choice of studies to include and the assumption of a Gaussian distribution. However, relative comparison of different clusters should be valid, and the robustness of the method is demonstrated in Section 4.3. 
RESULTS
Catalog
Notes on Individual Studies and Objects
Objects whose analysis is worthy of note are listed below, as are clarifications regarding the treatment of some individual studies.
Carretta et al.
A large fraction of all data comes from the work of Carretta and collaborators using VLT FLAMES. For these studies (Carretta et al. 2007a (Carretta et al. ,b,c, 2009c (Carretta et al. ,b, 2010 Carretta & Bragaglia 2018; Carretta 2015; Bragaglia et al. 2015 Bragaglia et al. , 2017 , we have adopted σ lines / √ N lines for the abundance uncertainties, and treated data taken with the UVES and GIRAFFE spectrographs as separate datasets.
Johnson et al.
There are a number of relevant studies by Johnson et al. (Johnson et al. , 2016 (Johnson et al. , 2017c (Johnson et al. ,a,b, 2018 (Johnson et al. , 2019 . For some (Johnson et al. 2017b) , the quoted error is σ lines , so these have been divided by √ N lines ; for some (Johnson et al. 2016 (Johnson et al. , 2017c , the quoted uncertainty already accounts for N lines and can therefore be used unaltered; for others (Johnson et al. 2018 (Johnson et al. , 2019 , the individual values of σ lines and N lines are unpublished but were kindly provided by C. Johnson (private communication). In the case of NGC 6273 (Johnson et al. , 2017a , the quoted errors include contributions from uncertainties in the atmospheric models, but the measured dispersion is large enough that using a line-only error makes no difference to the result. Masseron et al. (2019) used APOGEE near infrared spectra to observe 10 clusters. These are some of the only observations that are not in the optical, which may result in a systematic shift in the total metallicity but should not impact the metallicity spread. We have only used the RGB stars from this study. The σ values in their Table 2 are actually σ lines / √ N lines (T. Masseron, private communication) , and so they are adopted as the individual uncertainties.
Masseron et al. (2019)
Mucciarelli et al.
A number of VLT FLAMES studies by Mucciarelli and collaborators (Mucciarelli et al. 2013 (Mucciarelli et al. , 2018 Bellazzini et al. 2015) have quoted errors that are found to be overestimates with σ z 1. Dividing the quoted errors by √ N lines brings these studies into agreement with similar studies. UVES and GIRAFFE observations are treated as separate datasets, and only RGB stars have been used from these studies. NGC 6362 ) and NGC 6656 (Mucciarelli et al. 2015b ) are noted separately below. Schaeuble et al. (2015) For the Schaeuble et al. (2015) study of NGC 4590, we only used RGB stars and assumed that σ lines = 0.13 for all stars but calculated N lines individually for each star based on their Table 3. 4.2.6. Wang et al. Four clusters have been observed by Wang et al. (2016 Wang et al. ( , 2017 with VLT FLAMES. We have treated their UVES and GIRAFFE datasets separately, and have used the NLTE Fe I abundances. For NGC 2808, the random uncertainty is listed in Wang et al. (2016) ; for the other clusters only a total uncertainty that includes both random and systematic uncertainty was published, but the random uncertainties were kindly provided by Y. Wang (private communication). 4.2.7. NGC 104 (47 Tuc) The GIRAFFE dataset from Carretta et al. (2009c) gives a lower value for σ 0 than the full sample (σ 0 < 0.026) that is nominally inconsistent, while the UVES dataset from Carretta et al. (2009b) and GIRAFFE dataset from Wang et al. (2017) give higher values (σ 0 > 0.042; there were not enough UVES stars in Wang et al. 2017 to use) , but the magnitude of the discrepancy is not large. Simmerer et al. (2013) found an extremely large abundance spread in this cluster using data from FLAMES/UVES on VLT and MIKE on Magellan, but Mucciarelli et al. (2015a) argue strongly that this is an artifact of their derived surface gravities; the Carretta et al. (2009c,b) data that we adopt show a much smaller dispersion.
4.2.5.
NGC 3201
NGC 4833
The Carretta et al. (2014b) and Roederer & Thompson (2015) data on NGC 4833 are nominally inconsistent; both Carretta GIRAFFE and UVES datasets favor σ 0 < 0.018 while the Roederer dataset on its own gives σ 0 = 0.063 +0.037 −0.011 . The MCMC algorithm strongly favors the Carretta values due to the smaller individual errors and larger number of stars.
NGC 5286
The data for NGC 5286 come from Marino et al. (2015) , with GIRAFFE and UVES datasets analyzed separately. We have adopted the σ fit errors from their Tables 6 and  7 
NGC 6121 (M 4)
The two GIRAFFE datasets give alternately low (σ 0 < 0.019; Carretta et al. 2009c) and high (σ 0 > 0.074; Wang et al. 2017) dispersions. The MCMC algorithm splits the difference, and gives a value in agreement with both UVES datasets (Carretta et al. 2009b; Wang et al. 2017 ).
NGC 6362
In Mucciarelli et al. (2016) , the errors are described as a combination of line-based and atmosphere-based uncertainties, but the values don't match this description and give σ z 1, indicating that they are overestimated. We have taken their quoted typical values for both sources of uncertainty and added them in quadrature to use for all stars. For this GC, the result is quite sensitive to this choice; if we instead use only the line-based uncertainties, we find σ 0 = 0.043 +0.006 −0.003 . Their [Na/Fe] distribution for the horizontal branch stars (which are not included in our analysis) is consistent with a unimodal distribution with the error values we have adopted.
NGC 6397
Although a large number of stars were observed by Lovisi et al. (2012) , the errors are dramatically overestimated (σ z 1) and there is not sufficient information available to estimate them correctly. Taking the errors at face value, the Lovisi data on its own gives an upper limit σ 0 < 0.036, which is consistent with the value we derive and adopt from the Carretta data.
NGC 6553
Although Tang et al. (2017) quote measurement errors of 0.03 dex using APOGEE, Holtzman et al. (2015) finds that the internal consistency for iron abundances is 0.053 dex on average, so we have adopted that as the uncertainty for all stars. Villanova et al. (2017) tested the internal consistency of their precision, so we adopt their errors. However, they find a 4σ trend between their derived [Fe/H] values and the temperature of the star, which strongly suggests that there is a residual unphysical systematic within their data that is inflating the measured σ 0 . The MCMC algorithm nominally gives σ 0 = 0.054 +0.021 −0.007 , but due to this issue we have taken the top of this error bar as an upper limit on σ 0 .
NGC 6626
NGC 6656 (M 22)
The data here come from Marino et al. (2011) , as in Willman & Strader (2012) , but with the data from each telescope treated as a separate dataset and an error of 0.02 dex based on the equivalent width measurements, and from Mucciarelli et al. (2015b) using their quoted errors that include equivalent width and atmospheric uncertainties. Mucciarelli et al. argue strongly that although the iron abundance based on Fe I lines show a significant spread, the fact that the iron abundance from Fe II lines do not means that the spread is an artifact, possibly due to non-LTE effects. We have therefore adopted the top of the error bar in our analysis as an upper limit on the true σ 0 . Yong et al. (2014) found an extremely wide metallicity distribution in this cluster; however, Lardo et al. (2016) reanalyzed these data and found that some of this spread is inconsistent with the analysis of Fe II lines. Moreover, these studies have oversampled the metal-rich component, so the dispersion based on them is inflated relative to an unbiased sample. We have therefore not used either of these studies to derive σ 0 , and just used Masseron et al. (2019) .
Terzan 5
The uncertainties in Massari et al. (2014) , which include both measurement uncertainties and atmospheric model uncertainties, are taken verbatim, but the intrinsic dispersion in Terzan 5 is so large that the result is insensitive to any assumption about the size of the errors.
Cross-Validation
Because we have multiple datasets for many clusters, we can validate that our results are robust to the choice of datasets and our untangling of the random errors in many studies. We have grouped each author group/instrument combination together and compared the value of σ 0 we derive for each cluster if we only use that dataset vs. our final result. Figure 4 shows the results of this cross-validation test. The vast majority Figure 4 . Comparison between values of σ 0 for GCs derived from individual studies vs. from all available data for that cluster, for GCs that had at least two relevant datasets. Each author group/instrument combination is considered as a separate set of studies. The dashed line in each panel denotes the one-to-one line. The Kirby18 panel shows what happens if we include data from Kirby et al. (2018) , which uses spectral synthesis fitting rather than iron line equivalent widths (note that for this panel only, we have recomputed the "Combined data σ 0 " to include the Kirby et al. data to enable a fair comparison). All of the individual studies that we use have results that lie near the one-to-one line, indicating that our assessment of their errors and our MCMC method are robust; in contrast, the large scatter and lack of correlation in the Kirby18 plot demonstrates that spectral synthesis fitting measurements are insufficiently precise for determining abundance spreads.
of the data points for the studies that we use are consistent with the one-to-one line given their errors. In other words, our final results using all available data are almost always consistent with each individual dataset when there are multiple datasets. This test validates the robustness of the technique and decisions made regarding abundance uncertainties for individual studies.
When choosing relevant studies in the literature, we restricted ourselves to analyses that directly measured equivalent widths of iron lines to determine metallicities, which removed several large potential datasets, such as Dias et al. (2016) and Kirby et al. (2018) , that used spectral synthesis fitting. Our cross-validation test demonstrates why this is necessary; the Kirby18 panel in Figure 4 compares our values to those obtained using data from Kirby et al. (2018) . The quoted uncertainties on individual stellar [Fe/H] measurements in Kirby et al. (2018) are overestimates (σ z 1 for many clusters) due to their effective inclusion of both systematic and random errors; Leaman (2012) for clusters in common. Clusters are colored by the observational method used in Leaman (2012) : Calcium Triplet (CaT), High Resolution Spectroscopy (HRS), or Medium Resolution Spectroscopy (MRS); in the present work, all data would count as High Resolution Spectroscopy. Right: As in the left panel but omitting the clusters listed as upper limits in Leaman (2012) .
0.07 dex has been removed in quadrature from the quoted errors, which brings σ z to 1 in most cases, though the comparison here is qualitatively unchanged if we use the quoted errors directly. Note also that in this panel only the Kirby et al. data is also used when calculating the "Combined data σ 0 " to enable a fair comparison. This panel shows a large scatter with essentially no correlation, completely unlike the studies that measured individual iron lines. Therefore, we conclude that for the purpose of measuring intrinsic dispersions, only individual line equivalent width abundances can be calibrated sufficiently well.
We also compare our results to those of Leaman (2012) , who gathered observations of stellar abundances from a variety of sources and derived values of σ 0 ( Figure 5) ; there are 34 clusters in common, with uncertainties kindly provided by R. Leaman (private communication) . In the cases where we used the same data sources, our values are mostly (but not always) in agreement. Half of the clusters in common are nominally listed as upper limits in Leaman (2012) and are often inconsistent with measured values derived in this work, but these are rather cases where the errors were too large for Leaman to subtract the uncertainties on the individual abundance measurements rather than true upper limits on the value of σ 0 . When these are omitted (as in the right panel of Figure 5 ), we see that the High Resolution Spectroscopy (HRS) measurements are mostly in agreement. The Medium Resolution Spectroscopy (MRS) measurements are also in agreement but this is largely because they have very large error, while the Calcium Triplet metallicities show no resemblance to ours. This demonstrates the critical importance of using resolved iron lines whose uncertainty can be accurately estimated in order to do this measurement, and of assessing those uncertainties in a homogeneous way. Table 1 . The median value is σ 0 = 0.045 dex.
Overview of General Properties
The basic properties of the GC sample are shown in Figures 6 and 7 . Full analysis of the intrinsic metallicity dispersion will be given in Paper II (Bailin, in preparation) in the context of the Bailin (2018) clumpy self-enrichment model.
Most clusters have σ 0 < 0.1, with a median value of 0.045 dex and a mean value of 0.059 dex. This is certainly small (much smaller than the ∼ 1 dex dispersions seen in abundances of intermediate-mass elements such as oxygen and sodium; e.g., Bastian & Lardo 2018 and references therein), but in the vast majority of cases are statistically distinguishable from zero (remember that the best fit value plotted here is also usually at the bottom of the error bar, so clusters that lie above 0 have robust detections of σ 0 > 0). Although GCs have often in the literature been separated into normal clusters with σ 0 = 0 and "anomalous" clusters with σ 0 > 0 (e.g. Marino et al. 2015) , our results indicate that more nuance is required since most GCs demonstrably have small but non-zero dispersions. Previous authors have identified nine potentially anoma- NGC 6205 also have relatively large values of σ 0 0.1 and are potentially interesting targets to look for other chemical anomalies, such as in s-process elements.
We have compared σ 0 to the basic properties of each GC -its luminosity and metallicity -in Figure 7 . Luminosities are taken from Harris (2010) , an updated version of the Harris (1996) catalog; for GCs with Gaia distances in Gaia Collaboration et al. (2018) , the luminosity has been updated to account for the Gaia distance. At L 10 5 L , there is no trend, but above this luminosity, the average dispersion increases with luminosity; a dashed line is shown to guide the eye, given by σ 0 = 0.05 + 0.1(log L/L − 5).
(5)
A trend between mass (and therefore luminosity) of the cluster and internal dispersion is expected from models of self-enrichment due to the increased depth of the gravitational potential when the cluster was forming (Bailin 2018) . There is no obvious trend between σ 0 and metallicity. These results are consistent with and extend those of Carretta et al. (2009a) , who analyzed spreads in their UVES and GIRAFFE data for 19 GCs. Although Carretta et al. (2009a) did not remove the effects of abundance errors on all of the measured dispersions, their average dispersion of 0.048 dex is similar to our mean of 0.059 dex, but is smaller because their GC sample did not include any of the clusters that have been identified as anomalous, and therefore did not include the clusters with particularly large values of σ 0 . Carretta et al. (2009a) also noted that iron spreads increase with luminosity, which we confirm.
CONCLUSIONS
We have presented a technique to measure the intrinsic dispersion among datapoints with individual errors spanning multiple datasets that works even if the datasets have systematic offsets, as long as the measurement uncertainty of each individual datapoint can be estimated reasonably well. This technique could be applicable to a variety of problems that require measuring intrinsic dispersions from heterogeneous data.
We have used this technique to perform uniform homogeneous measurements of the intrinsic spread σ 0 in the iron abundance of RGB stars in 55 Milky Way globular clusters (GCs) for which sufficiently precise spectroscopic observations exist. Measuring individual iron lines is required in order to obtain precise enough metallicities, and accurate estimates of the random component of the uncertainties in metallicity measurements are also necessary. Although most GCs have small intrinsic dispersions with σ 0 < 0.1 dex, the dispersions are measurably non-zero, with a median of 0.045 dex. A few well-known objects, such as ω Cen, Terzan 5, M 54, and NGC 6273 have significantly higher dispersions, which is often interpreted as evidence for being stripped dwarf galaxy nuclei instead of true GCs. The values of σ 0 do not show an obvious correlation with GC metallicity, but a trend of larger σ 0 with higher luminosity appears above L > 10 5 L . Such a trend would be expected if the intrinsic dispersion comes at least partly from self-enrichment, where deeper gravitational potential wells during formation would lead to larger dispersions (Bailin 2018) .
As a byproduct of this work, we have come up with the following best practices recommendations for quoting stellar abundance uncertainties from high spectral resolution data:
1. List all components of uncertainty separately, with individual numbers for each star when the estimate can differ significantly between stars. In particular, we advise separating out (a) the line-to-line rms σ lines , (b) the number of lines used N lines , (c) systematic uncertainties (and, if multiple sources of systematic uncertainty are estimated, each source should be listed separately in addition to a combined number), (d) the sensitivity of abundances to each atmospheric parameter, (e) a total uncertainty due to atmospheric parameter uncertainty (see point 2), and (f) a total random uncertainty consisting of σ lines / √ N lines plus the uncertainty due to atmospheric parameters added in quadrature.
2. When determining the uncertainty on abundances due to their dependence on atmospheric parameters, we recommend that the input random uncertainty on each atmospheric parameter be determined empirically from the data, and the source of this estimate be stated explicitly. A total uncertainty due to all atmospheric parameters should be calculated including covariance between parameters as in McWilliam et al. (1995) .
Providing this information will allow for the widest possible use of stellar abundance data by future researchers, since the different uncertainties affect different applications of the data differently.
