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In this paper, we consider the uniqueness of radial solutions of the nonlinear 
Dirichlet problem Au +f(u) = 0 in 52 with u = 0 on LX2, where d = C;= I P’/?xf, f 
satisfies some appropriate conditions and R is a bounded smooth domain in IR” 
which possesses radial symmetry. Our uniqueness results apply to, for instance, 
f(u) = up, p > I, or more generally 12~ + zf=, ai@, i > 0. ai > 0 and pi > 1 \vith 
appropriate upper bounds, and R a ball or an annulus. 
1. INTR~OUCTI~N 
In this paper, we consider the uniqueness problem of solutions of the 
nonlinear Dirichlet problem 
Au +f(u)=O in 0, 
u Ian = 0, 
(1.1) 
where Q is a ball or an annulus in IR” and fY roughly speaking, is smooth and 
grows superlinearly withf(0) = 0. It is by now well known that (1.1) has at 
most one positive solution in case f(u) = up. p > 1 and R is a ball [ 71. The 
proof consists of two steps: first, to show that all positive solutions are 
radially symmetric; then making use of the homogeneity of the nonlinear 
term up, one can show that the corresponding ordinary differential equation 
has a unique positive solution. 
It seems natural to ask what happens iff(u) is not a pure power of U? or, 
if L2 is an annulus instead of a ball? While the recent work of Brczis and 
Nirenberg [3] shows, in general, that one does not expect the positive 
solution to possess radial symmetry in case a is an annulus with, for 
instance, f(u) = lu + up (A > 0, p > l), we restrict ourselves to considering 
the uniqueness problem in the class of radial functions in the annuius. Our 
first result is 
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THEOREM 1.2. Let u be a positive radial solution of 
h+uP=O 
in l2, 
u Ian = 0 
(1.3) 
where B is an annulus in R”, n > 2. Then u is unique in the class of all 
positive radial functions provided 1 <p < (n + 2)/(n - 2) if n > 3, and 
l<p<co ifn=2. 
This is a special case of Theorem 2.15 in Section 2. Working with more 
general nonlinearities, we have 
THEOREM 1.4. Let D be an annulus in R”, n = 2 or 3, arzd u be a 
positive radial solution of (1.1). Then u is unique in the class of all positive 
radial functions provided f satisjies 
n-l 
tf’(t) >f (t> > n+3 u-‘(t) (1.5) 
in t > 0. 
A~anexample,f(u)=Lu+~~~=,a~u~‘,where~>O,a~>Oand l<p,< 
(n + 3)/(n - 1). n = 2,3. In case Q is a ball, we have 
THEOREM 1.6. Let 52 be a ball in R3 and u be a positive solution of 
(1.1). Then u is radially symmetric and is unique in the class of all positive 
functions provided f satisfies (1.5) in t > 0 for n = 3. 
Note that in Theorem 1.6, u being radial is part of the conclusion, 
therefore, the uniqueness holds in general. We also remark that one can 
extend the above results by considering du + f (u, 1 x I) = 0 in D with u = 0 on 
30 instead of (1.1) (see Remark 3.15). 
The proofs of the above theorems essentially consist of two key 
ingredients: a somewhat precise behavior of w = r’“- ‘)“u (where r = 1x1), 
and a comparison identity (see (2.8)). This kind of comparison identity was 
first used by Kolodner [9], and later by Coffman [4,5]. 
In Section 2, we prove Theorem 1.2. In Section 3, we prove Theorems 1.4 
and 1.6. Some apphcations and remarks are included in Section 4. 
2. PROOFS OF THEOREM 1.2 AND ITS EXTENSIONS 
the notation 
Zans ‘7 <p < (n + 2)/(n - 2) 
convention that 
if n> 3, and 
l<p<coifn=2. 
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Consider the following initial value problem 
u’l+((n- l)/r)u’+zP=O, 
u(a) = 0, u’(a) = a > 0, 
(2.1) 
where a > 0. It is clear that Theorem 1.2 follows from the following 
THEOREM 2.2. Let u be a solution of (2.1). Then for each 
P E (1, (n + 2)/(n - 91, a > 0, there exists a z = z(a,p) < co such that 
u(z) = 0 and u > 0 in (a, z). Moreover, z(a,p) is strictly decreasing in a > 0. 
In fact, Theorem 2.2 gives more information about the radial solution u of 
(1.3). Instead of studying (2. l), we make the transformation 
then (2.1) takes the form 
ct,= r(n-lt12Zi , (2.3) 
w,,- (n-lb-3) ,v+ wp -o 
4r2 r.(n--l)(p--l)j2 - ’ 
(2.4) 
w(a) # 0, w’(a) = a(“-l)/’ a > 0. 
We claim that the conclusions of Theorem 2.2 hold for w. To show this, the 
following result is crucial: 
THEOREM 2.5. Let w be a solution of (2.4). Then for each a > 0, 
p E (1, (n + 2)/(n - 2)], there exists z = z(a,p) < a~ such that w(z) = 0 and 
w > 0 in (a, z). Moreover, w has exactly one local maximum in (a, z). 
Since the proof is technical and lengthy, we postpone it to the appendix. 
Remark 2.6. In case n = 3, Nehari 11 I] showed that there exists a 
bounded increasing solution of (2.4) in (a, co) for some a > 0 ifp > 5. Thus, 
Theorem 2.5 is sharp. 
Now we begin to prove our assertion. Let q(r, a) = (&/vlaa)(r, a), then q~ 
satisfies 
v,,- (n-W-3) 
wP-l 
4r2 f? + P +n-l)(p- I)/2 CQ -  0, 
12.7) 
da> = 0, q’(a) = acn-lJi2 a > 0. 
It suffices to show q(z) < 0 (where z is in Theorem 2.5). For, differentiating 
w(z(a,p), a) EZ 0 (for all a > 0) with respect to a, we obtain 
w’(z(a, p), a) g (a, p) + g (z(a, p), a) = 0, 
292 WEI-MING NI 
for all a > 0. Therefore, 
since LO’(Z) < 0. This shows z is strictly decreasing in a. (Note that u and w 
have the same zero.) 
To show p(z) < 0, we compare (2.4) and (2.7). The following comparison 
identity is crucial (which is easily verified using (2.4) and (2.7)): 
[(rw’+bw)’ p-(rw’+bw)@]‘= ,,.2;L [(P-l) (b+T) 4 
(2.8) 
where b E R is a constant (to be chosen in various cases). This identity 
slightly generalizes a similar comparison identity of Kolodner’s [9]. Note 
that the left-hand side of (2.8) is the Wronskian of a, and TM” + bw. 
We divide the proof into several steps. 
Step I. Let y,(a,p) be thefirst zero of q(r; a,p). Then y,(a,p) < z(a,p) 
for all a > 0 and p E (1, (n + 2)/(n - 2)]. 
This follows from Sturm Comparison Theorem. Or, assume v) > 0 in 
(a, z), integrating 
o,$,‘u, - WV)‘)’ = (p; l)TWP 
+n l)(P 1)/Z 
from u to z, we get a contradiction. 
Step II. y(z(a,p)) < Ofor p = (n + 3)/(n - 1). 
For, choose b = 0 in (2.8), we have 
[(rw’)’ a, - ~w’o’] = constant 
in [ar, z]. Thus 
(t-w’(r))’ q(r) - m’(r) v’(r) = -cd(u) q’(u) 
for all r E [u, z]. In particular, this implies y, w’(y,) o’(~!,) > 0 and then 
u~‘(JJ~) < 0 since (D’(v,) < 0. Therefore y1 > p, where p is the unique local 
maximum of w in (a, z) (by Theorem 2.5). Now suppose &J?) = 0 for some 
y2 E (JJ,, z] and a, < 0 in (J?,,J?& then, similarly, we have 
This is a contradiction since ~‘(4’~) >‘O and w’(vZ) < 0. Therefore a, < 0 in 
(Y1, zl. 
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Step III. For p E ((n + 3)/(n - I>, (n + 2)/(n - 2)], @(avp)) < 0 for 
all a > 0. 
Let yZ(a,p) be the second zero of ~(r; a,p) if it exists. Suppose y?(@, a) < 
~(3, a) for some p’~ ((n + 3)/(n - l), (n + 2)/(n - 2)] and some a > 0. 
Then, fix this a in the rest of our arguments. Choose b so that (p - l)(b + 
(n - 1)/2j = 2, then (2.8) becomes 
(rw’ + brv)’ q - (~4’ + bu!) q’ f constant 
in [a, z]. At .vZ(F), we have 
This implies rtr’(~rJ > 0 since b < 0 and r1:(y2) > 0. Thus 
4’m <Pm (2.9) 
where /?(p’i is the unique local maximum of M’. Now, (2.9) leads to a 
contradiction by the following continuity arguments. 
(i) By Theorem 2.5 and the continuous dependence on parameters of 
ordinary differential equations, we see that all the functions z(pj+ &pj and 
yL(p) are bounded and continuous. 
(ii) The same shows y2(p) is also continuous when it exists. 
(iii) It is clear that the curve yz(p) cannot intersect the curve yr(pj~ 
We also know, by Step III, that the curve y?(p) cannot intersect the line 
p = (II + 3)/(n - 1) b e ow 1 the point z(p). Therefore the curve y2(p) must 
intersect the curve /3(p) for some p E ((n + 3)/(n - l),~?), say. at p”. This 
contradicts (2.9) (with ~7 replaced by p*). Thus ~JJ < 0 in (.ri, Z] for all a > 0 
and for all p E ((n + 3 j/(n - I), (n + 2)/(n - 2)]. 
FIG. 1. The vertical axis, a (> 0) is fixed. 
505’50:?-10 
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Step IV. For p E (1, (n + 3)/(n - l)), ~(z(u,p)) < 0 for all a > 0. 
Similarly, we first establish the following statement: 
“If y*(a,p’) < z(a,F) for some F E and some a > 0, 
then JT~(u., jj) < ~(a, a).” (2.10) 
Suppose on the contrary, y,(a,$) =z(u,p>. Again, choose b such that 
(p - l)(b + (n - 1)/2) = 2, (2.8) gives 
I45 ~~J’(V*) + w.J~,)l VW = uw’@) #(a>  0 
and therefore 
Y? W’(Y2) P’(Y2) > p. 
Since w’(y& = iv’(z) < 0, ~‘(4’~) > 0, we get a contradiction and (2.10) is 
proved. 
Now, suppose there exists a p’ E (1, (n + 3)/(n - l)], and a > 0 such that 
yz(u, j) < z(u,J?). Similar to the continuity arguments in Step III, we know 
that the curve yZ(p) lies between the curves z(p) and yl(p) near the point p’. 
Since y*(p) cannot intersect z(p) nor ~ri(p), we must have the curve y2(p) 
intersect the line p = (n + 3)/(n - 1) between z((n + 3)/(n - 1)) and 
u,((n + 3)l(n - l)), contradicting Step II above. 
From Steps II, III and IV, we conclude that &z(u,p)) < 0 for all a > 0 
and p E (1, (n + 2)/(n - 2)]. Th is concludes the proof of Theorem 2.2. The 
above arguments may be modified to get stronger results. More precisely, we 
consider the initial value problem 
bV,,- (n- 1)(=3) ,v+ I~Y1 
4r’ ro-l)(p--1)/2 ‘V = 0, (2.11) 
w(a) = 0, w’(a) = cl+ lJi2 a > 0, 
for a > 0, p E (1, (n + 2)/(n - 2)], and it is easy to see that Theorem 2.5 
actually implies that the solution w of (2.11) must vanish infinitely many 
times; and, between two consecutive zeros of w, there is a unique local 
maxirmrm or local minimum, us in the following figure: 
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Denote the kth zero of 1~ by zk(a,p), and one can show that z,(a,p) is 
strictly decreasing in a > 0 provided p E (1, (n f 2)/(n - 2)j. This may be 
achieved by showing that the kth zero, y,(u,p), of the function ~(r; a,p) = 
(aw/&)(r; a, p) satisfies the inequality 
4’&,P) <Z&&P) <J&P) <Z&&p) < I.. < Zk-l@d 
(2.12) 
for each a > 0 and p E (1, (n + 2)/(11- 2)]. For, then we have 
(-l)k +$zk) > 0, for all k > 1. Differentiating w(z,Ju,p), a) = 0 with respect 
to a, we conclude (similarly as before) that A,/& < 0 in a > 0. 
Inequality (2.12) may be proved in exactly the same manner as before: for 
each fixed a > 0, first, prove (2.12) in case p= (n + 3)/(n - 1), then the 
same continuity arguments show that the curve yk+ ,(p) can never intersect 
the curve zk(p) for p E (1, (n + 2)/(n- 2)]. (Note that yk(p) < zk(pj is 
guaranteed by Sturm Comparison Theorem since p > 1.) Therefore, we have 
proved the following extension of Theorem 2.2: 
THEOREM 2.13. For each a > 0, p E (1, (JZ + 2)/(n - 2)], tke kth zero 
z,(u,p) of the solution of (2.11) is Jnite. Moreover, ~~(a, p) is strict!>’ 
decreasing in u > 0. 
Now, consider the nonlinear Dirichlet problem 
Llut~ujP-'U~O in Q, 1 < p Q (12 + 2j/(t2 - 2), 
u Im = 0, 
(2.14) 
where Q = (s E R” ] { < /x] < q 1 is an annulus in R”, and we have 
THEOREM 2.15. For each positive integer k. there exists a urtique soiuion 
of (2.14) which is radially symmetric and has exactly k - 1 zeros in the 
interval (c, q). 
Proof We have just proved the uniqueness. As for the existence, apply 
the standard Ljusternik-Schnirel’man theory to (2.14) in the class of all 
radial functions to show the existence of infinitely many radial solutions of 
(2.14). This, together with the fact that zk(u) is strictly decreasing in a > 0, 
shows, for each k, that there exists a number c > 0 such that zk(G) = ~1. 
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3. PROOFS OF THEOREMS 1.4 AND 1.6 
For Theorem 1.6, consider the corresponding initial value problem: 
u”+;U’ +f(u)=O in (0, co), 
(3.1) 
u(0) = a > 0, u’(0) = 0. 
By the transformation MT = ru, we have 
w” + G(w, r)w = 0, 
w(0) = 0, w’(0) = a > 0, 
(3.2) 
where G(w, r) = (r/w)f(w/r). Set v, = &V/&Z, then it is rather routine to 
check (by standard arguments) that cp satisfies 
q” + [G(w, Y) + wG,,,(w, r)]p = 0, 
(3.3) 
v(O) = 0, v’(0) = 1, 
where G,” = BG/&l. 
For Theorem 1.4, we also consider the corresponding initial value 
problem: 
u”+((n- l)/r)u’+f(u)=O in (a,cT)), 
u(a) = 0, u’(a)=a > 0, 
(3.4) 
where a > 0. By transformation (2.3), (3.4) becomes 
w” + H(w, r)w = 0, 
w(a) = 0, )+?‘(a) = a’+ ‘),‘I a > 0, 
(3.5) 
where a > 0, n = 2,3 and 
This is a regular initial value problem. Therefore, we may combine (3.3) and 
(3.5) into the form 
M”’ + F(w, r)w = 0, 
w(a) = 0, w’(u) = b > 0, 
(3.6) 
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where a > 0; and (3.6) has the property that the solution depends smoothly 
on b and rp = &flab satisfies 
p” + [F(w, r) + WF,$.(W, r>]q = 0, 
cp(a> = 0, 
(3.71 
p’(a) = 1. 
, 
Now, it is easy to see that both Theorems 1.4 and 1.6 are corollaries of 
the following result: 
THEOREM 3.8. Let cv be a solution of (3.6) rvhich has the property stated 
above. Suppose there exists z = z(b) in (a, m) such that w > 0 in (a, z) and 
w(z) = 0, then z is strictly decreasing in b > 0 provided F satisfies the con- 
ditions 
F,,, > 0 for 1%’ > 0, r > a, (3.9) 
F, = aF/ar < 0 for 1~ > 0, r > a, (3.10) 
rF,.+ 2F>O for it’ > 0, r > a. (3.1 I) 
Proof. By Sturm Comparison Theorem, q~ must vanish in (a, z). Let y,(b) 
be the first zero of 9 in (a,z), and we claim that p < 0 in (yi, z]. 
It is easy to verify the following identities which are similar to (2.8) 
(similar identities have also been used in [4,5,9]: 
(w’p’ - w”cp) = qwF,, (3.12) 
[(rn!‘)’ CJI - nt”q’] = -qm7[2F + rF,.]. (3.13) 
Since F > 0 in w > 0, r > a, u’ is concave in (a, z)~ Let j3 be the maximum 
of 1~ in (a, z). Integrating (3.13) from a to y,? we get -y, d(y,j w’(yl) < 0, 
i.e., 
thus, y1 > /?. 
Suppose p vanishes at y2 E (y,, Z] with p < 0 in (yr,pJ. Then. integrate 
(3.12) from yr to yZ, and we have 
W’(Yz) V’tY?) > w’(4’,) u,‘(Yl) 2 0. 
Since y2 > /I, nq’(yZ) < 0, this is a contradiction. Therefore, v, < 0 in (y, , z 1~ 
Now, differentiating w(z@), b) - 0 with respect to b, we get 
dz/db = -yl(z(b))/w’(z(b), b) < 0, 
i.e., z is strictly decreasing in b > 0. 
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Remark 3.14. It is clear that one may relax (3.9) slightly: 
F,,r> 0 for 1~ > 0, Y > a, 
and 
F,>O for small positive w > 0 and Y near (r. 
Thus, the corresponding condition (1.5) may also be relaxed. 
(3.9) 
Remark 3.15. As was pointed out in the Introduction, we may extend 
Theorem 1.4 by allowing f to depend on ]s] also. In this case, the 
corresponding conditions for f(u, 1 x 1) are also easily found from (3.9)-(3.11) 
as follows: 
f - uf, < 0, (3.16) 
(3.17) 
(3.18) 
for (~,~.)E(O~oo)X(u,co), where f, = df/ar, f, = i?f/h. The corresponding 
extension of Theorem 1.6 takes the following form: 
THEOREM 3.19. Let u be a positive radially symmeiric solutiorl of 
Llu+f(u,(xl)=O iit fiGIF?-‘, 
u=o on 80, 
(3.20) 
where 12 is a ball and f satisfies conditions (3.16)-(3.18). Then, u is unique 
in the class of all positive radial functions, 
We should note that iff(u, r) is nonincreasing in r > 0, then the solution ZI 
in the theorem above is in fact unique in the class of positive functions (cf. 
PI). 
4. SOME REMARKS AND APPLICATIONS 
(1) In R3, Theorem 1.2 may be improved, namely, the conclusion of 
Theorem 1.2 (also, Theorem 2.15) holds for all p > 1. This may be seen by 
making the transformation MJ = ru, and then a theorem of Coffman applies 
(see Theorem 2.1 in [4], whose proof depends on some earlier work of 
Fowler [ 61). This seems special in R 3 only, since the equation involved may 
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be transformed into an autonomous equation (by some other transfor- 
mations) which is considerably easier to treat. Nevertheless, we conjecture 
that the conclusion of Theorem 1.2 holds for all p > 1 in all dimensions. 
(2) The equation du + u (n+2)““-2) = 0 does arise in Riemannian 
geometry (see, for instance, [ 121) and Yang-Mills theory (see, for instance, 
[71). 
(3) We suspect Theorems 1.4 and 1.6 may both be improved. The 
condition f(0) = 0 is implicitly imposed by (1.5), and is necessary. For, it is 
well known that there exists a J. > 0 such that the problem 
Au+AeU=O in -‘2? 
u la0 = 07 
where B is the unit ball in iR3, has infinitely many positive radial solutions. 
(4) As an application of our results, we consider the parabolic 
problem 
pt = A@‘+‘) in QR>(R+, 
p(x, t) = 0 on ~aXlR+, 
PC-x, 0) = v(-Y) in 0. 
where p represents, in general, the density of some substance, and here the 
constant 6 is between -1 and 0, which corresponds to the case of “fast 
diffusion” occurring in the modelling of plasmas (see 121). In [2], under 
some appropriate assumptions, it is shown that the limiting behavior of the 
solution p(x, t) is known if one has the uniqueness of (1.3). Now, Theorem 
1.2 establishes the uniqueness of (1.3) in the radial class; thus. the result of 
[2] applies to radially symmetric initial values in an annulus. We also note 
that for the case 6 > 0, the above equation is the porous medium equation 
and the corresponding question is treated by Aronson and Peletier [I]. 
(5) We should remark that the existence of a positive radial solution 
of (1.3) is known for all p > 1, n > 2 (see [Sj). 
(6) The uniqueness question of some related semilinear elliptic 
equations on the entire space ipn is treated in Peletier and Serrin [ 13 ] and in 
McLeod and Serrin [lo]. 
APPENDIX: PROOF OF THEOREM 2.5 
We treat the cases p E (1, (n + 3)/(n - l)] and p E ((n + 3)/(n - 1). 
(n + 2)/(n - 2)] separately. 
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(1) 1 <P<@+3)/(n-l) 
w can only behave like one of the following cases: 
(i) w is monotonically increasing in (u, co). 
(ii) w increases to a local maximum at finite time and then 
monotonically decreases to c > 0 at co. 
(iii) ~7 increases to a local maximum at finite time and then decreases 
to a positive local minimum at finite time. 
(iv> M’ increases to a local maximum at finite time and then decreases 
to zero at finite time. 
We claim that cases (i), (ii) and (iii) are impossible. 
Suppose case (i) happens, i.e., suppose MJ is monotonically increasing to c 
at co. Rewrite the equation in (2.4) as 
w” + 
[ 
d-l 
y(“-l)(P-1)12 - 
(n-l)(n-3) w=. 
4r2 1 64.1) 
Since p<(n+3)/(n-I), (n-1)/2 (p-1)<2. Thus c<co by Sturm 
Comparison Theorem (just compare (A.l) to the Euler equation 
k 
w”+-p=0, 
where k > 2 is a constant). If p < (n + 3)/(n - l), then (n - 1)/2 
(p - 1) < 2 and in (A.l), the term in the bracket is eventually dominated by 
wP-l/ro-l)(P-1)/2 which is larger than l/r2 for r large. Again, Sturm 
Comparison Theorem implies that w is oscillatory, a contradiction. Now, let 
p = (n + 3)/(n - 1) and u = w - 6c, where 6 E (0, 1) is a constant to be 
chosen later. Then u satisfies the equation 
L”’ + ,*P’ - L (n-l)(n-3) 4 I w 11 -o -.- v r2- 3 (A.21 
for r sufficiently large. It is easy to see cp--l > (n - l)(n - 3)/4; for 
otherwise, PV” > 0 in (a, co) and w is convex, then c = co, a contradiction. 
Now, the coefficient of the term v/r2 in (A.2) tends to (cp-’ - 
(n - l)(n - 3)/4) . l/(1 - 8) at co. Thus, we can choose 6 so close to 1 that 
this limit is larger than 1. Again, Sturm Comparison Theorem implies v must 
be oscillatory, a contradiction. Therefore, (i) cannot happen. 
Next, suppose case (ii) happens. We first observe that 
lirjn&f r2wf2(r) = 0. (A-3) 
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For, suppose not, i.e., suppose Y%“(Y) > .s2 > 0 in (R. co>. Since i+ is 
decreasing in (R, co), u”(r) < 0 in (R, co). Thus, 
in (R, co). Integrate, 
-w’(r) > e/r 
w(R) - w(t) > & log (t/R) 
for all f > R. Letting t + co, we get a contradiction, and (A.3) is proved. In 
particular, there exists an increasing sequence 5, + co such that 
t;k w’ *(&) + 0. For each <, , let r, be the unique point in (a, <,) with 
w(a,) = IV(&). Now, multiply (A.l) by r’bv’, and we get 
r2w”W’ - ((n - l)(n - 3)/4) W’1V + TQHJPlV = 0, 
where 4 = 2 - ((n - 1 j/2) (p - 1) > 0. Integrating from v, to <,, , we get 
For the second term, integration by parts gives 
since M(Y) > HJ(&,) = PO(~,) on (q,, {,). Integrating by parts to the first term 
then gives 
~~w’~(&,J - &w”(I;~,) - 2 ii, rwf2(r) dr > 0. 
’ ‘l,,i 
Letting m + co, we obtain a contradiction and therefore case (ii) can never 
happen. 
A similar but simpler argument shows that case (iiij can never happen 
For, suppose w reaches its first local minimum at t, then letting lip be the 
point in (u, <) such that w(q) = MT(~) and repeating the argument above with 
&,,, qln replaced by r, q, respectively, we arrive at a contradiction. 
This completes the proof of Theorem 2,5 in the case where y E (1. 
(fl + 3)/b - I)]. 
(II) (n + 3)/(n - 1) <p < (n + 2)/(n - 2) 
We start with the transformation M?= PC, where 0 <,u = (H - I)/2 - 
2/(p - 1) < f, and (2.4) becomes 
&I” + 2,uru’ + [p(p - 1) - (n - l)(n - 3)/4]v + UP = 0, 
v(a) = 0, v’(u) = a2’(p-‘) a > 0. 
(A.4) 
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Similarly, only one of the following holds: 
(i) u is monotonically increasing in (u, co). 
(ii) u increases to a local maximum at finite time and then 
monotonically decreases to c > 0 at co. 
(iii) L’ increases to a local maximum at finite time and then decreases 
to a positive local minimum at finite time. 
(iv) L’ increases to a local maximum at finite time and then decreases 
to zero at finite time. 
Again, we claim that case (iv) must take place. 
Suppose (i) happens, i.e., suppose u is increasing to c at co. Rewrite the 
equation in (A.4), 
21” + [v”-’ - (n - l)(n - 3)/4 -,~(l -,B) + 2,~(v’/v)] v/r* = 0, 
and we see that c < co (same comparison arguments as in case (I)(i)). Next, 
we observe that 8-l > (n - l)(n - 3)/4 + ,u( 1 - ,u). For, suppose not, then 
r*v” + 2prv’ > 0 
in (a, co). Since 2,~ < 1, L” > 0, we have (rv’)’ > 0 in (a, co). This implies 
U+ co at co, a contradiction. Now, set 6 = ~1 - 6c, where the constant 
6 E (0, 1) will be chosen later. U satisfies the equation 
17’ + [up-’ - (n - l)(n - 3)/4 -,~(l -,u) + 2,ur(v’/v)] V/L’. if/r2 = 0. (AS) 
Since U’ > 0 in (GL, co), the coefficient in front of U/r* in (A.5 j is bounded 
below by 
[v”-’ - (n - l)(n - 3)/4 -P(l -p)] v/6, 
which tends to 
[d-’ - (n - l)(n - 3)/4 -PC1 -PII l/(1 - 6) 
at infinity. Then we may choose 6 so close to 1 -that this limit is larger than 
1. Again, Sturm Comparison Theorem implies 6 is oscillatory, a con- 
tradiction. 
Next, suppose case (ii) holds. Then (A.3) holds for v, and thus there exists 
an increasing sequence &, + oo such that <~v’*(&,J + 0. Similarly, let ?I,,, be 
the unique point in (CL, &J such that u(q,J = v(&,J. Multiply (A.4) by v’, and 
integrate from qm to r,. 
As in case (I)(ii), integration by parts gives 
(<i/2) v’*(<,) - (qi/2) v’*(rf,) + (2,~ - 1 j fm rvf2(r) dr = 0. G44 
-vm 
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By an elementary argument, it is not hard to show that there exists an E > 0 
such that v’(q,,J > E > 0 for m large. Now, letting m + co? we get a 
contradiction since 2,~ - 1 ,< 0. 
The above arguments also show that (iii) cannot occur-just replace 5, by 
c, the first positive local minimum of U, and 11, by 9. the point in (u, 0, such 
that tl(rl) = I. 
This proves our assertion. Since u and IV have the same zeros, it remains 
to show that w has only one local maximum in (u, z) where z is the first zero 
of w in (a, co ). From Eq. (A. l), we see that IV is convex in the interval where 
W(P) < [(n - l)(n - 3)/4]“‘p-l) Y’ and IV is concave in the interval where 
W(I) > [(n - l)(n - 3)/4] “(p-r) P. Thus, if w has two local maxima in 
(a, z), say, at /3, and p2, then it must have a positive local minimum, say, at 
< E (‘,D, 9PI); and w must be concave at /3, and at pz, convex at <. Hence 
lv(g < [(I1 - lj(n - 3)/4]“‘“-” (” 
and 
I@~) > [(n - l)(n - 3j/4]i!‘p-iJpf, 
i = 1, 2. This implies (see the figure below) 
~$5) < [(n - l&2 - 3)/4]‘I(p-1) < dpij, 
i = 1,2. Thus L’ must have a local minimum in (CI, I), a contradiction. This 
completes the proof of Theorem 2.5. 
We remark that this proof may be extended to cover more general 
nonlinearities and we leave this to the interested readers. 
FIG. 3. The dashed line represents [(fz - I)(rz - 3)/4] ‘,‘p-” r”, where n > 4. 
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Note added in prooj Most of the results in this paper have been extended in a forth- 
coming paper of W.-M. Ni and R. Nussbaum, which also contains some nonuniqueness 
results. 
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