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1. INTRODUCTION 
A number of authors have treated the following continuous time pro- 
gramming problems originating from Bellman’s “bottle neck” problems [l]. 
Primal Problem. Maximize jr a’(t) z(t) dt subject to 
B(t) z(t) < c(t) + r,’ W, 4 4s) 6 O<t<T, 
z(t) 3 0, O<t<T, 
where x(t) is an n x 1 vector, bounded and measurable on [0, T]. 
Dual Problem. Minimize jt c’(t) w(t) dt subject to 
B’(t) w(t) > a(t) + It’ K’(s, t) w(s) 4 O<t<T, 
w(t) 3 0, O<t<T, 
where w(t) is an m x 1 vector bounded and measurable on [0, T]. 
Tyndall [S] proved a duality theorem under the assumptions that the 
matrices B and K were constant and a(t) and c(t) were continuous functions 
mapping [0, T] into En and Em, respectively. The regularity conditions that 
he imposed to ensure that extremal solutions exist for both of these problems 
and the duality theorem holds were 
and 
(z: Bz < 0 and z > 0} = (0) 
B, K, and c(t) have nonnegative components for 0 < t < T. 
* This work was supported by the Air Force Office of Scientific Research, Depart- 
ment of the Air Force, under Grant 72-2345. 
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Tyndall [9] subsequently showed that the duality theorem remains valid for 
the case where a and c are only bounded and measurable. Levinson [7] 
generalized Tyndall’s first paper and shortened his proofs. He allowed a(t), 
c(t), and B(t) to be piecewise continuous functions on [0, T] and K(t, s) 
to be piecewise continuous on [0, T] x [0, T]. Grinold [2, 31 relaxed the 
regularity assumptions of Tyndall and Levinson and required the matrices 
a(t), c(t), B(t), and K(t, s) to be only bounded and measurable. A duality 
theorem was established under these conditions. Hanson [5] and Hanson and 




u’(t) z(t) dt by 
0 s 
oT+(a(tN dt, 
where $ is a scalar concave function, continuously twice differentiable. 
Hanson and Mond also presented the form of the Kuhn-Tucker Theorem for 
this continuous time programming problem. In both papers duality theorems 
were established. 
In this paper we generalize the duality theorem to the case in which the 
constraints are non-linear. The Kuhn-Tucker theory is also generalized 
to this problem in that the Complementary Slackness Principle for the primal 
and dual problems is established as well as the Kuhn-Tucker necessary and 
sufficient conditions. 
2. THE NON-LINEAR CONSTRAINT PROBLEM 
We consider the following problem. 
Primal Problem I’. Maximize 
subject to 
f(40) G c(t) + f,t W, 4 g(44 6 O<t<T, (2) 
and 
z(t) 2 0, O<t<T, (3) 
where z(t), g(z(s)) E E”;f(z(t)), c(t) E Em; K(t, s) is an m x n matrix for which 
k(t, s) 2 0 and k(t, s) = 0 for s > t; c(t) > 0; 
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is such that, for each i, fi is a scalar, convex, differentiable, nonnegative 
function for which 
afm, 2 0, j = l,..., n, 0 < t < T, (4) 
f,(O) = 0, (5) 
for each j and t there exists i such that i’fi/Zkj > 0; (6) 
is such that, for each i, g, is a scalar, concave, differentiable, nonnegative 
function for which 
agi/axj 2 0, j = I,..., n, and g,(O) < 00, 0 < t G T; (7) 
and 4 is a scalar function, continuously twice differentiable, which is such 
that 1 is concave. For this purpose it is sufficient that + is concave. It will be 
assumed that all functions of t are bounded and measurable on [0, T]. 
It will be shown that this problem has the following dual. 
Dual Problem II’ 
Minimize 
+ w’(t) c(t) + w’(t) [Vf ‘WNI’ 4t) + jtT w’(s) 4s, t> &@>> A 
[Vf ‘(WI w(t) > V+(W) + Jtr WWN W, 4 44 & O<t<T, 
(10) 
where u(t)E En and w(t)EEm. 
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It is seen that, if 
and 
the linear case, that 
Vf’MtN = 
and 
afl afm .- . . . - 
a% au, 
2% . . . & 
au, au, 
AL . . . ag,’ 
au, au1 






1 0 *-* 0 
0 1 .** 
= [I * . . 
. . 
. . 
0 . . . . . . 1  = I. 
In this case the dual problem becomes the form given by Hanson and 
Mond [6] since then 
and 
w’(t) [Vf YWI’ u(t) = @t>f W) 
s’ w’(s) K(s, t) g(u(t)) ds =j ’ w’(s) k(s, t) [Vg’(u(t))]’ u(t) ds 
t t 
in the objective function of the dual. It is also seen that if f (x(t)) = B(t) x(t) 
the restrictions (4) and (6), namely 
and for each t and i there exists i such that hi,(t) > 0, are precisely the 
restrictions of Levinson’s Theorem 2 [7]. 
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THEOREM 1. There exists a maximizing solution Z?(t) for Primal Problem I’. 
To prove this theorem the following lemmas will be used. 
LEMMA 1 (Gronwall’s lemma). Let the integrable scalar g(t) > 0 satisfy 
g(t) G Cl + c2 I ot g(s) ds, O<t<T, 
where c, 3 0, c2 > 0. Then 
g(t) < vcat, O<t<T. 
Proof. See Levinson [7]. 
LEMMA 2. Let the uniformly bounded sequence of scalar measurable functions 
{fi(t)}, j > 1, converge weakly on [0, T] to fo(t). Let 
liy+zupfdt) = fdt) and lixninffj(t) = fr(t). 
Then, except on sets of measure zero, 
and 
f&t) < fdt), 0 < t < T, 
fo(t) 2 fr(t)* 
Proof. See Levinson [7]. 
Proof of Theorem 1. Note that z(t) = 0 is a feasible solution. Multiplying 
constraint (2) by the m x 1 vector (l,..., 1)’ the following equation results: 
g f&(t)) < g 4t) + f: ;I iI k& s, gMs)) ds* (11) 
Since fi is convex and gj is concave 
and 
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for all i and j. Hence 
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and, since K(t, S) 2 0, 
By assumption (6) for allj and t there exists i such that afi/&xj > 0; therefore 
for each t and j let 
Hence for each t 
and thus for all t E [0, T] 
where 
0 < A = gGiT mjn u,(t). 
From (11) it follows that if 
1 c(t)1 = f G(t) G Cl and Ik(G4l G'2, 
i=l 
A IWI < cl + s,’ Cc, ds +,1 Gocz Ia(s)1 ds 
< cl + TCc, + (30~2 s 0t I 4s)l 6 
and thus 
I +>I G ~3 + ~4 Lt I WI ds. 
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Thus, by Gronwall’s lemma, 
I WI < c3 exp(%) d c3 exp(Tc,). (12) 
Since the objective function I is concave it follows that, for any feasible 
solutions 2, zr , 
44 - 44 G T ;& I 40 - +>I ~4 I W~,Wl -=c ~0, 
using our result (12). 
Thus I is bounded above for all feasible z(t). Following the same technique 
of [A, for all feasible z(t) let 
1.u.b. Z(x) = L. (13) 
Therefore there exists a sequence of feasible z(j)(,) such that 
Since 
Grin& z(q = L. (14) 
1 z(j) 1 < q, exp(Tc,), (15) 
by weak convergence in L2[0, T] there exists x0(t) to which a subsequence 
of z(j)(,) converges weakly as j + 03. Let this subsequence be denoted as 
zoo)(t). Hence in (13) it follows that 
Z(z0) = L. 
Using Lemma 2 on each entry of zoo)(t) and the result that ,zly is uniformly 
bounded as given by expression (15), it follows that z?(t) is uniformly bounded 
except possibly on a set of measure zero where it can be assumed to be zero. 
Since g is bounded on [0, T], g(z”(t)) is therefore E L2[0, T]. Also, since g 
is concave, 
g(#(s)) < g(xO(s)) + [Vg’(zO(s))] (&J(s) - zO(s)). 
Since k(t, s) is nonnegative, 
s 
t k(t, s) g@+“‘(s)) ds 
0 
< s,* W, 4 &z”(s)) ds + Jot k(t, s) [Vg’(zO(s))]’ (z”“‘(s) - zO(s)) a!~. 
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Thus, since k(t, s), [Vg’(zO(s))]’ eL2[0, 2’1, as they are bounded in [0, T], by 
weak convergence 
s 
t k(t, s) [Vg’(zO(s))]’ (#“‘(s) - z’(s)) ds ---f 0 
0 
asjo + co. Thus 
joixx 1” k(t, s) g(&)(s)) ds < Jot K(t, s) g@‘(s)) ds. 
0 
It then follows in (2) with x = zoo)(t) that 
lirn~.pf(zoo’(r)) < c(t) + 1s’ k(t, s)&‘(s)) h. (16) 
Since f is convex 
f @‘j”‘(t)) > f (z”(t)) + [vf’(2°(t))]’ @J(t) - zO”(t)) 
and thus 
liTs..p f (z”o”‘(t)) > f (z’(t)) + li~.s~p[vf’(z”(t))]’ (z”“‘(t) - z”(t)). 
However, using Lemma 2 it follows that 
f (z’(t)) < liy+yp f (J%) 
except on a set, E, , of measure zero as 
lim sup[Vf’@‘(t))] (z”i”‘(t) 
io-= 
- TxO(t)) > 0 
(17) 
except on this set. But on this set replace .zO(t) by the zero vector. This will 
not change expressions (14) or (17) because of condition (5). Calling the 
modified vector Z(t), from (16) 
f(W) < liyppf (z’o”‘(4) < c(t) + kt W, 4 &‘(s)) ds 
< 49 + Jot W, 4 g(W) 4 
that is, 
f(W) < 4) + Jot W> 4 g(W) & Vt E [O, TJ. 
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Now by again applying Lemma 2 to each entry of zoo)(t) it follows that .9(t), 
and hence Z(t), is greater than or equal to zero except possibly on a set of 
measure zero in the interval [0, T]. Taking s(t) as Z(t) on the complement of 
this set and as the zero vector on the set it can be concluded that s(t) is an 
optimal solution for Primal Problem I’. Q.E.D. 
THEOREM 2. There exists a minimizing solution (u(t), a(t)) for Dual 
Problem II” such that g(t) = g(t) and the objectiwe functions of the primal and 
dual problems are equal. 
Proof of Theorem 2. The following lemmas will be utilized in this proof. 
LEMMA 3. 
= w’(s) h(s, t) [Vg’(z(t))]’ * z(t) ds dt 
j-oTW> Is,’ 44 4 &(s)) dj dt = s,‘lT wW 4, t> g(W ds dt. 
Proof. Let us consider the last expression. Interchanging the variables 
s and t in the right-hand side of this expression we obtain 
s’s T w’(s) h(s, t) g&(t)) ds dt = s’s Tw’(t) k(t, s) g@(s)) dt ds, 
0 t 0 * 
which gives the same form of integrand as on the left-hand side. The two 
dimensional domain of integration in the plane (s, t) can be seen to be identical 
on the left- and right-hand sides. The same argument is used to establish the 
first expression. Q.E.D. 
LEMMA 4. The set of feasible solutions to Primal Problem I’ is a convex set. 
Proof. Let xl(t) and +(t) be feasible solutions and 0 < 01 < 1. Consider 
x*(t) = ml(t) + (1 - a) .zJt). Clearly z*(t) > 0. Now we have 
and 
f @&>> G c(t) + lot 4~ 4 .dGN ds, O<t<T, 
f (44) G 4 + Jot &s> &&N & O<t<T; 




Since each fi is convex and gi is concave we have 
f @4t) + (1 - 4 ,m) d c!f Mt>> + (1 - 4f cm> 
and 
f@‘*(t)) d c(t) + lot k(t, s)g(z*(s)) ds, 0 < t < T. 
Hence z*(t) is also a feasible solution. Q.E.D. 
For the proof of Theorem 2, we need to make the additional assumption that 
for each t either Vv(f(t)) > 0 or Vp)(z(t)) < 0. 
Primal Problem I” 
Maximize 
F(z) = ~oriW(tN + Mt) - W>’ WW>> dt 
subject to 
z(t) > 0, O<t<T, 
z(t) < qt), O<t<T, 
and 
f(W) + W’QWI’ (44 - W) 
B c(t) + s,’ k(t, s)@(s)) ds - I’ k(t, s) [Q’@(s))] s(s) ds (11) 
+ Jo’ NC 4 cw@(~Nl’ 44 4 O<t<T, 
where g(t) is the optimal solution to Primal Problem I’. 
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Let us show s(t) is also an extremal for this problem. z(t) is feasible for 
we have 
after setting g(t) in expression (11). This inequality holds since s(t) is the 
optimal solution for Primal Problem I’. Likewise the other two constraints 
for this problem are seen to be satisfied by z(t). Let us show that z(t) is an 
extremal solution for this problem. Therefore suppose s(t) is not the optimum 
solution; that is, there exists a feasible z*(t) such that 
that is, 
F(z*) > F(z), (14 
I op (z*(t) - a(t))’ V@(t)) dt 
zzz I, (z*(t) - z(t))’ E$(a(t)) dt + f (z*(t) - s(t))’ V+@(t)) dt > 0, 
SC2 
where 
s1 = {t 1 t E [0, T] and V+@(t)) > 0} 
and 
s, = {t 1 t E [0, T] and V+@?(t)) < O}. 
Notice that the first integral is non-positive since x*(t) < Z(t), while the 
second integral is positive. It is also seen that by our assumption (12) the 
measure of the set of t for which Vj(Z(t)) < 0 must be positive or else 
expression (13) would be violated. Moreover upon this set z(t) > z*(t) > 0, 
for if z(t) = z*(t) on this set the second integral of expression (13) would be 
zero and thus contradict our assumption (12). Define 
z*(t), if z*(t) is feasible for Primal Problem I’, 
0, if z*(t) is not feasible for Primal Problem I’ and 
2(t) = w~(t>> < 0, 
6, if z*(t) is not feasible for Primal Problem I’ and 
V+(%(t)) >, 0 where Y, 0 < r < 1, is to be speci- 
fied. 
It is seen that S(t) is a feasible solution for both Primal Problem I’ and I”. 
Now let zl(t) = g(t) + k(Z(t) - if(t)), 0 < K < 1 for some value of k to be 
specified. Since s(t) and d(t) are feasible solutions for Primal Problems I’ 
and I” and, using Lemma 4, we have that zl(t) is a feasible solution for both 
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of these problems. Since 4 is continuously twice differentiable there exists by 
the mean value theorem some bounded matrix N such that 
d(~&>) - b(W) = h(t) - WY v@(t>) + c%(t) - WY WG) - m) 
= k{@(t) - i?(t)) V#qt) + k@(t) - 2(t))’ N(l(t) -s(t))}. 
Thus referring to Primal Problem I’ we have 
= k [l’@(t) - z(t))’ V&z(t)) dt 
+ k j)(t) - T(t))’ N@(t) - z(t)) dtl . 
Since the first term inside the braces is independent of k, choose k to be 
sufficiently small so that the right-hand side of the equation takes the sign of 
the first term. Making r large enough, the first term will be positive. For 
s or (.2(t) - z(t))’ V&?(t)) dt 
(14) 
= j-, (W - W)’ VW(t)) dt + s, (W - W)) F(W) dt. 
If i!(t) = z*(t) then expression (14) is positive by expression (13). If z*(t) 
is not feasible for Primal Problem I’, expression (14) becomes 
I ,r (d(t) - z(t))’ V+@(t)) dt 
(15) 
= j- (r% - S(t))’ V&%(t)) dt + s, - Y(t)’ V+@(t)) dt. 
81 
The second integral is strictly positive since it was shown that the measure 
of the set upon which V+@(t)) < 0 is nonzero and i?(t) > 0 on this set. By 
choosing r sufficiently close to one, expression (15) is then positive. Hence 
Z(zJ > Z(Z), which contradicts the hypothesis that f maximizes Primal 
Problem I’. It can now be concluded that z is also optimal for Primal Pro- 
blem I”. 
The dual problem of Primal Problem I”, using the extended form of 
Levinson’s linear duality theorem given by Grinold [2], is the following: 
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Dual Problem II” 
Minimize 
- (w’(t), w’(t)) [‘gy + (w’(t), w’(t)) r’“f”y “@)I 
+ (w’(t), w’(t)) [g;] + i’ (w’(t), w’(t)) Ik(t7 syz(s))] as 
- jot (w’(t), qt)) [k’“, 4m~N)l’ f(S)] &I & (16) 
zzz 
II oT Kqt>> - w> W(W) - w’(t)fWN 
+ w’(t) [Vf’(.qt>)l’ z(t) + w’(t) c(t) + +t> .w 
+ JtT w’(s) & t) g(3tN ds 
- ltT w’(s) k(s, t) [Vg’@(t))]’ z(t) ds} dt, 
using Lemma 3, subject to 
>, v+@(t)) +1’ [Vg’(q)) k’(s, t), 01 ($;) & 0 G t B T. t 
To apply Grinold’s duality theorem [2], it is necessary to relate his formula- 
tion of the primal and dual problems to the Primal Problem I” considered 
here. 
In his paper he deals with the following primal problem. Maximize 
s 
T 
a’(t) z(t) dt, 
0 
subject to 
e> 3 0, O<t<T, 
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He assumes K(t, S) = 0 if s > t and only assumes B(.), K(*, .), a(.), and c(.) 




w’(t) c(t) dt, 
0 
w(t) 3 0, O<t<T, 
B’(t) w(t) > u(t) + [tTK’(s, t) w(s) ds. 
Grinold establishes that if certain boundedness and algebraic conditions 
hold then the primal and dual problems have optimal solutions with the 
objective functions, evaluated at these solutions, being equal. Grinold, in his 
1970 paper [3], shows that these conditions are satisfied if B(t) 3 0, 
K(t, s) 3 0, c(t) 3 0, 0 < t < T, and each column of B(t) contains a positive 
element. 
The following relationships can be seen between Grinold’s formulation 
and the formulation considered in this paper. B(t) corresponds to the 
m + n X n matrix 
[ 
PuW)l’ 
I I ’ 




I 0 ’ 
and c(t) to 
i 
4) -f(W) + WCWI 30 + jot& 4 gCW> ds 
- 
s 
’ k(t, s) [Vg’(+))]’ z(s) ds 
0 
8t> 1. 
It is seen that all of these matrices are bounded and measurable and the 
matrix 
1 
44 4 wm)l’ 
0 1 
has the property required by Grinold, i.e., K(t, S) = 0 for s > t. By condi- 
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is > 0 for 0 < s < T. By conditions (4) and (6), 




- f(W) + ww))l’ m + ,d & 4 dW c2.s 
s 
ot K(t, s) [Vg’(%(s))]’ z(s) ds 1 20 - 0 
Vt E [0, T] to apply Grinold’s duality theorem. 
By assumption c(t) 2 0; thus it is sufficient to show 
wwN1’ 30 2 f WN and g@(s)) > [Vg’(%(s))]’ X(S). 
Since f is convex and g is concave, 
f (44) t f w>> + Pf ‘wo)l’ (44 - w> 
and 
.&w G &+)) + [VdW))l’ (44 - W). 
In particular this must hold for x(t) = 0; that is, 
f (0) = 0 3 f F(t)) - Pf ‘cqt>>l’ 8t)
and 
0 < g(O) < g(W) - [Vg’(Wl’ f(S), 
which is the desired result. 
Thus by Grinold’s Duality Theorem there exists an optimal 
for Dual Problem II”. It is seen from expression (16) that the only term 
containing n(t) is v’(t) 5(t) and since Z(t) > 0 to minimize expression (16) 
implies a(t) = 0 provided a(t) is feasible for Dual Problem II’. From 
Grinold’s Duality Theorem the objective functions of the two problems are 
equal also, that is, 
T I I W) wqt)> + @J’(t) f (Jqt)) - a(t) [Of ‘(z?(t))]’ .qt) - 3’(t) c(t) 0 
- 
s ’ a’(s) k(s, t) g@(t)) ds 
+ f@‘(s) k(s, t) [Vg’(z(t))]’ “(t) ds/ dt = 0. 
(17) 
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It now needs to be established that (5(t), a(t)) is optimal for Dual Problem 
II’. Let (u(t), w(t)) be any feasible solution for Dual Problem II’. 
g(% a) - &4 4 
= 
I 1[ or d(W) - at> wwt>> 
- d(t)f(z(t)) + u’(t) c(t) + d(t) [vfyqt))] 5(t) 
+ ltr w’(s) k(s, t) g@(t)) ds - s,’ w’(s) k(s, t) [Vg’(z(t))]’ z(t) A] 
- [ VW>> - w ww)) - 4t)fWN + w’(t) c(t) 
+ w’(t) [?f’(Wl’ 44 + ltr w’(s) k(s, t)&(t)) ds 
- ~trw'(s) & 0 F'g'W))l' u(t) ds]/ dt 
-1 1 or 5wo> - #w + w> ww 
- w’(t) c(t) + w’(t)fW>) - w’(t) wMtN1’ w 
- f,’ w’(s) Q, t)g(+)) ds + ltr w’(s) k(s, 0 [Vg’(Wl’ u(t) ds/ 4 
using ( 17). 
g(% a> - g(u, 4 
< J 1 
= 2’(t) W(u(t)) - w’(t) c(t) + w’(t)f(u(t)) - w’(t) [Vf’(@)>l u(t) 
0 
- s,’ w”‘(s> +, t) g(W ds + jtr w’(s) & 0 WWNI’ u(t) ds/ & 
since fj is concave; 
< Sl ?- Y(t) Vyqu(t)) - w’(t) c(t) + w’(t)f(T(t)) - w’(t) [Vf’(u(t))] 2((t) 0 
+ ltr w’(s) &, t) l%?(Wl’ W ds - s,r w’(s) & t> g@(t)) h1 4 
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since w(t) > 0, k(s, t) > 0, f is convex and g is concave; 
< 1 T p(t) [Vf’(u(t))l w(t) - J = H’(t) [Vg’(@))l qs, q w(s) A 
t 
” w’(t) c(t) + w’(t)f(z(t)) - w’(t) [Vf’(u(t))] z(t) 
+ Itr w’(s) k(s, t) [Vg’(@))l’ z(t) ds - s,’ w’(s) &, 0 g(W) dj dt, 
since g(t) > 0 and (10); 
= s,’ [-w’(t) c(t) + w’(t) f@(t)> - (- w’(s) &, 0 g@(t)> ds/ dt < 0, 
using Lemma 3, w(t) > 0, and (2). 
Thus (s(t), a(t)) is optimal, if feasible, for Dual Problem II’ and from 
(17) it follows that the extreme values of the objective functionals are equal. 
Q.E.D. 
THEOREM 3 (Complementary Slackness Principle). If f?(t) and @(t) are 
extremal solutions for Primal Problem I’ and Dual Problem II’ then 
/ort%(t) 1 f@(t)) - c(t) - s,‘k(t, s)g(%(s)) ds/ dt = 0 (18) 
and 
1’ z’(t) [Vf ‘(z(t)) g(t) - V$(z(t)) - s,r Vg’(z(t)) k’(s, t) iv(s) ds/ dt = 0. 
0 
(19) 
Proof of Theorem 3. From (3) and (10) it is established that 
s 
‘z’(t) Vf ‘(z(t)) a(t) dt 
n 
>, s,‘,%‘(t) V+@?(t)) dt + s,’ a’(t)jt Vg’(x(t)) k’(s, t) w(s) ds dt 
= 1’ z’(t) V+@(t)) dt + f’s” z’(s) Vg’(z(s)) k’(t, s) u(t) ds dt; 
0 0 0 
by Lemma 3, 
= s I T a’(t) c(t) + w’(t) [Vf ‘(,52(t))]’ z(t) 0 
- a’(t) f (z(t)) + s,r w’(s) k(s, t) g@(t)) ds - s,‘eo’(s) k(s, t) 
x [Vg’(n(t))]’ c%(t) dsl dt + s’s t S(s) Vg’(%(s)) k’(t, s) w(t) ds dt; 
0 0 
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by (17); therefore, 
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using Lemma 3 and the fact that the transpose of a scalar is itself. Now from 
(9) and (2) it is established that 
Sn’~‘(t) /f@(t)) - c(t) - Iot h(t, s)g(z(s)) ds/ dt < 0. (20) 
Thus the result (18) follows. 





< 1 T w’(t) c(t) dt + s’s T w’(s) h(s, t) g@(t)) ds dt 
0 0 t 
=s i 
T z’(t) V@(t)) + a’(t)f(z(t)) - d(t) [Vf’@(t))]’ if(t) 
0 
- s,’ W’(s) k(s, t) g@(t)) ds + ltTfi’(s) h(s, t) [Vg’(%(t))]’ 2(t) ds/ dt 
by (17). Thus 
1 T Y(t) {Vj’(z(t)) a?(t) - V&%(t)) - ltT Vg’(z(t)) k’(s, t) w(s) ds/ dt < 0. 
0 
Using (IO), the second equation, 
joTz’(t) fVf.(z(t)) w(t) - V&%(t)) - s, Vg’(g(t)) K’(s, t) w(s) dsl dt = 0, 
of the theorem is established. Q.E.D. 
THEOREM 4 (Kuhn-Tucker Theorem). For x(t) to be extremal for Primal 
Problem I’ it is necessary and suficient that there exist an m x 1 vector we(t) 
such that 
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(i) Vf'(z(t)) w,(t) - V+@(t)) - j'Vg'(.r(t))k'(s, t) w,,(s) ds Z 0, 
t 
(ii) So~~f(o]Vf'(~(t))w,(t) - V@(t)) - jtrVg'(%(t))k'(s, t) w,,(s)ds/ dt 
= 0, 
(iii) JO’ w,‘(t) ] f(%(t)) - c(t) - jO’ K(t, s)g(@s)) ds/ dt = 0, 
(iv) co,(t) > 0. 
Proof of Theorem 4. The existence of an extremal solution for Primal 
Problem I’ is provided by Theorem 1. The necessity of the Kuhn-Tucker 
conditions follows from Theorems 2 and 3 as the solution a(t) of Dual 
Problem II’ has the required properties. 
Su$Ici~y. Let z(t) be any feasible solution of Primal Problem I’. Thus 
jr 4+(t)) dt - jorMW dt < s,’ (4t) - W>’ W(W) 4 
since 4 is concave, 
< j)@) - x(t))’ fVf’(.i;(t)) w,(t) - j rWW)) k’(s, t) we(s) dsl dt,
by (3) and conditions (i) and (ii), 
= 
I 
or (z(t) - z(t))’ Vf ‘(s(t)) w,(t) dt 
- 
ss 
or oc (z(s) - S(S))' V&%(s)) K’(t, s) w,,(t) ds dt, 
using Lemma 3, 
= I ‘w,‘(t) [Vf ‘(z(t))]’ (x(t) - z(t)) dt 0 
’ - 
SI 
t w,,‘(t) k(t, s) [Q'@(s))] (x(s) - a(s)) ds dt, 
0 0 
< s ' w,'(t) lf Mt)) - f (WI dt 0 
+ jar jot w,'(t) %t, 4 WW) - gM4N ds & 
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as f is convex and g is concave, 
by condition (iii), (iv), and constraint (2). Thus %(‘(t) is optimal for Primal 
Problem I’. Q.E.D. 
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