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In this paper, we present an inexact inverse subspace iteration
method for computing a few eigenpairs of the generalized eigen-
value problem Ax = λBx. We ﬁrst formulate a version of inexact
inverse subspace iteration in which the approximation from one
step is used as an initial approximation for the next step. We
then analyze the convergence property, which relates the accuracy
in the inner iteration to the convergence rate of the outer itera-
tion. In particular, the linear convergence property of the inverse
subspace iteration is preserved. Numerical examples are given to
demonstrate the theoretical results.
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1. Introduction
We are interested in computing a few eigenpairs of the generalized eigenvalue problem
Ax = λBx. (1)
The eigenvalues sought may be those in the extreme part of the spectrum or in the interior of the
spectrum near certain given point. These types of problems arise in many scientiﬁc and engineering
applications. In such applications, the matrices involved are often large and sparse.
Some basic iterative methods for solving (1) are the power method (the inverse iteration), the sub-
space iteration, the Lanczos algorithm, the Arnoldi algorithm, and the Jacobi–Davidson algorithm; see
[2] for a survey of these and many other methods developed. Traditionally, if the extreme eigenvalues
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are not well-separated or if the eigenvalues sought are in the interior of the spectrum, a shift-and-
invert (or inverse) transformation is combined with one of the eigenproblem solvers to speed up
the convergence. The use of the shift-and-invert transformation requires solving a linear system at
each iterative step. Solving the linear systems by a direct method such as the LU factorization can be
expensive or impractical if the dimension of the matrices is large or the matrices are not explicitly
available. Alternatively, iterative method can be employed, which will be called the inner iteration
while the original iterative algorithm will be called the outer iteration.
The inner iteration produces, however, only approximate solutions and is effectively equivalent to
inexact applications of matrix operators, a situation that may arise in other applications as well. The
question then is how the accuracy in the inner iterations affects the convergence behavior (or conver-
gence speed) of the outer iteration as comparedwith the exact case. Related to this, a challenging prob-
lem in implementations is how to efﬁciently choose an appropriate stopping threshold for the inner
iteration so that the convergence characteristic of theouter iteration canbepreserved. This is aproblem
that has been discussed for several methods, such as inexact inverse iteration [3,6,9,15,19], inexact
Krylov subspacemethod [5,12,21], the rationalArnoldi algorithm[10,14,20], inexactRayleighQuotient-
Typemethods [4,8,17] and the Jacobi–Davidsonmethod [18]. While these works demonstrate that the
inner–outer iteration technique may be an effective way for implementing some of these methods for
solving the large scale eigenvalue problem, the more efﬁcient Krylov subspace projection methods
tend to require quite accurate matrix–vector products to preserve their convergence characteristic.
The classical inverse iteration on the other hand has been shown to be particularly robust with
respect to inexact solutions of inner linear systems. In [6], for example, it was shown that solving
inner linear systems to certain low accuracy is sufﬁcient to recover the convergence characteristic
of the outer iteration. This robust convergence characteristic makes the method attractive for the
problems where inverting A or a shifted matrix A − σB is difﬁcult. However, the inverse iteration
can only handle one simple eigenpair at a time and has slow convergence if the eigenvalue sought
is clustered. The subspace iteration is a block generalization of the power method that can compute
several eigenvalues. By simultaneously computing several eigenvalues together, it can handlemultiple
or clustered eigenvalues. We note that, because of its simplicity, the classical subspace iteration is
still used in certain applications in spite of developments of more sophisticated and generally more
efﬁcient methods such as the Lanczos algorithm and the Arnoldi algorithm. We also note that the
subspace iteration is often applied to the inverse matrix or the shift-and-invert matrix to accelerate
convergence. We shall call the resulting method the inverse subspace iteration [13].
In this paper, we develop an inexact inverse subspace iteration to simultaneously compute several
eigenvalues of the generalized eigenvalue problem Ax = λBx. We ﬁrst formulate a version of inexact
inverse subspace iteration inwhich theapproximation fromonestep isusedas an initial approximation
for the next step. This generalizes the inexact inverse iteration of [6]. We then present a theoretical
analysis demonstrating how the accuracy of the solutions in the inner iterations affects the outer
iteration in the inexact case. Speciﬁcally, we show that the outer iteration converges linearly with
a convergence rate determined by the threshold for the inner iteration. We note that a different
version of the inexact inverse subspace iteration has recently been discussed in [13], where the inner
iterations require so-called “tuned" preconditioning to avoid the need of increasing inner iterations.
Our algorithmonly assumes inexact applications of thematrix operatorwith an accuracy requirement.
An advantage of the latter approach is that the algorithm as well as its analysis are independent of
particular iterative methods or preconditioner that is used in the inner iteration. See Remark 2.2 in
Section 2 for more discussions.
The paper is organized as follows. In Section 2, we introduce the notation and present the inexact
inverse subspace iteration algorithm. In Section 3, we analyze convergence of the subspace to the
spectral space sought. In Section 4, we further discuss the convergence of the basis vectors of the
subspace and their implication with respect to convergence of residuals. In Section 5 we present
numerical tests to illustrate the theoretical results in thispaper. Finally,weconcludewithsomeremarks
in Section 6.
Notation: For a vector x,max(x) denotes its entry with the maximum absolute value. We will use
MATLAB-like notation X(i:j,k:l) to denote the submatrix of X , consisting of the intersections of rows i to
j and columns k to l, and when i : j is replaced by :, it means all rows, similarly for columns.
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2. Inexact inverse subspace iteration
We consider computing the p smallest eigenvalues of the generalized eigenvalue problem Ax =
λBx by applying the standard subspace iteration to A−1B, called inverse subspace iteration. For easy
reference, we state the standard algorithm as follows. (A can be replaced by a shifted matrix A − σB
in the shift-and-invert transformation when the eigenvalues near σ are sought.)
Algorithm 1. Inverse subspace iteration for Ax = λBx
Input: X0 ∈ Cn×p with X∗0X0 = I;
1 For k = 0, 1, . . . until convergence
2 Yk+1 = A−1BXk;
3 Yk+1 = Xk+1Rk+1 (QR-factorization).
4 End
We are interested in problems where direct solution of A−1 is impractical or inefﬁcient because A
is too large or is not explicitly available. In these cases, an iterative method can be used to solve the
linear systems AYk+1 = BXk , called the inner iterations, while the subspace iteration itself is called the
outer iteration.
At each step of the outer iteration, when solving for Yk+1 in AYk+1 = BXk , the previous iterate Yk
can be used as an initial approximation. Then we solve
ADk = BXk − AYk (2)
approximately, i.e., ﬁnd Dk such that
‖Ek‖2 = ‖(BXk − AYk) − ADk‖2 < k, (3)
where Ek :=(BXk − AYk) − ADk and k is some given threshold. From Dk , we obtain
Yk+1 = Yk + Dk.
The main purpose of this work is to analyze the convergence characteristic of the subspace iteration
under inexact solves.
Obviously, the amount ofwork required to solve (2) is proportional to ‖BXk − AYk‖/k . Our analysis
later leads to the use of linearly decreasing k , i.e., k = ark for some positive a and r < 1. However,
as we shall see, even though k is decreasing, the amount of work does not increase as ‖BXk − AYk‖
will be decreasing at the same rate as well. Thus, the stopping threshold required for inner iterations
is effectively a constant. See Section 4 for more discussions. We state the inexact inverse subspace
iteration as follows.
Algorithm 2. Inexact inverse subspace iteration for Ax = λBx
Input: X0 ∈ Cn×p with X∗0X0 = I; threshold parameter k; set Y0 = 0;
1 For k = 0, 1, . . . until convergence
2 Zk = BXk − AYk;
3 Solve ADk = Zk such that Ek = Zk − ADk satisﬁes (3);
4 Yk+1 = Yk + Dk;
5 Yk+1 = Xk+1Rk+1; (QR-factorization);
6 For j = 1, . . . , p
7 [ymax , imax] = max(|Xk+1(:, j)|);
8 Xk+1(:, j) = sign(Xk+1(imax , j)) ∗ Xk+1(:, j);
9 Rk+1(j, :) = sign(Xk+1(imax , j)) ∗ Rk+1(j, :).
10 End
11 End
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We present a few remarks on the algorithm.
Remark 2.1. We do not specify any particular method for solving ADk = Zk . Our analysis will only
assumes the accuracy requirement (3).
Remark 2.2. We have used MATLAB notation on lines 6–10. Namely, max(|v|) ﬁnds the maximum
entry of v in absolute value and its corresponding index. Then the construction of Xk+1 from Xk+1 on
lines 6–10 is to scale the columns of Xk+1 so that its maximum entry in absolute value is positive. This
scaling will be necessary to ensure convergence of the column vectors in Xk and Yk , which justiﬁes
the use of Yk as an initial approximation for solving AYk+1 = BXk . Without such scaling, columns of
Xk (and Yk) converges only in direction. This is also a main difference of our formulation of inexact
inverse (subspace) iteration from others such as those of [4,9,13,19]. Without convergence of columns
of Xk and Yk , one solves AYk+1 = BXk with the zero initial approximation. The amount of work will
then be proportional to ‖BXk‖/k . In [13], for example, k is chosen to be decreasing proportionally to
the residuals of approximate eigenvalues/eigenvectors and, to bound the works required in the inner
iterations, it is necessary to include preconditioning with a “tuned" preconditioner and the related
analysis is dependent on particular iterative method used in the inner iterations.
Remark 2.3. Throughout, we shall assume that k  ‖B−1‖−12 , which will ensure that Yk constructed
has full column rank; see Lemma 3.2 below. In this way, QR-factorization produces n × p Xk+1 and
hence Xk+1 with orthonormal columns.
3. Convergence analysis
We discuss convergence of the subspace spanned by Xk for the inexact inverse subspace algorithm.
Let λ1, λ2, . . . , λn be the eigenvalues of B
−1A ordered such that
0 < |λ1| · · · |λp| < |λp+1| · · · |λn|
and v1, . . . , vn be the corresponding eigenvectors. Suppose that we are interested in computing the
p smallest eigenpairs in absolute value, i.e., λ1, . . . , λp. Note that we have made the assumption that
ρ := |λp|/|λp+1| < 1.
Throughout this work, we assume that B−1A is diagonalizable. Let V = [v1, . . . , vn], U = (BV)−H,
then
UHA = ΛUHB, AV = BVΛ,
where
Λ =
(
Λ1 0
0 Λ2
)
, Λ1 =
⎛⎜⎜⎝
λ1
. . .
λp
⎞⎟⎟⎠ , and Λ2 =
⎛⎜⎜⎝
λp+1
. . .
λn
⎞⎟⎟⎠ .
Let U = (U1, U2), V = (V1, V2), where U1 ∈ Cn×p, U2 ∈ Cn×(n−p), V1 ∈ Cn×p, V2 ∈ Cn×(n−p), then
UHi A = ΛiUHi B, AVi = BViΛi.
Consider Algorithm 2 now. Deﬁne X
(i)
k = UHi BXk . Since UHi BVj = δijI and UHi AVj = δijΛi, where δij
is the Kronecker symbol, then
Xk =
2∑
i=1
ViX
(i)
k .
If X
(1)
k is invertible, we deﬁne
tk :=
∥∥∥∥X(2)k (X(1)k )−1∥∥∥∥
2
.
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Clearly, tk is a measure of the approximation of the column space of Xk to the column space of V1.
Indeed, the following proposition relates tk to other measures of subspace approximation.
Proposition 3.1. Assume that X
(1)
k is invertible and tk is deﬁned as above. Then
tk
‖V−1‖2 
∥∥∥∥Xk (X(1)k )−1 − V1∥∥∥∥
2
 ‖V‖2tk (4)
and
sin∠(Xk, V1) ‖V‖2
∥∥∥R−1∥∥∥
2
tk,
where∠(Xk, V1) is the largest canonical angle betweenXk = R(Xk) and V1 = R(V1), and R is deﬁned by
the QR-factorization V1 = WR of V1.
Proof. From Xk = V1X(1)k + V2X(2)k , we have
Xk
(
X
(1)
k
)−1 = V1 + V2X(2)k (X(1)k )−1 .
Then ∥∥∥∥Xk (X(1)k )−1 − V1∥∥∥∥
2
=
∥∥∥∥V2X(2)k (X(1)k )−1∥∥∥∥
2
 ‖V2‖2
∥∥∥∥X(2)k (X(1)k )−1∥∥∥∥
2
 ‖V‖2tk
and
∥∥∥∥V2X(2)k (X(1)k )−1∥∥∥∥
2
=
∥∥∥∥∥V
[
0
X
(2)
k
(
X
(1)
k
)−1]∥∥∥∥∥
2

∥∥∥∥X(2)k (X(1)k )−1∥∥∥∥
2
‖V−1‖2 =
tk
‖V−1‖2 .
(4) is proved.
Let X⊥k be such that (Xk, X⊥k ) is an n × n orthogonal matrix. Then the sine of the largest canonical
angle between Xk = R(Xk) and V1 = R(V1) is (see [7] for the deﬁnition)
sin∠(Xk, V1) =
∥∥∥∥(X⊥k )H W∥∥∥∥
2
.
Then we have
sin∠(Xk, V1)=
∥∥∥∥(X⊥k )H (W − Xk (X(1)k )−1 R−1)∥∥∥∥
2
=
∥∥∥∥(X⊥k )H (V2X(2)k (X(1)k )−1) R−1∥∥∥∥
2
 ‖V‖2‖R−1‖2tk. 
It is clear that tk is a measure of the approximation of the column space of Xk . We shall next discuss
the convergence of tk .
Lemma 3.2. For Algorithm 2, if ‖Ek‖2 < ‖B−1‖−12 , then Yk+1 has full column rank.
Proof. From the algorithm, we have AYk+1 = BXk + Ek . Therefore
XHk B
−1AYk+1 = I + XHk B−1Ek.
Since
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‖XHk B−1Ek‖2  ‖B−1‖2‖Ek‖2 < 1,
XHk B
−1AYk+1 is invertible. Thus Yk+1 has full column rank. 
From now on, we shall assume that k  ‖B−1‖−12 , so that all Yk will have full column rank and
Algorithm 2 will be well deﬁned.
Lemma 3.3. For Algorithm 2, if X
(1)
k is invertible, then∥∥∥∥(X(1)k )−1∥∥∥∥
2
 ‖V‖2(1 + tk).
Proof. Since Xk has orthonormal columns, we have
∥∥∥∥(X(1)k )−1∥∥∥∥
2
=
∥∥∥∥Xk (X(1)k )−1∥∥∥∥
2
, from which it
follows that∥∥∥∥(X(1)k )−1∥∥∥∥
2
=
∥∥∥∥V1 + V2X(2)k (X(1)k )−1∥∥∥∥
2
 ‖V1‖2 + tk‖V2‖2 (1 + tk)‖V‖2. 
Lemma 3.4. Let ρ = |λp||λp+1| < 1 and assume that X
(1)
k and X
(1)
k+1 are nonsingular. If ‖V‖2‖U‖2(1 +
tk)k < 1, then
tk+1  ρtk + ρ‖V‖2‖U‖2(1 + tk)
2k
1 − ‖V‖2‖U‖2(1 + tk)k .
Proof. From the algorithmwe know that AYk+1 = BXk + Ek and Yk+1 = Xk+1Rk+1. Since Yk+1 has full
column rank, Rk+1 is invertible. Then
AXk+1 = BXkR−1k+1 + EkR−1k+1.
Multiplying UHi on the equation above, we have
UHi AXk+1 = UHi BXkR−1k+1 + UHi EkR−1k+1.
Utilizing the deﬁnition of X
(i)
k and the relation U
H
i A = ΛiUHi B, we have the following two equations:
ΛiU
H
i BXk+1 = X(i)k R−1k+1 + UHi EkR−1k+1,
X
(i)
k+1 = Λ−1i X(i)k R−1k+1 + Λ−1i (i)k , (5)
where 
(i)
k = UHi EkR−1k+1. We therefore have
X
(2)
k+1
(
X
(1)
k+1
)−1 = (Λ−12 X(2)k R−1k+1 + Λ−12 (2)k ) (X(1)k+1)−1
= Λ−12 X(2)k R−1k+1
(
X
(1)
k+1
)−1 + Λ−12 (2)k (X(1)k+1)−1
= Λ−12 X(2)k
((
X
(1)
k
)−1
Λ1
) (
Λ
−1
1 X
(1)
k R
−1
k+1
) (
X
(1)
k+1
)−1 + Λ−12 (2)k (X(1)k+1)−1
= Λ−12 X(2)k
(
X
(1)
k
)−1
Λ1
(
X
(1)
k+1 − Λ−11 (1)k
) (
X
(1)
k+1
)−1 + Λ−12 (2)k (X(1)k+1)−1
= Λ−12 X(2)k
(
X
(1)
k
)−1
Λ1 − Λ−12 X(2)k
(
X
(1)
k
)−1

(1)
k
(
X
(1)
k+1
)−1
+Λ−12 (2)k
(
X
(1)
k+1
)−1
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= Λ−12 X(2)k
(
X
(1)
k
)−1
Λ1 −
(
Λ
−1
2 X
(2)
k
(
X
(1)
k
)−1

(1)
k − Λ−12 (2)k
) (
X
(1)
k+1
)−1
= Λ−12 X(2)k
(
X
(1)
k
)−1
Λ1 −
(
Λ
−1
2 X
(2)
k
(
X
(1)
k
)−1

(1)
k − Λ−12 (2)k
)
×
(
Λ
−1
1 X
(1)
k R
−1
k+1 + Λ−11 (1)k
)−1
.
Since 
(i)
k = UHi EkR−1k+1 and
(Λ−11 X
(1)
k R
−1
k+1 + Λ−11 (1)k )−1 =
(
(I + (1)k Rk+1
(
X
(1)
k
)−1
)X
(1)
k R
−1
k+1
)−1
Λ1
= Rk+1
(
X
(1)
k
)−1 (
I + (1)k Rk+1
(
X
(1)
k
)−1)−1
Λ1.
Then we further simplify the expression X
(2)
k+1(X
(1)
k+1)−1 to
X
(2)
k+1
(
X
(1)
k+1
)−1=Λ−12 X(2)k (X(1)k )−1 Λ1 − (Λ−12 X(2)k (X(1)k )−1 UH1 EkR−1k+1 − Λ−12 UH2 EkR−1k+1)
× Rk+1
(
X
(1)
k
)−1 (
I + (1)k Rk+1
(
X
(1)
k
)−1)−1
Λ1
=Λ−12 X(2)k
(
X
(1)
k
)−1
Λ1 −
(
Λ
−1
2 X
(2)
k
(
X
(1)
k
)−1
UH1 − Λ−12 UH2
)
× Ek
(
X
(1)
k
)−1 (
I + UH1 Ek
(
X
(1)
k
)−1)−1
Λ1.
Taking 2-norm of the above equation at both sides and using the condition
‖V‖2‖U‖2(1 + tk)k < 1,
we obtain the following upper bound of tk+1:
tk+1 =
∥∥∥∥X(2)k+1 (X(1)k+1)−1∥∥∥∥
2

∥∥∥∥Λ−12 X(2)k (X(1)k )−1 Λ1∥∥∥∥
2
+
(∥∥∥Λ−12 ∥∥∥2
∥∥∥∥X(2)k (X(1)k )−1∥∥∥∥
2
∥∥∥UH1 ∥∥∥2 + ∥∥∥Λ−12 ∥∥∥2 ∥∥∥UH2 ∥∥∥2
)
·‖Ek‖2
∥∥∥∥(X(1)k )−1∥∥∥∥
2
∥∥∥∥∥
(
I + UH1 Ek
(
X
(1)
k
)−1)−1∥∥∥∥∥
2
‖Λ1‖2
 ρtk +
(∥∥∥Λ−12 ∥∥∥2 tk + ∥∥∥Λ−12 ∥∥∥2) ‖U‖2‖Ek‖2
·
∥∥∥∥(X(1)k )−1∥∥∥∥
2
‖Λ1‖2
∥∥∥∥(I + UH1 Ek (X(1)k ))−1∥∥∥∥
2
 ρtk + (tk + 1)
∥∥∥Λ−12 ∥∥∥2
‖U‖2‖Ek‖2
∥∥∥∥(X(1)k )−1∥∥∥∥
2
‖Λ1‖2
1 − ‖U‖2‖Ek‖2
∥∥∥∥(X(1)k )−1∥∥∥∥
2
Using Lemma 3.3, we know that ‖
(
X
(1)
k
)−1 ‖2  ‖V‖2(1 + tk). From this and (3), the ﬁnal bound for
tk+1 is derived. 
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Lemma 3.5. Assume that X0 is such that X
(1)
0 is invertible. If
k   := (1 − ρ)t0‖V‖2‖U‖2(1 + t0)(ρ + t0) ,
for all k, then tk  t0.
Proof. We prove tk  t0 by induction. Supposing X
(1)
k is nonsingular and tk  t0 is true for some k, we
show that X
(1)
k+1 is nonsingular and tk+1  t0. First note that from k  , we have
‖V‖2‖U‖2(1 + tk)k  ‖V‖2‖U‖2(1 + t0) = (1 − ρ)t0
ρ + t0 < 1.
We discuss in two cases:
Case I: X
(1)
k+1 is nonsingular. Then by Lemma 3.4, we have
tk+1  ρtk + ρ‖V‖2‖U‖2(1 + tk)
2k
1 − ‖V‖2‖U‖2(1 + tk)k
 ρt0 + ρ‖V‖2‖U‖2(1 + t0)
2
1 − ‖V‖2‖U‖2(1 + t0)
=ρt0 +
ρ(1 + t0) (1−ρ)t0ρ+t0
1 − (1−ρ)t0
ρ+t0
= t0.
Case II: X
(1)
k+1 is singular. Then let
Y˜k+1 = Yk+1 + δV1Rk+1 + μV2
[
I
0
]
Rk+1,
where Yk+1 = Xk+1Rk+1 and δ,μ > 0 are two parameters. Then we have
AY˜k+1 = BXk + Ek + δAV1Rk+1 + μAV2
[
I
0
]
Rk+1 = BXk + E˜k,
where E˜k = Ek + δAV1Rk+1 + μAV2
[
I
0
]
Rk+1. Since ‖Ek‖2 < k , we have ‖E˜k‖2 < k for suf-
ﬁciently smallδ andμ. Let Y˜k+1 = X˜k+1R˜k+1 be theQR-factorizationand let X˜k+1 = V1X˜(1)k+1 +
V2X˜
(2)
k+1. Then X˜k+1 satisﬁes the same condition that Xk+1 does and the bound on tk+1 applies
to t˜k+1 :=‖X˜(2)k+1(X˜(1)k+1)−1‖2 as well. It follows from
Y˜k+1 = Yk+1 + δV1Rk+1 + μV2
[
I
0
]
Rk+1
=
[
V1
(
X
(1)
k+1 + δI
)
+ V2
(
X
(2)
k+1 + μ
[
I
0
])]
Rk+1,
that
X˜
(1)
k+1 =
(
X
(1)
k+1 + δI
)
Rk+1R˜−1k+1,
and X˜
(2)
k+1 =
(
X
(2)
k+1 + μ
[
I
0
])
Rk+1R˜−1k+1. So X˜
(1)
k+1 is nonsingular for sufﬁciently small δ > 0.
Then, by case I, we have
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t˜k+1 =
∥∥∥∥X˜(2)k+1 (X˜(1)k+1)−1∥∥∥∥
2
 t0
for all sufﬁciently small δ > 0 and μ 0. However,
X˜
(2)
k+1
(
X˜
(1)
k+1
)−1 = (X(2)k+1 + μ [ I0
]) (
X
(1)
k+1 + δI
)−1
is unboundedas δ → 0, because ifX(2)k+1
(
X
(1)
k+1 + δI
)−1
is unbounded, then t˜k+1 is unbounded
by setting μ = 0; and if X(2)k+1
(
X
(1)
k+1 + δI
)−1
is bounded, then t˜k+1 is unbounded by setting
μ > 0. We have obtained a contradiction. Therefore X
(1)
k+1 is nonsingular and hence tk+1  t0.
The proof is complete. 
Wenowprove ourmain result on convergence of tk .We are interested in the case that k is a linearly
decreasing sequence.
Theorem 3.6. Assume that X0 is such that X
(1)
0 is invertible. Let k = aγ k with γ < 1 and
a
(1 − ρ)t0
‖V‖2‖U‖2(1 + t0)(ρ + t0) .
Then we have
tk 
⎧⎨⎩ρkt0 + aC γ
k−ρk
γ−ρ , if γ /= ρ ,
ρkt0 + aCkρk−1 if γ = ρ ,
where C = ‖V‖2‖U‖2(1 + t0)(ρ + t0).
Proof. Since
k 
(1 − ρ)t0
‖V‖2‖U‖2(1 + t0)(ρ + t0) ,
we have tk  t0 by Lemma 3.5. Then,
‖V‖2‖U‖2(1 + tk)k  (1 − ρ)t0
ρ + t0 < 1.
It follows from Lemma 3.4 that tk+1  ρtk + Ckk where
Ck := ρ‖V‖2‖U‖2(1 + tk)
2
1 − ‖V‖2‖U‖2(1 + tk)k

ρ‖V‖2‖U‖2(1 + t0)2
1 − (1−ρ)t0
ρ+t0
 ‖V‖2‖U‖2(1 + t0)(ρ + t0) = C.
Therefore, tk+1  ρtk + aCγ k . Solving this inequality, we obtain the bound for tk . 
The conclusion of the above theorem is that the subspace spanned by Xk,R(Xk), converges to the
spectral subspaceR(V1) linearly at the rate of max {ρ , γ }. The condition on a is to ensure convergence
and is clearly not a necessary condition.
An interesting fact is that there is no gain in convergence rate if we choose γ < ρ , so we shall focus
on the case γ > ρ . The following corollary gives a more precise bound for the constant C and hence
for tk at the convergence stage.
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Corollary 3.7. Let 1 > γ > ρ and k = aγ k. Assume that a is chosen such that tk → 0. Then
lim sup
tk
aγ k
 ρ(γ − ρ)−1‖V‖2‖U‖2.
Proof. Apply the main theorem to tk starting from k = k0, we have
tk  ρk−k0 tk0 +
γ k−k0 − ρk−k0
γ − ρ aγ
k0Ck0 ,
where
Ck0 =
ρ‖V‖2‖U‖2(1 + tk0)2
1 − ‖V‖2‖U‖2(1 + tk0)k0
∼ ρ‖V‖2‖U‖2.
Dividing aγ k and taking k → ∞ ﬁrst and then k0 → ∞ in the inequality, we obtain the bound. 
4. Convergence of basis vectors and asymptotic analysis of computational work
In this section, we further analyze convergence of columns of Xk , or the basis of the subspace
generated. In general, the subspace iteration does not necessarily lead to convergence of the columns
of Xk . However, with the scaling we have introduced (lines 6–10), which ﬁxes the maximum entry of
each column to be positive, the columns do converge. In the context of inexact version, this is very
important because it ensures the convergence of residual AYk − BXk to 0. Namely, Yk can be justiﬁably
used as an initial approximation in solvingAYk+1 = BXk forYk+1. Indeed,we shall show thatAYk − BXk
converges to 0 at the same rate as k , so that
k
‖AYk − BXk‖2
stays near constant asymptotically. Thus the number of iteration (or the amount of work) required to
solve the inner system (2) is nearly constant.
Recall that wewill useMATLAB-like notation X(i:j,k:l) to denote the submatrix of X , consisting of the
intersections of rows i to j and columns k to l. First we observe that if we apply Algorithm 2 with the
initial block vector X0(:,1:i) (i.e., the ﬁrst i columns of X0) with i < p, it is easy to check that Xk(:,1:i) will
be a sequence of the block vectors generated. This is a property known as simultaneous iterations. Let
Xk(:,1:i) = V(:,1:i)X(i)k,1 + V(:,i+1:n)X(i)k,2. (6)
Suppose that the QR-factorization of V1 is
V1 = WR, (7)
where we assume that W = [wij] satisﬁes that the largest element of each column is unique and
positive. Let ji be the index of the largest (in absolute value) element of the ith column ofW . Deﬁne
gapi = min
j /=ji
(
wjii − |wji|
)
, 1 i p (8)
and
t
(i)
k =
∥∥∥X(i)k,2(X(i)k,1)−1∥∥∥2 .
Using Theorem 3.6, under appropriate assumptions there, t
(i)
k converges to 0. Therefore R(Xk(:,1:i) )
converges toR(V(:,1:i)).We shall further prove convergence of each column of Xk . We ﬁrst need some
lemmas.
Lemma 4.1. Let x = v + e, where x, v, e are vectors and v has a unique largest (in absolute value) element.
Suppose the largest element of v = (v1, v2, . . . , vn)H is vk and vk > 0. If ‖e‖∞  12 minj /=k {|vk| − |vj|},
then we have
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|max (x) − max (v)| ‖e‖∞ (9)
and ∥∥∥∥∥ xmax (x) − vmax (v)
∥∥∥∥∥∞ 
2‖e‖∞
‖v‖∞ . (10)
Proof. For any j with 1 j n, since
ej − ek  2‖e‖∞  vk − |vj| vk − vj
and
−ej − ek  2‖e‖∞  vk − |vj| vk + vj,
then we have
|vj + ej| vk + ek.
So, max (v + e) = vk + ek , i.e., max (x) = max (v) + ek . Therefore we have proved inequality (9).
Next, we have
x
max (x)
− v
max (v)
= (max (v) − max (x)) x
max (v)max (x)
+ e
max (v)
.
Taking the inﬁnity-norm and using (9), we have∥∥∥∥∥ xmax (x) − vmax (v)
∥∥∥∥∥∞ 
|max (v) − max (x)|
|max (v)|
‖x‖∞
|max (x)| +
‖e‖∞
|max (v)|

‖e‖∞
|max (v)| +
‖e‖∞
|max (v)|
= 2‖e‖∞‖v‖∞ . 
Lemma 4.2. Givenkand1 j p, letR, gapi andX
(j)
k,1 bedeﬁnedas in (6) to (8). Let
(
X
(j)
k,1
)−1
(R(1:j,1:j))−1 =[
α
(j)
lm
]
, where α
(j)
lm is dependent on the iteration number k. Assume that
max
(
t
(1)
k , t
(2)
k , . . . , t
(j)
k
)
<
min
{
1
2
gapj, 1
}
j
, 1 j p, (11)
where
1 = ‖V(:,2:n)‖2/|R(1,1)| (12)
and
j = j‖V(:,j+1:n)‖2‖(R(1:j,1:j))−1‖2 +
∑
1 i j−1
i
1 − min
{
1
2
gapi, 1
} , 2 j p. (13)
Then we have∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥2 j max (t(1)k , t(2)k , . . . , t(j)k ), 1 j p.
Proof. We will prove this statement by induction. For j = 1, we decompose
Xk(:,1)
(
X
(1)
k,1
)−1
(R(1,1))
−1 = W(:,1) + V(:,2:n)X(1)k,2
(
X
(1)
k,1
)−1
R
−1
(1,1). (14)
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So we have∥∥∥α(1)11 Xk(:,1) − W(:,1)∥∥∥2  ‖V(:,2:n)‖2 ∣∣∣(R(1,1))−1∣∣∣ t(1)k = 1t(1)k .
Suppose for somem p that∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥2 j max (t(1)k , t(2)k , . . . , t(j)k ), 1 jm − 1
is true, we prove that it is also true for j = m. In this case
Xk(:,1:m)
(
X
(m)
k,1
)−1 = W(:,1:m)R(1:m,1:m) + V(:,m+1:n)X(m)k,2 (X(m)k,1 )−1
or
Xk(:,1:m)
(
X
(m)
k,1
)−1
R
−1
(1:m,1:m) = W(:,1:m) + V(:,m+1:n)X(m)k,2
(
X
(m)
k,1
)−1
R
−1
(1:m,1:m).
Comparing the last column, we obtain
α(m)mmXk(:,m) = W(:,m) + V(:,m+1:n)X(m)k,2
(
X
(m)
k,1
)−1
(R(1:m,1:m))−1em −
∑
1 im−1
α
(m)
im Xk(:,i) . (15)
Rearranging (15) and taking 2-norm of the resulting expression, we then have∥∥∥α(m)mmXk(:,m) − W(:,m)∥∥∥2  ‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k +
∥∥∥∥∥∥
∑
1 im−1
αimXk(:,i)
∥∥∥∥∥∥
2
(16)
Next, we bound |αim|. Multiplying XHk(:,j) on (15) for 1 jm − 1, we have
α
(m)
jm = XHk(:,j)W(:,m) + XHk(:,j)V(:,m+1:n)X(m)k,2
(
X
(m)
k,1
)−1
(R(1:m,1:m))−1em
Therefore,∣∣∣α(m)jm ∣∣∣ ∣∣∣XHk(:,j)W(:,m)∣∣∣+
∣∣∣∣XHk(:,j)V(:,m+1:n)X(m)k,2 (X(m)k,1 )−1 (R(1:m,1:m))−1em
∣∣∣∣

∣∣∣∣∣∣ 1α(j)jj W
H
(:,m)
(
α
(j)
jj Xk(:,j) − W(:,j)
)∣∣∣∣∣∣+ ‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k

∣∣∣∣∣∣ 1α(j)jj
∣∣∣∣∣∣
∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥2 + ‖V(:,m+1:n)‖2 ∥∥∥(R(1:m,1:m))−1∥∥∥2 t(m)k
By the induction assumption, we have that
1 −
∣∣∣α(j)jj ∣∣∣ ∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥j max (t(1)k , . . . , t(j)k ).
Using the assumption (11), we get the bound∣∣∣α(m)jm ∣∣∣ j
1 − j max
(
t
(1)
k , . . . , t
(j)
k
) max (t(1)k , . . . , t(j)k )+ ‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k

j
1 − min
{
1
2
gapj, 1
} max (t(1)k , . . . , t(j)k )+ ‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k .
Thus, using these bounds on (16), we have
‖α(m)mmXk(:,m) − W(:,m)‖2‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k
+ ∑
1 im−1
j
1 − min
{
1
2
gapj, 1
} max (t(1)k , . . . , t(j)k )
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+ ∑
1 im−1
‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k
m‖V(:,m+1:n)‖2‖(R(1:m,1:m))−1‖2t(m)k
+ ∑
1 im−1
j
1 − min
{
1
2
gapj, 1
} max (t(1)k , . . . , t(j)k )
m max
(
t
(1)
k , t
(2)
k , . . . , t
(m)
k
)
.
This completes the induction proof. 
Lemma 4.3. Under the assumptions and notations of Lemma 4.2, we have∥∥∥∥∥∥ Xk(:,j)max (Xk(:,j)) −
W(:,j)
max (W(:,j))
∥∥∥∥∥∥
2
 2nj max
(
t
(1)
k , . . . , t
(j)
k
)
.
Proof. BecauseW(:,j) satisﬁes the assumption of Lemma 4.1 and∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥∞  ∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥2 j max (t(1)k , . . . , t(j)k ) 12gapj
we apply Lemma 4.1 to obtain∥∥∥∥∥∥ Xk(:,j)max (Xk(:,j)) −
W(:,j)
max (W(:,j))
∥∥∥∥∥∥∞=
∥∥∥∥∥∥ α
(j)
jj Xk(:,j)
max (α
(j)
jj Xk(:,j) )
− W(:,j)
max (W(:,j))
∥∥∥∥∥∥∞

2
∥∥∥α(j)jj Xk(:,j) − W(:,j)∥∥∥∞
‖W(:,p)‖∞
from which the conclusion follows. 
Lemma 4.4. Under the assumptions and notations of Lemma 4.2, we have
‖Xk − Xk−1‖2  4n√npM
(
max
(
t
(1)
k , . . . , t
(p)
k
)
+ max
(
t
(1)
k−1, . . . , t
(p)
k−1
))
,
where
M = max
1 j p
j. (17)
Proof. Let
ηk = Xk(:,j)
max
(
Xk(:,j)
) − Xk−1(:,j)
max
(
Xk−1(:,j)
) .
Applying Lemma 4.3, we have
‖ηk‖2 =
∥∥∥∥∥∥ Xk(:,j)max (Xk(:,j)) −
W(:,j)
max (W(:,j))
+ W(:,j)
max (W(:,j))
− Xk−1(:,j)
max
(
Xk−1(:,j)
)
∥∥∥∥∥∥
2

∥∥∥∥∥∥ Xk(:,j)max (Xk(:,j)) −
W(:,j)
max (W(:,j))
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥ W(:,j)max (W(:,j)) −
Xk−1(:,j)
max
(
Xk−1(:,j)
)
∥∥∥∥∥∥
2
2nj
(
max
(
t
(1)
k , . . . , t
(j)
k
)
+ max
(
t
(1)
k−1, . . . , t
(j)
k−1
))
.
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On the other hand, using ‖Xk−1(:,j)‖2 = ‖Xk(:,j)‖2 = 1, we get
1
max
(
Xk−1(:,j)
) − ‖ηk‖2  1
max
(
Xk(:,j)
)  1
max
(
Xk−1(:,j)
) + ‖ηk‖2,
i.e., ∣∣∣∣∣∣ 1max (Xk(:,j)) −
1
max
(
Xk−1(:,j)
)
∣∣∣∣∣∣ ‖ηk‖2.
Therefore, we have
‖Xk(:,j) − Xk−1(:,j)‖2
∥∥∥∥∥∥
⎛⎝ Xk(:,j)
max
(
Xk(:,j)
) − Xk−1(:,j)
max
(
Xk−1(:,j)
)
⎞⎠max (Xk(:,j))
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
⎛⎝ max
(
Xk(:,j)
)
max
(
Xk−1(:,j)
) − 1
⎞⎠ Xk−1(:,j)
∥∥∥∥∥∥
2
‖ηk‖2
∣∣∣max (Xk(:,j))∣∣∣+ ∣∣∣max (Xk(:,j))∣∣∣
∥∥∥∥∥∥ 1max (Xk−1(:,j)) −
1
max
(
Xk(:,j)
)
∥∥∥∥∥∥
2
‖ηk‖2‖Xk(:,j)‖∞ + ‖Xk(:,j)‖∞‖ηk‖2
2‖ηk‖2.
This leads to
‖Xk − Xk−1‖2 √p‖Xk − Xk−1‖1
=√p max
1 j p
‖Xk(:,j) − Xk−1(:,j)‖1

√
np max
1 j p
‖Xk(:,j) − Xk−1(:,j)‖2
 4n
√
np
(
max
1 j p
(j)
) (
max
(
t
(1)
k , . . . , t
(p)
k
)
+ max
(
t
(1)
k−1, . . . , t
(p)
k−1
))
=4n√npM
(
max
(
t
(1)
k , . . . , t
(p)
k
)
+ max
(
t
(1)
k−1, . . . , t
(p)
k−1
))
. 
In what follows, set Zk = AYk − BXk .
Theorem 4.5. Let j , 1 j p be deﬁned as in (12) and (13) of Lemma 4.2 and let M be deﬁned as in (17)
of Lemma 4.4. Deﬁne
t
(j)
0 =
∥∥∥X(j)0,2(X(j)0,1)−1∥∥∥2
and
ρ˜ = max
1 j p
{ρ(j)}, where ρ(j) = |λj/λj+1|, 1 j p.
If ρ˜ < γ < 1 and k = aγ k with amin1 j p
{
(1−ρ(j))t(j)0
‖V‖2‖U‖2(1+t(j)0 )(ρ(j)+t(j)0 )
}
, then
lim sup
‖Zk‖2
k
 Eγ −1,
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where
E = 8n√npM‖B‖2(γ /ρ˜ − 1)−1‖V‖2‖U‖2 + 1.
Proof. Under the assumptions, we have by Theorem 3.6, max (t
(1)
k , . . . , t
(p)
k ) → 0. Then, the assump-
tion of Lemma 4.4 is satisﬁed for sufﬁciently large k, where we note that α
(j)
jj is a function of k. We use
the conclusion of Lemma 4.4 to get the upper bound of ‖Zk‖2 as follows:
‖Zk‖2=‖AXkRk − BXk‖2
=‖BXk−1 + Ek−1 − BXk‖2
=‖B(Xk−1 − Xk) + Ek−1‖2
 ‖B‖2‖Xk−1 − Xk‖2 + ‖Ek−1‖2
 4n
√
npM‖B‖2
(
max
(
t
(1)
k , . . . , t
(p)
k
)
+ max
(
t
(1)
k−1, . . . , t
(p)
k−1
))
+ k−1.
Thus,
lim sup
‖Zk‖2
k
4n
√
npM‖B‖2 lim sup
max
(
t
(1)
k , . . . , t
(p)
k
)
k
+ 4n√npM‖B‖2 lim sup
max
(
t
(1)
k−1, . . . , t
(p)
k−1
)
k
+ 1
γ
8n
√
npM‖B‖2 1
γ
(
γ − max
1 j p
{ρ(j)}
)−1
max
1 j p
{ρ(j)}‖V‖2‖U‖2 + 1
γ
,
where we have used Corollary 3.7. This leads to the bound. 
The result above shows that ‖Zk‖2/k is bounded above. Namely, the amount of work required to
solve the inner system is bounded even as k approaches 0. From this, we can further analyze the total
amount of works required. Indeed, the analysis in [6, Section 3] can be applied here to show that the
total number of inner iterations required to reduce the residual by a certain factor only have a modest
dependence on γ ; see also our numerical examples. This is an attractive feature in implementations
as it makes the choice of the threshold parameter γ less critical.
5. Numerical examples
In this section, we present some numerical experiments to illustrate the convergence behavior and
the effectiveness of the inexact inverse subspace iteration. We present three examples of the standard
eigenvalue problem for matrices taken from the collection [1] that are also archived in the Matrix
Market [11]. All tests are carried out in MATLAB.
In all examples, we use the GMRES method [16] with no preconditioning in the inner iterations.
We use k = γ k for the threshold, i.e., a = 1. We shall examine convergence of the following residual
in our numerical experiment:
‖Zk‖∞ = ‖AXkRk − BXk‖∞ = ‖AYk − BXk‖∞.
Throughout, we use the termination criterion ‖Zk‖2  tol and we set tol = 10−8. In the numerical
results listed in the tables below, “iter" denotes the number of outer iterations; “MV" is the total
number of matrix–vector products; “CPU" is the cpu time; and “residual" is the residual norm ‖Zk‖2
at convergence.
Example 1. We consider the SHERMAN1 matrix A from the Matrix Market collection [11]. It is
1000 × 1000. We compute 2 eigenvalues of A closest to τ = −4.18. For this problem,
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Fig. 1. Example 1: Residual convergence history for computing 2 eigenvalues.
Table 1
IIS for computing 2 eigenvalue.
γ Iter Residual CPU (secs) MV
γ = 0.95 474 8.7e−009 3.94e+001 77,824
γ = 0.843 142 9.47e−009 2.36e+001 53,598
γ = 0.6 93 9.4e−009 3.2e+001 76,822
γ = 0.4 87 8.29e−009 3.03e+001 72,580
ρ˜ = max1 i 2 {ρ(i)} ≈ 0.843. We consider the convergence behavior of the outer iteration under
different parametric values of γ . In Fig. 1, we plot the convergence history of the residual ‖Zk‖∞ for
γ = 0.95, 0.843, 0.6 and 0.4 in the dash line separately in four ﬁgures. For comparison,we also plotted
the corresponding threshold k = γ k (in dotted lines). We also list various performance statistics in
Table 1.
The numerical results conﬁrm that the residual converges at the rate max {γ , ρ˜}. Speciﬁcally, if
γ < ρ˜ (the ﬁrst two cases), it converges approximately at the rate of ρ˜ , but if γ  ρ˜ (the last two
cases), it converges at the rate of γ . The total amount of works required as measured by the total
number of matrix–vector multiplications and the CPU time only varies modestly with γ , although
near optimal performance is achieved by γ near ρ˜ .
Example 2. The matrix A in this example is ADD20 from the Matrix Market collection [11]. It is
2395 × 2395. We compute 4 eigenvalues closest to τ = 0.722. In this case, ρ˜ ≈ 0.886. We consider
the convergence behavior of the outer iteration under different parametric values of γ . In Fig. 2, we
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Fig. 2. Example 2: Residual convergence history for computing 4 eigenvalues.
Table 2
IIS for computing 4 eigenvalues of ADD20.
γ Iter Residual CPU (secs) MV
γ = 0.95 597 8.81e−009 1.84e+002 59,128
γ = 0.9 288 9.65e−009 1.01e+002 38,940
γ = 0.886 253 9.82e−009 9.82e+001 41,094
γ = 0.7 165 8.93e−009 7.14e+001 35,188
γ = 0.5 148 9.92e−009 7.16e+001 37,726
γ = 0.3 169 9.21e−009 7.88e+001 41,736
present the convergencehistoryof the residual‖Zk‖∞ forγ = 0.3, 0.5, 0.7, 0.886, 0.9, 0.95 in thedash
line separately in six ﬁgures. For comparison, we also plotted the corresponding threshold k = γ k
(in dotted lines). We also list various performance statistics in Table 2.
Similar convergence behavior as in Example 1 is observed. For γ that is very close to 1, the initial
convergence may be slow because of the very low accuracy solutions, but once it starts to converge, it
clearly follows the rate as implied by our theory. Overall, the total amount of works required depends
on γ only modestly.
Example 3. The matrix in this example is DW2048 from Matrix Market collection [11]. It is 2048 ×
2048. We compute 3 eigenvalues closest to τ = 0.9665. In this case, ρ˜ ≈ 0.9189. In Fig. 3, we present
the convergence history of the residual‖Zk‖∞ forγ = 0.95, 0.9185, 0.7, 0.4 in the dash line separately
in six ﬁgures. For comparison, we also plotted the corresponding threshold k = γ k (in dotted lines).
We also list various performance statistics in Table 3.
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Fig. 3. Example 3: Residual convergence history for computing 3 eigenvalues.
Table 3
IIS for computing 3 eigenvalues of dw2048.
γ Iter Residual CPU (secs) MV
γ = 0.95 501 9.98e−009 1.05e+002 51,436
γ = 0.9187 302 9.05e−009 6.25e+001 30,534
γ = 0.7 184 9.53e−009 4.94e+001 31,488
γ = 0.4 198 9.55e−009 5.72e+001 37,864
Again similar convergence characteristic is observed as in the previous examples. In particular,
with larger γ , the outer iteration makes little progress for a long time, but once it starts to converge,
it converges at the same rate as k .
6. Concluding remarks
We have presented an inexact inverse subspace iteration for computing a few smallest eigenpairs
of the generalized eigenvalue problem Ax = λBx. By properly scaling the block vectors, we ensure
convergence of columns in the iterative blocks, which allows using approximation from one step as an
initial approximation for the next step. We have shown that the method converges asymptotically at
the rate that is the maximum of the spectral gap and the rate at which the threshold decreases. One
implication of this is that asymptotically, the total amount of works required to reduce the residual by
a certain factor depends only modestly on the threshold parameter γ .
We have presented numerical examples that conﬁrm the theoretical convergence analysis. They
also show that the overall performance is not sensitive to the choice of the threshold parameter, mod-
ulus some extreme choices. This is a practically important property and it makes the inexact inverse
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subspace iteration a viable option for problems where the shift-and-invert can only be implemented
approximately.
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