A novel sampling pool selection scheme is proposed for the online sequential extreme learning machine (OS-ELM) based on improved Gath-Geva (IGG) fuzzy segmentation algorithm. Tidal change is a timevarying process whose dynamics vary with changes of internal and environmental factors such as celestial bodies movements, coastal topology and environmental disturbances. When OS-ELM is implemented for identifying time-varying system dynamics, it usually sequentially selects samples with fixed number. Under such circumstance, samples representing different system dynamics are mixed together so that the online representation and prediction abilities of OS-ELM may be deteriorated. To consciously select samples with most representing ability and construct appropriate sampling pool for OS-ELM, in this study, a dynamic sampling pool selection scheme is proposed based on IGG fuzzy segmentation approach. Time series of input and output variables are segmented as per their dynamics characteristics. The change points split up the time series into several segments and the change points themselves represent the changes of system dynamics. Samples within the same segment are considered as possessing homogeneous characteristics. To achieve best representing abilities for current system dynamics, the proposed IGG-based sampling scheme is implemented for selecting sampling pool. The OS-ELM selects homogeneous samples from sampling pool thus possesses better representing ability for current dynamics. In the meantime, conventional harmonic analysis is also applied to represent the influences of celestial bodies and coastal topology. The harmonic method and IGG-based OS-ELM are combined together and the resulted modular prediction scheme is applied for online tidal level prediction of ports of King Point, Mokuoloe and Old Port Tampa in the United States. Simulation results demonstrate the feasibility and effectiveness of the proposed sampling scheme and the modular tidal prediction approach.
Introduction
Tidal prediction is an important issue in areas of oceanographic engineering, coastal engineering, tidal energy utilization as well as marine safety and efficiency [1] . Precise tidal prediction is a vital issue for navigational safety, especially when ships navigate through shallow waters or under bridges. Under both conditions the accurate prediction of tidal level is necessary for calculating water depth under keel or air clearance over ship masts. Among various tidal prediction approaches, the conventional harmonic analysis method is the most commonly used one and it is still the basis for long-term tidal prediction [2] . Harmonic analysis method expresses the tide as superposition of several sinusoidal constituents. It represents the influences on tide caused by celestial bodies and coastal topography. However, changes of tidal level are not only influenced by celestial bodies and coastal topography, but also by meteorological factors such as atmospheric pressure, wind, ice and rainfall [3] . These factors are both nonlinear and time-varying in nature, thus their influences on tidal change are complex and hard to be represented by strictly founded model. Therefore, to generate precise tidal predictions in real time, there is a practical need to construct an adaptive model to represent the influences of the above-mentioned time-varying environmental changes.
The booming intelligent computation techniques, such as neural network, fuzzy inference and evolutionary computation, have been widely applied in coastal and marine engineering industry [4] . Among those intelligent techniques, artificial neural network (ANN) can learn and represent complex nonlinear mapping underlying measured data adaptively, and stores the knowledge within computational neurons and connecting weights [5] . ANN has also been implemented in prediction of tides attributing to its natures such as inherent nonlinearity, Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/neucom universal approximation capability and parallel information processing mechanism [3, 6, 7] .
However, the conventionally used batch learning strategy of neural network makes use of all the received samples for training, thus the achieved neural network can only represent holistic dynamics but not the time-varying dynamics of object systems. Therefore, to represent the current dynamics of time-varying system, adaptive learning strategies are needed. This leads to a novel sampling and learning scheme referred to as sequential learning scheme. Sequential learning is an adaptive learning strategy which processes samples sequentially and tunes network accordingly [8, 9] . Sequential learning strategy is originated by resource allocation network (RAN) which learns samples one by one [8] . RAN has been developed extensively and its derivations have been implemented widely [10] . Yin et al. employ a real-time updated sliding data window (SDW) [11] which has been implemented in areas of signal processing [12] and control [13] , for representing the variable system dynamics and constructs adaptive network based on learning of samples in the SDW. However, the window width is fixed and cannot adapt to the changes of system dynamics. Another type of sequential learning mode is online sequential extreme learning machine (OS-ELM) [14] , which is capable of handling samples that arrive one by one or chunk by chunk. OS-ELM is derived from the novel theory of extreme learning machine (ELM) proposed by Huang et al. [15] . ELM is featured by its extremely fast learning speed and generalization capability, and its performance has been evaluated on a number of benchmark problems [16] . OS-ELM improved ELM from batch learning to be able to handle data which arrives one-by-one or chunk-by-chunk with varying chunk size [14] . OS-ELM has been applied in various areas and simulation results indicate that it produces satisfying generalization performance as well as faster training speed [14] . To improve the representation and generalization abilities of OS-ELM, there is a need for an optimal sample selection strategy to choose samples which have most representing ability for current system dynamics.
Technology of time series segmentation is employed in this study for the sample selection. Time series segmentation is a change point detection problem that can also be considered as jump analysis of a time series. Segmentation of a time series partitions a given time series into several subseries with statistical characteristics so that each segment is homogeneous, while contiguous segments are heterogeneous [17] . Based on Hubert's work [18] about the offline time series segmentation, the dynamic programming (DP) algorithm has been presented in [19] ; early versions of the developed branch-and-bound (BB) approach-based algorithm appeared in [20] [21] [22] . The modified DP (mDP) algorithm [23] is a new version of the BB algorithm modified by the remaining cost concept of the DP algorithm. The BB, DP and mDP algorithms have been evaluated on several real-world hydrometeorological time series [24] . Ref. [25] proposed the modified Gath-Geva clustering algorithm for fuzzy segmentation of multivariate time series. The algorithm uses local probabilistic principal component analysis (PPCA) models to measure the homogeneity of the segments and fuzzy sets to represent segments in time, which is able to detect changes in the hidden structure of multivariate time-series [25] [26] [27] .
Based on [25] , the improved Gath-Geva (IGG) clustering algorithm is proposed for automatic fuzzy segmentation of univariate and multivariate time series [28] . The algorithm considers time series segmentation problem as Gath-Geva clustering and the minimum message length criterion [29] is used as segmentation order selection criterion. One characteristic of the IGG algorithm is its unsupervised nature which can automatically determine the optimal segmentation order. Another characteristic is the employment of the modified component-wise expectation maximization algorithm [30] which can avoid the sensitivity to initialization and the need to avoid the boundary of the parameter space. Other characteristic is the improvement of numerical stability by integrating segmentation order selection into model parameter estimation procedure. The proposed algorithm has been experimentally tested on artificial and real world time series and the experimental results show the effectiveness of our proposed algorithm.
In this paper, the IGG is employed as sample selection method for OS-ELM. The OS-ELM based on IGG segmentation is implemented in tidal online prediction for representing the time-varying tidal changes caused by environmental factors. In the meantime, conventional harmonic method is implemented to represent influences of celestial movements and coastal topography simultaneously. The parametric harmonic method and nonparametric OS-ELM are then combined together and the resulted modular structure can achieve better prediction accuracy and satisfy stability [31] . The OS-ELM in modular model is adjusted adaptively based on samples decided by IGG segmentation and the resulted OS-ELM is used to generate predictions sequentially at each step. Finally, the proposed modular prediction model was applied to real-time tidal level prediction at tidal gauges of several American coastal ports to validate its feasibility and effectiveness.
The remainder of this paper is organized as follows. In Section 2, we give a review on OS-ELM algorithm. In Section 3, a review is made on GG clustering-based time series segmentation algorithm and the IGG algorithm is introduced. In Section 4, the OS-ELMbased modular prediction system and the online tidal prediction simulation are presented and the performance is discussed. Conclusions are finally derived in Section 5.
Online sequential extreme learning machine (OS-ELM)

Single hidden layer feedforward neural networks (SLFNs)
Assume that there are N arbitrary distinct samples in sampling pool ðx k ; t k Þ A R n Â R m , where x k is an input vector and t k is the corresponding desired output. A standard single hidden layer feedforward networks (SLFNs) withÑ additive hidden nodes and activation function GðxÞ can be represented by
where a i ¼ ½a 1i ; …; a ni T is the weight vector connecting the input layer to the i-th hidden node, b i is the bias of the i-th hidden node, and a i Á x k denotes the inner product of vectors a i and x k in R n . The activation functions GðxÞ are Sigmoidal functions. For notational simplicity, the scalar output case is considered here. Extension to the multi-output case is straightforward. In fact, multi-output SLFNs can always be separated into a group of single output SLFNs. A schematic of the SLFNs with the scalar output is depicted in Fig. 1 .
The ultimate purpose of SLFNs is to find out the values of ω i ; a i
and b i such that
Then, Eq. (2) can be written compactly as
where 
where H is called the hidden layer output matrix of the network, the i-th column of H is the i-th hidden node's output vector with respect to inputs x 1 ; x 2 ; …; x N and the k-th row of H is the output vector of the hidden layer with respect to input x k .
Extreme learning machine (ELM)
In this part, we skip the rigorous proof for ELM [15, 32, 33] . The main idea of ELM is that for N arbitrary distinct samples ðx k ; t k Þ, in order to obtain arbitrarily small non-zero training error, one may randomly generateÑ ð r NÞ hidden nodes (with random parameters a i and b i ). Under this assumption, H is completely defined.
Then, Eq. (3) becomes a linear mapping and the output weights ω are estimated aŝ
where H † is the Moore-Penrose generalized inverse of the hidden layer output matrix H. Calculation of the output weights can be done in a single step. This avoids any lengthy training procedure to choose control parameters (learning rate and learning epochs, etc.), thus enables its extreme processing speed. Universal approximation capability of ELM has been analyzed in [15] , which indicated that SLFNs with randomly generated additive or radial basis function (RBF) nodes can universally approximate any continuous target function on any compact subspace of R n . Besides, in the implementations of ELM, the activation functions for additive nodes can be any bounded nonconstant piecewise continuous functions and the activation functions for nodes can be any integrable piecewise continuous functions. ELM algorithm: Given a training set ℵ ¼ fðx k ; t k Þj x k A R n ; t k A R; k ¼ 1; …; Ng, activation function G, and hidden node numberÑ.
Step 1:
Randomly assign hidden node parameters
Calculate the hidden layer output matrix H.
Step 3:
Calculate the output weightω :ω ¼ H † T.
Principle of online sequential extreme learning machine (OS-ELM)
As training data may be presented one-by-one or chunk-bychunk in real-time applications, the ELM is modified so as to make it suitable for online sequential computation [14] . Suppose a new chunk of data is given, it results in a problem of minimizing
When a new sample arrives or a chunk of samples arrive, the connecting weight ω becomes
where
For the efficiency of sequential learning, it is reasonable to express ω ð1Þ as a function of ω ð0Þ , K 1 , H 1 and T 1 , which is independent of the original data set:
ω ð1Þ can be expressed as follows by combining (8) and (9):
Iteratively, when the (k þ1)-th new chunk of data arrives, the recursive method is implemented for acquiring the updated solution. ω ðk þ 1Þ can be updated by
Improved GG clustering-based time series segmentation
Time series segmentation is important for time series dynamics analysis and prediction. The time-series segmentation is to partition the time-series into several internally homogeneous subseries thus the samples with similar dynamics can be analyzed in one group [27] . In practice, the changes of system dynamics are not always abrupt but vague under most practical conditions, so the fuzzy clustering technique is implemented. The close relationships between fuzzy clustering techniques and probability models also indicate that it is possible to adopt probability models to modify fuzzy approaches [34] . Therefore, the probability models are also employed in this study.
GG clustering algorithm
The GG clustering algorithm [26] is an objective function based clustering algorithm [35] . The objective function of the GG clustering is defined as
Þ is the distance between the data point x k and the i-th cluster center, μ i;k is the membership degree of data point x k to the i-th cluster and it is defined as
m A ð1; 1Þ is the weighting exponent that determines the fuzziness of the resulting clusters. A common choice of the weighting exponent is m¼2 and this value will be used throughout this paper. The membership degree μ i;k is subject to the following constraints:
The distance measurement D 2 ðx k ; η x i Þ is chosen proportional to the posteriori probability pðx k j η x i Þ as follows:
where pðx k j η x i Þ is the probability that x k belongs to the i-th cluster, which is represented by Gaussian function Gðx k ; v 
where v x i and F x i are, respectively, centers and covariances of Gaussian function Gðx k ; v x i ; F x i Þ, and P i is the coefficient designed for eliminating the sensitivity of the algorithm, which is given by
Assuming that x k is effectively modeled as a mixture of Gaussian distribution, the GG clustering [26] is equivalent to the EM identification of the Gaussian mixture.
GG clustering-based time series segmentation
A time series X ¼ fx k j k ¼ 1; …; ng is a finite set of n samples labeled by time-coordinate T ¼ ft k j k ¼ 1; …; ng, where x k ¼ ½x 1;k ; x 2;k ; …; x q;k T ; 1 r k r n. Instead of defining crisp bounds of the segments, Abonyi et al. developed an algorithm for dividing time series into fuzzy segments [25, 27] , which considers time series segmentation as GG clustering with time-coordinate as an additional variable. Assuming that the data point z k ¼ ½t k ; x T k T can be effectively modeled as a mixture of multivariate Gaussian distribution, the objective function can be written as
Since t k is independent of x k , the distance measurement of Eq. (19),
In Eq. (20), probability density function pðt k j η t i Þ is given by Gaussian function Gðt k ; v t i ; σ 2 i;t Þ to represent the probability of t k belonging to the i-th cluster in time-coordinate [25, 27] : [27, 25] :
where v 
The optimization of the parameters η ¼ fv
ir cg is considered as the EM identification of Gaussian mixture (Eqs. (21) and (22)). The fuzzy segmentation of a time series, β i ðt k Þ, is defined as [27, 25] 
where A i ðt k Þ is Gaussian membership function given by
Improved GG clustering-based time series segmentation
In this section, the GG clustering is improved for the automatic fuzzy segmentation of time series with time-varying dynamics.
A. MML criterion for GG clustering-based time series segmentation algorithm: Segmentation order selection of a time series is often facilitated by the use of the model selection criterion [19] . The model selection criterion is a tradeoff between data fitting accuracy and complexity. MML criterion is a powerful model selection criterion that has not yet been applied to solve time series segmentation problem [29] .
The definition of distance measurement D
By substituting Eq. (26) into Eq. (19) , the objective function of improved GG clustering-based time series segmentation algorithm is expressed as
MML criterion for improved GGC-based time series segmentation algorithm takes the following form:
It is stated that if any of the α i s is zero, MML penalty term in Eq. (28) does not make sense [29] . This difficulty is solved by deleting those clusters whose probability is zero, and only coding parameters of clusters whose probability is nonzero [29] . Following [29] , MML criterion for the improved GG clustering-based time series segmentation algorithm is derived from Eq. (28) as follows: where c nz denotes the number of non-zero-probability clusters, 
Then, the M-step involves operations of updating the vector of the parameters ηðlÞ and annihilating clusters with vanishing mixing coefficients simultaneously. For the i-th cluster, the mixing coefficient α i ðl þ 1Þ can be calculated by [29, 37] α i ðl þ1Þ ¼
Consider the constraints in Eq. (23), the normalized mixing coefficient vector Wðl þ1Þ is defined as
The i-th cluster corresponding to α i ðl þ1Þ ¼ 0 is annihilated, else the parameters of the i-th cluster η i ðl þ 1Þ are updated by
It is noted that if the initial number of clusters c nz is too large, it may happen that no cluster has enough initial support ( recompute Wðl þ 1Þ, and so on. After convergence is completed, i.e., when the relative difference between the fuzzy partition matrices of the previous and the current iteration J UðlÞÀUðl À 1Þ J falls below a threshold ε, there is no guarantee that we have found a minimum of MML criterion given by Eq. (29) . Follow the method of [29] , we check if smaller values of MML criterion are achieved by annihilating the least probable cluster with smallest α i . 
IGG-based sampling pool selection for OS-ELM
The IGG algorithm segments time series into separated sections. The crisp segmentation points represent the abrupt changes of system dynamics; and each segmental section represents homogeneous system dynamics. The tidal change is a complex process which is influenced by various environmental factors. Considering that different factors may exhibit different timedelays for their effects to appear, the crisp segmentation points of the tidal changes and environmental factors are not coinciding strictly. Furthermore, the changes of tidal changes and environmental changes are mostly time-varying. Therefore, to represent the current system dynamics sufficiently, the union of sections corresponding to current tidal and environmental changes is selected for representing current system dynamics.
At time t, the i-th input sample is denoted as I i (t) and the j-th output sample is denoted as O j (t), where 1 r i r m and 1 r jr n with m and n are the number of variables of input and output, respectively. The segmented sections which I i (t) and O j (t) belong to are denoted as S I i ðtÞ and S O j ðtÞ, respectively. Therefore, the union of current sections is expressed as the union is then served as the sampling pool for OS-ELM, and the length of Q(t) is denoted as L Q . At t-th step, after the segmentation is processed and the union is determined according to (34) , OS-ELM is implemented for identification and prediction based on the samples in Q(t). The IGG method is conducted sequentially in this study. To ensure the processing speed of IGGf method, a sliding window is utilized to limit the computational burden of the algorithm. The sliding window is a first-in-first-out (FIFO) sequence. When a new sample is received, the new sample is added in the window and the foremost one is deleted from window. However, the window should be large enough to guarantee the stability of the algorithm. Take both consideration of processing speed and stability, the width of the sliding window is set as 200 in this study. The process of online application of IGG is stated as follows:
Step 1: The segmentation is performed initially for the received samples. In this study, the first 200 samples are segmented and there are initially g À 1 segments corresponding to g change points. After all the initial g change points are fixed, the IGG is then performed to decide the new change point.
Step 2: When a new sample is received, the segmentation is conducted within the updated window by using IGG method. There are h change points in the window and the h-th change point is the newest one.
Step 3: If the h-th change point falls behind the g-th change point, it is set as a new change point, the ðg þ 1ÞÀth change point. The determination of the new change point does not affect the previously decided change points.
Step 4: The IGG is conducted sequentially likewise and the sampling pool is decided consequently. 
Simulation of tidal level prediction based on modular prediction model
Structure of modular prediction model
Harmonic method is an efficient and stable tidal level prediction approach which represents the influence of celestial factors.
However, the change of tidal level is a complex process which is affected not only by celestial bodies but also by environmental changes. These complex features make it hard to describe the complex dynamics underlying the tidal changes by a strictly founded model. However, OS-ELM has demonstrated its efficiency in describing nonlinear processes. Taking both advantages of harmonic method and OS-ELM, we present a modular prediction scheme, where the conventional harmonic analysis method is utilized to reflect the influences of celestial bodies and shallow water effects, and the proposed IGG-based OS-ELM is implemented to represent the time-varying influences caused by environmental changes. The clarity and stability of the harmonic method and the variability of the proposed IGG-based OS-ELM are combined to achieve higher accuracy on the basis of stable prediction [38] . As the conventionally used tidal prediction method, harmonic method can give stable long-term tidal predictions. Therefore, the harmonic method is employed as the mechanism module in this modular scheme. The result of harmonic prediction is a superposition of constituents whose amplitudes and frequencies are determined by analysis based on the long-term tidal measurements. Thus, the tidal level can be predicted as a time-dependant function which serves as mechanism prediction model:
where a 0 is the height of mean sea level (MSL), n is the number of constituents. h i , ω i and ϕ i are the amplitude, frequency and phase of the corresponding constituent, respectively. And ε i is the unmolded Identification and prediction error for 1-step-ahead tidal prediction by using conventional OS-ELM (King Point).
Table 3
Simulation results of online ship roll motion prediction. error which will be modeled by OS-ELM. The number of constituents is determined according to the requirement of accuracy, and higher prediction accuracy can be achieved by employing more constituents.
Algorithms OS-ELM based on IGG OS-ELM Results
RMSE
However, the calculation of larger number of constituents needs more tidal measurements and will involve more computational burden. The OS-ELM-based prediction is a kind of sequential learning scheme whose sampling pool is decided online based on IGG in this study. Both processes of identification and prediction are conducted at each step. The configuration of the identification process of the modular model is illustrated as Fig. 2 .
It can be noticed in Fig. 2 that two operations are conducted during the identification process. Firstly, the harmonic method is implemented to describe the periodical tidal change which is driven by the revolution of celestial bodies, and its prediction result of tidal level y is denoted as y M . y R denotes the residual between measured tidal level y(t) and predicted one y M . The OS-ELM is used for online tidal prediction of y R based on nonlinear autoregressive with exogenous inputs (NARX) model: y R ðtÞ ¼ f ðy R ðt À 1Þ; …; y R ðt À n y Þ; uðt À 1Þ; …; uðt À n u ÞÞ; ð36Þ
where y and u are system output and input, respectively, with n y and n u being orders of y and u, respectively. In this study, u in (36) contains environmental factors including water temperature T, air pressure P and wind speed V. That is, uðt À 1Þ; …; uðt À n u Þ contains Tðt À 1Þ; …; Tðt À n T Þ; Pðt À 1Þ; …; Pðt À n P Þ; Vðt À 1Þ; …; Vðt À n V Þ; ð37Þ
where n T , n P and n V are orders of the T, P and V in prediction model, respectively. The residual information of tidal level y R is considered as the effects of time-varying environmental changes u and other unmodeled factors. The 1-step-ahead prediction is realized by replacing the t in (36) with t þ1: y R ðt þ 1Þ ¼ f ðy R ðtÞ; …; y R ðt Àn y þ 1Þ; uðtÞ; …; uðt À n u þ 1ÞÞ;
The prediction is then performed by measured variables which is currently available. For multi-step prediction, for instance m-steps-ahead prediction, the processes of identification and prediction are expressed as follows: y R ðtÞ ¼ f ðy R ðt À mÞ; …; y R ðt À m À n y þ 1Þ; uðt À mÞ; …; uðt À m Àn u þ 1ÞÞ; ð39Þ and y R ðt þ mÞ ¼ f ðy R ðtÞ; …; y R ðt À n y þ 1Þ; uðt À mÞ; …; uðt À m À n u þ 1ÞÞ:
ð40Þ
After the OS-ELM is constructed by learning data pairs of y R in current selected pool, the modular prediction model is achieved by combining the OS-ELM with the harmonic method. The configuration of the prediction process in the modular model is illustrated as Fig. 3 .
Once the identification process is completed, currently available information of y R , P, T and V are then set as input according to (40) and y R ðt þ mÞ is the m-steps-ahead prediction of the environment factors' influence to the tidal level.
During the prediction process, predictions generated by the two modules are summed together to achieve the final prediction model. That is, the two identification modules are combined in series connection to form the modular forecast model and get the final tidal prediction result.
Real-time tidal prediction simulation
Online tidal level prediction simulations were conducted to verify the feasibility and efficiency of the proposed sample selection scheme OS-ELM and modular prediction strategy. The simulations employ the measured hourly tidal data of three American Ports of King Point in New York, Mokuoloe in Hawaii and Old Port Tampa in Florida. The hourly samples are measured from GMT0000 April 1 to GMT2300 April 30, 2014, 720 samples in total. All the measurements of tidal level, air pressure, wind speed Table 6 Simulation results of online ship roll motion prediction.
Algorithms OS-ELM based on IGG OS-ELM
Results and water temperature and the parameters of 37 harmonic constants in this study are achieved from web site of American National Oceanic and Atmospheric Administration: http://co-ops. nos.noaa.gov. In the online tidal prediction simulations, both the identification and prediction processes are performed in each step. Simulations are processed in MATLAB 7.4 environment running at 2.40 GHz (CPU) and 1.92 GB memory (RAM).
The measured tidal data of Port of King Point are shown in Fig. 4 . The prediction result achieved by using conventional harmonic method is also shown in the figure. Based on the measured data, the harmonic prediction method is used for tidal prediction and the RMSE P is 0.181680 m. As the harmonic method only takes into consideration the period influences of celestial bodies and ignores the influences of the environmental changes, there exist time-varying errors in the prediction results, as shown in Fig. 4 . To depict the time-varying error more clearly, the curve of prediction error by using harmonic method is shown in Fig. 5 .
It can be seen from Fig. 5 that the prediction error fluctuates with time and the maximum prediction error reaches nearly 0.7 m. Ship voyage plan stipulated based on such prediction may cause accidents of grounding or collision when ship sails through shallow water or under bridge. Therefore, there is a practical need to reduce predictive tidal error and give accurate predictions. In this study, the index of root mean square error (RMSE) is utilized to evaluate the performances of identification and prediction, respectively:
Here n denotes the number of samples, y I and y P are the identified and predicted values of y, respectively. The residual prediction error by using harmonic method comprises many useful information thus is considered as predictable here. Therefore, the residual information y R is estimated by OS-ELM based on IGG segmentation in this study. The OS-ELM is adjusted based on the learning of residuals y R and corresponding environmental factors of air pressure P, water temperature T and wind speed V, as shown in Fig. 6 .
It is noticed that the changes of air pressure, water temperature and wind speed are time-varying in nature, which will impose time-varying influences to tidal level changes consequently. To depict current tidal dynamics, we stipulate a time quantum in which the samples can represent the characteristics of current tidal changes. Therefore, we combine the newest time spans corresponding to different input variables as per (34) , thus only samples which have close correlation to the current changes are included in the candidate sampling pool. This sample selection strategy helps us to avoid unfavorable effects of samples which have little or contrary effects to current system dynamics, thus guarantee the generalization capability of the OS-ELM.
The fuzzy segmentation is shown in Fig. 7 together with the value of variable normalized to ½À1 1. It can be seen from Fig. 7 that the proposed algorithm is able to detect meaningful temporal changes of the time series.
The corresponding crisp segmentation is obtained and the results are shown in Fig. 8 . The crisp points are considered as changing points corresponding to fluctuations in system dynamics, the time span between two successive crisp points indicates relative stable system dynamics and the samples in the same span are deemed to represent similar tidal characteristics.
The membership degrees for environmental factors P, T, V and y R are obtained and the results are shown in Fig. 9 .
The corresponding crisp segmentation result is shown in Fig. 10 . It can be noticed in the figure that some of the crisp changing points of different variables are well coincided. This phenomenon can be further studied to investigate the causal relationship and the latent correlation between changes of system dynamics and relevant environmental factors. During the segmentation, there are 14, 18, 25 and 23 changing points for time series of P, T, V and y R , respectively. The crisp changing point for the 4 variables is listed in Table 1 .
During the process of online time series segmentation, there are altogether 26 sampling pools achieved by combining the latest segments of individual variables, and the result of achieved sampling pool is shown in Table 2 . In case the sampling pool may be too small under condition of rapid changes of some environmental factors, minimum pool size also sets which enable the stable identification and prediction performance of OS-ELM. The minimum pool size is set as consecutive 25 h in this study, which covers a whole period of tidal level changes of regular semidiurnal tide. During time spans of 61-69, 138-143, 288-298, 388-399, 584-596, 670-675, the samples in pool size are less than 25 and the minimum pool size takes effect to ensure the stability of the prediction result.
In the study, the running step is set as 700, and the parameters for NARX model are set as n y ¼ 6, n P ¼1, n T ¼1, and n V ¼1. For OS-ELM, the number of hidden neurons assigned to the ELM is 24, and Sigmoid function was selected as activation function. Altogether 50 times of simulation is conducted and the average identification and prediction error of 1-step-ahead tidal level prediction is shown in Fig. 11 .
For comparison purpose, the conventional OS-ELM is also conducted and the prediction result is shown in Fig. 12 . The samples are presented to OS-ELM sequentially, and the models of identification and prediction are the same as the OS-ELM based on IGG approach.
It is noted by comparing Figs. 11 and 12 that the prediction error has been reduced and the prediction result is more stable with less abrupt changes. Specifically, the predictive RMSE for OS-ELM prediction based on IGG model is 0.0229 m, which is less than 0.0286 m by using conventional OS-ELM. Both the predictive RMSE of OS-ELM and improved OS-ELM are smaller than 0.1816801 m by using harmonic method. Simulations of tidal predictions are conducted for more hours ahead prediction and the results are shown in Table 3 .
It is shown in Table 3 that, by combining the harmonic predictor and OS-ELM predictor based on IGG, the resulted modular prediction scheme can achieve better generalization accuracy with little loss of processing speed. As the method only needs to process the limited number of samples within the selected sampling pool, it possesses relatively fast processing speed than conventional batch learning methods. The prediction errors of both approaches decrease with the increase of prediction domain, but the proposed approach still remains with relatively high prediction accuracy than that of the conventional OS-ELM method. The simulation results indicate that the optimization of sampling pool for OS-ELM can improve its representing ability for system dynamics especially the dynamics of time-varying dynamics, with tolerable loss to the processing speed of OS-ELM.
To further validate the effectiveness of the proposed method, we adopt the tidal gauges which differ at location and coastal topology. Therefore, the tidal and meteorological measurements in Mokuoloe of Hawaii are also employed. The hourly samples are also measured from GMT0000 April 1 to GMT2300 April 30, 2014. The tidal measurement is depicted in Fig. 13 , together with the predicted values predicted via conventional harmonic method.
For comparison purpose, the predicted error by using conventional harmonic method is depicted in Fig. 14 .
The optimal membership degrees for environmental factors of P, T, V and y R are shown in Fig. 15 .
The corresponding optimal crisp segmentation is depicted in Fig. 16 and the sampling pool can be decided accordingly.
It can be noticed in Fig. 16 that during the segmentation, there are 10, 8, 17 and 11 changing points for time series of P, T, V and y R , respectively. The crisp changing points are listed in Table 4 .
The sampling pools for different running steps are achieved based on the crisp segmentation points and the result is shown in Table 5 . The minimum pool size of 25 takes effect only in time span of 366-381.
In the study, the preset simulation settings are the same as that for Port of King Point. That is, the running step is 700, n y ¼ 6, n P ¼ 1, n T ¼ 1, and n V ¼ 1 for the NARX predictive model. The number of hidden neurons assigned to the ELM is 24 for OS-ELM, and Sigmoid function was selected as activation function.
Simulations of tidal predictions are conducted for more hours ahead prediction and the results are shown in Table 6 .
Another selected tidal station is Old Port Tampa in Florida, USA. The measurements of tidal level during time span of GMT0000 April 1 to GMT2300 April 30, 2014 are depicted in Fig. 17 .
And the predicted error by using conventional harmonic method is depicted in Fig. 18 . This is also the residual information used to train the improved OS-ELM.
The optimal membership degrees for environmental factors P, T, V and y R are shown in Fig. 19 .
The corresponding optimal crisp segmentation is depicted in Fig. 20 .
We skip the detailed statement selection of sampling pool and illustration of identification and prediction performance. The prediction performance is listed in Table 7 .
It can be noticed from the above simulation results that the improved OS-ELM performs superior to conventional OS-ELM both in identification and prediction. This can attribute to the sampling selection strategy performed by improved Gath-Geva fuzzy segmentation approach. By selecting samples consciously, the number of the samples to be learned is reduced, and the characteristics of the samples are homogeneous. This enables the precise identification and prediction of time series as well as the fast data processing speed. The modular prediction strategy is implemented in this study, which employ the harmonic method and OS-ELM to represent the influences of celestial bodies' movement and the environmental factors, respectively. This modular strategy takes both advantages of mechanism model performed by harmonic method, and identification model performed by improved OS-ELM. It makes use of conventional harmonic method to generate stable long-term prediction, and the improved OS-ELM only needs to focus on the extra influences on the tidal changes to improve the prediction accuracy.
Conclusions
A OS-ELM is proposed based on improved Gath-Geva fuzzy segmentation approach. The approach selects sampling pool consciously and improves the generalization performance of OS-ELM with little loss of processing speed. The sampling pool exhibits better realtime representing ability for time-varying system dynamics. Simulations are conducted to validate the effectiveness of the proposed approach, with the achieved OS-ELM being performed as a module for representing influences of environmental factors. The OS-ELM module is combined with conventional harmonic method and the resulted modular prediction scheme possesses satisfying accuracy, prediction stability and processing speed. The novel sampling pool selection can also be implemented to system analysis and other occasions of online identification and prediction applications for time-varying systems. 
