By derivative estimates of conformal maps, for any T, ε > 0 we prove that almost surely the SLE 8 curve (γ t ) has the following regularity
Introduction
SLE (SLE κ ), Schramm-Loewner Evolution, is a class of random increasing hulls in complex plane with one parameter κ > 0. These conformal invariant increasing hulls are determined by Loewner equation driven by Brownian motion with speed √ κ. Set H = {x + iy : y > 0}. Let (B t ) t≥0 be a standard Brownian motion and U t = √ κB t . The chordal SLE is defined through ∂ t g t (z) = 2 g t (z) − U t , g 0 (z) = z, z ∈ H; (1.1)
where ζ(z) is the life time of the solution at which g t (z) − U t becomes zero. Many fundamental properties of these increasing compact hulls (K t ) have been studied in literatures. In Rohde, Schramm [11] (Lawler, Schramm, Werner [4] for κ = 8), it was proved that these increasing hulls are generated by continuous curves (γ(t)) on H. More precisely, γ(t) is the new frontier point of K t in H at time t and H \ K t is the unbounded connected component of H \ γ[0, t]. Almost surely, these curves can be defined by
where f t = g −1 t ,f t (z) = f t (z + U t ). It was proved in [11] that, almost surely, (γ t ) is a simple curve and equal to K t for 0 ≤ κ ≤ 4; a self-intersecting path for 4 < κ < 8; and a space-filling curve for κ ≥ 8. For the backgrounds and more information of SLE, we refer to Lawler [1] and Werner [14] .
The aim of this paper is to give a direct proof of SLE 8 curves, which was also mentioned in [11] . As in [11] for κ = 8, the proof is based on the study of the conformal maps of the backward SLE and it can give a regularity of SLE 8 curves. We only consider the chordal SLE because the radial SLE has a natural connection with the chordal SLE (see Proposition 4.2, Lawler, Schramm, Werner [3] ).
Like some other SLE κ , there are several remarkable feathers of SLE 8 . Conjectured in Schramm [12] and proved in [4] , SLE 8 is the scaling limit of the uniform spanning tree Peano curves under the uniform norm (for more information of SLE 8 , its dual SLE 2 and their discrete models, see [4] and the references therein). In [4] , as a byproduct, the existence of SLE 8 curves was proved by this approximation. Geometrically, SLE 8 is the opposite counterpart of the planar Brownian motion: they both have 'uniform' distributions on paths of dimension two, however, the paths of the former have the non-crossing geometric restriction and the paths of the later are free. From simulation (cf. [4] [11] ), this geometric restriction at times forces the SLE 8 trace to create some pockets with small entrance. Since (γ t ) is parameterized by capacity, the (module of) derivatives of SLE 8 backward flow could be very big at these times. In fact, we show that the backward flow of SLE 8 has the strongest distortion among all SLE κ and so do the related curves (see Lemma 2.7) .
From Marshall and Rohde [7] (see also Lind [5] ) we know that there are counterexamples for the existence of curves in the deterministic case when drive functions having large 1/2-Hölder continuity coefficients. The spiral 'curve' constructed in [7] enters into a pocket and fails to get out of it continuously. It is notable that SLE 8 curves can enter into a pocket with small entrance and get out continuously after filling it. Intuitively, this is partly due to the recurrence of Brownian paths which avoids uncontrolled vibrations (cf. Lemma 3.2). SLE κ for κ > 8 also have this property, however, the distortions are weaker due to their slower speeds in y direction.
Denote the complex derivative of an analytic function f (z) by f ′ (z). For κ = 8, estimates of |f ′ t (z)| in [11] are essential to prove the existence and continuity of γ(t) . To introduce this result and also the result in this paper, we first prepare some definitions. Let ( B t ) be a standard Brownian motion independent with (B t ) both defined on a probability space (Ω, F, P ). Let ( F t ) t≥0 be the filtration generated by ( B t ). Let U t = √ κ B t for t ≥ 0 and define the time reverse stochastic Loewner equation as
Set for t ≥ 0 (here z t is z −t in [11] )
For t ≥ 0, set u = u(z, t) := log y t . Since u is a strictly increasing function in t, we can write t = t(z, u) for u ≥ log y and have
We also write t(z, u) by T (z, u). Set (G u ) u≥log y = ( F t(z,u) ) u≥log y and denote
Let b ∈ R and define 
In [11] , estimate (1.11) was used to control the convergence in (1.2) for κ = 8, which gave a Hölder continuity of (γ t ). See also Lind [6] for the improved Hölder continuity. When κ = 8 and l > 0, estimate (1.11) can give (taking a = λ = 2 with b = 1/2)
which is not enough to prove the existence of the SLE 8 curves by following the proof in [11] . In Lemma 2.6 below, we give the following improved estimate for κ = 8,
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The estimate (1.14) is close to the optimal estimate (see (2.37)), but it is still not enough to prove the existence of the curve. As in [11] , we want to give derivative estimates on lattice points Γ := (l2 −2m , 2 −m ) 1≤l≤2 2m ,m≥1 and then extend them to D = {(t, y) : (t, y) ∈ [0, 1]×(0, 1]}. Since essentially there is no stronger one point derivative estimate other than (1.14) on Γ and the two points correlation estimates may not be helpful to improve this one point estimate (cf. Lemma 3.7), it is natural to study the set of points in Γ with large derivatives, e.g.,
for some big number N (a different function will be used in the proof). Notice that estimate (1.14) gives a nontrivial upper bound for the derivatives on Γ. Therefore, if the number of the points in Γ with the "same" time coordinate is not very big, then we can prove the convergence in (1.2) by some standard arguments. More precisely, with the help of (1.14), if we can prove that for some δ < 1/4
then we can prove the existence of the curve, where
The estimate of | Γ n,j | is a kind of multiple correlation estimate. Our method for this estimate depends on two observations which reduce it to some one point estimate and two points correlation estimate related to large derivatives. Below we say that two points (t 1 , z 1 ), (t 1 , z 2 ) in D with t 1 < t 2 , y 2 < y 1 are coupled points if g t 1 (f t 2 (z 2 )) is close to z 1 + U t 1 . Notice that the x coordinate of the points in Γ n,j are all zero. Thus, if a point (u, z) in Γ n,j is coupled with many other points in Γ n,j , then there is a strong recurrence of x t (here U t = U u−t − U u ) starting at this point. This strong recurrence can control the increasing of the derivatives (see (2.23)) and hence a big number of coupled points with large derivatives is a rare event. See Lemma 3.4 and Lemma 3.5 for details.
Another observation is that the uncoupled points is unlikely to take big derivatives simultaneously. See Lemma 3.6 and Lemma 3.9. The estimate in Lemma 3.9 is based on a correlation formula for the backward SLE given in Lemma 3.7. This result is inspired by the known correlation formula for the SLE in Schramm and Wilson [13] .
For the one point derivative estimate and the estimate on the number of the coupled points, a Brownian motion introduced in [11] plays an important role in the proof. Denote the inverse of the hyperbolic function sinh by sinh −1 and set
Set b = 1/4+2/κ. From Remark 3.4 [11] , (v( z(z, u)), u ≥ log y) is a Brownian motion times κ/2 under the probability measure P which is the Girsanov's transform of P by martingale
For any bounded stopping time U with respect to (G u ) u≥log y , we have by the optional stopping theorem
The following theorem is the main result of this paper which was given in Theorem 4.7 [4] except (1.16). From the one point derivative estimate in (2.37), (1.16) may not hold when ε = 0. However, the author is not be able to prove it here. 
(1.16) Throughout the paper notations k, k ′ , j, j ′ , l, m, n are all used for integers. For a real number x, ⌊x⌋ and ⌈x⌉ are the biggest integer no more than x and the smallest integer no less than x, respectively. For a set F , denote by |F | its cardinal number. All constants like c 1 , C 1 in this paper are positive.
One point derivative estimates
Let (L t ) be the local time of the standard Brownian motion (B t ) at zero point (cf. [10] ) and define
Lemma 2.1. For t, r, r 1 , r 2 > 0 with r 2 ≥ r, we have
Proof Define functions f 1 (x) = |x| and
By Itô-Tanaka's formula (cf. VI (1.5) [10] ),
Set A = {L r,t ≤ r 1 }. Applying exponential martingale, we have
Similarly,
Combing (2.4) and (2.5), we have
Similar calculations also give
By (2.2) and (2.3),
For r 2 ≥ r, (2.6), (2.7) and (2.8) give
which completes the proof.
in the sense of distribution. For t > 0 (cf. III (3.14), [10] )
There exists constant C 1 such that for any t > 0 and R ≥ 1,
Proof Taking r 1 = 4R, r 2 = 5R and r = 1 in Lemma 2.1 and applying (2.9), we have
By (2.11),
Combing (2.14) and (2.15) we get (2.12). By Lemma 2.1 and (2.10), the estimate (2.13) can be proved similarly.
is a Brownian motion with speed two, by scaling and Lemma 2.2 we have for
Direct calculations by equation (1.5) show that (cf. [11] ),
and
(2.19)
By the last identity in (2.18) and the first identity in (2.19),
Noticing that
we have by (2.21)
where
Proof Let 0 <ŷ ≤ t 1/2 . Suppose that y t (ẑ) ≥ t 1/2 . Define t 0 by y t 0 (ẑ) = t 1/2 . Since y t is a increasing function, we have by (2.18)
which gives (2.26). (2.25) and (2.27) can be proved similarly.
Lemma 2.4. Let M > 1 and 0 ≤ t ′ ≤ 1. Letẑ ∈ H such thatŷ ≤ 1 and logŷ ≤ U 1 ≤ U 2 for some random variables U 1 and U 2 . Then 
Lemma 2.5. Let κ = 8, r > 0,ẑ ∈ H and U be a stopping time with respect to (G u ). For any
where T = t(ẑ, U ).
Proof When U is bounded, we have by Chebyshev's inequality and (1.15) (taking b = 1/2, a = λ = 2)
The general case can be proved by approximating U with (U ∧ k) k≥1 .
Lemma 2.6. Let κ = 8 and 0 <ŷ < e −e 2 . There exists constant C 2 > such that for any stopping time 0 ≤ τ ≤ 1
Proof Let 0 ≤ τ ≤ 1 and assume thatẑ = iŷ with 0 <ŷ < e −e 2 . Set
Recall that (v u ) is a Brownian motion with speed two. By (2.16), (2.20) and the relation above
On event A, we have by log | logŷ| > 1, the first identity in (2.19) and the second identity in (2.22)
This and τ ≤ 1 imply that {y τ ≥ logŷ} ⊆ A c and hence by (2.10)
Combing (2.33) and (2.35), we get (2.30) for some C 2 > 0. Denote U := u(ẑ, τ ), which is a bounded stopping time for the filtration (G u ). Noticing that τ = t(ẑ, U ) and (log | logŷ|) 5/2 | logŷ| −1/4 > 3| logŷ| −1 for 0 <ŷ < e −e 2 , we have by (2.29) and (2.30)
For r, x ∈ R, denote ξ = inf{t :
Lemma 2.7. Let κ = 8, 0 < t ′ ≤ 1 and 0 < ε < 1/2. There exist C 3 (ε) and C 4 (ε, t ′ ) such that for 0 <ŷ < C 4
Proof Set
A k .
Let 0 <ŷ < e −e 10 . Since (v u ) is continuous, we have |v τ 1 | ≤ (log | logŷ|) ε on A 1 . We can choose c 1 (ε) small enough such that forŷ < c 1
We can further assume that c 1 is small enough such that
where we use (2.17) and
≥ 2e −2 for |v u | ≤ 1. Combing the facts above we have
(2.38)
Since |v τ 1 | ≤ (log | logŷ|) ε on A 1 , we have
for some c 2 > 0. Noticing that τ 2 ≤ logŷ + 3(log | logŷ|) 3 on A 1 A 2 A 3 , we have by (2.11), the strong Markov property and 0 <ŷ < e −e 10
for some c 3 > 0. Setting t 0 = (log | logŷ|) 2 − (log | logŷ|) 2ε , we have by (2.11)
for some c 4 > 0. By (2.36),
Applying the independent increment properties of Brownian motion, we have by (2.38)-(2.42) and the first estimate in (2.43)
for some c 5 , c 6 (ε) withŷ < c 6 . Hence by the second estimate in (2.43),
for some c 7 > 0. By the first identity in (2.19) and the first inequality in (2.22), we have on
which implies that
By the first inequality in (2.23), there exists c 9 (ε) such that forŷ < c 9 we have on 
This together with (1.15) and (2.48) give
Thus we obtain (2.37) by (2.20), (2.45) and (2.49).
3 Multiple correlation estimates
Derivative estimates under a strong recurrence
For each t ≥ 0, define U t,−s by U t−s − U t for 0 ≤ s ≤ t and extend it to be a Brownian motion with speed √ κ for s ≥ 0. When replacing ( U t ) t≥0 by (U t,−s ) s≥0 in (1.3), we rewrite the time reverse SLE by
and denote
By (3.1), we have the following flow property
and also For t ≥ 0, define
In this section we take κ = 8. Let δ be a number in (0,   1 2 ) in the rest part of this paper. Stopping times for recurrence For n ≥ 1, t ≥ 0 andẑ ∈ H such that 2 2 n <ŷ −1 ≤ 2 2 (n+1) , set U 0 (ẑ, n, t) = logŷ and define inductively for k ≥ 1
The following lemma will be used later.
Proof By (3.7), the number of integers m ∈ [U k−1 (ẑ, n, t), U k (ẑ, n, t)) such that |v m (ẑ, t)| ≤ 2 δn is at most ⌈2 · 2 5δn ⌉. This and ⌈2 · 2 5δn ⌉ · ⌊2 δn ⌋ < 3 · 2 6δn give (3.8).
Events for recurrence Denote shortly U k = U k (ẑ, n, t), S k = S k (ẑ, n, t) and define for k ≥ 1
Note that U k < ∞ almost surely. The following lemma improves the derivative estimate in Lemma 2.6 under a strong recurrence.
Lemma 3.2.
There exists constant C 5 (δ) such that forẑ = iŷ with 2 2 n <ŷ −1 ≤ 2 2 (n+1)
Proof First we prove that for some constant c 1 (δ)
By (2.10) and the strong Markov property, we have
By (2.17) and the strong Markov property, there exists constant c 2 such that
Denote A k = A k (ẑ, n, t) and B k = B k (ẑ, n, t). Noticing that
we have by Lemma 2.4, (3.2) and (3.4)
By (3.11) and (3.13)-(3.15),
, we have A(ẑ, n, t) ⊂ {y t,−t ≥ 2 −2 n }. This and (3.16) give (3.12). Noticing that A(ẑ, n, t) ∈ G U for U = u(ẑ, t), we have by (3.12) and Lemma 2.5
which gives (3.10).
Coupled points with large derivatives
Events for fluctuation For 0
Recall that (v u ) is a standard Brownian motion with speed two under P . By reflecting principle of Brownian motion there exists constant C 6 such that
Proof Suppose that the conclusion is not true. Then there exist 2 n < l ≤ k ≤ 2 n+1 , 1 ≤ j ≤ 2 2k and s ′ ∈ (0, 2 −2l ] such that ε2 δn > 3, (F ε n,k,j ) c holds and for u ′ = log y j2 −2k ,−s ′
By (2.24), we have e u ′ ≤ 3 · 2 −l . This gives u ′ ≤ −(log 2)l + log 3 ≤ −(log 2)2 n + 1. Therefore event (F ε n,k,j ) c gives sup
Here u ′ −1 ≥ −(log 2)k. Otherwise, by (3.23) we have |v u ′ (i2 −k , j2 −2k )| ≤ ε2 δn which contradicts with inequalities (3.22), ε2 δn > 1 and u ′ − 1 < −(log 2)k. Define s(u) by log(y j2 −2k ,−s(u) (i2 −k )) = u. We have by (2.19), the second inequality in (2.22), (3.22), (3.23) together with ε2 δn > 3 and u ′ − 1 ≥ −(log 2)k
Points with large derivatives at the "same" time Define for 0 < δ <
Coupled points with large derivatives Define t(n, j, l) = t(n, j, J(n, j, l)), 1 ≤ l ≤ |K n,j |, K n,j = {J(n, j, l) : f or l such that 1 ≤ l ≤ |K n,j | and
, where s l = t(n, j, 1) − t(n, j, l) }. (3.25) Notice that 0 ≤ s l < 2 −J(n,j,l) .
Uncoupled points with large derivatives Define
Events for coupled points with large derivatives Define
Events for uncoupled points with large derivatives Define
Lemma 3.4. With notations defined as above, we have for n ≥ C 7 , 1 ≤ j ≤ 2 2 (n+2) , J := t(n, j, 1)2 2J(n,j,1) and
(i2 −J(n,j,1) )| ≥ 3 exp{−n −2 2 δn }2 J(n,j,1) }, by (3.21) we only need to prove
For l with J(n, j, l) ∈ K n,j , we have by (3.25)
Estimate (2.24), s l ≤ 2 −2J(n,j,l) and J(n, j, l) ≥ 2 n + 1 give
By (3.19) and (3.31) we have on G ε n,J(n,j,1),J
By (3.18), (3.32), (3.33) and ε ≤ 2 −4 , we have on
l ⌉ f or some l with J(n, j, l) ∈ K n,j and ⌈u
By (3.31) and the first inequality in (3.32) we have ⌈u ′ l ⌉ = ⌈u ′ m ⌉ if |J(n, j, l) − J(n, j, m)| ≥ 2 δn +3(log 2) −1 . This and the second inequality in (3.32) show that on G ε n,J(n,j,1),J ∩(F ε n,J(n,j,1),J ) c
By (3.27), (3.34), (3.35) and applying Lemma 3.1 we get (3.30) .
Lemma 3.5. There exists constant C 8 (δ) such that
Proof Let n ≥ C 7 , ε = 2 −4 and assume that 3 exp{−n −2 2 δn } ≥ e 3 2 −2 n . By Lemma 3.4,
where A(ẑ, n, t) is defined in (3.11) and B n,k,j :
. By the second inequality in (2.20) and 3 exp{−n −2 2 δn } ≥ e 3 2 −2 n , we have
Hence U := log(y j2 −2k ,−j2 −2k (i2 −k )) ≥ −(log 2)2 n + 3 on B n,k,j . By (3.18) we see that
Therefore, F ε n,k,j ∩ B n,k,j ∈ G U . Applying Lemma 2.5 and (3.20),
Applying (3.37), (3.38) and Lemma 3.2, we have for n big enough
which implies (3.36).
Uncoupled points with large derivatives
Events for uncoupled points with large derivatives For 0 < δ <
Lemma 3.6. There exists constant C 9 (δ, ε) such that for n ≥ C 9 and 1 ≤ j ≤ 2 2 (n+2)
where J := t(n, j, 1)2 2J(n,j,1) .
Proof Let n ≥ C 7 . By (3.21) we only need to prove that
If | K n,j | ≥ 1, we can find l such that 1 ≤ l ≤ |K n,j | and ,1) ). Choose integers m and k such that (i2 −J(n,j,1) )| ≥ 3 exp{−n −2 2 δn }2 J(n,j,1) , we have by the second inequality in (2.20) and (3.5)
By Koebe's Distortion Theorem, (3.45) and (3.47), we have for some constant c > 0
By (3.19) and (3.45), on set G ε n,J(n,j,1),J |v u ′ (i2 −J(n,j,1) , t(n, j, 1))| ≤ k log 2 − J(n, j, l) log 2 + 2ε2 δn , where u ′ = log y l . Hence by
This estimate, (3.46) and (3.48) give M n,j ∩ G ε n,J(n,j,1),J ⊆ E n,J(n,j,l) j ′ ,k,m ⊆ E n for n big enough, where j ′ = t(j, n, l)2 2J(n,j,l) .
Proof Setting
We have
By Itô's formula, the first two equalities in (2.18), the second equality in (2.19) and (3.52) 
k=2 n +1 
A regularity of SLE 8 curves
We continue to use the notations defined in the previous sections and assume that κ = 8 in what follows. Extend (U t ) to be a two-sided Brownian motion with speed √ κ. For k ≥ 1, set T k,0 = 1 and define inductively
By scaling property of Brownian motion, there exists r 1 > 0 and r 2 > 0 such that for k ≥ 1, j ≥ 0
By (4.1) and the Borel-Cantelli Lemma, there exists a random number K 0 such that
By (4.1) and (4.2), the following lemma can be proved by taking T k,j = 0 ∨ T k,j and r 0 = ⌈r 1 ⌉.
Lemma 4.1. There exist integer r 0 > 0 and random variables (T k,j ) (k ≥ 1, 0 ≤ j ≤ r 0 2 2k ) such that (U T k,j −s − U T k,j ) 0≤s≤T k,j conditional on T k,j = t ∈ [0, 1] has the same distribution as (U s ) 0≤s≤t and for 0 ≤ j ≤ r 0 2 2k − 1
Moreover, there exists a random number K 0 such that T k,r 0 2 2k = 0 for k ≥ K 0 almost surely.
The following lemma was given in [2] . Here we state it in another form. 
By Lemma 3.5 and Lemma 3.9, By choosing δ small enough in (4.20) we finish the proof of (1.16). The rest part of the theorem was given in Theorem 4.1 [11] .
