In this paper, we present a data-driven approach for human pose tracking in video data. We formulate the human pose tracking problem as a discrete optimization problem based on spatio-temporal pictorial structure model and solve this problem in a greedy framework very efficiently. We propose the model to track the human pose by combining the human pose estimation from single image and traditional object tracking in a video. Our pose tracking objective function consists of the following terms: likeliness of appearance of a part within a frame, temporal displacement of the part from previous frame to the current frame, and the spatial dependency of a part with its parent in the graph structure. Experimental evaluation on benchmark datasets (VideoPose2, Poses in the Wild and Outdoor Pose) as well as on our newly build ICDPose dataset shows the usefulness of our proposed method.
I. INTRODUCTION
Human pose tracking is an important problem in computer vision due to its application in human action recognition and surveillance from video data. Visual appearance of any human action is a sequence of various human poses. We propose that if we can track those poses, then human action could be determined accurately. Human body is a symmetric articulated structure consisting of several parts connected pairwise.
We define human pose as a combination of n parts (n depends on visible portion of a body). Let p i denotes the i-th body part and x t i = (u t i , v t i ) (i = 1 : n) its position in t th frame. Where (u, v) is the image co-ordinate. Our aim is to track human pose in a video, i.e., to estimate the positions of these parts in every frame of the video. We write this as an optimization problem given by 
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In general, due to exponential search space of all body parts in all frames in a video, solving Eq. (1) is NP-hard. Researchers impose various constraints to limit the search space. Another major challenge in detecting these parts and subsequently the pose structure is double counting, which occurs due to symmetry in human body. In fact, the problem of double counting is resulted when detection score for each of the pair of symmetric parts becomes high at the same location because of occlusion. If not solved, this problem may affect subsequent processing such as pose estimation [31] and action recognition [3] , [52] , [22] .
In this paper we model the human pose as a tree structure and develop a pose tracking algorithm where position of each body part is estimated based on its appearance in the current frame, position of its ancestor in the current frame, and its own position in the previous frame. Note that our model is different from the tree structure model proposed in [51] . We also propose a novel local part descriptor as the appearance of body part. Thus, our pose tracking algorithm is the combination of traditional object tracking [11] and pose estimation in still image [15] . Our main contributions in this paper are as follows.
• We propose a new human part descriptor based on sum of intensities and gradients over annular region that is computed efficiently using integral image.
• We propose a new objective function for human pose tracking in video data.
• In addition, we introduce a new full body human pose tracking dataset called ICDPose, which is more challenging and bigger than many state-of-the-art datasets. The dataset is available at [38] for research purpose.
Rest of the paper is organized as follows. Related works are briefly described in Section II. We present our proposed method in Section III which includes human part description, and model formulation for pose tracking. We evaluate the performance of our pose tracking method in Section IV which includes description of benchmark dataset, experimental setup, and comparison with the state-of-the-art methods.
Finally, Section V concludes the paper.
II. RELATED WORKS Equation (1) suggests that the position of a part in the current frame depends on its own position in the previous frame. This constraint helps in reducing the search space. If information from previous frame is not utilized, resultant algorithm can estimate human pose from a single image [51] , [15] , [27] , [45] , [34] , [36] , [24] . Almost all of these methods use pictorial structure model [17] explicitly for articulated human pose estimation, and differ primarily from one another in determining appearance and modeling the interaction among different parts in terms of constraints and a priori. For example, Yang et al. [51] capture the local part as a mixture of different parts, while Dantone et al. [15] consider HOG features [14] and linear SVM as part appearance template. On the other hand, Kiefel and Gehler [24] model the presence and absence of body parts at every possible location of the image at any orientation and any scale.
This results in a large number of binary random variables, which is handled more or less efficiently by approximate inference approach. Though many approaches employ efficient optimization solver for pose estimation (e.g., branch and bound based algorithm by Puwein et al. [34] ), Ramakrishna et al. [36] have
shown that modular framework along with symmetry property (left and right legs etc.) may lead to easy implementation and efficient inference without any efficient optimization solver. Dantone et al. [15] find the human pose using pairwise interdependencies of the parts and co-occurrence based joint regressors, while Ramakrishna et al. [36] exploit spatial interaction among multiple parts. Interdependencies of the parts are also handled by non-parametric Bayesian network [27] . In essence, all these methods adopt a common approach for human pose estimation, that is, by simultaneous identification of body parts (joints)
as well as their interdependencies. On the other hand, Toshev et al. [45] adopted a holistic approach for human pose estimation using deep neural network. Deep convolutional neural network is also used for pose estimation [32] where temporal information from multiple frames is exploited. Human pose estimation from still image usually incur high computational cost (roughly 1 second for an image [51] ). Second, these methods do not make use of temporal dependencies between locations of a part in subsequent frames. So, these methods are not directly employed to track human pose in video data.
In this paper our objective is to track the human pose in a video. To achieve this goal, our strategy is to track all the parts in the video subject to maintaining the tree structure representing the human body.
Object tracking in a video has a rich repertoires of algorithms. Traditional object tracking [41] , [60] , [2] , [20] , [25] , [56] [47], [8] , [48] , [58] , [57] , [29] , [43] , [55] , [49] , [50] , [53] , [44] , [10] , [12] , [19] , [54] algorithms generally search the target object in the current (t th ) frame within a search window around the target object location in the previous (t − 1) th frame. The target object is located by finding the maximum matching score between the target object template obtained from (t − 1) th frame and the patch at different locations within the search window in t th frame. Variation in tracking strategy may lead to multiple object tracking [2] and nonrigid object tracking [25] . Zhang et al. [56] present a tracking method based on spatio-temporal context learning. They formulate the object tracking model as spatio-temporal relationships between the object of interest and its locally dense contexts in a Bayesian framework. They have used Fast Fourier Transform (FFT) to speedup the tracking process. Various other approaches such
as Markov random field model [20] and sparse formulation [60] , [5] are also adopted to track human figure.
Human pose tracking is significantly different from the traditional object tracking, as the former is a structurally combined representation of local parts. So, here the tracking method should not only track the local parts, but also have to maintain the global structure in terms of connectivity. Though an early work in this direction may be found in 1996 [23] , because of complexity of the problem not many works on human pose tracking from video data has been reported so far. Some works consider restricted view of the homan pose. For example, in [37] the authors assume that the people tend to take on a fixed set of canonical poses during activities and their algorithm can successfully detect the body parts in lateral walking pose. However, for the said task we may borrow the concept of still image pose estimation and incorporate inter-frame dependencies to perform tracking. Recently few researchers tried the same [35] , [9] . Ramakroshna et al. [35] have modeled human body as a combination of singleton parts (e.g., head, neck) and symmetric pair of parts (e.g, left and right feet). So they formulate the pose tracking problem as a multi-target (parts) tracking problem where targets are related by an articulated structure. The appearance model and the optimization technique used to solve the problem incurs high computational cost. In [9] the authors propose a pose estimation model for video data by incorporating optical flow information in the pictorial structure model for still image [51] . As a result, computational complexity of the method becomes high. Some works on human pose tracking based on 3D data [16] [21], [4] , [42] , [40] , [59] , [7] are also available in the literature. We propose that we would estimate the human pose in the first frame of the video and then onward track the pose throughout the video. For the latter part of the task, we may employ object tracking algorithm to each part locally maintaining spatial relationship between pair of parts guided by a tree-structure.
III. PROPOSED METHOD
We simplify the problem stated in Eq. (1) with some rational assumptions and try to solve it within a reasonable time. We consider a human body pose in an image or frame as a graphical tree structure model, where each part or, more specifically 'joint' corresponds to a node of the graph and dependencies or physical link (based on human anatomy structure) between two parts define an edge of the graph (see brown colored structure in Fig. 1 ). In this model we consider head as the root of the tree structure, because among all the body parts head is unique and mostly visible, and can be detected with highest certainty [51] .
Our main motivation of approximating the solution of (1) for human pose tracking is as follows. In frame, and (iii) its appearance in the current frame. In Fig. 1 , brown colored nodes represent the tree structure in the t th frame that we want to estimate, while the green colored nodes are the same in the (t − 1) th frame, which are already known. The direct dependencies of a node are marked with arrow sign (→). So, if we know the position of the root of the human body tree structure in the current frame and the nature of dependency of each node to its ancestors, then we can find the solution of (1) in polynomial time using greedy approach.
Given that position of a part p i in (t − 1) th frame is x (t−1) i and the position of its parent p par(i) in the t th frame is x t par(i) , we find the position x t i of the part (node) p i in the t th frame as
where l i (x t i ) measures the likeliness of appearance when the template of part p i is placed at location x t i in the t th frame. Note that the image or feature representation of part p i in (t − 1) th frame is used as the template for that part in the t th frame. The function d i (x (t−1) i , x t i ) represents the amount of temporal displacement of part p i from (t − 1) th frame to t th frame. For a part p i given its parent p par(i) ,
) is a function which measures the deviation from expected spatial distance between part p i and its parent in the t th frame.
To find x t * i we need to know x t * par(i) first. Similarly to know x t * par(i) we have to know x t * par(par(i)) by solving the optimization problem (2) at appropriate level. In this way we recursively reach the root node of the pose tree structure. So we find the position of the root part p root in t th frame ignoring the term defining dependency to parent node in (2) as follows:
where the function l root (x t root ) measures the likeliness of appearance when the template of root part p root is placed at location x t root , and d root (x
root , x t root ) measures the amount of temporal displacement as stated before.
We consider the objective functions (2) and (3) for pose tracking at possible position x t i ∈ W i , where
actually play the role of constraints in estimating the part position x t i , because in (2) l i (x t i ) measures the likeliness of appearance of part p i between t th and (t − 1) th frames and we try to optimize it. Now depending on the speed of the movement and the rate of change in appearance of the part, reliability of each of the above terms varies. So we rewrite our objective function for each part p i in a regularization form as,
and
where λ 1 and λ 2 are the regularization parameters controlling the importance of various terms in optimization.
To minimize the objective functions (4) and (5), we need to know the functions
We learn these functions from the training data and describe this learning process in the subsequent subsections.
A. Measure of likeliness of appearance
Measure of likeliness of appearance l i (x t i ) for each part p i (i = 1 : n) in t th frame is an important term for object detection and tracking. In human pose estimation this term is learned from the training data, where HOG features are widely used [51] . In human pose tracking, use of fixed template may not work well because of movement, 3D to 2D projection and occlusion. So people try to match the raw pixel values of the part between (t − 1) th and t th frames using, say, sum of absolute differences (SAD) [33] .
Here we measure the likeliness of appearance using Euclidean distance between feature vectors φ(x t i ) describing the appearance of the part p i at location x (t) i in t th frame and the corresponding template
Traditional methods form φ(x t i ) with raw pixel values and use τ (x
). Here we describe each human part using a novel rectangular feature using Integral image. Thus the proposed feature can be computed more efficiently compared to state-of-the-art features (see computational complexity
in Subsection IV-D). As our feature computation is based on Integral image representation, we briefly describe it next.
Integral image representation:
Integral image was first appeared in graphics literature [13] and became popular in computer vision community after successful application in face detection [46] . Let I be an input image. Then integral imageĪ can be defined as
i.e.,Ī(x, y) stores the sum of all pixels above and left to the pixel (x, y) of input image I [ Fig. 2(a) ].
Integral imageĪ can be computed in a single pass over the input image I using the following recurrence relations.
S(x, y) = S(x, y − 1) + I(x, y) (8)
where S is the cumulative row sum of image I with S( For each color channel we compute m sum values for intensity, magnitude of horizontal gradient and magnitude of vertical gradient separately. We normalize these sum values by their corresponding area.
Thus we get 9m dimensional feature vector at each location of human body part. Occlusion of parts causes a big problem in human pose tracking. To overcome this issue we update the body part template based on the previous frames. This learned template helps in describing the modified part more reliably under occlusion as well as deformation. After estimating x t i in t th frame, we update the template τ (x t+1 i ) for p i (i = 1 : n) in the (t + 1) th frame as
where α = e −li(x 
B. Temporal displacement
We have defined the amount of temporal displacement d i (x (t−1) i , x t i ) of each part p i (i = 1 : n) in the data driven framework. From the training data we calculate temporal displacement e i = x t i − x (t−1) i from (t − 1) th frame to t th frame. Thus, for each part p i we have a set of temporal displacement e i . Gaussian distribution may represent the temporal displacement of each part. So, from the set of e i 's, we learn a Gaussian distribution (µ i , Σ i ) for each part p i (i = 1 : n). We use Mahalanobis distance from the learned distribution for e i 's to define
where
is the temporal displacement of part p i from (t − 1) th frame to t th frame.
C. Spatial deformation
Distance between two parts may change in 2D frame due to change in orientation of the portion of the body connecting two said parts in 3D. We call this change in distance as a result of 3D to 2D mapping as spatial deformation. This spatial deformation is handled through the dependency of a body part node of the pose tree structure on its parent part. In traditional pose estimation or object recognition model, researchers have captured this dependency by relative position of that part p i with respect to its parent connected by an edge. In [17] the degree of deformation of a part with respect to the other is modeled by a Gaussian distribution of their relative position. We use similar idea with a little modification to model our part dependency relation in data driven framework. We compute the relative position of part p i with respect to its parent p par(i) position from the training data. shoulder respectively; and left and right wrist to the left and right elbow respectively) for VideoPose2 and ICDPose dataset respectively. Fig. 9 shows the relative positions of lower body parts (left and right hips and relatively lower) of ICDPose dataset. From these three figures we observe that one Gaussian distribution for each part is not sufficient to capture its dependency relation. Instead we make the system learn multiple Gaussian distributions for each part to capture the part's spatial dependency.
To learn multiple Gaussian distributions, we use the data driven approach [51] . We first cluster the relative positions of each part using k-means clustering algorithm. 
where e i,par(i) = x t i − x t par(i) is the relative displacement of part p i with respect to its parent p par(i) .
D. Tracking human pose in a video
After getting all the parameters for the functions
we plugin the optimization problems (4) and (5) for the human pose tracking in a video. Now for tracking a human pose in a video, we need the human pose at the first frame of that video.
We may manually annotate the human pose at the first frame or may employ a good human pose estimation algorithm for still image, and then track that pose through all the frames of that video using our proposed pose tracking model. Thus our human pose tracking method for a video clip works as follows: We manually annotate a human pose in the first frame of a video and our aim is to track that pose through all the frames of that video. As we have mentioned that human head is the root part of our pose structure. So, for the second frame we first track the head part using (5) and then track all the remaining parts using (4) in a greedy fashion. In a similar way, given a human pose in the k th frame we track the pose in the (k + 1) th frame of that video. Our algorithm first fixes the root node and travels from parent p par(i) position x t * par(i) of a part p i to position x t * i of part p i . So, computational complexity to track each part is linear in the possible location of each part p i with a constant multiplier (number of clusters of relative location of part p i ). Let for each part p i (i = 1 : n) we have M possible locations and N number of clusters for each of these relative locations. Then the time complexity of our proposed method is O(nM N ) per frame. We evaluate our proposed human pose tracking method using standard benchmark datasets and compare with the state-of-the-art methods discuss in the next Section IV.
IV. EXPERIMENTAL RESULT
We have implemented our algorithm in MATLAB2013a and evaluated in a system with Intel(R) Core(TM) i5-2430M CPU @ 2.40 GHz and 4GB RAM running Windows 7 operating system. We evaluate our proposed method on benchmark datasets as well as on our new dataset. In this section we briefly describe each of the datasets followed by experimental settings.
A. Datasets
Here we have used three benchmark datasets: VideoPose2 [39] , Poses in the Wild [9] and Outdoor Pose [35] , and our new dataset ICDPose [38] .
VideoPose2 dataset
1 : This dataset is created from the TV shows Friends and Lost. The dataset contains 44 video clips with a total of 1286 frames. The dataset focuses on only the upper portion of body. Body parts such as torso, shoulders, elbows and wrists are manually annotated in all the frames.
The authors have indicated the data partition for training (26 video clips) and test (14 video clips). We have followed this partition in our experiment. This dataset too focuses on the upper portion of body with manually annotated parts: neck, shoulders, elbows, wrists and mid-torso. 
Poses in the Wild dataset

ICDPose dataset
B. Experimental settings
Like all others, in our proposed human pose tracking algorithm some parameters need to be fixed.
We choose these parameters experimentally based on training samples of VideoPose2 dataset and use 
Evaluation metric:
We use the key point localization error as the evaluation metric [39] . In this metric, for each body part (joint), we calculate the pixel location deviation, i.e., the distance between the estimated location and corresponding ground truth location. Then for a video we compute the percentage of frames, where this distance is less than an acceptable deviation threshold Ω as average accuracy. Fig. 10 . The experiment suggests m = 10 considering cost and accuracy. We then evaluate the performance of proposed part descriptor for conventional object tracking and compare it with other standard descriptors like RGB-histogram, HOG [14] , RIFT [26] , SIFT [28] , and SURF [6] features. We track each part of the human body independently over a video based on their appearance measure only.
Here similarity is measured using Euclidean distance between the descriptor template and the relevant frame. Figs. 11, 12, 13, and 14 show the average accuracy in tracking different body parts using various features for VideoPose2, Poses in the Wild, ICDPose and Outdoor Pose datasets respectively. From these figures we see that the proposed feature gives better or at least comparable result compared to the others.
These figures also suggest that the accuracy decreases if we move from slow moving part to faster moving parts (i.e., shoulder to elbow to wrist). Table I shows the average time taken to process each frame (in second) of various datasets and reveals that the proposed feature computation is faster than the others. We have already mentioned that (in first paragraph of Section IV) our feature implementation has been done in MATLAB (with no mex file interface So based on the experimental observations stated in the previous paragraph we use the proposed descriptor to track the human pose in all the datasets by optimizing the objective functions (4) and (5). We compare our result for human pose tracking with that of the state-of-the-art pose estimation methods [39] , [30] and [9] . We also compare our results with that of the state-of-the-art individual object tracking methods [41] , [56] , where each of the body parts separately fed to these methods and each body part is treated as a single object. These two methods are brought into comparison to show the effect of spatial constraints provided by the connected body parts over the independent individual part tracking. Note that for all these methods we have used their implementation with default parameter settings.
Experimental results on VideoPose2 dataset: For VideoPose2 dataset we use the authors suggested training and test data partition. Fig. 15 shows the comparison for different body parts like shoulder, elbow, and wrist with the state-of-the-art methods. We see that in most of the cases our method gives the superior results. Note that since motion is less in the videos of this dataset, individual part tracking methods [41] , [56] perform better than pose tracking methods [39] , [30] , [9] . However, the latter overtakes the formers when motion is more, i.e., for higher value of threshold. Aggregated results for all the parts and all the methods are shown in Table II .
Experimental results on Poses in the Wild dataset:
Poses in the Wild dataset has no training and test data partition. We use first 15 video clips to train our system and the remaining 15 video clips to test. Note that we have followed the same data partition for all the methods. Fig. 16 shows the result of different methods on three individual body parts for comparison, and Table III shows average accuracy (%) for all three parts. Fig. 16(a) shows that our method gives better result for almost all the values of deviation threshold as the movement of this part is small. As the movement increases, performance of proposed method reduces, but it still remains within top two methods and far better than the individual object tracking methods [41] , [56] as shown in Fig. 16(b) and (c) and Table III . Note that time complexity of the closest competitors [30] , [9] is much higher than the proposed method (see Subsection IV-D). Table VII) .
Experimental results on
Experimental results on Outdoor Pose dataset:
Outdoor Pose dataset has also no training and test data partition. As it is a full body pose dataset, we obtain parameter values from ICDPose training dataset and use all the six videos as test data. This dataset has on an average 138 frames per videos, which is large compared to other datasets like VideoPose2, Poses in the Wild and ICDPose. So we initialize our tracking method after every 60 frames. Fig. 18 shows the results of different body parts (joints) tracking using different methods for comparison. From this figure we see that performance of the proposed method is at least second best for individual parts, and is best considering average accuracy over all the parts as shown in Table V . Ramakrishna et al. [35] have reported their result using Percentage of Correct Parts (PCP) [18] evaluation metric. So in Table VI we present PCP score of our method for comparison with [35] , which reveals that on an average our method is superior.
To show the strength of the spatial constraints we run our experiment on four datasets (VideoPose2, 
D. Computational complexity
In Subsection III-D we have mentioned that the order of time complexity of our proposed method is O(nM N ), where n is the number of body parts under consideration, M the plausible locations of each part and N is the number of clusters for each of these locations due to relative spatial displacement. On the other hand, the time complexity of pose estimation method given in [30] is O(nM N 2 ) and that of Cherian et al. [9] is even higher. So the proposed method is at least N times faster than the state-of-the-art pose estimation methods presented in [30] and [9] .
We have already compared the average time required by feature computation methods in Subsection IV-C (Table I) . We have also compared the execution time of the proposed tracking method with that of the state-of-the-art individual object tracking methods [41] , [56] in Table VIII , which shows that our method is slower than that of Zhang et al. [56] . However, the proposed method gives much higher accuracy compared to Zhang et al.'s method (see Tables II, III , VII, and V).
V. CONCLUSION
In this paper we have presented a human pose tracking method by introducing a novel body part descriptor. We have considered human pose as a graphical tree structure model and formulated the human pose tracking problem as a discrete optimization problem by combing the following terms: likeliness of appearance of a part within a frame, temporal displacement of the part from previous frame to the current frame, and spatial dependency of a part with its parent in the graph structure. The first and third terms take care of pose estimation in single frame or image, while the second term deals with object tracking in subsequent frames. More precisely the first term measures the degree of the presence of a body part at a location and the third term maintains the global structure of the human body. Thus the proposed method becomes robust by incorporating advantages of both approaches. We have proposed a greedy approach to solve the optimization problem and consequently to track the human pose efficiently. Experimental results on benchmark datasets (VideoPose2, Poses in the Wild and Outdoor Pose) as well as on our newly developed full human body pose dataset, called ICDPose, show the efficacy of the proposed method.
