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Yuheng Jia, Hui Liu, Junhui Hou, Member, IEEE, and Sam Kwong, Fellow, IEEE
Abstract—Graph-based clustering methods have demonstrated
the effectiveness in various applications. Generally, existing
graph-based clustering methods first construct a graph to rep-
resent the input data and then partition it to generate the
clustering result. However, such a stepwise manner may make
the constructed graph not fit the requirements for the subsequent
decomposition, leading to compromised clustering accuracy. To
this end, we propose a joint learning framework, which is able
to learn the graph and the clustering result simultaneously, such
that the resulting graph is tailored to the clustering task. The
proposed model is formulated as a well-defined nonnegative and
off-diagonal constrained optimization problem, which is further
efficiently solved with convergence theoretically guaranteed. The
advantage of the proposed model is demonstrated by comparing
with 19 state-of-the-art clustering methods on 10 datasets with 4
clustering metrics.
Index Terms—Adaptive graph learning, clustering, KKT con-
ditions.
I. INTRODUCTION
Clustering aims to partition the input data into different
groups, where the samples in the same group are more similar
to each other than to those in other groups. Many real-
world applications can be formulated as a clustering problem,
e.g., image segmentation [1], [2], image classification [3],
community detection [4], recommender system [5], tumor
discovery [6], [7], [8], and data visualization [9]. Over the
past several decades, many clustering methods were proposed
like K-means, Gaussian mixture models (GMM) [10], mean
shift [11], [12], and various graph-based clustering methods
[13], [14], [15], [16], [17]. Particularly, graph based clustering
methods have achieved impressive performance in various
applications, which represent input data with a graph, and then
partition the graph into subgraphs. The representative graph
based clustering methods are spectral clustering (SC) [13],
[14], [17] and symmetric nonnegative matrix factorization
(SymNMF) [15], [16].
How to build a reasonable graph plays a critical role in
graph-based clustering, since the quality of the graph usually
determines the final clustering performance seriously. The
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most-well known graph construction method is p-nearest-
neighbor algorithm that connects the sample with its top p
nearest samples with nonnegative weights to measure their
similarities, and assigns 0 to the non-connect samples. This
method may not perform well as it is not robust to various
types of noise [18]. To solve this problem, many advanced
graph construction methods were proposed [18], [19], [20],
[21], [22], [23], [23], [3]. See the detailed review in section
II-B. Generally, given the constructed graph, graph-based
clustering needs two extra steps to finish the clustering task,
i.e., i) embed the graph into a low-dimensional space (like
spectral embedding), and ii) divide the embeddings into
different clusters through post-processing like K-means. The
question then arises: does the constructed graph always fit the
requirements for the subsequent partition task? The answer is
no!
In this paper, we study a joint learning model that can
simultaneously construct the graph and divide the data into
different clusters. When optimizing the proposed joint model,
the tasks of the graph construction and data partition can well
communicate with each other to achieve mutual refinement.
Therefore, the resulting graph is tailored to the clustering task.
It is also worth pointing out that using a joint optimization
framework to deal with two correlated tasks has proven to be
effective in many works [3], [24], [25], [26], [27], [28], [29],
[28]. Specifically, the constructed graph explores information
from the following three aspects: i) the initial similarity
graph, which is practical in many applications; ii), the input
data, which contain rich information; and iii), the clustering
result, which is more discriminative than the input data. The
proposed model is finally formulated as a nonnegative and
off-diagonal1 constrained optimization problem, which can be
solved efficiently in an iterative manner with convergence
guaranteed. By comparing the proposed model with 19 state-
of-the-art clustering methods on 10 widely used datasets with
4 clustering metrics, the advantage of the proposed model is
validated. In addition, the improvement of the proposed model
is confirmed by the Wilcoxon rank sum test with a significance
level of 0.05.
Our main contributions are summarized as follows:
1. The proposed method simultaneously learns a cluster
membership matrix and an affinity graph, which can
exploit the mutual enhancement relation between the two
separate steps and lead to a more global solution.
1The learned similarity matrix should be an off-diagonal matrix to avoid
the trivial solution.
22. The proposed optimization method has the following
theoretical guarantees: i), the constraints in the proposed
model can be naturally satisfied2 in the optimization
process; ii), each optimization step can decrease the
value of the objective function; and iii), the converged
limit point is a stationary point that satisfies the Karush-
Kuhn-Tucker (KKT) conditions.
The rest of this paper is organized as follows. In section II,
we discuss the related works. Section III presents the proposed
model, the optimization method, its computational complexity
analysis and its theoretical guarantees. Experimental compar-
isons and analyses are shown in section IV, and finally section
V concludes this paper.
II. RELATED WORK
A. Notation
Throughout this paper, matrices are denoted by boldface
uppercase letters, e.g., A, and the element at the ith row and
jth column of a matrix is denoted as Aij or aij . Vectors are
represented by boldface lowercase letters, e.g., a and scales
are represented by italic lowercase letters, e.g., a. Moreover, T
stands for the transpose of a matrix, ‖A‖F =
√∑
i
∑
jA
2
ij
is the Frobenius norm of matrix A, ‖A‖∞ = maxij |Aij |
returns the maximum absolute value of matrix A, diag(·)
returns the diagonal elements of a matrix as a vector,⊙ returns
the Hadamard product of two matrices, i.e., the element-wise
multiplication of two matrices, exp(·) returns the exponential
value, 〈·, ·〉 calculates the inner product of two matrices,
Ik denotes an identity matrix of size k × k, and A ≥ 0
means each element of A is greater than or equal to 0, i,e.,
Aij ≥ 0, ∀i, j. X = {x1,x2, . . . ,xn} ∈ R
d×n denotes the
input data, xi ∈ R
d×1 is the ith sample, n, d, and c represent
the number of samples, the dimension of features, and the
number of classes, respectively,
B. Graph-based Clustering
Different from traditional clustering methods (like K-means)
that partition the raw features X straightforwardly, graph clus-
tering [15], [13] transforms data clustering as a graph partition
problem. Specifically, a typical graph clustering method is
composed of the following steps:
1. Given X, generate an affinity graph matrix G ∈ Rn×n
to represent X, where the entries in G denote the
similarities between the corresponding samples.
2. Decompose the normalized affinity matrix (also known
as Laplacian matrix) to generate the low-dimensional
embeddings.
3. Obtain the cluster indicator matrix according to the
embeddings.
In the following, we will briefly discuss the widely used
approaches for each step.
2i.e., non-negativity for all the variables and off-diagonal for the similarity
matrix.
1) Graph construction: The most widely used graph is
p-nearest-neighbor (pNN) graph [30] that only connects a
specified sample with its top p nearest samples under some
distance metrics. Specifically,
Gij =
{
Gij xj ∈ P(xi)
0 otherwise,
(1)
where P(xi) indicates the top p nearest samples of xi, and Gij
is the weight between xi and xj . The binary weighting strategy
simply sets Gij = 1 for the connected samples. Another
weighting strategy is to use the radial basis function kernel
(RBF), i.e.,
Gij = exp
(
‖xi − xj‖
2
σ2
)
, (2)
to measure the similarities between the samples, where σ2 is
the band width of the RBF kernel.
Another widely used graph construction method is ǫ-
neighborhood graph that connects a certain sample with other
samples within a ball of radius ǫ.
Both pNN and ǫ-neighborhood graphs are sensitive to
the outliers and noises. To overcome this drawback, many
advanced learning methods were proposed to construct the
weight matrix of the graph recently. For example, Cheng et
al. [18] proposed to learn an ℓ1 graph based on the sparsity
property of the ℓ1 norm. Nie et al. [22] proposed to learn the
neighbors adaptively. Dong et al. [23] constructed the graph
from the perspective of graph signal processing. Wu et al.
[3] constructed a discriminative graph with the guidance of
the supervisory information. Moreover, many models build the
affinity graph by the self-representative property of the input
data [19], [20], [21];
2) Low-dimensional embedding: Given W, graph cluster-
ing decomposes W to generate a lower-dimensional embed-
ding. For example, SC [13] is formulated as
min
V
‖W −VVT‖2F , s.t.,V
T
V = Ik, (3)
where V ∈ Rn×k is the dimension-reduced embedding and
can be calculated by the spectral decomposition of W. As
an alternative, SymNMF [16], [15] decomposes the affinity
matrix to be the product of a nonnegative matrix and its
transpose,
min
V
‖W −VVT‖2F , s.t.,V ≥ 0, (4)
to produce the lower-dimensional embedding. Other advanced
methods like sparse SC (SSC) [31] seeks a block diagonal
appearance of VVT, and nonnegative spectral clustering [14]
generates an orthogonal nonnegative embedding.
3) Generation of the clustering indicator matrix: Since
the lower-dimensional embedding in graph clustering usually
can not indicate the cluster membership, traditionally post-
processing like K-means should be carried out to obtain the
final clustering result. As a special case, SymNMF generates
a nonnegative embedding and the position of the largest value
in the ith row indicates the cluster membership of xi.
3III. PROPOSED MODEL
A. Model Formulation
As aforementioned, the quality of the graph determines the
clustering performance of a graph-based clustering method
seriously. However, the existing graph-based clustering meth-
ods usually first construct a graph, and then partition it to
generate the clustering result with extra processes. It is not
clear whether the constructed graph fits the partitioning or not?
In other words, the graph construction methods of existing
graph clustering methods are not specifically designed with a
clustering-purpose, which may lead to compromised clustering
performance.
To this end, we propose a clustering-aware graph construc-
tion model, which can learn an adaptive graph and generate
the clustering result simultaneously. Along with optimizing
the proposed joint model, the constructed graph is able to
fit the clustering task. Specifically, the proposed model is
mathematically formulated as:
min
V,S
α‖X−XS‖2F + ‖S−VV
T‖2F + β‖S−W‖
2
F
s.t.,V ≥ 0,S ≥ 0, diag(S) = 0,
(5)
where S ∈ Rn×n is the adaptive similarity matrix, V ∈ Rn×c
is the clustering indicator matrix with c being the number of
classes, and W is the initial graph matrix. In what follows,
we will explain the proposed model in detail.
The first term ‖X−XS‖2F as well as the constraints S ≥
0, and (S) = 0 explores the relationship between samples
with a self-expressive manner, diag(S) = 0 removes the trivial
solution, i.e., S = In, and S ≥ 0 guarantees that the learned
weight matrix S is a valid similarity matrix. In addition, it has
been theoretically proven that a self-expressive model has the
property of intra-subspace projection dominance (IPD) [21],
i.e., the coefficients over intra subspaces data points are larger
than those over inter-subspace data points. Based on IPD, it
is expected that Sij for samples from the same subspace will
have larger values.
From the forward perspective, the second term ‖S−VVT‖2F
with the nonnegative constraint V ≥ 0 is responsible for
generating the clustering result. That is, assume S is available,
the position of the largest value in ith row of the decomposed
V indicates the cluster membership of xi, i ∈ {i, . . . , n} like
SymNMF. From the backward perspective, the clustering result
V will be beneficial to the learning of the unknown similarity
matrix S. That is, the nonnegative constraint on V make the
rows of the resulting V to be discriminative, and thus, also
used to refine the graph S. Since V is nonnegative, their inner
product VVT can indicate the similarity between samples
precisely, which is further propagated to S by minimizing the
second term. Moreover, for an ideal similarity matrix, we have
Sij =
{
1, if l(xi) = l(xj)
0, if l(xi) 6= l(xj),
(6)
where l(xi) returns the ground-truth label of xi. It is clear
that the ideal similarity matrix is block diagonal and low rank.
Minimizing the second term will also seek the low-rankness
of S to pursue the ideal appearance, since the rank of VVT
is no greater than c. Such a bi-directional strategy is different
from the traditional forward graph-based clustering methods,
which overlook the information from clustering result in graph
construction.
The third term has two functions: i) it approximates the
initial graph which is usually useful in practical applications,
and ii) it plays as an ℓ2 regularization prior, which encourages
the self-expressive term to produce more connections between
data samples [32].
When optimizing Eq. (5) iteratively, the clustering result
can generate valuable discriminative information and give
feedback to guide the construction of the similarity graph.
Therefore, the learned graph is tailored to the clustering task.
Moreover, since V is nonnegative, our model is able to
generate the clustering indicator without extra post-processing
like K-means.
B. Optimization Method
To solve Eq. (5), we first introduce the Lagrangian function
as
L(S,V,Φ,Ψ) = O(V,S) − 〈Φ,S〉 − 〈Ψ,V〉, (7)
where Φ ∈ Rn×n ≥ 0 and Ψ ∈ Rc×n ≥ 0 are the Lagrangian
multiplier matrices andO(V,S) denotes the objective function
in Eq. (5). Following the KKT conditions, the optimal solution
of Eq. (5) also makes the derivatives of L(S,V,Φ,Ψ) with
respect to (w.r.t.) S and V to be 0, i.e.,
∂L
∂S
= 2
(
S−VV
T
)
+2αXT (XS−X)+2β (S−W)−Φ = 0,
(8)
and
∂L
∂V
= −2(SV+ STV) + 4VVTV −Ψ = 0, (9)
where 0 is a zero matrix with proper size. From the KKT com-
plementary slackness conditions ΦijS
2
ij = 0 and ΨijV
4
ij =
0, ∀i, j, we obtain the following updating equations for S and
V, respectively, i.e.,
Sij = Sij


(
VV
T + α
(
X
T
X
)+
+ α
(
X
T
X
)
−
S+ βW
)
ij(
S+ α (XTX)+ S+ α (XTX)− + βS
)
ij


1
2
,
(10)
and
Vij = Vij


(
SV + STV
)
ij(
2VVTV
)
ij


1
4
, (11)
where
(
X
T
X
)+
and
(
X
T
X
)−
separate the positive and
negative elements of XTX3, i.e.,
(
X
T
X
)+
=
|XTX|+XTX
2
, and
(
X
T
X
)−
=
|XTX| −XTX
2
.
(12)
The optimization method is summarized in Algorithm 1. The
convergence criteria for Algorithm 1 is ‖Vt+1 − Vt‖∞ <
10−4 & ‖St+1−St‖∞ < 10
−4, where & is the AND operator,
and St and Vt denote the t-th iterative values of S and V,
3As will be shown later in Section III-D, this separation guarantees the
non-negativity of S and V in the optimization procedure.
4respectively. Note that the constraints (i.e., S ≥ 0, V ≥ 0 and
diag(S) = 0) can be naturally satisfied by the above updating
rules. See section-III-D for the detailed analysis.
Algorithm 1 Optimization method for Eq. (5)
Input: A predefined weight matrix W, the data matrix X,
hyper-parameters α and β;
Initialization: Assign S and V with positive random values;
1: while not converged do
2: Update S with fixed V by Eq. (10);
3: Update V with fixed S by Eq. (11);
4: end while
5: Return V.
C. Computational Complexity
The sizes of X, V, S, XTX4 are d × n, n × c, n × n,
n×n, respectively. The computational complexities for VVT,(
X
T
X
)−
S,
(
X
T
X
)+
S, SV, STV, VVTV are O(n2c),
O(n3), O(n3), O(n2c), O(n2c), O(2c2n), respectively. There-
fore, the computational complexity for step-2 and step-3 of Al-
gorithm 1 are O(n2c+2n3) and O(2n2c+2c2n), respectively.
And the overall computational complexity of each iteration of
Algorithm 1 is O(2n3 + 3n2c+ 2c2n).
D. Convergence Analysis of Algorithm 1
Theorem 1: Algorithm 1 has the following properties:
1) the objective value decreases (i.e., non-increases) at
each iteration, and Algorithm 1 is locally convergent;
2) when it is convergent, the limit point satisfies the KKT
conditions, which indicates the correctness of it.
3) when both V and S are initialized with nonnegative
matrices, the non-negativity for them is guaranteed at
each iteration, i.e., Vt ≥ 0,St ≥ 0, ∀t. Moreover,
when S is initialized with a nonnegative matrix whose
diagonal elements equal to zero, at each iteration,
diag(St) = 0, ∀t is guaranteed.
The detailed proof of Theorem 1 can be found in the
Appendix.
IV. EXPERIMENTAL ANALYSIS
In this section, we conducted extensive experiments to
validate the effectiveness of the proposed model. Specifically,
we compared the proposed model with 19 state-of-the-art
methods on 10 commonly used datasets with 4 clustering
metrics. Moreover, we adopted the Wilcoxon rank sum test
[33] to evaluate the performance of the proposed model with
a significance level of 0.05.
4Since XTX can be computed in advance, it can be regarded as a single
matrix in computing the computational complexity of each iteration.
TABLE I
Datasets Description
Dataset # Samples (n) # Classes (c) # Dimensions (d)
SPYBEAN 683 19 35
ECOIL 336 7 8
LIBRAS 360 15 90
YEAST 1484 10 8
IONSPHERE 351 2 34
BINALPHA 1404 36 320
IRIS 150 4 3
WINE 178 3 13
ISOLET 1560 26 617
MSRA 1799 12 256
A. Experiment Settings
The compared methods are summarized as follows:
1, SymNMF [16], [15] is a symmetric low rank decomposi-
tion of graph, which can directly produce the clustering
result.
2, SC is a graph clustering method based on spectral
decomposition. In this paper, we adopted the SC method
presented in [13].
3, SSC [31] is a convex formulation of SC with a sparse
regularizer.
4, PCA is a linear dimensionality reduction method.
5, RPCA [34], [35] solves a convex optimization problem
that is more robust to noise and outliers than the tradi-
tional PCA.
6, GLPCA [36] is a kind of PCA with a nonlinear graph
regularization.
7, NMF [37] is a linear dimensionality reduction method
that decomposes a nonnegative matrix into two nonneg-
ative matrices with smaller sizes.
8, GNMF [38] is an NMF model with graph regularization.
9, GMF [39] is a graph regularized low rank matrix ap-
proximation method.
10, GRPCA [40] is a graph regularized robust PCA method.
11, K-means is a basic clustering method.
13, LRR [19], [41] is subspace clustering method with a low
rank constraint on the coefficient matrix.
14, L2-Graph [21] is subspace clustering method with a
Frobenius norm on the coefficient matrix.
15, CAN [22] is a SC method with a learned graph accord-
ing to the raw features.
16, RSS [42] simultaneously learns an affinity matrix and
a subspace coefficient matrix. RSSA uses the affinity
matrix to build the graph.
17, RSSR [42] uses the coefficient matrix to build the graph.
18, RSSAR [42] adopts both the affinity matrix and coeffi-
cient matrix to construct the graph.
19, To evaluate the effectiveness of the joint manner of graph
construction and clustering, we made up a model termed
L2-SymNMF that first builds an L2-Graph, then applies
SymNMF on that graph to produce the clustering result.
20, “Proposed” denotes the proposed model.
5TABLE II
Clustering Performance on ECOIL
Methods ACC NMI PUR ARI
CAN 0.693 ↓ 0.612• 0.824 ↓ 0.560 ↓
GLPCA 0.554 ± 0.067 ↓ 0.529 ± 0.035 ↓ 0.800± 0.021 ↓ 0.422 ± 0.069 ↓
PCA 0.567 ± 0.061 ↓ 0.402 ± 0.028 ↓ 0.728± 0.016 ↓ 0.346 ± 0.054 ↓
GMF 0.533 ± 0.055 ↓ 0.513 ± 0.025 ↓ 0.796± 0.027 ↓ 0.389 ± 0.057 ↓
GNMF 0.581 ± 0.056 ↓ 0.473 ± 0.039 ↓ 0.760± 0.030 ↓ 0.458 ± 0.093 ↓
GRPCA 0.651± 0.071 ↓ 0.611± 0.043• 0.812± 0.022 ↓ 0.554± 0.106•
K-means 0.553 ± 0.067 ↓ 0.532 ± 0.032 ↓ 0.804± 0.024 ↓ 0.420 ± 0.024 ↓
L2-Graph 0.465 ± 0.032 ↓ 0.334 ± 0.017 ↓ 0.668± 0.019 ↓ 0.220 ± 0.034 ↓
L2-SymNMF 0.502 ± 0.032 ↓ 0.350 ± 0.015 ↓ 0.665± 0.019 ↓ 0.249± 0.0317 ↓
LRR 0.544 ± 0.071 ↓ 0.524 ± 0.032 ↓ 0.800± 0.022 ↓ 0.414 ± 0.085 ↓
NMF 0.558 ± 0.054 ↓ 0.446 ± 0.034 ↓ 0.750± 0.026 ↓ 0.417 ± 0.026 ↓
RPCA 0.547 ± 0.067 ↓ 0.519 ± 0.024 ↓ 0.809± 0.019 ↓ 0.405 ± 0.073 ↓
RSSAR 0.507 ± 0.034 ↓ 0.431 ± 0.021 ↓ 0.761± 0.019 ↓ 0.315 ± 0.040 ↓
RSSR 0.486 ± 0.027 ↓ 0.355 ± 0.015 ↓ 0.708± 0.015 ↓ 0.270 ± 0.021 ↓
RSSA 0.515 ± 0.025 ↓ 0.429 ± 0.020 ↓ 0.767± 0.018 ↓ 0.331 ± 0.044 ↓
SC 0.544 ± 0.044 ↓ 0.508 ± 0.029 ↓ 0.818± 0.024 ↓ 0.381 ± 0.024 ↓
SSC 0.601 ± 0.036 ↓ 0.492 ± 0.034 ↓ 0.797± 0.037 ↓ 0.357 ± 0.054 ↓
SymNMF 0.571 ± 0.070 ↓ 0.506 ± 0.055 ↓ 0.761± 0.056 ↓ 0.401 ± 0.056 ↓
Proposed 0.735± 0.094 0.626± 0.046 0.836 ± 0.019 0.632± 0.130
The highest value is highlighted by gray, the second and third
highest values are marked by bold, the forth and the fifth highest
values are underlined. ↓ and ♦ indicate the proposed method is
significantly better/worse, respectively than the compared method
according to the Wilcoxon rank sum test. Moreover, • means there
is no significant difference between the proposed model and the
compared methods.
For all the methods involving a graph structure, we adopted
the same pNN graph with the RBF kernel, where p was set
to LR(log2n + 1) [30], σ equals to the the mean distance
between the sample and its p-nearest-neighbors, and LR(x)
returns the lower down round of x. Different methods have
different hyper-parameters. For all the methods, the hyper-
parameters were determined via exhaustive searching from
{0.01, 0.1, 1, 10, 100, 1000} for fair comparison. For all the
graph learning methods like LLR and L2-Graph, a standard
SC [13] was adopted to produce the clustering result. For
all the data representation methods and spectral clustering
based methods, K-means was performed on the embeddings
to generate the final clustering result. To remove the influence
of the randomness in K-means and initialization, we repeated
each methods 20 times and reported the mean values with
standard deviation.
Clustering results were evaluated by the following com-
monly used metrics: clustering accuracy (ACC) [43], normal-
ized mutual information (NMI) [43], Purity (PUR) and adjust
rand index (ARI). ACC, NMI and PUR all lay in the range
of [0, 1], while ARI lays in the range of [−1, 1]. Larger value
indicates better clustering performance for all the metrics.
We selected 10 datasets to evaluate the performance of dif-
ferent methods. The number of samples varies from hundreds
to thousands and the number of classes varies from 2 to 36.
See the detailed information about those datasets from Table
I.
B. Clustering Performance Analysis
Tables II-XI show the clustering performance of different
methods, and Tables XII-XIII summarize the overall perfor-
mance of the proposed model on all the datasets. From those
tables, we have the following observations and conclusions.
TABLE III
Clustering Performance on YEAST
Methods ACC NMI PUR ARI
CAN 0.4218 ↓ 0.1451 ↓ 0.4299 ↓ 0.0848 ↓
GLPCA 0.378 ± 0.024 ↓ 0.248± 0.012 ↓ 0.532± 0.011♦ 0.148± 0.010 ↓
PCA 0.359 ± 0.019 ↓ 0.233± 0.013 ↓ 0.498 ± 0.023 ↓ 0.134± 0.013 ↓
GMF 0.366 ± 0.025 ↓ 0.239± 0.008 ↓ 0.520 ± 0.006♦ 0.138± 0.008 ↓
GNMF 0.323± 0.0322 ↓ 0.190 ± 0.0294 ↓ 0.466± 0.0211 ↓ 0.101 ± 0.0266 ↓
GRPCA 0.451± 0.035• 0.260± 0.031• 0.535 ± 0.009♦ 0.171± 0.031•
K-means 0.378 ± 0.024 ↓ 0.249± 0.015 ↓ 0.531 ± 0.013♦ 0.148± 0.013 ↓
L2-Graph 0.358 ± 0.015 ↓ 0.208± 0.007 ↓ 0.502 ± 0.004 ↓ 0.118± 0.008 ↓
L2-SymNMF 0.361 ± 0.021 ↓ 0.222± 0.009 ↓ 0.490 ± 0.013 ↓ 0.123± 0.013 ↓
LRR 0.381 ± 0.022 ↓ 0.251± 0.006 ↓ 0.532± 0.010♦ 0.150± 0.007 ↓
NMF 0.334 ± 0.027 ↓ 0.203± 0.024 ↓ 0.484 ± 0.024 ↓ 0.113± 0.024 ↓
RPCA 0.384 ± 0.021 ↓ 0.249± 0.009 ↓ 0.532± 0.013♦ 0.150± 0.009 ↓
RSSAR 0.331 ± 0.010 ↓ 0.211± 0.007 ↓ 0.510 ± 0.004 ↓ 0.122± 0.006 ↓
RSSR 0.333 ± 0.016 ↓ 0.208± 0.008 ↓ 0.511 ± 0.004 ↓ 0.118± 0.007 ↓
RSSA 0.327 ± 0.014 ↓ 0.210± 0.004 ↓ 0.512 ± 0.002 ↓ 0.116± 0.004 ↓
SC 0.360 ± 0.011 ↓ 0.245± 0.007 ↓ 0.535 ± 0.008♦ 0.151± 0.008 ↓
SSC 0.383 ± 0.021 ↓ 0.249± 0.012 ↓ 0.527 ± 0.010• 0.149± 0.010 ↓
SymNMF 0.404 ± 0.045 ↓ 0.208± 0.040 ↓ 0.426 ± 0.037 ↓ 0.152± 0.037 ↓
Proposed 0.467± 0.048 0.273 ± 0.021 0.518± 0.019 0.186 ± 0.048
TABLE IV
Clustering Performance on IONSPHERE
Methods ACC NMI PUR ARI
CAN 0.547 ↓ 0.054 ↓ 0.641 ↓ −0.0455 ↓
GLPCA 0.658± 0.001 ↓ 0.139 ± 0.074 ↓ 0.675± 0.026 ↓ 0.095± 0.001 ↓
PCA 0.514 ± 0.0035 ↓ 0.021± 0.0051 ↓ 0.641± 0 ↓ −0.026± 0.0018 ↓
GMF 0.704± 0.024 ↓ 0.104 ± 0.007 ↓ 0.704± 0.024 ↓ 0.135± 0 ↓
GNMF — — — —
GRPCA 0.727± 0.032 ↓ 0.149 ± 0.056 ↓ 0.727± 0.032 ↓ 0.177± 0 ↓
K-means 0.708± 0.015 ↓ 0.124 ± 0.028 ↓ 0.708± 0.015 ↓ 0.167± 0.015 ↓
L2-Graph 0.555± 0 ↓ 0.153 ± 0 ↓ 0.641± 0 ↓ −0.017 ± 0.002 ↓
L2-SymNMF 0.671± 0.106 ↓ 0.199± 0.109• 0.706± 0.061 ↓ 0.145± 0.146 ↓
LRR 0.711± 0.001 ↓ 0.130 ± 0.001 ↓ 0.711± 0.001 ↓ 0.176± 0.002 ↓
NMF — — — —
RPCA 0.711± 0.001 ↓ 0.130 ± 0.001 ↓ 0.711± 0.001 ↓ 0.176± 0.002 ↓
RSSRA 0.529± 0 ↓ 0.131 ± 0 ↓ 0.641± 0 ↓ −0.0336 ± 0 ↓
RSSR 0.555± 0 ↓ 0.117 ± 0 ↓ 0.641± 0 ↓ −0.016± 0 ↓
RSSA 0.529± 0 ↓ 0.131 ± 0 ↓ 0.641± 0 ↓ −0.033± 0 ↓
SC 0.643± 0 ↓ 0.046 ± 0 ↓ 0.643± 0 ↓ 0.077± 0 ↓
SSC 0.766± 0 ↓ 0.205± 0 ↓ 0.766± 0 ↓ 0.281± 0 ↓
SymNMF 0.652± 0.080 ↓ 0.111 ± 0.071 ↓ 0.679± 0.051 ↓ 0.110± 0.051 ↓
Proposed 0.787 ± 0.066 0.256± 0.065 0.790 ± 0.056 0.339 ± 0.123
TABLE V
Clustering Performance on BINALPHA
Methods ACC NMI PUR ARI
CAN 0.332 ↓ 0.445 ↓ 0.363 ↓ 0.091 ↓
GLPCA 0.409± 0.022 ↓ 0.570 ± 0.010 ↓ 0.439± 0.018 ↓ 0.268 ± 0.015 ↓
PCA 0.352± 0.022 ↓ 0.512 ± 0.015 ↓ 0.376± 0.021 ↓ 0.210 ± 0.017 ↓
GMF 0.449± 0.016 ↓ 0.606 ± 0.008 ↓ 0.487± 0.015 ↓ 0.307 ± 0.013 ↓
GNMF 0.366± 0.018 ↓ 0.523 ± 0.013 ↓ 0.392± 0.017 ↓ 0.218 ± 0.014 ↓
GRPCA 0.458± 0.020 ↓ 0.619± 0.009• 0.490± 0.017 ↓ 0.328 ± 0.012 ↓
K-means 0.394± 0.015 ↓ 0.564 ± 0.010 ↓ 0.425± 0.016 ↓ 0.259 ± 0.016 ↓
L2-Graph 0.345± 0.010 ↓ 0.481 ± 0.007 ↓ 0.374± 0.009 ↓ 0.192 ± 0.008 ↓
L2-SymNMF 0.312± 0.013 ↓ 0.452 ± 0.008 ↓ 0.352± 0.012 ↓ 0.172 ± 0.009 ↓
LLR 0.414± 0.025 ↓ 0.573 ± 0.010 ↓ 0.443± 0.022 ↓ 0.272 ± 0.015 ↓
NMF 0.357± 0.017 ↓ 0.518 ± 0.013 ↓ 0.386± 0.017 ↓ 0.211 ± 0.017 ↓
RPCA 0.412± 0.017 ↓ 0.572 ± 0.008 ↓ 0.442± 0.014 ↓ 0.273 ± 0.016 ↓
RSSAR 0.121± 0.004 ↓ 0.185 ± 0.006 ↓ 0.131± 0.003 ↓ 0.023 ± 0.004 ↓
RSSR 0.203± 0.011 ↓ 0.309 ± 0.006 ↓ 0.216± 0.010 ↓ 0.075 ± 0.005 ↓
RSSA 0.116± 0.003 ↓ 0.185 ± 0.007 ↓ 0.124± 0.003 ↓ 0.014 ± 0.002 ↓
SC 0.477± 0.018• 0.615 ± 0.008 ↓ 0.506± 0.014 ↓ 0.329± 0.014 ↓
SSC 0.466± 0.020 ↓ 0.613 ± 0.010 ↓ 0.501± 0.018 ↓ 0.327 ± 0.016 ↓
SymNMF 0.465± 0.019 ↓ 0.619± 0.009• 0.504± 0.016 ↓ 0.335± 0.016•
Proposed 0.484± 0.018 0.622± 0.010 0.516 ± 0.017 0.337± 0.015
1) The proposed model always has higher
ACC/NMI/PUR/ARI than SymNMF over all the
6BINALPHA
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
ECOIL
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00 0.45
0.5
0.55
0.6
0.65
0.7
IONSPHERE
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00
0.5
0.55
0.6
0.65
0.7
0.75
IRIS
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00 0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
ISOLET
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
LIBRAS
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00 0.2
0.25
0.3
0.35
0.4
0.45
0.5
MSRA
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00 0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
SOYBEAN
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
WINE
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
YEAST
0 0.01 0.1 1 10 100 1000
0
0.
01
0.
1
1
10
10
0
10
00
0.32
0.34
0.36
0.38
0.4
0.42
0.44
0.46
Fig. 1. Clustering ACC of the proposed model versus α and β on 10 datasets.
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Fig. 2. Illustration of objective values against the number of iteration on 10 datasets.
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Fig. 3. Illustration of running time comparison for all the methods on different datasets.
datasets. Especially, on IRIS, the ACC increases more
than 35% compared with SymNMF. Moreover,
according to the Wilcoxon rank sum test, the
improvements under all the cases (40/40) are
significant, which validates our basic assumption
that the predefined similarity graph is usually not the
best choice. By learning a reasonable graph from raw
features, the proposed model can generate the graph
with higher quality.
2) NMF and GNMF require the input data to be nonneg-
ative, so they are not applicable to IONSHPERE and
ISOLET due to that IONSHPERE and ISOLET consist
of mixed signed data. Although our model also contains
the nonnegative constraints on S and V, it can cope
with the mixed sign data by separating the negative and
positive components in XTX. Therefore, our method is
more flexible than NMF-like methods.
3) SymNMF performs better than SC in most cases (29/40).
7TABLE VI
Clustering Performance on IRIS
Methods ACC NMI PUR ARI
CAN 0.693 ↓ 0.596 ↓ 0.693 ↓ 0.560 ↓
GLPCA 0.520± 0.083 ↓ 0.228 ± 0.014 ↓ 0.556± 0.042 ↓ 0.148 ± 0.137 ↓
PCA 0.722± 0.121 ↓ 0.597 ± 0.011 ↓ 0.760± 0.062 ↓ 0.528 ± 0.053 ↓
GMF 0.821± 0.141 ↓ 0.704 ± 0.089 ↓ 0.845± 0.091 ↓ 0.663 ± 0.125 ↓
GNMF 0.776± 0.067 ↓ 0.626 ± 0.034 ↓ 0.780± 0.057 ↓ 0.567 ± 0.053 ↓
GRPCA 0.884± 0.085• 0.781± 0.047• 0.892± 0.053• 0.737± 0.070•
K-means 0.757± 0.183 ↓ 0.668 ± 0.101 ↓ 0.811± 0.108 ↓ 0.615 ± 0.108 ↓
L2 Graph 0.830± 0.019 ↓ 0.663 ± 0.015 ↓ 0.830± 0.019 ↓ 0.621 ± 0.022 ↓
L2-SymNMF 0.807± 0.006 ↓ 0.638 ± 0.026 ↓ 0.807± 0.006 ↓ 0.585 ± 0.009 ↓
LRR 0.852± 0.115 ↓ 0.722 ± 0.065 ↓ 0.867± 0.068 ↓ 0.693 ± 0.093 ↓
NMF 0.719± 0.112 ↓ 0.614 ± 0.098 ↓ 0.738± 0.087 ↓ 0.545 ± 0.087 ↓
RPCA 0.838± 0.125 ↓ 0.711 ± 0.077 ↓ 0.856± 0.081 ↓ 0.677 ± 0.109 ↓
RSSAR 0.510± 0.026 ↓ 0.419 ± 0.069 ↓ 0.615± 0.022 ↓ 0.312 ± 0.065 ↓
RSSR 0.826± 0 ↓ 0.652 ± 0.001 ↓ 0.826 ± 0 ↓ 0.610 ± 0.001 ↓
RSSA 0.519± 0.029 ↓ 0.579± 0 ↓ 0.666 ± 0 ↓ 0.442 ± 0.009 ↓
SC 0.461± 0.002 ↓ 0.298 ± 0.004 ↓ 0.561± 0.002 ↓ 0.187 ± 0.002 ↓
SSC 0.854± 0.115 ↓ 0.725± 0.066 ↓ 0.869± 0.069 ↓ 0.695± 0.094 ↓
SymNMF 0.665± 0.126 ↓ 0.417 ± 0.170 ↓ 0.681± 0.116 ↓ 0.384 ± 0.116 ↓
Proposed 0.903 ± 0.005 0.786± 0.012 0.903 ± 0.005 0.751± 0.011
TABLE VII
Clustering Performance on WINE
Methods ACC NMI PUR ARI
CAN 0.668 ↓ 0.521 ↓ 0.707 ↓ 0.490 ↓
GLPCA 0.923± 0.005 ↓ 0.767 ± 0.012 ↓ 0.923± 0.005 ↓ 0.773 ± 0.015 ↓
PCA 0.929± 0.002 ↓ 0.764 ± 0.006 ↓ 0.929± 0.002 ↓ 0.789 ± 0.007 ↓
GMF 0.921± 0 ↓ 0.754± 0 ↓ 0.921 ± 0 ↓ 0.768± 0 ↓
GNMF 0.918± 0.009 ↓ 0.741 ± 0.025 ↓ 0.918± 0.009 ↓ 0.761 ± 0.025 ↓
GRPCA 0.923± 0.005 ↓ 0.776 ± 0.004 ↓ 0.923± 0.005 ↓ 0.774 ± 0.014 ↓
K-means 0.923± 0.005 ↓ 0.766 ± 0.011 ↓ 0.923± 0.005 ↓ 0.773 ± 0.005 ↓
L2-Graph 0.946± 0.002 ↓ 0.808± 0.009 ↓ 0.946± 0.002 ↓ 0.837± 0.008 ↓
L2-SymNMF 0.874± 0.134 ↓ 0.713 ± 0.155 ↓ 0.881± 0.117 ↓ 0.722 ± 0.183 ↓
LRR 0.924± 0.004 ↓ 0.769 ± 0.009 ↓ 0.924± 0.004 ↓ 0.776 ± 0.012 ↓
NMF 0.854± 0.107 ↓ 0.654 ± 0.129 ↓ 0.857± 0.099 ↓ 0.648 ± 0.099 ↓
RPCA 0.926± 0.008 ↓ 0.779 ± 0.024 ↓ 0.926± 0.008 ↓ 0.782 ± 0.022 ↓
RSSAR 0.927± 0.088 ↓ 0.797 ± 0.075 ↓ 0.930± 0.073 ↓ 0.817 ± 0.103 ↓
RSSR 0.935± 0.002 ↓ 0.801 ± 0.006 ↓ 0.935± 0.002 ↓ 0.809 ± 0.007 ↓
RSSA 0.921± 0 ↓ 0.741± 0 ↓ 0.921 ± 0 ↓ 0.770± 0 ↓
SC 0.949± 0 ↓ 0.829± 0 ↓ 0.949± 0 ↓ 0.848± 0 ↓
SSC 0.903± 0.088 ↓ 0.766 ± 0.086 ↓ 0.909± 0.070 ↓ 0.765 ± 0.105 ↓
SymNMF 0.852± 0.128 ↓ 0.667 ± 0.147 ↓ 0.856± 0.116 ↓ 0.667 ± 0.116 ↓
Proposed 0.959 ± 0.004 0.852± 0.109 0.959 ± 0.004 0.881± 0.127
TABLE VIII
Clustering Performance on MSRA
Methods ACC NMI PUR ARI
CAN 0.533 ↓ 0.602 ↓ 0.537 ↓ 0.313 ↓
GLPCA 0.514± 0.033 ↓ 0.583± 0.032 ↓ 0.541± 0.030 ↓ 0.349 ± 0.045 ↓
PCA 0.525± 0.030 ↓ 0.585± 0.029 ↓ 0.551± 0.027 ↓ 0.378 ± 0.041 ↓
GMF 0.495± 0.037 ↓ 0.553± 0.031 ↓ 0.522± 0.029 ↓ 0.324 ± 0.043 ↓
GNMF 0.497± 0.034 ↓ 0.559± 0.032 ↓ 0.525± 0.029 ↓ 0.345 ± 0.036 ↓
GRPCA 0.546± 0.049• 0.667 ± 0.034• 0.584± 0.041• 0.409 ± 0.044•
K-means 0.497± 0.040 ↓ 0.573± 0.033 ↓ 0.529± 0.033 ↓ 0.342 ± 0.033 ↓
L2-Graph 0.539± 0.037• 0.646± 0.048 ↓ 0.587± 0.033• 0.369 ± 0.059 ↓
L2-SymNMF 0.566± 0.039• 0.688± 0.026♦ 0.610± 0.031♦ 0.463± 0.043♦
LRR 0.512± 0.034 ↓ 0.594± 0.031 ↓ 0.548± 0.027 ↓ 0.364 ± 0.041 ↓
NMF 0.484± 0.035 ↓ 0.539± 0.031 ↓ 0.507± 0.029 ↓ 0.321 ± 0.029 ↓
RPCA 0.520± 0.036 ↓ 0.589± 0.029 ↓ 0.547± 0.027 ↓ 0.359 ± 0.032 ↓
RSSAR 0.549± 0.041• 0.565± 0.020 ↓ 0.593± 0.031• 0.335 ± 0.042 ↓
RSSR 0.642± 0.029♦ 0.736± 0.027♦ 0.690± 0.029♦ 0.548 ± 0.038♦
RSSA 0.509± 0.020 ↓ 0.485± 0.013 ↓ 0.542± 0.020 ↓ 0.275 ± 0.021 ↓
SC 0.447± 0.027 ↓ 0.546± 0.022 ↓ 0.484± 0.025 ↓ 0.292 ± 0.025 ↓
SSC 0.495± 0.046 ↓ 0.566± 0.039 ↓ 0.532± 0.042 ↓ 0.335 ± 0.049 ↓
SymNMF 0.457± 0.027 ↓ 0.569± 0.027 ↓ 0.502± 0.029 ↓ 0.333 ± 0.029 ↓
Proposed 0.557± 0.045 0.673± 0.032 0.588 ± 0.038 0.432± 0.041
Taking IRIS as an example, ACC increases 45% and
PUR increases 105%. Note that both SymNMF and SC
TABLE IX
Clustering Performance on ISOLET
Methods ACC NMI PUR ARI
CAN 0.553 ↓ 0.733 ↓ 0.590 ↓ 0.416 ↓
GLPCA 0.589± 0.037 ↓ 0.744± 0.016 ↓ 0.632 ± 0.028 ↓ 0.528± 0.033 ↓
PCA 0.635 ± 0.047• 0.750± 0.024 ↓ 0.675± 0.040• 0.563± 0.035•
GNMF — — — —
GRPCA 0.593± 0.034 ↓ 0.752± 0.011 ↓ 0.633 ± 0.020 ↓ 0.540± 0.018 ↓
K-means 0.588± 0.034 ↓ 0.742± 0.019 ↓ 0.631 ± 0.031 ↓ 0.524± 0.031 ↓
L2-Graph 0.547± 0.036 ↓ 0.702± 0.016 ↓ 0.587 ± 0.026 ↓ 0.472± 0.033 ↓
L2-SymNMF 0.523± 0.019 ↓ 0.682± 0.014 ↓ 0.585 ± 0.018 ↓ 0.443± 0.024 ↓
LRR 0.601± 0.024 ↓ 0.749± 0.013 ↓ 0.639 ± 0.023 ↓ 0.536± 0.021 ↓
NMF — — — —
RPCA 0.593± 0.026 ↓ 0.745± 0.012 ↓ 0.632 ± 0.024 ↓ 0.529± 0.027 ↓
RSSAR 0.217± 0.006 ↓ 0.266± 0.004 ↓ 0.245 ± 0.004 ↓ 0.074± 0.003 ↓
RSSR 0.366± 0.018 ↓ 0.476± 0.010 ↓ 0.397 ± 0.015 ↓ 0.243± 0.010 ↓
RSSA 0.221± 0.009 ↓ 0.224± 0.004 ↓ 0.254 ± 0.008 ↓ 0.072± 0.003 ↓
SC 0.583± 0.037 ↓ 0.743± 0.014 ↓ 0.620 ± 0.029 ↓ 0.512± 0.029 ↓
SSC 0.547± 0.037 ↓ 0.720± 0.019 ↓ 0.583 ± 0.027 ↓ 0.477± 0.034 ↓
SymNMF 0.582± 0.023 ↓ 0.774± 0.010 ↓ 0.659± 0.017 ↓ 0.536± 0.017 ↓
Proposed 0.633± 0.024 0.781± 0.005 0.685± 0.014 0.571 ± 0.013
TABLE X
Clustering Performance on LIBRAS
Methods ACC NMI PUR ARI
CAN 0.483 ↓ 0.654♦ 0.525 ↓ 0.398•
GLPCA 0.442± 0.019 ↓ 0.572± 0.017 ↓ 0.469± 0.024 ↓ 0.303± 0.019 ↓
PCA 0.431± 0.022 ↓ 0.506± 0.018 ↓ 0.459± 0.019 ↓ 0.237± 0.020 ↓
GMF 0.445± 0.030 ↓ 0.577± 0.020 ↓ 0.479± 0.029 ↓ 0.303± 0.022 ↓
GNMF 0.463± 0.028 ↓ 0.564± 0.030 ↓ 0.490± 0.023 ↓ 0.300± 0.034 ↓
GRPCA 0.464± 0.033 ↓ 0.593± 0.027 ↓ 0.494± 0.027 ↓ 0.236± 0.031 ↓
K-means 0.435± 0.023 ↓ 0.562± 0.023 ↓ 0.464± 0.025 ↓ 0.293± 0.025 ↓
L2-Graph 0.497± 0.028• 0.622± 0.026 ↓ 0.524± 0.021• 0.361± 0.018 ↓
L2-SymNMF 0.521± 0.022♦ 0.639± 0.018• 0.544± 0.016♦ 0.383± 0.024 ↓
LRR 0.440± 0.023 ↓ 0.569± 0.015 ↓ 0.469± 0.021 ↓ 0.299± 0.018 ↓
NMF 0.460± 0.032 ↓ 0.558± 0.024 ↓ 0.493± 0.025 ↓ 0.296± 0.025 ↓
RPCA 0.444± 0.027 ↓ 0.569± 0.020 ↓ 0.470± 0.022 ↓ 0.300± 0.022 ↓
RSSAR 0.492± 0.024• 0.604± 0.020 ↓ 0.519± 0.024• 0.340± 0.022 ↓
RSSR 0.476± 0.027 ↓ 0.574± 0.016 ↓ 0.506± 0.023 ↓ 0.314± 0.022 ↓
RSSA 0.472± 0.024 ↓ 0.594± 0.015 ↓ 0.496± 0.016 ↓ 0.331± 0.020 ↓
SC 0.466± 0.030 ↓ 0.615± 0.023 ↓ 0.500± 0.025 ↓ 0.347± 0.025 ↓
SSC 0.457± 0.032 ↓ 0.600± 0.022 ↓ 0.495± 0.023 ↓ 0.336± 0.033 ↓
SymNMF 0.482± 0.023 ↓ 0.619± 0.020 ↓ 0.520± 0.019 ↓ 0.356± 0.020 ↓
Proposed 0.501± 0.023 0.643± 0.012 0.532± 0.011 0.397± 0.016
TABLE XI
Clustering Performance on SOYBEAN
Methods ACC NMI PUR ARI
CAN 0.540 ↓ 0.697 ↓ 0.638 ↓ 0.341 ↓
GLPCA 0.573 ± 0.029 ↓ 0.700± 0.021 ↓ 0.675 ± 0.030 ↓ 0.445± 0.044•
PCA 0.591 ± 0.035 ↓ 0.688± 0.022 ↓ 0.690 ± 0.029 ↓ 0.446± 0.048•
GMF 0.551 ± 0.049 ↓ 0.689± 0.033 ↓ 0.667 ± 0.040 ↓ 0.420± 0.057•
GNMF 0.605± 0.039 ↓ 0.715± 0.021 ↓ 0.704 ± 0.026• 0.475± 0.045♦
GRPCA 0.576 ± 0.043 ↓ 0.710± 0.027 ↓ 0.676 ± 0.027 ↓ 0.445± 0.050•
K-means 0.560 ± 0.033 ↓ 0.699± 0.022 ↓ 0.659 ± 0.037 ↓ 0.424± 0.037•
L2-Graph 0.588 ± 0.026 ↓ 0.730± 0.018 ↓ 0.692 ± 0.026• 0.424± 0.025•
L2-SymNMF 0.593 ± 0.042 ↓ 0.728± 0.027 ↓ 0.697 ± 0.031• 0.422± 0.045•
LRR 0.566 ± 0.039 ↓ 0.698± 0.027 ↓ 0.666 ± 0.032 ↓ 0.439± 0.057•
NMF 0.598± 0.043 ↓ 0.718± 0.021 ↓ 0.709 ± 0.031• 0.461± 0.031♦
RPCA 0.570 ± 0.030 ↓ 0.700± 0.015 ↓ 0.668± 0.024 0.435± 0.041•
RSSAR 0.573 ± 0.041 ↓ 0.715± 0.028 ↓ 0.693 ± 0.030 ↓ 0.442± 0.037•
RSSR 0.578 ± 0.053 ↓ 0.703± 0.014 ↓ 0.696 ± 0.037• 0.442± 0.034•
RSSA 0.558 ± 0.043 ↓ 0.700± 0.024 ↓ 0.671 ± 0.038 ↓ 0.414± 0.034•
SC 0.495 ± 0.038 ↓ 0.641± 0.026 ↓ 0.604 ± 0.040 ↓ 0.355± 0.040 ↓
SSC 0.574 ± 0.031 ↓ 0.704± 0.020 ↓ 0.672 ± 0.031 ↓ 0.441± 0.038•
SymNMF 0.513 ± 0.042 ↓ 0.664± 0.020 ↓ 0.0620± 0.029 ↓ 0.326± 0.029 ↓
Proposed 0.638± 0.025 0.744± 0.017 0.713 ± 0.025 0.428 ± 0.050
utilize the same predefined graph in the experiments, the
advantage of SymNMF over SC validates that directly
generating data partition is beneficial to clustering.
8TABLE XII
Rank Counting for the Proposed Method
Rank 1 Rank 2∼3 Rank 4∼5 Rank 6∼20
Quantity 29/40 8/40 1/40 2/40
Ratio 72.5% 20.0% 2.5% 5%
TABLE XIII
Is the Proposed Model Significantly Better than Others
Significantly better No significant difference Significantly worse
Quantity 634/704 51/704 19/704
Ratio 90.1% 7.2% 2.7%
4) CAN is a graph clustering method with an adaptive
graph according to the raw features, and SSC is an
advanced SC method based on the predefined graph.
CAN performs better than SSC on ECOIL, LIBRAS,
YEAST and MSRA, while SSC performs better than
CAN on IONSHPERE, ISOLET, SOYBEAN, BINAL-
PHA, WINE and IRIS. This phenomenon demonstrates
that both the raw features and the predefined graph are
important to clustering if they are well exploited.
5) Real world datasets are usually full of different types
of noises and outliers, so the models that are robust to
noises and outliers may produce high quality clustering
result. For example, the robust models like RPCA and
GRPCA get quite well performance on ECOIL, YEAST,
IONSPHERE, IRIS, BINAPHPA and ISOLET. More-
over, according to the IPD property of L2 norm [21],
the L2-Graph is also robust to noises, which is also
applicable to our model.
6) The methods with a graph regularizer usually perform
better than the original models. For example, GNMF
performs better than NMF and GMF performs better
than PCA. This phenomenon exposes the importance of
exploiting the local structures in clustering. Both PCA
and NMF can be regarded as the variants of K-means
[44], [45] in a soft manner, and the graph regularizer is
highly related to spectral clustering [46]. These phenom-
ena suggest that graph clustering can usually generate
better clustering result than K-means like methods.
7) The proposed model performs significantly better than
L2-Graph in most cases (34/40) according to the
Wilcoxon rank-sum test. It also obtains better perfor-
mance than L2-SymNMF in most cases (34/40). Espe-
cially, (30/40) of them are significantly better. Taking
ECOIL as an example, the proposed model generates
approximate 50% higher ACC than L2-Graph and L2-
SymNMF. Both L2-Graph and L2-SymNMF learn the
graph from the raw features with a Frobenius norm on
the coefficient matrix like our model. While our method
is processed in a joint manner. Those phenomena verify
that the constructed graph in our model is more suitable
for clustering.
8) Table XII summarizes the ranking of the proposed model
among all the 20 methods on all the datasets with
different metrics. What is noteworthy in Table XII is
that the proposed model ranks the first under 29 out of
40 cases (72.5%). Moreover, the proposed model ranks
top 3 under (92.5%) cases. Table XIII sums up whether
the proposed method is significantly better, or worse
than the compared methods. It is apparent from Table
XIII that the proposed model performs significantly
better than the compared methods in more than 90%
of cases; and only in less than 3% of cases that the
proposed model gets significantly worse results. The
above analyses support the conclusion that the proposed
model produces better clustering performance than the
compared 19 models on those 10 datasets.
C. Parameter Sensitivity Analysis
There are two hyper-parameters in the proposed model,
where α and β adjust the contributions to graph construction
from the raw features and the predefined graph, respectively.
Fig. 1 plots the values of ACC w.r.t. different α and β, where
we can see that
1) The highest ACC never occurs when α = 0 or β = 0,
which indicates that both α and β are critical to the
proposed model. Moreover, the lowest value always
appears when both α = 0 and β = 0. The reason is
straightforward, when α = β = 0, no useful information
can be transferred to the cluster membership matrix V.
2) The optimal ACCs of all the datasets usually occur in
a common range, i.e., α ∈ {0.1, 10}, and β ∈ {1, 100},
which validates the robustness of our model to the hyper-
parameters.
D. Convergence Analysis
The convergence of the proposed optimization method has
been theoretically proven in section III-D. Here, we study its
empirical convergence behavior. Specifically, Fig. 2 shows the
objective function values according to the iteration number
on all the datasets when α = 1 and β = 1, from which we
can observe that the values of the objective function decrease
monotonically on all the datasets with the increase of the
number of iterations, which is consistent with the theoretical
analysis. Moreover, on all the datasets the objective values get
convergent in approximately 100 iterations, which illustrates
the high efficiency of our optimization method.
E. Comparisons of Running Time
The running time comparisons are shown in Fig. 3 for all
the methods with all the hyper-parameters setting to 1. From
Fig. 3, we have the following observations.
1) The proposed method is usually faster than SSC and
LRR and comparable to GRPCA. The reason is that SSC
needs to compute the spectral decomposition of an n×n
matrix many times, and both LLR and GRPCA need to
compute the SVD of an n× n matrix repeatedly. Note
that the computational complexities of both spectral
decomposition and SVD are as high as O(n3).
92) Our model is only slightly slower than SymNMF. Taking
the superior clustering performance of our model over
SymNMF into consideration, sacrificing a little training
time is acceptable.
3) The number of samples determines how much time
our model will take. How to reduce the computational
complexity of our model will be further investigated in
our future work.
V. CONCLUSION
In this paper, we have presented a graph clustering model
that can learn the graph and partition the data simultaneously.
Since those two tasks are optimized in a joint manner, the
constructed graph is tailored to the task of clustering. There-
fore, the clustering performance can be further improved.
In addition, the proposed model is solved via an alternative
optimization method, which can converge to the KKT points
under some mild conditions. The extensive experimental re-
sults demonstrate that the proposed model can achieve much
better clustering performance than 19 state-of-the-art methods.
The proposed model explores the information from raw
features in a linear manner, i.e., minS‖X−XS‖
2
F . Since Eq.
(11) only relates to the inner product of the input (i.e., XTX),
the proposed model has potential for exploiting the non-linear
relation from the raw features with a kernel trick, which will
be investigated in our future work.
APPENDIX A
PROOF OF THEOREM 1
A. Proof of Theorem 1-1
According to [37], the following Lemma 1 and Definition
1 can be used to prove Theorem 1-1.
Definition 1 g(h, h′) is a upper-bound auxiliary function for
f(h) if the following two conditions are satisfied
g(h, h′) ≥ f(h), and g(h, h) = f(h). (13)
Lemma 1 If g is a upper-bound auxiliary function of f , f is
decreasing5 under the update
h = argmin
h
g(h, h′). (14)
See the proof of Lemma 1 at [37]. According to Lemma 1,
if we can find appropriate upper-bound auxiliary functions for
Eq. (5) w.r.t. S (with the fixed V) and V (with the fixed S),
respectively, and then show the updating rules in Eq. (10) and
Eq. (11) decrease the corresponding upper-bound functions,
Theorem 1-1 can be proved.
Excluding terms uncorrelated to S, the objective function
w.r.t. S is written as
OS =Tr
(
(1 + β)SST + αSSTXTX− 2αXTXST
− 2
(
VV
T + βW
)
S
T
)
+ const.
∝Tr
(
S
T
AS− STBS− STC+ STD
) (15)
where A = (1 + β)I + α
(
X
T
X
)+
, B = α
(
X
T
X
)−
, C =
2VVT+2βW+2α
(
X
T
X
)+
, and D = 2B = 2α
(
X
T
X
)−
.
5non-increasing, to be precise.
For the V-block, the corresponding objective function is
OV = Tr
(
−2VVTST +VVTVVT
)
+ const
∝ Tr
(
−2VVTST +VVTVVT
)
.
(16)
The adopted upper-bound auxiliary functions for Eqs. (15) and
(16) are given in the following two lemmas.
Lemma 2 The upper bound auxiliary function for Eq. (15) is
fs(S,S
′) = −
∑
ijk
BikS
′
kiS
′
ij
(
1 + log
SkiSij
S′kiS
′
ij
)
+
∑
ij
(AS′)ij S
2
ij
S′ij
+
∑
ij
Dij
S
2
ij + S
′2
ij
2S′ij
−
∑
ij
CijS
′
ij
(
1 + log
Sij
S′ij
)
.
(17)
Lemma 3 The upper-bound auxiliary function for Eq. (16) is
fv (V,V
′) =
n∑
ij
c∑
k=1
(
V
′
V
′T
)
ij
V
′
ik ×
V
4
jk
V
′3
jk
− 2
n∑
ij
c∑
k=1
SjiV
′
jkV
′
ik
(
1 + log
VjkVik
V′jkV
′
ik
)
.
(18)
Proof of Lemma 2: Lemma 2 can be proved based on the
following 4 inequalities.
Proposition 1 For any positive matrices A > 0, B > 0,
C > 0, D > 0, S > 0 and S′ > 0, with A symmetric, the
following equations hold:
tr
(
S
T
AS
)
≤
∑
ij
(AS′)ij S
2
ij
S′ij
, (19a)
tr
(
S
T
BS
)
≥
∑
ijk
BjkS
′
kiS
′
ji
(
1 + log
SkiSji
S′kiS
′
ji
)
, (19b)
tr
(
S
T
C
)
≥
∑
ij
CijS
′
ij
(
1 + log
Sij
S′ij
)
, (19c)
tr
(
S
T
D
)
≤
∑
ij
Dij
S
2
ij + S
′2
ij
2S′ij
. (19d)
Moreover, all the equalities hold when S = S′.
See the proofs of those inequalities in Appendix B. Accord-
ing to Proposition 1, Lemma 2 can be easily proved. To find
the minimum of Eq. (17), we take
∂fs(Sij ,S
′
ij)
∂Sij
=
2 (AS′)ij Sij
S′ij
−
(
BS
′
)
ij
S
′
ij
Sij
−
(
B
T
S
′
)
ij
S
′
ij
Sij
+Dij
Sij
S′ij
−Cij
S
′
ij
Sij
.
(20)
The detailed calculation of those derivatives can be found
in Appendix B. Moreover, the Hessian matrix containing the
second order derivatives
∂2fs(S,S
′)
SijSlk
= δilδjk
2 (AS′)ij +Dij
S′ij
+ δilδjk
2
(
BS
′
)
ij
S
′
ij +CijS
′
ij
S2ij
(21)
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is a diagonal matrix with each element no less than 0, where
δij is a delta function, i.e.,
δij =
{
1, if i == j,
0, if i 6= j.
(22)
Therefore, Eq. (17) is a convex function, where we can get its
global minimization by setting
∂fs(S,S
′)
∂Sij
= 0, i.e.,
Sij = S
′
ij
√√√√Cij + 2 (BS′)ij
2
(
AS
′
)
ij
+Dij
=
S
′
ij
√√√√√√
(
VV
T + βW + α (XTX)
+
+ α (XTX)
−
S
)
ij(
S+ βS+ α (XTX)
+
S+ α (XTX)
−
)
ij
,
(23)
which is exactly the same as Eq. (10). Accordingly, we can
conclude that the S-step decreases the objective function of
Eq. (5) according to Lemma 1.
Proof of Lemma 3: Lemma 3 can be proved based on the
following 2 inequalities.
Proposition 2 For any positive matrices V > 0, S > 0 and
V
′ > 0, the following equations hold:
Tr
(
VV
T
VV
T
)
≤
n∑
ij
c∑
k=1
(
V
′
V
′T
)
ij
V
′
ik ×
V
4
jk
Vt
3
jk
, (24a)
Tr
(
−SVVT
)
≤ −
n∑
ij
c∑
k=1
SijV
′
ikV
′
jk
(
1 + log
VikVjk
V′ikV
′
jk
)
.
(24b)
Moreover, all the equalities hold when V = V′.
See the proof of Proposition 2 in Appendix C. Let’s take
∂fv (V,V
′)
∂Vjk
=− 2
(
SV
′
)
jk
V
′
jk
Vjk
− 2
(
S
T
V
′
)
jk
V
′
jk
Vjk
+ 4
(
V
′
V
′T
V
′
)
jk
V
3
jk
V
′3
jk
.
(25)
fv (V,V
′)’s Hessian matrix is also a positive diagonal matrix
with
∂2fv (V,V
′)
∂Vjk∂Vil
= 12δjiδkl
(
V
′
V
′T
V
′
)
jk
V
3
jk
V
′3
jk
+ 2δjiδkl
(
SV
′
)
jk
V
′
jk
V2jk
+ 2δjiδkl
(
S
T
V
′
)
jk
V
′
jk
V2jk
.
(26)
Therefore, fv(V,V
′) is convex w.r.t. Vjk . Let
∂g(V,V′)
∂Vjk
= 0,
we get the minimum of fv(V,V
′) at
Vjk = V
′
jk ×
4
√√√√(SV′)jk + (STV′)jk
2 (V′V′TV′)jk
(27)
which is exactly the same as Eq. (11). Accordingly, we can
conclude that the V-step decreases the objective function of Eq.
(5). In addition, Eq. (5) is lower-bounded, and thus Algorithm
1 is locally convergent. The proof of Theorem 1-1 is complete.
B. Proof of Theorem 1-2
Recalling the Lagrangian function of Eq. (5) in Eq. (7), its
KKT conditions [47] are summarized as

S ≥ 0,
V ≥ 0,
Φ ≥ 0,
Ψ ≥ 0,
ΦijSij = 0, ∀i, j,
ΨijVij = 0, ∀i, j,
∂L
∂S
= 0,
∂L
∂V
= 0.
(28)
Let’s first prove the KKT conditions related to S hold. Without
loss of generality, assume S is initialized with a positive
matrix, i.e., S0 > 0, and {St}+∞t=0 converges to S
∗. At
convergence, we have either S∗ij > 0 (case 1) or S
∗
ij = 0
(case 2).
For case 1, we have
0 = S∗ij = lim
t→∞
S
t
ij = S
0
ij×
lim
t→∞
t∏
r=1
√(
VV
T + βW + α (XTX)+ + α (XTX)− Sr
Sr + βSr + α (XTX)+ Sr + α (XTX)−
)
ij
.
(29)
Accordingly, we have
lim
t→∞
(
VV
T + βW + α
(
X
T
X
)+
+ α
(
X
T
X
)−
S
t
)
ij(
St + βSt + α (XTX)
+
St + α (XTX)
−
)
ij
< 1,
(30)
which equals to(
VV
T + αXTX+ βW
)
ij
<
(
S
∗ + αXTXS∗ + βS∗
)
ij
.
(31)
Consequently, we have
Φ
∗
ij =
(
S
∗ + αXTXS∗ + βS∗
)
ij
−
(
VV
T + αXTX+ βW
)
ij
> 0.
(32)
And the KKT condition ΦijSij = 0 also holds.
For cases 2, at convergence we have
S
∗
ij = S
∗
ij
√(
VV
T + βW + α (XTX)+ + α (XTX)− S∗
S∗ + βS∗ + α (XTX)+ S∗ + α (XTX)−
)
ij
,
(33)
which means(
VV
T + αXTX+ βW
)
ij
=
(
S
∗ + αXTXS∗ + βS∗
)
ij
.
(34)
Φij can be obtained by
Φ
∗
ij =
(
S
∗ + αXTXS∗ + βS∗
)
ij
−
(
VV
T
αX
T
X+ βW
)
ij
= 0.
(35)
And the KKT condition ΦijSij = 0 also holds.
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Based on the above analysis, we can conclude that the follow-
ing conditions hold:

S ≥ 0,
Φ ≥ 0,
ΦijSij = 0, ∀i, j,
∂L
∂S
= 0.
(36)
With the same pipeline, we can prove the following conditions
related to V also hold:

V ≥ 0,
Ψ ≥ 0,
ΨijVij = 0, ∀i, j,
∂L
(∂V)ij
= 0, ∀i, j.
(37)
Taking both Eqs. (36) and (37) into consideration, the con-
vergent points satisfy the KKT conditions and the proof of
Theorem 1-2 is complete.
C. Proof of Theorem 1-3
When initialized with positive matrices, both Eqs. (11) and
(10) just consist of operations like multiplication, addition and
division of nonnegative matrices. Thus, the non-negativity of
both S and V are guaranteed in each iteration.
Moreover, when S is initialized with an off-diagonal matrix,
i.e., diag(S) = 0, at each iteration Sii is updated by
S
t
ii = S
t−1
ii
√(
VV
T + βW+ α (XTX)+ + α (XTX)− St
St−1 + βSt−1 + α (XTX)+ St−1 + α (XTX)−
)
ii
,
(38)
where we can recursively obtain that
S
t+1
ii = S
0
ii
√(
VV
T + βW + α (XTX)+ + α (XTX)− S0
S0 + βS0 + α (XTX)+ S0 + α (XTX)−
)
ii
×
t∏
τ=1
S
τ
ii
√(
VV
T + βW + α (XTX)+ + α (XTX)− Sτ
Sτ + βSτ + α (XTX)+ Sτ + α (XTX)−
)
ii
.
(39)
Since S0ii = 0, ∀i, at each iteration diag(S
t) = 0 holds. The
proof of Theorem 1-3 is complete, and our algorithm can
remove the trivial solution naturally.
APPENDIX B
PROOF OF PROPOSITION 1 AND CORRESPONDING
DERIVATIVES
Proof of Eq. (19a): Let Sij = uijS
′
ij and uij > 0, ∀ij, we
have∑
ij
(AS′)ij S
2
ij
S′ij
− tr
(
S
T
AS
)
=
∑
ijk
AikS
′
kjS
′
iju
2
ij −
∑
ijk
AikS
′
kjS
′
ijuijukj = ∆
(40)
Since A is a symmetric matrix, we can exchange the indicator
(ik) in Eq. (40) and get
∆ =
∑
ijk
AikS
′
kjS
′
iju
2
kj −
∑
ijk
AikS
′
kjS
′
ijuijukj . (41)
Combining Eq. (40) and Eq. (41) together, we have
∆ =
1
2
∑
ijk
AikS
′
kjS
′
ij
(
u2kj + u
2
ij − 2uijukj
)
≥ 0 (42)
Thus, Eq. (19a) holds. Moreover, the derivative of∑
ij
(AS′)
ij
S
2
ij
S
′
ij
w.r.t. Sij is
∂
∑
ij
(AS′)
ij
S
2
ij
S′
ij
∂Sij
= 2
(AS′)ij Sij
S′ij
. (43)
The proof of Eq. (19b):
tr
(
S
T
BS
)
−
∑
ijk
BjkS
′
kiS
′
ji
(
1 + log
SkiSji
S′kiS
′
ji
)
=
∑
ijk
BjkSkiSji −
∑
ijk
BjkS
′
kiS
′
ji
(
1 + log
SkiSji
S′kiS
′
ji
)
.
(44)
According to the inequality x > 1 + log(x), ∀x > 0, and let
x =
SkiSji
S′
ki
S′
ji
, we can prove Eq. (44)≥ 0 holds and likewise Eq.
(19b).
Let f =
∑
ijk BjkS
′
kiS
′
ji
(
1 + log
SkiSji
S′
ki
S′
ji
)
∝∑
ijk BjkS
′
kiS
′
ji (logSki + logSji), to calculate the
derivative, let f1 =
∑
ijk BjkS
′
kiS
′
ji (logSki) and
f2 =
∑
ijk BjkS
′
kiS
′
ji (logSji). Particularly, exchanging
i with j in f1, we have f1 =
∑
ijk BikS
′
kjS
′
ij (logSkj). Then
exchanging i and k, we have f1 =
∑
ijk BkiS
′
ijS
′
kj (logSij).
Accordingly,
∂f1
∂Sij
=
BkiS
′
kjS
′
ij
Sij
=
(
B
T
S
′
)
ij
S
′
ij
Sij
. (45)
Exchanging i with j in f2, we have f2 =∑
ijk BikS
′
kjS
′
ij (logSij). Accordingly,
∂f2
∂Sij
=
BikS
′
kjS
′
ij
Sij
=
(
BS
′
)
ij
S
′
ij
Sij
. (46)
Finally, the corresponding derivative is
∂f
∂Sij
=
(
BS
′
)
ij
S
′
ij
Sij
+
(
B
T
S
′
)
ij
S
′
ij
Sij
. (47)
Proof of Eq. (19c):
tr
(
S
T
C
)
−
∑
ij
CijS
′
ij
(
1 + log
Sij
S′ij
)
=
∑
ij
CijSij −
∑
ij
CijS
′
ij
(
1 + log
Sij
S′ij
)
.
(48)
According to inequality x > 1 + log(x), ∀x > 0, and let
x =
Sij
S′
ij
, we can prove Eq. (48)≥ 0 holds and likewise Eq.
(19c). The corresponding derivative is calculated as
∂
∑
ij CijS
′
ij
(
1 + log
Sij
S′
ij
)
∂Sij
= Cij
S
′
ij
Sij
. (49)
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Proof of Eq. (19d):
tr
(
S
T
D
)
−
∑
i,j
Dij
S
2
ij + S
′2
ij
2S′ij
=
∑
ij
SijDij −
∑
ij
Dij
S
2
ij + S
′2
ij
2S′ij
.
(50)
According to the Janson inequality a2 + b2 − 2ab ≥ 0, ∀a, b,
and let a = Sij , b = S
′
ij , we can prove Eq. (50)≤ 0 holds and
likewise Eq. (19d). The corresponding derivative is calculated
as
∂
∑
ijDij
S
2
ij+S
′
2
ij
2S′
ij
∂Sij
= Dij
Sij
S′ij
. (51)
APPENDIX C
PROOF OF PROPOSITION 2 AND CORRESPONDING
DERIVATIVES
Proof of Eq. (24a): Let Vij = uijV
′
ij and uij > 0, ∀i, j, and
uij > 0, we have
n∑
ij
c∑
k=1
(
V
′
V
′T
)
ij
V
′
ik ×
V
4
jk
V′3jk
− Tr
(
VV
T
VV
T
)
=
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jlu
4
jk
−
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jluilujluikujk = ∆.
(52)
Denote γ =
∑n
ij
∑c
klV
′
ilV
′
jlV
′
ikV
′
jluilujluikujk , ex-
changing the indicators i and j in Eq. (52), we have
∆ =
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jku
4
ik − γ. (53)
Exchanging the indicators k and l in Eq. (52), we have
∆ =
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jku
4
il − γ. (54)
Exchanging the indicators ik and jl in Eq. (52), we have
∆ =
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jku
4
jl − γ. (55)
Combining Eqs (52)-(55) together, we have
∆ =
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jk
(u4il + u4jl + u4ik + u4jk
4
− uilujluikujk
)
≥
n∑
ij
c∑
kl
V
′
ilV
′
jlV
′
ikV
′
jk×
(
u2ilu
2
jl + u
2
iku
2
jk
2
− uilujluikujk
)
≥ 0
(56)
The proof of Eq. (24a) is completed. For the corresponding
derivative, we have
∂
∑n
i,j
∑c
k=1
(
V
′
V
′T
)
ij
V
′
ik ×
V
4
jk
V′3
jk
∂Vjk
= 4
(
V
′
V
′T
)
ij
V
′
ikV
3
jk.
(57)
Proof of Eq. (24b): The proof of Eq. (24b) is equivalent to
the proof of Eq. (19b).
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