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Introduction
Analogies play a fundamental role in the development of thoughts and ideas
and they are used very profusely across a variety of different disciplines. They
are a key ingredient in the field of heuristics but their presence is so vast that,
according to Leary, “all knowledge is ultimately rooted in metaphorical (or
analogical) modes of perception and thought” [1]. Leaving behind the philo-
sophical discussion on the idea of “analogy” as it is an intricate matter (Mill
wrote: “there is no word which is used more loosely, or in more variety of
senses, than Analogy” [2]), I would like to linger for a moment on the role that
analogies have played (and still play) in the scientific context.
Analogies are spread throughout the world of physics and mathematics (see,
for example, [3,4]) and have very different purposes and meanings; sometimes
they are a mere tool to help understanding the dynamics of a physical system
but they do not highlight any particular connection between them (it is the
case, for example, of the analogy between electrical circuits and flowing water),
while other times they hide a deeper mathematical/physical symmetry: already
in the second century B.C. the Greek Chrysippus compared sound and water
waves by means of an analogy while Huygens, in 1678, made a parallel between
light and sound, in the attempt to prove his claim of the wave-nature of light [5];
in both these cases an analogy between physical phenomena led to a physical
symmetry: water waves, sound and classical light, in fact, are all waves (what is
known as, respectively, number of crests in a interval, pitch and color all refer to
the same physical quantity, i.e. frequency). Other very famous cases in which
an analogy between ideas uncovered physical symmetries are A. Einstein’s
theories of relativity; the theory of Special Relativity (SR) was formulated in
1905 starting from the idea that the laws of physics (that is, electromagnetism
included) are exactly the same for all the inertial observers (in analogy with the
Galilean relativity which stated that the laws of mechanics are exactly the same
for all the inertial observers): a simple analogy led to a strong metaphysical
principle which solved many open problems and shed light on a deep symmetry
of the laws in nature [6]. On the other hand, the fundamental pillar of the
theory of General Relativity (GR) is the so-called equivalence principle, which
was formulated starting from the observation that there is an analogy between
the motion of masses in a gravitational field and that of a free body in a
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non-inertial reference frame [7].
Sometimes, though, analogies are proved to be only partially correct or com-
pletely wrong; the former is the case, for example, of the theory of atomic
structure: Rutherford compared the electrons to the planets of our system,
orbiting the nucleus on well-defined circumferences, but this notion became
a mere mathematical tool with Bohr and the advent of Quantum Mechanics
(QM). Thus, the analogy provided a useful mathematical insight but did not
define a real physical symmetry. Instead, a famous example for a misleading use
of an analogy is the case of the conclusions that Maxwell drew about properties
of light in 1856, in the paper On Faraday’s Lines of Force: in this work, in fact,
the father of electromagnetism explicitly asserted that his results came from
“particular physical analogies” between light and and particles’ trajectories [8]
but his conclusions were proved wrong shortly after. Just like Maxwell, though,
many times physicists admit explicitly a strong use (or abuse) of analogies; it
is the case, for example, of Nobel laureate S. L. Glashow, who said, about his
theory of electroweak interaction [9]: “I was lead to the group SU(2) × U(1)
by analogy with the approximate isospin-hypercharge group which character-
izes strong interactions [...] Part of the motivation for introducing a fourth
quark was based on our mistaken notion of hadronic spectroscopy. But we also
wished to enforce an analogy between the weak leptonic current and the weak
hadronic current.”
These few examples should already convey the idea that analogies were fun-
damental blocks in the development of physics, helping building theories and
uncovering underling symmetries of our world. Their importance is so acknowl-
edged that Johannes Kepler wrote: “and I cherish more than anything else the
Analogies, my most trustworthy masters. They know all the secrets of Nature,
and they ought to be least neglected in Geometry” [10];
Figure 1: A simple drawing showing the analogous treatment used to compare elec-
trical circuits to water flows.
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This Thesis develops in the field of analogue gravity, a branch of physics
which relies on a specific correspondence (or analogy) that exists between fluid
dynamics and curved spacetimes; thanks to that, effects which are hard to
study in the gravitational context are investigated in the realm of hydrody-
namics with the hope that the consequent results could be transferred back to
the cosmological domain and give us better insights in the gravitational con-
text. An analogy (which stands rigorous from a mathematical point of view)
is the key to this field and it allows us to shift the framework, creating a map
between separated physical realms and opening up a broad horizon of new
possibilities. Differently from most of the examples listed above, this analogy
may not point to any deep symmetry in the laws of nature but it creates the
requirements for a challenging and thrilling field of research which spans from
Newton’s laws to Quantum Mechanics, from flat spacetimes to curved geome-
tries, from black holes to ultra-cold atoms, laser pulses and classical fluids.
Grasping the basic notions of this field is not a simple journey, nevertheless
I found it extremely stimulating and fascinating. In this Thesis, I will try to
introduce the reader to the realm of analogue gravity and to the concepts of
Bose-Einstein condensation, Hawking radiation and its analogue counterpart;
then I will describe the (little) contributions we tried to give to the theoretical
framework of this researching area and, finally, I will outline possible future
directions of interest.
Enjoy!
Figure 2: The figure overlaps a representation of a black hole from the movie Inter-
stellar (2014), a picture of a sonic black hole taken at the university of Nottingham
in the spring of 2017 and the first observation of Bose-Einstein condensation by the
JILA group of NIST-University of Colorado at Boulder, in 1995.
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Structure of the Thesis
This Thesis consists of five Chapters, whose contents are briefly summarized
here.
The purpose of Chapter 1 and 2 is to overview the results and the equations
needed in order to understand the work in this Thesis. The concept of analogue
Hawking radiation in Bose-Einstein condensates spans over different areas of
physics and therefore, in order to fully understand it, notions from very differ-
ent fields are needed. In the years I have been working in this area I realized
that a lot of times confusion and misunderstandings rise from a missing piece
of knowledge in one of the two areas we deal with (namely, gravity and quan-
tum hydrodynamics). For this reason, I wanted to describe all the results in
details, building everything from scratch, so that any person with some basis
in physics and no textbook in hand (maybe a couple) can follow the reasoning
throughout this Thesis. Chapter 1 and 2 deal with the concepts of black holes,
Bose-Einstein condensates and analogue gravity and they are structured so
that any of the Sections can be skipped without losing the stream of thoughts,
so the reader expert in any of those may very well do so. Also, the reader who
would not want to lose too much time on the introduction may skip to Section
2.7: in a few pages we re-visit the fundamental steps done previously before
entering the details of our work.
Chapter 3 and 4 describe the details of our work. In the past years, we have
developed two directions of research, both aimed at the characterization of the
analogue Hawking radiation in Bose-Einstein condensates. One side of our work
had the purpose of investigating the results obtained in recent experiments
apt to the detection of the analogue Hawking radiation in a quantum gas.
Our results are very important in the description of the phenomena and give
insights on how to develop future experiments. This is the content of Chapter
3. The other side of our work aimed at the characterization of this effect from
a theoretical point of view by means of an innovative approach, which allows
for a much deeper and more detailed description of the radiation and helps
shine new light on this effect. This is the content of Chapter 4.
In Chapter 5 we briefly discuss the possible developments of our studying,
highlighting the missing pieces of this field and suggesting possible ways to
approach the existing problems.
Chapter 1
Black Holes
This Chapter will deal with black holes and the field of analogue gravity. In
particular, Sections 1.1 and 1.2 will introduce the basic concepts concerning
black holes while Section 1.3 will describe two effects (namely, the Unruh effect
and the Hawking effect) which are usually related to black holes but whose
applicability leaps over other areas of physics also. Then, in Section 1.4, we
will introduce the basis of analogue gravity, building the general framework
and describing the main concepts.
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1.1 A little bit of history
Gravity is one of the four fundamental forces of physics and it was the first
one to be discovered; already in 1687, English mathematician Isaac Newton
published the Principia, which contained the hypothesis that “the forces which
keep the planets in their orbs must [be] reciprocally as the squares of their dis-
tances from the centres about which they revolve” [11]; it was his famous law
of universal gravitation, which described the motion of any mass in respect
to another, from the famous apple falling from a tree to the large scales of
the universe. Gravity has been widely studied since then and many more con-
tributions were given during the years, the most important being Einstein’s
theory of General Relativity, in 1916; ironically enough, from a certain point
of view, gravity stands nowadays as the least understood interaction, as a rec-
onciliation of GR with Quantum Mechanics is yet to be found. This will play
a fundamental role in the description of the Hawking effect but we will enter
these details in the following Chapters.
Going back to classical mechanics, using Newton’s law of gravitation we can
evaluate a quantity called escape velocity which is the minimum speed needed
for a free object to escape from the gravitational influence of a massive body.
Considering a spherically symmetric body such as a star or planet, the es-
cape velocity can be easily derived by evaluating the kinetic energy and the
gravitational energy of the object; by doing that, we obtain:
ve =
√
2GM
r
, (1.1)
whereM and r are, respectively, the mass and the radius of our star/planet and
G is Newton’s constant. Now, one in principle could ask: what if the velocity
calculated above was the speed of light (which, according to SR, is the speed
of causality and thus the limit velocity for our reality)? 1 Then we would have
theorized an object whose gravitational pull is so intense that not even light
can escape. That is, we would have just theorized what is now known as a
(classical) black hole2.
1Note that the radius of massive body whose escape velocity is the speed of light (ve = c)
is known as the Schwarzschild radius rS of the body. We will come back to this concept
later.
2There is an important difference between this definition of black hole and the one used
in GR. Here, in fact, it is not strictly correct to say that nothing can escape as whatever
object tries to leave such a gravitational field is destined to fall back, but only after reaching
an arbitrary large distance. At that point, if some engine was turned on, the object could
escape, as ve diminishes with the distance. In GR, on the other hand, the horizon can be
crossed only in one way and, once passed, no object can get far from it, not even a little. In
any case, there is not a general definition of a black hole. The one mentioned here - based
on the notion of trapped regions - is the one usually adopted by physicists but for a more
rigorous mathematical treatment of black holes and horizons see [12].
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Figure 1.1: An artist’s impression of a black hole.
This way of describing a black hole is exactly the approach used by a contem-
porary of Newton, the English natural philosopher and clergyman John Michell
who wrote, in a letter to the Royal Society [13] in 1783: “If there should really
exist in nature any bodies [...] whose diameters are more than 500 times the
diameter of the sun, [...] their light could not arrive at us; [...] of the existence
of bodies under either of these circumstances, we could have no information
from sight; ” 3. Because of this peculiar characteristic, the astronomer called
these objects “dark stars”. A similar idea was investigated a few years later by
the French mathematician and astronomer Pierre-Simon Laplace but due to
the fact that there was no evidence for the existence of such objects and the
concept of“trapped light”was rather bizarre at that time (light was not consid-
ered to be influenced by gravity) the idea of dark stars remained a theoretical
artefact until the 20th century.
In 1916, a few months after the publication of GR, German physicist Karl
Schwarzschild applied Einstein’s equation to a spherical symmetric object and,
for the first time, the notion of a black hole re-appeared again. The solution,
though, predicted also the existence of singularities, which made scientists
wonder about the validity of the calculations. The idea was not considered
until 1939, when the American physicist Robert Oppenheimer, together with
his student Hartland Snyder, demonstrated that a sufficiently large object,
3It is very interesting to note that the text continues as follows:“yet, if any other luminous
bodies should happen to revolve about them we might still perhaps from the motions of these
revolving bodies infer the existence of the central ones with some degree of probability”; that
is, using Newton’s law of gravitation we could infer the existence of a black hole in a certain
region of space, which is a widely used technique in astrophysics and is exactly how SgrA*,
the supermassive black hole at the center of our galaxy, was discovered!
1.1 A little bit of history 11
such as a really massive star, can collapse under the pull of its own gravity in a
runaway process; all the mass then shrinks into an infinitesimally small point
of infinite density, called a singularity. This collapse created a region of space
so severely warped by gravity that not even light could escape from it [14]. The
idea of black hole was emerging again. Unfortunately, World War II brought
the brightest scientific minds into projects to develop the atomic bomb and for
years the idea languished. It was only around 1959, when Hawking began his
undergraduate studies at the University of Oxford, that physicists started to
take the idea seriously. It was examined closely by John Wheeler at Princeton
University in New Jersey (it was him who, during a conference, gave black
holes their name), Roger Penrose in the U.K., and Yakov Zel’dovich in the
Soviet Union; the observation, in 1964, of the strong X-rays source Cygnus
X-1 and the general consensus on the identification of the object as a black
hole, gave the final push to the matter: black holes were real.
In 1966, after completing his degree in physics, S. W. Hawking started a Ph.D.
at the University of Cambridge, under the supervision of cosmologist Denis
Sciama. His attention was captured by this resurgence of interest in General
Relativity and black holes. Hawking soon realised that a black hole can only
increase, never decrease, in size [12]. This may seem obvious: since nothing
that gets too close can escape, a black hole can only ever swallow more matter
and thus gain mass; the mass of a black hole, in turn, determines its size,
measured as the radius of the event horizon, the point beyond which nothing
can escape. This boundary will creep inexorably outwards like the skin of an
inflating balloon (this results is now known has “Hawking’s area theorem”).
What is not so obvious is that this theorem holds also for the merging of
two black holes; Hawking, in fact, proved that when two black holes merge,
the surface area of the final black hole cannot be smaller than the sum of
the two single ones (this is not the case, for example, of two water bubbles
merging). But Hawking went further and argued that the event horizon’s ever-
expanding surface area was analogous to another quantity that, according to
physics, could only grow: that is, entropy. He pointed out that these two laws
- the increasing surface area of a black hole and the increasing entropy of an
isolated system - were oddly similar and when Hawking announced his result
at the end of 1970, a young physicist named Jacob Bekenstein made a bold
proposal: what if this was not just an analogy? Bekenstein suggested that the
surface area of a black hole event horizon might be a measure of the black-hole
entropy [15]; the result laid the first piece of connection between the realm of
black holes with that of Thermodynamics and stimulated further research [16].
Both Bekenstein and Hawking soon realized that something about their results
seemed wrong: if an object has entropy, it must also have a temperature and
if it has a temperature, then it must radiate energy; yet nothing can get out of
a black hole by definition and, because of that, scientist commonly associated
a null temperature to these objects [17]. For this reason, most physicists - in-
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cluding Hawking - thought that the proposal about black-hole entropy made
no sense and even Bekenstein himself stated that the black hole apparent tem-
perature could not be “real” since it lead to a paradox. But in 1974 Hawking
achieved another shocking result, demonstrating that black hole are not en-
tirely black, as they emit radiation and thus could, in principle, evaporate.
This is the famous Hawking radiation [18, 19]. The prediction completed the
thermodynamical treatment of black holes and it remarkably included QM in
the process, resulting in one of the most astonishing achievement of Hawking’s
career, as a full reconciliation of GR and QM is still lacking nowadays.
Hawking radiation provided the final piece to a theoretical framework today
known as “black-hole thermodynamics” [20, 21], a field that brings together
disparate areas of gravity, quantum theory and thermodynamics and which
has been a fervent direction of research since then, to which many physicist
have contributed. Hawking’s result, above all, stands as the fundamental piece
of the picture and we will describe this effect in detail in the following Chapters,
as it represents the main subject to this Thesis; due to his importance, many
physicist have studied this phenomenon in the past years [22–27] but the debate
on the existence of this effect is far from being over: first of all, Hawking
radiation opens several issues on the theoretical side (it is worth citing, above
all, the information paradox [28] and the Trans-planckian problem [29, 30]);
secondly, as of today, we still lack an undisputed, clear evidence of the existence
of this radiation. And this is exactly where analogue gravity comes into play.
Figure 1.2: The table summarizes the laws of black-hole thermodynamics. The sym-
bols represent: temperature (T ), energy (E), entropy (S), pressure (p), volume (V ),
surface gravity (κ), mass (M), surface area (A), angular velocity (Ω) and angular
momentum (J). For a detailed treatment see [31,32].
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1.2 The Schwarzschild metric
Before entering the details about Hawking radiation and analogue gravity, it is
worth deriving some well-known results about black holes, as they will be useful
in the following. In particular, we will describe the first real mathematical
solution which showed the presence of a event horizon and of a singularity: the
Schwarzschild black hole.
As already mentioned, the same year GR was introduced, Karl Schwarzschild
applied Einstein’s field equations to the case of a spherically-symmetric met-
ric in vacuum and he calculated the exact solution, which is known as the
Schwarzschild metric [33]; in coordinates (tS, r, θ, φ) that takes the form:
ds2 =
(
1− rS
r
)
c2dt2S −
(
1− rS
r
)−1
dr2 − r2dΩ2 , (1.2)
where dΩ2 = dθ2+sin2 θdφ2 is the angular line element, tS is the Schwarzschild
time coordinate and rS =
2GM
c2
is the already-mentioned Schwarzschild radius4.
This solution describes the spacetime exterior of slowly rotating astronomical
objects, including stars and planets. Asymptotically away from the object, i.e.
as rS/r → 0, the Schwarzschild metric approaches the flat Minkowski metric
and the coordinates (tS, r, θ, φ) correspond to the usual spherical coordinates
of flat spacetime.
However, the Schwarzschild solution appears to have singularities at r = 0
and r = rS, as some of the metric components diverge in these points. Since
the Schwarzschild metric is only expected to be valid in vacuum, i.e. for radii
larger than the radius of the gravitating body, there is no problem as long as
this radius is grater than rS; these singularities are though relevant only when
the entirety of the mass is confined to a radius smaller than rS, in which case
it will inevitably collapse to a single point of infinite density at r = 0. These
objects are black holes.
The point r = 0 is a genuine singularity of the Schwarzschild spacetime [34]
(and we shall not be talk about it here) while it is the surface r = rS, the
event horizon, which is of interest to us. It stands as the surface defining
two almost-disconnected regions of spacetime and crossing it has the effect of
switching the role of time and space (see the sign in Eq. (1.2)). This apparent
singularity (r = rS is not an actual singularity as it will be more clear in the
following) will play a key part in the physics of the Hawking effect and of
analogue gravity.
In order to better understand the role of the event horizon, let us briefly review
its effects by examining light trajectories, or null curves, by putting ds2 = 0.
For simplicity, we shall consider only radial trajectories so we also set dΩ2 = 0.
This leaves us with a differential equation for the radial null curves:
dtS
dr
= ±1
c
(
1− rS
r
)−1
, (1.3)
4Please note that from now on the signature is taken to be (+,−,−,−).
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respectively representing outgoing (+) and incoming (−) waves. Far from
the Schwarzschild radius, where r ≫ rS, we have that |dtSdr | → 1c , so that
light behaves just as it does in flat spacetime. However, as we approach the
Schwarzschild radius, |dtS
dr
| diverges in such a way that light takes longer and
longer to travel any distance and, especially, if travelling towards the event
horizon, can never reach it in a finite time tS.
This awkward behaviour suggests that Schwarzschild coordinates may not be
suited for describing the surface r = rS. To see that this is the case, one must
look at coordinate-invariant quantities, that indeed possesses a regular be-
haviour on rS. This shows that r = rS is only a coordinate singularity, which
has arisen due to a bad choice of the coordinates. The usual way to treat
this problem is to introduce Kruskal-Szekeres [34] coordinates which cover the
entire spacetime manifold of the maximally-extended Schwarzschild solution,
but we will not enter the details of that method here. We will come back to
Schwarzschild solution in the treatment of the Hawking effect and in the ana-
logue gravity paradigm but, before that, we need to first introduce another
topic.
Figure 1.3: Penrose diagram of the maximally extended Schwarzschild solution. Pen-
rose diagrams are frequently used in GR to illustrate the causal structure of space-
times: a coordinate transformation is chosen such that the entire infinite spacetime
is transformed into a diagram of finite size, as the picture shows. For a much more
detailed description of Penrose diagrams see [35].
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1.3 Quantum field theory in curved spacetimes
Let us consider a free massive scalar field φ(x) satisfying the Klein-Gordon
equation in the Minkowski spacetime5
φ+m2φ = 0 , (1.4)
where  = ∂µ∂µ. Note that, starting from the action of the system, we imme-
diately obtain the Lagrangian L and, from that, we can define the conjugate
momentum as π = ∂L
∂∂0φ
. Now, a set of solutions of Eq. (1.4) is given by plane
waves6:
f = f0e
−ikµxµ , (1.5)
with kµ = (ω,−ki), where ω is the frequency and ki the wave vector. For the
rest of this Section we will denote the wave vector ki with k, for the sake of
simplicity. Replacing the solution Eq. (1.5) into the Klein-Gordon equation
immediately gives us the dispersion relation, which is
ω2 = k2 +m2 , (1.6)
with k2 =
∑
i k
iki; this relation means that the wave vector k completely
determines the frequency ω, up to a sign. The usual way to proceed is to set ω
to be a positive number and to define positive and negative frequency modes
in the following way: modes {fk} such that
∂tfk = −iωfk , with ω > 0 (1.7)
are called positive frequency modes; similarly, modes {f ∗k} such that
∂tf
∗
k = iωf
∗
k , with ω > 0 (1.8)
are called negative frequency modes, even though ω > 0 always. The next
step in classical field theory is to define an inner product between two sets of
solutions (f, g) and to use it to normalize the plane wave solutions (that is,
to find the value of f0 in Eq. (1.5)). This way the set of solutions (1.5) forms
a complete orthonormal set of modes for the Klein-Gordon equation. That is,
the set
fk =
1
(2π)3/2
1√
2ω
e−ikµx
µ
, (1.9)
with normalization relations
(fk, fk′) = δ(k − k′), (fk, f ∗k′) = 0, (f ∗k , f ∗k′) = −δ(k − k′), (1.10)
is a basis for our problem and thus any classical, real field configuration φ(x)
that is a solution to the Klein-Gordon equation (1.4) can be expanded in
5For the rest of this Section we will set ~ = 1 and c = 1.
6By convention, Greek indices run from 0-3, while Roman indices run from 1-3.
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terms of the modes {fk, f ∗k}, i.e., in a superposition of positive and negative
frequencies. In formulas:
φ(x) =
∫
d3k (akfk + a
∗
kf
∗
k ) =
1
(2π)3/2
∫
1√
2ωk
(ake
i(k·x−ωkt) + a∗ke
i(−k·x+ωkt))
(1.11)
or, for the sake of clarity,
φ(x) = φ+(x) + φ−(x) . (1.12)
We wanted to work out the details of the general problem of classical fields
because that will be useful in understanding the concepts of Quantum Field
Theory (QFT) and what issues one encounters when trying to generalize this
formalism to the case of curved spacetimes (which is the case of the Hawking
effect).
Let us proceed by quantizing our theory following the canonical quantization
approach; in the same way as the quantum harmonic oscillator is introduced
starting from the classical one [36], we quantize our theory by promoting the
classical fields to operators acting on an Hilbert space and imposing the canon-
ical commutation relation
[φ(x, t), π(y, t)] = iδ3(x− y) , (1.13)
beyond the trivial ones, where π is the canonical momentum operator. This
means that, after quantization, the classical field of Eq. (1.11) becomes the
operator
φ(x) =
∫
d3k (akfk + a
†
kf
∗
k ) =
1
(2π)3/2
∫
d3k√
2ωk
(ake
i(k·x−ωkt) + a†ke
i(−k·x+ωkt))
(1.14)
where the terms which previously where the coefficients of the expansion are
now creation and annihilation operators, with the relation
[ak, a
†
k′ ] = iδ(k − k′) , (1.15)
which is a consequence of Eq. (1.13) and Eq. (1.11). The meaning of these
operators is straightforward: they create (annihilate) a particle (anti-particle)
in the k-th state. From the previous relations the standard Fock space can be
constructed, starting from the vacuum state |0〉, which is defined to be such
that
ak |0〉 = 0 , ∀k (1.16)
and it can be demonstrated that, in Minkowski spacetime, the vacuum state is
unique; this is because Minkowski space-time is symmetric under the Poincare´
group and this property holds for the vacuum state as well. On the other
hand, in curved spacetime the Poincare´ symmetry is lost, thus there is no
preferred set of modes over which decomposing our scalar field [37]. In other
1.3 Quantum field theory in curved spacetimes 17
words, positive and negative frequencies have no invariant meaning
in curved spacetimes. This is the peculiarity of QFT in non-flat spacetimes
and it is the ground base to the effects which we will describe in the following.
In fact, let us consider quantum field theory on a curved background7; now,
the curved-space version of the Klein-Gordon equation of motion (1.4) is
gφ+m
2φ = 0 , (1.17)
where gab is the metric of the considered spacetime, g ≡ det(gab) and
g =
1√−g∂a[
√−ggab∂b] . (1.18)
Much in the same way as QFT, we can follow the procedure described above
and find a complete set of solutions {uk, u∗k} which are the generalization of the
plane-wave solutions; the definition of an internal product allows us to have
a complete orthonormal basis and thus any solution φ of the Klein-Gordon
equation (1.17) can be written as
φ =
∑
k
(akuk + a
†
ku
∗
k) , (1.19)
where we have adopted the discrete notation, in order to make things simpler.
Once again, we can now start from the vacuum state |0〉u and construct the
entire Fock space.
Now, the crucial point is that, in a general non-flat spacetime - in contrast
to inertial coordinates for the Minkowski case - there is no distinguished set
of coordinates, in particular no distinguished time, with respect to which the
expansion (1.19) can be uniquely defined; that is, the basis chosen is not-unique
and, therefore, there are different notions of vacuum, one for each possible
orthonormal basis. This is the reason why we have written the vacuum state
as |0〉u in the first place, with the index ‘u’ attached to it. This means that we
can expand the field into a different set of complete solutions {vp, v∗p},
φ =
∑
p
(bpvp + b
†
pv
∗
p) , (1.20)
and, since the two are both complete orthonormal sets, one could also expand
one basis with respect to the other; that is
vi =
∑
j
(αijuj + βiju
∗
j) . (1.21)
7The procedure described from now on works only for backgrounds (M, g) which are
globally hyperbolic; this characteristic is tied to the notion of Cauchy surfaces and we will
not enter the details of it here (see, e.g., [32, 38]) as the spacetime we will consider (such
as Minkowski or the Kruskal-Szekeres extension of the Schwarzschild spacetime) already
possess this characteristic. This is not true, instead, for charged or rotating black holes.
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The coefficients αij and βij are called the Bogoliubov coefficients and they
satisfy the relations∑
k
(
αikα
∗
jk − βikβ∗jk
)
= δij ,
∑
k
(
αikβ
∗
jk − βikα∗jk
)
= 0 , (1.22)
which follow from the commutation relations obeyed by the field φ and by the
modes ak and bp. Also, if we momentarily drop the indices ij and we adopt a
matrix from, we see that the Bogoliubov transformations [39, 40] acquire the
simple form (
v
v∗
)
=
(
α β
β∗ α∗
) (
u
u∗
)
. (1.23)
Finally, we can use the relations above to derive how the two sets of cre-
ation/annihilation operators transform; that is
ak =
∑
j
(
αjkbj + β
∗
jkb
†
j
)
, (1.24)
bk =
∑
j
(
α∗jkaj − β∗kja†j
)
. (1.25)
Now, let us introduce the particle number operator Nk = a
†
kak which measures
the number of particle in the k-th state; its expectation value with respect to
the vacuum is, of course, zero; however, if we now calculate the expectation
value of the number operator referred to the second basis with respect to the
first basis vacuum, the result, in QFT on curved backgrounds, does not vanish
in general! That is,
u 〈0| b†kbk |0〉u =
∑
j
|βjk|2 , (1.26)
which means that, if βjk 6= 0, the first vacuum contains particle as seen by
the second observer; this can be used as a further proof of what we stated
above: the definition of a vacuum - and therefore the whole particle concept -
is ambiguous if βjk is non-vanishing
8. This problem, as already stressed, does
not occur in flat spacetimes but there is another case in which we can still
uniquely define particles: that is, for a stationary geometry.
By definition, if a spacetime geometry is stationary, it has a timelike Killing
field, i.e. a Killing vector of the form ξa ≡ (∂/∂t)a. Without entering the details
about Killing vectors (for a precise characterization see [41]), it is sufficient to
know that they represent the symmetries of a metric; roughly speaking, a
timelike Killing vector means that the metric is time-independent and, thus,
we have a well-defined time variable. Furthermore, the Killing vector field
commutes with the Klein-Gordon operator g + m
2 and it is anti-hermitian
(that is, its eigenvalues are purely imaginary); these two properties combined
8This means that, according to Paul Davies: “[in curved spacetimes] particles don’t exist”
[37]
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are everything we need: given the form of ξa we can look for its eigenvalues,
which will obey equations equivalent to Eqs. (1.7) and (1.8), and they will
uniquely identify positive and negative frequencies; furthermore, the modes
associated with them will constitute a basis for our problem. Thus, as we just
saw, we can still uniquely define the notion of vacuum (and thus, of particles)
in a curved spacetime, given that the metric is stationary.
Everything we have been built up until now may seem a rather heavy frame-
work of mathematical machineries but it all leads up to the following reasoning,
which resides at the core of Hawking’s work of 1974.
As we already said, in quantum field theory on a general spacetime there is no
possibility of identifying a unique covariant vacuum state and thus the notion
of particles is ambiguous. But what if we imagine a process that starts from a
stationary background (or from Minkowski spacetime), undergoes some dras-
tic change and, after a long time, ends in another stationary/flat spacetime?
What would an observer see after this evolution? This is exactly how Hawking
proceeded when he imagined to describe the final state of a stellar collapse that
causes the formation of an event horizon, and it led to the stunning prediction
that black holes evaporate. Having introduced the Schwarzschild geometry and
QFT in curved spacetimes we have all we need to describe the Hawking effect.
However, we will not derive his famous results quite yet, as we want to add
another piece first.
1.3.1 The Unruh effect
In this Section, we will analyse the case of an uniformly accelerating non-
inertial observer in Minkowski spacetime, or, equivalently, QFT in Rindler
space. This will lead to the Unruh effect [23] which represents the free coun-
terpart of the Hawking effect. Historically, the Unruh effect was theorized after
the Hawking effect but it is more convenient to describe it now as we will intro-
duce many aspects relevant for the discussion of the Hawking radiation. Fur-
thermore, the studies developed on this effect are of paramount importance for
the analogue gravity paradigm, as they uncover one particular feature of the
Hawking effect; we will talk more about this aspect in the following Sections.
A non-inertial, uniformly accelerating frame can be described by the Rindler
coordinate system, according to which, for each uniformly accelerating ob-
server, a Rindler frame can be chosen in which it is at rest. In special rela-
tivity, a uniformly accelerating observer undergoes hyperbolic motion. In fact,
the trajectory of such an observer is described by xµ(τ), where τ is the proper
time, such that x¨µx¨µ = −α2, where α is the proper acceleration and the dots
indicate temporal derivation. Looking for simplicity at a (1+1)-dimensional
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space, this yields
t =
1
α
sinh(ατ) , (1.27)
x =
1
α
cosh(ατ) , (1.28)
where α is a constant parameter. The acceleration is given by
a2 = gµνa
µaν = gµν
D2xµ
dτ 2
D2xν
dτ 2
= α2 , (1.29)
as expected. The world line of the observer xµx
µ satisfies t2− x2 = − 1
α2
which
is indeed a hyperbolic motion; the lines x = t are the horizons for this observer
because the region x ≤ t is forbidden to a Rindler observer. These trajectories
are depicted in fig. (1.4). Note that the Rindler chart does not cover the whole
Minkowski spacetime, but only a portion of it. In particular we can divide the
Minkowski spacetime into four disconnected regions, called“wedges”: left, right,
past and future. The accelerated observers can lie on either the left or right
region, depending on the sign of their acceleration, yet observers in one region
cannot communicate with the ones in the other region. In this framework it is
useful to introduce a new set (η, ξ) of coordinates instead of the Minkowski
ones (t, x); they are defined in the right Rindler wedge as:
x =
1
a
eaξ cosh(aη) , (1.30)
t =
1
a
eaξ sinh(aη) . (1.31)
The metric in this coordinate set becomes
ds2 = e2aξ(dη2 − dξ2) , (1.32)
and it is independent of η, thus ∂/∂η is a Killing field. An analogous set of co-
ordinates can be chosen in the left Rindler wedge by taking the right wedge’s
coordinate with opposite sign9.
As described in the previous Section, in Minkowski spacetime we can decom-
pose any solution on the plane wave basis; now something analogous can be
done in Rindler spacetime by taking the set {gRk , gR∗k }, which are the eigenvec-
tors of the Killing field ∂η in the right Rindler wedge. We have specified the
apex ‘R’ since this set is not complete with respect to Minkowski spacetime
and we have to include the basis of the left wedge in order to have a complete
set. Thus, given the basis {fk, f ∗k} for the flat spacetime, we have two possible
expansions for any field configuration:
φ =
∑
k
(akfk + h.c.) =
∑
k
(bkg
R
k + ckg
L
k + h.c.) (1.33)
9One way to choose a set of coordinates which covers the whole four regions is to allow
η and ξ to become complex.
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Figure 1.4: Minkowski diagram showing the Rindler chart, which divides the plane
into four regions or “wedges”: right (region I), past (region II), future (region III)
and left (region IV). The blue lines t = ±z represent the Rindler horizons (here the
spatial coordinate is called z instead of x), while the green lines represent curves at
constant ξ or η. The lines at constant ξ are the trajectories of accelerated observers
with different accelerations. Slowly accelerating observers are represented by almost
vertical straight trajectories, positioned on the far left or far right of the diagram.
As the acceleration parameter increases the trajectories bend and move closer to the
horizons.
Now, one can wonder what an observer in the right Rindler wedge sees if he
looks at the Minkowski vacuum. That is, for a given state k, what is
M 〈0|NRk |0〉M =? (1.34)
As already discussed, this quantity can be deduced from the Bogoliubov trans-
formation10
gRω =
∫
dω′(Aωω′fω′ +Bωω′f ∗ω′) ; (1.35)
since fω′ =
1√
4πω′
e−ikµx
µ
and −ikµxµ = −iω′(t − x) = −iω′u, with u = t − x,
we have
gRω (u) =
∫
dω′
(
Aωω′
1
2π
√
π
ω′
e−iω
′u +Bωω′
1
2π
√
π
ω′
eiω
′u
)
; (1.36)
10Here the transformation is written in continuous notation for convenience and we have
considered a massless field for simplicity.
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this expression resembles the Fourier transform of gRω (u). Indeed,
gRω (u) =
1
2π
∫ +∞
−∞
dω′e−iω
′ug˜ω(ω
′)
=
1
2π
∫ +∞
0
dω′e−iω
′ug˜ω(ω
′) +
1
2π
∫ +∞
0
dω′eiω
′ug˜ω(−ω′) .
(1.37)
Thus, by comparing Eq. (1.36) and (1.37), we can write
Aωω′ =
√
ω′
π
g˜ω(ω
′) , Bωω′ =
√
ω′
π
g˜ω(−ω′) . (1.38)
Now, it can be demonstrated (we will do that shortly) that
g˜ω(−ω′) = −e−πω/ag˜ω(ω′) , (1.39)
and, thus,
Aωω′ =
√
ω′
π
g˜ω(ω
′) = −
√
ω′
π
g˜ω(−ω′)eπω/a = −eπω/aBωω′ . (1.40)
This means that, using Eq. (1.22), which can be rewritten as AA†−BB† = 1,
we have
|B|2 = 1
e2πω/a − 1 . (1.41)
This is exactly the quantity we were looking for, i.e., the number of particles in
the k-th state seen by a right Rindler observer in the Minkowski vacuum (see
Eq. (1.26)). Eq. (1.41) describes a Planck spectrum for bosons with tempera-
ture T = a/2π and it shows that a Rindler observer is immersed in a thermal
bath of particles. This is the Unruh effect.
The last thing we need to do is to demonstrate Eq. (1.39).
Demonstration of Eq. (1.39)
Let us start from the Fourier transform of gRω (u),
g˜ω(ω
′) =
∫ +∞
−∞
du eiω
′ugRω (u) (1.42)
where, it can be demonstrated, gRω (u) =
1√
4πω
eikµx
µ
with xµ = (η, ξ) for the
right Rindler wedge (that is, for u < 0); so ikµx
µ = −iω(η− ξ). Now, from the
definition Eq. (1.30) we have
t− x = u = −1
a
e−a(η−ξ) (1.43)
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and thus
η − ξ = −1
a
ln(−au) . (1.44)
Taking this into account, the Fourier transform becomes
g˜ω(ω
′) =
∫ 0
−∞
du eiω
′u 1√
4πω
e(iω/a)ln(−au)
=
1√
4πω
∫ 0
−∞
du eiω
′u(−au)iω/a
=
1√
4πω
aiω/a
∫ +∞
0
du e−iω
′uuiω/a
=
1√
4πω
aiω/a
1
a
ω
ω′
∫ +∞
0
du e−iω
′uu(iω/a)−1 ,
(1.45)
where we integrated by part in the last line. This integral can be rewritten in
terms of Gamma functions, given some assumptions. Indeed, let us consider
the integral ∫ ∞
0
dx e−bxxs−1 (1.46)
defined for ℜ(b) > 0 and ℜ(s) > 0; that can be rewritten as∫ ∞
0
d(bx)
b
e−bx
(bx)s−1
bs−1
= b−s
∫ ∞
0
dy e−yys−1 = e−slnbΓ(s) . (1.47)
In this integral b is a complex number and thus ln(b) a multivalued function.
We will then adopt the following definition: given the cartesian (A,B) and
polar (r, θ) representation of b we define
ln b = ln(A+ iB) = ln r + iθ = ln(
√
A2 +B2) + iarctan
(
B
A
)
= ln(
√
A2 +B2) + iarctan
∣∣∣∣BA
∣∣∣∣ sign(BA
)
.
(1.48)
Now, if we set b = iω′ + ǫ and s = iω/a+ ǫ and we take lim ǫ→0+ we have
ln b = ln(
√
ω′2 + ǫ2) + iarctan
∣∣∣∣ω′ǫ
∣∣∣∣ sign(ω′ǫ
)
lim ǫ→0+ ln b = ln|ω′|+ iπ
2
sign(ω′) ;
(1.49)
thus, using this result, Eqs. (1.45) and (1.47) and taking the limit, we obtain
g˜ω(ω
′) =
1√
4πω
aiω/a
(
1
a
ω
|ω′|sign(ω
′)
)
e−iω/aln|ω
′| eωπ/(2a)sign(ω
′) Γ
(
iω
a
)
.
(1.50)
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Therefore, for ω′ > 0, the two solutions become
g˜ω(ω
′) =
1√
4πω
aiω/a
(
1
a
ω
|ω′|
)
e−iω/aln|ω
′| eωπ/(2a) Γ
(
iω
a
)
, (1.51)
g˜ω(−ω′) = 1√
4πω
aiω/a
(
−1
a
ω
|ω′|
)
e−iω/aln|ω
′| e−ωπ/(2a) Γ
(
iω
a
)
. (1.52)
A comparison between these two gives
g˜ω(−ω′) = −e−πω/ag˜ω(ω′) , (1.53)
which is exactly Eq. (1.39).
1.3.2 Hawking radiation
At this point we are ready to derive the Hawking effect for an astrophysical
Schwarzschild black hole. The process described in the following mostly re-
traces Hawking reasoning from his famous paper [19] but it will differ in the
calculations as we will use the math developed in the previous Section. Before
attacking the problem from a rigorous point of view, though, it is better to
describe the main idea.
It is generally believed that black holes are produced by a gravitational col-
lapse [14], hence, to understand how particle creation can arise, it is essential
to consider the time-dependent formation phase as well as the final state. How-
ever, in a general spacetime the notions of fields and particles are ambiguous,
as we have already described in details; a way out of this consists in dealing
with the entire history of a black hole, starting from a situation when matter is
diluted with a very low density, so that the spacetime is stationary (or - better
- is a weak perturbation of Minkowski) and following the long time evolution of
the process: gravity slowly pulls the matter closer and closer and, after a very
long time, the increasing amount of mass in a reduced spatial region collapses
into a black hole, forming an event horizon; after the whole process has settled,
the spacetime ends in another stationary configuration, as a Schwarzschild or a
Kerr black hole [42]; in both cases the asymptotic region external to the horizon
is a flat spacetime. This way of thinking (which is exactly Hawking’s approach
to the problem) allows us to start and finish from spacetimes equipped with
a unique notion of particles; also, by studying the different notions of vacua
(that is, comparing the final spacetime to the initial situation) one should be
able to see how the collapse and the formation of a horizon has influenced the
outside observers. This will lead to the Hawking radiation.
For the sake of clarity, let us summarize once again the main steps to take in
order to derive Hawking radiation, starting from the collapse of a star depicted
in Fig. (1.5). The idea is to study scalar field propagating throughout the
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spacetime and perform the canonical quantization with respect to a basis of
modes defined at the past null infinity I− and also with respect to a set of
modes defined at the future null infinity I+. Then, the physically interesting
question is: does an observer in the far future see particles in the vacuum
defined in the past? That is, if we calculate the Bogoliubov coefficient for a
future observer with respect to the initial vacuum are they vanishing or not?
If not, what is the meaning of this effect?
Last, before starting with the calculations, we will make another couple of
assumptions. First of all, we will study the case of massless scalar fields (thus
the Klein-Gordon equation assumes the simple form gφ = 0 - the case of
massive field can be treated following the same reasoning); second, note that
the derivation of the Hawking effect relies on a semi-classical approximation:
that is, the matter fields will be treated in the QFT framework while the
spacetime metrics will behave classically. Given these assumptions, we are now
ready to describe the Hawking effect.
Figure 1.5: Carter-Penrose diagram of a spherically collapsing star. The grey region
is the interior of the body.
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From the Carter-Penrose diagram of Fig. (1.5) we can see that, while I− is a
Cauchy surface, I+ is not, because of the region behind the horizon; however
I+∪H+ is one and, therefore, a set has to be defined on this surface, in order to
be complete. Thus, three sets of modes can be defined: {fi, f ∗i } on I−, {gi, g∗i }
on I− and {hi, h∗i } on H+ and any field configuration which is solution of the
Klein-Gordon equation can be written as
φ =
∑
i
(aifi + h.c.) =
∑
i
(bigi + cihi + h.c.) . (1.54)
As we already said, we will then consider two kinds of vacua: the asymptotic
past one, |0in〉, and the asymptotic future one, |0out〉. These vacua are defined
such that ai |0in〉 = 0 and bi |0out〉 = ci |0out〉 = 0. We will then look for the
Bogoliubov coefficient of the expansion gi =
∑
j(Aijfj +Bijf
∗
j ), which will tell
us what the particle content of the initial vacuum as seen by a future observer
is.
Now, let us start by re-writing the Schwarzschild metric (1.2) in the form
ds2 =
(
1− 2M
r
)
dt2 −
(
1− 2M
r
)−1
dr2 − r2dΩ2 , (1.55)
where we have used natural units to simplify things. Then, we introduce the
“tortoise” coordinate11 r∗ = r + 2M ln
(
r
2M
− 1) = r + rS ln( rrS − 1) and,
since we are in spherical symmetry, we separate the field using the spherical
harmonics
φ(x) =
f(t, r)
r
Ylm(θ, ϕ) . (1.56)
Inserting this ansatz into the Klein-Gordon equation relative to metric (1.55)
we obtain the equation
∂2f
∂t2
− ∂
2f
∂r2∗
+ V (r∗) = 0 , (1.57)
where the potential is of the form
V (r∗) =
(
1− 2M
r
)[
l(l + 1)
r2
+
2M
r3
]
=
(
1− rS
r
)[ l(l + 1)
r2
+
rS
r3
]
. (1.58)
Note that lim r→rS V = 0 as well as lim r→∞ V = 0 and in between this two
values the precise form of V depends on l and it represents a potential barrier
so any solution coming from infinity is expected to be partially reflected and
partially emitted. It is now convenient to introduce the Eddington-Finkelstein
null coordinates [43]
u = t− r∗ , v = t+ r∗ . (1.59)
11The name comes from the fact that dr/dr∗ tends to zero as r → 2M , meaning that the
function r = r(r∗) becomes more and more constant as one approaches the horizon.
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These coordinates are also called retarded and advanced coordinates respec-
tively, as they play the role of a retarded/advanced time and are suitable to
describe outgoing and incoming modes; indeed, in figure (1.5) v runs along I−
from −∞ to +∞ while u runs along I+ from −∞ to +∞. Thus we choose
to decompose the incoming part of the scalar field φ in the asymptotic past
in terms of the coordinate v, while in the asymptotic future in terms of the
coordinate u.
Now, at I+ the potential is zero and thus plane waves are solutions of Eq.
(1.57). That is
f = e−ikµx
µ
= e−iωu (1.60)
is an outgoing solution to the wave equation at I+. The key point now is that
u→∞ near the horizon and thus f rapidly oscillates; this means that we can
make use the geometric optics approximation which is used when a wave has
a constant amplitude with respect to the phase; in this formalism, the surface
of constant phase of any wave can be traced back in time by following null
geodesics. We will now rely on figure (1.6) for the following discussion.
Figure 1.6: The outgoing solution is traced back in time by following the null geodesic
γ (dashed line) from I+ to I−.
Let γH denote the limiting null geodesic staying at the horizon and suppose
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that the null geodesics γ associated with the outgoing solution (1.60) is close
to γH . The idea is now to back-evolve a wave from I+ to I−; this can be
simply done in the geometric optics approximation because this is a highly
blue-shifted wave which is not affected by the collapsing body during its transit
and interference scattering can also be ignored; this implies, in turn, that the
affine distance with the horizon is constant throughout the scattering process
and it allows us to compare the phase variation on I+ with the one in the
asymptotic past. That is, the affine distance at I+ is the Kruskal coordinate
U [44] which is linked to u by the relation
U = −e−uκ , (1.61)
where κ is the surface gravity, defined as the gravitational acceleration at
the surface of an object (for a Schwarzschild black hole κ = 1
4M
). Now, if we
choose the affine distance of the limiting null geodesic γH to be U = 0 and the
one of the null geodesic γ to be U = −ǫ (we need to be near the horizon for
the geometric optic approximation to hold), from Eq. (1.61) the value of u for
the geodesic γ can be deduced to be
u = −1
κ
ln ǫ (1.62)
and thus the respective outgoing plane wave can be rewritten as
f = e−iωu = eiω/κlnǫ . (1.63)
Then, by tracing back in time, γ reaches I− at an affine distance v = −ǫ giving
that the outgoing solution on this surface is eiω/κln−v. This solution has exactly
the same form as the one for the Rindler space case, with κ instead of a; thus,
the same approach used in the previous Section can be applied (that is, going
into Fourier space and comparing the Bogoliubov coefficients) to obtain that
the number of particles seen by a future observer looking at the past vacuum
is given by
|B|2 = 1
e2πω/κ − 1 . (1.64)
This is a Planck spectrum with temperature T = κ/2π and this phenomenon is
known as theHawking effect. One can interpret it by asserting that the time-
dependent metric and the formation of a horizon has caused the creation of a
certain number of particles of the scalar field. That is, the horizon can be seen as
an emitter, causing the black hole to evaporate with a temperature which scales
as the inverse of the black hole mass. Other plausible physical interpretations
of this effect rely on the creation of virtual pairs of particle/antiparticle in
the proximity of a horizon (Fig. (1.7)) getting separated and becoming real
particles (we can imagine the negative energy Partner to fall into the black
hole, reducing its mass, while the positive energy Hawking radiation propagates
away) or on tunnelling effects from a potential barrier [27]. More details about
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this phenomenon and its physical implications can be found in the original
paper [19]. One last comment we wish to make is that Eq. (1.64) is missing a
factor Γω known as the greybody factor, which appears when the form of the
potential is taken into account and it depends on the angular part of V . In
that case Eq. (1.64) becomes
|B|2 = Γω
e2πω/κ − 1 . (1.65)
Figure 1.7: Representation of the Hawking effect which relies on vacuum fluctuations
in the proximity of a horizon. In QFT, vacuum can be seen as a sea of particle-
antiparticle pairs, continuously being created and annihilated in a time lapse given
by Heisenberg’s uncertainty principle, ∆t ∼ ∆E/~. Outside an horizon, however, the
gravitational field gradient is very strong and the two particles, may, in principle,
become separated right after the creation; if one of them crosses the event horizon
into the black hole it acquires negative energy (as in the Penrose process [43]) and
thus the other, with opposite (i.e. positive) energy, will escape as real radiation. It
is important to note that, however, as Hawking himself stated, “these pictures of
mechanism [...] are heuristic only and should not be taken too literally” [19].
With these results in hand, we can now take on the realm of analogue gravity
and, in particular, on the analogue Hawking effect. We will come back to the
results obtained in this Section to highlight a few fundamental points.
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1.4 Sonic black holes and analogue spacetimes
In the previous Section we have re-derived one of most surprising phenomena
in gravitational physics: that is, the 1974 result by S. Hawking which demon-
strates that black holes evaporate [18,19]. The prediction was that black holes,
objects whose spacetime structure (Fig. (1.8)) is such that no radiation in prin-
ciple could propagate from the inside to the outside, nevertheless produce a
radiation which gradually shrinks the size of the black hole. Furthermore, the
outgoing radiation has the spectrum of a black body with temperature12
TH =
~κ
2πkBc
, (1.66)
where κ is the surface gravity at the horizon (for a Schwarzschild black hole
κ = c
4
4GM
). A glance at the various fundamental constants in this equation im-
mediately gives an idea of the paramount importance of this results: not only
it combines quantum mechanics and gravity, but it also blends in the field of
thermodynamics. This astonishing fusion of disparate realms of physics pro-
vided immediately ample motivations to the studies of the Hawking radiation.
Unfortunately, it was soon realised that the derivation of this phenomenon pre-
sented several issues: while mathematically rigorous, it was hiding severe phys-
ical problems. Indeed, there are at least two main problems with the Hawking
effect, one on the theoretical side and from the experimental side.
Starting with the possibility of observing the Hawking radiation emitted
from a real black hole, soon after the discovery of this effect it was shown that
this kind of thermal radiation is extremely cold. That is, the temperature de-
pends on the inverse of the black hole mass and if we consider, for example, the
case of a realistic solar-mass Schwarzschild black hole, we obtain TH ≃ 60 nK;
this is well-below the cosmic microwave background (CMB) radiation temper-
ature, T ≃ 2.7 K, and even below its fluctuations (which are the order of the
µK) and, therefore, a detection of this phenomenon through an astrophysical
observation is very unlikely13.
Second and foremost, the idea that black holes radiate generated immediately
a lot of questions. Where do these particles come from? They cannot be created
from inside the horizon so they must come from the outside, but then what
creates them there? Also, what causes this temperature? Many more of these
questions were evaluated by physicists and they led immediately to possibly
the biggest flaw in Hawking’s calculation: the Transplanckian problem. In fact,
it was shown in 1975 [23] that, if one looks at the emitted radiation and asks
where it came from, it is straightforward to deduce that it must have been
12Differently from the previous Section, here we have written all the constants explicitly.
13On the other hand, it has been speculated that small black holes created in the early
universe might emit detectable Hawking radiation [45] or, perhaps, very small black holes
could be created and detected in particle accelerators [46].
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closer and closer to the horizon in the past, given that nothing can escape
a black hole. However, this means that waves must have been squeezed very
near to the horizon as we travel back in the past and thus they have been
experiencing a huge gravitational blue-shift14. Now, if we try to do the math
for a realistic case, we obtain absurdly large numbers: for a case of a solar
black hole, in fact, the radiation produced one second after the formation of
the horizon should have an energy which corresponds to e10
5
the energy of the
whole universe [47], literally a physical nonsense. This has been known since as
the“Trasplanckian problem”as one could also state the issue by observing that
the gravitational Doppler shift due to the horizon implies that wavelengths can
reach arbitrarily small values, even below the Planck scale (which is believed
to be a physical constraint). The question thus arises: if the derivation relies
on such absurd physical assumptions, can the result be trusted?
Figure 1.8: A representation of a black hole spacetime.
Needless to say, the discovery of this effect (and its implications) boosted the
research in this direction; surprisingly, the Hawking effect stood robust, as
many other scientists, approaching the problem from different point of views,
reached the same conclusions [22, 24–27]15. Furthermore, important contribu-
tions towards the comprehension of this process were given by S. Fulling [48],
P. Davies [49] and W. G. Unruh [23] who understood, from studying particles
in a Rindler spacetime, that the Hawking effect was not necessarily related
to a gravitational context as it was a more general effect, related to the kine-
matics of spacetimes. This studies lead to the Unruh effect which we have
described in details in Section 1.3.1 (in fact, it is sometimes refereed as the
Fulling-Davies-Unruh effect).
These aforementioned works suggested that the Hawking effect was more fun-
damental than what previously thought, as it is not relegated to black hole
physics but it is solely a quantum-field-in-a-curved-spacetime effect and it
14Note that it is exactly this reasoning which allowed us to use the geometrical optics
approximation in Section 1.3.2 and it represents a key point in Hawking’s derivation.
15We have listed here some of the other approaches to the Hawking effect but for a more
detailed catalogue see [38].
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should exist in situations where even gravity itself is not relevant at all (in-
deed, note that the derivation of Hawking radiation does not rely on Einstein’s
equations of motion). This may seem obvious given the approach we adopted
in the previous Sections but remember that our way of proceeding does not
follow the historical development of the discoveries: the Hawking effect was
derived first and then physicists found that there were similar effects in QFT
on curved backgrounds. Thus, it was realized that the Hawking effect is a
purely kinematic effect that depends only on the existence of two things: a
Lorentzian metric and a horizon. That is, the Hawking radiation is not related
at all to the dynamics of the system16 and this result represents the first key
ingredient to the analogue gravity paradigm.
In 1980, while teaching a course in fluid mechanics, Unruh realized that there
might be another way of approaching the problem of Hawking radiation. In-
deed, it was a well-known fact that many waves, including sound waves in a
fluid, have a behaviour at low frequencies (long wavelengths) which is almost
identical to that of fields in a curved spacetime; that is, the background flow
would alter the equations of motion for the sound waves in precisely the same
way that a non-flat spacetime metric would alter the equations of motion for
fields in the spacetimes corresponding to Einstein’s theory of gravity; more-
over, sound waves get trapped in regions of supersonic flow in the same way
light is trapped inside a gravitational black hole (see, for example, the 1920’s
work by Gordon [50], or, more recently, the studies by Peregrine on what he
addresses as stopping regions [51]). This realization led to one of Unruh’s most
famous work [52] and to the birth of analogue models of gravity, or, in short,
Analogue Gravity. The underling idea of these models is quite simple and
we will now qualitatively explain it.
Just as (classical) light, sound is known to have a wave-like behaviour as well;
that is, in a static, homogeneous and inviscid fluid, a perturbation of the dy-
namical quantities (pressure, velocity and density) obeys the wave equation:
sound is defined to be these fluctuations in the dynamical quantities [53]. Now,
in a static fluid sound is emitted isotropically; on the other hand, a moving
fluid will drag sound waves along with it, much in the same way as a moving
object drags the sound cones with itself (Fig. (1.9)). Thus, let us imagine a
sound wave propagating in a medium which flows with a certain velocity gra-
dient: if the speed of the fluid ever becomes supersonic, then the sound waves
will never be able to fight their way back upstream and they become trapped
inside the supersonic region. This phenomenon creates what is now known as
a “dumb hole”, the sonic analogue of a black hole, as sound, much as light,
gets trapped in a region which resembles the inside of a black hole and can
never escape. Figure (1.10) gives a simple and straightforward description of
this phenomenon.
16This is actually true in a quasi-adiabatic regime; that is, if the energy emitted from the
black hole is small compared to the mass of the object.
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Figure 1.9: Diagram of the sound waves emitted from a moving object. 1© shows
a subsonic motion, 2© a sonic one (otherwise called “Mach 1”) and 3© a supersonic
motion. 4© points to the shock cone while the different colors help distinguish the
wavefronts. In case the object was, say, an aeroplane, this picture would show you the
pressure waves of air flowing off of it. It could also represent water waves propagating
from a boat that travels faster than the speed at which water waves move.
Now, the key point in this analogy is that the equivalence between the two
systems (the hydrodynamical scenario and the case of an astrophysical black
hole) is not just qualitative but it can be made rigorous from a mathematical
point of view also, as it was already mentioned previously (we will enter these
details in the next Section). Furthermore, it was understood that the Hawk-
ing effect was uniquely a kinematical effect (as we have already pointed out)
and these two things combined brought Unruh to predict that the Hawking
radiation should, in principle, be present in these analogue systems also [52].
Since a moving fluid obeys equations which are formally the same of those of
a scalar field on a curved background, Unruh followed Hawking’s calculation
and predicted that the temperature of the radiation, in these cases, should be
TH =
~κ
2πkBc
=
~
2πkBc
∂(c2 − v2)
∂r
∣∣∣∣
hor
, (1.67)
where the derivative is evaluated at the horizon, i.e., at the surface where
c2 = v2.
Before going further, it is worth spending some time upon this prediction.
Thanks to Unruh it was realized that it was possible to reproduce analogues of
black holes in the laboratories and, pushing the analogy further to the quantum
level, one could hope, in principle, to observe effects from quantum fields on
curved backgrounds (like the Hawking effect) in the acoustic analogue systems.
In the years after this discovery many studies were developed on the possible
experimental candidates and, as of today, a vast class of systems is studied
to this extent, both from an experimental and a theoretical point of view. A
few examples include: pulse propagation in non-linear optical media [54–56],
quantum fluids of light [57–61], atomic Bose-Einstein condensates of ultra-
cold atoms [62–66], ultra-cold fermions [67–69] and, restricting to a classical
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Figure 1.10: This image is usually used as a qualitatively way to describe a black
hole; ironically enough, it is a perfect way to give a precise idea of what a sonic
black hole is. Imagine the in-flowing water being spacetime and the boat a light
ray or a sound wave; the boat (light/sound) has constant speed v directed radially
and outgoing. As the drawing shows, there is a region where its velocity is enough to
escape the drain; on the other hand, there is a region where its speed is not sufficient
and the boat gets trapped into the drain and flows towards the “singularity”. In the
analogy, the boundary dividing these two region is the sonic horizon, the analogue
of a black-hole horizon, and it is located at the surface v = c, where c is now the
speed of sound (instead of being that of light).
regime, surface waves on water [70–74] 17. Furthermore, even though the initial
proposal to develop these systems was the detection of the Hawking radiation,
it was soon realized that other kinematical effects could be studied in the
same frameworks (superradiance, the Dynamical Casimir effect, cosmological
particle production to name a few - for a longer list, see [75]) and this helped
broaden the analogue gravity field even more. As of today, many people are
working either theoretically or experimentally on these objects and studies all
around the world have been carried on for years. In this Thesis, we will focus
our attention only on a particular class of phenomena in this context, namely
the analogue Hawking effect in Bose-Einstein condensates, but this
introductory description would not be complete without a brief mention of the
vast class of possibilities one can encounter in this field.
Going back to the seminal paper by Unruh and to the analogy between fluid
dynamics and fields on curved backgrounds, it can be shown (we will do that in
the following Section) that the analogy stands accurate, from a mathematical
point of view, if one considers the motion of fluids in the hydrodynamical ap-
proximation, that is, at long wavelengths. Unfortunately, if one remains in the
hydrodynamical regime, the derivation of the Hawking effect suffers from the
17For a more detailed list (but not as updated) we suggest the Review [75].
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same difficulties as it does for the black hole case. Unlike for gravity, however,
for fluids we understand the short wavelengths, high frequency physics, at least
in principle. Fluids are made of atoms and molecules and once the wavelength
of the sound waves become comparable to the distance between the molecules,
the hydrodynamic approximation fails, as we start to be aware of the discrete
pieces that compose our system (this scenario is quite similar to what one
expects to happen with our geometrical description of the Universe, when ex-
plored with microscopic detail at the Planck scale). The equation of motion
of the fluid particles are no longer continuum equations, but become finite
difference type equations. While at wavelength much longer that the inter-
atomic spacing, continuum, field-theory type approaches are valid, at short
wavelengths they no longer suffice. Without a way to treat this problem, it
was recognized that the analogue models did not add more to our knowledge
of the Hawking radiation.
It was soon realized by T. Jacobson [76] that one of the key effects that this
discreetness has is on the dispersion relation of the small fluctuations about
some equilibrium flow of the fluid. In these systems the relation between the
frequency and the wavelength is no longer the simple
νλ = c (1.68)
with ν the frequency and λ the wavelength, but they have a much more complex
relation; of course, at large λ the relation becomes the linear one of Eq. (1.68)
- which is the Lorentzian one - but the phase velocity and the group velocity
drift apart as one approaches the regime of small λ. Thus, one could take a first
step at understanding the dependence of the thermal radiation on the nature
of the theory of the waves at short wavelengths by examining the behaviour of
the prediction under changes in the dispersion relation of the waves at small
λ. Going back to the study of the wave propagation, we see that, starting
from the outgoing wave-packet and projecting it back from the future, as time
unrolls into the past, the packet gets closer and closer to the horizon and its
wavelength decreases; eventually, however, its λ becomes small enough that
the dispersion relation and the group velocity change: the wave-packet can
no longer stay near the horizon and, as one goes back further into the past,
that packet must have come from either inside the horizon (if the dispersion
relation is such that the group velocity of the wave increases as λ decreases)
or outside (in the opposite case). Thus, the system has a natural cut-off to the
decrease of the wavelength caused by the horizon. That is, it is precisely the
dispersion relation that changes from the long wavelength, relativistic, regime
to the cut-off regime, where the atomicity of matter becomes important.
Now, it was shown by a number of numerical studies [77,78] that these systems
still emit thermal quantum radiation and that changes in the short wavelength
dispersion relation have no (or only very small) effects on the temperature
or on the thermal spectrum of the radiation emitted. The conclusion is that
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the Transplanckian problem is a mathematical artefact, while the Hawking
radiation exists quite independently of the physics at the high-energy scale [79,
80]18. This discovery has prompted a great deal of interest in the analogue black
holes and many wonder whether such a phenomenology could be applied to the
case of real black holes [82–84]; as of today, the question of the applicability of
these results to the gravitational case is still an open issue. However, it is very
important to stress that the mechanism by which the Hawking radiation is
recovered in these systems is conceptually different, depending on the type of
dispersion relation considered. Furthermore, any demonstration of this effect
in an dumb hole would not imply anything about Bekestein’s entropy or on the
laws of black-hole thermodynamics [85], as the two realms rely on completely
different equation of motions (Einstein’s equations in one case and Navier-
Stokes equations in the other)19. For this reason, for the sake of clarity, it is
preferable to refer to this effect as the analogue Hawking radiation, instead
of simply the “Hawking radiation”. As Unruh himself stated:
“Even the direct observation of thermal quantum radiation from an analog hori-
zon does not prove that black holes will radiate. Something could make the
gravitational system behave differently from any analog system. It is however
very hard to imagine what that could be. The derivation of the thermal radia-
tion from analog horizons follows so closely the derivation of thermal radiation
from black hole horizons that it is very hard to imagine that one could occur
but not the other” [47].
Nevertheless, even if these black hole analogies might not teach us about quan-
tum gravity directly, they can demonstrate the ways in which the Hawking
spectrum might change in response to new physics at the Planck scale. Per-
haps, more importantly, they offer a chance to study Hawking radiation as a
general phenomenon related to the restless nature of the quantum vacuum;
any insight into the origin of this vacuum radiation [86,87] is to be welcomed.
This completes the introductory part about the analogue gravity paradigm and
the Hawking effect in sonic black holes. As of today, the question of the validity
of Hawking’s theories is still open, as we lack a clear experimental evidence of
this radiation from an (analogue) horizon. Nevertheless, many important re-
sults have been obtained in the past years and a few claims on the observation
of this effect in analogue black holes were made but none of them generated a
general consensus in the scientific community (see, among others, the experi-
ments realized in fused silica [55], water tanks [70, 88, 89], and BECs [65, 66],
which have drawn much attention but also criticisms on the interpretation of
the results [90–95]). Also, during the writing of this Thesis other two experi-
mental results have claimed the observation of the phenomenon [96,97].
18Different conclusions are reached if one includes capillarity in hydrodynamics [81].
19For this reason Matt Visser recently proposed to change the name of the field from
“analogue gravity” to “analogue spacetimes”, in order to avoid confusion.
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1.4.1 The analogue gravity paradigm
Up to this point we have described the analogy between hydrodynamics and
black holes only in a qualitatively way but we now wish to demonstrate this
relation from a rigorous mathematical point of view.
In fluid dynamics a system is defined by means of three fundamental equa-
tions [53]: the equation of continuity (which expresses mass conservation),
the Euler equation (equivalent to Newton second law applied to small lumps
of fluid) and an equation of state (which relates the thermodynamical quan-
tities). Their form is20:
∂tρ+∇ · (ρv) = 0 ,
ρ [∂tv+ (v ·∇)v] = −∇p ,
p = p(ρ)
(1.69)
and since we have five equations and five independent variables, the dynamics
of our system is completely determined by this set.
A quick look at the three equations immediately leads to one trivial solution:
the case of a static, homogeneous inviscid fluid. In this case we have:
v = 0 ,
ρ = cost = ρ˜ ,
p(ρ˜) = cost = p˜ .
(1.70)
We can now ask the following question: if we take small perturbations around
the equilibrium state, how do these fluctuations evolve? We can study that by
linearising our equations around a known solution. Applying this procedure
to the trivial solution (1.70) we obtain a second order equation of the type:
∂2t f = c
2∇2f (1.71)
with f = p′, ρ′ or φ′ (where v′ = −∇φ′); they represent, respectively, small
perturbations in the pressure, density and velocity field (φ′ is the velocity
potential). As we already stated in the previous Section, sound is defined to
be these fluctuations in the dynamical quantities [53]. This means that, since
Eq. (1.71) is the classical wave equation, sound is a wave which moves with
a velocity
c =
√(
∂p
∂ρ
)
0
. (1.72)
Now we will generalize this result to a fluid which is non-homogeneous or in
motion (possibly even in non-steady motion) by proving the following theorem.
20We are assuming that there is no external forces and that the fluid is inviscid so the
only forces present are those due to pressure.
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Theorem If a fluid is barotropic, inviscid and the flow is irrotational (though
possibly time dependent) then the equation for the velocity potential describing
an acoustic disturbance is identical to the d’Alembertian equation of motion for
a minimally-coupled massless scalar field propagating in a (3+1) Lorentzian
geometry
∆φ =
1√−g∂µ
(√−ggµν∂νφ) = 0. (1.73)
Under these conditions, the propagation of sound is governed by an acoustic
metric gµν(t,x). This acoustic metric describes a (3+1)-dimensional Lorentzian
(pseudo-Riemannian) geometry and it depends algebraically on the density, ve-
locity of flow and local speed of sound of the fluid. Specifically
gµν(t,x) ≡ ρ
c
 −(c2 − v2)
... −vT
. . . . . . .
−v ... I
 . (1.74)
Here I is the 3× 3 identity matrix. In general, when the fluid is non-homogeneous
and flowing, the acoustic Riemann tensor associated with this metric will be
non-zero.
This theorem is the core of the gravitational analogy. That is, it can be proved
(and we will do that shortly) that the equations governing the dynamics
of sound propagating in a moving fluid are exactly the same as of
a scalar field propagating in a curved geometry (that is, the same
as light in a gravitational field). Also, the type of geometry we obtain
describes certain classes of Lorentzian spacetimes, including black holes. This
is quite remarkable if we remember that the underlying fluid dynamics is New-
tonian, non-relativistic.
Proof Let us start from an inviscid, irrotational, barotropic, non-homogeneous,
moving fluid which, by definition, obeys the dynamics fundamental equations
(1.69). The second of these equations21 can be rewritten as
∂tv = v× (∇× v)− 1
ρ
∇p−∇
(
1
2
v2
)
. (1.75)
Since the fluid is taken to be vorticity free (that is, locally irrotational), the
first term in the right-hand side of the previous equation disappears. Then, we
introduce the velocity potential v = −∇φ and we use the fact that the fluid is
21Remember that here, as in Eq. (1.69), we are exploiting the fact that the fluid is inviscid
(zero viscosity). That is, in absence of external forces, the only forces present are those due
to pressure. It would be straightforward to add external forces, at least conservative ones,
such as Newtonian gravity.
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barotropic (that is, ρ is a function of p only) so to define the specific hentalpy
h(p):
h(p) =
∫ p
0
dp′
ρ(p′)
so that ∇h =
1
ρ
∇p. (1.76)
Substituting these in the second equation, our system becomes:
∂tρ+∇ · (ρv) = 0 ,
−∂tφ+ h+ 1
2
(∇φ)2 = const .
(1.77)
Up to this point we have just rewritten the Euler equation in another form (a
version of Bernoulli’s equation). To proceed, we will now linearise the equations
obtained around a known solution.
We start from some solution (ρ0, p0, φ0) (which represents our background) and
we try to see how small perturbations around this equilibrium point evolve.
For this reason we take:
ρ = ρ0(r, t) + ǫρ1 +O(ǫ
2) ,
p = p0(r, t) + ǫp1 +O(ǫ
2) ,
φ = φ0(r, t) + ǫφ1 +O(ǫ
2) .
(1.78)
Then, by using the equations of dynamics, we can study the linearised per-
turbations. The equations for (ρ1, p1, φ1) so obtained describe the propagation
of sound in a moving fluid. It is important to point out that traditionally, in
the linearisation procedure, the motion of the exact solution (ρ0, p0, φ0) and
the one of the low-amplitude (acoustic) disturbances (ǫρ1, ǫp1, ǫφ1) are treated
order by order. That means that, since the perturbations are small, they are
assumed to not influence the background motion and so, at order zero, we
recover the equations we started from. Moreover, sufficiently low-frequency,
long-wavelength disturbances (wind gusts) are conventionally lumped in with
the average bulk motion, while higher-frequency, shorter-wavelength distur-
bances are conventionally described as sound waves [98].
We will now skip the calculations (they can be found, for example, in [75]
and [99]) and we will only describe the main steps. They are: take the first or-
der Bernoulli equation and explicit p1; then derive ρ1 exploiting the barotropic
assumption (that is ρ1 =
∂ρ
∂p
p1); finally, insert these two quantities into the first
order continuity equation to obtain:
∂t
(
∂ρ
∂p
ρ0(∂tφ1 + v0 ·∇φ1)
)
−∇ ·
(
ρ0∇φ1 − ∂ρ
∂p
ρ0(∂tφ1 + v0 ·∇φ1)
)
= 0.
(1.79)
Starting from this wave equation we can determine φ1 and, using Bernoulli
equation and the barotropic assumption, we completely determine the propa-
gation of acoustic disturbances.
At this point we want to remind that this derivation is exactly the same for
the simple wave equation (1.71), the difference being in the fact that now the
1.4 Sonic black holes and analogue spacetimes 40
background fields (ρ0, p0, φ0) are time-dependent and position-dependent and
so ρ0 = ρ0(r, t), p0 = p0(r, t), φ0 = φ0(r, t); in fact, if we now take the back-
ground field (our known solution) to be static and homogeneous (the trivial
solution) we have p0 =cost, ρ =cost, v0 = 0 and if we insert these into Eq.
(1.79), we recover Eq. (1.71).
We now substitute the definition of the speed of sound (1.72) (which now
becomes space and time dependent) into Eq. (1.79) and construct the 4 × 4
symmetric matrix:
fµν(t,x) ≡ ρ0
c2
 1
... vj0
. . . . . . .
vi0
... −(c2δij − vi0vj0)
 . (1.80)
Then, introducing the (3+1)-dimensional space-time coordinates xµ ≡ (t; xi),
equation (1.79) can be rewritten as
∂µ(f
µν∂νφ1) = 0. (1.81)
Now, in any Lorentzian manifold the scalar d’Alembertian has the form
∆φ =
1√−g∂µ
(√−ggµν∂νφ) , (1.82)
where gµν(t,x) is the metric, g
µν(t,x) is the point-wise inverse metric and
g ≡det(gµν). Thus, we can identify
√−g gµν = fµν (1.83)
and this implies that, on one hand,
det(fµν) = (
√−g)4 g−1 = g , (1.84)
and, on the other hand,
det(fµν) = −ρ
4
0
c2
. (1.85)
Thus
g = −ρ
4
0
c2
and
√−g = ρ
2
0
c
, (1.86)
which automatically leads us to the inverse acoustic metric tensor:
gµν(t,x) ≡ 1
ρ0c
 1
... vj0
. . . . . . .
vi0
... −(c2δij − vi0vj0)
 . (1.87)
Inverting this matrix we finally obtain the acoustic metric tensor gµν(t,x):
gµν ≡ ρ0
c
 (c2 − v20)
... vj0
. . . . . . .
vi0
... −δij
 . (1.88)
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We have thus proved the theorem and we have given a rigorous mathematical
and physical description of the analogy existent between light propagating in
a curved spacetime and sound propagating in a moving fluid 22.
A much simpler way to obtain the same result is to work in the geometrical
acoustic approximation. At this level we only need to assume that we know
two things:
- the speed of sound c, relative to the fluid;
- the velocity of the fluid v, relative to the laboratory.
Then, relative to the laboratory, the velocity of a sound ray propagating, with
respect to the fluid, along the direction defined by the unit vector n, is
dx
dt
= cn+ v. (1.89)
That defines a sound cone in spacetime given by the condition n2 = 1, i.e.,
c2 dt2 − (dx− v dt)2 = 0. (1.90)
That is
[c2 − v2] dt2 + 2v · dx dt− dx · dx = 0. (1.91)
This acoustic line element defines a conformal class of Lorentzian metrics such
as the one of Eq. (1.88). The advantage of the geometrical acoustics approach
is that the derivation of the precise mathematical form is very simple and it is
extremely general. The limit, though, is that one can only deduce the causal
structure of the spacetime and does not obtain an unique effective metric. In
order to do so, we need to turn to the other limit (i.e. physical acoustics) which
leads to the theorem we have described above.
From the form of this effective metric (1.88) two observations can be made.
First of all, note that, if |v0| < |c|, the signature of this effective metric is
(+,−,−,−) as it should be to be regarded as“Lorentzian”(a necessary condition
for a manifold to be a spacetime). Second, at this level there are two distinct
metrics in our model:
- A physical spacetime metric, which is just the usual metric of Minkowski
spacetime ηµν . The fluid particles couple only to this metric and since
|v0| ≪ clight it is sufficient to consider Galilean relativity and an Euclidean
geometry. In fact, Euler equation in Eq. (1.69) has been written in the
non relativistic limit.
22It is important to note that, historically, the acoustic metric (1.88) was first derived by
White in 1973 [100], then by Anderson and Spiegel in 1975 [101] and then again by Moncrief
in 1980, while studying the relativistic hydrodynamics of accretion flows surrounding black
holes [102].
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- An effective acoustic metric, which is the one we derived in this Section.
Sound waves (that is, acoustic perturbations) couple only to this one, as
they “do not see” the underlying physical metric at all.
Now, as we mentioned in the previous Section, the Hawking effect is a purely
kinematic effect that depends only on the existence of two things: a Lorentzian
metric and a horizon. Having derived an effective metric, we can now complete
the analogy by demonstrating the presence of an analogue of a black-hole
horizon. In principle, defining the black-hole horizon in general relativity is no
trivial task but in our case things simplify much.
As we already mention, a black hole is an object which traps everything in a
region, light included. The boundary of this trapping region is known as the
black-hole horizon. In GR there are two types of horizons: the absolute (or
event) horizon and the apparent horizon. These two differ in the sense that
the latter is an observer-dependent notion (so it is not strictly related to the
spacetime itself) while the former is an invariant property of the spacetime
itself and so it does not depend on the frame of reference. In the context of
analogue gravity, though, these two notions coincide thanks to the background
Minkowski metric, which provides us with a natural time parameter. Thus, we
can define our acoustic horizon starting from any of the two definitions that
appear in general relativity23.
In analogy with the gravitational case, we can define the acoustic event
horizon (acoustic absolute horizon) as the boundary of the region from
which null geodesics (phonons, in our case) cannot escape. This implies that
the fluid velocity needs to be greater than the sound velocity in the medium.
In fact, starting from the acoustic metric (1.88) we can parametrize a geodesic
as xµ(t) = (t;x(t)). Again, this is possible thanks to the real spacetime metric,
which provides a natural time parameter. Given this path, the null condition
implies
gµν
dxµ
dt
dxν
dt
= 0 , (1.92)
which is, neglecting the conformal factor,
(c2 − v20) + 2vi0
dxi
dt
− dx
i
dt
dxi
dt
= 0 =⇒
∥∥∥∥dxdt − v0
∥∥∥∥ = c (1.93)
where the norm is taken in the flat physical metric. This last equation tells us
that rays which travel on null geodesics move at the speed of sound relatively
to the moving fluid; this means that, in order to have a trapped region - i.e.
a horizon -, we need the velocity of the fluid to be greater than the speed of
sound in the medium.
23Also, note that the Hawking radiation requires only an apparent horizon (the presence
of an event horizon is a stronger requirement which is not needed [103]).
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If we recall the form of the effective metric (1.88), we see that the signature is
(−,−,−,−) if |v0| > |c| and thus the metric is not Lorentzian in this case; this,
therefore, implies that the analogy is broken for the region inside the black-hole
horizon (as we would have expected, given the completely different nature of
the physical systems at display).
Figure 1.11: A moving fluid can form an acoustic horizon when supersonic flow
prevents upstream motion of sound waves.
Finally, it is worth pointing out one last thing: that is, how stationary geome-
tries properties translate to our acoustic analogues. As we already described,
in GR a spacetime is said to be stationary if it has a Killing field which is
time-like. If we now recall the form of our acoustic metric (1.88), we see that
the condition
∂P
∂t
= 0 , (1.94)
where P is any of the dynamical variables ρ0, v0 or c, implies that the acoustic
metric is time-independent. Thus, in terms of the analogy,
stationary spacetimes (relativity) ⇐= steady flows (acoustics) .
This, in turn, gives us an easy way to define a surface gravity constant on the
horizon, which is a requirement Hawking radiation has to fulfil.
1.4.2 The Schwarzschild geometry as an example of the
analogy
At this point it is interesting to step back and recall the results about the
Schwarzschild metric that we derived in Section 1.2. During that discussion
we noted how the Schwarzschild coordinates (tS, r, θ, φ) were not fitted to gen-
erally describe the physics of the spacetime, as they treated the horizon as a
singularity (which, we now know, it is not). The way to address this problem is
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to choose coordinates that behave regularly at the horizon, such as the ones in-
troduced by Painleve´ [104], Gullstrand [105] and Lemaˆıtre [106] (as mentioned
at the end of Section 1.2, we can opt for other choices too). They suggested
the introduction of a new time
t = tS + 2
√
rSr
c
+
rS
c
ln
(√
rS
r
− 1√
rS
r
+ 1
)
, (1.95)
which, when substituted in Eq. (1.2), yields the transformed metric
ds2 = c2dt2 −
(
dr + c
√
rS
r
dt
)2
− r2dΩ2. (1.96)
In these coordinates the metric clearly has no singularity at r = rS, since the
coefficients are all regular there.
Now, let us try to interpret the metric (1.96). We shall consider only radial
trajectories, setting dΩ2 = 0. The key point is that, if dr/dt = −c√ rS
r
, the
metric reduces to ds2 = c2dt2. Since this condition clearly maximizes ds2, these
trajectories are geodesics and t measures proper time along them. It is as space
consists of a (Galilean) fluid, flowing inwards with velocity −c√ rS
r
to converge
on the point r = 0 and the geodesics just defined are those which are stationary
with respect to this fluid. They define a locally inertial frame which we shall
call the co-moving frame, and in this frame, i.e. with respect to the fluid,
the speed of light is c. At the Schwarzschild radius the fluid flows inwards
with speed c and anything that falls beneath this radius, no matter its velocity
with respect to the spacetime fluid, will inexorably be dragged towards the
centre at r = 0. This view is reinforced by looking at the light cones, which are
determined by setting ds2 = 0 and dΩ2 = 0. We find two possible trajectories
for light:
dt
dr
=
1
c
(
±1−
√
rS
r
)−1
. (1.97)
The (+) trajectory represents rays propagating against the fluid, while the
(−) trajectory represents rays propagating with the fluid. In the latter case
rays propagate (with respect to the frame in which the fluid is still) with total
velocity −c − c√ rS
r
, the sum of the light velocity and the fluid velocity. It is
clear that this trajectory is perfectly regular at the horizon, in contrast with
the Schwarzschild coordinates’ case. Instead, in the (+) case rays have a total
velocity of c − c√ rS
r
. This trajectory is not regular at the horizon, since the
velocities of the fluid and the light exactly cancel out, giving a total velocity of
zero. Rays at higher radii will have a positive total velocity, and will eventually
escape to infinity; rays at smaller radii will have a negative total velocity, unable
to overcome the fluid flow, and will propagate inwards to r = 0.
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This reasoning is an alternative way to arrive at the analogy we have defined
earlier. We may simply replace −c√ rS
r
in Eq. (1.96) with the more general
velocity profile v(x) to obtain, in (1 + 1)-dimensional spacetime, the metric
ds2 = c2dt2 − (dx− v(x)dt)2 , (1.98)
where now c is to be interpreted as the velocity with respect to the medium
in question (not necessarily the speed of light). This is exactly the acoustic
line element introduced in the previous Section. The co-moving frame, then,
is the frame in which this medium is at rest, and in which the wave speed is
exactly c. By contrast, the frame with coordinates x and t shall henceforth be
called the lab frame. We underline that the general metric (1.98) need not be
gravitational in origin. It may, for example, be applied to a system as far cry
from astrophysics as a flowing river, as illustrated in Fig. (1.12). In this case
the above metric suffices to describe the trajectories of sound waves in this
river, which are analogous to the trajectories of light near an event horizon.
Figure 1.12: In both these drawings the fish do not have enough speed to flow
against the current. In figure (a) they are forced to flow towards the waterfall (thus
it represents the analogue of a black-hole horizon) while in (b) they cannot enter
the region of the waterfall (this is the analogue of a white-hole horizon). The first
drawing is taken from [107] while the second is from [108].
Chapter 2
Bose-Einstein condensates
In this Chapter we spend some time introducing the concept of Bose-Einstein
Condensation and discussing the main features of these systems, as they will
provide the framework in which this work on the analogue Hawking radia-
tion developed. In particular, Section 2.1 and 2.2 describe the concept of ideal
Bose gases while Section 2.3 refines the picture by introducing interactions. In
Section 2.4 and 2.5 we discuss the main results that we will use in our work
(namely the Gross-Pitaevskii equation and the Tonks-Girardeau gas) and in
Section 2.6 and 2.7 we extend the analogue gravity paradigm to the case of
quantum gases, describing the main features of the analogue Hawking radia-
tion.
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2.1 A new phase of matter
Bose-Einstein condensation is a very interesting and purely quantum phe-
nomenon. It takes place in systems of bosons cooled down to extremely low
temperature and it is associated with a new phase of matter. Indeed, due to
their quantum nature, a system of non-interacting bosons at T → 0 behaves
like a single entity, since all the particles are allowed to stay in the single-
particle ground state. In other words, if N0 is the number of atoms in the
single-particle ground state and N is the total number of atoms in the system,
Bose-Einstein condensation occurs when N0 ≫ 1 and the ratio N0/N remains
finite in the thermodynamic limit N → +∞ [109].
The reason behind the vast interest that concerns the physics of ultra-cold
atoms resides in the fact that quantum phenomena, which are confined at
atomic scales and thus are usually imperceivable, become macroscopic given
that we lower the temperature under a critical threshold. These phenomena are
so important (and fascinating) that between 1995 and 2003 four Nobel prizes
were given to works associated to macroscopic quantum behaviours1. To this
extent, among the most astonishing discoveries of the last decades, we need to
mention the phenomena of superconductivity and superfluidity (discovered in
1911 and 1937 respectively); they are macroscopic manifestations of coherent
behaviours, which are due purely to the quantum nature of the systems. The
study of these phenomena has vastly contributed to many disparates fields,
such as medicine or computer technology. In particular, the physics of ultra-
cold atoms has experienced an intense growth in the past two decades, after
the first experimental realizations of a Bose-Einstein condensate (BEC) in
1995 [110,111] (Fig. 2.1).
The founding idea of Bose-Einstein condensation dates back to the 1920s. In
1924, Indian physicist S. N. Bose published a paper devoted to the statistical
description of quanta of light [112]; the year after, A. Einstein on the basis of
the aforementioned work, predicted the occurrence of a phase transition in a gas
of non-interacting atoms [113]. This phase transition was associated with the
“condensation” of atoms in the lowest energy state due to quantum statistical
effects. For a long time these predictions had no practical impact but in 1938,
immediately after the discovery of superfluidity in liquid helium [114, 115], F.
London realized that superfluidity could be the manifestation of Bose-Einstein
condensation [116]. The first self-consistent theory of superfluids was developed
by L. Landau in 1941 [117] and in 1947 N. N. Bogoliubov (the Russian physicist
who gave the name to the previously introduced“Bogoliubov transformations”)
derived the first microscopic theory of interacting Bose gases, based on the
concept of BEC [118]. In the following years, great steps forward were taken,
1They were given for: the discovery of the superfluidity in 3He (1996), the discovery of the
fractional quantum Hall effect (1998), the observation of Bose-Einstein condensation (2001)
and for the contributions to the theory of superconductors and superfluids (2003).
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Figure 2.1: The famous image from the experiment held in 1995 at the laboratories
of JILA (Joint Institute for Laboratory Astrophysics), an American faculty jointly
operated by the University of Colorado (CU) and the National Institute of Standards
and Technology (NIST). It shows the velocity distribution for a gas of 87Rb at the
temperature of 170 nK and it holds as the proof of the existence of a new phase of
matter. The left panel shows the system at a temperature just before the appearance
of a BEC, the center one the temperature of formation and the right panel shows the
system after further evaporation, which leaves a sample of nearly pure condensate.
The observation of Bose-Einstein condensation has rewarded E. Cornell, C. Wieman
and W. Ketterle with the 2001 physics Nobel prize.
thanks to the works of L. Landau, E. Lifshitz, O. Penrose (not to be confused
with R. Penrose, whom we have cited for the “Penrose diagrams” used in GR),
L. Onsager and R. Feynman. However, experimental works on dilute atomic
gases were developed much later, starting from the 1970s, and made use of
new techniques based on magnetic and optical trapping. In the 1980s, laser-
based techniques (such as magneto-optical trapping and laser cooling) were
developed to trap and cool atoms, in particular alkali (for a detailed list of
works see, e.g., [119]). Finally, in the 1990s, by combining different cooling
techniques, the experimental teams of E. Cornell and C. Wieman at Boulder
and of W. Ketterle at MIT succeeded in reaching the temperatures and the
density required to observe BEC in vapours of 87Rb [110] and 23Na [111]. It
is important to notice that, in these conditions, the equilibrium configuration
of the system is the solid state and thus, in order to observe BEC, one has
to preserve the gas in a metastable state for a sufficiently long time, which is
one of the main challenges about the experimental realization of this phase of
matter. Indeed, in the 1995 experiment at Boulder, a few hundred thousands
atoms of Rubidium were cooled at the temperature of 170 nK in order to enter
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the quantum regime; it is well-known, in fact, that quantum effects become
relevant when the de Broglie wavelength of the particle becomes bigger than
the characteristic size of the system. In terms of the gas density, that means
λ =
h√
3mkBT
> n−1/3 (2.1)
which gives an idea of why such low temperature is needed2. At the same time,
though, as temperature lowers, atoms get closer and closer and when they
reach the binding distance R0 the system enters the solid state, preventing any
further phase transition. Thus, the atoms needs to be kept at distance so that
they “cannot realize” the energetic gain that solidification implies; in terms of
the density this means
nR30 ≪ 1 (2.2)
and this justifies the low densities needed. To summarize, the experimental
achievement of these systems implied a problem of fine tuning of the density in
order to reach sufficiently low scales but without losing the gas phase. Months
after the success by the team at JILA with 87Rb atoms, the BEC phase was
obtained also in 23Na [111] and 7Li [120].
The number of experiments of BECs have increased rapidly over the years
[119]. One of the main characteristics of these trapped gases is that they are
inhomogeneous and finite sized with number of atoms ranging from a few
thousands to several millions. In most cases the confining traps can be well-
approximated by harmonic potentials, which makes the theoretical treatment
of these systems quite simple. Also, the fact they are highly inhomogeneous
has several important consequences, first and foremost the fact that BEC can
appear not only in the momentum space (Fig. 2.1) but also in coordinate space
as a sharp peak in the velocity/spatial distribution (this is not the case, for
example, of uniform gases). In order to detect this, in the first case one lets
the condensate expand freely by turning off the trap and then measures the
density of the expanded cloud with light absorption (it is the case, for example,
of the 1995 JILA experiment); if the particles do not interact, the expansion is
ballistic and the imaged spatial distribution of the cloud can be related to the
initial momentum distribution. In the second case, one measures directly the
density of the atoms in the trap by means of dispersive light scattering [121].
In both cases, BEC appears as a sharp peak in the relative distribution.
In the following, after an introduction on the ideal Bose gases and on the funda-
mental results regarding identical particle statistics, we will turn our attention
to dilute BECs, which allow us to describe the effects of the interactions in a
rather fundamental way and represent a good approximation for the set-ups
2We are using a rough approximation to convey the idea of the temperature regimes one
needs to enter in order to see the quantum effects. In reality, in order to observe the condensed
phase of bosons, there is a specific critical temperature Tc that rules the appearance (or not)
of the condensed phased; we will describe this fact in details in the next Section.
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and the calculations we will encounter in our quest for the analogue Hawking
radiation. Therefore, we will introduce the Gross-Pitaevskii equation and use
the Bogoliubov formalism for the characterization of the excitation spectrum.
2.2 Ideal Bose gases
The spin-statistic theorem [122] is a well-known result in physics, which asserts
that particles can obey only one of two possible statistics, depending on their
spin. That is, they can only be fermions (semi-integer spin) or bosons (integer
spin). This fact is related to the evidence that particles, at quantum level,
are intrinsically undistinguishable. This implies that the wave function of an
ensemble of identical particles needs to be symmetrized (that is, it has to be
either symmetric or antisymmetric). As a consequence, there exist only two
possible statistics for quantum particles: Bose-Einstein statistic [112, 113] for
bosons (systems whose wave function is symmetric) and Fermi-Dirac statistic
[123, 124] for fermions (systems whose wave function is antisymmetric). They
have the form
n¯i =
1
eβ(Ei−µ) ± 1 . (2.3)
where the + stands for fermions and the − for bosons, β = 1/KBT , Ei is the
energy of the i-th state and n¯i is the average number of particles in that state.
Figure 2.2: Behaviour for classical and quantum particles as the temperature de-
creases. The symmetry of the total wave function allows the bosons to share the
same quantum state (the condensed phase) while fermions can occupy only different
states, filling the so-called Fermi sea up to the Fermi energy.
The formulas (2.3) describe, from a statistical point of view, the behaviour of
ideal Bose/Fermi gases and they can be derived starting from the grand canon-
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ical ensemble formalism. We will not enter the details of the calculations as
they can be found in [109] but it is nevertheless useful to outline the procedure.
In the grand canonical ensemble, the probability of having N ′ particles in a
state k of energy Ek is given by
PN ′(EK) =
1
Z(β, µ)
eβ(µN
′−Ek) , (2.4)
where µ is the chemical potential of the reservoir with which the system is in
thermal equilibrium and the grand partition function is
Z(β, µ) =
∞∑
N ′=0
eβµN
′
QN ′(β) . (2.5)
QN ′(β) =
∑
k e
−βEk is the canonical partition function for a system of N ′
particles and the sum
∑
k runs over a complete set of eigenstates of the Hamil-
tonian with respective energies Ek. From the grand partition function one can
calculate the grand canonical potential Ω, which gives the connection to the
thermodynamics of the system:
E − TS − µN = Ω = −kBT lnZ . (2.6)
Now, let us consider a system of ideal particles (that is, non-interacting) so
that we can write the Hamiltonian as
Ĥ =
∑
i
Ĥi . (2.7)
In this case the eigenstates k are defined by specifying the set {ni} of the
microscopic occupation numbers ni of the single-particle states, obtained by
solving the Schro¨dinger equation
Ĥiϕi(r) = Eiϕi(r) . (2.8)
Then, in the formalism of second quantization, the state
|k〉 = (a†0)n0(a†1)n1 ... |0〉 (2.9)
completely specifies the many-body eigenstate of the Hamiltonian (2.7). Here
a†i , ai are the particle creation (annihilation) operators relative to the ith single-
particle state. They obey the commutation rule [ai, a
†
j] = δij for bosons and
the anti-commutation rule {ai, a†j} = δij for fermions, while |0〉 is the particle
vacuum state, that is ai |0〉 = 0 ∀i.
Now, the main idea is that for a system of independent particles - that is, with
an Hamiltonian of the form (2.7) - the grand partition function (2.5) can be
evaluated exactly. One only has to remember that sums regarding number of
2.2 Ideal Bose gases 52
Figure 2.3: The classical Boltzmann distribution and the two possibilities for the
quantum statistics as β(Ei − µ) varies.
particles in the same state can run up to ∞ for bosons while they can only
assume values 0 or 1 in the case of fermions (this is Pauli exclusion principle
and it comes from the anti-commutation of fermionic operators). The results,
then, are exactly Eqs. (2.3).
Note that, in the limit β(Ei−µ)≫ 1, both functions tend to the Boltzmann dis-
tribution e−β(Ei−µ) which is the thermal distribution for classical particles (Fig.
(2.3)). This is because this limit corresponds to low densities and high tem-
peratures (βµ large and negative) and there are many more states thermally
accessible to the particles than there are particles; thus, double occupancy
never occurs and the requirements of exchanging symmetry become irrelevant
and both fermions and bosons behave like classical particles. Also, note that
for the case of bosons Eq. (2.3) diverges if µ = Ei and thus the chemical poten-
tial must always be smaller than the ground state energy; in particular, when
µ→ E0 the number or particles in the ground state
N0 ≡ n¯0 = 1
eβ(E0−µ) − 1 (2.10)
becomes increasingly large. This is the mechanism at the origin of Bose-Einstein
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condensation and we will now briefly describe it. We will not talk now about
the behaviour of the fermion gas as T → 0 but will come back to this matter
in a further Section.
Let us now turn our attention to the ideal Bose gas. We see from Eq. (2.10)
that, as µ→ E0, the ground state becomes macroscopically occupied. In order
to better understand the physics behind this phenomenon, let us write the
total number of atoms of our system as the condensed phase + the thermal
fraction; that is
N = N0 +NT , (2.11)
where
NT (T, µ) =
∑
i 6=0
n¯i(T, µ) , (2.12)
is the number of particles out of the condensate, also called the “thermal com-
ponent” of the gas. It can be shown [109] that, for a fixed temperature, the
function NT has a smooth behaviour as a function of µ and it reaches a maxi-
mum Nc at µ = E0; on the other hand, N0 is always of order 1, except when µ
becomes close to E0, where N0 diverges. This means that if Nc is larger than N
then Eq. (2.11) is satisfied for values of µ smaller than E0 and N0 is negligible
with respect to N . Since Nc(T ) is an increasing function of T , this scenario
takes place for temperatures higher than a critical temperature Tc defined as
NT (Tc, µ = E0) = N . (2.13)
Instead, if Nc(T ) < N (or, equivalently, T < Tc) then the contribution of
the condensate is crucial in order to satisfy Eq. (2.11) and the value of µ will
approach E0 in the thermodynamic limit (that is, for N → +∞). This is
represented in Fig. (2.4). Thus, the temperature Tc defines the critical tem-
perature below which the phenomenon of Bose-Einstein condensation (that is,
the macroscopic occupation of a single-particle state) takes place.
Now, let us apply this formalism to the case of a gas of non-interacting bosons
confined in a box of volume V . Again, more details about the calculations can
be found in [109] and here we will only mention the main steps in order to
quickly arrive at the first important results of this treatment.
It this case the single-particle Hamiltonian has the well-known form H =
p2/2m and solutions are plane waves
ϕp =
1√
V
eip·r/~ , (2.14)
where we have used cyclic boundary conditions ϕ(x, y, z) = ϕ(x + L, y, z)
etc., with L = V 1/3, so that the energy is E = p2/2m and the momentum
p = 2π~n/L, where the components of the vector n can be any value m˜ ≥ 0
with m˜ ∈ N. Now, since E0 = 0, the chemical potential is always negative.
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Furthermore, if the thermal energy kBT is much larger than the energy spacing
~
2/2mV 2/3, we can make the replacement
∑
p → V/(2π~)3
∫
dp so that
NT =
∑
p6=0
1
exp[β(p2/2m− µ)]− 1 =
V
λ3T
g3/2(e
βµ) , (2.15)
where
λT =
√
2π~2
mkBT
, (2.16)
is the thermal wavelength and g3/2(e
βµ) belongs to the class of special functions
gp(z) =
1
Γ(p)
∫ ∞
0
dx x(p−1)
1
z−1ex − 1 . (2.17)
Now, from Eq. (2.13) this yields
kBTc =
2π~2
m
(
n
g3/2(1)
)2/3
, (2.18)
which shows that the critical temperature for a 3D gas confined in a box is
completely determined by the density n = N/V and the mass of the particles.
For T < Tc we have µ = 0 so that, using Eq. (2.15) and (2.18), we obtain
NT =
(
T
Tc
)3/2
N , (2.19)
which finally leads to, applying Eq. (2.11),
N0(T ) = N
[
1−
(
T
Tc
)3/2]
. (2.20)
Another quantity we can evaluate for T < Tc is the energy
E =
∑
p
p2/2m
exp[β(p2/2m− µ)]− 1
→ V
(2π~)3
∫
dp
p2/2m
exp[β(p2/2m− µ)]− 1 =
3
2
V
βλ3T
g5/2(1) .
(2.21)
If we now make use of the thermodynamical relation
P =
2
3
E
V
(2.22)
we obtain that the pressure has the form
P =
kBT
λ3T
g5/2(1) , (2.23)
which does not depend on the volume. This means that the pressure stands
constant against variation of the volume and thus it implies that the BEC com-
pressibility is infinite, which is a physical nonsense. This pathological feature
originates from the absence of particle-particle interactions, as we shall see in
the next Section.
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Figure 2.4: Condensate fraction N0/N versus temperature for the case of an ideal
Bose gas confined in a box. The curve refers to Eq. (2.20) and it is reminiscent of a
phase transition.
2.3 Dilute gases and the Bogoliubov approach
The problem of generalizing the results of the ideal Bose gas is not trivial since
traditional perturbation techniques cannot be applied. This problem was solved
in 1947 by N. N. Bogoliubov [118] who applied a new perturbation method
which stands as the basis of modern approaches to Bose-Einstein condensation
in rarefied (or “dilute”) Bose gases.
In dilute gases the range r0 of interatomic forces is much smaller than the
average distance d = n−1/3 between particles, fixed by the density of the gas
n = N/V . In formulas
r0 ≪ d = n−1/3 . (2.24)
This allows one to consider only configurations involving pairs of interacting
particles, while configurations with three or more particles interacting simul-
taneously can be safely neglected. This way, the Hamiltonian of the system,
written in the second quantization formalism, becomes
Ĥ =
∫ (
~
2
2m
∇Ψ̂†∇Ψ̂
)
dr+
1
2
∫
Ψ̂′
†
Ψ̂†V (r′ − r)Ψ̂′Ψ̂dr′dr , (2.25)
where V (r′ − r) is the two-body potential and we have not included external
fields for the moment. The field operators satisfy the well-known commutation
relations
[Ψ̂(r), Ψ̂†(r′)] = δ(r− r′) , [Ψ̂(r), Ψ̂(r′)] = 0 , (2.26)
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and the density of the system is defined as
n(r) = 〈Ψ̂†(r)Ψ̂(r)〉 . (2.27)
Another important consequence of the dilute gas regime is that the distance be-
tween two particles is always large enough to justify the use for the asymptotic
expressions for the wave function of their relative motion, which is fixed by the
scattering amplitude. Moreover, since we will always work with temperatures
below the critical temperature, the scattering amplitude becomes independent
of the energy as well as of the angle and we can replace its value by the s-wave
scattering length as. That means that, in the regime of dilute gases the effects
of the interaction are described in a rather fundamental way since, in practice,
a single physical parameter is sufficient to obtain an accurate description. The
condition of diluteness can now be written as
|as| ≪ n−1/3 , (2.28)
or, equivalently,
n|as|3 ≪ 1 . (2.29)
If a gas of bosons fulfils the requirement of Eq. (2.29) it is said to be dilute
or weakly interacting. However, this does not necessarily mean that the
interaction effects are small, as we will demonstrate later on.
Now, because of the previous discussion about properties of the dilute gases,
we can replace the actual potential with an effective one, given that both share
the same value for as; thus, we choose a suitable effective potential Ueff to which
perturbation theory can be applied [109]. Then, if we go back to the problem of
a uniform gas in a box of volume V , keeping the second quantization formalism,
we can now conveniently write the field operators as
Ψ̂(r) =
∑
p
âp
eip·r/~√
V
, (2.30)
where âp is the operator annihilating a particle in the single-particle state with
momentum p, which satisfies the usual cyclic boundary conditions. Substitut-
ing Eq. (2.30) into Eq. (2.25) we obtain
Ĥ =
∑
p
p2
2m
â†pâp +
1
2V
∑
p1,p2,q
Uqâ
†
p1+q
â†p2−qâp1 âp2 , (2.31)
where Uq =
∫
Ueff(r) exp[−iq ·r/~] dr. Moreover, since only small momenta are
involved, we can consider only the q = 0 value of the Fourier transform of the
effective potential U0 =
∫
Ueff(r) dr so that Eq. (2.31) becomes:
Ĥ =
∑
p
p2
2m
â†pâp +
1
2V
U0
∑
p1,p2,q
â†p1+qâ
†
p2−qâp1 âp2 . (2.32)
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Now, the crucial point of the approach adopted by Bogoliubov is to replace
the operator â0 with a number, that is â0 ≡
√
N0. This will not be a good
approximation for a realistic potential but it works perfectly for a smoother
potential such as the effective one. Now, in an dilute gas at T = 0 the occupa-
tion numbers for states p 6= 0 are finite but small (differently for an ideal gas
where they would be vanishing since all the particles are in the ground state).
Then we can make the approximation N0 ∼ N and thus, replacing â0 with√
N , the ground state energy is
E0 =
N2U0
2V
. (2.33)
Using Born approximation we can derive U0 in terms of the scattering length
as U0 = 4π~
2as/m; this quantity is mostly known as g and it describes the
relevant interaction coupling constant3
g =
4π~2as
m
. (2.34)
Then, Eq. (2.33) can be rewritten as
E0 =
1
2
Nng , (2.35)
which shows that, contrary to the ideal case, the pressure of a weakly-interacting
Bose gas does not vanish at zero temperature; in fact
P = −∂E0
∂V
=
gn2
2
. (2.36)
Accordingly, the compressibility is also finite:
∂n
∂P
=
1
gn
. (2.37)
Using the hydrodynamic relation ∂n
∂P
= 1
mc2
, one obtains the important result
c =
√
gn
m
(2.38)
which is the sound velocity in a BEC. Furthermore, this shows that, unlike the
ideal gas, the chemical potential for the interacting gas is not equal to zero; in
fact
µ =
∂E0
∂N
= gn (2.39)
3This is not a redundancy since the fact that U0 = g here is a mere coincidence. The
coupling constant g is defined as in Eq. (2.34) while the form of U0 is due to the fact that
we have considered the lowest-order Born approximation; if we go beyond that - as we will
do shortly - U0 acquires a completely different value.
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and thus, because of Eq. (2.38), we have µ = mc2.
At this point it is better to summarize the few elements described so far, in
order to highlight the results we will need in the future and to give a bet-
ter understanding to the reader on why we wanted to deal with such a long
mathematical derivation.
We started by describing the behaviour of particles at the quantum level and we
derived the two statistics present at the atomic scale in nature. In particular,
Bose-Einstein condensation is the framework of this Thesis (we have not talked
about the behaviour of fermions as T → 0 yet but we will do that shortly,
as it will be useful in our work). In particular, in the context of analogue
gravity one has to deal with BECs accelerated to supersonic speeds and thus
it is important to understand how sound is defined in these systems. In the
following we will briefly discuss how to demonstrate that the result of Eq. (2.38)
coincides with the value obtained by starting from the dispersion relation of
the elementary excitations in the long wavelength limit. The way to derive it
follows Bogoliubov prescription, which we will use a few times in our work.
Let us now consider Eq. (2.33): it was derived from Eq. (2.32) by means of
the canonical transformation âp =
√
N0 δp,0 + Âp and expanding in powers
of N : the term in N2 gives Eq. (2.33) while the term in N gives a quadratic
form. Following Bogoliubov’s approach, we can diagonalize this term through
a suitable canonical transformation. In particular, we can rewrite the operators
â†p, âp as
âp = upb̂p + v
∗
−pb̂
†
−p , â
†
p = u
∗
pb̂
†
p + v−pb̂−p . (2.40)
which are know as (again) Bogoliubov transformations. The new operators b̂†p,
b̂p (which satisfy precise commutation relations, provided that the coefficients
up and vp obey some orthonormality condition [109]) represent a convenient
way of rewriting the equations as they diagonalize the Hamiltonian for a suit-
able choice of the parameters [109]. That is, it can be demonstrated that,
with this choice of representation and under certain assumptions, Eq. (2.32)
becomes
Ĥ = E0 +
∑
E(p)̂b†pb̂p , (2.41)
where
E(p) =
√(
p2
2m
)2
+
gn
m
p2 (2.42)
is the famousBogoliubov dispersion relation for the elementary excitations
of the system. Eqs. (2.41) and (2.42) are fundamental results and they have
a deep physical meaning, as they show that the original system of interacting
particles can be described in terms of an Hamiltonian of independent quasi-
particles having energy E(p) and whose creation and annihilation operators
are, respectively, b̂†p and b̂p. In this picture, a real particle âp is described
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as the superposition of the forward propagating quasi-particle upb̂p and the
backward propagating quasi-particle v∗−pb̂
†
−p. Then, the ground state of the
interacting system corresponds to the vacuum of quasi-particles b̂p |0〉 = 0.
Now, note that, for small momenta p ≪ m√gn/m, the dispersion law (2.42)
of quasi-particles takes the phonon-like form
E(p) = cp , (2.43)
where c =
√
gn/m, which exactly coincides with Eq. (2.38). We thus demon-
strated that the elementary excitations in the long wavelength limit are, in-
deed, phonons. On the other hand, for large momenta, i.e. p ≫ m√gn/m,
the dispersion law (2.42) becomes the free particle one
E(p) ≃ p
2
2m
. (2.44)
The transition between the phonon and the particle regimes happens when
p2/2m ∼ gn = mc2, i.e. p ∼ mc. Then, by setting p2/2m = gn and p = ~/ξ,
one can define the characteristic interaction length
ξ =
√
~2
2mgn
=
1√
2
~
mc
, (2.45)
which is known as the healing length. This quantity will play a fundamental
role throughout our treatment.
2.4 The Gross-Pitaevskii equation
At this point we could ask what happens if we apply Bogoliubov prescrip-
tion to the case of a non-uniform and time-dependent configuration, since this
situation describes in a more realistic way the case of experimental BEC config-
urations. That means to solve the problem described by the Hamiltonian (2.25)
by separating the condensate contribution from the thermal contribution as
Ψ̂(r, t) = Φ(r, t) + Ψ̂′(r, t) . (2.46)
Here Φ(r, t) is a complex function and it is defined as the expectation value of
the field operator, that is Φ(r, t) = 〈Ψ̂(r, t)〉; Φ(r, t) is a classical field which
has the meaning of an order parameter for the phase transition and it is often
referred to as the“condensate wave function”, as it fixes the condensate density
through n0(r, t) = |Φ(r, t)|2. For this reason this approach is also known as a
semi-classical approach or a mean-field approach.
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The time evolution of the field operator is derived from the requirements of
Heisenberg representation, that is
i~
∂
∂t
Ψ̂†(r, t) = [Ψ̂†(r, t), Ĥ]
=
[
−~
2∇2
2m
+ Vext(r, t) +
∫
Ψ̂†(r′, t)V (r′ − r)Ψ̂†(r′, t)dr′
]
Ψ̂(r, t)
(2.47)
where we have made use of Eq. (2.25) and Eqs. (2.26). Then, if the thermal
component (or “depletion”) Ψ̂′(r, t) is small, we can replace the field operator
with the classical field Φ(r, t); furthermore, the two-body interaction V (r′− r)
can be substituted with an effective interaction
V (r′ − r) = g δ3(r′ − r) , (2.48)
since only binary collisions at low energy are relevant, due to the diluteness
condition. These approximations lead to
i~
∂
∂t
φ(r, t) =
[
− ~
2
2m
∇2 + Vext(r, t) + g |φ(r, t)|2
]
φ(r, t) . (2.49)
This is theGross-Pitaevskii equation (GPE) and it describes the dynamics
of a weakly interacting Bose gas. Its stationary form can be easily derived by
the substitution
φ(r, t) = φ(r) exp
(
− iµt
~
)
, (2.50)
which yields[
− ~
2
2m
∇2 + Vext(r)
]
φ(r) + g |φ(r)|2φ(r)− µφ(r) = 0 . (2.51)
The Gross-Pitaevskii equation was derived independently by E. P. Gross [125,
126] and L. P. Pitaevskii [127] in 1961 and it has the form of a non-linear
Schro¨dinger equation. It is a fundamental equation for the description of weakly-
interacting Bose gases and we will use it several times through our work. Note
that, if we write the condensate wave function in the Madelung representation
φ(r, t) =
√
n(r, t) eiθ(r,t) , (2.52)
we obtain an interesting form for the GPE (2.49). In fact, if we define an
irrotational velocity field v ≡ ~∇θ/m and4 we insert (2.52) into (2.49), the
Gross-Pitaevskii equation can be rewritten as
∂
∂t
n+∇ · (nv) = 0,
m
∂
∂t
v+∇
(
mv2
2
+ Vext(r, t) + g n− ~
2
2m
∇2√n√
n
)
= 0.
(2.53)
4This vector is exactly the velocity of the condensate flow and the fact that it is irrota-
tional is a typical feature of superfluids [109].
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These are the equations which define the dynamics of an irrotational, inviscid
fluid, i.e. equation of continuity and Euler equation, which we have introduced
in Section 1.4.1, apart from a term of quantum potential
Vquantum = − ~
2
2m
∇2√n√
n
, (2.54)
which has the dimensions of an energy. Eqs. (2.53) are exactly equivalent to
the original Gross-Pitaevskii equation and they show that GPE is the equiv-
alent, at the quantum level, to the equations of hydrodynamics for a classical
fluid5. The quantum pressure term is a direct consequence of Heisenberg un-
certainty principle and it reveals that the importance of quantum effects is
emphasized in non-uniform gases. In fact, if the density of the gas changes
slowly in space then this term can be neglected. That is, if we define R as the
typical distance characterizing the density variations inside the system, we see
that ∇2√n/√n ∼ R−2, which becomes negligible if R ≫ ξ, the characteris-
tic length defining the transition between the phonon and the single-particle
regime in the Bogoliubov excitation spectrum (2.42). Furthermore, if we can
neglect the quantum pressure term, then the second of Eqs. (2.53) becomes the
Euler equation for a classical non-viscous gas with pressure P = gn2/2. Then,
by using the classical relation ∂P
∂n
= mc2, we obtain that the sound velocity in
this gas is c =
√
gn/m, which is in agreement with Eq. (2.38).
Now, much in same way as we have done in the previous Section, the Bogoli-
ubov approach for the excitations of the system can be used in this context
too. Before doing so, though, there is one subject we want to discuss, as it will
be very useful in our work.
2.4.1 Trapped gases in harmonic potentials
As we already mentioned, the cooling of atoms at such low temperatures re-
quires usually some kind of trapping (magnetic, optical, laser). Most of the
times these confining potentials have the nice feature that they can be safely
approximated by the quadratic form typical of harmonic potentials. Since this
is the approximation we will use through most of our work for the shape of
the confining traps, it is worth exploring some features of the GPE when the
external potentials are harmonic.
First of all, when the external trapping is harmonic, we can define the harmonic
oscillator length a⊥ as
a⊥ =
√
~
mω⊥
, (2.55)
5Equation of continuity highlights one of the conserved quantities of GPE, i.e. momentum.
Note that GPE also conserves the number of atoms and the energy (given that the potential
is time-independent).
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where ω⊥ is the external trap angular frequency. If the trap is 2- or 3-dimensional
and the angular frequencies are different, ω⊥ is usually defined as the geomet-
ric average of the different oscillator frequencies, that is ω⊥ = (ωx ωy ωz)1/3.
We can also define a parameter expressing the importance of the atom-atom
interaction by comparing the interaction energy Eint of particles in the ground
state with the kinetic energy of the atoms; in formulas, the former is of the
order of gNn while the latter is of the order of N~ω⊥; thus, using Eq. (2.55)
Eint
Ekin
∝ Nas
a⊥
. (2.56)
This parameter expresses the relevance of the atom-atom interaction in com-
parison to the kinetic energy. It can be easily larger than 1 even if the dilute
condition n|as|3 ≪ 1 is satisfied [119].
Now, if the interactions between atoms are repulsive (as > 0), an interesting
case occurs if Nas/a⊥ ≫ 1. In fact, if we solve numerically the GP stationary
equation (2.51) in a spherical trap, at T = 0, we obtain the results shown in
Figure 2.5 (the graph is taken from [119]).
Figure 2.5: Condensate wave function at T = 0 for a BEC in a spherical harmonic
trap. The interactions are repulsive (i.e. as > 0) and Nas/a⊥ = 1, 10, 100. The
dashed line is the prediction for the ground state of the ideal gas in a harmonic trap
(indeed, it is a Gaussian). The parameter ‘aho’ is a⊥ while ‘a’ is as.
This clearly shows that when the parameter Nas/a⊥ grows the atoms are
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pushed outwards, the central density becomes rather flat and the radius grows.
As a consequence, the first term in the stationary GPE (2.51) can be safely
neglected. That means that
n(r) = |φ(r)|2 = g−1[µ− Vext(r)] , (2.57)
which is known as the Thomas-Fermi (TF) approximation.
Now, let us start from the time-dependent 3D GPE (2.49):
i~
∂
∂t
Ψ(r, t) =
[
− ~
2
2m
∇2 + U(r) + gN |Ψ(r, t) |2
]
Ψ(r, t) , (2.58)
where ∫
d3r|Ψ(r, t) |2 = 1, g = 4π~
2as
m
, (2.59)
N is the number of bosons in the gas and U(r) is the external trapping po-
tential. Consider now a potential with cylindrical symmetry. This is usually
the case for experiments aimed at studying 1D systems since, if the transverse
confinement is strong enough, the physics is quasi-1D, as the particles can
only flow on the longitudinal axis. In particular, we now analyse a trapping
potential that is harmonic in the transverse directions and generic in the axial
direction (as we already said, a harmonic potential is a good approximation
for most of the real traps):
U(r) =
1
2
mω2⊥
(
x2 + y2
)
+ V (z) . (2.60)
The way to proceed, usually, is to minimize the action functional S by con-
straining the wave function of the transverse direction to be in the ground
state of the harmonic potential, i.e., to be a Gaussian wave function of defined
width. This leads to the usual 1D GPE for harmonic confinements, which has
the form
i~
∂
∂t
ψ (z, t) =
[
− ~
2
2m
∂2
∂z2
+ U(z) + g1DN |ψ (z, t) |2 + ~ω⊥
]
ψ (z, t) , (2.61)
where g1D = g
mω⊥
h
and a term due to the zero-point energy of the transverse
trap has appeared. A better model, though, can be developed, as done in 2002
by L. Salasnich, A. Parola and L. Reatto [128]. The previous procedure, in
fact, can be repeated allowing the transverse Gaussian function width to vary
along the axis of motion; this is a better approximation for a realistic harmonic
confinement as it takes into account the repulsion between atoms (which can
affect the transverse size of the condensate). To obtain the equation of motion,
then, we minimize the Action functional S with the trial wave function
Ψ (r, t) = ϕ (x, y, t; σ (z, t)) f (z, t) , (2.62)
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where both ϕ and f are normalized and ϕ is a Gaussian
ϕ (x, y, t; σ (z, t)) =
e
− x2+y2
2σ(z,t)2
√
πσ(z, t)
, (2.63)
whose width can vary along the axis of motion. We obtain an Euler-Lagrange
equation for σ, which gives6
σ2 = a2⊥
√
1 + 2asN |f |2 , (2.64)
and another Euler-Lagrange equation for f which - using (2.64) - gives a
one-dimensional time-dependent non-polynomial Schro¨dinger equation
(NPSE):
i~
∂f
∂t
=
(
− ~
2
2m
∂2
∂z2
+ V +
gN
2πa2⊥
|f |2√
1 + 2asN |f |2
)
f+
+
~ω⊥
2
(
1√
1 + 2asN |f |2
+
√
1 + 2asN |f |2
)
f .
(2.65)
In the weak coupling limit Nas → 0 this equation reduces to the usual 1D
GPE with the usual effective coupling
g1D =
g
2πa2⊥
. (2.66)
Equation (2.65) gives the one-dimensional dynamics for a BEC confined in the
transverse plane by a cylindrical symmetric harmonic potential when we allow
the width of the transverse wave function to vary and it will be very useful in
our work.
2.4.2 Quantization and elementary excitations
Let us now apply Bogoliubov formalism to the GPE in order to recover the
excitations, spectrum and phonons. We will first describe the classical case and
only later we will quantize the theory (that is, we will derive the same results
in the formalism of second quantization). Note that the approach we will use
is exactly the one of Bogoliubov and thus the procedure is the same we have
described in Section 2.3.
We start by considering the small-amplitude oscillations which are the solu-
tions of the GPE when the changes of the condensate wave function, with
respect of to the stationary solution, are small. A convenient way to study
6A term involving the axial spatial derivative of the Gaussian width σ(z, t) has been
disregarded.
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small oscillations of the system around the equilibrium is to write the order
parameter as
Ψ(r, t) = Ψ′(r, t) e−iµt/~ = [φ(r) + θ¯(r, t)] e−iµt/~ (2.67)
and then look for solutions of the form
θ¯(r, t) =
∑
i
[ui(r)e
−iωit + v∗i (r)e
iωit] , (2.68)
which are exactly Eqs. (2.40) adapted to this case, the functions ui(r) and
vi(r) being the analogues of the parameters up and v−p . The procedure now
retraces the steps taken to derive GPE, namely to start from the Hamiltonian
form of the equation of motion (now in first quantization formalism) and to
use the diluteness condition for the interactions. Then, a key assumption needs
to be made: we assume that, since oscillations from the equilibrium configu-
ration are small, they do not influence the dynamics of bulk motion (that is,
of the ground state) so that, at the lowest order, GPE equation for φ(r) is
valid. Furthermore, we neglect second order terms for the same reasons. This
linearization technique was vastly used in the previous Sections.
Then, we are left with an equation for the functions ui(r) and vi(r) which can
be split into two by regrouping the terms e−iωit and eiωit. Thus, we obtain the
pair of equations
~ωiui(r) = [Ĥ0 − µ+ 2g|φ(r)|2]ui(r) + gφ(r)2vi(r)
− ~ωivi(r) = [Ĥ0 − µ+ 2g|φ(r)|2]vi(r) + gφ∗(r)2ui(r) ,
(2.69)
where Ĥ0 = −(~2/2m)∇2+Vext(r). Using matrix representation, we can write
these equations in the much more convenient form(
Ĥ0 − µ+ 2g|φ(r)|2 gφ(r)2
gφ∗(r)2 Ĥ0 − µ+ 2g|φ(r)|2
) (
ui(r)
vi(r)
)
= ~ωi
(
ui(r)
−vi(r)
)
,
(2.70)
where the matrix is usually referred as the Bogoliubov matrix L. These equa-
tions provide the normal modes of the system and, in general, they must be
solved numerically. Nevertheless, an analytic solution can be found if we con-
sider a uniform gas when no external potential is applied. In that case φ can
be chosen to be real (φ =
√
n) and the solutions are plane waves ui(r) = ue
ik·r
and vi(r) = ve
ik·r [129] and Eq. (2.70) gives the dispersion relation
ω = ±
√(
~k2
2m
)2
+
k2
2m
gn = ±
√
c2k2 +
(
~k2
2m
)2
. (2.71)
This is exactly Bogoliubov dispersion relation (2.42) with p = ~k and E = ~ω.
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Now, let us go back to Eqs. (2.70) as they exhibit important properties. First,
by taking suitable combinations of these equations one finds
(ωi − ω∗i )
∫
dr (|ui|2 − |vi|2) = 0 , (2.72)
which shows that, unless
∫
dr|ui|2 =
∫
dr|vi|2, Eqs. (2.70) only admit solutions
with a real frequency. The occurrence of a complex frequency is associated
with a dynamical instability of the system. A second important property is
that two solutions with frequencies ωi 6= ωj satisfy the orthogonality relation∫
dr (u∗iuj − v∗i vj) = 0 . (2.73)
Moreover, for each solution ui and vi with frequency ωi there exists another
solution u∗i and v
∗
i with frequency −ωi which represents the same physical
oscillation.
Furthermore, it can be demonstrated [109] that the energy of the system is the
sum of the ground state energy E0 plus the contribution of the oscillations,
which is
E(2) =
∑
i
∫
dr (|ui|2 − |vi|2)~ωi . (2.74)
This shows that the quantity
∫
dr (|ui|2 − |vi|2)~ωi must be positive for each
mode in order to ensure the stability of the system. The occurrence of solutions
for which the above quantity is negative is a direct signature of an energetic
instability, which means that the stationary solution φ does not correspond to
a minimum of the Action functional7.
We can now transport this whole derivation in second quantization formalism.
Starting from the decomposition (2.67) we replace the classical function θ¯(r, t)
with the field operator θ̂(r, t), which we can write in the form
θ̂(r, t) =
∑
i
[ui(r)̂bie
−iωit + v∗i b̂
†
i (r)e
iωit] , (2.75)
which resembles Eq. (2.68), the difference being that we have introduced the
annihilation/creation operators of the i-th elementary particle which satisfy
the usual commutation rule for bosons, i.e. [̂bi, b̂
†
j] = δij. Note that ui,vi and ωi
are solutions of Eqs. (2.70). With this choice, we obtain that, if we rewrite the
Hamiltonian as Ĥ = E ′ + Ĥ(1) + Ĥ(2) where E ′ is a real number and Ĥ(1) is
the contribution which leads to GPE, we have
Ĥ(2) = ǫ+
∑
i
~ωib̂
†
i b̂i . (2.76)
7The energetic instability just mentioned should not be confused with the dynamical
instability associated with the appearance of an imaginary part in the frequency ωi.
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That is, apart from a constant factor, the Bogoliubov operators thus introduced
diagonalize the Hamiltonian and, as already discussed in Section 2.3, they
describe a gas of independent quasi-particles: phonons. Note that this is true
only if the solutions of Eq. (2.68) are normalized, that is, if they satisfy∫
dr [u∗i (r)uj(r)− v∗i (r)vj(r)] = δij (2.77)
which tells us that the frequencies ωi of the elementary excitations are positive
if the i-th solution is energetically stable, while they are negative in the opposite
case. Finally, the contribution ǫ to the ground state energy can be calculated
by taking the expectation value of (2.76) on the vacuum:
ǫ = −
∑
i
~ωi
∫
dr |vi(r)|2 . (2.78)
This concludes the treatment of dilute gases and of Bogoliubov approach to
phonons and excitations. We now have everything we need to work with BECs
in the analogue gravity framework, except for one last result.
2.5 The Tonks-Girardeau limit
Before heading to the analogue gravity paradigm there is one last, important
result we would like to discuss, regarding BECs in 1D. For reasons that will
be clear later on, in our work we will mostly deal with one-dimensional con-
densates; therefore, in Chapter 4, we will exploit one peculiar limit of these
configurations.
Exactly solvable models of interacting bosons in 1D have been known for
many years [130]. The most celebrated off-lattice system in this class is the
δ-interacting Bose gas [131] defined by the Hamiltonian:
Ĥ =
∫
dx
[
~
2
2m
∂xψ̂
†(x)∂xψ̂(x) +
1
2
g ψ̂†(x)ψ̂(x)ψ̂†(x)ψ̂(x)
]
, (2.79)
where ψ̂(x) is the usual bosonic annihilation field operator. This model has
been solved via Bethe-ansatz for arbitrary interaction strength g in 1963 by E.
H. Lieb and W. Liniger and the full spectrum was calculated [131,132]. Never-
theless, the structure of the wave function is very complex and few analytical
results can be effectively extracted. Studying the dynamics of this system in
an external potential is even more challenging and only recently some progress
has been made in this direction [133,134]. However, in the particular (but phys-
ically relevant) limit of hard-core repulsion between bosons (i.e. g →∞ in Eq.
(2.79)) the problem becomes remarkably simple and the interacting Hamilto-
nian can be exactly mapped, by a Jordan Wigner transformation, into that of
a free Fermi gas [135] making considerably easier the analysis. This Bose-Fermi
correspondence, valid only in one dimension, is based on two observations:
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1. Having chosen a basis set labelled by all possible particle configurations
in real space, the matrix elements of the kinetic term of the Hamiltonian
(2.79) do not depend whether the field operators ψ̂(x) commute or anti-
commute;
2. the hard-core constraint is automatically satisfied by fermions due the
anti-symmetry of the wave function.
Due to this mapping, which holds also in the presence of arbitrary external
potentials, the full energy spectrum and all the static and dynamic correlation
functions involving only density operators of the Bose gas coincide with those
of the free fermion model8. Therefore, we are brought to conclude that the
Hard Core Bose fluid (HCB), also known as Tonks-Girardeau (TG) gas,
represents the minimal model including the essential features of the interacting
Bose gas and allowing for an exact analytical and manageable solution. It is also
worth noting that, although the hard-core interaction is certainly a limiting
case of the more general Hamiltonian (2.79), the physical properties of the
interacting Bose gas change smoothly up to g →∞ which does not correspond
to a singular limit [131]. Indeed, recent studies of the quench dynamics of
the interacting Bose gas showed that the HCB limit faithfully represents the
generic behaviour of the model [133,134]. Most importantly, the HCB limit can
be reached in suitably designed experiments with cold atoms (namely 87Rb)
as proved in recent experiments [136,137].
Since we will be exploiting this interesting feature of 1D Bose gases, it is useful
to briefly discuss the Fermi gas. Let us now recall the fermion statistics from
Eq. (2.3). As we already anticipated, at T = 0, due to Pauli exclusion principle,
each particle in the gas occupies a different state, filling up the Fermi sea to
an energy known as the Fermi energy EF . Moreover, if we set µ = EF [138],
the form of the occupation number becomes rather simple
n¯i =
1
eβ(Ei−µ) + 1
= θ(µ− Ei) = θ(EF − Ei) , (2.80)
where θ is the Heaviside function (that is, θ(x) = 0 if x < 0 and θ(x) = 1 if
x > 0). Any temperature in the gas has the effect of smoothing out this step
function, as Fig. (2.6) shows. Furthermore, for an ideal Fermi gas at T = 0
in 1D, calculations for the ground state are fairly easy. If we allow particles
to move on a segment of length L and we set periodic boundary conditions,
we obtain that the wave vectors are k = 2πn/L, with n ∈ N; the number of
particles N can be obtained by summing all the states up to the Fermi level
(remember that particles and states are in one-to-one correspondence)9. The
result gives that kF = πρ, with the density defined as ρ = N/L.
8Note also that the bosonic momentum density (or current) operator ĵ coincides with
the fermionic one because it can be written in terms of the commutator between the density
and the Hamiltonian.
9If we consider spin, more particles per level are allowed (i.e. one for each orientation).
2.5 The Tonks-Girardeau limit 69
Figure 2.6: The Fermi distribution f(E) for T = 0 (thick line). The step function is
smoothed out as temperature increases.
One can also calculate the energy of the system in terms of the Fermi energy;
that turns out to be E = NEF/3 with EF = ~
2k2F/2m. Finally, if we calculate
the pressure by the thermodynamic relation P ≃ 2
3
E
L
together with ∂P
∂ρ
= mc2,
we obtain that the sound velocity, for a 1D free Fermi gas, is
c =
π~ρ
m
=
~kF
m
. (2.81)
Now, in the more general case, the exact eigenstates of a collection of non-
interacting fermions are written as Slater determinants of single particle wave
functions and they are labelled by the momentum distribution f(k) defining
the set of occupied states. The quantum averages of one- and two- body op-
erators for a given arbitrary momentum distribution function f(k) are defined
as follows [139].
• The average of any one body operator O1 =
∑N
n=1O1(xn,−i~∂xn) is written
in terms of the single particle eigenstates |k〉 as
〈O1〉 =
∫ ∞
−∞
dk f(k) 〈k|O1(x,−i~∂x)|k〉 . (2.82)
• For a two body operator O2:
〈O2〉 =
∫ ∞
−∞
dk dk′ f(k) f(k′) [〈k, k′|O2(x,−i~∂x; x′,−i~∂x′ |k, k′〉)+
− 〈k, k′|O2(x,−i~∂x; x′,−i~∂x′)|k′, k〉] .
(2.83)
With these results in hand, we can now turn our attention to the analogue
gravity paradigm.
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At this point, it is obvious how the procedure described in Section 1.4.1 can
be extended to the case of BECs. In fact, we have showed in Section 2.4 that
dilute Bose-Einstein condensates obey, in the mean-field approach, the Gross-
Pitaevskii equation, which can be rewritten as a continuity equation and a
Euler equation (except for the fact that this last equation exhibits and extra
pressure term due to the quantum nature of the system). We could therefore
imagine to apply the exact same procedure that we have described for the case
of classical fluids and linearise GPE around an equilibrium configuration. This
is done first by L. J. Garay, J. R. Anglin, J. I. Cirac, and P. Zoller in 2000 [140].
Thus, we start from Eqs. (2.53) and we linearise a known, classical, ground-
state solution (n, θ) by substituting
n, θ −→ n+ n̂1, θ + θ̂1 . (2.84)
Note that this is exactly equivalent as starting from the exact dynamics of a
δ-interacting Bose fluid in the formalism of second quantisation, i.e.
i~
∂
∂t
Ψ̂ =
[
− ~
2
2m
∇2 + Vext(r, t) + g Ψ̂†Ψ̂
]
Ψ̂ , (2.85)
and then separating the quantum field into a macroscopic classical condensate
wave function and a fluctuation: Ψ̂ = ψ + ϕ̂, with 〈Ψ̂〉 = ψ, where we have
written the order parameter in the form ψ =
√
neiθ. This is the technique
we introduced in Section 2.4 and it is the approach adopted by Bogoliubov,
which led to the excitation spectrum of our system. Therefore, by linearising
our equation in the way described by Eq. (2.84), we are effectively studying the
excitations of our system. Thus, by substituting Eq. (2.84) into Eqs. (2.53),
using the GPE at zero-order and neglecting second order terms, we obtain the
couple of equations
∂tn̂1 +
1
m
∇ · (n̂1∇θ + n∇θ̂1) = 0 ,
∂tθ̂1 +
1
m
∇θ ·∇θ̂1 + g n̂1 − ~
2
2m
D2 n̂1 = 0 ,
(2.86)
where D2 is a second-order differential operator of the form
D2 n̂1 ≡ − 1
2 (
√
n)3
(∇2√n) n̂1 + 1
2
√
n
∇2
(
n̂1√
n
)
, (2.87)
which comes from the linearisation of the quantum potential. Since we will not
need this term we will not expand its expression.
Before going further, we want to point out another way to obtain this set of
equations, for the sake of completeness. In fact, we could have started from the
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Hamiltonian and, after linearisation, obtain an equation for the depletion ϕ̂,
which is usually referred as a Bogoliubov-de Gennes equation. Then, by writing
the field ϕ̂ in the “quantum acoustic representation”
ϕ̂(t,x) = e−iθ/~
(
1
2
√
n
n̂1 − i
√
n
~
θ̂1
)
(2.88)
and separating the amplitude and the phase contributions, we would have
arrived at Eqs. (2.86).
Let us now investigate Eqs. (2.86). First of all, notice that, while the scat-
tering length influences both the background dynamics and the dynamics of
the fluctuations, the external potential does not enter in the dynamics of the
perturbation. Second, similarly to what we have done in Section 1.4.1, we can
write this couple of equations in the form
∂µ(f
µν ∂ν θ̂1) = 0 , (2.89)
having introduced the (3+1)-dimensional space-time coordinate xµ ≡ (t; xi)
and the 4 × 4 symmetric matrix
fµν(t,x) ≡
 f 00
... f 0j
. . . . . . .
f i0
... f ij
 , (2.90)
where fµν are differential operators acting on space only. That is,
f 00 =
[
g − ~
2
2m
D2
]−1
, (2.91)
f 0j =
[
g − ~
2
2m
D2
]−1 ∇jθ
m
, (2.92)
f i0 =
∇iθ
m
[
g − ~
2
2m
D2
]−1
, (2.93)
f ij = −n δ
ij
m
+
∇iθ
m
[
g − ~
2
2m
D2
]−1 ∇jθ
m
. (2.94)
This is a key point which separates this case from a relativistic one. Indeed, in
GR, tensors are collection of numbers, not operators. Now, if we assumed the
fµν to be numbers we could identify10
√−g gµν = fµν (2.95)
10This identification in (1+1) dimensions is highly non-trivial. The reason resides in the
fact that, in two dimensions, det(kM) = k2detM ifM is a 2×2 matrix and k a number. This
implies that det(
√−g gµν) = −1 but this might not be the case for detfµν . Even if it was,
though, this relation does not allow to separate the metric from the determinant. Neverthe-
less, this does not necessarily spoil the analogy, as the determinant enters in the conformal
factor which is assumed to be regular on the horizon and, furthermore, the Hawking effect
is sensible only to the conformal class of metrics [38].
2.6 The acoustic metric in the case of BECs 72
and Equation (2.89) would become that of a massless minimally coupled quan-
tum scalar field on a curved background:
∆θ̂1 =
1√−g∂µ
(√−ggµν∂ν θ̂1) = 0 , (2.96)
as we expected. That is, by proceeding in the exact same way as we did in
Section 1.4.1, we could arrive at an identical result, which is the existence
of an acoustic metric gµν that rules the dynamics of fluctuations around the
equilibrium configuration. The use of the conditional, though, is essential here
since the presence of theD2 operator makes it impossible to write f
µν as tensor.
There is one limit, though, that allows us to neglect the term D2, as we already
discussed in Section 2.4.
Let us go back to the second of Eqs. (2.86) and let us introduce the condensate
velocity v, the sound speed c and the healing length ξ, as defined in Section
2.3 (Eq. (2.38) and Eq. (2.45) for the last two). Then the equation becomes
∂tθ̂1 = −v ·∇θ̂1 − g n̂1 + 1
2
ξ2
g
∇
[
c2∇
(
n̂1
c2
)]
, (2.97)
where the last term of this equation is the differential operator D2 written in
a different way. It is now evident that if we make a spectral decomposition of
the fields (n̂1, θ̂1) and we take wavelengths larger than the healing length we
can neglect the terms coming from the linearisation of the quantum potential,
that is D2. This is the hydrodynamical approximation and in this context
has the effect of keeping only the long-wavelength, low-frequency fluctuations
which we know, from Section 2.3, are phonons. Thus, by using the hydrody-
namical approximation, we are studying the dynamics of (only) phonons in our
condensate. Under this assumption, the acoustic metric (2.90) takes the form
gµν(t,x) ≡ n
mc
 (c2 − v2)
... vj
. . . . . . .
vi
... −δij
 , (2.98)
where, we want to remind, c = c (n, g). Thus, we have an effective metric which
depends on the condensate velocity v, on the atomic mass and on the speed of
the phonons in the medium, which is in perfect agreement with the observation
made in Section 1.4.1.
We have thus showed that it is possible to establish the gravitational analogy
also in the quantum case of Bose gases but this was made possible because
of one constraint, i.e., the hydrodynamical approximation. While at first one
could be brought to give this approximation not too much consideration, it is
better if we stop to discuss this result before continuing.
As we have pointed out, the hydrodynamical approximation is a key factor
in our treatment and in the case we would want to probe the system at short
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length scales (that is, work at small wavelengths) the form of the acoustic met-
ric is not obvious. We will now show that for high energies (small wavelengths)
the acoustic metric acquires an explicit dependence on the momentum and
the analogy is broken since the metric does not resemble any realistic scenario.
Moreover, at high energies excitations cease to behave as non-interacting quasi-
particles. This, in turns, tells us that the hydrodynamic approximation is
fundamental for the analogy to hold. We could have actually foreseen this
unfortunate outcome since the condition λ ≤ ξ means that we are starting to
be aware of the microscopic composition of the system (atoms or molecules),
as we have deeply discussed in Section 2.3 and 1.4. As already pointed out,
this scenario is quite similar to the problem of describing the universe at the
Planck scale and thus one could hope that these systems, when probed at suf-
ficiently short length scales, could give us some insight on how physics changes
in the gravitational context when one goes at sufficiently short distances, espe-
cially in the case of the Hawking effect. Therefore, on one hand, by neglecting
the high energy limit (that is, considering analogue systems only under the
requirement that λ > [coherence length of the system]), we could be hiding
the open questions related to the validity of Hawking’s results; on the other,
we keep ourselves in a regime where a precise mathematical analogy between
the gravitational and the hydrodynamical realms subsists. Nevertheless, it is
useful to investigate what happens at the acoustic metric once we probe the
system at high energies.
In order to explore a regime where the hydrodynamical approximation does not
hold (i.e., a high momentum regime) we can make use of another helpful tool,
namely the eikonal approximation. In this approximation the phase fluctuation
θ̂1 is itself treated as a slowly-varying amplitude times a rapidly varying phase.
This phase is taken to be the same for both n̂1 and θ̂1 since the possibility that
the two differ by a time-varying quantity is non physical and any time-constant
difference can be absorbed into the definition of the amplitudes. We thus write
θ̂1 = Aθe
−iφ , (2.99)
n̂1 = Aρe
−iφ . (2.100)
As a consequence of our starting assumptions, the gradients of the amplitude
and of the background fields are systematically ignored relatively to the gra-
dients of φ. We also adopt the notation
ω =
∂φ
∂t
, ki = ∇iφ . (2.101)
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Then, starting from (2.87), we can approximate the D2 operator as
D2 n̂1 ≡ − 1
2 (
√
n)3
(∇2√n) n̂1 + 1
2
√
n
∇2
(
n̂1√
n
)
≃ 1
2n
∇2(n̂1)
= − 1
2n
k2n̂1
(2.102)
and a similar result holds for D2 acting on θ̂1. That is, under the eikonal
approximation, we can replace the operator D2 with a function
D2 −→ − 1
2n
k2 . (2.103)
This means that, from (2.90), our fµν elements become
f 00 =
[
g +
~
2
4m
k2
n
]−1
, (2.104)
f 0j =
[
g +
~
2
4m
k2
n
]−1 ∇jθ
m
, (2.105)
f i0 =
∇iθ
m
[
g +
~
2
4m
k2
n
]−1
, (2.106)
f ij = −n δ
ij
m
+
∇iθ
m
[
g +
~
2
4m
k2
n
]−1 ∇jθ
m
. (2.107)
From this we see that the metric tensor has become a matrix of numbers
and not operators, as one wishes. The problem, now, is that these numbers
are explicitly momentum dependent and so we are left to deal with one of
many possible “rainbow metrics” [141]. This breaks the analogy in the sense
that the acoustic metric is not uniquely specified any more, as it was in the
low-momentum limit.
Now, we want to make one final consideration about this high momentum
limit. Starting from the fµν just derived and substituting the new form of the
metric in (2.96), we obtain a non-linear dispersion relation [142]. That is
f 00ω2 + (f 0i + f i0)ωki + f
ijkikj = 0 (2.108)
which is, after calculations,
ω = viki ±
√
c2k2 +
(
~
2m
k2
)2
= viki ±
√
c2k2 +
c2ξ2k4
2
, (2.109)
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where c is the speed of sound (2.38)11. This result is exactly the dispersion
relation found by Bogoliubov for the collective excitations of a homogeneous
Bose gas in the limit T → 0, which we have previously derived for the case of
a non-moving fluid, i.e. v = 0 (see Eq. (2.71)). We could have foreseen this as,
we want to stress, we started this Section by studying the fluctuations around
an equilibrium state for a Bose gas, in exactly the same way as Bogoliubov
did in 1947. Then we neglected the small-wavelengths, high-frequencies limit
but we have now made use of the eikonal approximation in order to study the
whole spectrum of k and λ. Thus, recovering Bogoliubov excitation spectrum
is a nice consistency check.
Now, as we already discussed in Section 2.3, it is easy to see that the disper-
sion relation (2.109) interpolates between two different regimes depending on
the value of the wavelength λ = 2π/||k||. In fact, if we assume v = 0 (or,
equivalently, if we put ourselves in the co-moving frame):
1. for λ≫ ξ we obtain a standard phonon dispersion relation, ω ≃ c||k||;
2. for λ ≪ ξ the quasi-particle energy tends to the kinetic energy of an
individual gas particle, ω ≃ ~2k2/(2m).
This shows that the dispersion relation is a relativistic one only at low ener-
gies (large scales) which is why we refer to the high energy limit as “Lorentz
breaking”.
Lastly, the dispersion relation (2.109) is referred, in the context of analogue
gravity, as superluminal since the (positive) term responsible for the deviation
from the relativistic form has a positive sign in front.
At the end of this Section we want to remember that this issue - namely, the
breaking of Lorentz invariance at high energies - has been studied through the
years and the robustness of Hawking radiation against UV violations seems a
well-established feature by now, as we have already discussed in Section 1.4
(for further discussions see [143]).
Nevertheless, it would be useful to find a viable method to explore the analogue
Hawking effect which does not require the recovery of an acoustic metric, so
that we do not have to rely on the hydrodynamic approximation. This is the
content of one of our works, which we will describe in Chapter 4.
11A lot of times, in the literature, one finds the form viki ±
√
c2k2 +
c2ξ2k4
4
where the
last term presents a 4 instead of a 2 in the denominator. This is due to the ambiguity in
the definition of the healing length: some textbooks define it as we did in Eq. (2.45), others
prefer the definition ξ ≡ ~
mc
.
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We have come a long way to this point, but we have finally arrived at the core
of this Thesis, the analogue Hawking radiation in Bose-Einstein condensates.
It is useful to summarize the main points of this theoretical framework, in
order to make things clear.
1. In 1974 S. Hawking demonstrated that black holes emit a thermal radi-
ation. In the following years, a number of studies led to the understand-
ing that the presence of this effect was tied to the existence of only two
things: a horizon and a quantum field living on a curved background. Fur-
thermore, it was understood that Hawking radiation is a solely quantum-
field-in-curved-spacetime effect and it is not a peculiarity of gravitational
fields (i.e., as long as we have a spacetime with a curved geometry, the
presence of gravity is not essential for the effect to be present).
2. In 1981 W. G. Unruh noticed that, since the equations of sound in a
moving/inhomogeneous fluid are mathematically equivalent to those of
a scalar field living on a curved background, phenomena such as the
Hawking effect should appear in these systems also. The field of analogue
gravity was born.
3. Since the minimal requirements of the Hawking effect are a quantum
field12 living on a curved geometry and a horizon, a variety of hydrody-
namical (or similar) systems can be studied. In particular, referring to
Bose-Einstein condensates, if we imagine the fluid to flow from a subsonic
region to a supersonic one we would have created an acoustic horizon (the
analogue of a black-hole horizon) and thus we expect the appearance of
the analogue Hawking radiation, i.e., an emission of a thermal flux of
phonons from this region.
These are the main concepts underling this field. Among the other systems,
the reason for BECs to be so promising relies in a few factors:
• first and most important, BECs are very controllable systems (they are
relatively easy to construct and to manipulate in the laboratories) and
they are robust to instabilities;
• they are highly-quantum analogue models;
12The Hawking radiation is also studied in classical set-ups such as, for example, water.
There are reasons to believe that the effects seen in this context are the exact classical
counterpart of the Hawking radiation [47]. For the sake of clarity, though, this effect is
sometimes referred to as stimulated Hawking radiation or classical Hawking radiation. We
will not enter the details of this topic as this Thesis will only deal with the analogue Hawking
radiation in BECs; nevertheless the importance of these studies and the results achieved in
this area should not be underestimated (see, e.g., the works [88, 89] or the comments made
at the end of [95]).
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• it can be shown that the Hawking temperature for small quantities of
condensed atoms is of the order of a few nK [144], which is comparable
with the temperature of the system;
• they have very low speed of sound (c ∼ cm/s);
• they can show density correlations13.
Now, since Hawking radiation is so weak, the first requirement for any exper-
iment aiming at detecting it is to make sure that there is no other source of
noise in the system which could mask the effect. In BECs, this translates into
the requirement that there be no quantised vortices, which usually arise due
to the interaction of the radial flow with the surface of the container. A way to
suppress the formation of such vortices is to take effectively one-dimensional
configurations; if this happens, there is no space for the formation of quantum
vortices. Such configurations have already been tested experimentally, as we
will describe deeply in the following. For this reason, in this work we deal
only with Bose-Einstein condensates in a quasi-one-dimensional ge-
ometry.
In the work developed in this Thesis, we gave contributions on the theoretical
characterization of the analogue Hawking radiation in BECs. This field has
been particularly active in the past years since a few experiments developed
in the Technion laboratories of Haifa, Israel, have shown the presence of phe-
nomena which could be connected to the analogue Hawking radiation. These
experiments will be discussed more deeply in Chapter 3, as part of our work
developed as a theoretical interpretation of the effects seen. On the other side,
we have also built a simple, exactly solvable model to investigate the analogue
Hawking radiation from a microscopic point of view and without relying on
the mathematical framework of the gravitational analogy. We will describe this
model in Chapter 4. Before heading to our work, though, there is still a couple
of interesting aspects about the analogue Hawking radiation which are worth
discussing.
2.7.1 Dispersion relations and mode analysis
In this Section we would like to discuss the form of the dispersion relation
(2.109). Let us start by taking a dispersion relation of the form
(ω − vk)2 = c2F 2(k) , (2.110)
where
F 2(k) = k2 +
k4
k20
, (2.111)
13This point will be clearer at the end of Section 2.7.2.
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which is exactly the Bogoliubov dispersion relation, given that k20 = 2/ξ
2. From
these equations we see that the group velocity in the co-moving frame is dF/dk
and so wave packets with k ≪ k0 propagate near the speed of light/sound,
whereas wave packets with k > k0 propagate superluminally. Thus, we call the
dispersion relation (2.110) “superluminal”.
Eq. (2.110) is a fourth-order polynomial equation in the wave vector k so it
has four solutions for k at given values of ω and v. The nature of these roots
is revealed with a graphical method (Fig. (2.7)). Figure (2.7) shows a plot of
the straight lines (ω − vk) for different values of v and of the curve ±F (k)
as functions of k; F (k) is defined as the positive square root of (2.110). The
intersection points are the allowed real wave vector roots of the dispersion
relation and, from the figure, it is evident that for |v| < c (i.e. for a subsonic
flow) there are only two real roots (the other two roots are complex and, being
associated to dynamical instabilities, as we have described in Section 2.4, they
are disregarded). On the other hand, when |v| ≥ c (i.e. for a supersonic flow) all
four roots are real if the frequency is smaller than a threshold value ω < ωmax.
If ω > ωmax the case is similar to that of a subsonic flow since there are only
two real roots.
Now, let us choose a fluid which flows to the left, i.e. v < 0. We can see that
the group velocity for a wave packet centred on a given wave vector is
vg =
dω
dk
= −|v| ± dF
dk
, (2.112)
where ±dF/dk is the group velocity in the co-moving frame. Thus, for any
wave vector, vg is just the slope of the ±dF/dk curve minus the slope of
the straight line (ω − vk). If we now restrict our attention to wave vectors
on the curve +F (k) we see that dF/dk is positive, hence the sign of vg is
determined by which of the two slopes is larger, which is easily read from
Figure (2.7). Furthermore, right-moving wave vectors (outgoing) have positive
group velocity, while left-moving (ingoing) have negative group velocity.
We can now imagine to start outside of the horizon with an outgoing wave
packet peaked around a wave vector of type k ∈ +F (k). To make things
even simpler, let us choose a wave vector from the first quadrant (i.e. k ∈
+F (k) ∧ k > 0). We now want to follow the same reasoning of Hawking and
back-trace the history of the wave. If we follow this packet back in time it
will move toward the black hole and blue-shift. This results in an increase
in the wave vector which can be seen, from Figure (2.7), by increasing the
slope of the straight line while keeping the intercept fixed (that is because the
Killing frequency ω is conserved). As the wave vector grows, the group velocity
increases in the co-moving frame, until the packet becomes superluminal and
crosses the horizon (backward in time). The packet inside the horizon has also
a negative component which comes from the fact that near the horizon mode
conversion (from the positive wave vector branch to the negative wave vector
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Figure 2.7: Plot of the ±cF (k) curves (black lines) and of the (ω − vk) curves (blue
lines) as a function of k for different values of v. The intersection points of the curves
are the allowed wave vector roots of the dispersion relation (2.110). Both cases of
a supersonic and of a subsonic regime are shown and the critical frequency ωmax is
pointed out (in the graph is labelled as ωc).
branch of the dispersion relation) occurs. This can be shown analytically and
it is made plausible by the fact that, around the horizon, the straight line
of Figure (2.7) nearly coincides with a large portion of the curved line of
the dispersion curve, thus allowing other wave vectors to become mixed in.
This mode-mixing process at the horizon is believed to be at the origin of the
Hawking radiation [145,146].
This simple example was described in order to highlight two points:
1. the Transplanckian problem present in the relativistic case has been fixed
by the presence of non-linear terms in the dispersion relation [76], as we
had already anticipated in Section 1.4. On the other hand, this also shows
that the mechanism underling the occurrence of the analogue Hawking
radiation is conceptually different than the one which stands behind its
relativistic counterpart.
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Figure 2.8: The plots give a better understanding on how the dispersion relation
changes when we change the flow velocity (left panel: a supersonic scenario; right
panel: a subsonic scenario).
2. In order to recover the analogue Hawking radiation, it is fundamental to
keep within the limit imposed by ωmax. In particular, a few studies have
characterized the correct value of this threshold frequency [145,147].
2.7.2 The density correlation method
As we have described in Section 1.4, the temperature of the analogue Hawking
radiation is related to the gradient of the sound and of the flow velocities
at the horizon. This gradient cannot be made arbitrarily large and, for the
hydrodynamic approximation to hold, one actually needs it to be at least a
few times the typical coherence length of the system. This implies that in
BECs, with low speed of sound, the expected power loss due to the Hawking
emission is too faint to be detectable above the thermal phonon background
due to the finite temperature of the condensate [75]. Despite this, the Hawking
temperature is still in the nK regime and therefore BECs are still considered a
primer candidate for the direct observation of this effect and ways to enforce
the signal are being investigated [148].
A different approach to the matter was proposed in 2008 by an Italian col-
laboration [149,150] and it is based on the density-density correlations on the
two sides of the horizon. One nice feature of the analogue system, in fact, is
that we have control on the region inside the horizon, which it is unreachable
in the gravitational context (that is why they are called “black” holes). Thus,
one could think to evaluate the two-point density correlation function
G(2) =
〈n(x)n(x′)〉
〈n(x)〉〈n(x′)〉 , (2.113)
on opposite sides of the acoustic horizon, in order to evidence the correla-
tion pattern between the emitted Hawking quanta and the partner P . This is
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represented in Figure (2.9).
Figure 2.9: The image is taken from [149] and it shows the correlation function
(2.113) evaluated at the two sides of the acoustic horizon, which is set in x, x′ = 0.
Features (iii) and (iv) are associated with the Hawking radiation.
The solidity of this method and its simpleness have quickly made it the “smok-
ing gun” for the observation of the analogue Hawking radiation [151, 152] and
recent experimental results use this evidence to claim the observation of ana-
logue Hawking radiation in a BECs [66]. Nevertheless, note that the technique
does not give a unique and unambiguous proof of the effect as other sources
(e.g. thermal noise) could trigger the same signal [149].
2.7.3 Black hole lasers
One last important result we want to discuss is related to objects which have
two horizons. The black-hole laser effect was first theorized by Vilenkin in 1978
[153] and then by S. Corley and T. Jacobson in 1999 [154] and is responsible
for the amplification of the Hawking radiation in the region between the two
horizons. On the astrophysical side, a possible candidate for the occurrence of
this effect is represented by charged black holes, as they possess a event horizon
and a“inner horizon”(IH). Otherwise, another possibility is the pair of a black-
hole (BH) - white-hole (WH) horizon. White holes can be thought as the time-
reversal of black holes and, although they are encoded in the Kruskal-Szekeres
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spacetime of maximally extended solutions, they are actually of limited use
in astrophysics. Nevertheless, they can be easily constructed in the analogue
systems.
Black hole lasers occurs if there is both an inner and an outer horizon and if
the dispersion relation is superluminal, which means that wave packets, un-
der certain circumstances, propagate superluminally. If this happens, then the
Hawking radiation for a bosonic field is self-amplifying while for a fermionic
field is self-attenuating. This is due to the fact that the region between the
horizon behaves like a resonant cavity, where radiation “bounces” back and
forth, stimulating further emission. In recent analysis on BECs [155,156] it has
been shown that the complete set of modes to be taken into account in these
configurations is composed of a continuous sector with real frequencies, plus
a discrete sector with complex frequencies of imaginary part. These discrete
frequencies encode the unstable behaviour of these configurations and they
are generated as resonant modes inside the supersonic cavity encompassed be-
tween the horizons. Furthermore, it was demonstrated that this phenomenon
is related to the appearance of a dynamical instability in the Gross-Pitaevskii
equation [157,158].
These systems have been vastly studied in the past years [159–161] and a
recent experiment [65] has claimed the observation of this phenomenon. This
is exactly the starting point of our work and the content of the next Chapter.
Chapter 3
The 2014 Technion experiment
This Chapter describes the first part of our work which was apt to characterize
the effects seen in an experiment in ultra-cold atoms developed in 2014 [65]. The
experiment claimed the observation of self-amplifying Hawking radiation and
the work had a huge impact in the scientific community, as never before there
had been a claim of detection of the Hawking mechanism in a BEC. Starting
from the experimental paper, we gave the first theoretical framework of the
effects seen, arriving at our own interpretation of the phenomena observed. In
the years after our work [92], two other groups developed numerical simulations
on the same experiment [93, 94, 162], reaching different conclusions and re-
opening the discussion about the detection (or not) of the Hawking effect. We
have been working on this matter since then but we think we have finally
arrived at a conclusion. The experiment, our first model, the subsequent works
and our most recent results are all deeply described in this Chapter.
For the sake of completeness, we want to mention that, in the years after
the publication of [65], the same group developed another experiment which
claimed the observation of the analogue Hawking radiation [66]1; this paper
also raised some discussion about the interpretation of the results [95, 163].
Nevertheless, the signal investigated in [66] is tied to the quantum nature of the
Hawking effect (indeed, they study the correlation pattern described in Section
2.7.2) and, thus, our semiclassical approach cannot be applied to this case.
Therefore, our work [92] is not relevant for the solution of the debate [95,163].
1Truth to be told, a third work has recently appeared on the web [96] but it has not been
published yet.
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3.1 The experiment: set-up and results
In October of 2014 Nature Physics published an article which claimed the ob-
servation of self-amplifying Hawking radiation from an analogue black hole [65].
The author, Jeff Steinhauer, works at the Technion - Israel Institute of Tech-
nology in Haifa, Israel and was also a member of the group that conducted
the experiment which led to the first realization of a sonic black hole from
a Bose-Einstein condensate in 2010 [64]. Other than his works (the aforemen-
tioned ones and the more recent [66,96]), there has never been recorded another
realization of a sonic black hole in BECs.
We will now describe in details the 2014 experiment [65] and its results, as
they represent the starting point of our work. Through numerical simulations,
in fact, we tried to check the validity of the claims made in the article, reaching
some interesting results.
The idea of the experiment was simple and straightforward: by means of a
combination of magnetic and optical potentials, a Bose-Einstein condensate
was accelerated above the speed of sound to recreate an analogue black hole.
Actually, since the velocity of the atoms was supersonic only in a limited
region and subsonic everywhere else, the configuration showed the presence of
two horizons, recreating the analogue of a black hole-white hole pair, rather
than a simple black hole. Thus, under suitable conditions, one could hope to
detect the self-amplifying Hawking radiation and the black-hole laser effect.
In the experiment, the condensate of 87Rb atoms in the F = 2, mF = 2 state
is created in a magnetic trap and then transferred to a confining beam which
constrains the BEC in a tube-like volume, so to have nearly one-dimensional
dynamics (indeed, the transverse confinement has an energy spacing of 6 nK
while the chemical potential of the BEC is µ = 8 nK). A magnetic field gradient
is also applied to compensate the force of gravity. The focused laser beam (5
µm waist, 123 Hz radial trap frequency and 812 nm wavelength) provides the
axial direction (i.e., the direction of motion) with a confining potential which
is weaker than parabolic, due to the nature of the Gaussian beam. Then a suit-
able, step-like longitudinal optical potential (called the “waterfall” potential) is
applied in order to accelerate the atoms above the speed of sound. This poten-
tial was created by means of a large-diameter Gaussian laser beam and it was
swept through the atomic cloud at a constant speed vupstream = 0.21 mm/s.
The waterfall moves to the right and, therefore, to the right of the step po-
tential the condensate is essentially unperturbed and at rest in the laboratory
frame. To the left of the potential drop, however, the atoms gain supersonic
speed and an analogue of a black-hole horizon is created. The black-hole hori-
zon (the point where the flow becomes supersonic) is thus set at the position of
the waterfall potential and, therefore, it moves to the right at constant speed
vupstream. Furthermore, due to the profile of the confining potential, the flow
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Figure 3.1: Scheme of the experimental set-up for the creation of a sonic black hole
in a BEC. The image shows the set-up used at Technion in 2010 [64] but it is
very similar to the 2014 experimental set-up (note, though, that the flow velocity
is in the opposite direction). The image was taken from the public lecture given
by J. Steinhauer at the 21st International Conference on General Relativity and
Gravitation hosted in New York in the summer of 2016.
velocity to the left of the black-hole horizon decreases as atoms flow “uphill”
and approach the relevant turning point. The point where the velocity of the
atoms drops below the speed of sound is the white-hole horizon, which occurs
before the turning point is reached. Thus, the experiment created a pair of
analogue black-hole and white-hole horizons since on one side of the region
phonons cannot exit while on the other side they are forced to do so. Figure
(3.1) shows a scheme of the experimental set-up used in a similar experiment.
Figure (3.2), instead, is taken from [65] and shows the form of the longitudinal
potential. Note that, in the experiment, different heights were used for the step
potential and thus three different turning points are indicated in Figure (3.2).
By increasing the potential drop at the waterfall, in fact, the atoms gain a
larger velocity and, therefore, the turning point (and, consequently, the WH
horizon) moves to the left. The three heights used for the potential step were
3.2 nK, 6.4 nK and 9.6 nK but most of the results in the article are given for the
middle value, i.e. 6.4 nK, and therefore, from now on, we will refer to this value
only. The step potential has a width of the order of the healing length, which is
said to be ξ = 2µm in the supersonic region. Finally, the initial phonon state
of the condensate is determined in order to know the temperature of the gas.
This was done with an in situ technique developed in earlier works [164, 165]
which allowed to determine that the initial temperature of the condensate was
between zero and 0.1µ.
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Figure 3.2: Image from [65]. The three potential profiles employed in the experiment
of 2014. The dynamics is along the same axis. In particular, the black-hole horizon
(BH) and the inner horizon (IH) positions are indicated for the case of the middle
value of height of the step while the turning point is indicated for all the three cases
(points A, B and C). As described in the text, in the laboratory frame, atoms flow
from the right to the left, they gain supersonic speed at the step position and then
they gradually slow down as they get closer to the inner horizon. The x−axis values
are given in term of the healing length, which is 2 µm.
In the experiment, the system is let evolve for 120 ms and the condensate
density is imaged at seven instants of time with a phase contrast imaging
technique. For each of these times, an ensemble of approximately 80 images
is collected and then averaged to reduce noise. From the resulting density
profile, the spatial profiles of the condensate velocity and of the speed of sound
are finally extracted. In order to verify the presence of two horizons, in fact,
the first requirement is to have a supersonic region bounded by two subsonic
ones. Thus, from measurements of the density, the velocity of the condensate
is extracted by applying the continuity equation (2.53)
∇ · (nv) = −∂n
∂t
(3.1)
which becomes, in 1D,
v = − 1
n
∫ x
0
∂n
∂t
dx′ . (3.2)
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On the other side, the sound speed is calculated using Eq. (2.38), that is
c =
√
gn
m
, (3.3)
where g = 4π~2as/m is, as we have seen, the interaction parameter, m is the
atomic mass of 87Rb, n is the density profile and as is the s-wave scattering
length (in the case of 87Rb as = 5.77 nm). These measurements, averaged over
the evolution time t = 120 ms, are plotted in Figure (3.3).
Figure 3.3: Image from [65]. The dashed and solid curves indicate −v and c, respec-
tively. The two curves are the average over the 120 ms of evolution of the condensate,
whose density profile change is shown in Fig (3.4). The spatial coordinate is given
in unit of the healing length ξ, which is 2 µm inside the lasing region. The plot
shows the velocities in the waterfall reference frame, in which the horizons have
fixed positions and the atoms flow to the left.
Fig. (3.3) shows that, during the experiment, a well-defined, closed, supersonic
region was present. Its width was approximately 20 µm and both the horizons
(that is, following the flow direction, the transition from subsonic to supersonic
and the transition from supersonic to subsonic) are well-defined. Once this
check is made, one can turn the attention to the density profiles evolution,
with the hope of detecting the black-hole laser signal.
In an analogue pair of BH-WH we expect the black-hole laser mechanism to
appear. As explained in [64,156] and in Section 2.7, the Hawking radiation cre-
ated at the horizon should propagate away, while the negative-energy partner
P should propagate to the other horizon, where it is reflected and it stimu-
lates more Hawking emission. Furthermore, this mode interferences with the
negative-energy modes in− present in the cavity, creating a negative-energy
standing wave pattern inside the so called “lasing” region (that is, the super-
sonic region bounded by the two horizons where the laser effect should take
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place). Images of the condensate evolution from the experiment are shown in
Fig (3.4) (a-i) while the corresponding density profiles are plotted in Fig (3.4)
(j-r).
Figure 3.4: Image from [65]. a-g. In situ images at 20 ms time intervals, starting
soon after the creation of the black-hole and inner horizons (respectively BH and
IH). The images show the average of the ensemble as viewed in the laboratory frame,
in which the horizons move. The intermediate step height is employed. The spatial
coordinate is given in unit of the healing length ξ which is 2 µm in the lasing region.
h. Like the latest time g, but with a higher step. i. Like g, but with a smaller step.
j-r. Integrated profiles corresponding to a-i as viewed in the horizon frame. The
black-hole horizon is located at the origin and the y−axis is given in healing length
units.
Figure (3.4) shows that, during the cloud evolution, a clear “interference pat-
tern” [65] appears inside the supersonic region. Furthermore, from the inte-
grated density profiles we can see that these fringes grow in amplitude as time
passes, as one would have expected. Thus, this signal is interpreted as the
black-hole laser effect which implies, in turn, the presence of self-amplifying
Hawking radiation. The number of maxima in the cavity is the number of
modes and it can be seen from Figure (3.4) (q-r) that this number changes as
the height of the step varies (that is, for a higher step the number increases
while for a lower step it decreases). In order to further test the presence of the
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black-hole laser mechanism, the two-point correlation function given by
G(2)(x1, x2) = n
−2
L [〈n(x1)n(x2)〉 − 〈n(x1)〉〈n(x2)〉 − 〈n(x1)〉δ(x1 − x2)] (3.4)
is calculated, where the average is over the ensemble of images and nL is the
average density in the lasing region. The results are shown in Figure (3.5).
Figure 3.5: Image from [65]. The density-density correlation function pattern is
shown, calculated using Eq. (3.4). The points where x1 and x2 correspond to the BH
horizon and the IH are indicated in g. a-g. Increasing times correspond to Fig. (3.4)
(a-g), where the intermediate value of the height of the step is used. h-j. The lasing
region for increasing value of the height of the step at the latest time. i. The plot is
an enlargement of (g). In (j) the grey scale has been decreased relative to (h) and
(i) by a factor two, in order to improve the visibility of the pattern. The spatial
coordinate is given in unit of the healing length ξ which is 2 µm in the lasing region.
Figure (3.5) shows the results of the calculation of the density-density func-
tion (3.4) for the entire evolution of the cloud. The evidence of the presence of
the black-hole laser mechanism is evident from panel (i) of the aforementioned
figure; here, in fact, a checkerboard pattern very similar to the predictions
of [156] is visible. This implies that the fluctuations have a well-defined wave-
length, as well as well-defined nodes. Furthermore, close to the inner horizon
in the lasing region, the pattern seems to be more similar to fringes parallel to
the diagonal rather than a checkerboard. Such fringes imply that the positions
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of the of the nodes vary, which occurs because the position of the inner horizon
is determined by hydrodynamics, and thus it varies slightly from realization to
realization. The location of the BH horizon, in contrast, is determined by the
applied potential step, which is the same in every realization.
Finally, the amplitude of these modes is investigated through Fourier trans-
form of the correlation function and the round-trip time of the excitations is
extracted. This is an important check because the exponential growth is one
way of distinguishing the black-hole laser mechanism from the phenomena of
Hawking radiation from one black-hole horizon (no growth), from white-hole
radiation (linear or logarithmic growth [166]), or from white-hole undulations
(no growth [166,167]).
In conclusion, in the 2014 experiment a pair of analogue BH-WH was created
and effects evident in the density profile evolution were interpreted as the
black-hole laser mechanism. Consequently, self-amplifying Hawking radiation
was claimed to be detected.
3.2 Our first numerical simulations
A few months after the publication of the experimental results [65] we became
aware of the work. In our opinion, the first and most obvious thing to do was
to build a numerical simulation in order to characterize the effects seen in the
laboratory, as it appeared that no other theoretical study on the experiment
had had developed yet. In this Section we will describe the results we achieved,
which were published in the summer of 2016 in a Letter [92], after long dis-
cussions and deep confrontations with experts in the field (first and foremost,
with the author of [65] himself).
3.2.1 The theoretical model
As a first approach, in order to simplify things, we construct a numerical model
of the time-dependent Gross-Pitaevskii equation (GPE) (2.49), which we have
thoroughly described in Section 2.4 and which represents a good approxima-
tion for the dynamics of a dilute Bose gas. Furthermore, to describe a nearly
one-dimensional cloud, as the experimental system was, we follow [128] and we
trace out the transverse degrees of freedom, so to obtain the Non-Polynomial
Schro¨dinger Equation (NPSE) described in Section 2.4, which is an appro-
priate form in the case of a harmonic transverse confinement potential. The
form of the experimental transverse trap was not exactly harmonic (as the au-
thor himself noted during one of our conversations), nevertheless a harmonic
confinement represents a very good approximation of the realistic case, as dis-
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cussed in Section 2.4. We now recall Eq. (2.65) (i.e. the NPSE):
i~
∂f
∂t
=
(
− ~
2
2m
∂2
∂z2
+ V +
gN
2πa2⊥
|f |2√
1 + 2asN |f |2
)
f+
+
~ω⊥
2
(
1√
1 + 2asN |f |2
+
√
1 + 2asN |f |2
)
f − µf ,
(3.5)
where f(z, t) is the longitudinal part of the wave function while the transverse
profile has been assumed to be Gaussian. Here z is the axis of motion and
a⊥ =
√
~/(mω⊥) is the transverse harmonic length, which was introduced by
means of Eq. (2.55).
Since the goal of this simulation is to recreate the experimental conditions, we
choose all the parameters in accord with the data given in [65]. In particular,
for the transverse harmonic frequency, we choose ω⊥ = 965 rad/s which is
in accord with the experimental parameter, given the radial trap frequency ν
listed in the article2. A further consistency check for our choice can be made
by taking the value of the energy spacing given in [65] and extracting ω⊥ from
the harmonic potential energy ω⊥ = kBT/~.
The longitudinal potential V (z, t) is assumed to have the form:
V (z, t) = V0
√
(z − z0 + vt)2 + a2 − Vs
2
[
1− tanh
( z
σ
)]
+ c, (3.6)
with parameters V0 = 0.3 mK/m, z0 = 44.63µm, v = 0.21 mm/s, a =
19.44µm, Vs = 6.4 nK, σ = 2.33µm and c = −6.07 nK, all chosen in or-
der to fit the experimental potential described in Figure (3.2). A snapshot of
the resulting total potential at time t = 20 ms is represented in Fig. (3.6).
Note that, to better match the experiment, the step-like waterfall potential
is smoothed with a tanh(z) function, whose width is in accord with the ex-
perimental one (σ ≃ ξ). Note also that, during the experiment, the confining
part of the longitudinal potential remained at rest while the step-like waterfall
potential was swept along the condensate at constant speed in the rightward
direction. In our simulations, instead, we prefer, for numerical convenience rea-
sons, to move the trap in the leftward, negative-z direction and to keep the
waterfall potential at rest. This setting is fully equivalent to the experimental
one since the two configurations are related by a Galileian transformation.
Given this configuration, we have that the total number of bosons is approxi-
mately N ≃ 5000, which is a reasonable number for a cold-atoms experiment
(the experimental datum was not listed in the article).
2Actually, there is a 15% difference between the two numbers (that is, our ω⊥ and the
experimental ω = 2πν); nevertheless, since the confinement was not exactly harmonic, we
adjust ω⊥ in order to retrace the height of the density profiles shown in Fig. (3.4). Given
that in [65] there is no reference to the errors on the values of the parameters, we felt this
was the safest way to obtain a good approximation to the experimental case.
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Figure 3.6: Image from [92]. Snapshot of the axial potential used in the simulation
at time t = 20 ms to be compared to Fig. 1c from [65] which was reported in the
previous Section as Figure (3.2). WH and BH indicate the position of the (inner)
white-hole horizon and of the black-hole horizon, respectively. In the simulations
the condensate flows from the right to the left, which is Galilean-equivalent to the
experimental configuration where the step-like waterfall potential is moved in the
rightward direction.
To be more precise, before numerically integrating Eq. (3.5) with our suitable
choice of longitudinal potential, we want to do some re-scaling, in order to
work with adimensional quantities. For this reason we put:
x =
z
a⊥
, τ = ω⊥t and f =
ψ√
a⊥
. (3.7)
Substituting (3.7) and the value of g in Eq. (3.5) we obtain, after calculations:
i
∂ψ
∂τ
= −1
2
∂2ψ
∂x2
+
(
V
~ω⊥
)
ψ +
g′|ψ|2ψ√
1 + g′|ψ|2+
+
1
2
(
1√
1 + g′|ψ|2 +
√
1 + g′|ψ|2
)
ψ − µ′ψ ,
(3.8)
where ψ(x) is normalized and
g′ = 2
as
a⊥
N , µ′ =
µ
~ω⊥
. (3.9)
Furthermore, we can make another modification in order to eliminate the ex-
plicit dependence on the number of bosons N (since this parameter is not listed
in [65] we can infer it a posteriori). Therefore, if we introduce
φ =
√
Nψ (3.10)
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we obtain, by substituting it into Eq. (3.8):
i
∂φ
∂τ
= −1
2
∂2φ
∂x2
+
V
~ω⊥
φ+
g˜|φ|2φ√
1 + g˜|φ|2+
+
1
2
(
1√
1 + g˜|φ|2 +
√
1 + g˜|φ|2
)
φ− µ′φ ,
(3.11)
where ∫
|φ|2dx = N and g˜ = g
′
N
= 2
as
a⊥
. (3.12)
At this point, we integrate Eq. (3.11). This task requires the numerical method
to be unitary since this is a fundamental property of dynamics at the quantum
level. Indeed, given any initial wave function φ(x, 0), the Schro¨dinger equation
keeps the norm constant through the whole evolution.
Now, if we write Schro¨dinger equation in the form
i
∂φ
∂t
= Hφ , (3.13)
we have that a good way to integrate our equation that respects the aforemen-
tioned requirement is through the formula [168](
1 +
1
2
iH∆t
)
φn+1 =
(
1− 1
2
iH∆t
)
φn , (3.14)
where we have discretized the time variable as tn = n∆t (with ∆t the time in-
terval) and we have put φ(x, tn) = φ
n. This is a method to integrate Schro¨dinger
equation which is stable, unitary and second-order accurate in space and time.
As for the form of H we have, in our case,
H2 = −1
2
∂2
∂x2
+
1
~ω⊥
(
V ′0
√
(x− x0 + v′t)2 + a′2 − V
′
s
2
[
1− tanh
( x
σ′
)]
+ c′
)
+
+
g˜|φ|2√
1 + g˜|φ|2 +
1
2
(
1√
1 + g˜|φ|2 +
√
1 + g˜|φ|2
)
− µ′φ ,
(3.15)
where V ′0 , v
′, a′, V ′s , σ
′ and c′ are the previously-listed V0, v, a, Vs, σ and c in
our re-scaled units. Having replaced this form by its finite-difference approxi-
mation, we solve the complex non-linear set of algebraic equations by use of a
Predictor-Corrector algorithm to find the wave function at all times.
This last paragraph gives specific details on how we integrate the GPE and this
description may as well be put aside, as it does not affect the results (many
other approaches to the numerical problem also exist). Nevertheless, we want
to give as much detailed description of our work as possible, so to answer any
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possible question and to give a basis for the reader interested into replicating
our results.
Now, going back to Eq. (3.11), having given the precise form of the longitudinal
potential V we are only missing φ(x, 0) in order to solve our problem. As the
initial condition, we consider the ground state wave function which is obtained
from an imaginary-time NPSE evolution in the presence of interactions and of
the harmonic trapping but in the absence of the waterfall potential (we will
explain the imaginary-time evolution technique shortly). More precisely, we
start the evolution at t = −50ms when the step of the waterfall potential is
still far to the left of the trap minimum and the condensate does not touch it.
Finally, according to the above-mentioned Galilean transformation, the atoms
are also given an initial velocity in the negative z direction which equal to
the trap’s velocity, so no spurious acceleration stage is introduced. In fact,
if we started moving the trap in the leftward directions without giving the
atoms an initial velocity, the cloud would feel an acceleration; to avoid that,
we modify the initial wave function adding a phase factor to it: that is, we take
φ(0, x)e−ivx, instead of simply φ(0, x), as our initial condition, where −v is the
(constant) velocity of the trap in dimensionless units.
Initially we adopted the Thomas-Fermi profile (2.57) as our initial wave con-
dition (the Thomas-Fermi approximation is described in Section 2.4). After
further discussions, though, it was deemed better to start from the actual
ground state of the trap, in order to avoid any spurious effect. Nevertheless,
even though the Thomas-Fermi profile does not have the “tails” typical of a
Gaussian profile, the difference between the two turned out to be minimal
and no change in the dynamics was noted. In any case, to obtain the real
ground state of our problem, one can start from a generic state and let the
system evolve with imaginary times. In fact, we can consider the Schro¨dinger
equation in the form
i
∂φ
∂t
= Hφ , (3.16)
and then take an imaginary time τ = it so that it becomes
−∂φ
∂τ
= Hφ . (3.17)
This shows that, for τ → +∞, the wave function converges to the solution
of Hφ = 0, which is the ground state of the problem. The procedure is thus
simple and straightforward: start with a trial wave function φ(t) (in our case
TF) and let it evolve with imaginary time so to obtain the ground state of the
system.
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3.2.2 Velocities and density profiles
Having reproduced the experimental configuration, we proceed by numerically
integrating Eq. (3.5) and evaluating the axial density3 n(x, t) = N |f(x, t)|2.
As a first step, we want to verify that the configuration of a black hole-white
hole pair is recovered by calculating the condensate and the sound velocity. In
the same way as [65], the former is obtained by means of the one-dimensional
continuity equation4 as:
v(x) = − 1
n(x)
∫ x
−∞
∂n(x′)
∂t
dx′ , (3.18)
while the latter, averaged over the transverse directions, is
c(x) = a⊥ω⊥
√
g′|f(x)|2√
1 + g′|f(x)|2 , (3.19)
where g′ = 2asN is the effective one-dimensional interaction constant.
The averages of these two quantities over the evolution interval are shown
in Fig. (3.7(a)). A spatially-limited supersonic region is evident and thus we
recover a pair of analogue black-hole and white-hole horizons. It is important
to notice that our results agree with the experimental observations shown in
Fig. (3.3) also from a quantitative point of view. Indeed, the sound velocity
(solid curve) and the width of the lasing region (the region of supersonic flow)
agree with the experimental data. The only minor discrepancy between the
two figures lies in the stronger contrast of the fringes shown by the speed of
sound and, even more visibly, by the condensate velocity (dotted curve) in
between the two horizons. Now, in the experimental article it is mentioned
that there were some shot-to-shot fluctuations in the position of the white-
hole horizon. As the experimental results are obtained by averaging over many
different realisations of the experiment, the decrease in the fringe contrast in
the region between the two horizons is likely due to these fluctuations. A brief
discussion of their origin will be given in the following of this work but now
we want to turn our attention to the density profiles.
Figure (3.8) shows the density profiles (dotted lines): the agreement with the
corresponding experimental profiles shown in Fig. (3.4) is good both in the
overall condensate density and in the width of the lasing region. Most impor-
tantly, the characteristic fringe pattern in the region between the two horizons
is also quantitatively recovered and it is evident how the amplitude of these
fringes grows in time, as observed in the experimental data. As we have already
3From now on we will work with the real, dimensional quantities and we will denote x
the axis of motion.
4Note that the result is qualitatively unchanged even if time steps as long as 20ms are
taken, as actually done in the experiment.
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Figure 3.7: Image taken from [92]. The dotted and the solid curves indicate −v and
c respectively. The upper panel shows the prediction for the two velocities with no
additional noise. On the other hand, the lower panel shows the same curves in the
presence of fluctuations in the position of the white-hole horizon. As it is discussed
in the text, these are included by means of 10% fluctuations on the intensity of the
waterfall potential Vs. In both panels the curves are the temporal average over the
120 ms corresponding to Fig. (3.8), as it was done in [65]. In both cases, a well-defined
supersonic region is clearly visible inside the two horizons.
mentioned, in [65] this was interpreted as the main signature of the black-hole
laser effect.
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Figure 3.8: Image taken from [92]. The plots show the evolution of the density profile
of the condensate for t = 120 ms. The snapshots shown are taken at 20 ms time
intervals while the unit for the y-axis is µm−1. The dotted curves show the density
profile without any additional noise. The solid curves represent the average of the
density profiles over 80 realizations when fluctuations in the position of the white-
hole horizon are included, as done in Fig. (3.7(b)). Further discussion about these
fluctuations can be found in the text.
Now, before commenting of this fact, it is important to note how the fringe
pattern predicted by our simulations shows a larger contrast again. As already
mentioned for the condensate velocity and the speed of sound, this is likely to
be due to the experimental fluctuations in the position of the white-hole hori-
zon. Inspired by a remark in the article [65] (which we have already mentioned)
that “the position of the inner horizon [...] varies slightly from realization to
realization”, we investigated the effects of shot-to-shot fluctuations in the pre-
cise position of the white-hole horizon. Even though the strength of the optical
potentials is actively stabilized to an extremely high degree in the actual ex-
periment, in the absence of more specific information on the physical source
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of these fluctuations which may originate from the the waterfall potential, the
trapping laser, the magnetic field gradient, the total number of atoms, or even
external vibrations, we choose the simplest way to introduce this effect into
the model, by means a random Gaussian noise on the height of the waterfall
potential, whose main consequence is indeed (see Fig. (3.4)) to displace the
position of the white-hole horizon while keeping the black-hole one fixed. We
then repeated our simulation for different realizations of the random fluctu-
ations, and we take the average of the observable data. The variance of the
fluctuations is chosen in a way to optimize the qualitative agreement with the
experimental observations. As expected, this choice corresponds to a value of
the white-hole horizon displacement of the order of the fringe spacing. The
results of the average over 80 realizations of the noise (as well as over time) for
the condensate and sound velocities are shown in Fig. (3.7(b)). By comparing
these curves with the ones in Fig. (3.7(a)), we can easily see how the contrast
of the fringe pattern inside the lasing region diminishes and both curves now
closely resemble the experimental ones shown in Fig. (3.3). The density profiles
after different evolution times averaged over noise are shown as solid lines in
Fig. (3.8). By comparing the dotted and the solid curves, it is apparent how
the displacement of the white-hole horizon greatly decreases the visibility of
the fringes in the region between the two horizons: the position of the maxima
and minima depends on the position of the white-hole horizon and therefore
changes from realization to realization, which results in destructive interference
once the averages are taken. This interpretation is further confirmed by the
fact that the averaging procedure is more effective in washing out the fringes
closer to the white-hole horizon, while the ones closer to the black-hole horizon
are less affected. This remarkable feature is clearly visible in the simulated den-
sity profiles at late times and fully agrees with the experimental observation
of Fig. (3.4)p. Finally, for the sake of completeness, we studied the effect of
fluctuations in other quantities, e.g. the total number of particles, that do not
directly affect the position of the white-hole horizon, and we have verified that
such effects do not produce any significant change in the observables, at least
for our choice of the shape of the trap (we will discuss more about this in the
following).
Having discussed the experimental noise and the way we mimic it, we now want
to turn back to the main point which is that our simulations show an“interfer-
ence pattern” inside the lasing region which is similar to the experimental data
and, much as in the experiment, these fringes grow. The key point here is that
the same experimental “interference pattern” was reproduced starting from a
simulation based on the mean-field Gross-Pitaevskii description of the con-
densate. In our theory, the phonon field, whose zero-point fluctuations would
be responsible for the spontaneous Hawking radiation, is fully classical. Yet
the theory recovers the same wave pattern observed in the experiment, which
indicates that the phenomenon observed is indeed due to a classical hydrody-
namical effect and lacks any quantum origin. In fact, as discussed in Section
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2.7, the black-hole laser effect can be explained, at the classical level, in terms
of an hydrodynamical instability in the GPE [157]. This fact, which is the key
conclusion of our work, suggests that some other effects should be responsible
for the birth of the interference pattern observed in the experimental data, as
our simulation reproduces purely classical dynamics.
3.2.3 The quest for the seed and the correlation pattern
At this point, it remains to be explained what is the initial seed for the dy-
namical instability leading to the eventual fast growth of the fringe pattern.
The simulations of Fig. (3.8) again provide a clear answer: as it is particularly
evident in the third panel from the top for t = 60 ms, the wave pattern is
seen to first appear at the white-hole horizon and then to propagate towards
the black-hole horizon. This suggests that the most natural candidate for the
seed is the Bogoliubov-Cerenkov radiation (BCR) [169], also called “un-
dulation” in the analogue model literature [167]: this is a process responsible
for the appearance of a small static density modulation whenever a conden-
sate flowing at supersonic speed encounters a weak obstacle, in our case the
growing harmonic trap potential in the region around the white-hole horizon.
This initially small modulation gets then strongly amplified by possible hydro-
dynamical instabilities. The deterministic nature of the Bogoliubov-Cerenkov
emission process reflects in the fact that the fringes also have a deterministic
character, with a well-defined position and amplitude.
In fact, to further illustrate the stability of the classical dynamics against
additional fluctuation effects, we have repeated our simulations adding some
noise to the interacting ground state used as an initial condition of the NPSE
evolution,
f¯0(x) = f0(x) [1 + ǫη(x)], (3.20)
where η(z) is a random variable with a Gaussian distribution with zero mean
and unit variance (independent of z) and ǫ determines the amplitude of noise;
both cases of a real and a complex η have been considered but no appreciable
difference was present. The results are shown in Fig. (3.9), where we compare
the density profile at t = 60 ms with the profile at the same time once we apply
a noise of intensity ǫ = 10−1 to the initial condition. It is easy to see in this
figure that the fringe pattern inside the lasing region is not washed out by the
initial random noise and keeps its qualitative structure despite of the added
noise. This result is a further confirmation that the observed fringe pattern has
a classical origin and that there is no need of invoking quantum phenomena to
explain the experimental observations.
As a final check, in order to complete our analysis and confirm that our model
is indeed able to reproduce all main features of the experiment, we are left
with the study of the correlation function of density fluctuations, encoded in
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Figure 3.9: Image taken from [92]. The plot shows the density profiles at t = 60 ms.
The solid curve is the density profile when no noise is added while the dotted one is
obtained by adding a random Gaussian noise of intensity ǫ = 10−1 to the initial con-
dition. As explained in the text, the persevering of the interference pattern suggests
that the seed triggering it has a deterministic nature.
the two point function:
G(2)(x1, x2) = 〈n(x1)n(x2)〉 − 〈n(x1)〉 〈n(x2)〉 . (3.21)
As done in the experiment, we calculate Eq. (3.21) for each evolution time by
taking the averages over the different realizations of the noise. The results for
the latest time are shown in Fig. (3.10) for two cases: in the upper panel, we
have added noise on the initial wave function according to Eq. (3.20); in the
lower panel, we start from a deterministic initial wave function but we include
fluctuations in the position of the white-hole horizon as previously discussed.
The upper panel is characterized by a well-defined checkerboard pattern in the
region between the horizons which corresponds to the density modulation of
the black-hole lasing mode shown in Fig. (3.8). Here, the role of the initial noise
is fairly unimportant, as it just provides a small correction to the deterministic
initial amplitude of the mode. The agreement with the experimental results of
Fig. (3.5) looks even better for the lower panel where the density fluctuations
are caused by the fluctuating position of the white-hole horizon; indeed, the
checkerboard pattern is present also in this case, but its clear visibility is
restricted to the region close to the black-hole horizon. In the vicinity of the
white-hole horizon, around x1,2 = −15µm, it is instead partially washed out
and is replaced by a series of fringes parallel to the diagonal. This represent
another striking similarity with the experimental data
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Figure 3.10: Image taken from [92]. Density-density correlation function (3.21) eval-
uated at the latest evolution time t = 120 ms. The two plots differ by the way
noise is added: the upper plot includes noise in the initial wave function according
to Eq. (3.20) as done in Fig. (3.9). In the lower panel, instead, fluctuations origi-
nate from a fluctuating position of the white-hole horizon as done in Fig. (3.8) and
explained in the text.
Finally, in order to check that the main characteristics of the dynamics are
uninfluenced by fine details, as the shape of the longitudinal trap, we repeated
the above tests with an axial potential of the form
V (x) = α(x− x0 + vt)6 + Vs
2
[1 + tanh
(x
σ
)
] . (3.22)
We find that the “interference pattern” is still present and it grows in time; it
is not washed out by an initial random noise and the checkerboard form of the
two-point correlation function is recovered also.
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3.2.4 The conclusions (maybe)
Through a series of numerical simulations we have theoretically characterized
the 2014 Technion experiment [65] reporting the observation of self-amplifying
Hawking radiation. Our work was based on a numerical solution of the Gross-
Pitaevskii equation describing the dynamics of the condensate at mean-field
level; furthermore, we based our model on the experimental parameters in or-
der to recreate a scenario as similar as possible to the actual experiment. As
a main result of our study, we showed how such a classical approach is able
to reproduce in a quantitative way the experimental observations without the
need of invoking quantum fluctuation effects but only by means of hydrody-
namical considerations. In particular, the amplification mechanism behind the
phenomena observed in [65] can be explained in terms of a hydrodynamical
instability. We also showed that the mechanism seeding it has a deterministic
nature, which leads to a well-defined amplitude and phase of the fringe pattern
in the density profile, and it can be related to a classical Bogoliubov-Cerenkov
emission in the white-hole horizon region. The fine details of the observed
density profiles and of the density fluctuation correlation function were also
explained in terms of classical shot-to-shot fluctuations in the position of the
inner white-hole horizon.
Now, when these results were published, a lot of time had already passed after
the publication of the experimental results [65] and we had already discussed
our work with a few experts in the field. In particular, around the time of
publication, T. Jacobson, of University of Maryland, notified us that he had
also been working with his group on simulations on the experiment and that
he had reached conclusions in partial agreement with ours. Thus, it appeared
that the experiment had two independent verification which led to the same
interpretation of the experimental data and, thus, the matter was closed...
.. or maybe not.
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3.3 Controversy on the interpretation of the
results
Almost a year after the publication of our work, three related studies came
out [93,94,162]. All of them describe numerical simulations apt to characterize
the 2014 Technion experiment. Two of them [93,94] are back-to-back work from
the same group (namely, T. Jacobson group in the U.S.A.), while the latter
[162] contains simulations developed by the group of J. Steinhauer, the author
of the experiment [65]. In this Section, we will describe these three works,
highlighting the main points of controversy as they led to further simulations
on our side also. Then, in the second part of the Section, we will discuss our
further results which were triggered by these studies.
3.3.1 Further works from other groups
We will now describe the main results and the key points of the three works
cited above but without entering in too much details as the purpose is to
understand what led to our further works; the reader interested in more details
can find them in the original articles.
In the first article by the American group [93], the simulations developed were
very similar to ours and led to similar outcomes. Therefore, the interpreta-
tion the group gave to the experimental results was very similar to ours, but
with some, not-irrelevant, differences. The main point of the work is that a
classical simulation starting from a 1D GPE effectively reproduces all of the
experimental results, which leads to the conclusion that the results are of hy-
drodynamic nature solely. Furthermore, the phenomena observed are described
in terms of Bogoliubov-Cerenkov radiation only, without the need of invoking
any other effect. The article, in fact, claims that both the wave pattern present
inside the supersonic region and its growth in time are due to BCR originating
from the region near the white-hole horizon. That is, the presence of an obsta-
cle represented by atoms accumulating around the turning-point region leads
to Bogoliubov-Cerenkov emission in the supersonic cavity. Furthermore, since
the number of atoms accumulated grows in time, the BCR amplitude grows
in time also. These effects are demonstrated by a detailed analysis which, at
times, retraces ours5.
In brief, the simulations developed in [93] are based on numerical integration
of a 1D GPE with harmonic confinement in the transverse directions and pa-
rameters similar to the experimental ones. A deep study of the evolution of the
5Nevertheless, note that these two studies were developed independently and, in par-
ticular, the American group stressed the importance of not sharing any informations with
them.
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density profiles shows that the wave pattern present in the lasing cavity origi-
nates from the WH horizon region and then it extends towards the BH horizon,
which leads to think that, given that the simulations are purely classical, the
effect might be due to Bogoliubov-Cerenkov emission, which appears when a
supersonic flow hits an obstacle. Furthermore, the wave pattern does appear
to have zero frequency in the WH frame, as one would expect from BCR.
This is a non-trivial point since the mode is seen to have a finite frequency
in the laboratory frame. A deeper analysis, though, shows that the white-hole
horizon moves slightly during the evolution, with a velocity which is different
from the black-hole horizon velocity (this is related to the hydrodynamics of
the system). Thus, in order to measure the real frequency of the wave emitted
from the WH, we need to move to a frame co-moving with the horizon. This
is shown in Figure (3.11): the BCR standing wave has zero frequency in the
WH frame (red dashed line), but since the WH is receding from the BH by a
velocity difference, the BCR in the BH frame has a non-zero frequency, as can
be seen by the phase change of the standing wave along the solid red line.
Figure 3.11: Image taken from [93]. Density time evolution. The dashed red line is
parallel to the WH world line while the solid red line is parallel to the BH world line,
indicated by the diagonal orange line. The figure shows that the WH horizon has
a smaller velocity than the BH horizon and the BCR is therefore Doppler shifted
to a non-zero frequency in the laboratory frame. In fact, the solid red line crosses
few fringes during the evolution. On the other hand, the dashed red line is exactly
parallel to the fringes world lines, showing that, in the WH frame, the wave pattern
has zero frequency, as expected by BCR.
Thus, the wave pattern seen in the supersonic region is demonstrated to be
caused by BCR from the WH horizon region. Furthermore, if we notice that the
obstacle which triggers this effect are the atoms themselves, which accumulate
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around the turning point, we could apply the following, simple reasoning: the
amplitude of a BCR standing wave is proportional to both the strength of
the obstacle and to the density of the flow [169]. We know the density of
the background flow nbf (t) (in [93] this was obtained by Fourier Transform of
the density profile inside the supersonic region) and, given than the obstacle
here is represented by atoms accumulating in the left region of the supersonic
cavity, we can infer that the obstacle itself has a strength proportional to the
background flow also. That means that, if we call nnk(t) the amplitude of the
BCR emission, we should have
nnk(t) ∝ n2bf (t) . (3.23)
Figure (3.12) shows this relationship as estimated in [93]. We can see that the
similar behaviour confirms that the amplification mechanism is still related to
the BCR.
Figure 3.12: Image taken from [93]. The solid green curve is the normalized stand-
ing wave amplitude nnk(t) inside the supersonic region. The dashed black curve
shows the square of the background density, scaled to match the final standing-wave
amplitude. The growth of the two is determined by Fourier Transform inside the
supersonic region, as shown in the inset.
The article also adds a discussion on stimulated Hawking emission from the
BH horizon and describes a so-called “enhanced parameter regime”, a different
set of simulations where the set of parameters were chosen differently from the
experimental ones so to highlight some features of the phenomena observed.
These two parts are not fundamental for our work and thus we will not discuss
them.
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In the second of their works [94], the American group used the same simulations
to study the two-points density correlation function. They also developed their
model by introducing the truncated Wigner approximation (TWA): this
technique allows to introduce quantum fluctuations in the numerical model by
adding to the Gross-Pitaevskii wave function an initial distribution of random
fluctuations with the Gaussian statistics of the zero-point fluctuations and then
averaging over an ensemble of realizations [170–174]. Thus, they studied the
role of the background flow together with the role of quantum fluctuations.
The conclusions of [94] are, again, very similar to ours. They find that quantum
fluctuations do not play a relevant role in the picture as shot-to-shot variations
of atom number can alone produce all the observed features of the correlation
function. In fact, it is demonstrated that a varying number of atoms (something
normally present in ultra-cold atom experiments) has the effect of moving the
fringes of the wave pattern next to the WH hole horizon, while it does not
produce an appreciable effect near the BH horizon. Then, when averages over
different experimental runs are taken, the fringes near the WH are partially
washed out, which leads to a particular form or the correlation function, as we
have discussed in the previous Section. This fact is shown in Figure (3.13).
Figure 3.13: Image taken from [94]. Effects of atom-number variation on the standing
wave. The dashed black line shows the average density over atom-number fluctuation
of ∆N/N¯ = 0.05. The solid red line shows the density for a realization with atom
number N = N¯ + 0.075N¯ . The solid blue line shows the density for a realization
with atom number N = N¯ − 0.075N¯ . In all the simulations N¯ = 6000 and the vari-
ations are introduced by means of a normal distribution with mean N¯ and standard
deviation ∆N . It is evident from the plot how a varying number of particles greatly
affects the fringes near the WH horizon (left region of the plot), while the ones near
the BH horizon experience very little change (right region of the plot).
We will not report here all the figures of [94] but we will limit ourselves to say
that they show that atom number fluctuations alone are able to reproduce the
experimental results both from a qualitatively and a quantitatively point of
view. On the other hand, quantum fluctuations are demonstrated to play only
a minor role in this description. Thus, once again, this work stresses the point
that all the experimental observations are related to the hydrodynamics of the
background flow more than to quantum effects.
Note that, since [94] came out after our work, the authors also discussed the
fact that in our simulations varying the number of particles did not have any
effect. It is pointed out in [94], in fact, that certain features of the condensate
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evolution are very sensitive to the parameters of the axial potential. Indeed,
they illustrate how a change of the 3% in the trap curvature can switch from
a regime where fluctuations in the particle number are irrelevant to a regime
where they become important. Thus, being our two traps slightly different,
this discrepancy is explained.
Finally, the work of J. Steinhauer group [162] arrived at conclusions different
from all the other works. In this work, in fact, the phenomena seen in [65] are
explained in terms of quantum effects. The numerical model is not discussed
as they only mention that “we numerically study the self-amplifying Hawking
radiation via the one-dimensional Gross-Pitaevskii equation. The parameters
are similar to those of [citation of the experimental work]. Fluctuations are
added to the system soon after the formation of the outer black-hole horizon.”
The main point is that the so-called “background ripple” (which our group and
T. Jacobson group identified with BCR) is shown to be a separate phenomenon
from the self-amplifying Hawking radiation taking place during the experiment.
Figure 3.14: Image taken from [162]. The upper panels show the time evolution of
the two-point density correlation function while the lower panels show, respectively,
the time evolution of the density and the time evolution of the condensate velocity,
together with the speed of sound. Only half of the evolution is shown. Nevertheless,
two key points are already visible: first, the correlation pattern signature typical of
spontaneous Hawking emission (the diagonal stripes described in [149]); second, the
fact that the ripple appears before the formation of the WH horizon.
In fact, as shown in Figure (3.14), the ripple is seen to appear before the
formation of the WH horizon and, furthermore, the distinctive signature of
spontaneous Hawking emission is seen to appear in the correlation function
right after the formation of the black-hole horizon (the two diagonal lines,
as discussed in Section 2.7). Furthermore, an analysis developed by means
of Fourier Transform, shows that the wave pattern has a non-zero frequency
independently of the reference frame, that the growth rate increases for de-
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creasing laser cavity length and that it varies widely as a function of the slope
of the black-hole horizon, all features that can be associated to self-amplifying
Hawking radiation.
In conclusion, two years after the experiment which claimed the observation
of self-amplifying Hawking radiation and the black-hole laser effect [65], three
different groups had theoretically studied the experiment, reaching different
sets of conclusions.
3.3.2 The path toward a unique picture
Given that there were three different interpretations for the same experimental
results, we started working on further simulations in order to understand where
the differences were lying.
Let us start from the claims made in [162] as they are the easiest to deal
with. First of all, since no details of the numerical method is given in the
article, it is hard to understand if any difference in the model could have led to
different results. Moreover, the technique implied to include quantum effects
in the picture is not mentioned and that makes it even harder to interpret
the discrepancies with other studies since this procedure (i.e. how to include
zero-point fluctuations) is a very delicate matter (we will talk more about
it at the end of this Thesis). Nevertheless, at the time we did not have a
fully quantum simulation, so we cannot speak about that side of the problem
(namely, we cannot comment on the signature of the spontaneous Hawking
radiation appearing in the correlation function in [162]). We will thus limit our
comments to a few points.
First of all, the claim that the white-hole horizon is born after the formation
of the ripple does not rule out the possibility of BCR. This effect, indeed, only
requires a supersonic flow (that is guaranteed from t = 0+ by the presence
of the black-hole horizon) and an obstacle, which can be represented by the
confining trap (in our picture) or by the accumulating number of bosons (in
T. Jacobson’s picture). None of the two, though, requires a white-hole horizon.
Furthermore, it is also true in the case of BCR that the growth rate increases
for decreasing laser cavity length and that it varies widely as a function of
the slope of the black-hole horizon, and thus these features can be associated
either to self-amplifying Hawking radiation or to BCR. Finally, the fact that
the mode seen has a zero frequency in the WH frame while a non-zero one in
the laboratory frame appeared also in our simulations.
Moving to the other works, testing the discrepancies between our interpretation
and the one of [93,94] was not as easy as imagined. Given that the main results
of the works were in agreement (that is, that the effects seen in the laboratory
were due to hydrodynamical features more than to quantum effects and that
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BCR was responsible for the wave pattern), proving that the fine details were
also consistent required some work. In particular, we were able to check all the
differences easily, except for the nature of the growth. In fact, we verified that
the WH moves during the evolution by a small quantity and our results are in
agreement with the ones of [93, 94] (see Fig. (3.15)).
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Figure 3.15: Movement of the peaks during the evolution interval. It is evident how
all the peaks move to the same direction with a typical speed which agrees with the
velocity measured for the WH displacement.
Secondly, we tested the claim that the tuning of the parameters of the ax-
ial potential implies a difference in the dynamics of fluctuations. That is, we
repeated our simulations with the longitudinal trap used in [93, 94] and we
checked that varying the number of atoms implies that the fringes around the
WH horizon destructively interference when the different runs are averaged.
This was found to be true. Figure (3.16) shows the differences between our
trap and the trap used in [93,94]. Note how the curvature is slightly different:
this is because while we chose a form so to perfectly fit the trap plotted in
Fig. (3.2), the trap used in [93,94] was chosen with a Gaussian profile with the
parameters equal to the experimental beam, following the description of [65].
This diversity in the approach resulted in two different profiles and the changes
in the dynamics are not irrelevant: if simulations are run with our trap then a
fluctuating number of atoms does not seem to affect the dynamics al all. The
opposite cannot be said for a trap of the form of [93, 94].
Having reconciled almost all the discrepancies between [92] and [93,94], there is
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Figure 3.16: The two sets of axial traps and potentials. The green line represents the
trap used in [92], with the violet curve being the potential after the addition of the
waterfall. The red line represents the trap used in [93,94], with the blue curve being
the potential after the addition of the waterfall. Note how the trap used in [93, 94]
was slightly more shallow than the one used in [92]. This, as explained in the text, has
caused some discrepancies in the results. It is important to notice that this snapshot
is taken at very early times, when the waterfall is still far from the condensate. To
have a qualitative understanding of the differences between the traps remember that
the cloud is centred in the trap minimum and its length is approximately 100 µm.
one last matter to treat, namely the cause of the growth of the wave pattern.
In fact, while both studies agree that the seed of this emission is BCR, the
two have different interpretations for the growth of the fringes: in [92] the
cause is claimed to be an hydrodynamical instability (and thus, one expects
an exponential growth) while in [93, 94] the growth is believed to be caused
by the same BCR, and thus a polynomial growth is expected. Even though
the analysis and the results in [93, 94] appear to be completely legitimate,
the growth of the peaks in our simulations seems to be in contrast with that
interpretation, as shown in Fig. (3.17). From the figure, in fact, we can see
that, if we plot the growth of the fringes peaks on a log-scale, the behaviour
seems to be linear, reinforcing the idea of an exponential growth.
Furthermore, from a detailed analysis of the density profiles evolution (where
we have studied the density profile with steps of 1 ms) it is clear how, after
60 ms, another mode appears, which is responsible for the oscillations in the
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Figure 3.17: Growth of the fringes compared to that of the density. The height
of the peaks is calculated as 12(ymax − ymin) while for the mean density we take
1
2(ymax+ymin). The average density, instead, is calculated by taking the mean value
of the density in the lasing region. The y-axis is logarithmic, base 10. We want to
point our that before t = 15 ms the supersonic region is not well-defined yet (this
can be seen in the velocity profiles evolution, which have been not reported here).
height of the peaks (this can also be seen from the lower panels of Fig. (3.8)).
Thus, any conclusion about the peaks growth has to be extracted from the
interval t =[10, 60] ms. In this interval, the growth of the peaks in Fig. (3.17)
seems to follow a linear trend, while it becomes more flat at later times.
Now, before describing the conclusions we reached on this matter, it is impor-
tant to note one thing, which plays a fundamental role in this treatment. The
evolution we are studying is a transient. That is, the evolution of the
system never reaches a stationary configuration. This point, which may seem
harmless, affects all the conclusions we try to take. As a matter of fact, it would
be much easier to discriminate between effects if a stationary configuration
was reached, but this does not happen in the real experiment. Furthermore,
the evolution time is fairly short due to the size of the system and thus any
interpretation of the results is not trivial. Nevertheless, we could think about
slowing down the process, so to have a longer time window to observe the
growth and discriminate between the two possible processes. Unfortunately,
by slowing down the cloud, we also narrow the supersonic region, thus de-
creasing the effect. Therefore, even if simulations give us the opportunity of
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repeating the experiment several times with different parameters, this problem
seems to require more than just a few trials6.
In order to test the claim made in [93, 94] we should also plot the quantities
evaluated in that work, namely, the height of the peaks with respect of the
square of the background density. There are several ways to study these quan-
tities and we plot all of them in Fig. (3.18). The idea is to compare the growth
of the wave pattern inside the lasing region to the product of the mean density
inside the supersonic region (the background flow which hits the obstacle) and
the amplitude of the obstacle (the density around the turning point). Now, if
we look at Figs. (3.8, 3.7(b)) we see that just outside the WH horizon, to the
left, there is a density peak, which corresponds to the atoms accumulating in
the proximity of the turning point. We will call the density of that peak nP
(it is the first peak from the left). To the right of this peak, the supersonic
region begins and we will name n1 the first peak/maximum from the left, n2
the first valley/minimum from the left (the one between nP and n1) and n3
the second valley/minimum from the left (the one to the right of n1). Then
we see that the strength of the obstacle is just nP , the actual height of the
first peak inside the supersonic region is n1 − 12(n2 + n3) and the background
density can be taken as nM =
1
2
(n1 + n2) approximately. Thus, if the scenario
depicted in [93,94] is correct, we should obtain
n1 − 12(n2 + n3)
nP nM
≃ constant . (3.24)
This is shown in Fig. (3.18), where other ratios are evaluated also. The plot
shows that Eq. (3.24) is correct, as the curve is very flat. The other ways to
calculate the same quantity are still legitimate but they do not represent the
best approximation.
This outcome provided the final link between the conclusions of [92] and those
of [93, 94]. With these further results, in fact, the picture was one and only.
Indeed, the experimental results of [65] can be explained in terms of classical
hydrodynamical effects in the background flow and thus no quantum effect
seems to play an important role in the dynamics. Moreover, the wave pattern
inside the supersonic cavity is consisted with the picture of a Bogoliubov-
Cerenkov emission from the white-hole horizon region. The growth of the peaks
is probably due to the accumulation of atoms around the turning point, even
though the short time of evolution makes it hard to discriminate between this
phenomena and an hydrodynamical instability. Finally, the particular pattern
6At this point one could object that we could also change the form of the trap, so to make
it more shallow, thus slowing down the dynamics. This has been tried also but it is not an
effective way to treat the problem: as we have seen for the case of a fluctuating number of
atoms, it seems that the system is fairly sensible to the tuning of the longitudinal potential
parameters. Thus, by changing the trap, we could obtain a much more favourable context
but then we would not know if the picture obtained resembled the actual experiment.
3.3 Controversy on the interpretation of the results 113
seen in the two-point correlation function can be explained in terms of BCR
together with the presence of realistic experimental noise.
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 20  40  60  80  100  120
ms
Growth of different ratios over the evolution period
[n1-0.5*(n2+n3)]/(nP*nM)
[n1-0.5*(n2+n3)]/(nP2)
[n1-0.5*(n2+n3)]/(nM2)[n1-0.5*(n2+n3)]/n2mean[n1-n2]/n2mean
Figure 3.18: Different ratios evaluated in order to study the claim of [93, 94] about
the polynomial growth of the fringes. The different quantities are described in the
text, except for nmean: this is the mean density calculated on the entire supersonic
region. It can be easily seen how the best description of the effect (the quantity
described in Eq. (3.24), the solid red curve here) is constant, as expected.
Thus, once again, it seemed that a consistent picture about the interpretation
of the experimental results was achieved. But, again, this is not the end of the
story...
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3.4 Our latest numerical results
After the aforementioned results of our simulations, long discussions with I.
Carusotto of the CNR-INO BEC Center of Trento and R. Parentani of the
University of Orsay, Paris-Sud, led to the conviction that the next step in
our study should have been the characterization of these phenomena (namely,
the Bogoliubov-Cerenkov wave and its growth) when the axial confinement
varied. This thought came from the observation that even a slightly different
axial confinement could lead to measurable differences in the dynamics if some
experimental noise (i.e. a fluctuating number of bosons) was introduced. Thus,
it was deemed important to characterize the effects produced by variations in
the axial trap, so to have a better understanding on the phenomena present
and to give insights for the realization of future experiments.
In order to have a configuration as realistic as possible, we started by changing
two things in our numerical model. First of all, we decided to use an axial
trap obtained from the consideration that the constricting laser beam has a
Gaussian shape, as it was done in [93, 94]. That is, keeping the transverse
confinement harmonic, we changed the longitudinal potential to the form
U(x) = U0
x2
x2 + x20
, (3.25)
where the parameters are given by the experimental ones. In fact, if we consider
a 3D Gaussian laser beam, we have that the potential is
U(r, x) = U0
(
1−
[
w0
w(x)
]2
e
− 2r2
w(x)2
)
, (3.26)
where x is our direction of motion, r = (y, z) is the radial distance from the
center of the beam (y and z being the transverse directions), w(0) = w0 the
so-called waist of the beam and
w(x) = w0
√
1 +
(
x
x0
)2
, (3.27)
where x0 depends on the beam waist and wavelength, i.e. x0 =
πw0
λ
. Thus,
if we evaluate the potential on the axis y = 0, z = 0 we obtain exactly Eq.
(3.25). This way the axial trap better represents the real case of a Gaussian
laser beam.
The second change we made to our model was on the transverse confinement.
A harmonic trap, in fact, is a good approximation but we can improve it by
allowing ω⊥ to vary on the axial direction. Indeed, the transverse confinement,
being created by means of a Gaussian beam, does not have a perfectly cylin-
drical symmetry. In fact, if we expand at the first-order the trap (3.26) around
3.4 Our latest numerical results 115
zero we have
U(r, x) ≃ U0
[
w0
w(x)
]2(
1− 2r
2
w(x)2
)
= − U0w
2
0
w(x)2
+
2U0w
2
0
w(x)4
r2 , (3.28)
which shows that
1
2
mω2⊥ =
2U0w
2
0
w(x)4
(3.29)
and, therefore, ω⊥ = ω⊥(x), as we expected. If we now rewrite Eq. (3.5)
i~
∂f
∂t
=
(
− ~
2
2m
∂2
∂x2
+ U +
gN
2πa2⊥
|f |2√
1 + 2asN |f |2
)
f+
+
~ω⊥
2
(
1√
1 + 2asN |f |2
+
√
1 + 2asN |f |2
)
f ,
(3.30)
we see that this modification affects two terms (remember that a⊥ =
√
~/(mω⊥)).
This is a rather important change as we can quickly verify: if we take the ω⊥
used in [93, 94] (there a fixed ω⊥ was used) and we calculate the zero-point
energy ~ω⊥/kB we obtain a value of approximately 6 nK, which, compared to
the asymptotical value U0 = 33 nK, gives almost a 20% correction.
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Figure 3.19: Different choices for x0 and µ for our simulations. Note that, if we use
the experimental parameter listed in [65], we have that x0 = 97µm and µ = 8 nK.
Thus, we apply these two corrections to our numerical model and then we study
the variations in the dynamics when we allow x0 and the chemical potential µ
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to vary. The former determines how shallow/steep the longitudinal confinement
is while the latter determines the number of atoms in the trap. Figure (3.19)
shows the different values we chose for these two parameters.
The results of this analysis are reported in Appendix A. We do not want to
focus on them here as they do not add much to our interpretation of the
experimental outcomes and, thus, they are not as important as the following
discussion.
3.4.1 The roles of interactions
Let us focus now on two facts that we have formerly mentioned which turn
out to be of greater importance than we have previously thought. First of all,
being the system far from stationarity, we find that the usual concepts of lasing
instability and Bogoliubov-Cerenkov radiation are not immediately applicable.
Second, from both the simulations and the experimental data, it is evident that
the density is very low in the supersonic region (see Figs. (3.4) and (3.8)). These
two facts combined led us to wonder if the role of interactions, which define
effects like the black-hole laser and BCR since they depend on the speed of
sound, have a major role in these configurations or they can be neglected. This
reasoning, as we will see, has led to a completely different interpretation of the
experimental results.
Figure 3.20: Drawing representing the structure of our current model: we start from
the ground state of the BEC in the trap and we let the system evolve by sweeping
a waterfall potential trough the cloud at a constant velocity.
Let us start from the way we have solved the problem so far and let us apply
a Galilean transformation to the system, so to have a configuration like the
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experimental one, i.e. with a still trap and a moving waterfall potential. This
configuration is depicted in Figure (3.20). The system undergoes the same dy-
namics we have already described: the atoms flow over the waterfall potential,
they gain velocity and they progressively slow down as the curvature of the
trap increases. By continuity (Eq. (3.1)) we see that an increment in the ve-
locity implies a drop in the density and, thus, we have very few atoms moving
very fast. Now, we could then ask ourselves: what happens if we neglect in-
teractions then? It is obvious from Eq. (2.49) that interactions scale as the
density and, therefore, one should expect that their role reduces as the density
decreases. In order to study this, we run our simulation using a trick: we tune
the interactions so that they are present in the initial cloud of unperturbed
atoms (that is, to the right of the black-hole horizon) and we set them null
in the portion of condensate which experiences an acceleration (that is, to the
left of the black-hole horizon). This trick is represented in Fig. (3.21).
Figure 3.21: Our new set-up, developed in order to study the role of interactions.
The waterfall potential (i.e. the balck-hole horizon) flows to the right with a constant
speed. To the right of it interactions are present while to the left they are vanishing.
Thus, we start from the ground state of the interacting condensate and, when
the atoms encounter the potential drop, interactions are switched off. If we
recall the form of the Gross-Pitaevskii equation (2.49) in 1D
i~
∂
∂t
φ(x, t) =
[
− ~
2
2m
∂2
∂x2
+ Vext(x, t) + g |φ(x, t)|2
]
φ(x, t) (3.31)
we see that setting g = 0 has the effect of transforming this equation in the well-
known Schro¨dinger equation. Thus to the left of the waterfall we are effectively
integrating Schro¨dinger equation while to the right the full GPE.
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3.4.2 New interpretation of the experimental data
The result of this machinery is plotted in Fig. (3.22) where the evolution of
the density profile is shown in three different cases. In particular, we plot the
results in the BH frame so that the horizon is still and the figures are easier to
understand. To the right of the potential step we have GPE in all three cases,
while the interaction parameter g is adjusted to the left, in order to show the
transition from one case to the other.
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Figure 3.22: The canvas show snapshots of the condensate at subsequent times. The
results are given in the step reference frame so that the waterfall is fixed in the
origin and the cloud moves to the left. The x-axis unit is micron while the y-axis
is µm−1. The three curves represent different interaction parameters to the left of
the potential drop (to the right is GPE in all three cases): the red curve shows the
case of null interactions, i.e. the Schro¨dinger case; the blue curve shows the case of
fully-interacting atoms, i.e. the GPE case; the green curve shows the case when the
interaction parameter is g2 , i.e. the intermediate case.
The results plotted in Fig. (3.22) show one key thing: the wave pattern is recov-
ered in all three cases regardless of the interactions, i.e. also when interactions
are null. Furthermore, the height of the fringes changes in the three cases (we
will describe this phenomena in the following) but their location and number
do not. This leads to the conclusion that the effects seen in the experiment [65]
and in the numerical simulations [92–94, 162] cannot be related to the black-
hole laser effect nor to Bogoliubov-Cerenkov radiation as the speed of sound, if
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we do not consider interactions, is not defined7. Thus, there is not a notion of
“supersonic” or “subsonic” region and all the effects related (like the black-hole
laser mechanism and BCR) cannot be applied.
Fig. (3.22) also shows that there is a smooth transition from one case to the
other. In fact, we kept the fully interacting cloud to the right of the step so
that the condensate could experience the real potential trap and, therefore,
we would start from the actual ground state of the experimental system. Fur-
thermore, the peaks become narrower and taller as the interaction decreases
exactly because we are diminishing the repulsion between atoms: when inter-
actions are present, this tends to spread out the wave function more as the
atoms feel the nearest neighbour’s repulsion; on the other hand, taking the
interactions away results in a more “concentrated” gas.
If we now re-plot the same red curves of Fig. (3.22) - i.e. the case of non-
interacting atoms - superimposed, we can check that the basic features of the
wave pattern are recovered, as Fig. (3.23) shows. We see that the fringes grow
in time and they slightly move to the right, as the standing wave pattern did,
both in the experiment [65] and in the numerical simulations [92–94,162].
Since the dynamics is completely described by the linear Schro¨dinger equation,
the interpretation of these results is fairly easy. Indeed, by means of a semi-
classical approach, we can interpret the wave function in terms of the WKB
approximation [36]. More specifically, being in the region near the trap turning
point, the Airy functions are good candidates to model our dynamics. Before
doing that, though, we want to describe the motion of the peaks.
Let us now proceed by adopting a fully classical approach. We consider a
point particle of mass m which enters the non-interacting region x < xs(t),
where xs(t) is the position of the moving step. In the trap reference frame,
xs(t) = xs(0) + vt = vt. We take the particle to be initially at rest: this
represents a good approximation since our initial condition, as we already
mentioned, is well-fitted by the Thomas-Fermi condition, which is obtained
neglecting the kinetic terms. Now, let us start from Newton equation for the
particle subject to a time dependent potential Vs(x− vt)
mx¨ = −V ′s (x− vt) ; (3.32)
multiplying this by x˙ we can rewrite this equation in the form of an “energy
conservation equation”:
d
dt
1
2
mx˙2 = − d
dt
Vs(x− vt) +mvx¨ , (3.33)
7One could equivalently say that, given Eq. (2.38), if we set g = 0 then we have a vanishing
sound velocity, that is c = 0. This would not change the conclusion we will reach (namely,
that it is not possible to define an analogue horizon as there is no notion of “supersonic”
flow), nevertheless it is clear from Section 2.2 that in a ideal Bose gas - i.e. a non-interacting
gas - sound cannot be defined, due to some pathological features of the model.
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Figure 3.23: The profiles in the figure are the equivalent of the red curves of Fig.
(3.22) superimposed in the same canvas, the only difference being in the width of
the potential step: in Fig. (3.22), in fact, the width is σ = 2µm, which is the value of
the experimental setup [65]; here, instead, we have used a sharp step (σ = 0.2µm)
in order to increase the visibility of the movement of the peaks. The plot shows the
time evolution of the condensate when we place a vanishing interaction parameter
to the left of the potential drop. To show how the wave pattern grows in time we
have moved to the trap reference frame, i.e., to the frame where the step moves and
the trap is still.
which leads to the conservation law
1
2
mx˙2 + Vs(x− vt)−mvx˙ = constant . (3.34)
If the step potential is Vs(x) = Vs[Θ(x)−1] and the particle is at rest before the
kick, the right hand side can be estimated as pure internal energy gn(xs(t)) =
µ − U(xs(t)). Therefore, after the kick, the particle acquires a velocity w < 0
satisfying the equation
1
2
mw2 −mvw − Vs = µ− U(xs(t)) . (3.35)
After the initial kick the particle moves freely in the trap potential U(x) =
U0
x2
x2+x20
and therefore obeys the standard energy conservation equation
1
2
mx˙2 + U(x)− Vs = Ein . (3.36)
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The initial energy is evaluated at the position of the step just after the kick
Ein =
1
2
mw2 + U(xs(t))− Vs (3.37)
and, thus, at the turning point (i.e. the point where the kinetic energy vanishes)
we have, using Eq. (3.36) and (3.37),
U(xt(t)) =
1
2
mw2 + U(xs(t)) . (3.38)
This gives us an analytical form for the turning point once we use Eq. (3.35)
to obtain w. The result of this treatment is plotted in Fig. (3.24) together with
the numerical results.
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Figure 3.24: Motion of the turning point calculated with Eq. (3.38) (blue curve)
together with the movement of the first peak inside the “supersonic” region (green
curve) and the motion of the inflection point of the wave function (red curve), both
calculated numerically.
Fig. (3.24) shows that the motion of the turning point, calculated from purely
classical considerations, is in a good agreement with the motion of the first
peak inside the (ex-)supersonic region and with that of the inflection point.
This tells us two things: first of all, the fact that the turning point moves is
due to system not conserving energy, which was shown in the calculations and
it is obvious if we remember that our potential is time-dependent. Second, the
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motion of the turning point is responsible for the shifting of the peaks during
the evolution, as it is evident from the figure.
Then we can try to recover an analytical form for the wave function of our
system. We start by linearising the potential around the chemical potential,
U(x)− Vs = µ− F (x− x∗) , (3.39)
and then we substitute this expansion in the eigenvalue equation valid in the
trap reference frame on the left of the step
− ~
2
2m
φ
′′
ǫ (x) + [µ− ǫ− F (x− x∗)]φǫ(x) = 0 ; (3.40)
we can reduce this equation to the Airy form by the change of variable
x = −αz + x∗ + µ− ǫ
F
, (3.41)
with α =
(
~2
2mF
)1/3
. Therefore, imposing that the eigenfunction vanishes for
x→ −∞, we find the general solution
φǫ(x) = Ai(z) = Ai
(
x∗ − x
α
+
µ− ǫ
αF
)
. (3.42)
If we define an energy-dependent turning point position
ξ = x∗ +
µ− ǫ
F
(3.43)
we have that the solution has the form
φξ(x) = Ai
(
ξ − x
α
)
, (3.44)
with eigenvalue ǫ = µ + F (x∗ − ξ). Therefore, the most general solution of
the time-dependent Schro¨dinger equation can be written as a superposition of
stationary states
ψ(x, t) = e−
i
~
(µ+Fx∗)t
∫
dξK(ξ)Ai
(
ξ − x
α
)
e
i
~
Fξt , (3.45)
for any x < xs(t). Here K(ξ) is an arbitrary complex function to be deter-
mined by imposing the suitable boundary condition at x = xs(t). One choice
could be the Thomas-Fermi profile but the resulting equation cannot be solved
analytically. Nevertheless, from the simulations we see that near the potential
drop TF fails to reproduce the actual wave function of the condensate (while
it still does away from it).
Finally, the fact that the fringes grow in time is related to the shape of the
initial wave function: being the ground state not flat, as time passes more
and more particles flow towards the left side of the trap, thus increasing the
height of the peaks. On the other hand, though, this also causes the width of
the (ex-)supersonic region to grow, which competes with the aforementioned
process.
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3.4.3 Conclusions
In our most recent numerical simulations we developed a simple model which
effectively describes the observations of [65]; the results confirmed the previous
findings that the phenomena have a purely classical interpretation and, thus,
zero-point quantum fluctuations do not play a role in this picture [92–94].
Moreover, these studies interpreted the effects observed in terms of Bogoliubov-
Cerenkov radiation and in terms of an hydrodynamical instability present in
the Gross-Pitaevskii equation. As we have thoroughly illustrated, a description
based on these effects is highly non-trivial: in fact, while the analysis of the
numerical data seems to be in agreement with this picture, BCR [169] and
the hydrodynamical instability of the GPE [157] are effects which should be
evident in stationary regimes, a condition which is not respected in our case.
Thus, an interpretation of the effects seen in [65] in terms of these phenomena
might not be fully appropriate.
To this purpose, in our latest simulations we have shown that the effects seen
in [65] appear to be related not to Bogoliubov-Cerenkov radiation nor to any
hydrodynamical instability, as they seem to originate from a simple linear dy-
namics which can be completely described by the Schro¨dinger equation. Indeed,
the absence of interactions in the simulations rules out these two candidates, as
they rely on the existence of subsonic/supersonic regions. In this picture, the
structure appearing in the experiment can be described by means of Airy func-
tions; furthermore, the flux of atoms flowing over the step potential increases
in time because the condensate profile is not flat and this causes the fringes to
grow; the turning point, on the other hand, moves because the semiclassical
energy is not conserved and this causes the peaks to shift.
Now, one might argue that the structure observed in the simulations could
be interpreted in terms of a dispersive shock wave (DSW) [175, 176]. These
are non-stationary waves which appear in weakly dispersive media when the
non-physical discontinuity of some solutions (caused by the non-linearity of
the equations) is regularized by dispersion. Since the structure present in Fig.
(3.22) resembles the aspect of a typical DSW, it has been proposed that the
switching off of the interaction to the left of the waterfall potential might have
caused this phenomena to appear. A close look to Fig. (3.22), though, suggests
that this might not be the case for two reasons: first of all, the structure is
seen to appear regardless of the presence of interactions (i.e., the non-stationary
wave pattern is present in all cases, in spite of the value of g); secondly, the
structure is seen to appear not on the density drop (as one would have ex-
pected in the case of a DWS connecting two inhomogeneous regions) but on
the turning point of the trap potential. Thus, this interpretation seems unlikely.
The results described above are summarized in an article in preparation and
we believe they constitute an important piece in the debate on the observation
of the analogue Hawking radiation.
Chapter 4
The Tonks-Girardeau gas model
This Chapter contains the description of the second part of our work. Here, we
give a complete characterization of the analogue Hawking radiation in BECs
by analysing a microscopic, exactly solvable model, without relying on the
gravitational analogy. The approach presented is innovative as the theoretical
description of the analogue Hawking effect has been only studied in semiclassi-
cal approximation up to date. We are able to test the validity of the semiclassi-
cal approach and, moreover, we show that the effect requires other conditions
to be met besides the presence of a sonic horizon, which are related to the
condensed-matter nature of the system. The density correlations method and
a realistic experimental set-up are also discussed.
This work has led to the publication of a first Letter [69], while a more detailed
analysis is in preparation1.
1During the revision of this Thesis, the aforementioned work has been accepted for pub-
lication on Physical Review D.
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4.1 A microscopic description of the analogue
Hawking radiation
As we have seen in the previous Chapter, sonic black holes in Bose-Einstein
condensates have been intensively studied in recent years, as the detection of
the analogue Hawking radiation seems to finally be in sight. Nevertheless, al-
though the analogue gravity picture leading to spontaneous phonon emission
from a sonic horizon is widely accepted from a theoretical point of view, in
Bose-Einstein condensates this mechanism has always been studied only in
semiclassical approximation, based on the Gross-Pitaevskii equation supple-
mented by a Bogoliubov analysis of the excitation spectrum. Moreover, very
often studies start from the results obtained from the gravitational analogy,
without questioning their validity. This is a subtle but important point: a very
common approach in this field, in fact, is to start from a fluid, create an ana-
logue horizon by accelerating the flow in a finite region of space and then
apply Eq. (1.67) to obtain the Hawking temperature. This way of proceeding,
though, implicitly assumes the derivation of the form of TH for the case of a
fluid, which was obtained from the gravitational counterpart having defined the
analogue surface gravity [52]. Another way of proceeding, instead, consists in
not-relying on the gravitational analogy, therefore starting from a moving fluid
and asking the following questions: if we set the fluid in supersonic motion, do
we observe a flux of particle in the far upstream region of subsonic motion? If
so, can we associate a temperature to this flux of particle? What is its form?
This way of approaching the problem provides a description of the analogue
Hawking radiation which “does not rely” on the gravitational analogy. A few
studies develop in this direction, for example [145, 147, 177]. Nevertheless, the
starting point is always the semiclassical approximation and, up to date, a
fully microscopic model displaying the analogue gravity mechanism at work in
a physically well-defined setting has not been devised yet, although it has been
deemed desirable soon after the discovery of the analogy (see, for example, the
comments made in [77, 79]). Such an investigation would allow to understand
the physical origin of the quasi-particle emission in a condensed matter system
and to establish the necessary conditions for the detection and the characteri-
zation of this effect. This is therefore a crucial step towards the unambiguous
identification of the analogue Hawking radiation in the laboratory.
This is exactly the starting point of our work, which we will describe in this
Chapter. Indeed, we give a complete characterization of the analogue Hawking
radiation in BECs by analysing a microscopic, exactly solvable model, without
relying on the gravitational analogy. In particular, the collapse of a star into a
final black hole is simulated by means of a quantum quench perturbing a free
stationary flow; then, we analyse the sound spectrum at late times, when the
stationary regime is met again, much as Hawking did in his approach [18,19].
The results are in agreement with the analogue gravity picture but with some,
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fundamental, differences. Let us now briefly describe the idea of the model and
then we will outline the details.
Since experiments in ultra-cold atoms systems have always been performed in
quasi one-dimensional geometries (as we have illustrated in the previous Chap-
ter), we conform to this limit and we exploit a particular feature of bosons in
1D, namely the Tonks-Girardeau limit; we have already discussed this par-
ticular case in Section 2.5. Thanks to this approach, we can make use of a
precise correspondence between bosons and fermions which makes the system
exactly solvable and thus allows us to compute the many-body wave function,
the spectrum of the emitted quanta and the exact form of all the dynamical
quantities. This way, we can completely characterize the analogue Hawking
radiation in BECs from a microscopic point of view and, furthermore, we can
test the limits of validity of the semiclassical methods. Note that the analogue
gravity paradigm has already been explored in systems of fermions [67, 68]
but, again, in the semiclassical approximation2. Here, instead, we investigate
a microscopic model constituted by interacting quantum particles which is ex-
actly solvable, so that we can follow the full dynamics analytically and we have
complete control of all the physical details playing a role in the phenomena.
Furthermore, even though we will show that the results obtained apply not
only to the TG limit, note that experimental realizations of these systems are
nevertheless accessible [136,137,179,180].
4.2 The model
Following the line of thought originally devised by Hawking in the astrophysical
context [18,19], we proceed in the following way: first we consider a stationary
flux of interacting bosons in the TG limit that is in motion to the left with a
constant speed (this represents the vacuum of the gravitational case); the (re-
pulsive) interaction between bosons is essential in order to be able to describe
the excitation spectrum in terms of phonons. Then, we switch on an external
potential quenching the system, and we let the gas evolve in time3. After a
while, the system will reach a new stationary state, which, under suitable con-
ditions, may present a sonic horizon, i.e., a point where the flow passes from
a subsonic regime to a supersonic one. The usual arguments of the analogue
gravity paradigm then predict that, in the final stationary state, there should
be a flux of phonons escaping the horizon. Such a flux is expected to be thermal
at least in a certain region of the spectrum, with a temperature proportional to
the gradient of the difference between the flow velocity and the sound velocity
at the sonic horizon, as Eq. (1.67) illustrates.
2During the writing of this Thesis another work on Fermi gases has appeared [178].
3The mapping between bosons and fermions remains unchanged if an external potential
is switched on.
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Therefore, we start from the ground state of a HCB gas in the absence of
external potentials, which is described by a Fermi distribution in the interval
(−kF , kF ); the gas particles fill all the single-particle states up to the Fermi
momentum, which is related to the uniform particle density by kF = π ρ, as
illustrated in Section 2.5. Then, following the procedure described above, we
perform a Galilean transformation and we shift the wave vectors of all particles
by −k0, setting the fluid into motion towards the left, with a uniform velocity
v0 =
~k0
m
. The fermionic many-body state, then, is a Slater determinant of
single particle wave function, which, in this case, are the plane waves
ψ0k(x) =
eikx√
2π
, (4.1)
with wave vectors in the interval −kF − k0 < k < kF − k0. In the following, we
will always consider the case k0 ≤ kF , which corresponds to a subsonic flow4.
Now we perform a quantum quench: at t = 0 an external potential V (x) is
suddenly turned on, bringing the system out of the initial stationary state. As
a consequence, each single-particle plane wave evolves in time according to
ψk(x, t) =
∫ ∞
−∞
dp 〈φp|ψ0k〉φp(x) e−
i
~
ǫpt , (4.2)
〈φp|ψ0k〉 =
∫ ∞
−∞
dx√
2π
φ∗p(x) e
ikx e−η|x| , (4.3)
where φp(x) are the exact eigenfunctions of a single particle in the exter-
nal potential V (x), ǫp =
~2p2
2m
are the associated eigenvalues and η → 0+ is
the usual convergence factor. Now, let us consider the long-time behaviour of
these wave functions at a fixed position x. During the unitary time evolution,
the many-body wave function preserves its Slater determinant structure with
time-dependent orbitals given by Eq. (4.2). A careful analysis of Eqs. (4.2) and
(4.3) shows that, for each k, ψk(x, t) is given by the sum of an exact scattering
eigenfunction of the system in the presence of the external potential multi-
plied by a time-dependent phase factor, plus a contribution which vanishes
as t → +∞ (we will explicitly demonstrate this in the following). These two
terms represent, respectively, the asymptotic stationary state and a travelling
wave originated during the quench. The asymptotic stationary wave function
describing the long-time behaviour of each single-particle state at fixed posi-
tion x is just the exact scattering eigenstate corresponding to an incident plane
wave of defined wave vector. The evaluation of the asymptotic properties can
be made explicit in specific models, where the exact single-particle eigenstates
are known. In the following, we will consider two representative potentials,
often investigated both theoretically and experimentally.
4If we recall Eq. (2.81) of Section 2.5 it is straightforward to verify that this inequality
is exactly the condition v0 ≤ c.
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4.2.1 The case of a step potential
We first consider an external potential of the form V (x) = V0Θ(x), where
Θ is the Heaviside function and we define V0 =
~2Q2
2m
for convenience. This
“waterfall” potential coincides with the one adopted in the latest experiments
in BECs [65,66,96]5.
A set of single-particle eigenfunctions for this problem is explicitly reported in
Appendix B. With this choice, we can evaluate the long time limit of Eq. (4.2)
to obtain the stationary state. We will now give a sketch of the calculations,
as they will be useful in the following Sections also.
We start from the exact time evolution Eq. (4.2). We first evaluate the internal
products 〈φp|ψ0k〉 (4.3) which, using the explicit expressions of Appendix B, can
be written as a sum of simple poles of the form
αp
η ± i(p− k) = αpπδ(p− k)∓ P
iαp
p− k , (4.4)
where the Plemelj identity [181] has been used. Inserting this sum into Eq.
(4.2) we get
παkφk(x) e
− i
~
ǫkt ∓ i P
∫ ∞
−∞
dp
αpφp(x)e
− i
~
ǫpt
p− k , (4.5)
where, besides the term coming from the δ-function, the integral also gives a
non-vanishing contribution at long times. In fact, by defining u = p − k and
expanding αk+u and ǫk+u to first order in u, it is straightforward to show that
the second term has a finite limit as t→ +∞:
∓παkφk(x) e− i~ ǫkt sgn(ǫ′k) , (4.6)
whose sign depends on the slope of the fermionic dispersion ǫk so that, for
±ǫ′k > 0 it precisely cancels the contribution coming from the δ-function. In
conclusion, we can formally write
lim
t→+∞
e−
i
~
ǫpt
η ± i(p− k) = 2πδ(k − p) e
− i
~
ǫktΘ(∓ǫ′k) . (4.7)
This analysis is easily extended to all the external potentials that do not admit
bound states, because the pole contribution in the internal product (4.3) comes
from the asymptotic regions x→ ±∞ where every eigenfunction φp(x) acquires
the form of a scattering state, i.e., can be written as a linear combination of
an incident (or transmitted) wave and a reflected wave. Therefore, the form of
the eigenfunctions at x→ ±∞ has the same structure shown in Appendix B,
irrespective of the details of the external potential.
5In the actual experiments the waterfall potential is never a sharp step and thus a smooth
version of this potential should be considered. We will do that in the following, demonstrating
that using a smooth step does not change the conclusions reached in the case of a sharp one.
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Thus, the stationary state is defined by the single particle orbitals
ψk(x, t)→
φk(x) e−i
~k2
2m
t k > 0√
|k|
p
φ−p(x) e−i
~p2
2m
t k < 0
, (4.8)
with p =
√
k2 +Q2 while the expressions for φk(x) can be found in Appendix
B. The momentum distribution defining the Slater determinant remains un-
changed during the evolution and, thus, the stationary state is defined by the
orbitals belonging to the interval −kF − k0 < k < kF − k0. As a consequence,
after an initial transient, an observer at a given position x will perceive the
moving fluid in a stationary state described by the asymptotic single-particle
wave functions (4.8). Note that, while the full evolution (4.2) must conserve
both the energy and the total number of particles, the stationary state orbitals
do not have to, because the waves formed during the quench and travelling
in both directions may carry energy (and particles) to infinity at long times.
Moreover, in the non-uniform stationary state, the local energy and momen-
tum density may differ from their initial value before the quench, even in the
asymptotic regions x→ ±∞.
Figure 4.1: Density profile of the HCB gas after the quench for kF =
π
2 Q and
k0 =
3π
50 Q. Initially the fluid has a uniform density ρ0 = 0.5Q. Colours refer to
different times after the quench: red, cyan, magenta, blue, black. The time lapse
between curves is 10 m
~Q2
.
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The stationary state properties can now be evaluated analytically by use of
Eq. (4.8). In Fig. (4.1) we show a few snapshots of the time evolution of the
density profile
ρ(x, t) =
∫ kF−k0
−kF−k0
dk |ψk(x, t)|2 , (4.9)
as obtained by numerical integration of the Schro¨dinger equation for a Fermi
gas flowing in a waterfall potential.
In the figures, lengths are expressed in units of Q−1 and times in units of τ =
m
~Q2
. In Fig. (4.1) the initial density is set to ρ0 = 0.5Q and the initial velocity
is 0.12 times the sound speed of the fluid c0 =
~
m
πρ0. The quench dynamics
is clearly visible in the figure: two waves are generated at t = 0 in x = 0 and
propagate at different velocities c0± |v0| = ~m(kF ± k0) in the downstream (+)
and upstream (−) direction. In the central region the density profile shows
a rapid variation near the waterfall, several standing waves develop and the
density becomes lower upstream than downstream. In Fig. (4.2) a blow-up of
the density profile in the inner region at long times t = 50 τ is compared to
the analytical solution based on Eq. (4.8).
Figure 4.2: Blow-up of the long time results shown in Fig. (4.1) which shows the
density profile of the HCB gas long after the quench. The analytical stationary solu-
tion (black line) is compared to the numerical solution of the Schro¨dinger equation
after a time t = 50 m
~Q2
(red curve). The two curves are superimposed on the scale
of the figure. The dashed line ρ = 0.5Q shows the value before the quench.
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The velocity profile of the Fermi gas is defined in terms of the local mass flux
j(x, t) = ℜ
[
i
~
2
∫ kF−k0
−kF−k0
dk ψk(x, t) ∂xψ
∗
k(x, t)
]
(4.10)
as v(x, t) = j(x,t)
mρ(x,t)
. In Fig. (4.3) the fluid velocity is compared to the local
sound speed, which, we recall, is c(x, t) = ~
m
πρ(x, t) for a HCB gas.
Figure 4.3: Ratio between the absolute value of the fluid velocity and the local sound
speed long after the quench, for the same parameters of Fig. (4.1). The dashed line
shows the ratio before the quench. The analytical stationary solution (black line)
is compared to the numerical solution of the Schro¨dinger equation after a time
t = 50 m
~Q2
(red curve). The two curves are superimposed on the scale of the figure.
For this parameter choice the flow is always subsonic, the ratio v/c being always
less than unity. The excellent agreement between the numerical results and the
analytical expressions confirms the correctness of the theoretical analysis.
At fixed initial density ρ0, for sufficiently small values of the initial velocity
v0, the stationary state is subsonic while, for larger values of v0, a supersonic
region appears near the potential step, although the flow remains subsonic
in the asymptotic region x → −∞. Nevertheless, a sonic horizon is present
whenever kF−k0 < Q. Further increasing v0, the flow becomes fully supersonic
beyond the sonic horizon located close to x = 0. Fig. (4.4) shows the ratio
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Figure 4.4: Ratio between the absolute value of the fluid velocity and the local sound
speed in the stationary state reached starting from ρ0 = 0.5Q and initial velocities
v0 = −5π10 ~Qm (black curve), v0 = −4π10 ~Qm (magenta), v0 = −3π10 ~Qm (blue), v0 = −2π10 ~Qm
(red). The plot shows that, for a fixed value of the initial density ρ0, by increasing
the initial velocity we develop from a totally subsonic configuration in the x < 0
region (red curve), to a configuration which shows a sonic horizon near the origin
but is subsonic in the asymptotic region x → −∞ (blue curve), to configurations
which are totally supersonic in the asymptotic region x→ −∞ (magenta and black
curves).
between the fluid velocity and the local sound speed in the stationary state for
a few values of the initial parameters (kF , k0). The behaviour is generally non
monotonic and characterized by undulations in the downstream region, except
for k0 = kF (that is, for v0 = −π ~ρ0m ) when the oscillations disappear and the
velocity becomes constant beyond the horizon. A few snapshots of the HCB
dynamics are shown in Fig. (4.5) for a set of parameters triggering a supersonic
transition.
The analytical stationary state and numerical results long after the quench are
compared in Fig. (4.6) and the agreement is remarkable. Note that in this case,
the development of the stationary state requires considerable longer times and
the numerical integration was carried out up to times as large as t = 250 τ in
order to obtain a stationary solution in the range |x| . 10Q−1.
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Figure 4.5: Density profile after the quench for kF = k0 =
π
4 Q. Initially the fluid
has a uniform density ρ0 = 0.25Q. Colors represent different times after the quench:
red, cyan, magenta, blue, black. Time lapse between curves is 50 m
~Q2
.
Figure 4.6: Blow-up of the results of Fig. (4.5) which shows the density profile long
after the quench. The analytical stationary solution (black line) is compared to the
numerical solution of the Schro¨dinger equation after a time t = 250 m
~Q2
(red curve).
The dashed line shows the value before the quench.
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The Mach ratio |v|/c long after the quench is shown in Fig. (4.7) and a super-
sonic transition is clearly visible. For this choice of parameters, at t = 0 the
fluid velocity coincides with the sound speed of the uniform gas.
Figure 4.7: Ratio between the absolute value of the fluid velocity and the local
sound speed long after the quench for the same parameters of Fig. (4.5). The dashed
line shows the ratio before the quench. The analytical stationary solution (black
line) is compared to the numerical solution of the Schro¨dinger equation after a time
t = 250 m
~Q2
(red curve).
4.2.2 The case of a repulsive barrier
Let us now turn our attention to a different form of the external potential,
namely a repulsive barrier6 of the form
V (x) =
V0
cosh(αx)2
(4.11)
where the parameter α governs the width and smoothness of the barrier, while
V0 is conveniently parametrized
7 as V0 =
~2Q2
2m
+ ~
2α2
8m
. From the exact solution
6Barrier potentials can be experimentally reproduced in the laboratory (see, e.g., [182]).
7Due to a misprint, the term ~
2α2
8m
in the definition of V0 was disregarded in [69].
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of the eigenvalue problem [183] we can write the properly normalized eigen-
functions as:
φk(x) =
Γ( 1
2
−i k+Q
α
)Γ( 1
2
−i k−Q
α
)√
2π Γ(1−i k
α
)Γ(−i k
α
)
[ζ(1− ζ)]−i k2α
F
(
1
2
− ik+Q
α
, 1
2
− ik−Q
α
; 1− i k
α
; ζ
)
, (4.12)
where ζ = 1−tanh(αx)
2
and Γ(a), F (a, b; c; ζ) are the usual Gamma and Hyper-
geometric functions, respectively [184]. The above expression, valid for k > 0,
represents a right-moving scattering solution with energy ǫk =
~2k2
2m
. The degen-
erate eigenfunction with k < 0 is obtained by replacing k → −k and x→ −x.
We can now proceed as previously discussed, thus by setting the free Fermi gas
in a Slater determinant of plane waves with momenta in the interval −kF−k0 <
k < kF − k0 (with 0 < k0 ≤ kF ). An analysis similar to the one carried out for
the step potential (namely, the evaluation of the limit t→ +∞) shows that, if
we switch on the barrier and we wait for equilibration, the system relaxes on a
state defined by a Slater determinant of the eigenstates (4.12) with momenta
belonging to the same interval. This set of eigenstates, therefore, describes the
asymptotic stationary state of the system long after the quench. The analytical
form of the asymptotic densities at x→ ±∞ are reported in Appendix C.
Figs. (4.8) and (4.9) show the comparison between the numerical integration of
the Schro¨dinger equation for long times and the asymptotic analytical expres-
sions for the density and the velocity profiles, respectively. The parameter α
has been chosen so to study the case of a sharp barrier α = Q. The same com-
parison for a smoothly varying potential with α = 0.1Q instead is presented
in Figs. (4.10) and (4.11).
As in the case of the step, we conclude that the stationary state predicted on the
basis of the eigenfunctions (4.12) is indeed reached at long times irrespective of
the value of the parameter α. An interesting peculiarity of the time evolution
in the case of the potential barrier can be readily noticed. In the step case
two density modulations originate from the defect (i.e. the waterfall placed
at x = 0) propagating in the upstream and downstream directions. Instead,
for a barrier, as the supersonic transition sets in, a further soliton-like wave
propagating downstream is clearly visible. The soliton velocity is indeed very
close to the theoretical expectation vsol ∼ c + |v| = π ~Qm . This observation
confirms the analysis, based on the Gross-Pitaevskii dynamics, carried out in
[185,186] where the effect was attributed to the peculiar form of the Bogoliubov
excitation spectrum in the supersonic case. Note also that the stationary-state
properties of the system are visibly different from those of the step potential,
as they barely change with α in the range we have examined (modulo a trivial
rescaling of the length unit), showing that in the case of a potential barrier the
“smooth limit” is easily achieved also for moderate values of α/Q.
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Figure 4.8: Density profile after the quench for kF = k0 =
π
2 Q and α = Q. Initially
the fluid has a uniform density ρ0 = 0.5Q. Colors refer to different times after the
quench: red, cyan, magenta, blue, black. The time lapse between curves is 10 m
~Q2
.
Figure 4.9: Mach number for the same parameter choice as Fig. (4.8). The dashed
line shows the ratio before the quench. The analytical stationary solution (black
line) is compared to the numerical solution of the Schro¨dinger equation after a time
t = 50 m
~Q2
(red curve).
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Figure 4.10: Density profile after the quench for kF = k0 =
π
2 Q and α = 0.1Q.
Initially the fluid has a uniform density ρ0 = 0.5Q. Colors refer to different times
after the quench: red, cyan, magenta, blue, black. The time lapse between curves is
25 m
~Q2
.
Figure 4.11: Mach number for the same parameter choice as Fig. (4.10). The dashed
line shows the ratio before the quench. The analytical stationary solution (black
line) is compared to the numerical solution of the Schro¨dinger equation after a time
t = 200 m
~Q2
(red curve).
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Remarkably, in the α→ 0 limit, several analytical expressions can be obtained
from the asymptotic behaviour of the Hypergeometric functions (see Appendix
D). The density profile of the stationary state is readily evaluated by inserting
the results (D.12), (D.13) into
ρ(x) =
∫ kF−k0
−kF−k0
dk |φk(x)|2 . (4.13)
It is convenient to define a dimensionless coordinate as
ξ = tanh(αx) , (4.14)
ξ2± = 1−
(
kF ± k0
Q
)2
. (4.15)
Then, the density profile acquires different analytical expressions in three
regimes:
• Q > kF + k0. Here all the fermions have kinetic energy lower than the
height of the barrier. Total reflection occurs and the stationary-state
density profile is
ρ(x) =
{
Q
π
√
ξ2 − ξ2− for ξ < −ξ−
Q
π
√
ξ2 − ξ2+ for ξ > ξ+
, (4.16)
while ρ(x) = 0 elsewhere. The mass flux in this regime vanishes because
particles cannot tunnel through the barrier.
• The most interesting regime is when kF−k0 < Q < kF+k0. Here quantum
tunnelling occurs and the constant mass flux is j = − ~
4π
[(kF + k0)
2 −Q2].
The density profile is now given by
ρ(x) = Θ(−ξ− − ξ)Q
π
√
ξ2 − ξ2− +
Q
2π
√
ξ2 − ξ2+ +
Q
2π
ξ , (4.17)
where the Heaviside function Θ(x) = 1 for x > 0 and vanishes for x < 0.
Note that the density profile is generally not monotonic. A sonic horizon
is always present in this regime.
• ForQ < kF−k0 the flow is fully subsonic in the stationary state. The mass
flux is j = − ~
π
kFk0 and the full density profile preserves the symmetry
of the potential
ρ(x) =
Q
2π
(√
ξ2 − ξ2− +
√
ξ2 − ξ2+
)
. (4.18)
A comparison between the exact solution and the asymptotic analytical results
for α → 0 is shown in Fig.(4.12) where the local Mach number v(x)
c(x)
= j
π~ρ(x)2
is displayed for α
Q
= 0.1 and different choices of the parameters (kF , k0).
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Figure 4.12: Ratio between the absolute value of the fluid velocity and the local sound
speed at stationarity for α = 0.1Q kF =
π
2 Q and k0 =
5π
10 Q (black curve), k0 =
4π
10 Q
(magenta), k0 =
3π
10 Q (blue), k0 =
2π
10 Q (red), k0 =
π
10 Q (cyan). The numerical
results are shown in solid curve and they are compared to the analytical expression
valid for α→ 0 (dashed lines). Note that all the cases obey the condition Q < kF+k0
while for the black curve kF − k0 = 0, for the magenta curve kF − k0 = 0.3Q, for
the blue curve kF − k0 = 0.6Q, for the red curve kF − k0 = 0.9Q and for the cyan
curve kF − k0 = 1.2Q.
The analytical expressions are able to capture the essential features of the
exact solution, showing that the Mach number develops a maximum in the
supersonic region while the flow downstream may even become subsonic again
(blue and red curves), in close analogy with the case of the step potential (see
Fig. (4.4)). After the peak the density profile (and therefore also the Mach
number) shows oscillations on a scale x ∼ α−1 which are washed out in the
α→ 0 limit. The oscillations disappear both in the fully subsonic regime (cyan
curve) and for k0 = kF , when the Mach number is always monotonic (black
curve). From the analytical expressions we can also evaluate the asymptotic
uniform density and velocity in the far upstream region x → +∞: while in
the subsonic case Q < kF − k0 the asymptotic density and velocity remain
unchanged during the quench (ρ+ =
kF
π
, v+ = −~k0m ), in the regime of interest
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kF − k0 < Q < kF + k0 they become
ρ+ =
kF + k0 +Q
2π
, (4.19)
v+ = − ~
2m
(kF + k0 −Q) . (4.20)
Therefore, a hypothetical observer in the far upstream region, unaware of the
presence of the potential barrier, would assign an effective value to the key
parameters (kF , k0) given by
keffF =
kF + k0 +Q
2
, (4.21)
keff0 =
kF + k0 −Q
2
, (4.22)
and, thus, an effective Fermi distribution limited by the two Fermi momenta
−keffF − keff0 = −kF − k0 ,
keffF − keff0 = Q . (4.23)
4.3 Analogue Hawking radiation
At this point, we are ready to investigate the occurrence of a thermal phonons
flux emerging from the sonic horizon in the stationary state of the model. This
will discriminate the presence of the analogue Hawking effect. Before doing so
though, there is one important aspect we need to discuss.
In the gravitational framework the quantized scalar field is defined on a pre-
assigned background metric while in analogue models the phonon field rep-
resents the excitations of the original quantum system (i.e., the HCB flow)
providing the analogue metric. Therefore, a faithful correspondence between
the gravitational and the analogue model requires that the quasi-particles of
the HCB system behave as an independent, free, quantum scalar field. This
crucial condition is verified only in the low energy limit, where the elemen-
tary excitations are known to behave as free quantum quasi-particles (this fact
is more clear if we recall the approach adopted by Bogoliubov to diagonalize
the Hamiltonian of the system, which we have described in Section 2.3. For
further discussion on this point see, for example, [187]). This requirement is
met provided that the potential is extremely smooth, i.e., α
Q
≪ 1; steep exter-
nal potential, in fact, will unavoidably excite high energy modes of the HCB
gas, introducing a finite lifetime of the elementary excitations and spoiling the
correspondence between the phonon gas and the free quantum field. From a
gravitational point of view, not respecting the low-energy limit would break the
analogy and the Lorentz invariance, introducing non-physical rainbow metrics
in the system, as thoroughly discussed in Section 2.6.
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Now, let us consider the energy density of a one-dimensional uniform Bose
fluid. The presence of a thermal phonon branch is known to exhibit an additive
contribution of the form
Eph(T ) =
∫ ∞
0
dk
2π
~ck
eβ~ck − 1 =
π
12
(kBT )
2
~c
, (4.24)
where the usual phonon dispersion relation ω = c k has been used. Switching
to the representation of the HCB in terms of spinless fermions, the same fluid
can be described in terms of an effective Fermi-Dirac distribution
fFD(k) =
1
1 + eβ(ǫk−µ)
, (4.25)
leading to a thermal contribution to the energy density,
E(T ) =
∫ ∞
−∞
dk
2π
fFD(k) ǫk (4.26)
= E(0) +
π
6
m
~2kF
(kBT )
2 +O(T 4) .
In Eq. (4.26) the first term is the ground state energy of the Fermi gas, while the
second term equals the thermal energy density of the two phonon branches (one
for each Fermi point), as can be easily checked recalling that the sound velocity
in a one-dimensional Fermi gas (or a HCB fluid) coincides with the Fermi
velocity, c = vF =
~kF
m
. This simple observation shows that, in one dimension,
there is a one-to-one correspondence between the quantitative description of
the one-dimensional HCB system in terms of a phonon gas and that of a fluid
of fermionic particles, if only low energy excitations are present.
Moreover, if phonons originate from the sonic horizon and we study the flow
in the far upstream region x → +∞, only quasi-particles with positive wave
vectors k > 0 will appear while left moving particles (i.e. with k < 0) would
be unaffected by the Hawking mechanism and remain at zero temperature.
Therefore, we are led to a very specific expectation for the effective momen-
tum distribution of the fermions in the region x → +∞ if analogue Hawking
emission occurs: all local physical observables, in fact, should appear as if the
Fermi gas was characterized by a momentum distribution of the form (4.25)
with β = (kBTH)
−1 for k > 0 and β =∞ for k < 0.
Finally, another signature of the particle emission at the horizon due to the
Hawking process is related to the existence of quantum correlations between
the upstream and the downstream regions, as discussed in Section 2.7. Physi-
cally, these correlations originate from the creation of entangled phonon pairs
at the horizon propagating in opposite directions. In our microscopic model, we
can check also this prediction, by evaluating the density-density correlations
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in the stationary state:
h(x, x′) =
〈ρ̂(x, t)ρ̂(x′, t)〉
ρ(x, t)ρ(x′, t)
− 1 (4.27)
= −
∣∣∣∫ kF−k0−kF−k0 dk ψ∗k(x, t)ψk(x′, t)∣∣∣2
ρ(x)ρ(x′)
,
where the local density ρ(x) = 〈ρ̂(x, t)〉 = 〈ψ̂†(x, t)ψ̂(x, t)〉 is defined in Eq.
(4.9). We now turn to the evaluation of these properties for the representative
choices of potentials previously introduced.
4.3.1 The case of a step potential
Let us start from the case of a step potential. As already mentioned, in the
far upstream region x → +∞ the asymptotic wave function ψk(x, t) (4.8)
simplifies and it becomes the superposition of an incident and a reflected plane
wave regardless of the form of the potential. In the specific, the exact expression
for a step potential is
ψk(x, t)→

1√
2π
2k
k+
√
k2−Q2
eix
√
k2−Q2 e−i
~k2
2m
t for k > Q
1√
2π
[
eikx −
(√
1 + k
2
Q2
+ k
Q
)2
e−ikx
]
e−i
~(k2+Q2)
2m
t for k < 0
,
(4.28)
while for 0 < k ≤ Q the wave function is exponentially small at x → +∞.
When the quantum average of a physical quantity is evaluated starting from
this expression, the asymptotic result at large x can be formally written ac-
cording to Eqs. (2.82), (2.83). Disregarding the interference term between the
two counter-propagating waves whose contribution vanishes for x→ +∞, the
asymptotic form coincides with that of a uniform free Fermi gas characterized
by an effective momentum distribution f(k) given by:
f(k) =
 1 for − kF − k0 < k < K(p−k
Q
)4
for K < k < kF + k0
, (4.29)
where we have defined p =
√
k2 +Q2, K =
√
(kF − k0)2 −Q2 for kF −k0 > Q
and K = 0 elsewhere. This momentum distribution displays a tail at positive
wave vectors, denoting the presence of quasi-particles (phonons) travelling up-
stream in the stationary state. The analytic form of the tail coincides with the
reflection coefficient of the external potential V (x). According to this expres-
sion, for kF − k0 > Q the flow is purely subsonic, K > 0 and the momentum
distribution preserves the sharp discontinuity at k = K. Conversely, when a
supersonic transition is present, K = 0 and the two branches of f(k) join
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smoothly at k = 0. Although the qualitative behaviour of the system conforms
to the expectations based on the gravitational analogy, the quantitative details
do not: a phonon flux is still present even in the absence of a sonic horizon
and, most importantly, the “Hawking-like” radiation is never thermal, because
the effective distribution differs from the Fermi-Dirac form (4.25). This result
denotes a failure of the gravitational analogy, which, being based on semiclas-
sical arguments, is not expected to faithfully represent the actual behaviour of
the model when a rapidly varying external potential, like a step, is switched
on.
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Figure 4.13: Colour density plot of the correlation function (4.27) for a step potential
with kF =
3π
5 Q and k0 =
π
5 Q. The absolute value of the fluid and sound velocities
(black and red curves, respectively) are also reported in arbitrary units, to illustrate
the absence of a sonic horizon.
This analysis can be generalized for the case of a smooth step of the form
V (x) = V0
2
[1 + tanhαx] where the parameter α controls the sharpness of the
potential and the discontinuous step is recovered for α → ∞. By defining
V0 =
~2Q2
2m
and calculating the reflection coefficient for this case [183], the
effective momentum distribution turns out to be
f(k) =

1 for − kF − k0 < k < K[
sinh( pi2α (p−k))
sinh( pi2α (p+k))
]2
for K < k < kF + k0
(4.30)
where p and K have been previously defined. We see that the general features
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of this effective momentum distribution remain unchanged when for a smooth
step, even in the limit α→ 0, when the phonon tail reduces to e− 2pikα .
Thus, in the case of an external potential with a step form (sharp or smooth)
we have emission of phonons in the far upstream region x → +∞ from the
horizon but the spectrum is never thermal. Furthermore, the emission persists
even if a supersonic transition is absent.
The density correlations of the stationary state (4.27) can be easily computed
starting from the asymptotic form of the wave functions (4.8). It is interesting
to compare the results in the fully subsonic regime (kF −k0 > Q) and the ones
in the supersonic regime (0 < kF − k0 < Q). In Figs. (4.13) and (4.14) the
results are shown for the case of a sharp step for two representative choices of
the parameters.
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Figure 4.14: Colour density plot of the correlation function (4.27) for a step potential
with kF = k0 =
π
5 Q. The absolute value of the fluid and sound velocities (black and
red curves, respectively) are also reported in arbitrary units, to indicate the position
of the sonic horizon.
The presence of weak, but clearly-visible, correlations across the sonic horizon
in Fig. (4.14) confirms the commonly accepted picture: phonon pairs created
at the horizon and propagating upstream and downstream give rise to density
correlations between the inner and the outer regions. What is more interesting,
though, is that this pattern appears only for a supersonic transition (in contrast
to the quasi-particle emission which is always present) but it emerges even
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though the radiation emitted is not thermal.
4.3.2 The case of a repulsive barrier
For the repulsive barrier (4.11) the asymptotic wave function ψk in the up-
stream region x→ +∞ takes the form
ψk(x) =
{
1√
2π
Tk e
ikx for k > 0
1√
2π
[
eikx +Rk e
−ikx] for k < 0 , (4.31)
where we have omitted an overall time dependent phase factor. Furthermore
Tk =
Γ(1
2
− i |k|+Q
α
)Γ(1
2
− i |k|−Q
α
)
Γ(1− i |k|
α
)Γ(−i |k|
α
)
, (4.32)
Rk =
Γ(i |k|
α
)Γ(1
2
− i |k|+Q
α
)Γ(1
2
− i |k|−Q
α
)
Γ(−i |k|
α
)Γ(1
2
− iQ
α
)Γ(1
2
+ iQ
α
)
, (4.33)
are the transmission and reflection amplitudes. As before, we can consider
this asymptotic form as an equivalent Fermi gas with effective momentum
distribution f(k) given by
f(k) =
{
1 for − kF − k0 < k < kF − k0
|Rk|2 for kF − k0 < k < kF + k0
, (4.34)
with
|Rk|2 = 1 + cosh(2πQ/α)
cosh(2πQ/α) + cosh(2πk/α)
. (4.35)
Notice that f(k) is continuous in k = kF − k0 only for kF = k0. For a generic
value of α
Q
, the effective momentum distribution (4.34) differs from the ex-
pected Fermi-Dirac form (4.25), which is a sign of the coupling between the
quasi-particles (phonons) and the underlying metric (flowing Bose gas). Only
for α
Q
→ 0, i.e. for very smooth barriers, phonons are excited at extremely
low energies and quasi-particles behave as a free scalar field. In this limit, the
effective momentum distribution acquires the suggestive form
f(k) ≃ 1
1 + e
2pi
α
(k−Q) (4.36)
for kF − k0 < k < kF + k0, while f(k) = 1 for −kF − k0 < k < kF − k0.
This distribution describes a Fermi gas with a sharp jump at the left Fermi
point −kF − k0, while a tail appears for k > kF − k0 > 0, indicating the
presence of excited phonons in the HCB fluid. This, together with the case of
a step, is shown in Fig. (4.15). We first note that both in the fully subsonic
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(kF − k0 > Q) and in the fully supersonic regime (Q > kF + k0) the effective
Fermi point k = Q lies outside the interval where Eq. (4.36) holds. Then, for
α → 0, f(k) either vanishes (for kF − k0 > Q) or is identically equal to one
(for Q > kF + k0). In both cases the effective distribution for α→ 0 coincides
with the standard zero temperature result and no phonon flux is present in
the HCB fluid at x → ∞. Instead, in the interesting regime where the sonic
horizon forms (kF − k0 < Q < kF + k0) we can quantitatively match the result
(4.36) with the expected Fermi-Dirac distribution (4.25) at finite temperature.
Indeed, let us start from Eq. (4.23) and linearise the energy spectrum near the
effective Fermi point k = Q, corresponding to the chemical potential µ = ǫQ,
giving the quasi-particle dispersion at low energy:
ǫk − µ ≃ ~vqp (k −Q), (4.37)
with quasi-particle velocity vqp = ~Q/m. Inserting such a form into the Fermi
distribution (4.25) we obtain the expression Eq. (4.36) if the effective temper-
ature TH is given by
kBTH = α
~
2Q
2πm
. (4.38)
Therefore, as previously discussed, an observer at x → +∞ will detect a
phonon field at the temperature TH on top of the flowing HCB fluid, given
that a sonic horizon is present and if the height of the barrier is smaller than
the largest kinetic energy of the fluid particles. Furthermore, since the gravi-
tational analogy subsists, we can test the agreement with Hawking results by
comparing the temperature (4.38) with the one which would be obtained by
means of the gravitational analogy, i.e.
kBTH =
~
2π
d(v − cs)
dx
∣∣∣∣∣
x=xh
. (4.39)
By use of the asymptotic expression for α
Q
→ 0, it is easy to check that the sonic
horizon is located exactly at the top of the barrier (x = 0), where the analogue
surface gravity κ = d(c−v)
dx
can be evaluated as α~Q
m
, leading, via Eq. (4.39) to
exactly Eq. (4.38), in full agreement with the analogue gravity picture. This
also shows that κ → 0 in the asymptotic limit, implying that the relevant
parameter κ/ωmax, defying the domain of validity of the gravitational analogy,
vanishes as α
Q
→ 0, satisfying the criterion established in [145]. In fact, we will
show that the full excitation spectrum, including the characteristic frequency
ωmax, remains finite in this limit.
We can also evaluate the density correlations (4.27) on the basis of the analyti-
cal form of the scattering states (4.12). A representative result is shown in Fig.
(4.16) for α = 0.1Q and kF = k0 =
π
5
Q. The fluid velocity in the stationary
state is also reported (black line) together with the local sound velocity (red
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Figure 4.15: Image taken from [69]. Black line: effective Fermi distribution for a
barrier defined by αQ = 0.1 with parameters allowing for the presence of a sonic
horizon (kF = 0.9Q and k0 = 0.7Q). For comparison, the effective Fermi distribution
for the case of a waterfall potential with the same parameters is also shown (blue
line). In the insets a zoom of the two curves in the relevant ranges is reported. We
see that an escaping flux of phonons is always present in the far upstream region
x → +∞ although is never thermal in the case of a waterfall potential, while a
temperature can be assigned in the case of a barrier potential, but only if a sonic
horizon is present. Moreover, the temperature detected is exactly the one predicted
by the Hawking effect.
line). In the bottom-right corner a blow-up of the off diagonal correlations is
displayed in order to appreciate the presence of the weak signal related to the
emergence of the Hawking radiation.
An analytical understanding of the density correlations is possible in the asymp-
totic region (x, x′) → ±∞ in the limit α → 0. Specializing to the interesting
range of parameters kF − k0 < Q < kF + k0 where the horizon is present and
taking advantage of the explicit expressions of the transmission and reflection
coefficients (4.32), (4.33), the asymptotic correlations can be written in terms
of k± = kF ± k0 as
• x → +∞, x′ → +∞. Here the fluid is subsonic and the correlations
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Figure 4.16: Colour density plot of the correlation function (4.27) for a repulsive
barrier with α = 0.1Q and kF = k0 =
π
5 Q. The absolute value of the fluid (black)
and sound (red) velocities are also reported (in arbitrary units) to indicate the
position of the sonic horizon. In the bottom-right corner of the figure a blow-up (by
a factor 50) of the off-diagonal correlations is shown.
become translationally invariant asymptotically. Setting s = x − x′ we
obtain, to leading order in α,
h+(s) = −
[
sin k
++Q
2
s
(k++Q) s
2
]2
. (4.40)
• x→ −∞, x′ → −∞. In the downstream region density correlations show
a more complex structure as a function of s = x− x′
h−(s) = −
∣∣∣∣∣∣sin k
−s+ ei
k++Q
2
s sin k
+−Q
2
s
(k++2k−−Q) s
2
∣∣∣∣∣∣
2
. (4.41)
• x→ ±∞, x′ → ∓∞. To leading order in α, the off-diagonal correlations
identically vanish far from the horizon. However, a non trivial result ap-
pears to second order, proving that density correlations between specular
points in the sub- and supersonic regions persist even at large distances
4.4 Semiclassical analysis 149
from the barrier. Setting u = x+ x′, the asymptotic form of the correla-
tion function is
h±(u) = −
α2
[
cosh αu
2
]−2
4 (k+ +Q) (k+ + 2k− −Q) . (4.42)
Remarkably, this exact result for the Tonks-Girardeau gas reproduces
the semiclassical prediction of Ref. [150] obtained in a mean field model
where the effective coupling g of the Gross-Pitaevskii equation acquires
different values in the upstream and downstream regions.
Thus, in conclusion, a flux of quasi-particles is always present in the far up-
stream region, regardless of the form of the external potential. Nevertheless,
phonons acquire a thermal character with a temperature in agreement with
the Hawking emission only if the external potential is a barrier and if a sonic
horizon is present. A waterfall potential, in fact, is never a suitable choice for
the emission of the analogue Hawking radiation. Finally, the density correla-
tion pattern appears both in the case of a step potential that in the case of a
barrier potential.
We will now retrace the derivation of the analogue Hawking effect in this model
following the semiclassical prescription, in order to give a complete character-
ization of the phenomenon and highlight the limit of validity of this approxi-
mation.
4.4 Semiclassical analysis
A semiclassical description of the Tonks-Girardeau gas can be obtained consid-
ering a Bose fluid in second quantization formalism, described by the Hamil-
tonian
Ĥ =
∫
dx
{
ψ̂†(x)
(
− ~
2
2m
d2
dx2
)
ψ̂(x) +W
}
, (4.43)
where W = Wc +We is the sum of a contact term
Wc =
g
ν
(
ψ̂†(x)
)ν (
ψ̂(x)
)ν
(4.44)
and the linear interaction with an external potential
We = (V (x)− µ)ψ̂†(x)ψ̂(x) . (4.45)
For future reference, we consider a generic ν-body interaction so that the usual
pair potential corresponds to the choice ν = 2. The bosonic field operator ψ̂(x)
satisfies the canonical commutation relations
[ψ̂(x), ψ̂†(x′)] = δ(x− x′) . (4.46)
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As already done several times, we can decompose the field operator as a sum
of a background configuration, described by a complex function ψ(x), and a
quantum perturbation so that
ψ̂(x) = ψ(x) + δψ̂(x) , (4.47)
provided that δψ̂(x) satisfies the relations (4.46). Inserting in the Hamiltonian
and keeping terms up to order two in the perturbation, we get Ĥ = E+Ĥ1+Ĥ2,
with
Ĥ1 =
∫
dx δψ̂†h1 ψ + h.c. (4.48)
Ĥ2 =
∫
dx
{
δψ̂†h2δψ̂ +
g
2
(ν − 1)|ψ|2ν−4
(
ψ2δψ̂2 + h.c.
)}
, (4.49)
where E is the reference “classical” energy and
h1(x) = − ~
2
2m
d2
dx2
+ g|ψ(x)|2ν−2 + V (x)− µ , (4.50)
h2(x) = − ~
2
2m
d2
dx2
+ gν|ψ(x)|2ν−2 + V (x)− µ , (4.51)
are the first quantization effective Hamiltonians. The stationary background
configuration ψ(x) is chosen so that the first order contribution Ĥ1 identically
vanishes:
h1(x)ψ(x) = 0 . (4.52)
This non-linear differential equation defines the stationary solution in the
semiclassical approximation and corresponds, for ν = 2, to the known Gross-
Pitaevskii equation for the condensate wave function. While the obvious choice
ν = 2 corresponds to the physical many body Hamiltonian (2.79), it has been
shown [188] that the semiclassical approximation reproduces the exact spec-
trum of the strongly interacting Tonks-Girardeau gas in one dimension for the
alternate choice:
ν = 3 and g =
~
2π2
2m
. (4.53)
These are the values we will consider from now on.
Note that this change in the dynamical equations does not affect the validity of
the gravitational analogy. It is possible, in fact, to demonstrate the existence of
an effective acoustic metric also starting from this generalized Gross-Pitaevskii
equation. The procedure is exactly the one depicted in Section 2.6 and the
equations are same except for some small modifications8 which change the
overall conformal factor but do no affect the form of the acoustic metric.
8In the specific, the term g n̂1 in Eq. (2.86) now becomes 2gn n̂1; nevertheless, with the
new definition of g and c for this case, the metric acquires the usual form.
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4.4.1 The stationary configuration
We will now assume an external smooth potential of the form
V (x) = U(αx) (4.54)
in the limit α → 0. It is convenient to introduce the dimensionless variable
z = αx. In order to solve the generalized Gross-Pitaevskii equation (4.52) with
ν and g just introduced, we make the Ansatz
ψ(x) = A(z)eiφ(z)/α . (4.55)
Inserting this form in Eq. (4.52), at first order in α we get the equation
2A′(z)φ′(z) + A(z)φ′′(z) = 0 , (4.56)
where a prime indicate derivative w.r.t. z. This is the mass conservation, which
for a stationary flow in one dimension leads to the constancy of the mass current
j = ~A2(z)φ′(z) . (4.57)
Solving for φ′(z) and substituting in the zeroth order equation obtained from
(4.52) and (4.55), we get
A4(z) =
µ− U(z)±
√
(µ− U(z))2 − σ2
2g
, (4.58)
with
σ =
π~j
m
. (4.59)
The chemical potential must therefore satisfy the constraint
µ > U(z) + |σ| ∀z , (4.60)
which allows for two solutions for each compatible choice of µ and j. Recalling
that the local velocity v(z) and the sound velocity c(z) for a Tonks gas are
v(z) =
j
mρ(z)
, c(z) =
π~ρ(z)
m
, (4.61)
with equilibrium density ρ(z) = A2(z), we get for the Mach number β = v/c
β(z) =
σ
µ− U(z)±√(µ− U(z))2 − σ2 . (4.62)
The upper and lower signs correspond to a subsonic and a supersonic velocity
profile respectively and no transition (horizon) appears in general, for any
potential. The only wave function describing a sonic transition is obtained by
matching the two solutions at a point z0 where µ = U(z0) + |σ|. In order to
join the solutions keeping β(z) real, z0 must be a maximum for the potential:
U(z0) = Umax. We can now compare the resulting stationary state of the
semiclassical solution with the exact one in the two cases described in the
previous Section.
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Step potential
Let us consider first a smooth step potential of the form
U(z) =
V0
2
[1 + tanh z] , U0 =
~
2Q2
2m
(4.63)
in the limit α → 0. In this case there are no local maxima and, then, it
is impossible to match the two branches, so we are left with either a fully
supersonic or a fully subsonic regime.
When Q > kF −k0, in the exact solution the Mach number approaches 1 when
x→ +∞. Therefore, from (4.62) we have to set µ = U0+σ. Parametrizing the
mass flux in terms of kF and k0 as j = − ~4π (kF+k0)2, we obtain the asymptotic
values of the density profile at z → ±∞:
ρ+ =
kF + k0
2π
, , (4.64)
ρ− =
√
(kF + k0)2 +Q2 ±Q
2π
, (4.65)
where ± in the second formula correspond to the upper or the lower sign in
(4.58). The semiclassical solution reproduces correctly the exact asymptotic
density at +∞, while at −∞ it gives the correct profile only for kF = k0
(choosing the lower sign) or kF = k0 +Q (choosing the upper sign).
If Q < kF − k0 the exact solution is subsonic and we have to choose the upper
sign in (4.58) while µ can always be chosen so that the semiclassical solution
fully reproduces the exact density profile.
Repulsive barrier
Consider a barrier displaying a unique maximum in z0:
Umax = U(z0) =
~
2Q2
2m
, (4.66)
and choose µ = ~
2Q2
2m
+ |σ|. We can then take the lower sign for z < z0 and
the upper sign for z > z0 to get a solution that passes from a supersonic
regime on the left of z0 to a subsonic regime on the right. We can compare
this solution with the exact expressions for the potential (4.11) previously
discussed. The exact solution shows that a subsonic/supersonic transition is
present for kF − k0 < Q < kF + k0. Choosing Q in this range, we parametrize
the mass current in terms of kF and k0 as j =
~
4π
[(kF + k0)
2 − Q2]. The
density profile in semiclassical approximation ρ(x) = A(z)2 is monotonic and
its asymptotic values at z → ±∞ are
ρ± =
√
|j|
π~
 µ
|σ| ±
√(
µ
σ
)2 − 1
 12 , (4.67)
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which for the given values of µ and j give
ρ± =
k0 + kF ±Q
2π
. (4.68)
For a barrier of the form (4.11), ρ+ coincides with the exact value, while ρ− is
correct only for kF = k0, when the exact density profile is monotonic. Notice
that in this particular case not only the asymptotic values but also also the
full density profile coincides with the exact one displaying a sonic horizon at
z = 0. For future reference we note that the slope of the relative velocity at
the horizon κ = d
dz
(c(z) + v(z))|z=0 is κ = ~Qm . It is interesting to consider also
the fully subsonic case Q < kF − k0, where no matching procedure is required.
Correspondingly, we choose the upper sign in (4.58) and set |j| = ~kF k0
π
. Now
µ is unconstrained and if we parametrize µ as µ = ~
2
2m
(k2F + k
2
0), we get that
the exact density profile is reproduced by the semiclassical solution for any
k0 < kF .
Remarkably, in the fully subsonic case, for both the barrier and the step po-
tential, the exact density profile in the α → 0 limit is always reproduced by
the semiclassical one. Instead, if a horizon is present, the semiclassical approx-
imation is correct only for strictly monotonic velocity profiles, i.e. for a very
specific (fine tuned) choice of the initial velocity.
Finally, it is worth to mention that we have just looked for the stationary
solutions of the semiclassical equations but we have not checked whether the
semiclassical dynamics does indeed drive the system towards such a solution.
In the Heisenberg formalism the field operator ψ̂(x, t) evolves in time according
to
i~
∂ψ̂(x, t)
∂t
= −[Ĥ, ψ̂(x, t)] , (4.69)
which, after separating the background configuration from the quantum fluc-
tuations, gives
i~
∂ψ(x, t)
∂t
= h1(x, t)ψ(x, t) , (4.70)
i~
∂δψ̂(x, t)
∂t
= −[Ĥ2, δψ̂(x, t)] , (4.71)
where h1(x, t) and Ĥ2(t) are formally given by Eqs. (4.49) and (4.51) evaluated
in terms of the evolving condensate wave function ψ(x, t). Assuming a uniform
condensate ψ(x) =
√
kF
π
e−ik0x as initial condition, in the α → 0 limit we can
look for a solution of the form
ψ(x, t) =
√
ρ(z, t) e
i
α
φ(z,τ) , (4.72)
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expressed in terms of the dimensionless variables
z = αx , τ =
~Q
m
αt . (4.73)
The equation of motion for the background field in presence of the barrier
(4.11) now becomes
Q
∂ρ
∂τ
= − ∂
∂z
[ρφ′] , (4.74)
Q
∂φ′
∂τ
= −1
2
∂
∂z
[
φ′2 + π2ρ2 +
Q2
cosh2 z
]
. (4.75)
Figure 4.17: Evolution of the density profile for the choice of initial conditions
kF =
π
2 Q, k0 =
π
15 Q obtained by numerical integration of Eqs. (4.74) and (4.75).
The density profile converges to the analytical fully subsonic stationary solution
(black line). Colours refer to different times: τ = 0, 1, 5, 10, cyan, red, blue, ma-
genta respectively. A localized oscillation is present at τ = 5. The curve at τ = 10
(magenta) is indistinguishable from the stationary solution (black line) in the range
shown in figure.
These equations have been numerically solved verifying the approach to the
stationary configuration as shown in Figs. (4.17) and (4.18) in the subsonic and
supersonic case respectively. The semiclassical dynamics shown in Fig. (4.18)
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Figure 4.18: Same as Fig. 4.17 for the initial conditions kF = k0 =
π
2 Q. The density
profile converges to the analytical fully subsonic stationary solution (black line).
Colours refer to different times: τ = 0, 1, 10, 20, cyan, red, blue, magenta respectively.
Two shocks (here at τ = 10) develop after the quench and travel towards infinity.
The curve at τ = 20 (magenta) is indistinguishable from the stationary solution
(black line) in the range shown in figure.
can be compared with the exact one (for a barrier of width α = 0.1Q) of Fig.
(4.10). While in the exact dynamics the density profile is always smooth, in
the semiclassical approximation (appropriate for α→ 0) two shocks travelling
in opposite directions are clearly visible. In both cases, long after the quench,
the solution approaches the analytical stationary state profile. Note that in
the semiclassical dynamics the time scale for obtaining a stationary state in a
given region of space is roughly a factor two smaller than in the exact solution.
4.4.2 The excitation spectrum
According to the semiclassical approach, phonons are expected to be described
by the quantum perturbation around the stationary background configuration,
governed by the Hamiltonian Ĥ2. The strategy is therefore to diagonalize Ĥ2
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via a Bogoliubov transformation
δψ̂(x) =
∫
dλ
{
Dλ(x)âλ + E
∗
λ(x)â
†
λ
}
, (4.76)
where the annihilation and creation operators âλ, â
†
λ satisfy the usual commu-
tation relations
[âλ, â
†
µ] = δ(λ− µ) , (4.77)
whereas the transformation coefficients must be normalized as∫
dλ {Dλ(x)D∗λ(x′)− E∗λ(x)Eλ(x′)} = δ(x− x′) ,∫
dλ {Dλ(x)E∗λ(x′)− E∗λ(x)Dλ(x′)} = 0 . (4.78)
The procedure is exactly the one discussed in Section 2.4 but we have now
chosen a different notation, so to retrace the one used in the analogue gravity
literature. By imposing the diagonalization of Ĥ2 in the form
Ĥ2 = ǫ+
∫
dλ ~ωλ â
†
λâλ , (4.79)
where ǫ is the fluctuation energy, we are led to the eigenfunction equations
h2(x)Dλ(x) + 2g|ψ(x)|2ψ(x)2Eλ(x) = ~ωλDλ(x) ,
h2(x)Eλ(x) + 2g|ψ(x)|2ψ(x)∗2Dλ(x) = −~ωλEλ(x) . (4.80)
Of course, after solving for Dλ, Eλ, and ωλ, one must impose the normalization
conditions (4.78). Notice that if (ω,D,E) is a solution satisfying the normal-
ization condition, then (−ω,E∗, D∗) is another formal solution of the same
equations, but with negative frequency and negative norm. Moreover, a stable
equilibrium solution of (4.52) must allow only for positive eigenfrequencies, as
discussed in Section 2.4.
The fluctuation energy is expressed in terms of the solution of the eigenvalue
problem as:
ǫ = −
∫
dλ ~ωλ
∫
dx|Eλ(x)|2 . (4.81)
We can now apply this general procedure to two physically relevant cases: the
homogeneous state before the quench and the stationary state solution long
after the quench.
Before the quench, in the absence of any external potential, the background
configuration is
ψ(x) =
√
kF
π
e−ik0x , (4.82)
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corresponding to a uniform density ρ = kF
π
flowing with negative velocity
v = − ~
m
k0. Substituting this wave function in the eigenvalue equations, an
exact solution for the coefficients Dp(x) and Ep(x) is given by plane waves.
Correspondingly the fluctuation operator is
δψ̂(x) =
∫ ∞
−∞
dp
Np
[
eipxâp + Γpe
−ipxâ†p
]
e−ik0x , (4.83)
Np =
√
2π(1− Γ2p) , (4.84)
Γp =
√
ξ2p2 +
ξ4p4
4
− ξ
2p2
2
− 1 . (4.85)
with healing length ξ = k−1F . The dispersion relation for the excitation spec-
trum is
(ωp − vp)2 = c2
(
p2 +
ξ2
4
p4
)
, (4.86)
where c = ~
m
kF . This form coincides with the known Bogoliubov phonon spec-
trum in a moving fluid ω(p) already introduced in Section 2.6.
After the quench, the background solution evolves and at later times is de-
fined by the non-homogeneous asymptotic stationary solution of the general-
ized Gross-Pitaevskii equation (4.55), (4.57), (4.58). In this state phonons are
defined as the normal modes of the fluctuation operator on top of the new
background solution. The analysis can be carried out along the same lines fol-
lowed in the uniform case. In order to solve the eigenfunction equations we
make the Ansatz
D(x) = D0(z)ei(φ(z)+χ(z))/α, (4.87)
E(x) = E0(z)e−i(φ(z)−χ(z))/α, (4.88)
where we omitted the label λ, and we set, as usual, z = αx. Inserting this form
in the linear system (4.80), we obtain an algebraic equation for the spatial
derivative of the phase χ′(z):
(ω − vχ′)2 = c
(
χ′2 +
ξ2
4
χ′4
)
, (4.89)
where
v(z) =
j
mρ(z)
, c(z) = π
~ρ(z)
m
, ξ(z) =
~
mc(z)
(4.90)
are the velocity profile, the sound velocity and the local healing length respec-
tively. The solution of the secular equation (4.89) gives two branches
ω± = vχ′ ± c
√
χ′2 +
ξ2
4
χ′4 , (4.91)
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where we omitted the explicit z dependence at right hand side. The corre-
sponding eigenmodes (D0λ(z), E
0
λ(z)) are, at fixed ωλ,
E0λ(z) = Γλ(z)D
0
λ(z) , (4.92)
Γλ =
ξ
c
(
ωλ − ξcχ
′2
λ
2
− vχ′λ −
c
ξ
)
, (4.93)
where the label λ uniquely identifies each solution of the eigenvalue problem
and D0λ, as determined by the normalization condition (4.78), is
D0λ(z) =
∣∣∣∣ 12π ∂χ′λ(z)∂λ
∣∣∣∣ 12 [1− Γλ(z)2]− 12 . (4.94)
The normalisation condition leads to the condition Γ2λ(z) < 1, which, due to
Eq. (4.93), forces the choice of the upper sign in Eq. (4.91). At fixed ω > 0,
the analysis of the algebraic equation (4.91) for χ′ shows that two solutions
are always present both in the subsonic and in the supersonic case. However,
in the latter case there are two solutions also for any ω > −ωmax(z), where
ωmax(z) =
c
8ξ
[
3β −
√
β2 + 8
] [
β + 4 +
√
β2 + 8
] 1
2
[
β − 4 +
√
β2 + 8
] 1
2
,
(4.95)
and β(z) =
∣∣∣v(z)c(z) ∣∣∣ is the local Mach number. As previously discussed, in the
presence of a sonic horizon β(z) is monotonic. For negative frequencies ω < 0
the mode amplitude diverges at z∗ > 0 such that ω = −ωmax(z∗) and vanishes
for z > z∗. This discontinuous behaviour is likely to be an artefact of the α→ 0
limit: we expect that for small but non vanishing α the divergence disappears
and the mode decays exponentially for z > z∗.
The analysis of the Bogoliubov spectrum then shows that the fluctuation oper-
ator, long after the quench, is explicitly given in terms of the phonon creation
and annihilation operators by
δψ̂(x) =
∫
dλ
Nλ(z)
[
b̂λ + Γλ(z) b̂
†
λ
]
, (4.96)
Nλ(z) =
√
2π (1− Γλ(z)2) , (4.97)
(4.98)
Where Γλ(z) is defined in Eq. (4.93) and b̂λ and b̂
†
λ are related to the modes
âλ, â
†
λ before the quench by the non-trivial time evolution of the system after
switching on the external barrier.
4.4.3 Analogue Hawking radiation
To relate the phonon operator before and long after the quench we have to
consider the evolution from the initial uniform flow, at negative times, to the
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final stationary state long after the sudden switching on of the smooth barrier
(4.11). In the Heisenberg picture the state |Φ〉 does not evolve and remains
the vacuum state of the Bogoliubov modes âp. The fluctuation operator at any
time t can be expressed as a linear combination of the bare modes with time
dependent coefficients:
δψ̂(x, t) =
∫
dp
{
Dp(x, t) âp + E
∗
p(x, t) â
†
p
}
. (4.99)
Substituting this expansion into the equation of motion (4.71) we get the equa-
tions for the coefficients
i~
∂Dp
∂t
= h2Dp + 2g|ψ|2ψ2Ep , (4.100)
−i~∂Ep
∂t
= h2Ep + 2g|ψ|2ψ∗2Dp . (4.101)
with initial condition at t = 0 given by (4.83). Looking for a solution that
remains regular in the limit α→ 0, we are led to the Ansatz
D(x, t) = D0(z, τ) ei(φ(z,τ)+χ(z,τ))/α , (4.102)
E(x, t) = E0(z, τ) e−i(φ(z,τ)−χ(z,τ))/α , (4.103)
which indeed satisfies the evolution equations (4.101) provided that the local
momentum χ′p(z, τ) satisfies
−~Q
m
∂χ′p
∂τ
=
∂
∂z
(
vχ′p + c
√
χ′2p +
ξ2
4
χ′4p
)
, (4.104)
where
v(z, τ) =
~
m
φ′(z, τ) , (4.105)
c(z, τ) = π
~
m
ρ(z, τ) , (4.106)
ξ(z, τ) =
~
mc(z, τ)
, (4.107)
are the time dependent velocity, sound velocity and healing length of the evolv-
ing background configuration. ρ(z, τ) and φ′(z, τ) are solutions of the equations
(4.74) and (4.75), while the initial condition at the quench τ = 0 is χ′p(z, 0) = p.
For a parameter choice corresponding to a fully subsonic stationary state con-
figuration (Q < kF+k0) the numerical study of these evolution equations shows
that Eq. (4.104) has a smooth, regular solution for both positive and negative
quasi-particle momenta p approaching, at long times, the expected positive
norm solution (4.91) with the same frequency ωp (4.86). Two representative
examples are shown in Fig. (4.19).
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Figure 4.19: Time evolution of the local wave vector after the quench for kF =
π
2 Q
and k0 =
π
15 Q according to Eq. (4.104). The upper set of curves correspond to the
mode labelled by p = 0.1Q at the quench. The lower set refers to p = −0.1Q. Times
are in unit of m
~Qα : τ = 0 (cyan), τ = 1 (red), τ = 2 (blue) and τ = 6 (magenta).
The last line is not visible on the plot because, in the region displayed in the figure,
it coincides with the normal mode of the stationary solution (4.91) corresponding to
the same frequency ωp, shown in black.
In this case we conclude that b̂λ = âp, with ωλ = ωp, so the bare operators
coincide with the proper normal modes also in the final stationary solution.
The behaviour is qualitatively unchanged also when a sonic horizon forms in the
background solution (i.e. for kF−k0 < Q < kF+k0), provided the quasi-particle
momentum p is negative. Instead, for positive p the numerical solution of the
differential equation (4.104) shows the emergence of singularities, implying
that the above Ansatz does not correctly describe the actual evolution of the
phonon modes.
A careful numerical study shows that just after the quench, while the back-
ground configuration approaches the stationary solution in a neighbourhood
of z = 0, the excitations Dp(z, τ), Ep(z, τ) are regular and χ
′
p(z, τ) preserves
the sign of its initial condition χ′p(z, 0) = p, as illustrated in Fig. (4.20). Sin-
gularities develop later in time, suggesting that the bare phonon operators âp
differ from the normal modes defined in the stationary background long after
the quench. Thus, in this case, we have to identify the unitary transformation
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Figure 4.20: Time evolution after the quench for kF = k0 =
π
2 Q according to the
semiclassical dynamics The upper set of curves correspond to the density, the lower
set to the local wave vector of the mode labelled by p = 0.1Q at the quench. Both
density and wave vector are expressed in units of Q. Times are in unit of m
~Qα : τ = 0
(cyan), τ = 1 (red), τ = 2 (blue). The density profile at stationary state is shown in
black.
relating the initial and the final phonon operators.
To this end we follow the same argument put forward by Hawking in his seminal
paper [19], comparing the forward evolution just discussed with the solution of
the same equations backward in time, imposing the initial condition at a time
τ ≫ 0 where the stationary state after the quench has been already reached in
a wide portion of space around z = 0. The fluctuation field operator can then
be expressed at all times either in the form (4.99) or as
δψ̂(x, t) =
∫
dλ
{
Dλ(x, t)bλ + E
∗
λ(x, t)̂b
†
λ
}
. (4.108)
Matching these two expressions allows to express the bare modes in terms of
the phonon operators long after the quench:
âp =
∫
dλ
{
Upλb̂λ + Vpλb̂
†
λ
}
, (4.109)
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with
Upλ =
∫
dx
{
D∗pDλ − E∗pEλ
}
, (4.110)
Vpλ =
∫
dx
{
D∗pE
∗
λ − E∗pD∗λ
}
. (4.111)
In these formulas D and E are functions of both x and t, but the time de-
pendence must disappear in the final expressions. Therefore, we can choose a
convenient time to evaluate the transformation matrices. We fix an optimal
time τ0 when the forward evolution after the quench has led the background
function to approximate the asymptotic one in a given neighbourhood of z ∼ 0,
let us say |z| < 0.5 (see Fig. (4.20)).
To evaluate the unitary transformation (4.111) we have to solve the evolu-
tion equations (4.101) both forward and backward in time. It is convenient to
consider wave packets of the form
D˜p(z, τ) =
∫
dp′ f(p′ − p)Dp′(z, τ) , (4.112)
D˜λ(z, τ) =
∫
dλ′ g(λ′ − λ)Dλ′(z, τ) , (4.113)
where f(p) and g(λ) are weight functions chosen in such a way that, at the
initial condition (i.e. τ → −∞ for the forward evolution and τ → +∞ for the
backward one) the wave packet is centred around z ∼ 0 (i.e. close to the sonic
horizon) with momenta p and χ′λ(z = 0), respectively. These wave packets
are expected to move away from z = 0 with a group velocity given by the
derivative of the frequency with respect to the wave vector. Now we have to
evaluate expressions like ∫
dz D˜∗p(z, τ0) D˜λ(z, τ0) , (4.114)
entering the transformation matrices. Note that in order to give a significant
contribution to the integral, both wave packets, at time τ0, must be localized
the same region. However, during the time evolution from the initial condition
up to the matching time τ0, the wave packet D˜λ, that moves backward in time,
will proceed to the right because waves cannot propagate upstream after the
sonic horizon, at least at long wavelengths. Analogously, D˜∗p, moving forward
in time will be dragged inside the black hole. The only possibility to find both
D˜λ and D˜
∗
p centred in the same region is to require that both group velocities
are vanishingly small, i.e. that the momenta p and χ′λ(z = 0) are positive and
small. For this choice of parameters we can assume that D0λ(z, τ0) is still well-
approximated by its value long after the quench, i.e. by the expression (4.94)
appropriate for the normal mode corresponding to the stationary state solution
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(4.55), (4.57) and (4.58). For ωλ ∼ 0, z ∼ 0 and χ′λ(z) > 0 we get
χ′λ(z) ∼
ωλ
κz
, (ωλz > 0) (4.115)
D0λ(z) ∼
1√
4πξ(0)|ωλ|
, (4.116)
Γλ(z) ∼ −1 + ξ(0)χ′λ(z) , (4.117)
where
κ =
d
dz
[c(z) + v(z)]
∣∣∣∣
z=0
, (4.118)
is the analogue surface gravity (recall that in our model v(z) is negative).
The divergence of χ′λ(z) when z → 0 implies that the leading contribution to
the integrals defining Upλ and Vpλ comes from such a region, where we can
approximate D0p(z, τ0) ∼ D0p(0, τ0):
Upλ = Cpλ
∫ ∞
−∞
dz e
i
α(
ωλ
κ
log |z|−χ′p(0)z) , (4.119)
Vpλ = −Cpλ
∫ ∞
−∞
dz e−
i
α(
ωλ
κ
log |z|+χ′p(0)z) , (4.120)
Cpλ =
D0p(0, τ0)
α
√
4πξ(0)|ωλ|
, (4.121)
which, after integration, give the transformation matrices
Upλ = −iG+pλ
∣∣∣∣χ′p(0)α
∣∣∣∣−(1+i
ωλ
ακ )
e
pi|ωλ|
2ακ , (4.122)
Vpλ = iG
−
pλ
∣∣∣∣χ′p(0)α
∣∣∣∣−(1−i
ωλ
ακ )
e−
pi|ωλ|
2ακ , (4.123)
with
G±pλ = (sign ωλ)Cpλ Γ
(
1± i ωλ
ακ
)
. (4.124)
Recall that, since we are working in the Heisenberg picture, the ground state
|Φ〉 is unchanged during the time evolution. However, it is non-trivially related
to the vacuum |0〉 of the phonon operators long after the quench, defined by
b̂λ|0〉 = 0:
|Φ〉 = e− 12
∫
dλdλ′Fλλ′ b̂
†
λ
b̂†
λ′ |0〉 , (4.125)
where the symmetric matrix Fλλ′ is defined as the solution of the linear problem∫
dλUpλ Fλλ′ = Vpλ′ . (4.126)
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We will demonstrate this equations shortly. Nevertheless, by substituting the
previous expressions we finally get
Fωω′ = δ(ω + ω
′)e−π
|ω|
ακ , (4.127)
and we see that it mixes positive and negative frequencies. The ground state,
in terms of the dressed phonon operators, has thus the form of a two mode
squeezed state. Notice that the negative frequencies are only defined in the
supersonic region and cannot reach the region z > 0. By tracing out them [189]
we then get a thermal density matrix with the Hawking temperature
kBTH = α
~κ
2π
, (4.128)
which is the same obtained in the exact solution of the model (4.38).
Let us notice that |Φ〉 is written as a linear superposition of excited states
including an infinite number of phonons of positive and negative frequencies.
Since each pair has zero energy, this combination remains an eigenstate of the
fluctuation Hamiltonian Ĥ2, which is essential to prove that the asymptotic
state is a stationary solution of the evolution equations. Furthermore, we want
to stress that this is possible only if a supersonic transition is present, as a
subsonic dispersion relation does not allow for such a behaviour of the quasi-
particle field.
Before heading to the conclusions, we want to take a little time to prove Eq.
(4.125).
Demonstration of Eq. (4.125)
We want to obtain the exact ground state of the quadratic Hamiltonian di-
agonalized by a Bogoliubov transformation in terms of the original bosonic
operators. We will use a discrete notation for simplicity.
Let us define a general Bogoliubov transformation as
ai = Uiαbα + Viβb
†
β , (4.129)
where the summation convention is understood and ai and bα are bosonic
operators related by a canonical transformation defined by the two complex
matrices U and V . By imposing that the commutation relations [ai, a
†
j] are
preserved, we find the two conditions
UV T − V UT = 0 , (4.130)
UU † − V V † = I , (4.131)
as already discussed in Section 1.3. Defining |0〉 the vacuum of the b operators
(i.e., bα |0〉 = 0), we want to determine |Φ〉, the vacuum of a set of operators ai
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(i.e., ai |Φ〉 = 0, for a given set of labels i). By writing |Φ〉 = X̂ |0〉 we assume
that the operator X̂ can be written as
X̂ =
∞∑
n=0
cn
(
b†αXαβ b
†
β
)n
, (4.132)
where cn are complex numbers and Xαβ is a complex and symmetric matrix
to be determined. Therefore, the condition is
ai X̂ |0〉 =
∞∑
n=0
cn(Uiµbµ + Viµb
†
µ)
(
b†αXαβ b
†
β
)n
|0〉 = 0 . (4.133)
Using the commutation relations and defining K̂ =
(
b†αXαβ b
†
β
)
we obtain
∞∑
n=0
{
cnUiµ
(
K̂nbµ + 2nXµνb
†
νK̂
n−1
)
+ cn−1Viνb†νK̂
n−1
}
|0〉 = 0 . (4.134)
Since K̂ includes only creation operators, the previous equation implies
2n cnUiµXµν + cn−1Viν = 0 ∀n ≥ 1 . (4.135)
By choosing X = −1
2
U−1V we get cn = 1/n! , leading to a solution of the form
X̂ = e−
1
2
∑
αβ Fαβb
†
αb
†
β = e−
1
2
b†U−1V b† , (4.136)
which defines our ground state |Φ〉 = X̂ |0〉 in terms of the pair wave function
F satisfying the matrix equation
UiαFαβ = Viβ . (4.137)
These are exactly Eqs. (4.125) and (4.126).
4.5 Experimental configurations
The exhaustive analysis we have just presented refers to the specific case of hard
core bosons in one dimension, because only in this limit an analytic solution
is available. Although this special system has been already experimentally
reproduced several years ago [136, 137], the Tonks-Girardeau limit is rather
difficult to obtain due to the tight one-dimensional confinement required. We
believe that the strong coupling restriction may be relaxed and the Hawking
emission may be seen also under less stringent conditions (see, e.g., [133,134]).
To this aim, we briefly examine the case of a gas of 87Rb atoms confined in a
cylindrical trap of radius a⊥ = 0.25µm, as an illustrative example. The trap is
4.5 Experimental configurations 166
assumed to be flat in the longitudinal direction with total length L & 10µm.
Let us fix the initial number density of the condensate to ρ0 = 3.8 10
3 µm−1
and its initial velocity to v0 ∼ 18 mm/s. Now we turn on an external potential
of the form V (x) = V0 e
−(αx)2 with V0 =
~2Q2
2m
and α = 0.1Q. The potential
amplitude corresponding to Q = 38µm−1 is V0 ∼ 3.6µK. then, we follow
the semiclassical dynamics by integrating the usual (cubic) Gross-Pitaevskii
equation in the α→ 0 limit. As illustrated in Fig. (4.21) a sonic horizon forms
in x = 0 and the flow reaches a stationary state in a region of 10µm around
the horizon after a fraction of a millisecond.
Figure 4.21: Semiclassical time evolution of the Mach ratio after the quench for the
parameters discussed in the text. Different colors correspond to different times after
the quench: t = 0 (cyan), τ = 0.02 ms (red), τ = 0.08 ms (blue), t = 0.2 ms (black).
The curves gradually approach the stationary state profile in the whole range shown
in the figure.
Then, according to Eq. (4.128) we expect the emission of Hawking radiation at
a temperature TH ∼ 100 nK, which is remarkable. Measuring the momentum
distribution in the far upstream region or the density correlations across the
horizon, the characteristic signatures of thermal emission should be clearly
visible. In an experimental set-up it might be more convenient to maintain the
condensate still and move the external barrier, as in the experiments [64–66,96].
This choice is clearly equivalent to the case considered here.
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4.6 Conclusions
In this Chapter we have presented the results regarding a flowing Bose gas in
the framework of analogue gravity, providing a complete characterization of the
analogue Hawking radiation in one-dimensional BECs. Moreover, the results
are obtained through a microscopic, exactly solvable model and without relying
on the gravitational analogy, something which has not been developed up to
date. This also allows to test the limits of validity of the semiclassical methods
usually exploited in this field.
In summary, the flow of a fluid past an obstacle is always accompanied by
the emission of sound waves in the upstream direction, generally unrelated to
the Hawking process. Furthermore, the exact solution shows that the analogue
Hawking effect requires additional conditions besides the occurrence of a su-
personic transition in the flow: indeed, the obstacle must be a smooth repulsive
barrier and the largest kinetic energy of the fluid particles must be bigger than
the height of the potential. These conditions rule out other popular choices for
the external potential, like the celebrated “waterfall” [65, 66, 96], and emerge
as new requirements to be met in order to detect the analogue Hawking ra-
diation in a quantum fluid. In fact, as it was already pointed out [75], if the
smoothness condition is not met, finite energy phonons are excited, exposing
corrections to the linear dispersion relation and introducing a finite lifetime
for the elementary excitations. We have now shown that, even in this case, an
observer located far upstream would detect a phonon flux; its energy spectrum,
however, would deviate from the predicted thermal distribution which charac-
terizes the Hawking radiation. This result has important consequences in the
theoretical interpretation of experiments on flowing condensates. When the
previously summarized necessary conditions are satisfied, the thermal charac-
ter of the analogue Hawking radiation follows directly from the exact solution
and reflects in all (static and dynamic) density correlation functions evaluated
in the far upstream region. Moreover, weak off-diagonal correlations in the two
point function are present even in the limit of smooth potential. While this
behaviour is expected in the case of a barrier - where the analogue Hawking
radiation appears - it is also found for the case of the step potential, casting
doubts on the effectiveness of this probe for the experimental demonstration
of the occurrence of the analogue Hawking mechanism.
We also analysed this configuration through a semiclassical approach, showing
that the results coincide with the exact solution if the low-energy limit α→ 0
is satisfied. While we demonstrate that part of the dynamics is lost in this
approximation, the results obtained nevertheless confirm our previous treat-
ment. In particular, the waterfall potential never displays the occurrence of an
horizon while an analysis of the excitation spectrum for the case of a barrier
potential shows that a thermal flux of phonons with temperature exactly equal
to the one predicted by Hawking is emitted in the far upstream region; more-
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over, the dispersion relation allows the effect to occur only if a sonic horizon
is present, as negative frequencies play a key role in the appearance of the
radiation.
Finally, we show that a realistic realization of an experimental configuration
with a barrier potential would allow for the occurrence of the analogue Hawking
radiation with a temperature much higher than the temperature of the gas.
Chapter 5
Future possibilities
In this brief Chapter, we want to illustrate the many open possibilities for
future developments of our research. As it is evident from the experimental
and theoretical efforts of the past years, the field of analogue gravity (and in
particular, of the analogue Hawking effect) is dynamic and very active and this
helps the development of new studies and researches. Note that some of the
possibilities listed in the following are already under studying at the time of
writing, either by author’s group or by other teams.
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5.1 Including zero-point quantum fluctuations
As we have already mentioned many times, in the past years there have been
different attempts at the experimental detection of the analogue Hawking ra-
diation in a BEC sonic black hole [65, 66, 96]. Nevertheless, we still lack a
undisputed proof of this phenomenon, as a theoretical interpretation of the
experimental data which is consistent with the claims is not available yet.
Moreover, the models developed so far have had the effect of disputing some
of these assertions, as deeply discussed in Chapter 3. On the other hand, these
numerical simulations still lack the fundamental ingredient necessary in order
to completely characterize the thermal emission of phonons: that is, a descrip-
tion of quantum fluctuations. Thus, the first and most obvious step needed
from a theoretical point of view is the development of a simulation which ad-
dresses the challenging problem of including zero-point quantum fluctuations
into the theoretical model.
Up to date, a couple of solutions have been developed and they are currently
under studying. In fact, the teams of T. Jacobson and J. Steinhauer, who we
have mentioned in Chapter 3, have now succeeded in the realization of a fully-
quantum simulation of a sonic black hole in a BEC, as they recently announced
in a meeting in Haifa1. Nevertheless, there are still a few issues regarding their
results.
First and foremost, the two numerical models do not completely agree on the
results obtained and it is still unclear where the differences lie (i.e., if it is a
technical problem or a physical one). Furthermore, the usual way of including
quantum fluctuation in a mean-field simulation is to use the Truncated Wigner
approximation, which we have mentioned in Section 3.3. This, though, is a
non-trivial task as the inhomogeneity of the experimental system adds further
complications and, furthermore, the reliability of the technique in these cases
is still under debate. We will come back to this point in Section 5.3.
Nevertheless, it is out of question that a development of a quantum numeri-
cal simulation is a much needed step in order to unambiguously identify the
detection of the analogue Hawking radiation in a BECs.
1Analogue Gravity workshop, Haifa, June 18-20, 2018
(http://phsites.technion.ac.il/analogue-gravity-workshop-2018/).
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5.2 The black-hole laser effect: realistic exper-
imental apparatuses
The black-hole laser effect was claimed to be detected in a BEC in 2014 [65] but
it was later demonstrated that the phenomena observed in the experimental
data were of purely hydrodynamic nature, as deeply discussed in Chapter 3.
This achievement immediately led to the quest for a detailed description of
an alternative set-up, apt to the observation of this effect; such an experiment
would not only give a better insight on the physics of charged black hole but
also demonstrate, indirectly, the existence of the Hawking radiation.
The theoretical characterization of such an apparatus requires different steps
to be achieved. First of all, one would have to design a longitudinal trap whose
shape would allow for two horizons to be present and with characteristics
compatible for the effect to happen. Second, there is the challenge of finding
a way to bring the system as close as possible to stationary, in order to avoid
spurious effects due to the transient nature of the dynamics. Finally, most
importantly, there is the need to characterize (and a find a way to trace out)
all the possible effects which could mask (or cancel) the black-hole laser effect,
like the accumulation of atoms in the region near the horizon, the Bogoliubov-
Cerenkov effect and others. Due to the extreme complexity and challenges
associated with this kind of experiments, a theoretical insight on how to achieve
these goals would be most welcome.
Going further, one last accomplishment could be to determine a way to dis-
criminate the purely quantum laser effect from the semiclassical relative, usu-
ally associated with an hydrodynamical instability. For a discussion on how to
include quantum fluctuations into the simulations see the previous Section.
Lastly, we need to mention that a work in this direction has been already
developed lately [190] but a theoretical characterization which includes the
linear effects described in Section 3.4 is still lacking.
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5.3 The TG gas model: future directions worth
exploring
The Tonks-Girardeau gas model described in Chapter 4 represents an innova-
tive way to approach the matter of the analogue Hawking radiation in Bose-
Einstein condensates. As described in the Chapter, thanks to this microscopic,
exactly solvable model a different characterization of the Hawking effect in
condensed-matter systems can be developed. Our results show, in fact, that
further conditions must be met in order to detect a thermal phonon radiation
in a sonic black hole (other than the sole occurrence of a sonic horizon) and
that the methods currently used (i.e., the density correlation method and the
semiclassical approximation) do not completely describe the analogue Hawking
effect, as part of the physics is hidden or disregarded.
For these reasons, the first development of this model implicates a deeper
understanding of the limit of validity of these approaches. Secondly, it can be
employed for a deeper characterization of a realistic experimental set-up, as
we have only sketched an raw example so far (see Section 4.5).
Once the fine details of the characterization of the analogue Hawking effect are
studied, the horizon of possibilities for this models includes a vast number of
effects which could be studied. For example, we could imply the TG model to
describe the Dynamical Casimir Effect (DCE) [191], as recent experiments in
BECs have tried to characterize [192]. We could otherwise test the limit of va-
lidity of the Truncated Wigner method or try to give a better characterization
of the black-hole laser effect. Going even further, always in the realm of ana-
logue gravity, we could investigate phenomena related to superfluidity [193],
dark matter [194], the state of universe at early times [195] or cosmological
particle production (a detailed list on this last aspect can be found in [75]).
Nevertheless, it is important to remember that the extension of this model to
dimensions higher than (1+1) is challenging.
Conclusions
In this Thesis we have illustrated the results we have obtained in the last years
and we attempted a description of the field of the analogue Hawking radiation
in Bose-Einstein condensates.
This realm brings together different areas of physics, as it spans from grav-
itational black holes to the dynamics of quantum fluids. For this reason, a
first, fundamental effort, should be devoted to understand the basic concepts
from both worlds, trying to find the links connecting the different ideas and
to develop one, sole terminology. Even if it does not represent the main pur-
pose of this dissertation, the first Chapters of this Thesis are dedicated to the
description of the two realms of physics involved and a particular interest is
given in the connection of this two separate worlds. I sincerely hope that the
detailed and“from-scratch”approach adopted succeeded in the intent of giving
the most complete picture possible, providing the tools necessary in order to
grasp the basic notions of the analogue gravity field.
In the following Chapters, we described our researches into details, discussing
the two sides of our work which we have developed in the years past. On
one side, we have given crucial contributions to the characterization of the
experiments that have claimed the first observation of the analogue Hawking
radiation in a Bose-Einstein condensate. Moreover, our studies serve also as
a starting point for a development of new frameworks in future experimental
efforts. On the other hand, through an innovative approach, we have given
a complete and new characterization of the analogue Hawking effect in Bose
gases, highlighting the limit of validity of the approaches developed up to date
and describing the complete set of requirements needed in order to observe
this phenomenon. Moreover, this study opens many possibilities for future
experimental and theoretical investigations.
At this point we have finally reached the very end. I can only conclude this
Thesis hoping the results developed in these years will be of help in under-
standing a little more of our Nature. In any case, it has been a fascinating
journey.
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Appendix A
The role of the axial
confinement
In this Appendix, we discuss the results from the analysis described in Section
3.4. In particular, the different figures refer to the different choices of param-
eters listed in Fig. (3.19). We study the evolution of the position and of the
height of the peaks when we allow the parameters µ and x0 to vary. We will
start from the case of a varying chemical potential.
From the simulations we note that the number of peaks of the standing wave
inside the supersonic region does not seem to depend on the number of bosons
as it stays the same in the different runs (that is, there are 15-18 fringes,
depending on the time one measures). We have also demonstrated (we do not
show the results here) that an efficient way to diminish this number is to take
a smaller step or a steeper trap. Furthermore, in each run the position of all
the peaks changes during the evolution time (Figs. (A.1)). In particular, they
all move to the left according to some law which appears to be the same in the
different runs; moreover, after an initial time (which decreases as we study the
more inner peaks) it seems that the velocity becomes constant. Two things are
also interesting to notice: first, this evolution appears to be qualitatively the
same for the peak inside the supersonic region and the one outside; second,
the peaks all converge to the same position as time passes; the former feature
is obvious from the plots of the position of the different peaks as time passes
for a given chemical potential (Figures (A.3)).
As far as the height of each peak, the Figures (A.2) show that each peak
rises as time passes but the slope of the line (i.e. the velocity of the growth)
increases as we increase the chemical potential. Interestingly, the peak outside
the lasing region appears to behave differently from the ones inside the lasing
region (Figures (A.4)). Finally, the oscillations that appear after a certain time
are due to the interference of the wave with itself once it is scattered back by
the black-hole horizon.
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Figure A.1: The evolution of the position of a single peak as µ changes.
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Figure A.2: The evolution of the height of a single peak as µ changes.
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Figure A.3: The evolution of the position of the different peaks with µ fixed.
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Figure A.4: The evolution of the height of the different peaks with µ fixed.
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Figure A.5: The evolution of the position and of the height of the different peaks
with µ = 11 nK.
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We now turn our attention to the case of varying x0.
From the density profile evolution we see (we have not shown the results here
for simplicity) that the number of peaks inside the supersonic region grows as
the trap becomes more shallow. In fact, in the case of x0 = 37µm the standing
wave pattern inside the supersonic region shows 4-5 peaks, for x0 = 57µm
there are 8-9 peaks, for x0 = 77µm 11-12 peaks, for x0 = 97µm we have 14-
15 peaks and for x0 = 117µm there are 18-19 peaks. So, as we were already
pointing out in the previous case, another way to manipulate the number of
modes inside the cavity (without changing the height of the step) is to tune the
tightness of the longitudinal trap. Another (obvious) consequence of changing
the parameter x0 is that the number of bosons varies in each run. This is due
to the fact that the chemical potential stays fixed as the traps becomes larger.
Now, as for the peaks position, all the peaks move to the left with a constant ve-
locity (which is different from the condensate constant velocity). Furthermore
it seems that, given a single run, all the peaks move with the same velocity
and also between runs, given a single peak, the velocity is the same (Figures
(A.6) and (A.8)). This is completely different from the case of a varying chem-
ical potential, where the peaks had similar behaviour given a single run but
behaved very differently from run to run; there, in fact, the velocity of a single
peak in between runs was different at the initial times (in particular, it was not
constant) and then converged to the same position (while here the position of
the single peak at the final time changes from realization to realization). This
is an effect induced by the shape of the trap, as the number of bosons increases
in both cases.
Finally, the height of the peaks shows some interesting features also. First of
all, it can be seen how, given a single run, the height of the peak outside the
lasing region grows more that the height of the peaks inside the lasing region
(Figures (A.9)). This was also visible in the previous runs, when we let the
chemical potential vary. Second, if we focus our attention to a single peak, it
is evident how this grows to a maximum level (which is the same in every run)
before starting oscillating - due to the non-zero mode which appears in the
cavity. This is interesting for two reasons: first it shows that a change in the
trap changes the velocity of the growth of a given peak; second, this behaviour
is, again, different from the case of a varying chemical potential as there a
single peak grew faster as the number of bosons increased.
In conclusion, we see that variations in the number of atoms or in the shallow-
ness of the potential cause different behaviours of the standing wave pattern
present inside the lasing region.
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Figure A.6: The evolution of the position of a single peak as x0 changes.
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Figure A.7: The evolution of the height of a single peak as x0 changes.
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Figure A.8: The evolution of the postition of the different peaks with x0 fixed.
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Figure A.9: The evolution of the height of the different peaks with x0 fixed.
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Figure A.10: The evolution of the position and of the height of the different peaks
with x0 = 117µm.
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Finally, we check that the relation theorized in [93, 94] (i.e. Eq (3.24)) for the
growth of the peaks holds when we vary the trap parameter x0. Recall that we
label the peak outside the supersonic region nP (it is the first peak from the
left). To the right of this peak the supersonic region begins and we name n1
the first peak/maximum from the left, n2 the first valley/minimum from the
left (the one between nP and n1) and n3 the second valley/minimum from the
left (the one to the right of n1). Then we see that the strength of the obstacle
is just nP , the actual height of the first peak inside the supersonic region is
N = n1− 12(n2+n3) and the background density can be taken as nM = (n1+n2)
approximately. Thus, if the scenario depicted in [93, 94] is correct, we should
obtain that N/(nP ·nM) is constant. The following Figures show three different
combinations of the aforementioned parameters for the values of x0 listed in
Fig. (3.19).
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Figure A.11: The evolution of the different ratios studied in Section 3.3.2 when
x0 = 37µm.
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Figure A.12: The evolution of the different ratios studied in Section 3.3.2 when x0 varies.
Appendix B
Step potential eigenstates
Here we report the spectrum of the non-interacting single particle Hamiltonian
h = − ~
2
2m
d2
dx2
+ V (x) (B.1)
with V (x) = ~
2Q2
2m
Θ(x). The eigenvalues are written in the free particle form
ǫk =
~2k2
2m
while the corresponding wave-functions acquire different forms for
0 < k ≤ Q or |k| > Q:
i) 0 < k ≤ Q. In this regime the spectrum is non degenerate and the eigen-
functions have the form
φk(x) =
{
1√
2π
[
eikx +Rk e
−ikx] for x < 0
1√
2π
Tk e
−λkx for x > 0
, (B.2)
where λk =
√
Q2 − k2 and the reflection and transmission coefficients are
Rk =
k − iλk
k + iλk
, Tk =
2k
k + iλk
. (B.3)
These states are exponentially trapped in the region x < 0. Note that the
eigenfunctions φk(x) for −Q ≤ k ≤ 0 are not defined.
ii) |k| > Q. Here the spectrum is doubly degenerate. The right moving wave
for k > Q is
φk(x) =
{
1√
2π
[
eikx +Rk e
−ikx] for x < 0
1√
2π
Tk e
iqx for x > 0
, (B.4)
and the left moving wave for k < −Q is
φk(x) =

√
|k|
2πq
Tk e
ikx for x < 0√
|k|
2πq
[e−iqx +Rk eiqx] for x > 0
, (B.5)
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where q =
√
k2 −Q2 and the reflection and transmission coefficients are
Rk =
k − q
k + q
Tk =
2k
k + q
, (B.6)
for the right moving and
Rk = −k + q
k − q Tk = −
2q
k − q (B.7)
for the left moving. The normalization condition between any pair of wave
functions reads, as usual∫ ∞
−∞
dx φk(x)
∗φk′(x) = δ(k − k′) . (B.8)
The solutions (B.2), (B.4) and (B.5) are easily obtained by solving the sta-
tionary Schro¨dinger equation with the Hamiltonian (B.1) and then imposing
the suitable boundary conditions for the scattering coefficients and asymptotic
conditions for the normalization of the eigenstates.
Appendix C
Exact results for a potential
barrier
Exact results for the barrier (4.11) can be obtained starting from (4.12) and
using that
|Γ(1 + ik)|2 = kπ
sinh kπ
, (C.1)
|Γ(1
2
+ ik)|2 = π
cosh kπ
, (C.2)
as well as the asymptotic expression
F (a, b; c; z) ∼ Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− z)c−a−b , (C.3)
when z → 1 (since in our case Re(c − a − b) = 0). These allow to find exact
expressions for the asymptotic density ρ(x) when x→ ±∞:
ρ+ =
kF
π
+
α
4π2
[
1 + coth 2πQ
α
sinh 2πQ
α
log
π
α
(Q+ kF + k0)
π
α
(Q− kF − k0)
+ coth
πQ
α
log
π
α
(Q− kF + k0)
π
α
(Q+ kF − k0)
]
, (C.4)
ρ− =
kF
π
+
α
4π2
[
1 + coth 2πQ
α
sinh 2πQ
α
log
π
α
(Q+ kF − k0)
π
α
(Q− kF + k0)
+ coth
πQ
α
log
π
α
(Q− kF − k0)
π
α
(Q+ kF + k0)
]
. (C.5)
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Appendix D
The density profile for a
potential barrier
According to the exact form (4.12) of the scattering states for a barrier of the
form (4.11), the Hypergeometric function F (a, b; c; ζ) has to be evaluated for
arguments (a, b, c) whose imaginary part grows large as α→ 0. Here we derive
the appropriate asymptotic limit of the Hypergeometric function. First we use
the identity (see Ref. [184], Eq. 15.3.3)
F (a, b; c; ζ) = (1− ζ)c−a−bF (c− a, c− b; c; ζ) . (D.1)
Then we note that, in the case of interest (4.12), the variable z is real and
the parameters are related by 2c − a − b = 1. Therefore, we can express the
Hypergeometric function in terms of Legendre functions by (see Ref. [184] Eq.
15.4.17)
F (a, b; c; ζ) = Γ(c) [ζ(1− ζ)] 1−c2 P 1−ca−c (1− 2ζ) . (D.2)
Finally, recalling that ζ = 1−tanh(αx)
2
belongs to the interval (0, 1), we use the
integral representation (see Ref. [196] Eq. 8.714-2) to obtain
F (a, b; c; ζ) =
Γ(a+ b)
Γ(a)Γ(b)
∫ ∞
0
dt
ta−1
[1 + 2(1− 2ζ)t+ t2]c− 12
. (D.3)
Inserting the expressions for a = 1
2
− ik+Q
α
and b = 1
2
− ik−Q
α
, the integral can
be written as ∫ ∞
0
dt
ei
ϕ(t)
α√
t [1 + 2(1− 2ζ)t+ t2] , (D.4)
with
ϕ(t) = −(k +Q) log t+ k log [1 + 2(1− 2ζ)t+ t2] . (D.5)
These expressions hold for any value of α. However, in the α → 0 limit they
considerably simplify because the integral can be explicitly evaluated by use
of the stationary phase method. Looking for the extrema of ϕ(t) with t > 0,
we have to consider two distinct regimes
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• If k > Q, the unique extremum is given by
t− =
−Q tanh(αx)−∆
Q− k . (D.6)
• Instead, if k < Q, two solutions exist for Q tanh(αx) < −
√
Q2 − k2
t± =
−Q tanh(αx)±∆
Q− k , (D.7)
while no extremum is present for Q tanh(αx) > −
√
Q2 − k2.
In both cases,
∆ =
√
Q2(tanh(αx))2 + k2 −Q2 . (D.8)
The second derivative of the phase, evaluated at the extremum, is given by
ϕ′′(t±) =
k2 −Q2
kt2±
∆
∆∓ k tanh(αx) . (D.9)
Therefore, each extremum (if any) contributes to the integral with a term√
απ
∆
ei
ϕ(t±)
α e∓i
pi
4 . (D.10)
The scattering states (4.12) then acquire an analytic form in the α→ 0 limit.
By use of the Stirling formula for the asymptotic behaviour of the Γ function,
we finally obtain
φk(x) =
√
k
2π∆
[ζ (1− ζ)]−i k2α
{
ei
ϕ−
α − ieiϕ+α
}
, (D.11)
where we used the shorthand notation ϕ(t±) = ϕ±. The second term in curly
brackets is present only for k < Q and Q tanh(αx) < −
√
Q2 − k2, while for
k < Q and Q tanh(αx) > −
√
Q2 − k2, the wave function vanishes to leading
order in α. This result has been derived for k > 0. The analogous expression
for k < 0 is simply obtained by changing k → |k| and x→ −x (or ζ → 1− ζ).
As α→ 0, the square modulus of the scattering wave function just reduces to
|φk(x)|2 = 1
2π
k√
Q2[tanh(αx)]2 + k2 −Q2 , (D.12)
for k > Q, while for k < Q and Q tanh(αx) < −
√
Q2 − k2 an oscillatory term
still survives
|φk(x)|2 = 1
π
k√
Q2[tanh(αx)]2 + k2 −Q2
[
1 + sin
ϕ+ − ϕ−
α
]
. (D.13)
These rapid oscillations in the single particle scattering wave function are how-
ever washed out when we perform the integration over the wave vectors k
required to evaluate the averages in the Fermi gas (2.82).
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