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Abstract
We introduce verifiable criteria for weak posterior consistency of Bayesian nonparametric
inference for jump diffusions with unit diffusion coefficient in arbitrary dimension. The
criteria are expressed in terms of coefficients of the SDEs describing the process, and do not
depend on intractable quantities such as transition densities. In particular, we are able to
show that posterior consistency can be verified under Gaussian and Dirichlet mixture model
priors. Previous methods of proof have failed for these families due to restrictive regularity
assumptions on drift functions, which we are able to circumvent using coupling.
1 Introduction
Jump diffusions are a broad wide class of stochastic processes encompassing systems undergoing
deterministic mean-field dynamics, microscopic diffusion and macroscopic jumps. In this paper
we let X := (Xt)t≥0 denote a unit jump diffusion, which can be described as a solution to a
stochastic differential equation of the form
dXt = b(Xt)dt+ dWt + c(Xt−, dZt) (1)
on a domain Ω ⊆ Rd given an initial condition X0 = x0, coefficients b : Ω 7→ Rd and c :
Ω×Rd0 7→ Rd0, a d-dimensional Brownian motion (Wt)t≥0 and a Poisson random measure (Zt)t≥0
on Rd0 := Rd \ {0} with compensator M(dz) satisfying∫
Rd0
(‖z‖22 ∧ 1)M(dz) <∞
The notation ‖ · ‖p,ρ denotes the Lp(ρ)-norm, where the Lebesgue measure is meant whenever
the measure ρ is omitted.
Jump diffusions are used as models across broad spectrum of applications, such as economics and
finance [Merton, 1976, Aase and Guttorp, 1987, Bardhan and Chao, 1993, Chen and Filipovic´,
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2005, Filipovic´ et al., 2007], biology [Kallianpur, 1992, Kallianpur and Xiong, 1994, Bertoin and
Le Gall, 2003, Birkner et al., 2009] and engineering [Au et al., 1982, Bodo et al., 1987]. They also
contain many important families of stochastic processes as special cases, including diffusions,
Le´vy processes and compound Poisson processes.
Under regularity conditions summarised in the next section, jump diffusions are recurrent, er-
godic Feller-Markov processes with transition densities pt(x,y)dy and a unique stationary den-
sity pi(x)dx with respect to the d-dimensional Lebesgue measure. Under such conditions the
procedure of Bayesian inference can be applied to infer the coefficients of the jump diffusion
based on observations taken at discrete times. In this paper we focus on joint inference of the
drift function b and the Le´vy measure ν(x, dz) := M(c−1(x, dz)). More precisely, let Θ denote a
collection of pairs (b, ν), and let Π denote a prior distribution on Θ. Let x0:n = (x0,xδ, . . . ,xδn)
denote a time series of observations sampled from a stationary jump diffusion X at fixed sepa-
ration δ. The object of interest is the posterior distribution, which can be expressed as
Π(A|x0:n) :=
∫
A pi
b,ν(x0)
∏n
i=1 p
b,ν
δ (xi−1,xi)Π(db, dν)∫
Θ pi
b,ν(x0)
∏n
i=1 p
b,ν
δ (xi−1,xi)Π(db, dν)
for measurable sets A ∈ B(Θ). In the Bayesian setting, the posterior encodes all the available
information for inferential purposes. The restriction to unit diffusion coefficients implicit in (1) is
a strong assumption in dimension d > 1, though some models which fail to satisfy it outright can
still be treated via the Lamperti transform [Aı¨t-Sahalia, 2008]. We will outline this procedure
briefly in Section 2.
A typical approach to practical Bayesian inference is to choose Θ comprised of parametric
families of drift functions and Le´vy measures, and fit these parameters to data. However, the
natural parameter spaces for jump diffusions are spaces of functions and measures, which are
infinite dimensional and cannot be represented in terms of finitely many parameters without
significant loss of modelling freedom. Nonparametric Bayesian inference can be thought of as
inference of infinitely many parameters, and retains much of the modelling freedom inherent in
the class of jump diffusions.
A natural and central question is whether the Bayes procedure is consistent, i.e. whether the
posterior concentrates on a neighbourhood of the parameter space which specifies the “true”
dynamics generating the data as the number of observations grows. If (b0, ν0) ∈ Θ denotes the
data generating drift and Le´vy measure, consistency can be expressed as Π(U cb0,ν0 |x0:n)→ 0 as
n→∞, where Ub0,ν0 is an open neighbourhood of (b0, ν0).
Whether or not Bayesian posterior consistency holds in the nonparametric setting is an intricate
question, and depends on subtle ways on the prior Π and the topology endowed on Θ [Diaconis
and Freedman, 1986]. A further difficulty in the present context is the fact that stationary and
transition densities of jump diffusions are intractable in practically all cases of interest, so that
usual conditions for posterior consistency are difficult to verify. These difficulties were recently
overcome for discretely observed, one-dimensional unit diffusions under restrictive conditions on
the drift function [van der Meulen and van Zanten, 2013], and a multidimensional generalisation
was presented in [Gugushvili and Spreij, 2014]. Both results rely on martingale arguments
developed by Ghosal and Tang for Markov processes with tractable transition probabilities
[Ghosal and Tang, 2006, Tang and Ghosal, 2007]. A Bayesian analysis of continuously observed
one dimensional diffusions has also been conducted under various setups [van der Meulen et al.,
2006, Panzar and van Zanten, 2009, Pokern et al., 2013], and a review of Bayesian methods for
one dimensional diffusions is provided by [van Zanten, 2013]. Similar developments have also
been made for frequentist drift estimation from discrete observations, both for one dimensional
unit diffusions [Jacod, 2000, Gobet et al., 2004, Comte et al., 2007] and their multi-dimensional
generalisations [Dalalyan and Reiß, 2007, Schmisser, 2013].
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The main result of this paper is consistency of Bayesian nonparametric joint inference of drift
functions and Le´vy measures in arbitrary dimension under verifiable conditions on the prior.
This generalises the results of [Gugushvili and Spreij, 2014] in the two ways:
• by incorporating discontinuous processes with jumps and
• by relaxing the assumption that the set of drift functions supported by the prior form a
locally uniformly equicontinuous set.
In particular, we are able to obtain consistency for Gaussian and Dirichlet process mixture
model priors, which lie outside of the scope of corresponding results in [van der Meulen and van
Zanten, 2013, Gugushvili and Spreij, 2014] because they cannot readily be concentrated on locally
uniformly equicontinuous families of functions. The key results enabling these generalisations
are a generalised Girsanov-type change of measure theorem for jump diffusions [Cheridito et al.,
2005] and a coupling method for establishing regularity of semigroups [Wang, 2010], respectively.
The rest of the paper is organised as follows. In Section 2 we introduce the jump diffusion
processes in finite dimensional domains and necessary regularity conditions. In Section 3 we
define the inference problem under study, and state and prove the corresponding consistency
result. In Section 4 we introduce example priors which satisfy our consistency conditions, and
Section 5 concludes with a discussion.
2 Jump diffusions
A general time-homogeneous, d-dimensional jump diffusion Y := (Yt)t≥0 is the solution of a
stochastic differential equation of the form
dYt = b(Yt)dt+ σ(Yt)dWt + c(Yt−, dZt),
where σ : Ω 7→ Rd×d and the other coefficients are as in (1). The implicit assumption in (1) of
σ ≡ 1 is restrictive in dimensions d > 1. Processes which do not have unit diffusion coefficient
can be dealt with provided they lie in the domain of the Lamperti transform [Aı¨t-Sahalia, 2008],
i.e. if there exists a mapping q : Y 7→ X such that X is of the form (1). Such transforms exist for
any non-degenerate process in one dimension, but only rarely in higher dimensions. Necessary
and sufficient conditions on σ for the Lamperti transform to be well defined were derived in
Proposition 1 of [Aı¨t-Sahalia, 2008]: the equality
d∑
l=1
∂σik(x)
∂xl
σlj(x) =
d∑
l=1
∂σij(x)
∂xl
σlk(x) (2)
must hold for every x ∈ Ω and every triple (i, j, k) ∈ {1, . . . , d}3 such that k > j. We note
also that the Lamperti transform cannot be constructed from discrete data, so that in any
case σ must be known a priori. While restrictive, this assumption cannot be relaxed without
fundamental changes to the method of proof of consistency and already arises in the simpler
case of diffusions without jumps [van der Meulen and van Zanten, 2013, Gugushvili and Spreij,
2014].
The following proposition summarises the necessary regularity assumptions for existence and
uniqueness of Feller-Markov jump diffusions with transition densities and a unique stationary
density:
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Proposition 1. Assume there exist constants C1, C2, C3, C4, C5 > 0 such that
‖b(x)− b(y)‖22 +
∫
Rd0
‖c(x, z)− c(y, z)‖22M(dz)
‖x− y‖22
≤ C1 (3)
‖b‖∞ +
∥∥∥∫
Rd0
‖c(·, z)‖22M(dz)
∥∥∥
∞
≤ C2 (4)
‖c(x, z)− c(x, ξ)‖22
(1 + ‖x‖22)‖z− ξ‖22
≤ C3 (5)
For every x ∈ Ω : ‖x‖2 > C4 we have x · b(x) ≤ −C5‖x‖2 (6)
Then (1) has a unique weak solution X with the Feller and Markov properties. Furthermore,
X has a unique, stationary, ergodic density pib,ν(x)dx and the associated semigroup P b,νt has
transition densities pb,νt (x,y)dy.
Proof. Existence and uniqueness of X, as well as the Feller property, are obtained from (3) and
(4) as in Theorem 5.8.3 of [Kolokoltsov, 2011]. Moreover, (4) and the fact that
‖ξ‖22
log(1+‖ξ‖2) →∞
as ‖ξ‖2 → ∞ mean that the hypotheses of Theorem 1.2 of [Schilling and Wang, 2013] are
fulfilled, so that X has bounded transition densities with respect to the Lebesgue measure.
Existence and uniqueness of pib,ν , as well as ergodicity of X will follow from Theorem 2.1 of
[Masuda, 2007], the hypotheses of which we will now verify. Our assumptions (3) and (5)
coincide with Assumption 1 of [Masuda, 2007]. For every u ∈ (0, 1) let
bu(x) := b(x)−
∫ 1
u
c(x, z)M(dz).
Assumption 2(a)’ of [Masuda, 2009] requires X to admit bounded transition densities, and the
diffusion which solves
dXut = b
u(Xut )dt+ σ(X
u
t )dWt
to be irreducible for each u > 0. The required irreducibility holds because σ ≡ 1 by Theorem
2.3 of [Stramer and Tweedie, 1997].
It remains to verify Assumption 3 of [Masuda, 2007]. Let Gb,ν denote the generator of X under
drift function b and Le´vy measure ν(x, dz) := M(c−1(x, dz)), that is
Gb,νf(x) = b(x) · ∇f(x) + 1
2
∆f(x) +
∫
Rd0
{f(x + z)− f(x)− 1(0,1](‖z‖2)z · ∇f(x)}ν(x, dz)
for twice differentiable test functions f ∈ C2(Ω). An elementary calculation using the test
function f(x) = ‖x‖22 and condition (4) yields
Gb,νf(x) ≤ 2x · b(x) + d+
∫
Rd0
‖c(x, z)‖22M(dz) ≤ 2x · b(x) + d+ C2
≤ (d+ C2 + 2C4‖b‖∞)1[0,C4](‖x‖2) + (d+ C2 − C5‖x‖2)1(C4,∞)(‖x‖2). (7)
Now (d+C2−C5‖x‖2) ≤ −K‖x‖2 for K ∈ (0, C5) and ‖x‖2 ≥ d+C2C5−K . We choose K sufficiently
close to C5 that C4 <
d+C2
C5−K . Then
Gb,νf(x) ≤(d+ C2 + 2C4‖b‖∞)1[0,C4](‖x‖2)
+ (d+ C2 − C4C5)1(C4, d+C2C5−K ](‖x‖2)−K‖x‖21( d+C2C5−K ,∞)(‖x‖2).
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Adding and subtracting K‖x‖21[0,C4](‖x‖2) and K‖x‖21(C4, d+C2C5−K ](‖x‖2), and noting that
K‖x‖21[0,C4](‖x‖2) ≤ KC41[0,C4](‖x‖2)
K‖x‖21(C4, d+C2C5−K ](‖x‖2) ≤ K
d+ C2
C5 −K1
(
C4,
d+C2
C5−K
](‖x‖2)
yields
Gb,νf(x) ≤
(
d+ C2 + max
{
C4(2‖b‖∞ +K),K d+ C2
C5 −K − C5C4
})
1[
0,
d+C2
C5−K
](‖x‖2)
−K(‖x‖2 ∨ 1),
which is precisely Assumption 3 of [Masuda, 2007] with f0(x) = ‖x‖2 ∨ 1 and
G =
{
x ∈ Ω : ‖x‖2 ≤ d+ C2
C5 −K
}
.
Hence Theorem 2.1 of [Masuda, 2007] holds and X has a unique, ergodic, stationary distribution.
It remains to show the invariant measure has a density. By combining Proposition 5.1.9 and
Theorem 5.1.8 of [Fornaro, 2004] it can be seen that invariant measures of irreducible strong
Feller processes are equivalent to the associated transition probabilities, which is sufficient in
our case. Assumption 1 of [Masuda, 2007] and Assumption 2(a)’ of [Masuda, 2009] imply
irreducibility of X (c.f. Claim 1 on page 42 of [Masuda, 2007]). Our assumption (3) guarantees
the strong Feller property by Theorem 2.3 of [Wang, 2010]. Hence the invariant measure has
a density with respect to the transition densities, and thus also the Lebesgue measure. This
concludes the proof.
Remark 1. Assumption (3) is central to the proof of our main result, and Assumption (4) is also
necessary but could be weakened to (16) and (17). The remaining hypotheses of Proposition 1
are technical, and only needed to ensure the conclusions of Proposition 1. They can be weakened
or discarded whenever these conclusions can be established by other means.
Remark 2. In the absence of jumps, conditions (4) and (6) can be weakened to
‖b(x)‖22 ≤ K1(1 + ‖x‖22) (8)∣∣∣∣ ∂∂xj bi(x)
∣∣∣∣ ≤ K2 for i, j ∈ {1, . . . , d} (9)
x · b(x) ≤ −K3‖x‖β2 for every x ∈ Ω : ‖x‖2 ≥ K4 (10)
for positive constants K1,K2,K3,K4 > 0 and β ≥ 1 as in Definition 7 of [Gugushvili and Spreij,
2014], when b is of gradient type. In our setting boundedness of coefficients is needed for the
existence of densities, a.s. finiteness of the norms in (14) and the Feller property, which is used
for identifiability of the coefficients in Lemma 1. All three can be established under (8), (9) and
(10) for gradient type drift and no jumps, so that our work represents a bonaˆ fide generalisation
of Theorem 2 of [Gugushvili and Spreij, 2014].
We denote the law of X with drift function b, Le´vy measure ν and initial condition X0 = x
by Pb,νx and the corresponding expectation by Eb,νx . Dependence on initial conditions is omitted
when the stationary process is meant.
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3 Consistency for discrete observations
We begin by defining the topology and weak posterior consistency following the set up of [van der
Meulen and van Zanten, 2013]. In addition to topological details, posterior consistency is highly
sensitive to the support of the prior, which should not exclude the truth. This is guaranteed
by insisting that the prior places positive mass on all neighbourhoods of the truth, typically
measured in terms of Kullback-Leibler divergence. In our setting such a support condition is
provided by (14) below.
We begin by setting out the necessary assumptions on the parameter space Θ.
Definition 1. Let Θ = {(b, ν) : b : Ω 7→ Rd, ν : Ω × Rd0 7→ R+} denote a set of pairs of
drift functions b(x) and Le´vy measures ν(x, dz) := M(c−1(x, dz)) with each pair satisfying the
hypotheses of Proposition 1. Furthermore, suppose that that for each x ∈ Ω and any pair
of Le´vy measures (·, ν), (·, ν ′) ∈ Θ the measures ν(x, ·) ∼ ν ′(x, ·) are equivalent with strictly
positive, finite Radon-Nikodym density 0 < dν
′
dν <∞, and that either
1. ν(x, ·) is a finite measure or
2. there exists an open set A containing the origin such that ν(x, ·)|A = ν ′(x, ·)|A.
Remark 3. In effect, the conditions of Definition 1 mean that the unit diffusion coefficient and
the infinite intensity component of the Le´vy measure can be thought of as known confounders
of the joint inference problem for the drift function and the compound Poisson component of
the Le´vy measure driving macroscopic jumps.
The following lemma relies on the Feller property of X and ensures that the drift function and
Le´vy measure can be uniquely identified from discrete data.
Lemma 1. For any pair (b, ν) 6= (b′, ν ′) ∈ Θ and any δ > 0 there exists x ∈ Ω and f ∈ D(Gb,ν)
such that P b,νδ f(x) 6= P b
′,ν′
δ f(x). In particular, identifying P
b,ν
δ is equivalent to identifying (b, ν).
Proof. Let Gb,ν denote the generator of the process X as in (7), and let D(Gb,ν) denote the do-
main of the generator. For any test function f ∈ D(Gb,ν), Feller semigroups and their generators
are connected via
Gb,νf(x) = lim
k→∞
P b,νδ/kf(x)− f(x)
δ/k
, (11)
where the limit exists by definition since f ∈ D(Gb,ν). The semigroup property implies that
P b,νδ and P
b,ν
δ/k are connected via the k-fold composition
P b,νδ/k ◦ P b,νδ/k ◦ . . . ◦ P b,νδ/k︸ ︷︷ ︸
k
= P b,νδ . (12)
Hence Gb,ν is determined by P b,νδ if there exists N ∈ N such that the k-fold composition (12) is
injective for every k ≥ N , because then P b,νδ determines the sequence {P b,νδ/k}k≥N and thus the
limit on the R.H.S. of (11). Compositions of injective functions are injective, so that it suffices
to check that P b,νδ/k is injective for any sufficiently large k.
Fix a non-negative, continuous test function f ∈ D(Gb,ν) with f(z) > 0 for some z ∈ Ω. Such
a function exists because the conditions of Proposition 1 ensure C2c (Ω) ⊆ D(Gb,ν) by Theorem
5.8.3 of [Kolokoltsov, 2011]. By continuity there exists an open ball with centre z ∈ Ω and radius
ε > 0, Bz(ε) ⊂ Ω, such that f(x) > 0 for every x ∈ Bz(ε). Non-negativity of both f and the
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transition density pb,νδ/k then gives the bound
P b,νδ/kf(z) ≥
∫
Bz(ε)
f(x)pb,νδ/k(z,x)dx > 0 (13)
because inspection of the proof of Proposition 1 shows that (P b,νt/k)t≥0 is irreducible, so that
pb,νδ/k(z,x) > 0 for Lebesgue-a.e. pair z,x ∈ Ω. Hence
P b,νδ/kf(z) = 0 for every z ∈ Ω⇒ f(z) = 0 for a.e. z ∈ Ω
for any k ≥ 1, which completes the proof.
The topology under consideration is defined as in [van der Meulen and van Zanten, 2013, Gu-
gushvili and Spreij, 2014] by specifying a subbase determined by the semigroups P b,νt . For details
about the notion of a subbase, and other topological concepts, see e.g. [Dudley, 2002].
Definition 2. Fix a sampling interval δ > 0 and a finite measure ρ ∈ Mf (Ω) with positive
mass in all non-empty, open sets. For any (b, ν) ∈ Θ, ε > 0 and f ∈ Cb(Ω) define the set
U b,νf,ε := {(b′, ν ′) ∈ Θ : ‖P b
′,ν′
δ f − P b,νδ f‖1,ρ < ε}.
A weak topology on Θ is generated by requiring that the family {U b,νf,ε : f ∈ Cb(Ω), ε > 0, (b, ν) ∈
Θ} is a subbase of the topology.
The following lemma is a direct analogue of Lemma 3.2 of [van der Meulen and van Zanten,
2013]:
Lemma 2. The topology generated by a subbase of sets of the form U b,νf,ε is Hausdorff.
Proof. Consider (b, ν) 6= (b′, ν ′) ∈ Θ. By Lemma 1 there exists f ∈ C(Ω) and x ∈ Ω such that
P b,νδ f(x) 6= P b
′,ν′
δ f(x), and hence by continuity a nonempty open set J ⊂ Ω where P b,νδ f and
P b
′,ν′
δ f differ. Hence ‖P b,νδ f − P b
′,ν′
δ f‖1,ρ > ε for some ε > 0 so that the neighbourhoods U b,νf,ε/2
and U b
′,ν′
f,ε/2 are disjoint.
We are now in a position to formally define posterior consistency, and state the main result of
the paper.
Definition 3. Let x0:n := (x0, . . . ,xn) denote n+ 1 samples observed at times 0, δ, . . . , δn from
X at stationarity, i.e. with initial distribution X0 ∼ pib0,ν0 . Weak posterior consistency holds if
Π(U cb0,ν0 |x0:n)→ 0 with Pb0,ν0-probability 1 as n→∞, where Ub0,ν0 is any open neighbourhood
of (b0, ν0) ∈ Θ.
Theorem 1. Let x0:n be as in Definition 3, and suppose that the prior Π is supported on a set
Θ which satisfies the conditions in Definition 1. If
Π
(
(b, ν) ∈ Θ :1
2
(
‖b0 − b‖2,pib0,ν0 +
∥∥∥∫
Rd0
[
dν0
dν
(·, z)− 1
]
1(0,1](‖z‖2)zν(·, dz)
∥∥∥
2,pib0,ν0
)2
+
∥∥∥∫
Rd0
[
log
(
dν0
dν
(·, z)
)
− dν0
dν
(·, z) + 1
]
ν0(·, dz)
∥∥∥
1,pib0,ν0
< ε
)
> 0 (14)
for any ε > 0 and any (b0, ν0) ∈ Θ, then weak posterior consistency holds for Π on Θ.
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Proof. We prove Theorem 1 by generalising the proof of Theorem 3.5 of [van der Meulen and
van Zanten, 2013]. For (b, ν) ∈ Θ let KL(b0, ν0; b, ν) denote the Kullback-Leibler divergence
between pb0,ν0δ and p
b,ν
δ :
KL(b0, ν0; b, ν) :=
∫
Ω
∫
Ω
log
(
pb0,ν0δ (x,y)
pb,νδ (x,y)
)
pb0,ν0δ (x,y)pi
b0,ν0(x)dydx,
and for two probability measures P, P ′ on the same σ-field let K(P, P ′) := EP
[
log
(
dP
dP ′
)]
. The
law of a random object Z under a probability measure P is denoted by L(Z|P ).
We require the following two properties:
1. Π((b, ν) ∈ Θ : KL(b0, ν0; b, ν) < ε) > 0 for any ε > 0.
2. Uniform equicontinuity of the semigroups {P b,νδ f : (b, ν) ∈ Θ} for f ∈ Lip(Ω), the set of
Lipschitz functions on Ω. The test functions employed in [van der Meulen and van Zanten,
2013, Gugushvili and Spreij, 2014] were f ∈ Cb(Ω), but by the Portemanteau theorem
these families both determine weak convergence so there is no discrepancy.
These two properties will be established in Lemmas 3 and 4 below, which are the necessary
generalisations of Lemmas 5.1 and A.1 of [van der Meulen and van Zanten, 2013], respectively.
Lemma 3. Condition (14) implies that Π((b, ν) ∈ Θ : KL(b0, ν0; b, ν) < ε) > 0 for any ε > 0.
Proof. As in Lemma 5.1 of [van der Meulen and van Zanten, 2013] it will be sufficient to bound
KL(b0, ν0; b, ν) from above by a constant multiple of
1
2
(
‖b0 − b‖2,pib0,ν0 +
∥∥∥∫
Rd0
[
dν0
dν
(·, z)− 1
]
1(0,1](‖z‖2)zν(·, dz)
∥∥∥
2,pib0,ν0
)2
+
∥∥∥∫
Rd0
[
log
(
dν0
dν
(·, z)
)
− dν0
dν
(·, z) + 1
]
ν0(·, dz)
∥∥∥
1,pib0,ν0
.
Note that∫
Ω
∫
Ω
log
(
pib0,ν0(x)pb0,ν0δ (x,y)
pib,ν(x)pb,νδ (x,y)
)
pb0,ν0δ (x,y)pi
b0,ν0(x)dydx
= K(pib0,ν0 , pib,ν) + KL(b0, ν0; b, ν) = K(L(X0,Xδ|Pb0,ν0),L(X0,Xδ|Pb,ν))
≤ K(L((Xt)t∈[0,δ]|Pb0,ν0),L((Xt)t∈[0,δ]|Pb,ν))
= K(pib0,ν0 , pib,ν) + Eb0,ν0
[
log
(
dPb0,ν0X0
dPb,νX0
((Xt)t∈[0,δ])
)]
(15)
by the conditional version of Jensen’s inequality. Our aim is to bound the Radon-Nikodym term
on the R.H.S. of (15) using the generalised Girsanov transformation introduced in [Cheridito
et al., 2005], written as the Dole´ans-Dade stochastic exponential E of a stochastic process (Lt)t≥0,
which we specify below.
The boundedness condition (4) and the conditions of Definition 1 ensure that
sup
x∈Ω
{∥∥∥b0(x)− b(x)− ∫
Rd0
[
dν0
dν
(x, z)− 1
]
1(0,1](‖z‖2)zν(x, dz)
∥∥∥
2
}
<∞ (16)
sup
x∈Ω
{∫
Rd0
[
dν0
dν
(x, z) log
(
dν0
dν
(x, z)
)
− dν0
dν
(x, z) + 1
]
ν(x, dz)
}
<∞ (17)
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for each (b, ν) ∈ Θ. In particular, the conditions in Remark 2.5 of [Cheridito et al., 2005] are
satisfied. Hence, by Theorem 2.4 of [Cheridito et al., 2005], the Radon-Nikodym derivative on
the R.H.S. of (15) can be expressed as Eb0,ν0 [log(E(Lδ))], where E is the Dole´ans-Dade stochastic
exponential and the process L := (Lt)t∈[0,δ] is given as
Lt =
∫ t
0
∫
Rd0
[
dν0
dν
(Xs−, z)− 1
]
(Zν(Xs−, dz, ds)− ν(Xs−, dz)ds)
+
∫ t
0
b0(Xs)− b(Xs)−
∫
Rd0
(
dν0
dν
(Xs−, z)− 1
)
1(0,1](‖z‖2)zν(Xs−, dz)dXcs,
where (Xcs)s≥0 is the continuous martingale part of X, i.e. a Brownian motion in this setting,
and Zν(x, ·, ·) is a Poisson random measure with intensity ν(x, dz)⊗ ds. Note that L is a local
martingale, Lc is a continuous local martingale with quadratic variation
〈Lc〉t =
∫ t
0
∥∥∥b0(Xs)− b(Xs)− ∫
Rd0
(
dν0
dν
(Xs−, z)− 1
)
1(0,1](‖z‖2)ξν(Xs−, dz)
∥∥∥2
2
ds,
and jump discontinuities of L can be written as
∆Lt =
[
dν0
dν
(Xt−,∆Xt)− 1
]
1(0,∞)(‖∆Xt‖2),
where ∆Xt denotes a jump discontinuity of X at time t. Then the Radon-Nikodym term in (15)
can then be written as
Eb0,ν0
[
log
(
dPb0,ν0x
dPb,νx
((Xt)t∈[0,δ])
)]
= Eb0,ν0 [log(E(Lt))]
= Eb0,ν0
[
Lδ − L0 − 1
2
〈Lc〉δ +
∑
t:∆Xt 6=0
{log(1 + ∆Lt)−∆Lt}
]
= Eb0,ν0
[
−1
2
∫ δ
0
∥∥∥b0(Xt)− b(Xt)− ∫
Rd0
(
dν0
dν
(Xt−, z)− 1
)
1(0,1](‖z‖2)ξν(Xt−, dz)
∥∥∥2
2
dt
+
∑
0≤t≤δ:∆Xt 6=0
{
log
(
dν0
dν
(Xt−,∆Xt)
)
−
(
dν0
dν
(Xt−,∆Xt)− 1
)}]
≤ δ
[
1
2
(
‖b0 − b‖2,pib0,ν0 +
∥∥∥∫
Rd0
(
dν0
dν
(·, z)− 1
)
1(0,1](‖z‖2)zν(·, dz)
∥∥∥
2,pib0,ν0
)2
+
∥∥∥∫
Rd0
{
log
(
dν0
dν
(·, z)
)
− dν0
dν
(·, z) + 1
}
ν0(·, dz)
∥∥∥
1,pib0,ν0
]
. (18)
The first equality follows from Theorem 2.4 of [Cheridito et al., 2005], the second by definition of
E for jump diffusion processes, and the remainder of the calculation by stationarity and because
ν0 is the compensator of the Poisson random measure driving the jumps of X under Pb0,ν0 . The
result now follows from (15) and (18).
Lemma 4. For each δ > 0 and f ∈ Lip(Ω), the collection {P b,νδ f : (b, ν) ∈ Θ} is locally
uniformly equicontinuous: for any compact K ∈ Ω and ε > 0 there exists γ := γ(ε, f, δ) > 0
such that
sup
(b,ν)∈Θ
sup
x,y∈K:
‖x−y‖2<γ
|P b,νδ f(x)− P b,νδ f(y)| < ε.
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Proof. Theorem 2.2 of [Wang, 2010] uses a coupling argument to establish global equicon-
tinuity for jump diffusions satisfying (3). The resulting Lipschitz constant is of the form
c1(γ)c2(f)e
−δc3(b,ν) for constants c1, c2, c3 > 0 depending only on their arguments. Since f
is fixed and γ can be chosen freely, uniformity in (b, ν) is immediate.
The remainder of the proof follows as in [van der Meulen and van Zanten, 2013]. It suffices
to show that for f ∈ Lip(Ω) and B := {(b, ν) ∈ Θ : ‖P b,νδ f − P b0,ν0δ f‖1,ρ > ε} we have
Π(B|x0:n)→ 0 with Pb0,ν0-probability 1. To that end we fix f ∈ Lip(Ω) and ε > 0 and thus the
set B. Lemma 3 implies that Lemma 5.2 of [van der Meulen and van Zanten, 2013] holds, so
that if, for measurable subsets Cn ⊂ Θ, there exists c > 0 such that
enc
∫
Cn
pib,ν(x0)
n∏
i=1
pb,νδ (xi−1,xi)Π(db, dν)→ 0
Pb0,ν0-a.s. then Π(Cn|x0:n) → 0 Pb0,ν0-a.s. as well. Likewise, Lemma 4 implies Lemma 5.3 of
[van der Meulen and van Zanten, 2013]: there exists a compact subset K ⊂ Ω, N ∈ N and
compact, connected sets I1, . . . , IN that cover K such that
B ⊂
N⋃
j=1
B+j ∪
N⋃
j=1
B−j ,
where
B+j :=
{
(b, ν) ∈ Θ : P b,νδ f(x)− P b0,ν0δ f(x) >
ε
4ν(K)
for every x ∈ Ij
}
,
B−j :=
{
(b, ν) ∈ Θ : P b,νδ f(x)− P b0,ν0δ f(x) <
−ε
4ν(K)
for every x ∈ Ij
}
.
Thus it is only necessary to show Π(B±j |x0:n) → 0 Pb0,ν0-almost surely. Define the stochastic
process
Dn :=
(∫
B+j
pib,ν(x0)
n∏
i=1
pb,νδ (xi−1,xi)Π(db, dν)
)1/2
.
Now Dn → 0 exponentially fast as n → ∞ by an argument identical to that used to prove
Theorem 3.5 of [van der Meulen and van Zanten, 2013]. The same is also true of the analogous
stochastic process defined by integrating over B−j , which completes the proof.
4 Example priors
In this section we illustrate that standard families of nonparametric priors satisfy the assump-
tions of Theorem 1. In particular we take our domain to be the whole of Rd, and impose a
Gaussian prior on the drift b ∈ Lip(Rd) ∩ Cb(Rd) as well as an independent Dirichlet mixture
density prior on the Le´vy measure ν ∈ M1(Rd). We will assume the Le´vy measure is homoge-
neous, i.e. ν(x, dz) ≡ ν(dz). Both families of priors are widely used in practice and posterior
consistency in presence of i.i.d. data or in problems of nonparametric regression has been stud-
ied in depth (see for example [Lijoi et al., 2005, Ghosal and Roy, 2007, Todkar and Ghosh,
2007, Wu and Ghosal, 2010, Canale and De Blasi, 2013], and references therein). However,
previous methods of establishing posterior consistency for them when data arise from discretely
observed, continuous-time Markov processes failed due to the strong assumption of locally uni-
formly equicontinuous drift functions. The coupling method of [Wang, 2010] — used to prove
Lemma 4 — delivers equicontinuity of semigroups without requiring equicontinuity of drifts, and
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hence enables the rigorous justification of nonparametric posterior consistency for these classes
of priors.
Consider first the drift b, and fix constants k > 0 and r  0, and let Dr := Br(0) denote the
closed disk of radius r centred at the origin. We fix the tail behaviour of the drift as b|∂Dr ≡ 0,
b(x)|Dcr+1 = −k x‖x‖2 and define b between ∂Dr and ∂Dr+1 via linear interpolation. We also set
ν(Dcr) = 0 and will focus on inferring ν|Dr . In practice the radius r should be large enough
so that all available data is contained in Dr. This somewhat artificial construction has been
introduced for the purpose of avoiding technical complications. Generalisations to less restrictive
set ups are possible.
Let the prior for b(x)|Dr be given by µ1 := N (0, (−∆)−s), the centred Gaussian measure on
the Banach space C0(Dr, ‖ · ‖∞) of continuous functions on Dr vanishing on the boundary, with
covariance operator (−∆)−s for some constant s > 0 and Dirichlet boundary conditions. An
in-depth introduction to Gaussian measures on Banach spaces can be found in e.g. [Dashti and
Stuart, 2016], but in brief a measure µ1 on a Banach space B is Gaussian if, for every bounded,
linear functional F : B 7→ R, the random variable ∫B F (f)µ1(df) is Gaussian. We say µ1 is
centred if all such random variables have mean 0, and the covariance operator can be defined
as a bounded linear operator Cµ1 : B
∗ 7→ B via Cµ1F :=
∫
B fF (f)µ1(df). Centred Gaussian
measures are fully determined by their covariance operator.
Samples from the prior are µ1-a.s. bounded and satisfy (6) with C4 = r + 1. Furthermore,
samples lie in the Hilbert-Sobolev space W t,20 (Dr, pi
b0,ν0) of square integrable functions vanishing
on the boundary and possessing t ∈ N square integrable weak derivatives with µ1-probability 1,
where t < s− d2 (c.f. Theorem 2.10, [Dashti and Stuart, 2016]). Note that integrability is not a
concern because the transition probabilities of X are bounded uniformly in time (c.f. Theorem
1.2, [Schilling and Wang, 2013]) and so the stationary density pib0,ν0 is also bounded. Thus, by
the Sobolev embedding theorem (c.f. Theorem 5.6, [Evans, 2010]), there exists 0 < α < 1 such
that samples lie in the Ho¨lder space
C
t−b d
2
c−1,α
0 (Dr, ‖ · ‖Ct−b d2 c−1,α)
of functions vanishing on the boundary and possessing t−bd2c−1 derivatives which are α-Ho¨lder
continuous µ1-a.s. The norm ‖ · ‖Ck,α is defined as
‖f‖Ck,α := max|β|≤k ‖D
βf‖∞ + max|β|=k supx 6=y∈Ω
‖Dβf(x)−Dβf(y)‖∞
‖x− y‖α∞
,
where β is a multi-index and Dβ denotes the corresponding partial derivative of order |β|. Hence
µ1-a.s Lipschitz continuity is ensured by choosing s to satisfy 1 ≤ t−bd2c− 1 < s− d2 −bd2c− 1,
i.e. s > d+ 2.
It remains to verify that drift functions supported by µ1 are such that (14) can be satisfied by
appropriate support conditions on Le´vy measures. A sufficient condition is that the topological
support of µ1 should be dense in the space of drift functions being considered. Gaussian measures
on separable Banach spaces have dense topological support (Theorem 6.28, [Dashti and Stuart,
2016]), and the Banach space C0(Dr, ‖ · ‖∞) of continuous functions vanishing at the boundary
is separable. Hence µ1(‖b − b0‖∞ < ε) > 0 for any ε > 0 provided b0 ∈ C0(Dr, ‖ · ‖∞) and
b|Dcr ≡ b0|Dcr .
We now turn to the Le´vy measure ν(dz), assumed to be homogeneous so that (3) is satisfied by
construction. Recall also that we assume ν(Dcr) = 0, so that (4) is satisfied so long as samples
from the prior are a.s. bounded. Let φr,τ (z) denote the d-dimensional centred Gaussian density
with covariance matrix τ−1Id×d truncated outside Dr and renormalised to a probability density,
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i.e.
φr,τ (z) =
φ(τ1/2z)1Dr(τ
1/2z)∫
Dr
φ(τ1/2z)dz
,
where φ is the standard Gaussian density in d dimensions. Let F be a probability measure
on (0,∞) assigning positive mass to all non-empty open sets, and let DP(ζ) denote the law of
a Dirichlet process with finite mean measure ζ ∈ Mf (Dr), independent of F . The Dirichlet
process was introduced in [Ferguson, 1973], and the interested reader is directed to it for a
rigorous definition.
Let D(Dr) denote the space of continuous, positive densities on Dr. A prior µ2 on D(Dr) is
specified via the following sampling procedure for samples Q ∼ µ2:
1. Sample P ∼ DP(ζ). Then P is a discrete probability measure on Dr with infinitely many
atoms with DP(ζ)-probability 1 [Ferguson, 1973]. Let z1, z2, . . . denote these atoms in
some fixed ordering.
2. Sample i.i.d. copies τ1, τ2, . . . ∼ F .
3. Set Q(dz) =
∑∞
j=1 P (zj)φr,τj (z− zj)dz.
This is the Dirichlet mixture model prior of [Lo, 1984] with truncated Gaussian mixture kernel
φr,τ and mixing distribution F ⊗ DP(ζ). Note that samples are finite probability measures
with probability 1, and have strictly positive, bounded densities in Dr because F ({∞}) = 0.
Compactness of Dr then ensures (4) holds, and (5) follows from the fact that φr,τ is Lipschitz
on Dr for each τ <∞. Moreover, for any f ∈ Cb(Dr) we have
lim
τ→∞
∫
Dr
f(z)φr,τ (z− x)dz = f(x),
so that Theorem 1 of [Bhattacharya and Dunson, 2012] holds and the support of µ2 is dense in
D(Dr).
Thus the joint prior Π := µ1⊗µ2 places full mass on a set of pairs (b, ν) satisfying the conditions
of Definition 1, and has dense ‖·‖∞-support in C0(Dr)×D(Dr). Since the bound in (14) consists
of continuous functions, dense support is sufficient to ensure it is satisfied and weak posterior
consistency holds for Π.
5 Discussion
In this paper we have shown that posterior consistency for joint, nonparametric Bayesian in-
ference of drift and jump coefficients of jump diffusion SDEs from discrete data holds under
criteria which can be readily checked in practice. In addition to incorporating jumps, our result
sufficiently relaxes the necessary regularity assumptions on coefficients that we are able to verify
consistency under Gaussian and Dirichlet mixture model priors. These priors can be readily
elicited and sampled via the Karhunen-Loeve expansion in the Gaussian case [Dashti and Stu-
art, 2016] and the stick-breaking construction in the Dirichlet mixture model case [Sethuraman,
1994], at least up to small truncation errors. This is a considerable improvement on results of
[van der Meulen and van Zanten, 2013, Gugushvili and Spreij, 2014], where both Gaussian and
Dirichlet mixture model priors were excluded by restrictive regularity conditions. Instead, pos-
terior consistency in arbitrary dimension was established for discrete net priors [Ghosal et al.,
1997], for which both elicitation and computational implementations are much more involved.
On the other hand, our results share the limitation of [van der Meulen and van Zanten, 2013,
Gugushvili and Spreij, 2014] of being established for a weak topology, for which the martingale
approach of [Walker, 2004, Lijoi et al., 2004] is well suited. A testing approach, such as that of
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[Ghosal and van der Vaart, 2007], would yield convergence in a stronger topology as well as rates
of convergence, but it is not clear how to adapt their results to the diffusion or jump diffusion
settings. Currently, results in this direction are only available for continuously observed scalar
diffusions [van der Meulen et al., 2006, Panzar and van Zanten, 2009, Pokern et al., 2013].
Practical implementation of inference algorithms is beyond the scope of this paper, but we note
that unbiased algorithms based on exact simulation for jump diffusions are available, at least
in the scalar case [Casella and Roberts, 2011, Gonc¸alves, 2011, Pollock et al., 2015b]. Exact
simulation of jump diffusions is an active area of research [Gonc¸alves and Roberts, 2013, Pollock
et al., 2015a, Pollock, 2015] and well suited for applications in unbiased Monte Carlo inference
algorithms, with preliminary results in the continuous diffusion setting indicating that nonpara-
metric algorithms can be feasibly implemented [Papaspiliopoulos et al., 2012, van Zanten, 2013,
van der Meulen et al., 2014]. As a final remark, we note that presently such algorithms are
only available for processes with jumps driven by compound Poisson processes of finite inten-
sity, and with coefficients satisfying regularity assumptions comparable to those in Proposition
1. Thus our Theorem 1 brings the theory on nonparametric posterior consistency in line with
current state of the art algorithms in one dimension, and anticipates development of comparable
methods in higher dimensions.
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