We give an alternative proof of the localization of Sinai's random walk in random environment under weaker hypothesis than the ones used by Sinai. Moreover we give estimates that are stronger than the one of Sinai on the localization neighborhood and on the probability for the random walk to stay inside this neighborhood.
In this paper we are interested in Sinai's walk i.e the one dimensional random walk in random environment with three conditions on the random environment: two necessaries hypothesis to get a recurrent process (see Solomon [1975] ) which is not a simple random walk and an hypothesis of regularity which allows us to have a good control on the fluctuations of the random environment.
The asymptotic behavior of such walk was discovered by , he showed that this process is subdiffusive and that at time n it is localized in the neighborhood of a well defined point of the lattice. This point of localization is a random variable depending only on the random environment and n, its explicit limit distribution was given, independently, by Kesten [1986] and Golosov [1986] . Here we give an alternative proof of Sinai's results under a weaker hypothesis. First we recall an elementary method proving that for a given instant n Sinai's walk is trapped in a basic valley denoted {M ′ 0 ,m 0 ,M 0 } depending only on n and on a realization of the environment. Then we give a proof of the localization, this proof is based on an analysis of the return time tom 0 . We get a stronger result than Sinai : we find that a size of the neighborhood of the localization depends on n like (log 2 n) 9/2 (log n) 3/2 instead of δ(log n) 2 found by Sinai. Moreover we compute the rates of the convergence of the probabilities (for the random walk and the random environment). Our method is based on the classification of the valleys obtained by ordered refinement of the basic valley {M This paper is organized as follows. In section 2 we describe the model, we give some basic notions on the random environment and present the main results. In section 3 we give the properties of the random environment needed in section 4 to prove the main results. In the Appendix we make the proof of the properties of the random environment.
2 Description of the model and main results
Sinai's random walk definition
Let α ≡ (α i , i ∈ Z) be a sequence of i.i.d. random variables taking values in (0, 1) defined on the probability space (Ω 1 , F 1 , Q), this sequence will be called random environment. A random walk in random environment (denoted R.W.R.E.) (X n , n ∈ N) is a sequence of random variable taking value in Z, defined on (Ω, F , P) such that • for every fixed environment α, (X n , n ∈ N) is a Markov chain with the following transition probabilities, for all i ∈ Z P α [X n = i + 1|X n−1 = i] = α i , (2.1)
We denote by (Ω 2 , F 2 , P α ) the probability space associated to this Markov chain.
• Ω = Ω 1 × Ω 2 , ∀A 1 ∈ F 1 and ∀A 2 ∈ F 2 , P [A 1 × A 2 ] = A1 Q(dw 1 ) A2 P α(w1) (dw 2 ).
The probability measure P α [ .| X 0 = a] will be denoted P α a [.] , the expectation associated to P α a : E α a , and the expectation associated to Q: E Q . Now we introduce the hypothesis we use in all this work. Denoting (ǫ i = log[(1 − α i )/α i ], i ∈ Z), the two following hypothesis are the necessaries hypothesis Solomon [1975] shows that under 2.2 the process (X n , n ∈ N) is P almost surely null recurrent and 2.3 implies that the model is not reduced to the simple random walk. In addition to 2.2 and 2.3 we will consider the following hypothesis of regularity, there exists κ + ∈ R * + such that for all κ ∈]0, κ + [ E Q [e κǫ0 ] < ∞ and E Q e −κǫ0 < ∞. (2.4)
We call Sinai's random walk the random walk in random environment previously defined with the three hypothesis 2.2, 2.3 and 2.4. Notice that Y. Sinai used the stronger hypothesis :
The random potential and the valleys Definition 2.1. The random potential (S k , k ∈ R) associated to the random environment α is defined by S k = 1≤i≤k ǫ i , k = 1, 2, · · · , k≤i≤−1 ǫ i , k = −1, −2, · · · , for the other k ∈ R Z, (S k , k) is defined by linear interpolation, and S 0 = 0. We denote (S n t , t ∈ R) the normalized potential associated to (S k , k ∈ Z) Ifm is not unique, we choose the one with the smallest absolute value. is not unique, we will take the ones such thatm 1 andM 1 have the smallest absolute value. In a similar way we define the left refinement operation.
In all this work, we denote log p with p ≥ 2 the p iterated logarithm and we assume that n is large enough such that log p n is positive. Let γ > 0 a free parameter, denoting γ(n) = (γ log 2 n)(log n) −1 we define what we will call a valley containing 0 and of depth larger than 1 + γ(n). give is inspired by the work of Kesten [1986] . First let {M ′ ,m 0 ,M ′′ } be the smallest valley that contains 0 and of depth larger than 1 + γ(n). Here smallest means that if we construct, with the operation of refinement, other valleys in {M ′ ,m 0 ,M ′′ } such valleys will not satisfy one of the properties of Definition 2.5.M ′ 0 andM 0 are defined fromm 0 in the following way ifm 0 > 0M
One can ask himself if the basic valley exists, in the Appendix A we prove the following lemma : Lemma 2.6. Assume 2.2, 2.3 and 2.4, for all γ > 0 there exists
Remark 2.7. In all this paper we use the same notation n 0 for an integer that could change from line to line. Moreover in the rest of the paper we do not always make explicit the dependance on γ of all those n 0 even if Lemma 2.6 is constantly used.
Main results : localization phenomena
The following result shows that Sinai's random walk is sub-diffusive : Proposition 2.8. There exists a strictly positive numerical constant h > 0, such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 hold, for all γ > 2 there exists n 0 ≡ n 0 (γ) such that for all n > n 0 , there exists
Remark 2.9. A weaker form of this result can be found in the paper of Sinai [1982] (Lemma 3 page 261). The set G n is called set of "good" environments. We will define it precisely in section 3. This set is defined by collecting all the properties on the environment we need to prove our results. 2.19 shows that Sinai's walk is trapped in the basic valley {M ′ 0 ,m 0 ,M 0 } which is random, depending only on the random media and on n. More precisely, using 2.20, with an overwhelming probability {M ′ 0 ,m 0 ,M 0 } is within an interval centered at the origin and of size 2(σ −1 log n) 2 log 2 n. In all this work h is a strictly positive numerical constant that can grow from line to line if needed.
The following remarkable result was proved by Sinai [1982] Theorem 2.10. Assume 2.2, 2.3 and 2.5, for all ǫ > 0 and all δ > 0 there exists n 0 ≡ n 0 (ǫ, δ) such that for all n > n 0 , there exists C n ⊂ Ω 1 with Q [C n ] ≥ 1 − ǫ and
In this paper we improve Sinai's result in the following way, for all κ ∈]0, κ + [ we denote γ 0 = 12 κ + 21 2 , Theorem 2.11. There exists a strictly positive numerical constant h > 0, such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 hold, for all γ > γ 0 there exists n 0 ≡ n 0 (γ) such that for all n > n 0 , there exists
Remark 2.12. This result shows that, for a given instant n sufficiently large, with a Q probability tending to one, X n belongs to a neighborhood of the pointm 0 with a P α probability tending to one. The size of this neighborhood is of order (log n) 3/2 (log 2 n) 9/2 that is negligible comparing to the typical range of Sinai's walk of order (log n)
2 . Moreover an estimate on the rates of the convergence of these probabilities are given but we did not try any attempts to optimize these rates. However if we look for an annealed result, that means a result in P probability, we get
and the rate in (log 3 n)(log 2 n) −1 cannot be improved to something like (log n) −a with a > 0 without changing the size of the localization neighborhood. We recall that the explicit limit distribution of m 0 was given independently by Kesten [1986] and Golosov [1986] .
Ideas of the proofs
In this section we describe in detail the structure of the paper and give the main ideas of the proofs of Propositions 2.8 and Theorem 2.11. For these proofs we need both arguments on the random environment and arguments on the random walk. Because of the technical aspect of the arguments on the environment, we summarize the needed results on the environment in section 3 and we have put the proofs of these results in the Appendix at the end of the paper. So assuming the results of section 3, the proofs of the main results are limited to the arguments for the walk given in section 4.
Results on the random environment (section 3) First we describe the ordered chopping in valleys. According to this construction, based on the refinement operation, we get a set of valleys with the two following main properties : 1. the valleys of this set are ordered (in the sense of the depth) 2. the depth of these valleys decrease when they get close tom 0 . This construction is one of the important point to get estimations more precise than Sinai's ones, for the environment, and therefore for the walk. We have collected all the needed properties of the valleys in a definition (Definition 3.4). All the environments that satisfy this definition are called good environment and we get the set of good environment (called G n , n is the time). The longest part of this work will be to prove that Q[G n ] satisfies the mentioned estimate, this is the purpose of the Appendix.
Arguments for the walk (section 4)
First we recall basic results on birth and death processes used all over the different proofs. We will always assume that the random environments belong to the set of good environments.
The proof of Proposition 2.8 is based on a basic argument: with an overwhelming probability, first the walk reach the bottom of the basic valleym 0 and then prefer returning n times to this point instead of climbing until the top of the valley (i.e reaching one of the pointsM ′ 0 orM 0 ). Moreover, according to one of the properties of the good environments, the size of the basic valley max{|M ′ 0 |, |M 0 |} ≤ (σ −1 log n) 2 log 2 n. So we get the Proposition. We will see that to get this result we have used very few properties of the good environments.
The proof of Theorem 2.11 is based on the two following facts : Fact 1 With an overwhelming probability, the last return tom 0 before the instant n, occurs at an instant larger than n − q n . q n is a function of n given by log q n ≈ ((log n) 3/2 (log 2 n) 7/2 ) 1/2 . Fact 2 We use the same argument of the proof of Proposition 2.8. With an overwhelming probability, starting fromm 0 with an amount of time n − (n − q n ) = q n the walk is trapped in a valley of size of order (log q n ) 2 log 2 q n ≈ (log n) 3/2 (log 2 n) 9/2 . This gives the Theorem. The hardest part is to prove Fact 1, for this we use both an analysis of the return time tom 0 (section 4.3) and the ordered chopping in valleys. The main idea is to prove that for each scale of time larger than q n , the walk will return tom 0 with an overwhelming probability. These scales of time are chosen as function of the depth of the ordered valleys, i.e for each scale of time corresponds a valleys. What we prove is that for each scale of time the walk can't be trapped in the corresponding valley. Indeed, starting fromm 0 , if the walk has enough time to reach the bottom of a valley it has enough time to escape from it and therefore to return tom 0 .
Arguments for the random environment (Appendix) While the proof of the results for the random environment are technical we give some details. This provide completeness to the present paper and shows the difficulties to work with the hypothesis 2.4.
Good properties of a random environment
In this section we present different notions for the environment that are used to prove the main results. We give a method to classify some valleys obtained from {M ′ 0 ,m 0 ,M 0 } by the operation of refinement. To do this we need some basic result on {M ′ 0 ,m 0 ,M 0 }. Then we define the set of the "good" environments, this set contains all the environments that satisfy the needed properties to prove the main results.
Ordered chopping in valleys
Proposition 3.1. There exists h > 0 such that if 2.2, 2.3 and 2.4 hold, for all γ > 0 there exists n 0 ≡ n 0 (γ) such that for all n > n 0 , we have
Before making a classification of the valleys we need to introduce the following notations, let γ > 0 and n > 3
where [a] is the integer part of a ∈ R. Using 3.3 and 3.4 we construct a deterministic chopping of the interval (−(σ −1 log n) 2 log 2 n, (σ −1 log n) 2 log 2 n) into pieces of length b n . Moreover we define :
We make the following construction, let us take {M 0 ,m 0 ,M 0 } we denote {M 1 ,m 1 } the couple of maximizer and minimizer obtained after this refinement, let us add this points to the set M 0 to get M 0 = {m 0 ,M 1 ,m 1 ,M 0 }. Now we consider the first refinement of {m 0 ,M 1 }, we get the couple {M 2 ,m 2 } that we add to the set M 0 and so on until we obtain the points {M r ,m r } such thatM r−1 −m 0 ≥ l n b n andM r −m 0 ≤ l n b n . From this construction (see Figure 1 ) we obtain a set of maximizer and minimizer (on the right ofm 0 )
In the same way we construct the set M ′ 0 by making equivalent refinement on the left of the valley {M ′ 0 ,m 0 ,M 0 }. We make a first refinement that gives the points {m
this set of maximizer and minimizer on the left ofm 0 ). Finally we get a set of maximizer and minimizer
We will use the following notations,
The beauty of the refinement is that we get immediately the following relations between the random variables defined in 3.6 (3.8) in the same way
We remark that the construction we made is possible if and only ifm 0 −M ′ 0 ≥ b n l n andM 0 −m 0 ≥ l n b n , but this is true with probability very near one, indeed the following lemma will be proved in the Appendix A : Lemma 3.2. There exists h > 0 such that if 2.2, 2.3 and 2.4 hold, for all γ > 0 there exists n 0 ≡ n 0 (γ) such that for all n > n 0 , we have
Definition of the set of good environments
Before defining a good environment, we introduce the following random variables, let γ > 0 and n > 3,
Remark 3.3. Proposition 2.8 shows that for the scale of time n, Sinai's walk is trapped in the basic valley {M ′ 0 ,m 0 ,M 0 }. In the same way we will prove that starting fromm 0 with a scale of time q n , Sinai's walk is trapped in the valley {M < ,m 0 ,M > }. This argument will be used in the proof of Theorem 2.11.
Now we can define what we call a good environment
Definition 3.4. Let n > 3, κ ∈]0, k + [, γ > 0 and ω ∈ Ω 1 , we will say that α ≡ α(ω) is a good environment if the sequence (α i , i ∈ Z) ≡ (α i (ω), i ∈ Z) satisfies the properties 3.16 to 3.36
,. , µ .,. and µ ′ .,. are given by 3.6 and γ(n) = (γ log 2 n)(log n) −1 .
We define the set of good environments G n as
Remark 3.5. We remark that a good environment α is such that the different random variablesM
,. , µ .,. and µ ′ .,. that depends on α satisfy some properties in relation to deterministic parameters like n, γ, σ and κ. The properties 3.16-3.20 concern the existence of the basic valley {M ′ 0 ,m 0 ,M 0 } with his main properties. The properties 3.21 and 3.22 are technical properties due to the hypothesis 2.4. There is no equivalent properties in Sinai's paper because the stronger hypothesis 2.5 is used. 3.23 (respectively 3.24) give an upper bound of the distance betweenM ′ 0 andM 0 (respectivelyM < andM > ) and the origin (respectively to the random pointm 0 ). The properties from 3.25 to 3.36 concern the properties of the valleys obtained by the ordered chopping of {M ′ 0 ,m 0 ,M 0 } effectuated in the previous paragraph. We remark that 3.25 and 3.26 give a deterministic upper bound for the number of right (respectively left) refinement performed in the ordered chopping in valleys, these upper bounds depend on n. This n dependance that does not appear in Sinai's work comes from the fact that we perform a chopping in valleys in such a way that the successive valleys are nested and containm 0 . This is a basic ingredient to get a result stronger than Sinai's one for the random walk itself. Proposition 3.6. There exists h > 0 such that if 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 hold, for all γ > 0, there exists n 0 ≡ n 0 (κ, γ) such that for all n > n 0
Proof. The proof of this proposition is done in the Appendix A. In fact
] but for simplicity we do not always make explicit the dependance on σ, κ,
and C of n 0 .
4 Proof of the main results (Proposition 2.8 and Theorem 2.11)
Basic results for birth and death processes
For completeness we recall some results of Chung [1967] on inhomogeneous discrete time birth and death processes, we will always assume that α is fixed (denoted α ∈ Ω 1 in this work).
Assume a < x < b, the two following lemmata can be found in Chung [1967] (pages 73-76), their proof follow from the method of difference equations.
Lemma 4.1. For all α ∈ Ω 1 , we have
Proof of the sub-diffusive behavior (Proposition 2.8 )
Ideas of the proof First we prove that starting from 0 the probability to hitm 0 before one of the points M ′ 0 − 1 orM 0 + 1 goes to 1 (lemma 4.3) and starting fromm 0 the probability of staying in the interval [M ′ 0 ,M 0 ] in a time n goes to 1 when n goes to infinity (lemma 4.5). In this section we will always assume that m 0 < 0, (computations are the same for the other case).
Lemma 4.3. There exists h > 0 such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 2 there exists n 0 ≡ n 0 (γ, κ) such that for all n > n 0 there exists
and for all α ∈ G n
Proof. Assume γ > 2, using lemma 4.1 we easily get that
Using 3.20 and 3.23, we get 4.6
Remark 4.4. By hypothesisM
Lemma 4.5. There exists h > 0 such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 2 there
such that for all α ∈ G n we have
By the strong Markov property the random variables (
Moreover it is easy to check that
Using 4.2 and 3.18 we get that there exists n 0 ≡ n 0 (κ, γ) such that for all n > n 0 and all α ∈ G n ,
. Using this and 4.14, we get for n > n 0 and all α ∈ G n
Replacing 4.15 in 4.13 and using 4.12 and the fact (1 − x) n ≥ 1 − nx, for all 0 ≤ x ≤ 1 and all n ≥ 1 we get 4.7. For 4.8 we use 4.7 and 3.23.
Proof (of Proposition 2.8).
By the strong Markov property and remark 4.4 we get that
Using Lemmata 4.3 and 4.5, we get 2.19. We get 2.20 using 2.19 and 3.23.
The next lemma will be used for the proof of Theorem 2.11. Lemma 4.6. There exists h > 0, such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 2 there
and for all α ∈ G n we have
where L n and q n are given at the end of Definition 3.4.
Proof.
Using what we did to prove Lemma 4.5 replacingM 0 byM > andM ′ 0 byM < (see 3.15 for the definitions ofM > andM > ), we easily get this lemma.
Analysis of the return time Tm
It is easy to check that E α m0 Tm 0→m0 = ∞ Q.a.s, however we will need an upper bound for the probability P
Lemma 4.7. For all α ∈ Ω 1 and all n > 1, we have for all i,
, and for all i,
. See 3.6 for the definitions of η
, η i,i+1 and δ i+1,i+1 , recalling that r and r ′ are (respectively) the number of right (respectively left) refinement (see section 3.1).
Proof.
We only prove 4.18 ( the proof of 4.19 is identical). It is easy to check, with the method of difference equations,
u l is given by 4.5 and F n (., .) at the end of Lemma 4.2. First we give an upper bound of 4.21. Denoting
Now let us consider the first refinement of {m 0 ,M i }, denotem i+1 the minimizer obtained andM i+1 the maximizer, it is easy to check (see Figure 2) that
where δ .,. is given in 3.6. Using 4.22 and 4.23 we get
, replacing this and 4.24 in 4.20 and noticing that δ i+1,0 − δ i,0 = −η i,i+1 we get 4.18.
Proposition 4.8. For all α ∈ Ω 1 , n > 1 and q > 0 we have, for all i, 0 ≤ i ≤ r
, and for all i, 0 ≤ i ≤ r
Remark 4.9. 4.25 does not imply that P α m0+1 Tm 0 +1 m0 > q is sumable on q, indeed on the right hand side of 4.25, "n −δi,0 " does not depend on q.
Proof (of Proposition 4.8).
Let us estimate P α m0+1 Tm 0 +1 m0 > q , let 0 ≤ i ≤ r, we have 
Proof of Theorem 2.11
The sketch of the proof is the following we prove (with a probability very near one) that (X k ) 1≤k≤n hitm 0 in a time smaller than n. Then we show that it does not exist an instant 1 ≤ k ≤ n − q n (q(n) is given at the end of Definition 3.4) such that the R.W.R.E. will not return tom 0 (Proposition 4.10). Finally we prove that starting fromm 0 , in a time smaller than n − (n − q n ) = q n the R.W.R.E. can not escape from a region which size is of order (log q n ) 2 (Proposition 4.14) .
First we introduce the next event, let n > 1 and 1 ≤ q ≤ n
Now we estimate each probability of the right hand side of 4.29 in Propositions 4.10 and 4.14.
Proposition 4.10. There exists h > 0 such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 12/κ + 21/2 there exists n 0 ≡ n 0 (γ, κ) such that for all n > n 0 there exists
1/2 and for all α ∈ G n
q n is given at the end of Definition 3.4.
Proof.
First we remark that for all n > 1 and all 1 ≤ q ≤ n
We estimate each term of the right hand side of 4.31, the first one in Lemma 4.11 and the second in Lemma 4.12 Lemma 4.11. There exists h > 0 such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 6 κ +4, there exists n
and for all α ∈ G n , we have
Proof. Let us consider the valley {M ′ 0 ,m 0 ,M 0 }, we assumem 0 > 0 (computations are similar ifm 0 ≤ 0). We have
For the second probability on the right hand side of 4.33 we have already see (lemme 4.3) that for all γ > 2 there exists n 1 ≡ n 1 (κ, γ) such that for all n > n 1 and all α ∈ G n
For the first probability on the right hand side of 4.33 we have by the Markov inequality
To compute the mean in 4.35 we use lemma 4.5, it is easy to check that :
where F n (j, l) = exp log n(S (for the maximizer) andm ′ 1 (for the minimizer), so we get
. Using 4.37, 4.36 and 4.35 we get
Using formulas 3.21, 3.23 and 3.34 we get that for all γ > 6 κ + 4, there exists n 2 ≡ n 2 (γ) such that for all n > n 2 and α ∈ G n
We get 4.32 using 4.33, 4.34 and 4.39 and taking n ′ 1 = n 1 ∨ n 2 . Lemma 4.12. There exists h > 0, such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 12/κ + 21/2 there exists n 0 ≡ n 0 (γ, κ) such that for all n > n 0 there exists
q n is given at the end of definition 3.4.
We recall that for all 1 ≤ q ≤ n we have denoted
we remark that A 
Using the change k = n − p, we get
Remark 4.13. We recall that R.W.R.E. is null recurrent P.a.s, so for the moment, we can't say anything on
First let us decompose the sum in 4.43
Let us give an upper bound to the sum on the right hand side of 4.44. We want to find q as small as possible but such that this sum goes to 0. For this we use step by step the inequality 4.25 to P 
For the sum on the right hand side of 4.46, by inequality 4.25 (taking i = 0) we have
For the other terms (1 ≤ i ≤ r − 1) of the sum in 4.47, using the inequality 4.25 we have
where we have used that
. So, for the sum 4.47 we get from 4.51 that 
Now using the good properties 3.18, 3.21, 3.27, 3.28, 3.29, 3.23 and 3.25 we easily get that for all γ > 12 κ + 21 2 , there exist n 1 such that for all n > n 1 , α ∈ G n , [n δr,r ]+1≤k≤n−2
. (4.55) Finally, using 3.35 and therefore choosing q = [q n ], where q n is given at the end of Definition 3.4, we get that for all γ > 12 κ + 21 2 , n > n 1 and α ∈ G n q=[qn]≤k≤n−2 Proposition 4.14. There exists h > 0, such that if 2.2 and 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 0 there exists n 0 ≡ n 0 (γ, κ) such that for all n > n 0 there exists
−2 , q n and L n are given at the of definition 3.4.
Let us introduce the following stopping time Tm 0 (q) = inf {l ≥ n − q, X l =m 0 }. We remark that A q ⇔ n− q ≤ Tm 0 (q) ≤ n. Taking q = [q n ], by the strong Markov property we have
(4.59) Therefore we get
Using Lemma 4.6 we get 4.58. Now we end the proof of theorem 2.11 Assume 2.2, 2.3 hold, let κ ∈]0, κ + [ such that 2.4 hold, let us denote
−2 in 4.29 we obtain from Propositions 4.10 and 4.14 that there exists n 1 ≡ n 1 (κ, γ) such that for all n > n 1 and all α ∈ G n
Moreover we remark that one can find n 2 > n 1 such that for all n > n 2 we have δ qn ≡ L n (log n) −2 ≤ γ(1600) 2 (log 2 n) 9/2 (log n) −1/2 .
APPENDIX

A Proof of the good properties for the environment (Proposition 3.6)
In all this section we will use standard facts on sums of i.i.d. random variables, these results are summarized in the Section B of this appendix.
Elementary results on the basic valley {M ′ 0 ,m 0 ,M 0 } We introduce the following stopping times, for a > 0,
Proof of lemma 2.6 To prove this lemma it is enough to prove that the valley {U − 1+γ(n) ,m, U + 1+γ(n) } satisfies the three properties of Definition 2.5 with a probability very near 1. Let κ ∈]0, κ + [, and γ > 0. By definition of U − 1+γ(n) and U + 1+γ(n) , {U − 1+γ(n) ,m, U + 1+γ(n) } satisfies the two first properties of Definition 2.5. We are left with the third property. Assumem > 0, we remark that
Using B.32 and Lemma B.4, it is easy to prove that there exists n 1 ≡ n 1 (γ, σ, E |ǫ 0 | 3 ) such that for all n > n 1
Making a partition on the values of W γ(n) , using that {W γ(n) = r} ⇒ {S n r ∈ [1, 1 + γ(n)]} and the strong Markov property we get
Using lemma B.4, we get that there exists n 2 ≡ n 2 (σ,
Collecting what we did above and taking n 0 = n 1 ∨ n 2 we get the lemma.
Proof of proposition 3.1, Let us prove 3.1, noticing thatM 0 ≤ U + 1+γ(n) , and using remark B.32, for all G > 0 we get
with h 1 > 0 and using B.18, we get that there exists
where q 1 < 0.7. Choosing correctly the numerical constant h 1 we get for all n > n 1 :
Taking D = log n in B.19 we get for all n > n 1
log n . (A.13) Using A.10, A.12, A.13 and the expression of G we get 3.1, the proof of 3.2 is similar.
We recall that for all κ ∈]0, κ
Proof of lemma 3.2. Denote
2 )(65σ 2 (log 2 n)) −1 + 1 and v n a sequence such that u n × v n = [(σ −1 log n) 2 log 2 n] + 1. Using 3.1 we know that there exists n
We recall that, in all this work, h is a strictly positive numerical constant that can grow from line to line if needed. Let us denote
Making similar computations to the ones did in the proof of B.4 we get that there exists n 1 ≡ n 1 (σ, C, κ) such that for all n > n 1 ,
4 log 2 n σ 2 (log n) 1/33 , (A.17) using A.15, A.16, A.15 and taking n 0 = n ′ 0 ∨ n 1 we get 3.13. Similar computations give 3.14.
The following result is essential to the proof of the other good properties.
Minimal distance between the two points of one refinement (property 3.25) Lemma A.1. There exists h > 0 such that if 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 0 there
Remark A.2. This lemma shows that the distance between two points obtained by the operation of refinement is larger than b n .
Proof.
Let κ ∈]0, κ + [ and γ > 0. Recalling 3.4 and 3.5, let us denote
we make a refinement of {M i−1 ,m 0 }, we get the pointsM
Therefore we have :
It is easy to see that {C 2 (65σ 2 log 2 n) −1 } so using Proposition 3.23 and Lemma 3.2 we have some upper bounds for the three last probabilities of A.22. Now let us give an upper bound for Q[A 2 ], first we introduce the following event, let s > 0
We are left to estimate Q [A 2 , A 3 ], we have
Denoting (a n , n ∈ N * ) and (d n , n ∈ N * ) two strictly positive increasing sequence such that [l n ] = d n × a n we get by independence
Now applying the Berry-Essen theorem to Q [S anbn ≤ g n ] and choosing d n = −2 (log(kn+2)) (log(
, we obtain that there exists n 2 ≡ n 2 (σ,
Finally, taking s = 4 and using A.24, A.25 and A.29 we get that there exists n 3 ≡ n 3 (σ, κ, 
r and r ′ have been defined section 3.1 and k n is given in 3.4.
This corollary is an easy consequence of lemma A.1, the proof is omitted.
Minimal distance between two maximums (properties 3.27 and 3.30) Proposition A.4. There exists h > 0 such that if 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, there exists
where γ(n) is given a the end of Definition 3.4, η .,. and η ′ .,. are given in 3.6.
Proof. Let us prove A.34
To prove this proposition we will use the lemma A.1. Let n > 3, and γ > 0, we recall the following notations
n , therefore using Lemma 3.23 and the inequality A.18 we get that there exists h > 0 and n 1 such that for all n > n 1 ,
by definition of the refinements we haveM
we have that
Now we estimate the two probability Q [A 5 ] and Q [A 6 ] in (respectively) lemma A.5 and A.6. For the proof of these lemmata we have used the paper in preparation of Cassandro et al. [2004+] .
Lemma A.5. Assume 2.2, 2.3 and 2.4, for all γ > 0 there exists n
where k n is given by 3.4, b n by 3.3.
Proof.
We have
Now we give an upper bound for
To estimate this last term we use the following concentration inequality (see LeCam [1986] pages 401-413)
2 I 1≤Hs we get by Schwarz inequality and Markov inequality
We deduce that there exists n .50 in A.48 and using A.47 and A.46 we obtain for all n > n
Therefore, using A.51 for all n > n ′ 0 we have
Making similar computations for the case i < 0 we get a similar result, so we get lemma A.5.
Constraint on k n and b n Now we can justify the choice for b n and k n , recalling that k n ×b n = (σ −1 log n) 2 log 2 n we want that (A.53) be close to 0 but b n small. Using that b n = (γ) 1/2 (log n log 2 n) 3/2 +1, we get that there exists h 1 ≡ h 1 (σ, γ) > 0 and n 2 such that for all n > n 2 ,
So using A.54 and lemma A.5, we get that there exists n
Now we prove the following lemma Lemma A.6. Assume 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 0 there exists n
Using the fact that we can write max bn(i+1)≤l≤bn(i+2) (S (A.58) replacing this in A.57, we get
We have to estimate the two probability in A.61 and A.62. We begin with A.62, we remark that (A.63) from this we deduce by the concentration inequality (see equations A.48 to A.51) that there exists n 3 ≡ n 3 (σ, E ǫ 4 0 ) such that for all n > n 3
Now we estimate the probability in A.61, by the strong Markov property we have
To estimate this probability we use remark B.32 and lemma B.4 (taking c = γ log 2 n log n , a = (bn) 1/2 log n(log 2 n) 3/2 , L = b n /2 and D = log n), we get that there exists n 4 such that for all n > n 4 .64 and A.67 in (respectively) A.61 and A.62 and using A.59 we get for all n > n 4 (A.68) taking n ′′ 0 = n 3 ∨ n 4 we get Lemma A.6 . Recalling 3.3 and 3.4 we get from Lemma A.6, that for all κ ∈]0, κ
To end the proof of Proposition A. 4, we collect A.69, A.55, A.43, and finally A.40 , and we take n 0 = n 1 ∨n 
where γ(n) is given at the end of Definition 3.4, δ .,. and δ ′ .,. are given in 3.6.
First we remark that by construction the event
, then we use the same method used to prove Proposition A.4.
Minimal distance between a minimum and Sm 0 (properties 3.29 and 3.32) Proposition A.8. There exists h > 0 such that if 2.2, 2.3 hold and for all κ ∈]0, κ
where γ(n) is given at the end of Definition 3.4, µ .,. and µ ′ .,. are given in 3.6.
The proof of this proposition is similar to the proof of Proposition A.4 and is omitted.
Control of the first and the last refinement (properties 3.33, 3.34, 3.36 and 3.35) Proposition A.9. There exists h > 0 such that if 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds , for all γ > 0 there exists n 0 ≡ n 0 (σ, E |ǫ 0 | 3 , E ǫ 4 0 , C, γ) such that for all n > n 0
where γ(n) and q n are given at the end of Definition 3.4.
Let us prove A.74, by construction δ 1,1 ≤ 1+γ(n). So we have to prove that the event −γ(n) ≤ δ 1,1 −1 ≤ γ(n) has a probability very near 0, to do this make we make use similar computations used to prove Proposition A.4. A similar remark work for A.75. Let us prove A.76, by construction we haveM
Using A.78 and proposition 3.1, we know that there exists n 1 ≡ n 1 σ, E |ǫ 0 | 3 such that for all n > n 1 Q −(σ −1 log n) 2 log 2 n ≤M r ≤ (σ −1 log n) 2 log 2 n ≥ 1 − h (log 3 n)(log 2 n)
Let us make the following chopping (σ −1 log n)
From this and A.80 we deduce that for all n > n 1 we have
(log n) 1/66 , (A.83) Using A.82 and A.83 we get that for all n > n 2
Moreover we remark that there exists n 3 ≡ n 3 (σ, s, κ) such that for all n > n 3
We get A.76, taking n 0 = n 1 ∨ n 2 ∨ n 3 . Similar computations give the result for δ ′ r ′ ,r ′ .
Proof for the property 3.24 Lemma A.10. There exists h > 0 such that if 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds, for all γ > 0 there exists n 0 ≡ n 0 (γ, σ, E |ǫ 0 | 3 ) such that for all n > n 0
see 3.15 for the definitions ofM < andM > and Definition 3.4 for L n one.
Denote f (n) = (log(q n (log n) γ ))/(log n), where q n is given at the end od Definition 3.4, we have
becausem 0 is a minimizer of the valley {M ′ 0 ,m 0 ,M 0 } and by definitionM 0 ≥ M > . Using Proposition 3.1, we know that there exists n 1 ≡ n 1 σ, E |ǫ 0 | 3 such that for all n > n 1
We get that for all n > n 1
Applying inequality B.18 we get that there exists n 2 ≡ n 2 σ, E |ǫ 0 | 3 such that for all n > n 2
Replacing this in A.93 and using A.89, we get A.86 taking n 0 = n 1 ∨ n 2 . The proof of A.87 is similar.
Proof of Proposition 3.6
We only have to collect the results of the Lemmata 2.6, B.3 and A.10, of the Propositions 3.1, A.4, A.7, A.8 and A.9 and of the Corollary A.3.
B Standard results on sums of i.i.d. random variables
] < +∞. In this section we recall some elementary results on sums of i.i.d. random variables satisfying the three hypothesis 2.2, 2.3 and 2.4. We will always work on the right of the origin, that means with (S m , m ∈ N), by symmetry we obtain the same results for m ∈ Z − .
The following lemma is an immediate consequence of Bernstein inequality (see Renyi [1970] ).
Lemma B.1. Assume 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds. For all q > 0 and p > 0 such that
For all p > 1, s > 0 and k > 1 such that log k < (1 + s)32σ 2 p, for all 0 ≤ j ≤ p we have
The following lemma gives an upper bound to the largest fluctuation of the potential (S r , r ∈ R) in a block of length B of a given interval. Lemma B.2. Assume 2.2, 2.3 hold and for all κ ∈]0, κ + [ 2.4 holds. For all s > 0, all integers K > 1 and B > 1 such that log K < σ 2 κ 2 B we have
where H K,B = K 
Proof.
We have dx < 0.7, therefore, using B.22 and B.23 we get B.18. To prove B.19 we use Wald's identity (see Neveu [1972] ) for the martingale (S n t , t ∈ R) and the regular stopping time U = U 
