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ABSTRACT
CONFIRMATION OF DATA-DRIVEN RESERVOIR MODELING
USING NUMERICAL RESERVOIR SIMULATION

Al Hasan Mohamed Al Haifi

Data driven reservoir modeling, also known as Top-Down Model (TDM), is an alternative to the
traditional numerical reservoir simulation technique. Data driven reservoir modeling is a new
technology that uses artificial intelligence and machine learning to build full-field reservoir models
using field measurements (data - facts) instead of mathematical formulations that represent our
current understanding of the physics of the fluid flow through porous media. TDM combines all
field measurements into a comprehensive reservoir model to predict the production from each well
in a field with multiple wells.
There are many opinions, speculations and criticism about not using the physics-based approach.
Therefore, in this thesis, to confirm the capabilities of TDM, synthetic data generated from a
numerical reservoir simulation model will be used for the development of a Data Driven Reservoir
Model. That means, the physics of the fluid flow through porous media will be modeled using the
generated data from the numerical reservoir simulation model which we know everything about.
In order to accomplish the objectives of this thesis a software application will be used for the
development of the Top-Down Model. TDM will be developed (trained, calibrated and validated)
and history matched using the data generated by a complex numerical reservoir simulation model
in order to confirm the capabilities of the TDM in forecasting existing well behavior. Upon
Completion of the TDM, predictions will be made using the developed TDM and are tested against
the data that will be generated by the numerical reservoir simulation.
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CHAPTER I
INTRODUCTION

1.1

GENERAL OVERVIEW

In numerical simulation and modeling, the numerical reservoir model is developed using
available static and dynamic data. This flow model is based on the geological model. Considering
the fact that the geo- cellular model is built using the geological and geophysical data, and then
the upscaling process is performed, and the flow model is developed using the well-known
engineering fluid flow principles followed by the history matching process, it can be asserted that
it is “Bottom-Up” process. (Shahab D. Mohaghegh, S. Alireza Haghighat, Vida Gholami & David
Moreno,, April 2014).

In the traditional reservoir simulation, the major assumption that has to be made is that all
the complexities of the reservoir are known and can be modeled in terms of the available
mathematical equations. Therefore, if the production does not match the field measurements
(observation) that results from the numerical simulation and modeling, it can be concluded that
since the reservoir characterization is represented by a geo-cellular (static) model, developed by
geoscientists, and is full of interpretations and uncertain values, we as engineers feel comfortable
changing these numbers in order to get the match. This problem is even more challenging while
dealing with unconventional reservoirs such as Shale. Many engineers believe it would be far from
reality when it comes to modeling the physics of what happens in the Shale reservoirs and assert
that, the mere reason to use the available models is simply because there is no alternative.
(Mohaghegh, S. D., 2011, January)
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Data-driven technologies are a set of new techniques that rely on data rather than our
current understanding of the physical phenomena in order to build models, solve problems, and
make recommendations and help us make decisions. In the context of reservoir engineering and
reservoir modeling, data are also referred to as facts. This is based on the assumption that the
measurements made in the field actually represent facts about the reservoir and the state of the
fluid flow in it. It is well understood that measurements include noise and that noise, as an
integrated part of the collected data, can be handled (Mohaghegh, Data-Driven Reservoir
Modeling, 2017).

Data-driven reservoir-modeling development and analysis includes three phases
(Mohaghegh, Data-Driven Reservoir Modeling, 2017). The first phase of the data-driven reservoir
modeling, which is an exploratory analysis in nature, relates to the data mining. The second phase
of data-driven reservoir modeling that is mainly concerned with the development (training, history
matching, and validation) of a predictive reservoir model for the entire field is accomplished
through artificial intelligence. The final phase of the data-driven reservoir modeling, which is the
post-model analysis, includes a combination of both data mining and artificial intelligence. Since
data mining is exploratory in nature, it mostly includes unsupervised algorithms. However, in the
case of its application to reservoir engineering and reservoir modeling, some of the traditional
unsupervised algorithms have been modified in order to incorporate reservoir engineering and
geoscience domain expertise in the analysis.
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1.2

PROBLEM STATEMENT
In order to efficiently develop and operate a petroleum reservoir, it is important to have a

reservoir model. Nowadays, the only technique that is accepted and is being used in our industry
is the reservoir numerical simulation. However, this technology is not accurate because it does not
use the large amount of the available data from the mature fields. For example, if decline curve
analysis is the tool that is being used to make decisions, it is obvious that no reservoir
characteristics and no operational constraints are used during the decision-making process.
Moreover, this tool is not fast, and it requires significant investment in time and manpower.
Therefore, reservoir managers need tools that are accurate and fast in order to make decisions in a
timely manner.

Data driven reservoir modeling, also known as Top-Down Model (TDM), provides a
complete alternative to the numerical reservoir simulation model and can serve as an appropriate
tool for reservoir management. The top-down model is a comprehensive, full-field, empirical
reservoir model that does not modify the collection of the measured reservoir characteristics in
order to history match multiple independent production variables. Therefore, synthetic data will
be used in this study to confirm the capability of the TDM in forecasting existing well behavior.
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CHAPTER II
LITERATURE REVIEW

2.1

DATA-DRIVEN TECHNOLOGIES

Mohaghegh defined the data-driven modeling as the process of applying artificial
intelligence and data mining methods such as machine learning and pattern recognition in order to
uncover hidden patterns in large data sets that represent fluid flow in porous media. Then, the
discovered patterns are included into a comprehensive and cohesive full-field reservoir model with
verifiable forecasting abilities that can be used to manage fields and their production (Mohaghegh,
Data-Driven Reservoir Modeling, 2017). Data driven reservoir modeling is a new technology to
build reservoir models that represent the fluid flow through porous media using filed
measurements. The distinguishing feature of this technology is its data requirement for its analysis.
Data-driven technology is completely based on field measurements that include well locations and
trajectories, stimulations and completions, core data, well tests, well logs, seismic and
production/injection history.

2.1.1 Data Mining

Data mining can be defined as the process of extracting a patterns (information) from a
large quantities of data sets and transform these patterns into an understandable structure for further
use. In data driven reservoir modeling, a comprehensive data set, also known as spatio-temporal
database must be made before using any data driven algorithm. The spatio-temporal database
should be large enough in order to discover the pattern in the data. Moreover, data cleaning has to
be made for the spatio-temporal database to remove the errors, missing records and noise data.
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As mentioned earlier, three phases are included in data-driven reservoir modelling, the first
phase is exploratory analysis in nature, relates to the data mining. The second phase includes the
development of a predictive reservoir model for the entire field using artificial intelligence. While,
the third phase of the data-driven reservoir modelling is the post data analysis that includes a
combination of both data mining and artificial intelligence (Mohaghegh, Data-Driven Reservoir
Modeling, 2017).

2.1.2 Artificial Intelligence-Based Reservoir Modeling
Artificial Intelligence (AI) is a field of computer science which focus on creating machines
that can engage on behaviours that humans consider intelligent. Also, artificial intelligence may
be defined as a collection of analytic tools that attempts to imitate life. Moreover, Researchers are
trying to create systems that can mimic human thoughts. AI is used in areas such as credit card
fraud detection, medical diagnosis, bank loan approval, financial portfolio management, selfdriving cars, and many more. AI technology has three main categories; artificial neural networks,
fuzzy logic and evolutionary programming. In the oil and gas industry these tools have been used
to solve problems related to pressure transient analysis, drilling, reservoir characterization, and
well log interpretation (Mohaghegh, Shale Analytics, 2017).

In artificial intelligence-based reservoir simulation and modeling, we try to mimic or
recognise the pattern in the data. Instead of using physics in its first principle and explicit form,
we use physics (our scientific understanding of the fluid flow through porous media) as inspiration
for building a library of clever observations. In the case of AI-Based Reservoir Models, this library
of clever observations is called a customized spatio-temporal database. The spatio-temporal
database is used to developing (train) a predictive model by modifying the free parameters that
represent the strength of interconnections between parameters. As the training process continues,
the algorithm converges to a state where it can mimic the behavior of the hydrocarbon reservoir.
In other words, instead of explicitly formulating the physics, we try to deduce the physics from the
observations in an implicit fashion.
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Artificial intelligence-based reservoir modelling is a young technology and it has been
around for only a few years. The potential of this technology is tremendous because reservoir
models can be generated in a fraction of the time and budget of traditional models while providing
most of the capabilities that the traditional numerical model can provide.

2.1.3 Artificial Neural Network
Artificial neural network is classified to be one of the AI technologies. It can be defined as
a system of information processing that perform similar to biological nervous systems. As shown
in Figure 1 the output from other neurons is multiplied by the weight of the connection and enters
the neuron as input. Usually in a typical neural network has many inputs and only one output. The
inputs are summed and subsequently applied to the activation function and the result is the output
of the neuron. (Shahkarami, A., Mohaghegh, S. D., Gholami, V., & Haghighat, S. A., 2014, April)

Figure 1: Schematic of Artificial Neuron
(Mohaghegh, Shale Analytics, 2017)
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An artificial neural network is a group of neurons that are arranged in particular formations.
These neurons have a multilayer network structure (Figure 2). The first layer is the input layer
where the number of neurons in this layer are similar to the number of attributes that are being
presented to the network as input.

The second layer which is also known as a hidden layer where the neurons in this layer are
responsible for modifying the data throughout the system (feature extraction). While, the last layer
is the output layer where the number of neurons in this layer could be similar to the number of
attributes that are being presented to the network.

Figure 2: Example of Artificial Neural Network

2.2

THE SPATIO-TEMPORAL DATA BASE
Spatio-temporal database is considered to be the backbone of the top-down reservoir

model. It is intended to provide the means of integrating all the field measurements (available data)
into the empirical model. In order to present the spatio-temporal database to machine learning and
pattern-recognition algorithms, the shape of the database has to be flat or a matrix of rows and
columns. The rows in the matrix are referenced as a record, while the columns in the matrix are
referenced as attributes or parameters. The main two data types that included in spatio-temporal
database are static data and dynamic data. Figure 3 shows an example of Spatio-temporal database.
The data that includes in spatio-temporal database can be summerized in table 1.
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Figure 3: Example of spatio-temporal database

Table 1: Example of the data that included in the Spatio-Temporal Database

Well Location

Well Construction

Well Completion

Formation Evaluation

Well Logs

1) Latitude

1) Vertical

1) Open Hole

1) Formation top

1) Gamma Ray

2) Longitude

2) Horizontal

2) Cased Hole

2) Gross thickness

2) Density

3) TVD

3) Slanted

3) Porosity

3) Resistivity

4) MD

4) Azimuth/

4) Saturation

4) Sonic

Inclination
Core Analysis

Well Interventions

Production/Injection Operational Constrains

1) Permeability

1) Workovers

1) Oil

2) Relative

2) Stimulation

2) Gas

3) Hydraulic

3) Water

Permeability

Fracturing

1) Shut-in
durations

Well Test
1) Reservoir
Pressure

2) Chock size
3) WHP
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2.2.1 Static Data
Static data can be defined as the attributes that will not change with time. This data is used
to build the geo- cellular model where the oil and gas reside prior production. It is known as a
geological or static model. All reservoir rocks are heterogeneous and anisotropic. Static data can
be divided into two separate categories. The first category is the truly static data and the second
category is the dynamically‐modified static data. The truly static data is the parameters that are not
expected to change with time for instance the average porosity related with the drainage area
(where each well is producing from) is not actually a fixed parameter. While the dynamically‐
modified static data is the parameters that are expected to change with time. As new wells are
drilled in the reservoir, the drainage area that is attainable to each well change with time. The
average values of the static attributes that represent the drainage volume, for instance the average
porosity related with the drainage area will be subject to alteration. (Mohaghegh, Data-Driven
Reservoir Modeling, 2017)

2.2.2 Dynamic Data
Dynamic data can be defined as the attributes that can change with time. Most of the
dynamic data represent human intervention in production. This intervention could be intentional
or unintentional. Stimulating the well or changing the chock size are example of intentional and
changes in well head pressure due to the surface facility limitations is an example of unintentional.
Therefore, it is very important to let the top-down model to learn about the differences between
the human intervention and reservoir behavior. These differences need to be communicated to the
top-down model and the only way to communicate such information is through data. TDM will
only be able to differentiate between the two sets of characteristics, and de‐convolve the related
signals, by learning through historical data, that there is a difference between signals coming from
the reservoir and those that have been impacted by the operational constraints.
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2.3

TOP-DOWN MODEL
Shahab Mohaghegh is one of the pioneers in applying AI in petroleum engineering. In the

recent years he introduced a new technology called a Top-Down Modeling (TDM), which is
considered to be the first comprehensive data-driven reservoir modeling developed by him. TopDown Modeling (TDM) is a pioneering technology that integrates a large number of disciplines
such as reservoir modeling, reservoir engineering, advanced data-driven and statistical analysis
using machine learning and artificial intelligence. TDM was developed as an alternative to the
traditional numerical reservoir simulation in order to build a comprehensive, cohesive and full
field reservoir model. (Mohaghegh, S. D., Al-Mehairi, Y., Gaskari, R., Maysami, M., & Khazaeni,
Y., October, 2014). The distinguishing features of this technology that recognizes it from the
traditional reservoir simulation are as follow;
 It does not assume that we have all the information necessary to build a fully representative
geological model of the asset, understanding all the underlying geological behaviour.
 It does not assume that we fully understand and are able to formulate (using physics) all
the complexities and intricacies (nuances) of fluid flow through porous media for the asset
being modeled.

2.3.1 Top-Down Model – Case Studies
Several papers have been published in recent years that present the applicability datadriven reservoir modeling (Gomez, Y., Khazaeni, Y., Mohaghegh, S. D., & Gaskari, R., 2009,
January), also known as Top-Down Modeling (TDM) in developing reservoir simulation models
for many different types of reservoirs.

2.3.1.1

TDM for Niobrara Field

TDM was built for a field in Weld County, Colorado, producing from Niobrara (Shahab
D. Mohaghegh, S. Alireza Haghighat, Vida Gholami & David Moreno,, April 2014). The
Data was collected from more than 145 wells in order to develop a TDM for this field and
perform data driven analysis.

10

This data included production history, well logs, well design attributes, and dynamic
production constrains. The workflow for this study included generating a geological model
and reservoir delineation followed by Key Performance Indicator (KPI) analysis, and
finally history matching the production data from each well and production forecasting.
Figure 4 shows the list of inputs (data) for development TDM for Niobrara field.

Figure 4: List of inputs (data) for development TDM for Niobrara field

Once the comprehensive data set is generated, Key Performance Indicator (KPI) analysis
was made to define the degree of influence of each static or dynamic parameter on the
production. Figure 5 demonstrates the KPI analysis result for Niobrara field.

Figure 5: KPI analysis result
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Once the KPI analysis was performed, the development of TDM using the production data
from 145 wells that started in 1986 and continued to December 2012 were used in neural
network training. Figure 6 illustrates a good history match results for the entire field and
individual wells. Also, the future productions of the wells were predicted for three years
starting from year 2013.

Figure 6: TDM estimations for production history and three years prediction from 2013 for (a) Entire filed (b, c, d) Different
wells
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2.3.1.2

TDM for Powder River Basin

This study was performed on Hilight Field in the Powder River Basin, Wyoming.
(Maysami, M., Gaskari, R., & Mohaghegh, S. D. , 2013, September) The production data
was collected from 185 wells started from June 1969 and extended until April 2012. Figure
7 shows the available data that were used in this analysis are well coordinates, top depth,
pay thickness, porosity and completion data. However, the only dynamic data that is
available beside the production history is dates and types of workovers on individual wells.
Figure 8 and 9 illustrate a good history match results for the entire field and individual
wells, respectively. Also, the future productions of the wells were predicted from 2013
through 2017. Gray dots and shades represent annual production history and actual
cumulative production in Hilight field, respectively. The green line represents the matching
result obtained from TDM model developed.

Figure 7: List of inputs (data) for development TDM for Powder River Basin
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Figure 8: TDM estimations for production history and four years prediction from 2013 for the entire field

Figure 9: TDM estimations for production history and four years prediction from 2013 for different wells
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CHAPTER III
METHODOLOGY
3.1

Introduction
In order to accomplish the objectives of this thesis, IMagine software was used for the

development of the Top-Down Model using synthetic data. The research strategy for developing
the TDM is briefly explained in this chapter. The numerical reservoir simulation model that will
be used to generate the data (synthetic data) from has 53 producers and 20 injectors. In addition,
it has six reservoir layers. The production started in January 1995 and continued to December
2016. The production timeline consists of seven phases and each phase started at different time
and can be illustrated in Figure 10. Furthermore, water injection data was available from 1995 to

End End End End

Start

Start
Start

Start

Start

End

Start

End

End

Start

2016 and the timeline can be shown in Figure 11.

Figure 10: Production Timeline

15

Figure 11: Water Injection Timeline

3.2

IMagine Software
IMagine is the only software that provides a comprehensive workflow for the development

of Top-Down Models (Figure 12). It uses innovative and proprietary algorithms and technologies
based on artificial neural networks, genetic optimization and fuzzy logic in order to accomplish its
objective. IMagine will be used in this project in order to meet the objectives of the thesis.

Figure 12: IMagine Software
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3.3

Research Strategy

The following steps were implemented in order to develop a Top-Down Model.

Modify the Numerical
Reservoir Simulation
Model

Generate the required
data for TDM

Importing data into
IMagine

Static Modeling

Develop The TDM:
(Model training and
History Matching)

Forecasting: (Confirm
TDM result using
numerical reservoir
simulation data)

Figure 13: Research Strategy

1. Modify the Numerical Reservoir Simulation Model

A student at West Virginia University built
the numerical reservoir simulation model
and the integrity of this model was tested.
Then, some modifications were made into
the numerical reservoir simulation model.
Therefore, the permeability and porosity of
layer three and layer five were changed to
be zero as shown in Figure 15 and Figure
16 respectively. Also new operational
constrains were added to the model, so

Figure 14: Well Location

most of the wells were shut-in for several days and months in order to make the model more
realistic. After that, the model was run using CMG software and no errors were found. As
mentioned earlier the numerical reservoir simulation model includes 53 producers and 20
injectors. The location of each producer and injector can be illustrated in Figure 14.
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Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Figure 15: Permeability for the six layers
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Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Figure 16: Porosity for the six layers
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2. Generate the required data for the Top-Down-Model

After running the numerical reservoir simulation model, only the required data for TDM were
exported. The synthetic data was generated (exported) as a layer-based from January1995 to
December 2016. Therefore, upscaling method (Figure 17) was used for all the static and
dynamic attributes. Then the upscaled data (well-based data) was used for developing the TDM
in order to confirm its capabilities in forecasting existing well behavior. The data generated is
classified into static data and dynamic data. The static data contains of well location, well type,
grid top, true-vertical-depth, average initial water saturation, average permeability, total
thickness and total completion (Figure 18). While the dynamic data includes the well
production data (Oil, Gas and Water) average flowing bottom hole pressure, average reservoir
pressure, average water saturation and average oil saturation for 53 producers in a monthly
basis from 1/31/1995 to 31/12/2016 and can be seen in Figure 19. It also includes the days of
production as shown in figure 20.

Figure 17: Upscaling method
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Figure 18: Static Data
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Figure 19: Dynamic Data

Figure 20: Days of Production
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3. Importing data into IMagine software

After generating the data from numerical reservoir simulation, then the data was imported into
IMagine software. As shown in Figure 21 the static and dynamic datasets were imported into
“Well-Based Data” and oil, gas, and water production datasets were imported into “Production
Rate Data”. The dynamic and production rate data from 01/31/1995 to 12/31/2014 were only
imported into IMagine software and the last two years were not introduced into the software
at all in order to test the TDM predictions with the result of numerical reservoir simulation
data. The timelines used for modeling and history matching of the top-down model, blind
history matching, and forecasting are shown in Figure 22

Static and
Dynamic
datasets
Oil, Gas
and Water
Production
datasets

Figure 21: Importing the data
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Figure 22: History Matching strategy

4. Static Modeling

In this section static modeling that includes grid and boundary, geo-statistics, reservoir
delineation and volumetric were performed before proceeding to the Top-Down Modeling
section. Reservoir grid size and reservoir boundary were manually adjusted as shown in Figure
23. In geo-statistics section, the models for both static and dynamic attributes were created
with the application of inverse distance weighing method. Moreover, the reservoir delineation
that includes the drainage area calculations were performed by using the Voronoi technique
delineation of the created boundary. Lastly, the volumetric calculations were generated.

Injector

Producer

Figure 23: Reservoir Boundary
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5. Top-Down Modeling: (Model Training and History Matching)

Build and History match section includes three steps as shown in Figure 24. The first step is
the design and status where the model (output) is created, then the second step is the attribute
selection and the last step is to generate a comprehensive dataset, which is also known as a
Spatio-Temporal database. In Build and History match section the outputs (reservoir pressure,
water saturation, oil production, gas production, and water production) were modeled using
different attributes. Figure 25 shows the sequences of the outputs (Top-Down Models) that
were modeled. In this figure, the static data from the spatio-temporal database along with
dynamic data (mainly operational constraints) from the spatio-temporal database at time (t) are
needed (as well as the “Reservoir Pressure” at time t −1) to generate the “Reservoir Pressure”
at time (t) for all the wells in the asset. Next, static data along with dynamic data at time (t)
(mainly operational constraints), as well as recently calculated reservoir pressure at time (t) ,
are required as input to the data-driven water saturation model (as well as the water saturation
at time t −1) in order to calculate water saturation at time (t) for all the wells in the asset.
Similarly, to calculate the production rates (Oil  Gas  Water) at each well at time (t), static
data along with dynamic data from time (t) as well as recently calculated reservoir pressure
and water saturation at time (t) (along with production rates from time t −1) are required to be
used in the data-driven production rate model.

1

2

3

Figure 24: Build and History Match
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Figure 25: Sequences of Top-Down Models (Output) design

Before creating the spatio-temporal database, different attributes were selected for each output
in order to perform the Top-Down Modeling as shown in Figure 26. The green symbol means
the attribute has been selected for TDM development and the red symbol means the attribute
has not been selected for TDM development. Only the data (dynamic and static data) for two
offset producers and one offset injector along with the focal data were used in building the
TDM. Once the attributes are selected, the Spatio-Temporal database was created for the five
models.

Figure 26: The attributes that have been selected for building the TDM
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Figure 27 is an example of Spatio-Temporal database that has been created for oil production
model. Once the Spatio-Temporal database is created, then data cleaning are performed by
removing the zero values of oil production first, followed by assigning zero to the missing
values and after that sorting by well and then by date. The number of total cases (records) were
6572 after excluding the oil that has zero production from the Spatio-Temporal dataset. Table
2 shows the number of total cases that has been assigned for training, calibration and validation.
In this thesis, the Top-Down modeling was done using resolution in time. Therefore, Multi
random portioning method was selected and the last year 2014 that has 509 records were
assigned as a blind validation and 85% of the total cases excluding the 509 records were
assigned as a training dataset and 15% of the total cases excluding the 509 records were
assigned as a calibration dataset. Next, the neural network is trained, calibrated and validated
in a satisfactory manner, the results are evaluated against the actual data (data generated by
numerical reservoir simulation) in order to see if the top-down model is able to match the
production history for all the wells in the field (history matching). The result of the training,
calibration and validation will be presented in the next chapter.

Figure 27: Example of Spatio-Temporal database for Oil

Table 2: Number of cases in training, calibration and validation

Total Cases Validation (year 2014) Total cases excluding the last year Training

Calibration

6572

909

509

6063

5154

27

6. Forecasting

Once the TDM is developed (trained, calibrated and verified) in a satisfactory manner from
1995 to 2014, then the developed models will be deployed in the forecast mode in order to
estimate the future production of oil, gas, and water production and test them against the data
that was generated by the numerical reservoir simulation. However, it is very important to add
the operational constrains of the years that will be predicted before deployment or forecasting.
Therefore, the operational constrains data were added into the TDM deployment section as
shown in Figure 28. This data only includes days of production, FBHP and water injection
from 01/01/2015 to 12/31/2016. Once the data was updated, then TDM was deployed. The
forecasting results will be presented in the next chapter.

Figure 28: TDM deployment section
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CHAPTER IV
RESULT
4.1

Training, Calibration and Validation Results
The results of the developed (trained, calibrated and validated) TDM for reservoir pressure,

water saturation, oil production, gas production and water production are illustrated in this section.
After multiple of trial and error, the best model was selected based on the obtained R2 of the three
sets (Training, Calibration and Verification). As shown in the Figures 29 and 30, it can be seen
that the three sets (Training, Calibration and Verification) for the five models have a pretty good
pattern. That means that the TDM is trained, calibrated and validated in a satisfactory manner.
Therefore, these models (reservoir pressure, water saturation, oil production, gas production and
water production) are used to perform the predictions. The R2 result for the training, calibration
and validation datasets can be summarized in table 3.

Reservoir Pressure

Water Saturation

Figure 29: Results of training, calibration validation for Reservoir pressure and water saturation
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Oil

Gas

Water

Figure 30: Results of Training, Calibration and Validation for Oil, Gas and Water

Table 3: The R2 result for Training, Calibration and Validation datasets

Dataset

Training Calibration Validation

Output
Reservoir Pressure

0.988

0.98

0.982

Water Saturation

0.992

0.99

0.993

Oil Production

0.978

0.902

0.821

Gas Production

0.985

0.94

0.831

Water Production

0.986

0.978

0.984
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4.2

Top-Down Model Results (History Matching and TDM Predictions)
The results of training and history matching, blind history matching, and forecasting of the

top-down model are shown in Figures 31 through 34. Each of these figures includes detailed
history matching and forecasting of four individual wells (Well-006, Well-009, Well-021 and
Well-037). In each of the figures, three graphs are shown. In all three graphs, the x-axis is time
(date) that extends from the initial production date to the forecast time of 2016. The time in the xaxis is divided into three segments identifying the period of time used for training and history
matching of the top-down model (1995 to 2013—before the bink line), the period of time used for
blind history matching (2013 to 2014—between pink line and olive line), and the period of time
used for forecasting (2015 and 2016—after olive line). In each of the graphs in Figures 31 through
34, actual data are shown using green dots, while the results from the top-down model are shown
as solid grey lines. In these figures, the graph at the top shows the oil production as a function of
time. The middle graph shows the gas production as a function of time. The bottom graph shows
water production as a function of time. These figures illustrated a pretty good history matching.
Furthermore, it clearly shows that TDM is quite powerful when it comes to history matching past
production measurements (actual data) from every individual well in the field. As demonstrated in
Shahab’s book (Mohaghegh, Data-Driven Reservoir Modeling, 2017), the top-down model does
this by learning the reservoir and well-production behaviour using the internal correlations that it
builds between static and dynamic parameters with production from each well, taking into account
production constraints and injection and production from offset wells. This is accomplished one
record at a time and then is put together to present production from a well and ultimately
production from the entire field, as shown in Figure 35. In this figure the entire reservoir (entire
field) is illustrated along with the active wells. The accuracy of the top-down model during the
blind history match, as demonstrated in Figures 31 through 35 is an impressive accomplishment,
especially when it is compared with results from numerical reservoir simulation. The comparison
of TDM result with numerical reservoir simulation result for the four wells will be demonstrated
next section. In this section only the result of four wells out of 53 wells are presented. The results
of the rest of the wells can be found in the appendix.
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Figure 31: Complete History Matching and Prediction result
for well-006

Figure 32: Complete History Matching and Prediction result
for well-009
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Figure 33: Complete History Matching and Prediction result
for well-021

Figure 34: Complete History Matching and Prediction result
for well-037
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Figure 35: Complete History Matching and Prediction results for the entire field (reservoir)
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4.3
data

Confirming Results of TDM Predictions using Numerical Reservoir Simulation

The objective of this thesis is to confirm the results of Data-Driven Reservoir Modeling
which is also known as a Top-Down Modeling (TDM) using the data generated from the
Numerical Reservoir Simulation. In this section the result of the TDM predictions (2015 and 2016)
are tested against the synthetic data. As mentioned in Chapter 3 “methodology” the data for the
last two years (2015 and 2016) that has been generated by numerical reservoir simulation were not
introduced to the Data-Driven reservoir modeling software (IMagine). That means the TDM will
predict the last two years that has never seen before. Therefore, based on the Artificial Intelligence
and Machine Learning and the available data from 1995 to 2014, the last two years were predicted.
In order to do the comparison, the results of training and history matching, blind history matching,
and forecasting of the top-down model were exported from IMagine software. Then, the results of
the TDM were plotted against the results of numerical reservoir simulation using Python as shown
in Figures 36 through 39. Each of these figures includes detailed history matching and forecasting
of four individual wells (Well-006, Well-009, Well-021 and Well-037). In each of the figures,
three graphs are shown. In all three graphs, the x-axis is time (date) that extends from the initial
production date to the forecast time of 2016. The time in the x-axis is divided into three segments
identifying the period of time used for training and history matching of the top-down model (1995
to 2013—before the bink line), the period of time used for blind history matching (2013 to 2014 between pink line and olive line), and the period of time used for forecasting (2015 and 2016 after olive line). In each of the graphs in Figures 31 through 34, actual data are shown using green
dots, while the results from the top-down model are shown as solid grey lines. In these figures, the
graph at the top shows the oil production as a function of time. The middle graph shows the gas
production as a function of time. The bottom graph shows water production as a function of time.
Based on the graphs below, the result of the TDM predictions of the last two years (2015 and 2016)
for the oil production, gas production and water production has reflected the same result as
numerical reservoir simulation. Therefore, we can clearly say data-driven reservoir modeling is a
reliable and promising technology and it can be trusted and used with real field measurements
data.
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Figure 36:TDM result versus numerical reservoir simulation
result for well-006

Figure 37: TDM result versus numerical reservoir simulation
result for well-009
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Figure 38: TDM result versus numerical reservoir simulation
result for well-021

Figure 39: TDM result versus numerical reservoir
simulation result for well-037
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CHAPTER V
CONCLUSION
5.1

Conclusion
In order to efficiently develop and operate a petroleum reservoir, it is important to have a

reservoir model. Nowadays, the only technique that is accepted and is being used in our industry
is the reservoir numerical simulation. However, this technology is not accurate because it does not
use the large amount of the available data from the mature fields. Therefore, data driven reservoir
modeling technology, also known as Top-Down Model (TDM), provides a complete alternative to
the numerical reservoir simulation model and can serve as an appropriate tool for reservoir
management. TDM combines all field measurements into a comprehensive reservoir model to
predict the production from each well in a field with multiple wells and then TDM is used to predict
the well performance for the future of the field.

There are many opinions, speculations and criticism when we do not use the physics-based
approach. Therefore, in this thesis synthetic data generated from a numerical reservoir simulation
model was used for the development of a data-driven reservoir modeling to confirm the capabilities
of TDM technology.

TDM was developed (trained, calibrated and validated) and history matched using the data
generated by a complex numerical reservoir simulation model. The result clearly shows that TDM
is quite powerful when it comes to history matching past production measurements (actual data)
from every individual well in the field. Furthermore, predictions were made using the developed
TDM and are tested against the data that was generated by the numerical reservoir simulation. It
has been noticed that the result of the TDM predictions of the last two years (2015 and 2016) for
the oil production, gas production and water production has reflected and confirmed to be almost
the same result as numerical reservoir simulation. Therefore, we can clearly say data-driven
reservoir modeling using artificial intelligence and machine learning is a reliable and promising
technology and it can be trusted and used with real field measurements data.
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