Abstract-MITRE's Evolvable Real-Time C3 (Command, Control, and Communications) project has developed an approach that would enable current real-time systems to evolve into the systems of the future. This paper first summarizes the design and implementation of an infrastructure for an evolvable real-time C3 system. Then, a detailed discussion of the infrastructure requirements for a survivable real-time C3 system is presented. Finally security issues for survivability, as well as open implementation of the infrastructure, are described. In particular, adaptable middleware for survivable systems is discussed.
Information Survivability for Evolvable and Adaptable Real-Time
Command and Control Systems
INTRODUCTION
ETWEEN now and the early part of the next century, significant portions of today's real-time C3 systems will become either functionally inadequate or logistically unsupportable. Such systems need to change as new requirements are imposed in any of the many component systems. MITRE's Evolvable Real-Time C3 initiative has developed an approach that would enable current real-time systems to evolve into the systems of the future. The candidate evolution approach is to leverage off near-term system upgrade to put a new architecture framework in place. The emphasis is on transitioning to open architectures, which are modular and free from proprietary or unnecessarily complex software designs. The open framework can also accommodate new upgrades more easily. Availability of a suitable software architecture is key for this approach to succeed. The investment plan would continue incremental transition of current systems into more flexible systems. The extensible system architecture would ultimately replace the current hardware and software architecture. This paper describes survivability issues for our approach to evolving legacy real-time command and control systems into systems of the future. We have taken advantage of the COTS products as well as the state-of-the-art developments in real-time systems and distributed systems technologies. We have used the Air Borne Warning and Control System (AWACS) as an example to test out the concepts and architectures developed. We have also used distributed object management technology to integrate the various components. Survivability of the various components of our system is critical. Our system must function and meet the timing constraints in the presence of failures, intrusions, and overload conditions. In addition, the system has to be adaptable.
In Section 2, we first describe our approach to evolving systems. We have designed and developed two major components to support the evolution of command and control systems: the infrastructure and the data manager. We have also integrated the infrastructure, data manager, and the tracking application using distributed object management technology. Some details of the design and implementation are given in Section 3. Requirements for survivability are discussed in Section 4. Section 5 describes issues on integrating security technology with real-time and fault tolerance technology. Open implementation of the infrastructure for survivable systems is the subject of Section 6.
Closely related to open implementation is adaptable middleware. Some of our work on this topic is the subject of Section 7. Section 8 summarizes the paper and discusses future directions.
APPROACH TO BUILDING SYSTEMS
In order to provide an evolution path for real-time C3 systems, one needs to understand the requirements of current real-time C3 systems and the approach taken to design such systems. The project has chosen AWACS as an example to incrementally test out the concepts and architectures to be developed. It has a centralized database that is based on a closed architecture with monolithic custom software. It does not have a state-of-the-art hardware architecture. Processing upgrades to the system is timeconsuming and expensive.
The project has chosen to focus on the surveillance function as the starting point for transitioning AWACS to an open architecture. This is because the target-tracking algorithm within the surveillance function is a prime candidate for system improvement due to recent advances in multisensor integration (MSI) trackers. Since the required computational performance has only recently become available in new processors, an MSI tracker would need to execute outside the existing mission computer. Also, many improvements to the surveillance operator interface are possible only with the addition of an MSI tracker. The technical challenge is to identify open software technology applicable to AWACS and other real-time C3 systems that supports this type of function migration out of the existing hardware and software architectures. We believe that this project would substantially reduce the risk of transition to an open system of legacy functions.
The major goals of the initiative include determining the software infrastructure requirements and to identify the migration path for legacy systems. The infrastructure is a collection of all nonapplication specific software services. This infrastructure provides the software backplane for applications and insulates application software from hardware. Ideally, we want to use COTS products for the infrastructure. Fig. 1 illustrates the infrastructure. The services provided by the infrastructure include operating systems services such as memory management and scheduling, communication services such as interprocess communication, and data management services such as data sharing, querying, updating, transaction management, and enforcing integrity constraints. The infrastructure also provides the mechanisms for interaction between the software components. All of the services must provide an integrated priority scheme and performance predictability.
As illustrated in Fig. 1 , ideally, all of the application components should be hosted on the infrastructure. The application components for a system such as AWACS will include display, weapons, surveillance and tracking, and communication. Implementing such a system will mean rearchitecting the entire AWACS mission computing system. This is not feasible within current budget constraints. Therefore, our approach is to extract certain application subsystems and host them on the infrastructure while the other subsystems remain within the legacy environment. An example of the intermediate architecture is illustrated in Fig. 2 where MSI processing within the surveillance subsystem is hosted on the new infrastructure.
We have designed and developed an infrastructure, data manager, and tracking application. Infrastructure is that component that includes operating system services as well as other services such as interprocess communication and scheduling. Data manager is responsible for managing the data including the tracks. The application we have used to host on the infrastructure is the multisensor integration application. Since an evolvable design was a major consideration, we were influenced by object-oriented design and implementation approaches as well as our initial investigation of real-time issues for distributed object management systems. Our infrastructure is essentially a collection of objects interacting with each other. Existing applications as well as new applications can be encapsulated as objects. Our implementation environment is the Lynx operating system (product of Lynx Corporation) environment and our implementation language is C++. High level view of the infrastructure is illustrated in Fig. 3 .
The prototype MSI tracking system was implemented initially in the SGI (product of SGI Inc.) environment since much of the tracking and radar development has been carried out in this environment. We have, however, ported the tracking system relevant to the Lynx environment of our project. The rest of the AWACS is simulated in the SGI environment. We have also integrated the data manager with the MSI tracking system. The data manager stores the track files and the tracking system will communicate with the data manager to retrieve and update the track files. The interaction between the MSI and Data Manager is illustrated in Fig. 4 . In addition, the Lynx environment has been integrated with the SGI environment to complete the implementation of the entire system. We have chosen the distributed object management approach to integrate the various components. This way, each of the components is encapsulated as an object, and the objects communicate with each other through an object request broker. After examining the various products, we have chosen Xerox Corporation's ILU for integration. ILU is a system compliant with the Object Management Group's (OMG) Common Object Request Broker Architecture (CORBA). Integration of the modules is illustrated in Fig. 5 . In addition to developing an approach for evolving systems, a significant progress we have made is in the investigation of real-time processing issues for CORBA. We have carried out a preliminary investigation of the issues [8] and we are communicating our results to OMG's Real-time Special Interest Group (RTSIG). Currently there are no real-time Object Request Brokers (ORB) that we could use in our implementation. Eventually we will need real-time CORBA compliant product to integrate the real-time data manager, application, and the infrastructure so that all of the components of the evolvable system satisfy the real-time constraints imposed. One of the major issues here are changes to the ORB that are needed to make it real-time. For example, should the real-time services be implemented on top of the ORB or integrated with the ORB? Another issue is what are the changes that need to be made to the Interface Definition Language (IDL)? These are questions that the RTSIG is examining. For a detailed discussion of the design and implementation of our system we refer to [1] , [2] .
IMPLEMENTATION OF THE EVOLVABLE SYSTEM
Details of the design and implementation of this system is given in some of our earlier papers (see for example, [2] , [3] ). Our data manager implements a priority ceiling protocol that uses the semantic information of objects in a realtime database. This protocol is called the affected set priority ceiling (ASPC) protocol. This protocol is compatible with semantic concurrency control techniques that support data logical consistency in real-time object-oriented databases. Details of the protocol with proofs are given in [7] . This section described the implementation of the data manager.
The ASPC protocol was designed and implemented as part of a prototype real-time data manager developed by MITRE in collaboration with the University of Rhode Island. This implementation was used as a testbed for evaluating the ASPC protocol. The entire prototype design is comprised of many components, including a real-time infrastructure class library, real-time monitoring and control processes, a data manager, a real-time database, and a test application. This paper is concerned with the implementation of the data manager design, which consists of a user interface, query manager, meta-data manager, transaction manager, constraint manager, object manager, storage manager, and a persistent database. The data manager in this prototype is responsible for controlling the concurrent access of the objects in the database. This paper is concerned with the design of the meta-data manager, transaction manager, and the object manager. The meta-data manager stores and controls access to the meta data for all of the objects and transactions in the database. The transaction manager uses the meta-data manager to determine the concurrent interaction of transactions. Transactions are executable codes that access the objects in the database. The object manager stores and retrieves objects from the database.
The implementation of the prototype is now completed. The prototype was developed on 486DX2 66 computers running the Lynx 2.3 operating system. Lynx is a Posix compliant operating system, having the features required by Posix.1, Posix.4, and Posix.4a standards. The objects and meta-data manager are implemented in shared memory. Shared memory is a Posix.4 feature, and allows multiple processes to access the objects and meta data as if the memory were in their own address space. The prototype is currently designed for multiple applications running as multiple processes. Within each process, multiple transactions may run and have access to the shared memory objects and meta data. Each transaction is a thread as described in the Posix.4a standard. A thread can be thought of as a light-weight process, each thread in a process having access to that process's memory. A process gains access to the shared memory by instantiating a transaction manager in its own address space. The transaction manager class maps in the shared memory. The process and transactions have no direct access to the shared objects or meta data. A transaction must acquire an exclusive, read, write, or method lock. The transaction is given a shadow copy of the attributes in the shared object which are specified by the lock's read/write affected sets. Once the method or methods have finished, the transaction releases the lock, but must commit any writes if the changes are to be reflected in the shared memory object.
Two models were used in the overall design and implementation for this project:
1) The Real Time Semantic Objects, Relationships And Constraints (RTSORAC) model [10] was used as the basis for the object and transaction descriptions. 2) The A System for Supporting Extended Transactions (ASSET) [11] facility was used as the basis for the transaction manager design. In the remaining subsections, we discuss the details of the implementation.
Ideally we would have used three different application components for our demonstration, such as 1) a tracking system, 2) a weapon control component, and 3) a commnication component.
Since we have only operational code for the MSI tracking system we duplicated it three times to place realistic communication and data transaction demands on the system. The three tracking systems all share the same tracks through the same-shared memory. This emulates three C3 components all using the same database. For example, in a real C3 system the tracking system provides the updated tracks, the weapons control function requests specific tracks, and the communications function reads all the system tracks and writes external tracks.
The interface to the Data Transaction Manager (DTM) is made easy having been written as a class in the C++ programming language. Processing objects in the tracking system are instantiated classes written in C++ that are derived from the DTM classes. That is, the tracking system processing objects inherit the functional capability of the DTM. When a processing object is created it has access to the shared memory through the functions of the transaction manager. When tracks are read from or written to the shared memory the functions of the DTM perform all the necessary locks to maintain data consistency and atomicity.
The integration of the data manager with the tracker took approximately two weeks to complete:
1) The first step was to identify the object types to be stored under the control of the data manager. These types needed to be converted to objects the data manager could use. The only data type to be stored in shared memory was the "Sub_Track" structure. Since the tracker implementation already accessed the data members directly, it was easier to convert the structure using an array called AttrBase to reference the existing data members.
2) Once the data was converted, the second step was to alter the tracker to obtain new track data from shared memory in lieu of its local memory as was done in the past. The change ended up being relatively straightforward to implement. Originally the tracker was designed to request new "Track" structures, and saved "Sub_Track" structures for use by other applications. Since we only needed to store the "Sub_Track" structures in shared memory, a small fraction was required to convert the Sub_Tracks into Track structures.
The operating system interface infrastructure (OSII) interfaces the tracking system processing objects to the Posix real-time operating system. The OSII interfaces easily to the track processing objects, having been written as classes in the C++ programming language. The track processing objects inherit the OSII functionality by deriving their classes from the OSII classes.
When a track-processing object is instantiated, the OSII constructor is run. The OSII constructor creates a processing thread (a separate processing entity which shares the same address space and variables with the parent process) and establishes its priority based on its assumed processing time. The idea is if all the processes running on the computer have their priorities set as a function of their predicted processing times, in accordance with rate monotonic scheduling theory, and all processes do not overrun their predicted processing times, then the computer system will meet its timing requirements without using a cyclic executive to schedule processes.
In order to analyze the system, each tracker process reported its CPU usage and total elapsed time to a graphical display server running on a separate computer. The display server was written using Python, which is an objectoriented scripting language. Python incorporates Tcl and the Tk toolkit, which is used to generate Xwindows graphics, including buttons, scrollbars, text windows, etc. The display served two purposes:
1) The first was to show the actual CPU utilizations of each tracker. CPU utilization is equal to the execution time of the task divided by the rate (period) of the task. This indicates when a tracker over-used the CPU. Additionally, the elapsed time to complete the task was reported to indicate when a tracker missed its deadline. 2) The second purpose was to allow a person to use rate monotonic analysis (RMA) and determine how much more CPU utilization was available for another task.
The display was written as an ILU distributed server. The original idea was that the trackers would run on one computer and send their reports via asynchronous RPCs through ILU method invocations. This would have been ideal, since the trackers' performance would not be affected by the display. However, several problems with this set-up occurred. The first was that the information transmitted through ILU from the trackers was not received correctly by the display. The cause of this problem was not pursued because of another limiting problem. The display could only handle input from one process at a time. The display could handle multiple inputs from threads within a single process, but could not service more than on process. Since the trackers were implemented as independent processes, an alternate method had to be determined to get the trackers timing reports to the display. The solution was to have each tracker write its timing reports to a file. A process was written that was connected to the display via ILU and opened the trackers' reports from the NFS files. This reporter process read the timing reports and sent them to the display.
The upper half of the interface displays the actual CPU utilization percentage used by each tracker. The lower half of the interface is where a user can analyze the system using RMA. The trackers and the display may be started in any order. When the display is first started, the Total and Blocker interfaces are also generated. The Blocker represents the running task with the highest blocking time. Blocking time is the time a low priority task prevents a high priority task from running while holding a common resource. In the case of the trackers, the common resource is the track table in shared memory. RMA analysis requires the blocking time for an accurate analysis. Both the Total and Blocker indicators are initialized to zero. Once the display is running, a process is executed which registers the trackers with the display. When a process is registered with the display, an upper and lower interface is added to the display. The ring indicator and slider for each task is set equal to the initial execution time (extime) passed into the display. This time should be the expected maximum execution time for the task. The Blocker indicator is adjusted if the registered task has a higher blocking utilization than the current highest blocking time.
When the slowest rate tracker has written to its time reporting file, the display reporter process may be started. This process continuously reads from the trackers' time reports and sends the elapsed time and execution time to the display via the ILU ReportTime method. The ring indicator of each tracker moves at the same rate as the respective tracker rate, moving up at the end of a tracker's execution, and back down to zero at the start of a tracker's period. Because the reports are read from the NFS file, there is some lag between the display and the trackers.
REQUIREMENTS FOR A SURVIVABLE REAL-TIME C3 SYSTEM
The previous subsection discusses our approach to designing evolvable command and control systems for realtime applications. Next we will focus on survivability and adaptability aspects. In order to design a survivable, adaptable, and evolvable real-time C3 system, we have identified requirements for the Real-Time Infrastructure (RTIS) in the following areas: real-time scheduling and constraint enforcement, transaction management, scheduler encapsulation, real-time predictability, admission control, overload management, real-time tasks, real-time threads, interthread synchronization and mutual exclusion, interprocess/interthread communication, fault-tolerance and group communication, portability, and security. These requirements are intended to address many of the problems that we have observed in existing C3 systems. The most important problem is the cost of maintenance (evolution and extension). A significant factor driving the cost is the use of cyclic executives. It results in a global, systemwide dispersal of the knowledge of real-time constraints and behavior of the system. An example of this is the AWACS computing component called Airborne Operational Computer Program (AOCP). Small changes to the AOCP may require large expenditures of time and money. We believe that some of the proposed techniques described below in the form of RTIS design requirements will ameliorate this problem significantly. We discuss the requirements in more detail:
• Real-time Scheduling and Constraint-Enforcement. One of the design goals of the RTIS is to take advantage of the recent developments in the area of real-time scheduling theory as implemented in recent COTS real-time operating systems, such as the Lynx Operating System (LynxOS), and as defined in emerging real-time operating systems standards such as Posix 1003.4a Real-Time Extensions. The trend is towards preemptive, priority-based scheduling (dynamic and static priorities); including for example, rate-monotonic scheduling and earliest deadline first. Best-effort scheduling is closely related, but not strictly speaking a priority-based scheduling scheme. The trend is away from time-driven cyclic executive schedulers and towards event-driven schedulers based on various priority schemes. To use these scheduling schemes to best advantage and achieve highly reliable, open real-time systems, we believe that scheduling techniques with "predictable" behavior must be used. One interpretation of "predictable" is that some type of simple analytic model must exist which when given a workload will provide us with a determination of its schedulability. Another desirable property would be a prediction of system behavior under overload conditions so that we can design the system to gracefully degrade when overloaded.
It is possible to apply existing scheduling techniques to provide both schedulability analysis and graceful degradation. One example of a technique that has these properties is rate-monotonic scheduling. To do so requires assigning scheduling priorities to each thread (task) in the system according to its period (for periodic tasks) or minimum interarrival time (for sporadic tasks). To properly assign priorities to a particular task requires knowledge of the entire processor workload. This is an example of a service that the RTIS can provide that will ease the difficulty in using modern real-time scheduling techniques.
• The RTIS will provide time-constraint (real-time and CPUtime) enforcement services. An application will be able to request notification of time-constraint violations (e.g., deadline faults) and then elect to specify fault recovery processing which may include application routines.
In our initial exploration of how to implement this requirement, we found that a significant design issue was the problem of aborting the execution of a thread cleanly. The Posix 1003.4 draft standard is of little help in this area since it does not provide for the automatic cleanup of a thread when it is aborted. The standard however does provide for user specified cleanup handlers that are executed when a thread is aborted. This, while certainly necessary, seems unsatisfactory in its level of support. Drawing an analogy between a Unix-style process and a Posix thread, it would be convenient if threads were cleaned up (resources reclaimed) as when a Unix process is terminated. The operating system kernel cleans up in most cases and reclaims process resources when a process is terminated. This does not happen with a thread, and if a thread is simply aborted resources such as semaphores, mutexes, and the heap that are processwide can be left in an ill-defined state.
A second issue is how to carry out the timing-fault recovery processing without causing a cascade of other timing-faults. If the fault-recovery processing consumes additional processor time, other threads may fail to meet their constraints because of reduced processor time availability or because the thread that has failed also fails to release other needed, shared resources on time. Our current strategy to resolve these conflicting requirements is to require the application to reserve time for recovery by setting a high water mark for both CPU-time constraints and realtime constraints. When the high water mark is met, the application is notified, it then has time remaining to carry out its recovery. This we believe is a simple, effective way to enforce real-time constraints and provide for clean recovery from timing-faults.
•
Transaction Manager Support. The RTIS will provide the services needed to support the implementation of a real-time transaction manager as part of a real-time data manager.
From our exploration of the problem of enforcing timing-constraints, we believe that there is a need for a realtime transaction manager that supports atomic transactions. The issue is the same as described earlier: Transactions implemented as threads must be cleaned up by the RTIS without significant operating system support. The data manager component of the RTIS must provide this support (see the data management section of the report for more details). We found that the problem of clean termination was a significant barrier to the use of COTS real-time data managers such as ZIP-RTDB (a product of Dbx Inc.). Since ZIP-RTDB did not provide transactions or any means of cleanly terminating an in progress operation on data under its management, we could not easily use it as a basis for implementing hard real-time database operations.
• Encapsulation of Real-Time Scheduling Mecha-
nisms. The application shall have no explicit knowledge of the scheduling technique being used by the real-time operating system underlying the RTIS. The application will define its scheduling requirements (time/resource constraints), pass them to the RTIS which will, in turn, be responsible for selecting the appropriate scheduling technique and calculating the appropriate scheduling parameters.
An important design objective of the RTIS is to reduce the cost of the maintenance (extension and evolution) of distributed real-time applications. What we have observed in existing applications is that knowledge of the real-time scheduling technique is typically distributed throughout the application source code. This increases the cost and complexity of the evolution of real-time systems. The application should not be concerned with how real-time constraints are met, only with what the constraints are and what should be done if they are not met. By providing scheduling support services that keep track of all the application real-time constraints, the RTIS can calculate the scheduling priority using rate-monotonic priority assignment rules. Later on if it is desired to use dynamic scheduling with the earliest deadline first rule (and the underlying real-time operating system supports it), the RTIS could substitute that method of scheduling without requiring any changes to application source code. We plan on seeing how far this idea can be extended. Our experience this year supports our claim that knowledge of the operating system scheduling mechanism can be encapsulated within the RTIS. The only real issue is the fact that different schedulers have different levels of efficiency in scheduling and different behavior under overload conditions. We will need to determine through experimentation if this trade-off of encapsulation vs. scheduling efficiency is worthwhile. We expect that it is.
• Real-Time Predictability. The RTIS will support the implementation of "predictable" real-time applications.
The principal design issue is what do we mean by "predictability." Our interpretation here is that we will only use real-time scheduling algorithms in the RTIS for which tractable theories exist: simple schedulability models as in ratemonotonic scheduling, deadline-monotonic scheduling, or earliest-deadline-first; or schedulers that empirically have acceptable behavior such as best-effort scheduling. Standard "feedback-queue" schedulers used in most mainframe time-sharing and Unix systems, emphasizing fairness and deterministic timing behavior, are not acceptable and will not be used.
The RTIS will only support a very limited subset of scheduling techniques (rate-monotonic and deadlinemonotonic scheduling) since static priority-based preemptive scheduling is the only "predictable" technique that is universally supported in COTS real-time operating systems today.
• This requirement is imposed because in hard real-time applications, timing-faults lead to system failure. Admission control enables the application to monitor the workload through the RTIS. Additional units of work (threads) will be rejected when they are created instead of when they fail or trigger other failures. This capability is not needed for all real-time applications, only those that have systemcritical timing-constraints. The application will enable or disable admission control as part of its initial configuration. We have made this decision in order to simplify the design of the RTIS and see no need to dynamically enable or disable this capability. When enabled, it will permit admission control to restrict the creation of real-time threads to those that constitute "analyzable" architectures for the underlying real-time operating system. This means that an application that uses this capability will not necessarily be portable to other platforms that support other (different) analyzable real-time scheduling algorithms.
• Overload Management. The RTIS will support the "graceful" degradation of an application under overload.
An RTIS application gracefully degrades when the realtime constraints of an application are missed in order of criticality. When a workload is not schedulable, an overload condition is said to exist. The application will enable or disable overload management when it is initialized. A design issue that we have not resolved, satisfactorily, is how to specify the "criticality" of a thread. We will initially simply permit the application to specify a ranking with an integer. Another issue is that overload management is only well understood for a few real-time scheduling techniques: ratemonotonic, deadline-monotonic, and best-effort scheduling. The RTIS will only support overload management for these scheduling techniques.
• Real-Time Tasks.
The RTIS will support the creation of a real-time task (a native operating system process) that provides the address space for a set of RTIS and application threads that contain per-task (per-process) resources.
This is analogous to the mach concept of a task as a container for threads (a Unix process without its single thread of control). This is the RTIS notion of a process and easily maps on to processes in all modern operating systems. It is a convenient way of managing per-process (pertask) resources such as application created communication ports, RTIS created communication ports (for task control and monitoring), and RTIS service threads needed to carry out RTIS control functions.
• Real-Time Threads.
RTIS will support the creation of time-constrained real-time threads: both periodic and sporadic. The RTIS will also support the creation of nonreal-time threads for activities that have no critical time-constraints.
The real-time threads described here are intended to map on to Posix 1003.4 threads. If appropriate scheduling algorithms are supported, they could be mapped onto other types of operating system-supported threads, such as mach threads. Two types of real-time threads will be supported, periodic and sporadic. A periodic thread will have a default deadline that coincides with the end of the period. A deadline that is earlier or later than the period may be specified. If admission control is enabled, a CPU-time quota for the thread must be specified. A sporadic thread will have a minimum interarrival time specified (it will not automatically be invoked periodically). If a request for a sporadic task arrives earlier than permitted, it will be either dropped or queued as specified when the thread is created.
Nonreal-time threads can be created (periodic and aperiodic-no minimum interarrival time). They have no time-constraints. The RTIS will ensure that they are scheduled in such a manner that they do not conflict with the execution of real-time threads.
• Interthread Synchronization and Mutual Exclusion.
The RTIS shall provide interthread mutual exclusion and synchronization services that are integrated with real-time scheduling such that a real-time thread with high criticality cannot be delayed for an unbounded time waiting for a less critical real-time thread to release a shared resource.
Again, as with real-time threads, the synchronization constructs are intended to map onto Posix 1003.4 synchronization and mutual exclusion services: semaphores, condition variables, and mutexes. The key issue here is the avoidance of unbounded delays due to tasks with low criticality (priority) holding resources that high priority tasks need. These unbounded delays are known as unbounded priority inversion. Unbounded priority inversion may be avoided through the use of the priority inheritance and priority ceiling protocols. Both COTS real-time operating systems LynxOS and the Posix 1003.4 draft standard recognize this problem and provide support for its solution. The realtime data manager requires this support for its implementation of atomic transactions and semantic locking.
• Interprocess/Interthread Communication.
RTIS will provide IPC/ITC services by supporting communication objects called ports. (A port is similar to a Posix/Lynx OS message queue.)
The communication model we have adopted from mach is simply an extension of the existing model implemented by COTS real-time operating systems. It has been extended so that thread-to-thread communication can take place. Process-to-process communication does not provide a sufficiently fine level of granularity.
IPC/ITC will follow the mach model: The RTIS will provide services necessary to create/destroy communication objects called ports. A thread can send a message calling a sendmsg primitive using a port as a target. A thread can also receive a message by calling a receivemsg primitive using a port as a receiving endpoint. Both blocking and nonblocking sends and receives will be supported. A blocking send will wait until an acknowledgment from the receiving point is received (as a blocking RPC does). The RTIS will support sends and receives between threads in the same process and different processes on either the same processor or different processors.
The RTIS will provide a name service for the registration of ports. A thread can then advertise the availability of a port by an agreed upon name. The RTIS will support the transmission of ports (as objects) from any thread to any other thread. In a heterogeneous environment the RTIS will make the machine-dependent representation conversions of messages (byte-ordering, integers, floating point).
• Fault-Tolerance. The RTIS will support fault-tolerance by providing group communication services (reliable multicast, atomic multicast, causal multicast, and group membership services).
We are freely borrowing the ISIS model of distributed computation here. Experience with ISIS has shown that this is a powerful approach both for fault-tolerance and distributed computing outside of the normal point-to-point communication model. This supports fault-tolerance by permitting replication of data, real-time processes, and threads.
The RTIS will provide support for thread groups:
1) the creation and naming of a thread group, 2) the destruction of a thread group, and 3) the addition and removal of a thread from a thread group.
The name of a thread group will be associated with a thread group address. A distributed name service will permit any thread to find the address of a thread group by asking the name service for its address. When a thread group is created, it will be registered with its specified name with the thread group name service. When a thread group is destroyed, it will be deregistered from the thread group name service. The following (ISIS) group communication services will be supported: reliable multicast, causal multicast, and atomic multicast. The associated orderings in message delivery will be enforced with respect to changes in group membership.
• Global Time Service. The RTIS will provide a global time service using clock synchronization protocols to keep processor clocks synchronized within a specified upper bound. The application will be able to query the RTIS as to the accuracy and maximum skew of the time service.
A distributed time service will be provided to synchronize clocks across the network. For this project we will use NTP (Network Time Protocol). NTP is publicly available and has been ported to a variety of Unix-like platforms. Its accuracy should be sufficient for this project. Another choice is the Flavio-Christian's fault-tolerant clock synchronization service. It is being implemented by the Open Group (previously known as OSF), as part of an x-kernel distribution. To use it we need to port the x-kernel (a network protocol implementation kit) to our current real-time operating system (LynxOS).
• Data Management. RTIS will host a data manager that is able to handle real-time query processing, transaction management as well as the representation of temporal and consistency constraints.
Essentially this requirement states that a real-time data manager is required to manage the data. The data manager has to support requirements such as data representation, data manipulation, storage management, as well as security, integrity, and fault tolerance.
• Portability. The RTIS will be constructed as a layer upon
Posix.1 and Posix.4 compliant services.
If this requirement can be met, the RTIS should be portable to any Posix.1 and Posix.4 compliant platform. As part of our project we will test this hypothesis. An RTIS application will be portable if it obtains its services through the RTIS API.
• Security. The RTIS will ensure authorized access as well as authorized modifications to the data. In addition, the system will survive in the present of intrusions and other security violations.
This requirement essentially states that the system must be secure and be able to survive in the midst of intrusions. The difficulty with security is that it is often an afterthought. As a result, it will be difficult to meet security requirements with other requirements such as real-time and fault tolerance if security is not considered early on in the design. For example, it has been shown that security and real-time constraints are conflicting goals. However, there are various ways to develop adaptable policies if security and real-time constraints are considered early in the design. Another problem is that a malicious process can manipulate the resources in such a way that the real-time constraints are not met. Appropriate techniques to prevent this from happening are needed.
INTEGRATING SECURITY WITH REAL-TIME AND FAULT TOLERANCE TECHNOLOGIES
As described in Section 3, the system must survive in the midst of failures caused by accidentally as well as with malicious intent. Security relates to various aspects, secrecy, integrity, as well as malicious corruption of the data. What is of interest to the information survivability community is corrupting the data and system through malicious attacks [9] . First, one needs to characterize the types of attacks that can occur. These attacks could be on the applications or the system itself. For example, the Object Request broker could be attacked by corrupting the network, the components encapsulated, and the services enforced. An intruder could attack the network and overload the system with bad data. The various services could be attacked so that they do not function properly. The end result is that interoperability between the different components such as the data manager and the application will be compromised. One could also attack the resource manager so that scheduling and resource allocation functions are not carried out properly.
With multilevel security, there are additional concerns. Corrupted processes could collude with each other and lock resources and as a result pass information covertly from higher level processes to lower level process [6] . This will result in not only compromising the integrity of the system but also the secrecy issues. Integrating multilevel security with real-time processing introduces additional problems. This is because if the resources are always given to lower security level processes to avoid covert channels and if these processes have noncritical deadline, then some higher priority process may miss its deadline. This means the scheduling algorithms have to take security as well as realtime constraints into consideration.
Much of the focus on information survivability has been on handling threats to the application or threats to individual components of a system. However, the system that we have described here is an integrated system. To ensure that the system is survivable, threats to the integrated system need to be addressed. An initial step here is to integrate the real-time specification and the security specifications into an ORB product. This will mean determining trade-offs between real-time processing and security processing. Once these trade-offs have been determined, then fault tolerance techniques have to be developed to handle the various threats. These could include replicating the data as well as redundancy-based algorithms. Fig. 6 illustrates this approach. 
OPEN IMPLEMENTATION OF RTIS
In order to satisfy the requirements of a survivable and adaptable command and control system, the RTIS should be flexible. For example, the system must adapt itself to handle different security policies and constraints, real-time and temporal constraints, as well as system failure. For example, for some applications it is critical to provide end-toend quality of service while for some other it may not be necessary. It is therefore necessary for the RTIS to be able to handle multiple protocols. That is, the facility to plug and play different protocols and standards may be necessary for a survivable system. This means the implementation of RTIS needs to be open. Fig. 7 illustrates an RTIS, which implements multiple modules from different vendors. For example, module A could be a transport protocol. In one case, one may implement TCP/IP transport protocol and in another case on may implement say UDP transport protocol. The challenge here is to adapt to the different protocols without brining down the system. We have begun a preliminary investigation of this approach (see, for example, [4] ).
In addition to switching modules from different vendors, one could also implement different security and real-time policies. As discussed in Section 4, in some cases, meeting real-time constraints and security constraints are conflicting requirements. Different policies may specify different requirements. These policies may be implemented by different modules. So, for example, for one application one may implement a module enforcing policy A while in another application one may implement a module enforcing policy B. The system should be able to adapt to the policies without halting the operation.
ADAPTABLE MIDDLEWARE
For an open implementation of the infrastructure we need adaptable ORBs. We are there extending ORBs and ORB services to be adaptable for real-time systems with a special emphasis on quality of service. The goal of our effort is to identify the desired features of an open ORB, create a design and to implement a prototype in coordination with the AWACS effort. This implementation is tailorable to demanding real-time and fault-tolerance requirements through the use of metaobject protocols and reflective techniques.
The components of the system are the ORB, services such as scheduling and data management and the application frameworks. Each component consists of various subcomponents and protocols. The idea is to switch the subcomponents and protocols without disrupting the operation of the system. For example, one could switch the scheduling protocols or the transport protocols or even the application components. New versions of a component can be derived such that new functionality, such as performance and system monitoring, can be added. The fact that these modifications can be made relatively easily represents a tremendous economic value.
The effort that we have described has been influenced by the work on metaobject protocols carried out at Xerox Palo Alto Research Center. More recently, there is also work on adaptable ORBs at Washington University in St. Louis. We have combined the work described in these efforts together with our previous work on evolvable real-time command and control systems. Some of the work carried out at Lockheed Martin on integrating ORBs with ODBMSs has also impacted our work. We have an initial demonstration system intended to convey technical methods used and at least hint at future applications for those methods, but does not require previous familiarity with those methods to understand the demonstration. The demonstration was run on networked 386 machines. The operating system used was LynxOS 2.4, a real-time version of Unix. The programs were written in Python, a dynamic rapid-prototyping interactive language, with support for scripting, pattern matching, object-oriented programming, and many other "specialty" areas. The GUI was implemented using Tkinter, a Python adaptation of Tk, a widget set initially developed to run with Tcl. We used SYLU, a Python implementation of Xerox's ILU developed by Scott Hassan at Stanford University, for our ORB. At the time of our implementation in 1997, SYLU was the only CORBA ORB on the market, written in a dynamic language, such as Python, with complete source code available. We first ported Python to Lynx OS. Then SYLU was built on the Python virtual machine on top of Lynx OS. While Python is an object-oriented language, SYLU did not use all of its capabilities. SYLU's object structure was predominantely flat, using almost no inheritance. The only exception is the Transport/Protocol layer, which contains a superclass for both the transport and protocol, making it possible to derive different protocols and transports for a particular implementation.
The project demonstrates dynamic server adjustment to match a particular client's needs. As an example, a server running in RPC mode would get a signal to change its mode to HTTP so it may service a different (higher priority) client. To the client, this change would be seamless. The project demonstrates this concept with the exception that the server did not dynamically change its mode. If a new client required a different mode, the server was shut down once it became idle. The server was then restarted in the appropriate mode. Although shutting the server down and restarting did not demonstrate the dynamic aspect of the concept, the change was transparent to the client. In our design of an adaptable real-time ORB we chose to use the Meta-Object Protocol approach. The preliminary design consists of the ORB baseobject and metaobject specification, their interaction and the interfaces they expose to the users and applications.
Our model consists of objects in the ORB, distributed objects (CORBA objects) and CORBA Services. We classify these objects into three categories: The distributed objects are the baseobjects (see Meta-Object Protocol terminology). All the objects in the implementation of the ORB, services and facilities are metaobjects of metalevel 1. Objects in the ORB and distributed objects that control the execution of baselevel objects and metalevel 1 objects (through a meta interface) are metaobjects of metalevel 2. Consider, for example, our earlier example with Protocol substitution in a CORBA ORB. If Protocol is an object inside the ORB, it is a metalevel 1 object according to the definition above. A metalevel 2 object for the Protocol could be an object that controls which instance of Protocol is currently being active¦e.g., Sun RPC or HTTP. Another example could be the following: An object inside the Concurrency Control service is a metalevel 1 object. An object that can control which CC algorithm is used in a particular situation (e.g., priority ceiling, two-phase locking, etc.) would be a metalevel 2 object.
After investigating issues on adapting ORBs, we have begun an investigation of adapting various services developed for the ORB. As an initial step we have considered the Trader service specified by the Object Management Group, taken an implementation of it and adapted it to handle realtime features. This is an ongoing investigation and details will be reported in [5] .
SUMMARY AND DIRECTIONS
In this paper, we first described our approach to evolving real-time C3 systems and then discussed requirements for a survivable system. These requirements include fault tolerance, real-time scheduling, overload management, admission control, and security. Finally security issues for survivable systems as well as open implementation of infrastructures were described.
It is critical that the requirements work well together. For example, often security and real-time processing are conflicting goals. Therefore, one needs to determine adaptable security policies so that the real-time constraints are met and at the same time security is maintained. Therefore, integration of the various requirements discussed here is important. Furthermore, graceful degradation of the system in the presence of faults, malicious processes, and intrusions is essential. Therefore, research is needed on integrating fault tolerance, security, and real-time processing so that evolvable, survivable, adaptable C3 systems can be developed. We believe that an open implementation of the infrastructure is essential to developing survivable systems that can adapt to changing environments.
