By inducing feature-contingent depth aftereffects, we show that the human visual system combines feature information with depth information. These contingent aftereffects were revealed through the use of a novel selective adaptation paradigm whose stimuli required the combination of feature and depth information in order to segment two interleaved, transparent surfaces. We argue that this combined processing exemplifies the remarkable resourcefulness of a visual system that has adapted to exploit conjunctions of cues that can aid in the segmentation of visual surfaces. Ó
Introduction
The goal of vision is to construct a representation of objects and surfaces in the environment. A surface, like the skin of an apple or the bark of a tree, is defined by its location and its appearance, that is, which features (colors, contours, textures) are associated with it. How surfaces are organized in an image affects much of visual processing, including search (Nakayama & Silverman, 1986; He & Nakayama, 1992; Grossberg, Mingolla, & Ross, 1994) , discrimination (Dresp & Grossberg, 1999) , attention (Lankheet & Verstraten, 1995; Blaser, Pylyshyn, & Holcombe, 2001) , and motion (Stoner & Albright, 1996) . What information could the visual system use to determine the surfaces in a given scene? One cue is a statistical property of natural scenes: a single surface tends to have relatively homogeneous features, and lie at a particular depth, while two distinct surfaces tend to be composed of different features, and lie at different depths (Mumford, Kosslyn, Hillger, & Herrnstein, 1987; Geisler, Perry, Super, & Gallogly, 2001) . The surface of the apple is likely to have reliable differences in color, orientation, and texture, and lie at a different depth, from the branch on which it grows (Fig. 1) . If the visual system is to fully exploit this cue, it must use mechanisms (''feature-depth'' detectors) that look for particular features at particular depths. Here we show that such mechanisms do indeed exist, by selectively adapting them to produce feature-contingent depth aftereffects.
Selective adaptation has been a powerful psychophysical method for revealing mechanisms tuned to particular properties of visual images. For instance, with respect to depth, it has been established that prolonged exposure to a surface lying in depth produces an aftereffect: After adaptation, a test stimulus lying in the fixation plane is perceived to be located not at the fixation plane but either nearer or farther in depth, the reverse of the perceived depth of the adapting stimulus (Blakemore & Julesz, 1971) . And just as selective adaptation has been a powerful tool for investigating mechanisms responsible for analyzing particular features of the visual scene, the most compelling psychophysical evidence for mechanisms that analyze conjunctions of features also comes from selective adaptation. In such studies, adaptation elicits contingent aftereffects such as, orientation-contingent color aftereffects (McCollough, 1965) , colorcontingent motion aftereffects (Favreau, Emerson, & Corballis, 1972) , motion-contingent depth aftereffects (Nawrot & Blake, 1989) , and depth-contingent motion aftereffects (Regan & Beverley, 1972; Anstis & Harris, 1974 ; see Durgin, 1996 for a review). In a version of the Vision Research 42 (2002) 273-279 www.elsevier.com/locate/visres McCollough (1965) effect, for example, after adaptation to a pattern of red and black vertical stripes and a pattern of green and black horizontal stripes, the white stripes in a subsequently viewed black-and-white, striped pattern appear to be tinged green if the pattern is viewed vertically and appear to be tinged red if viewed horizontally. If combined processing of feature and depth information does exist, then two transparent surfaces composed of different features, presented stereoscopically in depth along the line of sight, should stimulate neardepth mechanisms for one feature type and far-depth mechanisms for the other. Furthermore, it should be possible to selectively reduce the sensitivity of these mechanisms by means of prolonged exposure to such a stimulus. Accordingly, we predicted that adaptation to a surface composed of a particular feature, seen as lying in front of the fixation plane, should influence the perceived depth of a similar surface in a subsequent test, making it appear ''pushed back'' relative to the fixation plane. Conversely, adaptation to a surface composed of another feature, seen as lying behind the fixation plane, should have the opposite effect (Fig. 2) .
Methods
To test for the presence of feature-depth detectors, we used an ''Interleaved Transparent Surfaces'' (ITS) paradigm. Surfaces in our displays were ''transparent'', composed only of several hundred high luminance dots presented on a dark field. These surfaces were not flat planes, instead the dots defining the surfaces were jittered in depth: dots were pseudo-randomly assigned small disparities such their distribution in depth was Gaussian. By coloring the dots that define a particular surface, or arranging them into patterns, different surface-features were represented. Our adaptation displays consisted of two of these surfaces separated in depth along the line of sight. Test displays also consisted of two of these surfaces separated in depth along the line of Fig. 2 . Predicted depth relationships after adaptation: These predictions are given by a model that assumes the existence of feature-contingent depth mechanisms. Predicted perceived depth relationships are shown, for two different adaptation stimuli and three classes of test stimuli. In this example, after prolonged exposure stimuli to a surface tilted counter-clockwise that appears ''in front'', and clockwise tilted surface that appears ''in back'', observers will tend to perceive the counter-clockwise surface as ''pushed back'' and the clockwise surface as ''pulled forward'' in subsequent tests. Actual stimuli were not lines, but 'transparent' surfaces composed of hundreds of small dots arranged along imaginary lines. Fig. 1 . Descriptive model of surface construction: An image is broken down into feature components, here color, spatial frequency and orientation, respectively; and disparity values. Disparity values are computed, at least in part, within particular feature channels. The result of these computations are 'cyclopean' features, and, of course, depth from disparity; this analysis results in the ''feature level'' shown in the model. After this binocular combination, the image is subjected to a bank of detectors that are tuned to particular features at particular depths, resulting in a feature-depth representation. Lastly, we speculate that the output of these various feature-depth detectors is combined, using formalisms and heuristics similar to those used in contourgrouping models, to form surfaces.
sight, but the surfaces were presented so close together that they were actually interleaved in depth. Due to this interleaving in depth, the combined distribution of the two surfaces was always symmetric and unimodal (Fig.  3c) . As a result of this configuration, neither depth nor feature information alone was sufficient to reveal the existence of the two surfaces, that is, the two component surfaces could only be perceptually distinguished if surface information and depth information were used in conjunction, thereby eliminating any unwanted cues to the depth relationship of the surfaces.
Observers
The two authors and three naive observers, with normal or corrected to normal vision, participated in these experiments. Informed consent was obtained prior to participation.
Stimuli, apparatus and procedure
For the present study, we used two types of surface features: a ''texture'' (spatial frequency) stimulus constructed from a surface composed of backward ''L'' micro-elements intermingled with a surface composed of ''box'' micro-elements (Fig. 3a) ; and an ''orientation'' stimulus consisting of a surface made up of dots placed along imaginary 45°clockwise tilted lines intermingled with a surface of dots placed to form counter-clockwise tilted lines (Fig. 3b) . In both cases, stimuli typically appeared to observers as two intermingled surfaces, with one surface appearing slightly closer (i.e., ''in front'').
All stimuli were presented on a high-resolution color monitor (1280 Â 1024 addressable locations), under the control of a Silicon Graphics Indigo 2 workstation. Stimuli were presented stereoscopically via LCD (liquid crystal) shuttered glasses synchronized with the monitor's refresh rate. When, say, the right eye was occluded by the glasses and the left eye was not, the left image was presented on the screen. Using a 120 Hz monitor, the refresh rate of the stereo image was 60 Hz. At a viewing distance of 53 cm, fused stimuli subtended 11:5 Â 11:5°o f visual angle, and appeared to observers as two intermingled surfaces, with one surface appearing slightly closer (i.e., ''in front'') depending on the separation between the means of the two surface distributions. Surfaces themselves were transparent, only defined by 1.73 arcmin green dots presented on an otherwise dark field. Luminosity of the dots was approximately 2.01 cd/m 2 . Although the glasses may not be completely reliable for higher luminances, for these levels of luminance the shuttered glasses completely occluded the dots when the lens of the glasses was in the off setting. In the orientation condition, 800 dots per surface were placed randomly along imaginary lines tilted clockwise, or counter-clockwise. In the texture condition, 800 ''box'' and 800 ''L'' micro-elements were used to define the two texture surfaces. Surfaces were actually ''clouds'' of elements in depth. All of the dots defining a particular surface were jittered in depth, that is, they were randomly assigned disparities such their distribution in depth was Gaussian (Fig. 3c ). (However, as a control, an additional condition was run using stimuli identical to the orientation stimuli described above, except that the depth jitter was removed so that the two surfaces were not clouds of interleaved points, but instead traditional, flat-plane stimuli.)
Each experimental session consisted of pre-adaptation test trials (where observers judged which surface appeared ''in front'') to establish a psychometric function of baseline performance. For all test trials, the standard deviation of the surface distributions themselves was Fig. 3 . Description of stimuli: (a) a stereogram representing the stimuli used in the texture-surface condition. When cross-fused, this stereogram should appear as a surface of backward ''L'' texture microelements interleaved in depth with a surface of ''box'' micro-elements, with the ''L'' surface appearing slightly in front. Actual stimuli differed in size, micro-element distribution, and luminance, (b) a flat, frontview schematic of the stimuli used in the orientation-surface condition. Actual stimuli appeared as a distribution of dots organized into clockwise tilted lines interleaved in depth with a distribution of dots organized into counter-clockwise tilted lines, (c) a side-view of the depth distribution of surface elements used for pre-and post-adaptation test trials. Black and gray open circles indicate the percentage (right y-axis) and number (left y-axis) of micro-elements corresponding to the two interleaved surfaces, respectively. Black and gray curves drawn through the open circles illustrate the Gaussian distribution of the micro-elements defining these surfaces, while the separation between the means of the distributions indicates the separation in depth of the two surfaces. Black crosses indicate the total number of elements for the overall distribution. The black curve through the crosses illustrates the unimodal property of this distribution.
kept constant (at 1.73 arcmin), whereas the separation between the two surfaces was varied by adjusting their means. Separations of 0.0, 1.0, 2.0, and 3.0 arcmin were used (observers FD, JS, and VL were run with slightly larger separations of 0.0, 1.33, 2.67, and 4.0). Which separation was used on a particular trial, and which surface was presented in front, was randomized. In all of these cases, the overall distribution of dots in depth was unimodal. These baseline trials were followed by adaptation trials, where one surface was presented consistently ''in front'', and the means of the two distributions were separated by an exaggerated distance of 9.5 or 8.5 arcmin (at these adaptation separations, the two distributions were no longer interleaved in depth), and observers were instructed to classify the stimuli into ''large separation'' or ''small separation''-a dummy task designed to encourage attention to depth during adaptation. Finally, post-adaptation test trials were run to measure the size of the aftereffect with observers again indicating which surface appeared to be ''in front''.
Exposure duration for both test and adaptation stimuli was 1 s. There were 182 trials in an adaptation block, yielding about 3 min of adaptation prior to each 1.5 min block of 91 post-adaptation test trials. This particular procedure was chosen in order to be compatible with some ongoing studies investigating the timecourse of the decay of these aftereffects. Though our results will show that this procedure was sufficient to yield aftereffects of comparable magnitude to those measured for standard non-contingent depth aftereffects, it is possible that a top-up procedure (where intervals of adaptation are temporally interleaved with brief testing intervals) would have yielded even larger aftereffects.
Results
After adaptation, the frequency with which observers judged a particular surface to be ''in front'' was compared to baseline frequencies collected prior to adaptation. Psychometric functions were fit with cumulative normals (the mean of these cumulative normals was a free parameter for each of the curves, but all the curves for a particular condition and subject were fit using a common variance parameter). Threshold values, corresponding to the depth separation at which the observer judged a particular surface to be ''in front'' 50% of the time, were determined. The magnitude of the aftereffect is indicated by the difference between baseline thresholds and thresholds after adaptation; in other words, a shift in the psychometric function. Consistent with our predictions, adaptation to a particular surface seen as lying in front of the fixation plane resulted in the perceived depth of a similar surface in a subsequent test to appear ''pushed back'' relative to the fixation plane, whereas the surface seen as lying behind the fixation plane during adaptation resulted in the opposite effect. Two naive and two expert observers showed orientation-, and texturecontingent depth aftereffects generally in the range of 1-2 arcmin (Fig. 4a, b) . The magnitudes of these illusory displacements in depth are comparable to standard, non-contingent depth aftereffects (Long & Over, 1973) , and sizeable with respect to measures of stereoscopic acuity (Stevenson, Cormack, & Schor, 1989) . A summary of these results is shown in Fig. 4d , along with the color-contingent depth aftereffects of Domini et al. (2000) , shown for comparison.
The control condition, which used flat-plane orientation stimuli, also yielded positive results (Fig. 4c) . Though the magnitude of the aftereffect is relatively small, under a minute of arc, the effect is remarkably robust. After adaptation with a particular surface in front, observers will, when tested with both surfaces with zero separation, judge the other surface as being in front on about 8 out of 10 trials.
Discussion

The interaction of feature and disparity information
The first stage at which feature and binocular disparity information interact is during binocular combination itself, where the addition of feature 'tags' to elements in each of the two eyes' images makes it more likely that they are determined to be corresponding. It has been shown that color (but not orientation) information can thus aid in the solution of the correspondence problem during binocular combination (Akerstrom & Todd, 1988) and, additionally, there has been evidence that binocular combination occurs largely independently for different spatial frequency bands (Julesz, 1971; Julesz & Miller, 1975) . Taken together, these results indicate that the correspondence problem is at least partly carried out in channels defined by color and spatial frequency (Fig. 1) . It makes sense to reduce spurious correspondences by making comparisons within feature-defined channels, based on the assumption that it is unlikely that two corresponding regions will have significantly different colors or spatial frequencies.
Our results also reveal an interaction of feature and disparity information. However, we argue that this interaction occurs at a later, distinct 'feature-depth' stage, after binocular combination. In particular, Domini et al. (2000) , using a similar procedure to that of present study, found that color-contingent depth aftereffects reflect the adaptation of mechanisms beyond binocular combination. This was determined using stimuli in which, for both adaptation and test, only one eye's image contained color information and the other eye's image was achro- Each panel is that data from a different observer (the authors, EB and FD; and four naive observers, QU, JS, VL, and JO). The y-axis is the percentage of trials that the observer responded that the 'box'-texture appeared to be 'in front' of the 'L'-texture. The x-axis indicates the separation between the two surfaces during test (negative values show the separation when the 'box'-texture was rendered with a disparity that placed it 'physically' in front, while positive values show separations when the 'L'-texture was physically in front). The plot symbol indicates which of the two surfaces was presented in front during adaptation. For each condition and observer, the data were fit with cumulative normals (the mean of the cumulative normals was a free parameter, but a common variance was used). The separation between these two curves is one measure of the magnitude of the illusory displacement of the surfaces, i.e. the aftereffect. (b) Results for the orientation-contingent depth aftereffects. (c) Results for orientation-contingent depth aftereffects using flat-plane surfaces instead of ITS, (d) A summary bar graph showing aftereffect magnitudes for orientation, texture, and color conditions (from Domini, Blaser, & Cicerone, 2000) , respectively. The depth order of the two surfaces during adaptation is indicated to the left and right of the bar graph. The length of bar indicates the magnitude of the aftereffect after the indicated adaptation, that is, how much the surfaces in test stimuli appear to be displaced, relative to their judged positions in pre-adaptation baseline conditions (the total length of this bar corresponds to the separations computed from the psychometric functions). The spikes on the bars are the standard errors of the estimated thresholds. Aftereffect magnitudes are indicated for each of four observers-the top two bars for each condition correspond to the data from the two expert observers, while the second two bars for each condition correspond to the two naive observers. matic. Thus, the information provided by color was unavailable to binocular matching mechanisms (this 'interocular' experiment found undiminished color-contingent depth aftereffects when red dots in, for example, the left eye's image corresponded to gray dots in the right eye's image and green dots in the right eye's image were paired with gray dots in the left eye's image. The binocular combination of the colored dots in one eye and the achromatic dots in the other eye resulted in a 'cyclopean' percept of dots of slightly desaturated red and green 'binocular color'. It was this 'binocular color' on which the aftereffect was contingent). With respect to orientation, our results reveal a clear interaction of orientation information with depth from disparity information. The fact that Akerstrom and Todd (1988) did not find evidence for an interaction during binocular combination supports our claim that the interaction shown by the present study occurs at a later stage. As far as 'texture' (spatial frequency) is concerned, our hypothesis that this interaction also occurs after binocular combination is, at the moment, unconfirmed; pending further study, our suspicion is motivated by the symmetry with the findings from color and orientation.
In short, we propose two stages where feature and disparity information interact. In the first stage, the correspondence problem is solved by mechanisms tuned to particular disparities, and (at least) particular color and spatial frequency bands. In a second stage, after the combination of the images from the two eyes, there is another interaction, this time between cyclopean color, orientation, and texture (spatial frequency), and depth from disparity. We argue that the current results reflect the adaptation of mechanisms in this second, 'featuredepth', stage.
Surface segmentation
If feature information has already been used during binocular combination to help solve the correspondence problem, what is the point of a second stage of interaction based on the (now 'cyclopean') feature and depth information based on the combined images? We speculate that the mechanisms uncovered here are involved in the process of surface segmentation. Consider that the correspondence problem was aided by a statistical property of the images in the two eyes, namely, that it is unlikely that two regions correspond if they differ significantly in color or spatial frequency (or, alternatively, that two regions are likely to correspond if they are similar in feature). Detectors tuned to a particular disparity and a particular feature implemented a guiding heuristic: the smaller the distance (disparity) between two regions, and the more similar in feature, the more likely they should be deemed as corresponding.
Similar guiding heuristics have been used elsewhere. For instance, models of contour grouping exploit statistical regularities in images in order to build the 'binding' rules that contribute to the specification of contours. These regularities can often be expressed quite simply, for instance: with respect to some reference contour element, the statistically most probable element is at the same orientation, nearby, and co-linear. By exploiting this regularity in a computational model (e.g. 'two elements should be bound together as part of the same contour if they are sufficiently close, about the same orientation, and roughly co-linear'), they can do a remarkable job of quantitatively predicting psychophysical measures of contour grouping (Geisler et al., 2001) .
Surface segmentation processes can make use of a similar statistical observations (that have been noted previously, see Mumford et al., 1987; Geisler et al., 2001) . That is, statistically, it is increasingly likely that two regions of an image belong to the same surface the closer they are to one another, and the more similar in feature. This statistical observation again results in a guiding heuristic that would be useful to surface segmentation processes: Two regions should be bound together as part of the same surface if they are sufficiently close and about the same color, orientation, and spatial frequency. The implementation of this heuristic requires detectors that are tuned to particular features, and, in keeping with the theme of the current study, particular depths. It is precisely these mechanisms that we speculate have been revealed by this selective adaptation paradigm.
Contingent aftereffects
One line of controversy in the contingent aftereffect literature is between models based on 'double-duty' neurons (McCollough, 1965; Murch, 1974) , which postulate the existence of neurons tuned simultaneously to two feature values (for example, a unit with peak sensitivity to '45°' and 'near depth'); 'mutual inhibition' (Barlow, 1990) , in which units tuned to single feature dimension inhibit one another through lateral connections (e.g., orientation and depth units inhibit one another); and 'learned association' (Allan & Siegel, 1997) , where analogies to classical conditioning are drawn (e.g., '45°' as the CS and 'near depth' as the UCS).
This study was not designed to distinguish between these models, but instead used an adaptation paradigm simply as a tool to psychophysically isolate the mechanisms we proposed. The current results by themselves are consistent with any of the above explanations, so any deep contribution to this controversy is beyond the scope of this paper. However, our theoretical framework does guide our thinking on the issue. Under our framework, feature-contingent depth aftereffects reflect adaptation at an early stage of the analysis involved in surface segmentation. To be useful for segmenting a novel scene, the mechanisms in this stage must come 'pre-tuned' for particular features and depth values (just as the detectors that aid in solving the correspondence problem must come pre-tuned for particular disparities and particular feature channels). To make use of the fact that a scene contains some, say, leftward tilted elements near each other and relatively nearer the observer than some more distant rightward tilted elements requires, at some level of analysis, detectors predisposed to respond best to 'near' counter-clockwise orientations, and detectors for 'far' clockwise orientations. Such considerations suggest a neural implementation involving 'double-duty' neurons tuned to depth from disparity within particular feature channels. Beyond the issue of implementation is the question of the what purpose adaptation serves. In this regard, we are most sympathetic to the spirit of 'recalibration' explanations along the lines of that proposed by (Barlow, 1990; Barlow & Foldiak, 1989 ) (though we suggest a different implementation). In such models, adaptation serves to normalize a system's response to 'biased' input; in this fashion, the system is more sensitive to deviations from prevailing input contingencies (see Durgin, 1996 and Durgin & Proffitt, 1996 for a review of these issues).
In Conclusion
By inducing orientation-, and texture-contingent depth aftereffects, we have shown that the visual system combines feature and depth information. We argue that these contingent aftereffects reflect the adaptation of a broad class of feature-depth detectors that operate after binocular combination, and that we speculate are involved in surface construction. We argue that these mechanisms aid surface construction by exploiting a powerful statistical cue of natural scenes: Two regions are likely to belong to the same surface if they are nearby in depth, and similar in feature.
