Introduction
Diffusion indices and factor models have become popular in the economic forecasting literature in recent years: see e.g., Stock and Watson (1989 , 2009a , 2011a , Forni, Hallin, Lippi and Reichlin (2000) , Peña and Poncela (2004) , Schumacher and Breitung (2008) , Bai and Ng (2008) and Castle, Clements and Hendry (2013) , inter alia. This can be explained by the greater availability of large databases, the desire to draw on all relevant data when analyzing the current state of the economy and scope for government intervention 1 , and the favourable forecast performance of factor models, at least initially. Stock and Watson (2011a, p.54) suggest that the evidence indicates that 'factor forecasts perform well to very well relative to competitors for many, but not all, macroeconomic series. For U.S. real activity series, reductions in pseudo-out-of-sample mean squared forecast errors at the two-to four-quarter horizon are often in the range of 20% to 40%, although smaller or no improvements are seen for other series, such as U.S. inflation after 1990'. However, other assessments of the forecast performance of factor models are more equivocal, as indicated by Eickmeier and Ziegler (2008) in their meta-analysis of factor forecasting applications, and by D'Agostino, Giannone and Surico (2006) , who suggest the predictability of US macroeconomic series has greatly diminished in the Great Moderation period (mid 1980s to the 2007 Financial Crisis).
Although Eickmeier and Ziegler (2008) tease out a number of the determinants of factor model forecast performance from a careful meta-analysis of 52 studies, a number of potentially important determinants are not explicitly addressed. Chief among these are the potential effects of parameter non-constancy or structural breaks on the factor forecasting models (as well as on the rival or benchmark models). Structural breaks are sometimes viewed as the key culprit in causing forecast failure in general. 2 We find that the relative performance of factor models is markedly better than that of AR benchmarks during the recent crisis period, with factor models exhibiting a degree of adaptability in times of change. We also consider split-sample estimation of the factors and factor forecasting model following the promising results found by Stock and Watson (2009a) in their in-sample study.
In addition we consider the adoption of rolling estimation windows, which is a common approach when it is felt that earlier observations may be less relevant.
We consider the usefulness of these way of mitigating the effects of breaks in a real-time forecasting exercise, as opposed to the 'pseudo-out-of-sample' exercises that typify the majority of the literature. That is, the vast majority of the evidence that underpins the conclusions of studies such as Eickmeier and Ziegler (2008) is based on forecasting exercises that have used fully-revised data, rather than the vintages of data which would have been available at the time the forecasts were actually made. A focus of much of the recent literature has been on the implications of using fully-revised data versus real-time data for both historical analyses and forecasting.
overstates the usefulness of various predictor variables relative to appraisals based solely on the data vintages available at the time the forecasts are constructed (see, for example, Diebold and Rudebusch (1991) , Faust, Rogers and Wright (2003) , and the review by Croushore (2006) ). There are fewer than a handful of papers which report
proper real-time evidence on factor forecasting performance, so that one contribution of our paper is to compare real-time and pseudo out-of-sample performance for forecasting a relatively large number of variables over the recent period.
Our study of the forecasting performance of factor models also acknowledges that factor models may work better for some macroeconomic variables than for others (as suggested by the quote above from Stock and Watson (2011a) ), and we are careful to distinguish between real activity variables, and price/nominal variables in the way we present results.
We also investigate why it might be that factor models offer little improvement on AR models for forecasting.
In focusing on structural breaks and real-time effects, there are a number of aspects that we do not cover which might potentially be important, so our paper is complementary to the large body of work on factor forecasting models summarized in Eickmeier and Ziegler (2008) . Among the aspects we neglect are the following. We estimate the factors by principal components, and do not consider alternative methods such as that of Forni, Hallin, Lippi and Reichlin (2005) . We do not consider the role of the number of variables (N ) used to estimate the factors, and because we adopt a fully real-time exercise, our N is necessarily at the lower end of the values used in pseudo out-of-sample forecasting exercises. 3 Furthermore, we do not calculate factors from a set of 'targeted predictors', as in Bai and Ng (2008) . Targeted predictors are variables selected to have predictive power for the variable of interest, based on hard or soft thresholding (such as LASSO, see e.g., Tibshirani (1996) ). Nor do we consider block-factor approaches, such as Moench, Ng and Potter (2009) , where the data is divided up into a number of categories, and principal components are calculated for each category.
The plan of the remainder of the paper is as follows. Section 2 discusses the literature on factor forecasting using real-time data, and recent developments concerning factor models and instability. Section 3 describes the data set and our implementation of factor forecasting. Section 4 presents the results of the empirical forecasting exercises, section 5 investigates why factor models are only marginally better than AR models in 'normal times', and section 6 concludes.
There are few studies of factor model forecasting using real-time data, presumably because the requirements of amassing datasets consisting of a large number of variables covering reasonably long historical periods, for each of a number of data vintages, constitute a demanding data collection exercise. One such study is Bernanke and Boivin (2003) , who calculate the accuracy of recursively-generated forecasts of 3 variables, CPI inflation, industrial production, and unemployment, over the period 1970-1998, for both factor models based on real-time data, and on fully-revised data. For factors calculated from a dataset comprising 78 variables, for which have realtime vintages and fully-revised data, they find forecast performance is broadly similar for the factor forecasting models estimated on fully-revised and real-time data, and the gains of the factor forecasts over an autoregressive model are modest: small for CPI, but larger for industrial production and unemployment. However, they find that if they use the 215 series fully-revised data set of to construct factors in a pseudo-outof-sample exercise (that is, estimating the models using the fully-revised data), they obtain sizeable gains for all three variables, including CPI. They suggest that the number of variables used to construct the factors may matter more than whether fully-revised or real-time data is used. beyond factor models, and they consider a raft of univariate and multivariate time-series models relative to the Greenbook forecasts. 4 They compare the relative performance of the Greenbook and model forecasts using ex post revised data and real-time data, and come to the same conclusion as Bernanke and Boivin (2003) , that the relative performances are largely unaffected. Their results indicate that for output growth the factor model is 20% and 30% worse at current quarter and one-quarter horizons, respectively, and 10% worse at 4-quarters ahead. While for inflation the factor model is nearly 5% worse at the current-quarter horizon, and then roughly 10% better at the 1 and 4-quarter ahead horizons than the AR. 5 These findings are at odds with the summary of empirical findings in Stock and Watson (2011a) discussed in the introduction.
That Bernanke and Boivin (2003) and Faust and Wright (2009) report contradictory findings for the forecast performance of factor models for activity variables is not surprising, given that the results of forecast comparisons between models or methods are notoriously dependent on the sample period and the variable being forecast.
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Neither study extends beyond the 1990s. An original feature of our study is the analysis of the performance of 4 A key question is whether the superiority of the Greenbook forecasts is solely due to the Fed staff's knowledge of the current and state of the economy and of recent developments which affect the short-term outlook. By providing the atheoretical models with the same information as the Greenboook, they find that the Fed's forecasts of the GDP-deflator measure of inflation remain superior, but their advantage forecasting GDP growth disappears.
5 These figures are calculated from their table 2 which records the results of the real-time exercise. We divide their FAA (factor-augmented autoregression) by the RAR (recursive autoregression) for 'Jump off -1' (the cleanest of their comparisons between the AR and factor model in terms of adjusting for 'current' information) and their horizons of '0', '1' and '4'. 6 The recent inflation forecasting literature provides an example of the former. A number of authors have emphasised the instability in inflation forecasting models: see e.g., the review by Stock and Watson (2009b). 4 the factor forecasting model in the run-up to and during the onset of the financial crisis. A second is that we address the impact of breaks on factor model forecasts, extending the work of Stock and Watson (2009a) to outof-sample forecasting. Stock and Watson (2009a) find (p.197) 'considerable evidence of instability in the factor model; the indirect evidence suggests instability in all elements (the factor loadings, the factor dynamics, and the idiosyncratic dynamics)'. However, their results suggest that the factors can be estimated on the full sample notwithstanding the instability in the factor loadings. Their analysis shows that forecasting equations estimated over the post-break period, but using estimates of the factors from the full historical period across the break, fit better in-sample than using subsample estimates of the factors.
Motivated by their findings, we assess the impact on forecast performance of different ways of allowing for the instability in the factor forecasting model given full sample estimates of the factors. The first is to use only post-break observations, realizing Stock and Watson's suggestion in an out-of-sample real-time forecasting exercise. We follow Stock and Watson, and use 1984 as the break period. This corresponds to the Great Moderation of output discussed by, e.g., McConnell and Perez-Quiros (2000) . However, although a number of studies provide evidence of a break in the mid 1980s, our forecast period extends to 2011, and so includes the Financial Crisis, another obvious candidate for a break date. There are of course other less high-profile events and factors which may have contributed to non-constancies in the factor forecasting models. So in addition to considering an estimation sample consisting of post-break observations, we consider rolling forecasting schemes. .
The real-time dataset
The set of variables used to construct factors is described in table 1. The majority of these variables are subject to revision, and are taken from the Real-Time Data Set for Macroeconomists (RTDSM) of Croushore and Stark (2001) , whereas the non-revised data come from FRED (see table for details and web addresses). Our selection is limited by the availability of data vintages (for variables which are revised) and of sufficiently long spans of historical data for model estimation. Our first 'vintage-origin' is 1996:Q2, and the last is 2011:Q1, so that we have 15 years of quarterly forecast origins. However, the 1999:Q4 and 2009:Q3 vintages contain missing values for many series and these forecast origins are excluded. We also excluded these two origins from the pseudo-out-of-sample forecasting exercises which use fully-revised data, to ensure that the real-time and fullyrevised data exercises are strictly comparable in terms of covering the same observations. Data at a monthly frequency are converted to quarterly observations by averaging the months. Similarly, where the RTDSM provides monthly vintages, we extract the February, May, August and November vintages which correspond to the quarterly vintages. Together with the not-revised series, we have a total of 51 variables. By beginning the estimation period in 1970 we are able to work with a balanced panel of quarterly data for factor estimation.
At each forecast origin the factors are calculated using observations on the variables from the vintage of data 5 available at that date. (For example, for the first 'vintage-origin' of 1996:Q2, we use data from 1970 to 1996:Q1 from the 1996:Q2 data vintage). The data are made stationary, primarily by first or second differencing the logs of the real and nominal variables respectively (but see table 1 7 ). The first n f principal components are calculated, and used in the factor forecasting model for y t :
Note that the right-hand side variables are lagged h-periods or more relative to the predictand to allow direct forecasting (as opposed to generating multi-step ahead forecasts by iterating the forecasts of a '1-step' forecasting model). In most cases y t is the difference of the log of the level Y t , so that we forecast the quarterly-difference h-steps ahead (whereas some papers forecast the h-step difference) 8 .
In principle, the number of autoregressive lags p, the number of factors n f , and the number of lags of each of those factors (k l ) might be selected by the data, and Eickmeier and Ziegler (2008) describe a range of strategies that have been adopted. 9 We adopt the not uncommon approach of simply setting these to reasonable values. We set n f = 3, k l = 0 (i.e., no lags of the factors), and p = 2. The benchmark models are obtained by setting n f = 0, so the factors are omitted. Hence we investigate the marginal contribution from including factors relative to a univariate model with two lags.
The forecast errors are calculated using data taken from a vintage available two quarters after the target quarter.
So for the h = 1 forecast of 1996:Q2 from the first origin, for example, this would be the value available in the 1996:Q4 vintage, and for the h = 4 forecast of 1997:Q1, the value for this period in the 1997:Q3 vintage.
Although the 'true' values may be most accurately estimated by the latest-available vintage estimates of those observations (here, the vintage 2012:Q3 estimates), there are good reasons to choose 'real-time' actuals (often taken to be the vintage released two quarters after the observation quarter, as here). The latest available will incorporate the effects of annual revisions and periodic benchmark revisions which may be largely unpredictable.
The second quarterly release may be better than the first release (available the following quarter) which is generally based on less complete data.
When we compare the findings of the real-time exercises and the pseudo out-of-sample, we use actual values taken from the latest-available vintage (2012:Q3) for the latter, because the defining characteristic of such exercises is that all the data are fully revised. 7 We followed Stock and Watson (e.g., Stock and Watson (2009a) ) in choosing the transformations to apply to make these series stationary prior to estimating the factors. 8 We also use the first difference specification when the variable is differenced twice prior to factor computation (as indicated in table 1). That is, we do not impose the second unit root in model specification.
9 In addition, model selection with factors (and the original variables) was extensively investigated by Castle et al. (2013) for forecasting output growth. They find that simply using the first four factors (without lags, but including own-variable lags) dominates selection strategies involving factors.
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Finally, it should be noted that data revisions can create mismatches between the actuals and the forecasts in real-time contexts. The sequence of revisions of the Bureau of Economic Analysis (BEA) data is as follows.
The 'advance' estimates are recorded in the RTDSM the quarter after the target observation, followed by the second estimate (the BEA 'final' estimate) a quarter after that. Thereafter BEA data are subject to three annual revisions which occur in the July of each year (see, e.g., Grimm (2005, 2008) and Landefeld, Seskin and Fraumeni (2008) ). In addition to the regular rounds of revisions, every five or ten years the BEA data are typically subject to 'benchmark revisions', reflecting methodological changes in measurement or collection procedures, and often include base year changes. The base year changes in particular are problematic for real-time assessments of the accuracy of forecasts of levels or log-levels of variables (and, though to a lesser extent, differences in non-log levels): when the forecast and actual value straddle such a change, an adjustment needs to be made (see, e.g., Clements and Galvão (2012, p.556) for one way of doing this). Generally growth rates are largely immune to re-basings of this sort. Rather than adjusting the levels data, we have chosen not to forecast a handful of variables which would have required some intervention to offset the effects of base-year changes (these variables are indicated in table 1). Note that these variables can be used as part of the dataset to calculate factors: problems only arise for evaluating real-time forecasts of these variables.
Results of empirical forecast comparisons
To aid interpretation, we divide the discussion of the results into a number of sub-sections, each presenting evidence on a possible determinant of factor model forecast performance. In each sub-section we present the relative accuracy of the factor model forecasts compared to an AR for each of the 44 variables we forecast. We also present the median relative performance across all 44 variables, and the medians separately across the 18 real activity variables and the 26 price/nominal variables (groupings defined in section 3). The base case is a recursive forecasting scheme, whereby parameter estimates are updated as we move through the forecast period. It might be argued that such a scheme in itself permits some adaptability of the models in the face of non-constancy (relative to a fixed forecasting scheme). However, there seems little reason not to update the model estimates as the forecast origin moves forward. Using instead a fixed scheme (results not shown) made little difference qualitatively to the relative accuracies of the models.
The last sub-section analyzes the results for forecasting real GDP, given that this is the main focus of much of the empirical material, and in some respects (especially forecasting over the Crisis period) the results are typical of those for many of the real variables. 
Relative performance using real-time and pseudo real-time data
The results for the pseudo real-time data 1-step ahead indicate some benefit to using the factor model for realactivity variables 'on average': see table 2. The median ratio of the factor model RMSE to the AR across the real activity variables is 0:89. But factor models are slightly worse than the AR models on average for the nominal variables. For all variables taken together the median ratio is 0:98. These findings are consistent with the review by Eickmeier and Ziegler (2008) who find factor models are better for real variables than price variables, for the US, and who conclude that the performance of factor models is 'on average...slightly superior to that of other models' (p.261). Of course there are variables for which the factor model forecasts are markedly superior to the AR, and these include key indicators of the state of the economy, such as the rate of unemployment (ruc) and industrial production (ipt) which are over 20% and 15% more accurate on RMSE respectively.
Consider now the implications of replacing the fully-revised data with the vintages of data which would have been available at the time the forecasts were made, and of using 'preliminary' estimates of the outturns to assess forecast accuracy. The 'Real-time' columns of the table show that the (absolute) accuracy of the AR model generally worsens for the real variables, but that the relative accuracy of the factor model forecasts is largely unaffected. For the two variables we highlighted, unemployment and industrial production, the relative accuracy of the factor model worsens by just 2 percentage points, matching the average change. We conclude that the conclusions drawn from pseudo out-of-sample forecasting exercises are a good guide to the gains that would have been possible in real-time using the then available data vintages. This is consistent with the evidence presented in Bernanke and Boivin (2003 , Table 1 , p.532) for forecasting the unemployment rate and industrial production using real-time vintages and fully-revised data: their two forecasting exercises indicate similar gains of 10 to 20% for the period 1970-1998 for both real-time and fully-revised data. However, their forecast horizons are 6-months and one year ahead, whereas our table 2 is for 1-step forecasts. D' Agostino et al. (2006) argue that there is little predictability beyond one-step ahead (relative to simple AR models) in the post-1984 period. The forecast period studied by Bernanke and Boivin (2003) includes the 1970s, which might be responsible for the good performance of the factor models. To address this claim, we next consider multi-step forecasts over our (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) forecast period. Tables 3 and 4 replicate the comparisons presented in table 2 (for 1-step ahead) but for half-yearly (h = 2) and yearly horizons (h = 4). We find that the relative advantage of the factor model for forecasting the real variables diminishes in the forecast horizon: at h = 4 the median RMSE ratio for the real variables is 0.97 using fullyrevised data, and 0.99 in real-time. Of the 17 separate real variables, for the unemployment rate alone is the gain to the factor model larger than 10%. In short, the benefit to using factor models is greatest at h = 1, and then primarily only for the real variables. Beyond one step ahead any gains are at best modest. Note that as at h = 1 the choice between fully-revised data and real-time vintages (in terms of relative performance) is largely inconsequential.
Relative performance of factor model forecasts beyond a 1-quarter ahead horizon

Full versus sub-sample estimation
In the presence of structural breaks, of which the onset of the Great Moderation circa 1984 is a prime example, it may be optimal in a MSE sense to drop earlier observations, as argued by Pesaran and Timmermann (2007) in the context of forecasting with AR models. Stock and Watson (2009a) suggest the same may be true of factor forecasting models: they find the in-sample fit of their factor models improves when they are estimated over the post-break period (but using full-sample estimates of the factors). The results to this point are based on a recursive forecasting scheme, so that the beginning of the estimation sample remains fixed at 1970, and the factors and forecasting models are estimated on expanding windows of data as the forecast origin is moved through the data (from 1996 to 2010). Table 5 presents the real-time out-of-sample analogue of the approach of Stock and Watson (2009a) : it is a recursive exercise but with the model estimation sample beginning in 1985 (as opposed to 1970).
Consider the left panel of the data, in which the factor model is estimated on the shortened samples, but the AR is not. The strategy of using only post-break observations yields marked improvements at 1-step ahead (but virtually nothing at h = 4). The median RMSE for the real variables is now 0:86, and for the nominal variables is 0:91.
However, the right panel shows that shortening the AR estimation period improves the AR forecasts nearly as much as the factor model forecasts; the median RMSE ratio is now 0:89 for the real variables, compared to 0:91 in table 2 when the full-estimation period is used. Using post-break observations improves forecast accuracy, but for both models, and and to a largely similar extent. Table 6 reports the results of adopting a rolling estimation window having dropped the pre-1984 observations (but using recursive estimates of the factors with data beginning 1970). The results in table 6 are broadly similar to those in table 5, indicating that once the pre-1984 observations have been excluded, whether the forecasting models are estimated on fixed-length or expanding windows of observations is of little importance.
Rolling estimation
Constancy of relative forecast performance over time
One of the motivations of this paper was to assess whether the relative performance of factor models has dete- 
Forecasting real GDP growth
We present a study of real GDP given that this variable is often the focus of interest, and because figures 1 to 3
indicate that the relative performances of the AR and FM models over the recent period for real GDP growth may be typical of a number of real variables. 12 Recall that the differences attributable to the use of fully-revised data and real-time were found to be small. Here we use fully-revised data and include results for forecasting the 1999:Q4 and 2009:Q3 periods. (In the results reported elsewhere in the paper these two periods are excluded. This is because the corresponding real-time data vintages contain short data histories for some series, so real-time forecasting is not feasible, and they were also excluded from the full-revised exercises for comparability of the results). deterioration in accuracy of the AR relative to the FM depicted in figure 1. In the next two quarters the economy returns to modest growth, but FM continues to predict sizeable contractions (1 1 2 and 1 percent respectively), and subsequently over-predicts for the next 6 quarters. The AR is more accurate over the period 2009:Q2 to 2011:Q1.
Why are FM forecasts only marginally more accurate than than AR model foecasts?
We have shown that FM forecasts are on par with AR model forecasts if we ignore the Crisis period, when they tend to perform better. In this section we shed some light on why FMs do not clearly outperform ARs, as might be expected given that FMs draw on large numbers of related variables, and ARs on only past values of the variable in question. To do so, we assume that the economy has a factor structure, viz.
where x t is n 1, f t is m 1, and are n m and m m, and n m so that the low-dimensional f t drives the co-movements of the high-dimensional x t . 13 The latent factors are assumed here to have a VAR representation. Suppose in addition that the mean-zero 'idiosyncratic' errors e t satisfy E[e i;t e j;t k ] = 0 all k unless i = j (allowing the individual errors to be serially correlated), and that E[ t e t k ] = 0 for all k. This is a standard setup in the literature (see, e.g., Stock and Watson (2011b) ).
Given the f t , each variable in x t , say x i;t , can be optimally forecast using only the f t and lags of x i;t (x i;t 1 , x i;t 2 etc). Letting i 0 denote the i th row of , then: E t [x i;t+1 j x t ; f t ; x t 1 ; f t 1 ; : : :] = E t 0 i f t+1 + e i;t+1 j x t ; f t ; x t 1 ; f t 1 ; : : :
i f t+1 j x t ; f t ; x t 1 ; f t 1 ; : : :
i f t+1 j f t ; f t 1 ; : : : + E t [e i;t+1 j e i;t ; e i;t 1 : : :]
under the assumptions we have made. Hence when (2) and (3) hold, the optimal forecast of x i;t+1 consists of the factors dated period t and the AR lags of x i;t .
Abstracting from issues to do with the selection of the number of AR lags, the number of factors and the need to estimate the model's parameters, the relative accuracy of the FM to the AR for a variable x i will obviously depend on the relative importance of the common factors compared to the idiosyncratic terms captured by the autoregressive lags. However, whereas there is a contemporaneous relationship effect of f t on x i;t in the data generating process, a 'direct' forecasting model 14 based on (4) relates x i:t to f t 1 (for a one-step ahead forecasting horizon), so that the coefficient on f t 1 conflates the direct effect of f t on x i;t and the parameter matrix .
Alternatively, one might estimate a model that relates x i;t to f t (and lags of x i;t ) and generate forecasts of x i;t+1
by replacing the unknown future values of f t+1 by forecasts obtained from estimating a VAR model such as (3).
But in either case a low level of predictability of f t will adversely affect the accuracy of the FM forecasts. Consider the extreme case of being the null matrix, whence the FM is of no value (given the availability of an AR model) for forecasting. ) . Put another way, 14 See, e.g., Clements and Hendry (1996) and Marcellino, Stock and Watson (2006) . 15 The degree of predictability will also depend on the size of the unexplained component in the equation (3) for ft, that is, E ( t 0 t ). 16 The forecasts of the factors are obtained from a VAR for the factors with lag order selected by SIC. 12 in the absence of large changes in the economy, the costs (in terms of forecast accuracy) of projecting the factors forward in time happens to largely offset the benefits that would otherwise accrue to using the factor model. When there are large movements in factors -as in times of change -the benefits to including the factors more than offset the negative effects of projecting the factors forward.
We conclude that the somewhat disappointing performance of the FM forecasts results is attributable to a loss of accuracy from the need to forecast the future values of the factors (or projecting the x i 's on lagged factors).
Conclusions
Despite the widespread use of factor models for economic forecasting, and the belief that such models are on a par with other methods of handling large datasets (see De Mol, Giannone and Reichlin (2008)), there is less of a consensus regarding their value relative to simple benchmarks such as AR models. Our findings shed some light on the reasons for a lack of a consensus: the relative performance of factor models relative to AR models depends upon the historical period under study. The inclusion of the financial crisis period enhances the relative performance of the factor model. Earlier studies will of necessity report findings for different historical periods.
For example, the sample period used by Bernanke and Boivin (2003 ) (1970 -1988 includes the turbulent 1970's, which may explain the positive findings in favour of FMs. Studies that are based solely on the Great Moderation period may conclude that there is little benefit from using factor models relative to AR models. A more positive slant to these findings would be that FMs work relatively well when the AR model's forecast performance is at its worst, and in normal times are on a par with AR models.
In addition we have considered a number of issues that might be expected to bear on FM forecast performance.
Any gains to FM forecasts appear to be short-lived -there are reduced benefits to using FMs at two-quarter ahead horizons, but no gains a year ahead on average across variables, although specific variables can be forecast more accurately (e.g., the unemployment rate). We have tended to stress the performance of the model for broad variable groups (real versus nominal variables), but the tables report result for 44 variables to indicate the variation around the average, as well as to aid comparison with earlier studies, and indicate any clear successes (such as the unemployment rate one-year ahead -20% lower RMSE than the AR). We also present detailed results for real GDP growth, and find that the AR and FM forecasts closely track each other except for a few key observations during the Financial Crisis.
We also considered whether the pseudo out-of-sample forecasting comparisons (that comprise the vast majority of the factor forecasting literature) present an accurate reflection of the accuracy of FM forecasts in real time (that is, using the vintages of data which would have been available at the time the forecasts were made). By and large data vintage effects -using fully revised as opposed to real-time vintages -were small and could be ignored.
In terms of offsetting the effects of model non-constancy on forecast performance, we found evidence for 13 estimating the factor forecasting model on data from 1985 onwards (but using the whole period from 1970 onwards to calculate the factors), consistent with the in-sample regression analysis of Stock and Watson (2009a) .
However the AR models were also improved by setting the beginning of the sample to 1985, so that the relative improvement to the FMs was more modest. Conditional on starting the estimation period in 1985, the use of a rolling or recursive forecasting scheme made little difference.
Overall, our results point to the primacy of the forecast environment as the key determinant of factor model forecast performance, and the finding that FM forecasts are relatively more accurate than the forecasts from AR models during major upheavals, such as the financial crisis. That this should turn out to be the case is far from obvious given the prevailing state of knowledge: simple, flexible models such as AR models are sometimes thought to offer greater adaptability at times of rapid change. The transformation code (column 2) denotes the transformation applied to the variable before principal components are calculated (1: level (no transformation); 2: difference; 3: second difference, 4: natural log; 5: first difference of log; 6: second difference of log. The third column indicates whether the variable is forecast (1) or not (0). We model and forecast the transformation of the variable given in column 2 except when this indicates the second difference of the level or of the log: in these cases we model and forecast the first difference of the level or log, respectively. In terms of pesenting the aggregate forecasting results, varibales above the horizontal line are treated as 'real activity' variables, and those below the line as nominal or price variables. 
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