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Abstract. Let M be a finitely generated module of dimension d and depth
t over a Noetherian local ring (A,m) and I an m-primary ideal. In the main
result it is shown that the last t Hilbert coefficients ed−t+1(I,M), ..., ed(I,M)
are bounded below and above in terms of the first d − t + 1 Hilbert coefficients
e0(I,M), ..., ed−t(I,M) and d.
Introduction
Let M be a finitely generated module of dimension d over a Noetherian local
ring (A,m) and I an m-primary ideal. The Hilbert-Samuel function HI,M(n) =
ℓ(M/In+1M) agrees with the Hilbert-Samuel polynomial PI,M(n) for n≫ 0 and we
may write
PI,M(n) = e0(I,M)
(
n+ d
d
)
− e1(I,M)
(
n+ d− 1
d− 1
)
+ · · ·+ (−1)ded(I,M).
The numbers e0(I,M), e1(I,M), ..., ed(I,M) are called the Hilbert coefficients of M
with respect to I.
The Hilbert-Samuel function and the Hilbert-Samuel polynomial give a lot of
information on M . Therefore, it is of interest to study properties of Hilbert co-
efficients. Assume that A is a Cohen-Macaulay ring and M is a Cohen-Macaulay
A-module. Then Northcott [14] and Narita [13] showed that e1(I, A) ≥ 0 and
e2(I, A) ≥ 0, respectively. Note that already e3(I, A) maybe negative. Later, Rhodes
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1
[15] showed that the above results also hold for good I-filtrations of submodules of
M . Moreover, Kirby and Mehran [10] were able to show that e1(I,M) ≤
(
e0(I,M)
2
)
and e2(I,M) ≤
(
e1(I,M)
2
)
. Subsequently these results were improved by several
authors. How about the other coefficients? In 1997, Srinivas and Trivedi [19] and
Trivedi [20] obtained a surprising result, stating that all |ei(I, A)|, i ≥ 1, are bounded
by a function depending only on e0(I, A) and d.
What happens for non-Cohen-Macaulay modules? Inspired by the previously
mentioned result of Srinivas and Trivedi and of Trivedi [21], Rossi-Trung-Valla [17]
showed that all |ei(I, A)|, are bounded by functions depending on the so-called
extended degree Deg(I, A) and d. These results were extended to modules in [12]
and [7]. It is also worth to know, that when I is a parameter ideal in a generalized
Cohen-Macaulay ring, there is a uniform bound for all |ei(I, A)|, i ≥ 1, which does
not depend on the choice of I, see [8]. However from all these results one cannot
deduce further relations between Hilbert coefficients.
Using a bound on the Castelnuovo-Mumford regularity in terms of Hilbert co-
efficients given in [20, Theorem 2] one can immediately see that (−1)i−1ei(I, A)
is bounded above by a (complicated and implicit) function depending only on
e0(I, A), ..., ei−1(I, A) and i, for all i ≥ 1. An explicit bound will be given in The-
orem 2.1. However, even in the case d = 1 an easy example shows that |e1(I, A)|
is in general not bounded in terms of e0(I, A). So, it is natural to ask: how many
Hilbert coefficients are enough to be taken such that they completely bound the
absolute values of all other ones? The main result of this paper is to show that
the first d − t + 1 Hilbert coefficients have this property, where t = depthM (see
Theorem 2.4 and Corollary 2.5). As a consequence, we can show that there is only
a finite number of Hilbert-Samuel functions if e0(I,M), e1(I,M), ..., ed−t(I,M) and
d are fixed (see Theorem 2.6).
In fact, we will deal with a more general situation, namely with good I-filtrations
M. In this case our bounds also involve the so-called reduction number r(M). Our
approach is somewhat similar to that of [19, 20] and [17], in the sense that we use
the Castelnuovo-Mumford regularity reg(G(M)) of the associated module G(M) of
M to bound the Hilbert coefficients (see Proposition 2.3). Then one has to bound
reg(G(M)) in terms of the first d− t+ 1 Hilbert coefficients. In order to do that, in
Section 1, using [20, Theorem 2] we first give a bound for reg(G(M)) in terms of all
Hilbert coefficients (see Theorem 1.8). Then, combining some idea developed in the
proof of [17, Theorem 3.3], and refined in [11, Theorem 4.4] and [7, Theorem 1.5],
with bounding the length of certain Artinian modules (see Lemma 1.11), we show
in the same section that already the first d− t+1 Hilbert coefficients are enough to
bound reg(G(M)) (see Theorem 1.12). The relations among the Hilbert coefficients
are given in the last section (Theorem 2.1 and Theorem 2.4). Finally, we would
like to remark, that bounds established in this paper are huge functions. Therefore
instead of seeking better bounds we are looking for more compact formulas. In any
case the main meaning of the bounds is not their values, but the fact that they exist
at all, hence that the last t Hilbert coefficients are bounded by the first d − t + 1
ones.
2
1. Castelnuovo-Mumford regularity and Hilbert coefficients
Let R = ⊕n≥0Rn be a Noetherian standard graded ring over a local Artinian ring
(R0,m0) such that R0/m0 is an infinite field. Let E be a finitely generated graded
R-module of dimension d. For 0 ≤ i ≤ d, put
ai(E) = sup{n| H
i
R+
(E)n 6= 0},
where R+ = ⊕n>0Rn. The Castelnuovo-Mumford regularity of E is defined by
reg(E) = max{ai(E) + i | 0 ≤ i ≤ d},
and the Castelnuovo-Mumford regularity of E at and above level 1 is defined by
reg1(E) = max{ai(E) + i | 1 ≤ i ≤ d}.
We denote the Hilbert function ℓR0(Et) and the Hilbert polynomial of E by hE(t)
and pE(t), respectively. Writing pE(t) in the form:
pE(t) =
d−1∑
i=0
(−1)iei(E)
(
t+ d− 1− i
d− 1− i
)
,
we call the numbers ei(M) the Hilbert coefficients of E.
There are different ways to bound reg(E). In this section we are interested in
bounding this invariant in terms of the Hilbert coefficients. Let ∆(E) denote the
maximal generating degree of E. Easy examples show that one cannot bound reg(E)
in terms of ∆(E), e0(E), ..., ed−1(E). However these invariants bound reg
1(E), as
shown in [3, Theorem 17.2.7] and [20, Theorem 2]. Below we recall the bound by
Trivedi which does not depend on the number of generators of E as the one in [3].
Let
∆′(E) = max{∆(E), 0}.
We inductively define a sequence of integers as follows: m1 = e0(E) + ∆
′(E), and
for all i ≥ 2,
mi = mi−1 +
i−1∑
k=0
(−1)kek(E)
(
mi−1 + i− 2− k
i− 1− k
)
. (1)
Then
Lemma 1.1. ([20, Theorem 2]) Assume that d ≥ 1. Then reg1(E) ≤ md − 1.
The above result was originally formulated in [20] for GI(M), which corresponds
to the case E being generated by elements of degree zero. But this assumption is not
essential. The proof was eventually given in [19, Lemma 4]. For a more algebraic
proof one can use [11, Theorem 2.7].
From the above bound we can derive an explicit bound for reg1(E) in terms of
ei(E) and ∆(E). However this bound is weaker.
Lemma 1.2. Let E be a finitely generated graded R-module of dimension d ≥ 1.
Put
ξd−1(E) = max{e0(E), |e1(E)|, ..., |ed−1(E)|}.
Then we have
reg1(E) ≤ (ξd−1(E) + ∆
′(E) + 1)d! − 2.
3
Proof. For short, we put ei := ei(E), ξ := ξd−1(E) and ∆
′ := ∆′(E). By Lemma 1.1
it suffices to show that md ≤ (ξ + ∆
′ + 1)d! − 1. This is a purely arithmetic issue,
which is trivial for d = 1. By the induction hypothesis we may assume
md−1 ≤ (ξ +∆
′ + 1)(d−1)! − 1 =: α.
Note that
d−1∑
i=0
(−1)iei
(
α + d− 2− i
d− 1− i
)
≤ ξ
d−1∑
i=0
(
α + d− 2− i
d− 1− i
)
= ξ
(
α + d− 1
d− 1
)
.
Hence, by the recurrence formula (1) applied to i = d, we get
md ≤ α+ ξ
(
α+ d− 1
d− 1
)
.
If d = 2, then α = ξ +∆′, and
m2 ≤ ξ +∆
′ + ξ(ξ +∆′ + 1) = (ξ +∆′ + 1)(ξ + 1)− 1 ≤ (ξ +∆′ + 1)2 − 1.
Assume d ≥ 3. Observing that
(
α+d−1
d−1
)
≤ (α+1)d−1 for all α ≥ 1 and α ≥ (ξ+1)2 >
ξ + 1, we obtain
md ≤ α + ξ(α+ 1)
d−1 ≤ (1 + ξ)(α+ 1)d−1 − 1 ≤ (α + 1)d − 1 = (ξ +∆′ + 1)d! − 1.

We need some more notations and definitions. Let (A,m) be a Noetherian local
ring with an infinite residue field K := A/m and M a finitely generated A-module.
Given a proper ideal I, a chain of submodules
M : M =M0 ⊇M1 ⊇ M2 ⊇ · · · ⊇Mn ⊇ · · ·
is called an I-filtration of M if IMi ⊆ Mi+1 for all i, and a good I-filtration if
IMi = Mi+1 for all sufficiently large i. A module M with a good I-filtration is
called an I-well filtered module (see [2, III 2.1]). If N is a submodule of an I-well
filtered module M , then the sequence {Mn + N/N} is a good I-filtration of M/N
and will be denoted by M/N .
In this paper we always assume that I is an m-primary ideal and M is a good
I-filtration. The associated graded module to the filtration M is defined by
G(M) =
⊕
n≥0
Mn/Mn+1.
We also say that G(M) is the associated module of the filtered module M . This is
a finitely generated graded module over the standard graded ring G := GI(A) :=
⊕n≥0I
n/In+1 (see [2, Proposition III 3.3]). In particular, when M is the I-adic
filtration {InM}, G(M) is just the usual associated graded module GI(M).
We call HM(n) = ℓ(M/Mn+1) the Hilbert-Samuel function of M w.r.t M. This
function agrees with a polynomial - called the Hilbert-Samuel polynomial and de-
noted by PM(n) - for n≫ 0. If we write
PM(t) =
d∑
i=0
(−1)iei(M)
(
t + d− i
d− i
)
,
then the integers ei(M) are called the Hilbert coefficients of M (see [16, Section 1]).
When M = {InM}, HM(n) and PM(n) are usually denoted by HI,M(n) and PI,M(n),
respectively, and ei(M) = ei(I,M). Note that ei(M) = ei(G(M)) for 0 ≤ i ≤ d− 1.
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Now we want to derive a bound for reg(G(M)) in terms of Hilbert coefficients.
Using Lemma 1.2 we can already bound reg1(G(M)) in terms of e0(M), ..., ed−1(M).
If depth(M) > 0, by [7, Lemma 1.8], reg(G(M)) = reg1(G(M)), and so it is bounded
in terms of ei(M), i < d. The following example shows that this is not true if
depth(M) = 0.
Example 1.3. Let A = K[[x, y]]/(x2, xys), s ≥ 1. Then Gm(A) ∼= k[x, y]/(x
2, xys).
Since (x2, xys) is a so-called stable ideal, reg(Gm(A)) = s can be arbitrarily large,
while e0(A) = 1.
Our first goal is to show that also using ed(M) we can bound reg(G(M)). For that
we need some more preparations. We denote M/H0m(M) by M and the filtration
M/H0
m
(M) of M by M and let h0(M) = ℓ(H0
m
(M)). Then
Lemma 1.4. ([16, Proposition 2.3]) For all n we have
h0(M) = PM(n)− PM(n) = (−1)
d[ed(M)− ed(M)].
Applying the Grothendieck-Serre formula to G(M) and the arguments in the proof
of [11, Lemma 3.4], we get
Lemma 1.5. PM(n) = HM(n) for all n ≥ reg(G(M)).
Lemma 1.6. h0(M) ≤ PM(n) for all n ≥ reg(G(M)).
Proof. By Lemma 1.5, P
M
(n) = H
M
(n) for all n ≥ reg(G(M)). Hence, by Lemma
1.4, h0(M) = PM(n)−PM(n) = PM(n)−HM(n) ≤ PM(n) for all n ≥ reg(G(M)). 
We call
r(M) = min{r ≥ 0 |Mn+1 = IMn for all n ≥ r}
the reduction number of M (w.r.t. I). Then we have
Lemma 1.7. ([7, Lemma 1.9]) reg(G(M)) ≤ max{reg(G(M)); r(M)}+ h0(M).
In the sequel we will often use the following notation:
ξs(M) = max{e0(M), |e1(M)|, ..., |es(M)|},
where 0 ≤ s ≤ d. Now we can state and prove the first bound on reg(G(M)) in
terms of Hilbert coefficients.
Theorem 1.8. Let M be a good I-filtration of M of dimension d ≥ 1. Then
reg(G(M)) < (ξd(M) + r(M) + 1)
dd!+1 − 2.
Proof. Let r = r(M), ei = ei(M) and ξ := ξd(M). By [7, Lemma 1.8] we have
reg(G(M)) = reg1(G(M)). By Lemma 1.7,
reg(G(M)) ≤ max{reg1(G(M)), r}+ h0(M). (2)
Set α := (ξ + r + 1)d! − 2 ≥ r. By Lemma 1.4, ei(G(M)) = ei(M) = ei for all
i ≤ d − 1. As mentioned above, G(M) is generated by elements of degrees at most
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r(M) ≥ 0. Therefore, by Lemma 1.2, reg1(G(M)) ≤ α. Using (2) and Lemma 1.6
we then get
reg(G(M)) ≤ α + PM(α)
≤ α + ξ
∑d
i=0
(
α+d−i
d−i
)
= α + ξ
(
α+d+1
d
)
= (ξ + r + 1)d! − 2 + ξ
(
(ξ+r+1)d!−1+d
d
)
≤ (ξ + r + 1)d! − 2 + ξ(ξ + r + 1)dd!
< (ξ + r + 1)dd!+1 − 2.

The above bound is a huge number when d≫ 1. In the case of I-adic filtrations
of an one-dimensional module there is a sharp bound given in a recent paper [6].
Our next goal is to show that in order to bound reg(G(M)) one can use ξd−t(M),
where t = depthM . For this we need some more auxiliary results.
An element x ∈ I is called M-superficial element for I if there exists a non-
negative integer c such that (Mn+1 :M x) ∩ Mc = Mn for every n ≥ c and we
say that a sequence of elements x1, ..., xr is an M-superficial sequence for I if, for
i = 1, 2, ..., r, xi is an M/(x1, ..., xi−1)M-superficial sequence for I (see [16, Section
1.2]). Note that x ∈ I \ I2 is an M-superficial element for I if and only if its initial
form x∗ ∈ G is a filter-regular element on G(M), i.e. [0 :G(M) x
∗]n = 0 for all n≫ 0.
Lemma 1.9. Let x be an M-superficial element for I. Then
reg(G(M/xM)) ≤ reg(G(M)).
Proof. We have the following exact sequence:
0 −→
⊕
n≥0
xM ∩Mn
xMn−1 + xM ∩Mn+1
−→ G(M)/x∗G(M) −→ G(M/xM) −→ 0.
(3)
By [7, Lemma 1.3(ii)] (see also [22, Lemma 4.4]), xM ∩Mn = xMn−1 for n ≫ 0.
Hence
reg(G(M/xM)) ≤ reg(G(M)/x∗G(M)) ≤ reg(G(M)).

Lemma 1.10. Let x1, x2, ..., xd be an M-superficial sequence for I. Set Mi =
M/(x1, ..., xi)M and Mi = M/(x1, ..., xi)M , where M0 = M and M0 = M. Then,
for all 0 ≤ i ≤ d− 1, we have
h0(Mi) ≤ (i+ 1)ξd(M)(reg(G(M)) + 2)
d ≤ dξd(M)(reg(G(M)) + 2)
d.
Proof. Set a := reg(G(M)) and ξ := ξd(M). We proceed by induction on i. Note by
Lemma 1.9 that reg(G(Mi)) ≤ reg(G(Mi)) ≤ reg(G(M)) = a.
For i = 0, by Lemma 1.6, we have
h0(M0) = h
0(M) ≤ PM(a) ≤ ξ
d∑
j=0
(
d+ a− j
a− j
)
= ξ
(
a+ d+ 1
d
)
≤ ξ(a+ 2)d.
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For 0 < i ≤ d − 1, by [16, Proposition 1.2], we have ej(Mi) = ej(Mi−1) for all
0 ≤ j ≤ d− i− 1 and
|ed−i(Mi)| = |ed−i(Mi−1) + (−1)
d−iℓ(0 :Mi−1 xi)|
≤ |ed−i(Mi−1)|+ h
0(Mi−1)
≤ ξd−i+1(Mi−1) + h
0(Mi−1)
≤ ξ + h0(Mi−1). (4)
Hence, by Lemma 1.6 and the induction hypothesis we get
h0(Mi) ≤ PMi(a) (by Lemma 1.6)
≤ ξ
∑d−i−1
j=0
(
d−i+a−j
d−i−j
)
+ |ed−i(Mi)|
= ξ
(
a+d−i+1
d−i
)
− ξ + |ed−i(Mi)|
≤ ξ(a+ 2)d−i − ξ + ξ + h0(Mi−1) (by (4)
≤ ξ(a+ 2)d−i + iξ(a+ 2)d (by the induction hypothesis)
≤ (i+ 1)ξ(a+ 2)d.

Lemma 1.11. Set B = ℓ(M/(x1, x2, ..., xd)M), where x1, x2, ..., xd is anM-superficial
sequence for I. Then
B < (d+ 1)ξd(M)(reg(G(M)) + 2)
d.
Proof. Keep the notation in the proof of the previous lemma. Since dim(Md−1) =
1,Md−1 is a generalized Cohen-Macaulay module. By [5, Lemma 1.5],
B − e0(xd;Md−1) = ℓ(Md−1/xdMd−1)− e0(xd;Md−1) ≤ h
0(Md−1).
Since e0(xd;Md−1) = e0(x1, ..., xd;M) = e0(M) = e0, we get
B ≤ e0 + h
0(Md−1) ≤ ξ + h
0(Md−1).
By Lemma 1.10, h0(Md−1) ≤ dξ(a + 2)
d . From this estimate we immediately get
B < (d+ 1)ξ(a+ 2)d. 
Finally we can state and prove the second bound on reg(G(M)), which only uses
the first d− t+ 1 Hilbert coefficients.
Theorem 1.12. Let M be a good I-filtration of M with dim(M) = d ≥ 1 and
depth(M) = t. Then
reg(G(M)) ≤ (ξd−t(M) + r(M) + 1)
2(d−t+1)d! − 2.
Proof. For short we write ei = ei(M), ξs := ξs(M) and r := r(M). We do induction
on t. The case t = 0 follows from Theorem 1.8.
Assume that t ≥ 1. In the case t = d, i.e. M is a Cohen-Macaulay module, the
statement follows from the following bounds given in [7, Theorem 1.5]:
reg(G(M)) ≤

e0 + r − 1 if d = 1,(e0 + r + 1)3(d−1)!−1 − d if d > 1.
Let t < d, and so d ≥ 2. The first part of the following arguments uses the idea of
the proof of [17, Theorem 3.3] (see also [11, Theorem 4.4] and [7, Theorem 1.5]). Let
x = x1, ..., xd be an M-superficial sequence for I. Let N =M/xM and N = M/xM .
Then dimN = d − 1 and depthN = t − 1. By [16, Proposition 1.2], ei(N) = ei for
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all i ≤ d− 1. Hence ξd−t(N) = ξd−t. It is clear that r(N) ≤ r. Let m be an integer
such that
m ≥ max{r, reg(G(N))}.
From the exact sequence (3) it follows that
reg1(G(M)/x∗G(M)) = reg1(G(N)) ≤ m.
Hence, by [11, Theorem 2.7],
reg1(G(M)) ≤ m+ pG(M)(m).
By [7, Lemma 1.6] and [7, Lemma 1.7(i)],
pG(M)(m) ≤ HI,N(m) ≤
(
m+ d− 1
d− 1
)
ℓ(N/(x2, ..., xd)N) = B
(
m+ d− 1
d− 1
)
.
Since reg(G(M)) = reg1(G(M)) (see [7, Lemma 1.8]),
reg(G(M)) ≤ m+B
(
m+ d− 1
d− 1
)
≤ m+B(m+ 1)d−1 < (B + 1)(m+ 1)d−1.
(5)
Let Mt := M/(x1, ..., xt)M. Then dim(Mt) = d− t. Again, by [16, Proposition 1.2],
ei(Mt) = ei for all i ≤ d − t, which yields ξd−t(Mt) = ξd−t. Let at := reg(G(Mt)).
Applying Theorem 1.8 to Mt, we have
at ≤ ω
(d−t)(d−t)!+1 − 2,
where ω = ξd−t + r + 1. Note that ω
d−1 ≥ 2d−1 ≥ d. Since t ≥ 1, applying Lemma
1.11 to Mt we get
B = ℓ(Mt/(xt+1, ..., xd)Mt)
≤ (d− t + 1)ξd−t(at + 2)
d−t
< dωω(d−t)
2(d−t)!+d−t
≤ ω(d−t)
2(d−t)!+2d−t. (6)
We distinguish two cases.
Case 1: t = 1. Then depthN = 0. By Theorem 1.8 we can takem = ω(d−1)(d−1)!+1−
2. By (5) and (6) we get
reg(G(M)) ≤ ω(d−1)
2(d−1)!+2d−1(ω(d−1)(d−1)!+1 − 1)d
≤ ω(d−1)
2(d−1)!+(d−1)d!+3d−1 − 2
≤ ω2dd! − 2.
Case 2: t > 1. Then d ≥ 3. By the induction hypothesis we can take m =
ω2(d−t+1)(d−1)! − 2. Again, by (5) and (6) we obtain
reg(G(M)) < ω(d−t)
2(d−t)!+2d−t(ω2(d−t+1)(d−1)! − 1)d−1
≤ ω(d−t)
2(d−t)!+2d−2+2(d−1)(d−t+1)(d−1)! − 2.
We have
2(d− t + 1)d! = 2(d− 1)(d− t+ 1)(d− 1)! + 2(d− t+ 1)(d− 1)!.
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Since d > t ≥ 2, the following hold
2(d− t + 1)(d− 1)! ≥ 2(d− 1)(d− t+ 1)(d− t)!
> 2(d− 1)(d− t)! + 2(d− t)2(d− t)!
> 2(d− 1) + (d− t)2(d− t)!.
Hence reg(G(M)) ≤ ω2(d−t+1)d! − 2, as required. 
Remark 1.13. Keep the notation of Lemma 1.10 and Lemma 1.11. Set
B(M) = ℓ(M/(x1, ..., xd)M) and κ(M) = max{h
0(Mi)| 0 ≤ i ≤ d− 1}.
In the first version of this paper (see http://viasm.edu.vn/2012/05/preprints-2012,
Preprint ViAsM12.25) we proved that
(i) reg(G(M)) ≤ B(M) + κ(M) + r(M)− 1 if d = 1,
(ii) reg(G(M)) ≤ [B(M) + κ(M) + r(M) + 1]3(d−1)!−1 − d if d ≥ 2.
Note that B(M) = B(Mt) and κ(M) = κ(Mt), where t = depthM . Using this
result, Lemma 1.10, Lemma 1.11 and Theorem 1.8 we can get another bound for
reg(G(M)) in terms of ξd−t, which is smaller than the one of Theorem 1.12 if d − t
is very small (compared with d). However, when d − t is big, the bound presented
in Theorem 1.12 is better.
2. Relations between Hilbert coefficients
In this section we always assume that M is an A-module of positive dimension d
and M is a good I-filtration of M , where I is an m-primary ideal. First we give an
upper bound for (−1)i−1ei(M) in terms of the preceding Hilbert coefficients. The
first statement of the following theorem is implicitly contained in [16].
Theorem 2.1. (i) e1(M) ≤
(
e0(M)
2
)
.
(ii) Let ξi−1 := ξi−1(M). For i ≥ 2 we have
(−1)i−1ei(M) ≤ ξi−1
(
(ξi−1 + r + 1)
i! + i
i
)
< (ξi−1 + r + 1)
ii!+1.
Proof. We do induction on d. Let d = 1. Then the inequality e1(M) ≤
(
e0(M)
2
)
follows from [16, Proposition 2.8 and Lemma 2.3].
Assume that d ≥ 2. First we prove the statement for i ≤ d − 1. Let M =
M/H0
m
(M). Since ej(M) = ej(M) for all j ≤ d−1, we may assume that depthM > 0.
Let x be an M-superficial element for I. Then dim(M/xM) = d − 1 and by [16,
Proposition 1.2], ej(M) = ej(M/xM) for all j ≤ d−1. Hence, the inequalities follow
from the induction hypothesis applied to M/xM .
Finally let i = d. Since G(M) is generated by elements of degrees at most r(M) ≥
0, by [7, Lemma 1.8] and Lemma 1.2 we have
reg(G(M)) = reg1(G(M)) ≤ (ξd−1 + r + 1)
d! − 2 =: α.
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By Lemma 1.7 and Lemma 1.6 we then get
reg(G(M)) ≤ max{reg1(G(M)), r}+ h0(M)
≤ max{reg1(G(M)), r}+ PM(α)
≤ α +
∑d−1
i=0 ei(M)
(
α+d−i
d−i
)
+ (−1)ded(M)
≤ ξd−1[α− 1 +
∑d
i=0
(
α+d−i
d−i
)
] + (−1)ded(M)
= ξd−1[α− 1 +
(
α+d+1
d
)
] + (−1)ded(M)
< ξd−1[
(
α+d+1
d−1
)
+
(
α+d+1
d
)
] + (−1)ded(M)
= ξd−1
(
α+d+2
d
)
+ (−1)ded(M).
Note that
(
a+d
d
)
< ad for all a ≥ 4 and d ≥ 2. Since reg(G(M)) ≥ r(M) ≥ 0, we
therefore get
(−1)d−1ed(M) ≤ ξd−1
(
α+d+2
d
)
= ξd−1
(
(ξd−1+r+1)
d!+d
d
)
< ξd−1(ξd−1 + r + 1)
dd!
< (ξd−1 + r + 1)
dd!+1.

Remark 2.2. Using Lemma 1.1 and induction one can derive a better bound for
(−1)i−1ei(M), i ≤ d − 1. Since this bound is of almost the same complexity as the
one in the above theorem, we do not give it here. The fact, that (−1)i−1ei(I, A) is
bounded above by a function depending on e0(I, A), ..., ei−1(I, A), if i ≤ d− 1, was
mentioned in [1, Remark 3.10], provided that A is an equicharacteristic local ring.
Also no explicit bound was given there.
It is easy to see that in general |ei(M)| is not bounded above by ξi−1(M) (see
Examples 2.7 below). In order to prove the main result of this paper, we also need
bounds on Hilbert coefficients in terms of the Castelnuovo-Mumford regularity.
Remark: The following result was published in the original but should be removed;
see Corrigendum.
Proposition 2.3. Let x1, . . . , xd ∈ I be an M-superficial sequence for I and B =
ℓ(M/(x1, ..., xd)M). Then
(a) For all 1 ≤ i ≤ d− 1, |ei(M)| ≤ B(reg
1(G(M)) + 1)i;
(b) |ed(M)| ≤ B(d+ 1)(reg(G(M)) + 1)
d.
Proof. (a) The inequalities in (a) immediately follow from [4, Theorem 4.6] by notic-
ing that reg(G(M)) = reg1(G(M)) and that G(M) is generated in non-negative de-
grees. In fact, the proof of [4, Theorem 4.6] is based on [4, Theorem 4.5(ii)]. In
its turn, [4, Theorem 4.5(ii)] follows from [4, Theorem 4.2] and by local duality.
These results were formulated for graded modules over a polynomial ring over a
field. However, with a small modification, one can show that [4, Theorem 4.5(ii)]
and therefore also [4, Theorem 4.6] remain true for any polynomial ring over an
Artinian local ring. There is yet another way: in order to show [4, Theorem 4.5(ii)]
for the case of Artinian local ring one can rewrite the proof of [4, Theorem 4.2]
in terms of local cohomology modules. This was done in [9, Theorem 4.1.3]. For
convenience of the reader we sketch the proof here.
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Claim: Let E be a graded R-module of dimension d and let s = reg(E). Assume
that y1, ..., yd ∈ R1 is an E-filter-regular sequence of R, that is [0 :E/(y1,...,yi−1)E yi]n =
0 for all n≫ 0. Put hiE(t) := ℓR0(H
i
R+(E)t). Our immediate aim is to show that for
all i ≥ 1 and s′ ≥ s we have
hiE(t) ≤
(
s′ − 1− t
i− 1
)
hE/(y1,...,yi−1)E(s
′). (7)
Since hiE(t) = 0 for all t ≥ s, we may assume that t ≤ s − 1 ≤ s
′ − 1. We proceed
by induction on i. For i = 1, let E ′ := ⊕n≥s′En. Then reg(E
′) = s′ and y1 is regular
on E ′. The exact sequence
H0R+(E
′/y1E
′)t → H
1
R+
(E ′)t−1 → H
1
R+
(E ′)t → H
1
R+
(E ′/y1E
′)t
implies
h1E′(t− 1)− h
1
E′(t) ≤ h
0
E′/y1E′(t) ≤ hE′/y1E′(t).
Hence
h1E(t) ≤ h
1
E′(t) =
s′∑
i=t+1
(h1E′(i− 1)− h
1
E′(i)) ≤
s′∑
i=t+1
hE′/y1E′(i) = hE′(s
′) = hE(s
′).
The case i ≥ 2 follows from the induction hypothesis and the inequality
hiE(t− 1)− h
i
E(t) ≤ h
i−1
E/yi−1E
(t).
So, the proof of the claim (7) in completed. Now, taking s′ = s and using [4, Lemma
4.4(i)], we obtain
hiE(t) ≤ ℓ(E/(y1, ..., yd)E)
(
reg(E)− 1− t
i− 1
)(
reg(E) + d− i
d− i
)
.
This is similar to the inequality in [4, Theorem 4.5(ii)] and it is exactly the inequality
applied in the proof of [4, Theorem 4.6] in order to derive (a).
(b) Let a = reg(G(M)) and ei = ei(M). By Lemma 1.5, HM(a) = PM(a). By [7,
Lemma 1.7],
HM(a) = ℓ(M/Ma+1) ≤ ℓ(M/I
a+1M) ≤ B
(
a+ d
d
)
.
Since
(
a+j
j
)
≤ (a+ 1)j and
∑d
i=0(−1)
iei
(
a+d−i
d−i
)
= HM(a), by (a) we get
|ed| ≤ HM(a) +
∑d−1
i=0 |ei|
(
a+d−i
d−i
)
≤ B
(
a+d
d
)
+B
∑d−1
i=0
(
a+d−i
d−i
)
(a+ 1)i
≤ B(a+ 1)d +B
∑d−1
i=0 (a + 1)
d−i(a+ 1)i
= B(d+ 1)(a+ 1)d.

The following theorem is the main result of this paper:
Remark: This a corrected proof. Compared with the original one, there is a small
modification in order to get the estimation (8). Namely, instead of Proposition 2.3
we now use Proposition B in the Corrigendum and we correct some misprints in the
estimation of |ed|.
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Theorem 2.4. Let M be a good I-filtration of M . Assume that dim(M) = d ≥ 1
and depth(M) = t ≥ 1. Then |ed(M)|, |ed−1(M)|, ..., |ed−t+1(M)| are bounded by a
function depending only on d, e0(M), e1(M), ..., ed−t(M) and r(M). Namely, for all
j ≥ d− t + 1 we have
|ej(M)| ≤ (ξd−t(M) + r(M) + 1)
3j(d+1−t)j!.
Proof. As usual, we write ei := ei(M), ξs = ξs(M), r = r(M) and ω = ξd−t + r + 1.
The case t = d, i.e. M is a Cohen-Macaulay module, follows from the following
bound given in [7, Theorem 1.10]:
|ej| ≤ (e0 + r + 1)
3j!−j+1.
So we can assume that t < d and d ≥ 2. First we prove our claim in the case i = d.
Let x1, ..., xd be an M-superficial sequence for I. Keep the notation of the proof of
Theorem 1.12. Then by (6) we get
B ≤ ω(d−t)
2(d−t)!+2d−t.
Note that ω ≥ 2. Hence, by Proposition B in the Corrigendum and Theorem 1.12
we have
|ed| ≤ B2
d(reg(G(M)) + 1)d
< ω(d−t)
2(d−t)!+3d−tω2d(d−t+1)d!
< ω(d−t)
2(d−t)!+2d(d−t+1)d!+3d.
Since t < d and d ≥ 2, it holds
d(d− t+ 1)d! ≥ 2(d− t + 1)d! ≥ 2(d− t)d(d− 1)! + 2d
> (d− t)2(d− t)! + d+ 2d.
Hence
|ed| < ω
3d(d−t+1)d!. (8)
Now let d − t + 1 ≤ j ≤ d − 1. Since depth(M) = t, by [16, Proposition 1.2],
ej(M) = ej(Md−j). Note that dim(Md−j) = j, depth(Md−j) = t + j − d ≥ 1 and
r(Md−j) ≤ r(M). Therefore ξd−t(Md−j) = ξd−t(M) = ξd−t. Applying (8) to Md−j,
we then get
|ej(M)| = |ej(Md−j)| < ω
3j(d−t+1)j!.

For the I-adic filtration M = {InM}n≥0 we have r(M) = 0. Hence, as an immedi-
ate consequence of Theorem 2.4, we get the following extension of [19, Theorem 1]
to the non-Cohen-Macaulay case. In the Cohen-Macaulay case our bound is much
bigger than that of [7, Theorem 1.10] (see also [17, Theorem 4.1] and [19, Theorem
1]).
Corollary 2.5. Assume that dim(M) = d ≥ 1 and depth(M) = t ≥ 1. Then for all
d− t+ 1 ≤ j ≤ d we have
|ej(I,M)| < (ξd−t + 1)
3j(d−t+1)j!,
where
ξd−t = max{e0(I,M), |e1(I,M)|, ..., |ed−t(I,M)|}.
In other words, if d − t + 1 ≤ j ≤ d, |ej(I,M)| is bounded in terms of d, e0(I,M),
e1(I,M), ..., ed−t(I,M).
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Finally we can state and prove a result about the finiteness of Hilbert-Samuel
functions.
Theorem 2.6. Let d ≥ t ≥ 0, e0, ..., ed−t be positive integers. Then there exists only
a finite number of Hilbert-Samuel functions associated to d-dimensional modules
M and m-primary ideals I such that depth(M) = t and ej(I,M) ≤ ej for all
0 ≤ j ≤ d− t.
Proof. By Corollary 2.5, there exists only a finite number of Hilbert-Samuel poly-
nomials PI,M(n) such that ej(I,M) ≤ ej for all 0 ≤ j ≤ d − t. By Lemma 1.5,
HI,M(n) = PI,M(n) for n ≥ reg(GI(M)) =: a. By Theorem 1.12, a is bounded in
terms of e0, e1, ..., ed−t and d. Since HI,M(n) = 0 for n < 0 and HI,M(n) is an in-
creasing function for n ≥ 0, HI,M(n) ≤ PI,M(a) for all n ≤ a. This implies that the
number of these functions is bounded in terms of e0, e1, ..., ed−t and d. 
Example 2.7. The following examples show that one cannot reduce the number of
“independent” coefficients in Theorem 2.4.
(i) Let A = K[[x1, ..., xd+1]]/(x
2
1, x1x2, ..., x1xd, x1x
s
d+1), where s ≥ 1, and I =
m = (x¯1, ..., x¯d+1). Then dimA = d, depthA = 0, e0 = 1, e1 = · · · = ed−1 =
0, while ed = (−1)
ds.
(ii) Even under certain additional assumption on A we cannot reduce the number
of “independent” coefficients. For example, in [18] there were constructed a
complete regular local ring R and an infinite sequence of prime ideals pn of
R such that dim(R/pn) = 2, e0(R/pn) = 4, but e1(R/pn) = 8− n.
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CORRIGENDUM
Unfortunately there was a gap in the proof of Proposition 2.3 and we have to
delete it. Keeping the notation in the above original version, then the proof of
Proposition 2.3 only gives the following result.
Proposition A. Assume that y1, ..., yd ∈ R1 is an E-filter-regular sequence of R,
that is [0 :E/(y1,...,yi−1)E yi]n = 0 for all n≫ 0. Put B
∗ = ℓR0(E/(y1, ..., yd)E). Then
|ei(E)| ≤ B
∗(reg1(E) + 1)i, for all 1 ≤ i ≤ d− 1.
These inequalities could be useful elsewhere. For the local case we can only prove
Proposition B. Let x1, . . . , xd ∈ I be an M-superficial sequence for I and B =
ℓ(M/(x1, ..., xd)M). Then |ei(M)| < B(2 reg(G(M)) + 2)
i for all 1 ≤ i ≤ d.
Proof. We do induction on d. Let a = reg(G(M)) and ei = ei(M). By Lemma 1.5,
HM(a) = PM(a) =
d∑
i=0
(−1)iei
(
a+ d− i
d− i
)
.
By [7, Lemma 1.7],
HM(a) = ℓ(M/Ma+1) ≤ ℓ(M/I
a+1M) ≤ B
(
a+ d
d
)
.
Note that
(
a+j
j
)
≤ (a+ 1)j and e0 = e0(I,M) ≤ B.
If d = 1, then
|e1| = |HM(a)− e0(a + 1)| ≤ max{B(a+ 1), e0(a+ 1)} = B(a+ 1).
Let d ≥ 2. First we prove the statement for 0 < i ≤ d − 1. Assume that
depth(M) > 0. Then dim(M/x1M) = d − 1 and by [16, Proposition 1.2], ei(M) =
ei(M/x1M) for all i ≤ d − 1. By Lemma 1.9, reg(M/x1M) ≤ a. Hence, by the
induction hypothesis applied to M/x1M and the sequence x2, ..., xd, we get
|ei(M)| < B(2 reg(G(M/x1M)) + 2)
i ≤ B(2a+ 2)i.
We now assume that depth(M) = 0. Let M = M/H0
m
(M) and M = M/H0
m
(M).
Note that eiM) = ei(M) for all i ≤ d− 1 and ℓ(M/(x1, ..., xd)M) ≤ B. In the proof
of [7, Lemma 1.9], it was shown that there is an exact sequence
0→ K → G(M)→ G(M)→ 0,
where K has a finite length. Hence reg(G(M)) ≤ regG(M) = a, and
|ei(M)| = ei(M) < ℓ(M/(x1, ..., xd)M)(2 reg(G(M)) + 2)
i ≤ B(2a + 2)i.
Finally, we have
|ed| ≤ HM(a) +
∑d−1
i=0 |ei|
(
a+d−i
d−i
)
< B
(
a+d
d
)
+B
∑d−1
i=0 2
i(a+ 1)i
(
a+d−i
d−i
)
≤ B(a+ 1)d +B
∑d−1
i=0 2
i(a + 1)i(a + 1)d−i
= B2d(a+ 1)d.
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Using Proposition B instead of Proposition 2.3 in the original proof of Theorem 2.4
we can still derive the same bound, because there we used a very rough estimation
d + 1 ≤ ωd+1, and now instead of it we only need to use the estimation 2d ≤ ωd.
Also note that there were some misprints in establishing the inequality (8) in the
original proof of Theorem 2.4, but the inequality is correct. All these remarks were
taken into account in the above corrected version.
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