In this paper, a new face recognition method is proposed under variable illumination conditions. Firstly, the adaptive smoothing technique is improved according to a new conduction function and a parameter. And it can smooth face images well without enhancing edge effects. However, face images after smoothing are very white and their local contrast diminishes. Accordingly, we adopt the local contrast enhancement (LCE) to preprocess original images. And then, the improved adaptive smoothing (IAS) technology and LCE technology are used to fuse these images according to the technique based on orientation information measurement(OIM) in nonsubsampled Shearlet transform(NSST) domain. Experiments are done on the Yale B and CMU PIE face databases by using sparse representation based classification(SRC), and the results demonstrate that the proposed method has higher recognition rates in comparison to single preprocessing methods and some other illumination normalization methods, and it is robust even when the training set is single and under various lighting conditions.
Introduction
In recent years, many scholars have been proposed numerous approaches for face recognition, such as Robust Principal Component Analysis (RPCA) [1] , Gabor feature based robust representation and classification (GRRC) [2] , iteratively reweighted regularized robust coding ( C IR 3 ) [3] and sparse representation based classification(SRC) [4] . All these methods have been applied successfully in public security, information security and financial fields. However, there are still many tasks to be solved in the unconstrained environments. For example, lighting change is one of the most important challenges in face recognition research. Such as illumination variance is great between outdoor and indoor environments. In addition, the strong shadows can make the facial features blurry, and greatly degrade the face recognition performance.
Meanwhile, many face recognition methods have proven successful. Histogram equalization [5] ， line edge map [6] and wavelet transform [7] are used to extract the illumination invariant features. Though these methods can satisfy the real-time requirement, they can cause information loss in some degree. In addition, most of them can't solve the problem of shadows, and are difficult to obtain the ideal effect. Illumination compensation dictionary for face recognition [8] has achieved good results. However, this method needs a training image under the strict lighting control. What's more, its computational cost is expensive. Xie et al. [9] proposed to decompose a face image into large-scale and small-scale features, separately normalized illumination on both features, and finally recovered a normal lighting image by combining both features together. Chen et al. [10] transferred the lighting of a reference face to the target face by edge-preserving filters, which could be unified face illumination. The robust face features of illumination such as Local Binary Patterns(LBP) [11, 12] and Local Ternary Patterns(LTP) [13] also could enhance the recognition performance with changing light source. Retinex theory was introduced to the face recognition field, which took the lead in solving the problem of illumination change. Single scale Retinex (SSR) [14] , multiscale Retinex (MSR) [15] and self-quotient image (SQI) [16] are widely used in face recognition. All these methods do not need the given training samples for face recognition, what's more, they have a lower complexity. However, they still cannot completely eliminate the phenomena of cast shadows or halo, which will reduce the efficiency of face recognition when there is a strong light.
Image fusion is to combine two or more images of the same object to a new image. The new image can describe the object more accurately and more comprehensively. Image fusion has been widely used in pattern recognition, robot vision, remote sensing, medical image processing, and other fields. With the development of mathematical tools and fusion rules, the image fusion techiques are rapidly developed. Recently, a large number of techniques have been proposed for image fusion based on multiscaFle transforms (MSTs). And each technique reveals good result under specific conditions and environments. Easley et al. proposed nonsubsampled Shearlet transform(NSST) [17] . This technique combined the nonsubsampled pyramid transform with several different shearing filters. And it can satisfy the shift invariance property. However, its application in image fusion is still in the exploration. Cao et al. [18] utilized NSST to fuse images. However, they did not discuss and analyze the fusion rules. We fuse images by utilizing a new fusion strategy.
In this paper, a new face recognition method is proposed under variable illumination conditions. Firstly, An adaptive smoothing technique is adopted to improve the robustness of face recognition with illumination. And so we can estimate illumination through a new conduction function and determine the discontinuity level of each pixel by combining spatial gradient with local inhomogeneity. Accordingly, face images can be smoothed well without enhancing edge effects. However, face images after being smoothed are very white and their local contrast diminishes. We preprocess the original images by exploiting the local contrast enhancement. And then, these images are processed by the improved adaptive smoothing technique and local contrast enhancement technique. Finally, these images are fused by the fusion technique based on orientation information measurement in NSST. In this way, we can achieve an efficient illumination and also obtain promising and consistent results even when the training sample is single and under various lighting conditions. The rest of this paper is organized as follows. Section 2 illustrates the IAS technique based on a new conduction function. Section 3 introduces the technique of local contrast enhancement(LCE). Section 4 describes the proposed method in detail. Experiments are discussed in Section 5. Section 6 concludes this paper.
The new conduction function and improved adaptive smoothing(IAS)
In order to estimate effectively illumination, we choose adaptive smoothing technique [19] by iteratively convolving the input image. The conduction function of smoothing technique is a nonnegative monotonically decreasing function, which determines smoothing characteristics during adaptive smoothing. Saint-Marc et al. proposed a classic conduction function [19] .
where d is gradient magnitude, and it represents the discontinuity measure. K is a parameter, and it denotes the level of discontinuities that must be preserved. However, gradient magnitude and exponential function are insufficient for normalizing face images, because the cast shadow and facial features could have the same gradient magnitude. Fig.1(a) shows the original facial image. Fig.1(b) shows the results after being smoothed and normalized by the conduction function 1 g . It can be seen that the shadow is enhanced.
Saint-Marc et al. improved the conduction function [20] . The conduction functiont is as follows
where discontinuity measure d is local inhomogeneity of pixel, K is the same as K in (1). When K d < , a step edge will be smoothed [20] . Therefore, K is very hard to select. Fig. 1 (c) shows the results after being smoothed and normalized by the conduction function 2 g . It can be seen that unrealistic images are produced.
To solve these problems, we put forward a new form of g without edge sharpening effect.
where d and K are the same as ones in (2) . To vertify that the new function new g hasn't edge sharpening effect, we suppose that there is a gray level on the edge from dark to bright. And let us consider a 1D signal ) (x I without loss of generality. ) (x I increases as x increases at the neighborhood of the edge, i.e., 0 > x I
, where x I is the first derivative of ) (x I with respect to x . Let the flow magnitude function 
is a common local discontinuity measure in the image processing.
where the derivatives are calculated by
represents a degree of consistency between the small neighborhood and the current pixel in all pixels. Figure 2 . Comparison of the performance for two conduction functions.
The average of local intensity differences at the pixel
where Ω is a local neighborhood of the pixel ) , ( y x . we only consider the 3 3 × neighborhood of the pixel ) , ( y x . Let ) , ( n m indicate the locations of pixels in the neighborhood Ω . We adopt a normalization as follows
The new conduction function is applied in the adaptive smoothing technique. The normalization results are shown as Fig. 1(d) . It can be seen that the results are the images without shadow enhancement or virtual shadow phenomenon. However, face images after being smoothed are very white and the local contrast diminishes. We can overcome these drawbacks by using LCE technology.
Local contrast enhancement
The intensity range is very larger for an image, which is illuminated by an uneven light source. And its data value distribution is unbalanced. General histogram equalization only changes data distribution from the perspective of the overall. Although the data distribution is balanced, it can't effectively highlight the image detail. Because equalization is for the whole image which will limit contrast stretching ratio. What's more, LCE is particularly useful for improving the contrast and visualization of the image details. Accordingly, we use the LCE transformation to image processing [21] . The local contrast for a pixel ) ,
whereθ is a predefined threshold, ,
where a 5×5 neighborhood window is adopted in the current implementation and N is 25. Different from the intensity value of original pixel, a pixel value is represented by the local contrast, which means the ratio of the intensity of the pixel to the average of its surrounding pixels, in logarithm domain. Consequently, The dynamic range of image data has been compressed. Because the value of local contrast may be positive or negative, data regularization is necessary. Assuming that max Y and min Y represent the maximum and minimum local contrast values of all pixels, respectively, we normalize the local contrast value for a pixel ) , ( n m as follows
The detail of local image can be strengthened after LCE transformation, but it can't improve the dynamic range of whole image and it is not good for the strong shadow image.
The fusion method of LCE and IAS for illumination invariant face recognition
Aiming at the advantages and disadvantages of the above two pre-processing techniques, we consider a technique of image fusion for the light processing to make a better effect. Image fusion is that two or more images of the same object are combined to produce a more informative image. And it can describe the object more accurately and more comprehensively. The purpose of image fusion is to improve the availability of information, and the reliability of image identification.
Non-subsample shearlet transform(NSST)
Let dimension 2 = n , the affine systems are defined as follows
where the function )
consists of scale j ， o rientation l and shift k three variables, which make shearlet achieve desired positioning in each scale, direction and location. A and S are both 2×2 invertible matrices and 1 det = S , the matrices of A and S are given by A=[4 0;0 2] and S=[1 1;0 1], respectvely. A denotes the scaling matrix which decides multiscale decomposition. And S stands for the shear matrix which decides multiorientation decomposition.
The discrete form of NSST often is applied in the image processing. NSST consists of two procedures. One is multiscale factorization, and the other is multiorientation factorization. Multiscale factorization is realized by nonsubsampled pyramid (NSP). At each NSP decomposition level, one low frequency image and one high-frequency image can be produced. The subsequent NSP decompositions are implemented by decomposing the low-frequency component available iteratively to capture the singularities in the image. And then the shearlet filters (SF) are applied in orientation decomposition to achieve directional subimages with the same size as the source image. In the image decomposition and reconstruction, neither downsampled nor upsampled is applied, which makes NSST has sharp frequency localization, Multiorientation property and optimal sparse representation capability.
Fusion rules
Fusion strategy of the low frequency sub-band. Original image will be decomposed into a low frequency image and a number of high frequency images, which have the same size as the original image after NSST decomposition. The low frequency image is a approximate image that contains energy information of the original image. Traditional low-frequency image fusion strategy is to use the fusion rule of average, which can reduce contrast of fused image. Meanwhile, some of energy information is lossed. Therefore, we use coefficient selection rule base on the standard deviation(SD) for the fusion of low-frequency images 0 k A and 0 k B . SD describes the discrete degree between the value at each pixel and the average value. SD of a N M × image is calculated by (15) 
The bigger the value of SD is, the higher discrete degree of grey value is, and the more information the image contains. Accordingly, we use the weighted average scheme based on SD to fuse Selection strategy of high frequency sub-band coefficients. Edge and texture informations are crucial details in image fusion. The orientation information measurement (OIM) of each pixel value can be used to determine whether the pixel belongs to the edge or texture information of the image. The greater the value of OIM is, the higher the likelihood of the pixel locates at the edge or texture is. In addition, edge and texture information of the image can be separated from noise by the OIM, which will better extract the important information from the original image, and will effectively reduce the influence of noise on the fused image. Assuming ) , ( j i p is the pixel value at the ) , ( j i coordinate of the image X , r is the neighborhood radius of ) , ( j i as the center. The neighborhood of center ) , ( j i as follows
Let θ l denote a straight line through the center point ) , ( j i with angleθ . And θ l can divide the neighborhood window N into two parts, that is, NL and NH. The orientation information measurement is defined as
In the NSST domain, edge details of the high frequency image often exist in the pixel whose value is larger. Therefore, the traditional high frequency images can be merged by the ' absolute maximum choosing' scheme. However, this fusion rule is not a good policy for the extract of low-frequency information in the high frequency image. What's more, it will make a bad influences on the performance of fused images. The OIM not only can describe the features of edge and texture accurately, but also can denoise effectively at the same time. In order to improve the quality of fused images, the gradient energy of OIM is used to fuse the high frequency coefficients. If a local area size is N N × , the graident energy of OIM at the ) , ( j i coordinate is given by ( ) ( ) ( ) where, M(i, j) is the OIM of the ) , ( j i coordinate. The selection principle for the high frequency subband coefficients is finally defined by ( )
represent the high frequency subband coefficients of source image A, B and fused image F, respectively, at the lth scale, the kth direction and the location (i, j).
Procedures of the proposed fusion method
The procedures of the proposed fusion method are summarized as follows via the fusion rule based on the low-frequency subband coefficients.
Step by using an inverse NSST.
Fusion method based on NSST for illumination invariant face recognition
IAS technique can smooth face images well without enhancing edge effects for the strong shadow. However, the face image after being smoothed is very white and local contrast diminishes.
Although the detail of local image can be strengthened after LCE transformation, it can't improve the dynamic range of the whole image and it is not good for the strong shadow directly from a source in the face image. In order to obtain better effect in the illumination preprocessing, we proposed a new method for illumination invariant face recognition, which fuse the images that have been processed by the improved adaptive smoothing technique and local contrast enhancement technique. The fusion method is based on orientation information measurement in NSST domain, and it can minimize the fusion trace between the two images. The preprocessing method of illumination is illustrated in Fig.3 . In order to show the advantages of the new method, we select the five images of one individual from Yale face database B to compare the effects before the fusion with the ones after the fusion. Comparisons are shown in Fig.4. Fig.4(a) shows five original images from different angles of the light source directions on Yale face database B. It can be seen that the first and the second images are affected by illumination slightly, and the third and the forth images are affected by the side of light, which makes half of the facial features blurred, especially for the nose and eyes. And in the fifth image, the intensity of illumination is very poor. The facial features are unvisible. Fig.4(b) shows the fusion results by the LCE technique. We can see that it can improves the visualization of the detailed features effectively. However, it is not good for the strong shadow, and makes the boundary between shadow region and non-shadow region more visible. Fig.4(c) shows the fusion results by the IAS technique. It is seen from Fig.4(c) that the problem of strong shadow is solved effectively after being processed by IAS algorithm. However, there is still a serious problem of whitening, and the local contrast is weakened. Fig.4(d) shows the fusion results of the above two methods by orientation information measurement in NSST domain. We can see from the Fig.4(d) that the images are clearly visible and the characteristics are obvious after fusion under various lighting conditions.
Experiments

Test databases
The effectiveness of the proposed algorithm is verified by the experiments on the Yale face database B and CMU PIE face database. The Yale face database B contains 5760 images from 10 subjects under 576 viewing conditions(with 9 poses under 64 illumination conditions). Because we only care about the illumination problem in this paper, we select 640 images from 10 subjects with 64 illumination conditions under the frontal view. Images in the database are divided into five subsets based on the angle of the light source directions. The five subsets are subset 1 ( 0 -12 ), subset 2 ( 13 -25 ), subset 3 ( 26 -50 ), subset 4( 51 -110 ), and subset 5 (above 110 ), respectively [22] . The five images in Fig.4 (a) represent images of one subject in the five subsets, respectively. All the images in this database are resized to 84 84 × in our experiments. The CMU PIE face database contains 41,368 images obtained from 68 individuals. We experiment on the CMU pose subset, which has 43 different illumination images for each individual. And all the faces are the frontal view faces. Therefore, images used for test are 2924 images in our experiments. And the face images are cropped to a size of 64 64 × .
Parameter setting
In the new conduction function Eq.(4) and Eq.(5), there are two unknown parameters 1 k and 2 k , which need to calculate in the IAS technique. In order to find the suitable set of 1 k and 2 k , we have evaluated recognition accuracies of the above two databases through different values of 1 k and 2 k . In many potential candidates, we empirically apply a simple values of 1 k and 2 k as follows are the mean of spatial gradient and local inhomogeneity, respectively.
On the other hand, for LCE, there is an unknown parameter θ in Eq. (11) . In order to see the effect of θ in detail, we evaluate the LCE performance by using SRC on Yale face database B while θ varies. Given θ , recognition accuracy is calculated by using only one image per subject in the first illumination condition ( in the subset 1) as a training set. Fig. 5 shows the plots of the LCE recognition accuracies for different θ . It is seen that θ with the highest recognition rate is different for different θ . To comprehensively consider the recognition rate of test subset, we select θ =1 in this paper. 
Selection of feature dimension
We use two-dimensional principal component analysis( 2D-PCA) technique to extract the features images. Feature dimension of a image has a great effect on recognition rate and the amount of calculation. For different feature dimension d , we experiment the recognition accuracies on Yale face database B. We take only one image per subject under the first illumination condition as a training set, and take the other images as a testing set except for the training set. Fig.6 shows the plots of recognition rates with respect to different feature dimension d on Yale face database B. We can see that the feature dimensaion d increasing in a certain range is beneficial to improve the recognition rate, but the recognition rate no longer increases when the d exceeds a certain value. Meanwhile, the amount of calculation will increase with the increasing of feature dimension. Therefore, we select feature dimension 18 d = in our experiments.
Erformance comparison
In this section, we compare the performance of the proposed method with the ones of LCE, IAS and other illumination preprocessing methods, such as SSR, MSR, and SQI. In our experiments, we apply SRC technique to compare the recognition accuracies and select only one image for each subject as a training set.
We use a detailed way to test the proposed method on Yale face database B. Firstly, we use 10 images (one image for each subject in subset 1) as a training set, and test all subsets except for the training set. As shown in Fig. 7(a) , the proposed method obtains the highest recognition rates in all subsets, and its performance is much better than the ones of SSR, MSR and SQI. Meanwhile, we can see that IAS and LCE also have higher recognition accuracies, but our proposed method still slightly higher than their recognition accuracies. Secondly, we use the images in the other subsets (2-5) as a training set, and then experiment the recognition rate. Because the subsets 2-5 represent illumination conditions close to the real environment, this test is more practical and meaningful by comparing with the previous test. Experimental results are shown in Fig. 7(b-e ). We can see that the proposed method has always promising and consistent results, and its performance is superior to the one of the other methods. We use another way to test the performance of the proposed method on CMU PIE face database. Five experiments are carried out according to the different number of training samples. Firstly, we use the 68 images (one image for each subject) as a training set and all the other images (67 images for each subject) as a testing set. Meanwhile, to vertify that the recognition rates vary with the training sample increasing, we use more images (2-5) for each subject as the training set and use the other images except for the training set as the testing set. As are shown in Fig. 8 , no matter how many images of training sample, Recognition accuracies of the proposed method are superior to the other methods in all the experiments.
Conclusion
In this paper, to improve Recognition accuracies and robustness of face recognition for illumination, we proposed a novel illumination invariant face recognition method. Firstly, we improved the adaptive smoothing technique. And then, we introduced the local contrast enhancement to deal with the original image. Finally, the images that have been processed by the IAS technique and LCE technique were fused by the fusion technique based on orientation information measurement in NSST. We evaluated the proposed method on the Yale face database B and CMU PIE face database for different training subset and different number of training samples. The experimental results clearly demonstrated that the performance of the proposed method are superior to the other methods. In addition, our method can also obtain promising results even when the training sample is single and under various lighting conditions. 
