Feedback control of heart rate during outdoor running: a smartphone implementation by Hunt, Kenneth James & Hunt, Andrzej J. R.
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The  aim was  to develop  and  to investigate  the  technical  feasibility  of  a  novel  smartphone-based  mobile
system  for  feedback  control  of heart  rate  during  outdoor  running.  Accurate  control  is  important  because
heart  rate  can  be used  for prescription  of exercise  intensity  for  development  and  maintenance  of  cardio-
respiratory  ﬁtness.
An  Android  smartphone  was  employed  together  with  wearable,  wireless  sensors  for  heart  rate  and
running  speed.  A  simple  feedback  design  algorithm  appropriate  for  embedded  mobile  applications  was
developed.  Controller  synthesis  uses  a low-order,  physiologically-validated  plant  model  and  requires  a
single  bandwidth-related  tuning  parameter.
Twenty  real  time  controller  tests  demonstrated  highly  accurate  tracking  of  target  heart  rate  with
a mean  root-mean-square  tracking  error  (RMSE)  of  less  than  2 beats  per  minute  (bpm); a  sufﬁcient
level  of  robustness  was  demonstrated  within  the range  of  conditions  tested.  Adjustment  of  the  tuning
parameter  towards  lower  closed-loop  bandwidth  gave  markedly  lower  control  signal  power  (0.0008
2 2vs. 0.0030  m /s , p <  0.0001,  low  vs. high  bandwidth),  but at the  cost  of a signiﬁcantly  lower  heart  rate
tracking  accuracy  (RMSE  1.99 vs. 1.67  bpm,  p <  0.01).
The  precision  achieved  suggests  that  the  system  might  be  applicable  for accurate  achievement  of  pre-
scribed  exercise  intensity  for  development  and  maintenance  of  cardiorespiratory  ﬁtness.  High-accuracy
feedback  control  of  heart  rate  during  outdoor  running  using  smartphone  technology  is  deemed  feasible.
© 2016  The  Authors.  Published  by Elsevier  Ltd.  This  is an  open  access  article  under  the  CC  BY-NC-ND. Introduction
The prescription of exercise intensity for development and
aintenance of cardiorespiratory ﬁtness in adults is based on either
eart rate (HR) or oxygen uptake [1,2]. With heart rate, intensity
an be expressed as a percentage of either maximum heart rate or
f heart rate reserve (HRR), the latter being deﬁned as the differ-
nce between an individual’s maximum and resting heart rates, i.e.
RR  HRmax − HRrest. For most adults, training is recommended
or 20–60 min  on 3–5 d/week at a moderate to vigorous intensity;
sing heart rate reserve, moderate intensity is deﬁned as 40–59% of
RR and vigorous intensity as 60–89% of HRR [1]. It is therefore of
igh interest to investigate feedback methods for accurate control
f heart rate during exercise.
Because of the convenience of measuring heart rate, automated
eart rate control has been implemented in different exercise
∗ Corresponding author. Tel.: +41 3444264369.
E-mail address: kenneth.hunt@bfh.ch (K.J. Hunt).
ttp://dx.doi.org/10.1016/j.bspc.2016.01.001
746-8094/© 2016 The Authors. Published by Elsevier Ltd. This is an open access
y-nc-nd/4.0/).license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
devices including treadmills [3,4] and cycle ergometers [5], both
within commercial devices and in the scientiﬁc research litera-
ture. Feedback controllers within commercial products seem to be
based mainly on conservatively-tuned proportional-integral (PI)
controllers and give very poor heart rate tracking performance.
Controllers described in the literature tend, on the other hand, to be
based on sophisticated non-linear modelling/identiﬁcation [6] and
control design techniques (e.g. [7–10]); to the best of our knowl-
edge, no data have been presented which compare such methods
with well-designed robust linear-time-invariant (LTI) controllers.
The primary contribution of this work is the development of a
system which enables feedback control of heart rate during free-
running outdoor exercise. Hitherto, no system with this capability
has been demonstrated, but state-of-the-art smartphone and wear-
able sensor technologies present the potential to address this lack:
smartphones are now available with appropriate open-source pro-
gramming and operating system environments (e.g. Java, Android)
and wireless communication systems (e.g. ANT+); simple, accurate
and cost-effective sensors are available for real-time measurement
and wireless transmission of heart rate and running speed.
 article under the CC BY-NC-ND license (http://creativecommons.org/licenses/
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Fig. 1. The HR control App screenshot, (a), shows the user interface for identiﬁcation and feedback control. The left bar is the target speed v∗ and the right bar is the actual
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is thereby forced to follow the speed of the treadmill belt.
The open-loop plant is embedded within a closed-loop feedback
system for control of heart rate (Fig. 3). The target running speed v∗
is calculated from a target heart rate proﬁle HR* and a continuous
Fig. 2. Open-loop structure of the plant P, used for system identiﬁcation and calcula-
tion of controller parameters. v∗ is the target running speed, v  is the actual speed andpeed  v. The user focuses on the bars and tries to keep the actual speed as close 
dentiﬁcation, the target heart rate (HR*, upper left) is set to zero. The running-sp
martphone and wearable sensors facilitate closed-loop control of heart rate during
A second contribution of the present work is the employment
f analytical feedback design methods which use physiologically-
ccepted models of the heart rate response to changes in exercise
ork rate: we assume at the outset that the plant can be modelled
y a mono-exponential (ﬁrst-order) response with operating-point
ependent gain and time-constant parameters, which is the usual
nd physiologically-validated assumption in the exercise sciences
11].
This starting point led to the development of a simple and
ransparent feedback design algorithm appropriate for embedded
obile applications: controller synthesis based on the low-
rder, physiologically-validated plant model requires only a single
andwidth-related tuning parameter. It transpires that, despite its
implicity, the algorithm gives high-precision and robust heart-
ate tracking performance. A similar approach has previously been
mployed in the context of rehabilitation robotics [12,13].
The aim of this work was to develop and to investigate the tech-
ical feasibility of a novel smartphone-based mobile system for
eedback control of heart rate during outdoor running by automat-
cally calculating a target speed for the runner.
. Methods
.1. Overall concept
The method proposed here for feedback control of heart rate
s based on the idea of comparing the current, measured heart
ate with a target heart rate and on this basis calculating a target
peed for the runner. The target speed is displayed by the applica-
ion on a smartphone display to the runner who then has the task
f adjusting actual running speed to meet this target: the actualsible to the target. The screenshot was  taken during a feedback control test. For
ensor has small dimensions and is attached directly to the running shoe, (b). The
oor running, (c).
running speed, obtained from a sensor, is also displayed to the
runner (Fig. 1).
The open-loop structure of the plant has two  elements (Fig. 2):
an internal control loop representing the runner’s speed control
dynamics (v∗ → v), and a dynamic block representing the heart rate
response to changes in actual speed (v → HR). The overall plant P
is the total dynamic response from target speed v∗ to heart rate
HR (v∗ → HR). This structure is analogous to the plant structure for
an automatic heart rate control system for a treadmill; but on a
treadmill, the target speed is sent to the motor control electronics
which maintain the actual speed close to the target and the runnerHR  is heart rate. The “speed control” block represents the runner’s internal speed
control mechanism which is carried out by the brain in response to the displayed
target and actual speeds. PHR represents the notional dynamic response of heart
rate to actual speed. The dashed block is the overall nominal plant model P, which
represents the response from target speed v∗ to heart rate HR, Eq. (1).
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eFig. 3. Closed-loop structure for feedback control of heart rate. HR* is t
easurement of actual heart rate HR. The controller polynomials
, S and T are calculated to achieve a speciﬁed nominal dynamic
esponse from target to actual heart rate, HR* → HR (Section 2.3).
The application has two  separate functions:
System identiﬁcation. During a system identiﬁcation test, the sys-
tem operates in open-loop mode (Fig. 2). A target speed proﬁle
v∗ is deﬁned and displayed to the runner along with the actual
speed v during the test (Fig. 1(a), with target heart rate set to zero
for open-loop identiﬁcation). The runner has to follow the tar-
get speed proﬁle in real time while the heart rate HR is recorded.
The input-output data (speed target v∗ → heart rate HR) are sub-
sequently used off-line to calculate the parameters of a linear
transfer function which describes the total heart rate dynamics
P, Eq. (1), (Section 2.2).
Feedback control. With this function, the system operates in
closed-loop mode (Fig. 3). An arbitrary target heart rate proﬁle
HR* is deﬁned based, for example, on a training prescription. The
feedback controller attempts to meet this heart rate target by
automatically updating the target running speed v∗ using the cur-
rent values of the target and actual heart rates, i.e., v∗ is updated
at each sample point using HR* and HR. The target speed v∗ and
actual speed v are displayed (Fig. 1(a)) and the runner attempts
to keep the actual speed close to the target.
.2. Plant model and parameter estimation
The plant was modelled as a ﬁrst-order linear time-invariant
ransfer function with steady-state gain k and time constant :
∗ → HR : Pc(s) = k1 + s
Ts↔Pd(z−1) =
b0z−1
1 + a1z−1
. (1)
he double arrow denotes conversion between the continuous and
iscrete frequency-domain functions Pc and Pd, with s and z com-
lex variables, using a sample period Ts. For a given pair k, , the
iscrete-time parameters b0 and a1 are obtained as
0 = k(1 − e(−Ts/)), a1 = −e(−Ts/), (2)
hile conversion in the other direction, from discrete to continuous
arameters, is given by
 = b0
1 + a1
,  = −Ts
ln(−a1)
. (3)
Identiﬁcation data were recorded using a sample interval Ts = 5 s.
arameter estimation was performed using the Matlab System
dentiﬁcation Toolbox (The MathWorks Inc.): following removal
f trends and offsets in the raw data, the parameters of Pd were
btained directly in the discrete-time domain using least-squares
14]. Goodness-of-ﬁt of estimated models was assessed using a
ormalised root-mean-square ﬁt value, expressed as a percentage
i.e. the “ﬁt” parameter calculated within the Toolbox for model
valuation).get heart rate proﬁle. R, S and T are the controller polynomials, Eq. (4).
The sample interval Ts = 5 s was  chosen based on the recommen-
dation of having 4–10 samples per rise time [15], and the desire to
sample quickly enough to achieve closed-loop rise times of down
to 50 s. Sampling at Ts = 5 s also gives about 10 samples over a time
equal to the identiﬁed open-loop time constant ( = 51.4 s, see Sec-
tion 3.1).
2.3. Feedback controller
The feedback controller was  implemented with a two-degrees-
of-freedom structure:
HR∗, HR → v∗ : v∗(i) = 1
R(q−1)
(T(q−1)HR∗(i) − S(q−1)HR(i)). (4)
In this time-domain representation, R, S and T are polynomials in
the delay operator q−1 and i denotes the discrete sample index, i.e.
t = iTs.
For a general plant transfer function Pd(z−1) = B(z−1)/A(z−1), with
A and B polynomials, the closed-loop transfer function is
HR∗ → HR : Gd(z−1) =
B(z−1)T(z−1)
A(z−1)R(z−1) + B(z−1)S(z−1) .  (5)
The pole assignment design method sets the characteristic poly-
nomial AR + BS to a desired, pre-speciﬁed polynomial .  Integral
action is included in the controller by constraining R as
R(z−1) = (1 − z−1)R′(z−1). (6)
Thus, the unique solution R′, S is sought for the equation
A(z−1)(1 − z−1)R′(z−1) + B(z−1)S(z−1) = (z−1) (7)
with the constraint that the transfer function S/R is causal. For the
ﬁrst order discrete-time plant Pd in Eq. (1), straightforward alge-
braic considerations, [15,16], give the appropriate degrees of R′, S
and  as nr′ = 0, ns = 1 and n = 2.
This can be seen by considering that the number of unknown
controller coefﬁcients is nr′ + ns + 1 (R is by convention normalised).
For existence of a unique solution to (7), this must be equal to
the degree of ,  which in turn is equal to na + 1 + nr′ since by
assumption S/R is causal and B/A strictly causal. Thus, for na = 1,
we have nr′ + ns + 1 =1 + 1 + nr′ , giving ns = 1. With causal S/R we get
nr = ns ⇔ nr′ = nr − 1 = ns − 1; with ns = 1, nr′ = 0. Finally, from (7) and
taking na = 1, n = nr′ + 2 =2. QED. Thus,
R(z−1) = 1 − z−1, S(z−1) = s0 + s1z−1 (8)
and
(z−1) = 1 + 1z−1 + 2z−2. (9)
The controller coefﬁcients s and s are readily obtained from the0 1
solution of Eq. (7) in the explicit form
s0 =
(1 − a1 + 1)
b0
, s1 =
(2 + a1)
b0
. (10)
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he controller polynomial T is selected to achieve unity steady-state
ain in the closed-loop transfer function Gd. From Eq. (5), and using
he ﬁrst-order plant (1) and  polynomial of degree 2 as in (9), T is
btained in this case as the scalar t0:
(z−1) = t0 =
(1)
B(1)
= (1 + 1 + 2)
b0
. (11)
The two closed-loop poles were calculated by time-domain
election of a desired 10–90% closed-loop rise time tr and rela-
ive damping  for a closed-loop transfer function Gc in standard
econd-order format
c(s) = ω
2
n
s2 + 2ωns + ω2n
, (12)
here the natural frequency ωn is related to rise time as ωn = 3.35/tr
hen  is close to 1 [17]; in the sequel, critical damping with  = 1 is
mployed because overshoot of the heart rate into a higher-than-
esired exercise intensity range is physiologically undesirable.
The discrete characteristic polynomial (z−1), Eqs. (7, 9), is
btained as the denominator of Gc discretised with sample time
s, i.e. the denominator of Gd in Eq. (5) where Gd(z−1)
Ts↔Gc(s):
HR∗ → HR : Gc(s) = ω
2
n
(s + ωn)2
Ts↔Gd(z−1)
= N(z
−1)
1 − 2e−ωnTs z−1 + e−2ωnTs z−2 =
N(z−1)
(z−1)
, (13)
here N is the numerator polynomial of Gd, and plays no fur-
her role in the pole-assignment-based controller development.
he coefﬁcients of  can be identiﬁed from Eq. (13) as
1 = −2e−ωnTs , 2 = e−2ωnTs . (14)
Algorithm: Speciﬁcation of the desired closed-loop response
nd calculation of the controller polynomials R, S and T can be
ummarised as follows:
. Given: nominal plant transfer function Pd (z−1) = b0z−1/
(1 + a1z−1) and sample interval Ts.
. Choose desired closed-loop rise time tr, compute ωn = 3.35/tr.
. Calculate :  1 = −2e−ωnTs , 2 = e−2ωnTs .
. Calculate S, T: s0 = (1 − a1 + 1)/b0, s1 = (2 + a1)/b0, t0 = (1 + 1 +
2)/b0.
. The controller polynomials are then R(q−1) = 1 − q−1,
S(q−1) = s0 + s1q−1, T(q−1) = t0 and the controller is implemented
according to Eq. (4) using sample interval Ts.
Steps 1–4 were implemented explicitly in Matlab, and step 5 in
he application for real time control. A sample interval of Ts = 5 s
as used as in system identiﬁcation and two controllers, with rise
imes tr = 120 s and tr = 180 s, were tested.
Choice of these two values for tr was based on two  consider-
tions. First, in general control theory terms, a relatively “neutral”
eedback system can be obtained by placing closed-loop poles
t or close to the open-loop poles. For a ﬁrst-order plant with
ime constant , and using the algorithm derived above, this is
chieved by setting ωn = 1/  (the above algorithm has two  real
losed-loop poles at position ωn). Since ωn = 3.35/tr, this is equiv-
lent to tr = 3.35. With  = 51.4 s, as in the identiﬁed plant model
n the sequel (Section 3.1), a “neutral” closed-loop rise time would
e tr = 3.35 × 51.4 = 172 s. These considerations guided the choices
r = 180 s as likely to give a “neutral” or subjectively comfortable
ontroller, while tr = 120 s was anticipated to give a much faster,
ore dynamic response.
The second consideration leading to these choices for tr was that
xtensive testing of these values for feedback control of HR on acessing and Control 26 (2016) 90–97 93
treadmill showed that the expected neutral or dynamic behaviour
was observed (unpublished data).
2.4. Software, hardware and user interface
The controller equation, (4), was  coded as an application in Java
and implemented on a smartphone (Xperia Arc S LT18i, Sony Eric-
sson) running Android operating system version 2.3.4. This device
implements the Ant+ communication protocol (Dynastream Inno-
vations Inc.), an open-access multicast wireless sensor network
technology.
Running speed v was  measured with a shoe-mounted sensor
(SDM4 Foot Pod, Garmin; Fig. 1(b)) and heart rate HR by a chest
belt (HRM1G Heart Rate Monitor, Garmin). Both sensors transmit
data asynchronously using ANT+ for reception by the smartphone,
but the overall processing then becomes synchronous as the heart
rate control application is activated with a regular time interval as
described below.
The controller program was  timed to trigger every Ts s in order
to calculate the new target speed v∗ based on the most recent value
of heart rate HR and the current target HR*, Eq. (4). The visual dis-
play of v∗ was  updated immediately and the current values of HR*,
HR, v∗, v and time saved to a ﬁle. The control loop then waited for
the next trigger time. Measured heart rate HR and actual speed v
were obtained asynchronously from the sensors and updated on
the display independently of the control loop.
In order to facilitate timing analysis, the system clock was called
during every iteration of the control loop and the time value saved
as described above for later analysis: the difference between each
time value was  averaged for each test evaluation period and com-
pared with the nominal sample period Ts.
The graphical user interface provides a numerical display of HR*,
HR, v∗, v and time t (Fig. 1(a)). The two large bars show the tar-
get speed v∗ (left bar) and actual speed v (right bar). The user is
instructed to focus on the speed bars while running and to keep
the actual speed as close as possible to the target speed. The same
user interface is used for both system identiﬁcation and feedback
control. For system identiﬁcation, there is no target heart rate (set
to zero in the display) and the target speed is set according to a
pre-speciﬁed proﬁle.
2.5. Testing protocol and outcome evaluation
Twenty controller tests (10 with tr = 120 s and 10 with tr = 180 s)
were carried out by the same test person (denoted TP1) on separate
days at approximately the same time of day within the period June
to August 2014. Both controllers were calculated using a nominal
model obtained from a single identiﬁcation test with TP1 (Section
3.1). TP1 had the following characteristics: male, age 50 years, body
mass 78 kg, height 1.85 m.  Two  further controller tests (one with
tr = 120 s and one with tr = 180 s) were carried out by a second test
person (denoted TP2) on separate days at approximately the same
time of day in May  2015. In order to provide a basis for initial
evaluation of controller robustness, the controller parameters in
the tests with TP2 were the same as those used for TP1, i.e. the
two controllers were not re-tuned for TP2. TP2 had the following
characteristics: male, age 24 years, body mass 68 kg, height 1.71 m.
Testing was  done outdoors on a slightly undulating forest track
(Fig. 1(c)) and exactly the same course was followed during each
test. Target heart rate HR* was  a square wave signal with lev-
els 140 and 150 bpm, period 10 min  and duration 25 min  (cf.
Figs. 5(a) and 6(a)). A square-wave target signal was selected as this
reﬂects the overall format of modern interval-training exercise pro-
tocols both in healthy adults [18] and in patient populations [19].
The quality of closed-loop tracking for heart rate HR and running
speed v (Fig. 3) was calculated as the root-mean-square tracking
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rror (RMSE) on an evaluation interval [i1, i2], where i denote the
iscrete sample indices:
MSEHR =
√√√√ 1
N
i2∑
i=i1
(HRsim(i) − HR(i))2,
RMSEv =
√√√√ 1
N
i2∑
i=i1
(v∗(i) − v(i))2 (15)
ith N = i2 − i1 + 1. HRsim is the simulated nominal heart rate
esponse, i.e. HRsim(i) = Gd(q−1)HR*(i) (see Eq. (5)).
The intensity of the control signal was obtained as the mean
ower of changes in v∗ over the same interval:
v∗ = 1
N
i2∑
i=i1+1
(v∗(i) − v∗(i − 1))2 (16)
ith N = i2 − i1.
The three primary outcome measures, RMSEHR, RMSEv and Pv∗ ,
ere compared between the 10 tests with TP1 of each of the two
ontrollers evaluated (tr = 120 s and tr = 180 s). Differences were
nalysed statistically using a paired one-sided t-test to check the
ypotheses that the controller with tr = 120, having a higher band-
idth, would give:. lower heart-rate tracking error RMSEHR,
. higher speed tracking error RMSEv and
. higher mean power Pv∗ in the control signal.
Fig. 4. Identiﬁcation test data and cessing and Control 26 (2016) 90–97
Normality of the paired data sets was conﬁrmed using a
Kolmogorov–Smirnov test with Lilliefors signiﬁcance correction.
Statistical analysis was carried out using SPSS software (IBM Corp.).
3. Results
3.1. Identiﬁcation
All controllers tested in the sequel were calculated using a nom-
inal plant model estimated using data from a single identiﬁcation
test carried out in July 2012 with test person TP1. The target speed
v∗ was a square wave signal with levels 2.2 and 2.7 m/s  and a period
of 6 min (Fig. 4(a)). A section of data was  selected following the ini-
tial transient, in the time interval 120 ≤ t ≤ 890 s, and the heart rate
trend and mean levels removed as described above (Fig. 4(b)).
The estimated discrete-time parameters were b0 = 2.9688 and
a1 = −0.9073, Eq. (1). Using Eq. (3) gives a steady-state gain k = 32.0
and time constant  = 51.4:
v∗ → HR : Pd(z−1) =
2.9688z−1
1 − 0.9073z−1
Ts=5s↔ Pc(s) = 32.01 + 51.4s . (17)
Comparison of simulated and model outputs gave a model ﬁt
of 76.0% (Fig. 4(c)). Both visual inspection and the high value
of quantitative model ﬁt (i.e. the normalised RMS model error,
describing the percentage of the output variation that is explained
by the model) show that this degree of model ﬁdelity is very good.
The estimated gain k = 32.0 and time constant  = 51.4 are con-
sistent with and lie within the ranges estimated for the same test
person in a series of 26 identiﬁcation tests carried out on a treadmill
between November 2013 and May  2014. For all of these tests, the
target speed proﬁle had the same period and amplitude as used here
estimated model evaluation.
K.J. Hunt, A.J.R. Hunt / Biomedical Signal Processing and Control 26 (2016) 90–97 95
Fig. 5. Heart rate control with tr = 120 s. Left column (a, b): single result for test person TP1 and HR bounds for all tests with TP1. Right column (c, d): single result for test
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8erson  TP2 and HR bounds for all tests with TP1. The shaded area in the upper plo
P1  with tr = 120 s (Table 1). The horizontal bars show the time period 250 ≤ t ≤ 145
nd speed lay within the range [1.5, 3.0] m/s. The estimated gains
nd time constants were on the ranges: k ∈ [19, 34],  ∈ [25, 64]
unpublished data). Similarly, these estimates are consistent with
anges for k and  obtained in a treadmill study with 24 subjects
20].
.2. Feedback control
The two controllers tested (tr = 120 s, tr = 180 s)
ere calculated using the same identiﬁed model,
d(q−1) = 2.9688q−1/(1 − 0.9073q−1), Eq. (17), giving the following
ontroller parameters (‘Algorithm,’ Section 2.3):
r = 120 : R(q−1) = 1 − q−1, S(q−1) = 0.056539 − 0.050822q−1,
T(q−1) = 0.005717, (18)
r = 180 : R(q−1) = 1 − q−1, S(q−1) = 0.028634 − 0.025974q−1,
T(q−1) = 0.002660. (19)he controllers were implemented with the precision indicated
ere. The controller with tr = 120 had a gain margin of 21.6 dB and
hase margin of 82.8◦; for tr = 180, the margins were 27.4 dB and
7.5◦.ws the bounds HRsim± 1.67 bpm, where 1.67 = mean RMSEHR for the 10 tests with
er which the RMSE and Pv∗ measures were calculated.
Performance outcomes RMSEHR, RMSEv and Pv∗ (Eqs. (15) and
(16)) were calculated for each test over the interval 250 ≤ t ≤ 1450 s
(cf. Figs. 5 and 6). Comparing the TP1-outcomes for the controllers
with tr = 120 s and tr = 180 s (Table 1), mean heart-rate tracking
error RMSEHR was lower for tr = 120 (1.67 vs. 1.99 bpm, p < 0.01),
mean speed tracking error RMSEv was higher (0.099 vs. 0.060 m/s,
p < 0.0001) and mean control signal power Pv∗ was higher (0.0030
vs. 0.0008 m2/s2, p < 0.0001).
Visual inspection of typical heart rate control results allows
these differences in the performance outcomes to be gauged
(Fig. 5(a, b) vs. Fig. 6(a, b)). The difference in overall heart rate track-
ing error RMSEHR can be visualised using the bounds HRsim± mean
RMSEHR (shaded areas in Figs. 5(a) and 6(a)). Since RMS  tracking
error is equivalent to the standard deviation for stationary signals,
these bounds show the area within which approximately 68.3% of
the measured heart rate data points would be expected to lie for
a given test, under the assumption that the test data are normally
distributed.
The measured sample period for all 20 TP1-tests was 5.0157
± 0.0007 s (mean ± SD), giving a coefﬁcient of variation (CoV
= SD/mean) of 1.3% and a mean error relative to the nominal
sample period Ts = 5 s of +0.3%. The sample period error of +15.7 ms
(+0.3%) appears stable (low CoV) and probably results from the time
required for calculation of the control signal and saving of the cur-
rent data to a ﬁle. The low magnitude of the timing error is deemed
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Fig. 6. Heart rate control with tr = 180 s. Left column (a, b): single result for test person TP1 and HR bounds for all tests with TP1. Right column (c, d): single result for test
person TP2 and HR bounds for all tests with TP1. The shaded area in the upper plots shows the bounds HRsim± 1.99 bpm, where 1.99 = mean RMSEHR for the 10 tests with
TP1  with tr = 180 s (Table 1). The horizontal bars show the time period 250 ≤ t ≤ 1450 s over which the RMSE and Pv∗ measures were calculated.
Table 1
Primary outcome measures for 20 tests with test person TP1: 10 tests with tr = 120 s and 10 tests with tr = 180 s; p-values for comparison of means.
tr [s] p-Value
120 180
RMSEHR/(bpm) 1.67 ± 0.31, 1.45–1.89, 1.26–2.21 1.99 ± 0.32, 1.76–2.22, 1.54–2.44 0.0054**
RMSEv/(10−3 m/s) 99 ± 14, 90–109, 81–122 60 ± 4, 57–63, 55–69 3.8 × 10−6****
Pv∗ /(10−3 m2/s2) 3.0 ± 0.6, 2.6–3.4, 2.0–3.9 0.8 ± 0.1, 0.7–0.9, 0.6–1.0 2.5 × 10−7****
V
S
n
o
t
T
P
a
Values are: mean ± SD, 95% conﬁdence interval, range.
igniﬁcance, paired one-sided t-test:
** ⇔p < 0.01.
**** ⇔p < 0.0001.
egligible in relation to the absolute nominal sample period
f 5 s.
The two controller tests with TP2, which used the same con-
roller parameters as for TP1, gave highly accurate HR control
able 2
rimary outcome measures for 2 tests with test person TP2 (tr = 120 s and tr = 180 s)
nd comparison with ranges for 10 × 2 tests with TP1.
tr [s]
120 180
RMSEHR/(bpm) 1.81 (1.26–2.21) 2.23 (1.54–2.44)
RMSEv/(10−3 m/s) 118 (81–122) 94 (55–69)
Pv∗ /(10−3 m2/s2) 3.1 (2.0–3.9) 0.8 (0.6–1.0)
alues are: single value for TP2 (range for TP1).performance with RMSEHR and Pv∗ values within the ranges mea-
sured in the multiple tests with TP1 (Table 2).
4. Discussion
The aim of this work was to develop and to investigate the tech-
nical feasibility of a novel smartphone-based mobile system for
feedback control of heart rate during outdoor running by automat-
ically calculating a target speed for the runner.
The results show highly accurate tracking of target heart rate
within a range which is regarded as ‘vigorous’ exercise for TP1
according to HRR-based training recommendations [1]. Test per-
son TP1 had maximum and resting heart rates of 183 bpm and
51 bpm, respectively, thus the target heart rates reported here,
al Pro
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[K.J. Hunt, A.J.R. Hunt / Biomedical Sign
40 bpm and 150 bpm, were 67% and 75% of HRR for this person.
oth controllers tested with TP1 achieved very tight HR tracking
ith mean RMSEHR < 2 bpm. This level of precision suggests that the
ystem might be applicable for accurate achievement of prescribed
xercise intensity for development and maintenance of cardiore-
piratory ﬁtness.
A controller synthesis algorithm was developed based on a low-
rder LTI plant model. Explicit solution of the pole assignment
roblem resulted in a simple and transparent design algorithm with
 single tuning parameter, viz. the desired closed-loop rise time tr.
his level of simplicity is regarded as important for an embedded
obile application where the user can easily modify the tuning
arameter to achieve a desired response.
Both values of tr tested (180 vs. 120 s) gave highly accurate
racking (mean RMSEHR for TP1 1.99 vs. 1.67 bpm), but the lower-
andwidth design with tr = 180 s showed a markedly lower control
ignal power Pv∗ than did tr = 120 s (0.0008 vs. 0.0030 m2/s2); this
s the primary difference which was subjectively noted by TP1
hile running, a difference which is further seen in the more accu-
ate speed tracking that could be achieved with this controller
mean RMSEv 0.060 vs. 0.099 m/s). The smoother control signal
ith tr = 180 s was regarded as substantially more comfortable to
se. Given the single tuning parameter, the user can readily modify
he control performance as desired.
The controller design method also displayed a sufﬁcient level
f robustness within the range of conditions tested: the two con-
rollers were based upon a single, historical LTI plant model for TP1,
et they performed in a stable and accurate fashion in all tests, even
hough the gain and time constant parameters for TP1 will have var-
ed across the range quantiﬁed above (i.e. k ∈ [19, 34],  ∈ [25, 64]),
nd further elaborated in [20]. The two tests with TP2 underline the
obustness of the controllers: the controller parameters used were
hose calculated using the nominal TP1 model (i.e. no re-tuning
as done), yet the quantitative HR control performance measures
ere highly accurate and on the same range as those seen for the
ultiple tests with TP1.
The outcomes discussed above give initial indications of robust-
ess, but the control method and application now require further
esting using a much larger pool of test persons and controller tests
n order to address the variability that would be expected to arise
rom various sources.
Further research is warranted in relation to the user interface.
bservation of the target and actual speed bars provided a method
ppropriate to this technical feasibility study, but this may  not
e the most convenient approach for day-to-day application. A
romising approach might be to replace the visual user interface
ith audio signals. These issues need to be addressed in formal
sability studies.
Furthermore, the efﬁcacy of the proposed control method
hould be further investigated by comparison with a simple con-
roller where the runner manually attempts to control heart rate
sing only a HR monitor. The accuracy of heart rate tracking using
hese two approaches should be compared over a range of subjects.
. Conclusion
The empirical results presented above demonstrate that high-
ccuracy feedback control of heart rate during outdoor running
sing smartphone technology is feasible. The method could be
pplicable for implementation of ﬁtness programmes in both
ealthy individuals and in various patient populations. Current
CSM guidelines give exercise prescription for cardiac rehabili-
ation patients in terms of heart rate reserve [2]; for this patient
[
[cessing and Control 26 (2016) 90–97 97
group, exercise intensity is recommended to be 40–80% of heart
rate reserve. During interval training protocols, values as high
as 85–95% of HRmax for repeated 4-min durations are currently
recommended [19]. Smartphone and wearable sensor technology
might be especially useful in this patient group because of the
convenience of implementation; a recent survey highlighted the
potential beneﬁts of smartphone technology in healthcare applica-
tions [21].
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