SUMMARY Most unsupervised video segmentation algorithms are difficult to handle object extraction in dynamic real-world scenes with large displacements, as foreground hypothesis is often initialized with no explicit mutual constraint on top-down spatio-temporal coherency despite that it may be imposed to the segmentation objective. To handle such situations, we propose a multiscale saliency flow (MSF) model that jointly learns both foreground and background features of multiscale salient evidences, hence allowing temporally coherent top-down information in one frame to be propagated throughout the remaining frames. In particular, the top-down evidences are detected by combining saliency signature within a certain range of higher scales of approximation coefficients in wavelet domain. Saliency flow is then estimated by Gaussian kernel correlation of non-maximal suppressed multiscale evidences, which are characterized by HOG descriptors in a high-dimensional feature space. We build the proposed MSF model in accordance with the primary object hypothesis that jointly integrates temporal consistent constraints of saliency map estimated at multiple scales into the objective. We demonstrate the effectiveness of the proposed multiscale saliency flow for segmenting dynamic real-world scenes with large displacements caused by uniform sampling of video sequences.
Introduction
This paper investigates unsupervised video object segmentation in unconstrained real-world dynamic scenes with large displacements. Segmenting foreground objects from unconstrained video sequences is an important problem in computer vision and at the core of many visual computing technologies, such as event detection [1] , 3D reconstruction [2] , target tracking [3] , and robotic visual servo manipulation [4] of unknown objects. A successful segmentation algorithm should be robust under a wide variety of dynamic scenes encountered in complex natural environments. Indeed, typical natural scenes may contain many dynamics such as appearance variation, camera motion, background clutter as well as scale and illumination changes. Moreover, for longterm video segmentation, temporal subsampling is usually applied to reduce the memory and computational load. In this case, however, the segmentation problem is aggravated by the presence of large displacements between successive subsampled frames. To enable robust segmentation, the key problem is the estimation of object hypotheses among video frames even in the presence of dynamic backgrounds and large displacements. The object hypotheses can be estimated either from spatial or temporal perspectives. Spatial approaches integrate appearance or objectness cues [14] - [17] into segmentation, which can successfully provide homogenous objectlike segments in relatively stationary video sequences. On the other hand, the object-like regions lack motion interpretation and typically fail if the appearance or shape of foreground objects is changed. Trajectory cues in motion based approaches [6] , [10] , [12] can alleviate some of the problems inherent in spatial based approaches. However, the underlying assumption of motion based methods is that there exists relative motion between foreground and background, which cannot in general be assumed, as some parts or the whole body of objects may remain still for a number of frames. Moreover, initializing foreground seeds only on motion cues tends to produce a large number of false-positive hypotheses, especially in case of highly dynamic real-world scenes.
The starting point of this paper is the key observation that the performance of an individual saliency detection may vary with the different scales. However, merging them in a top-down manner could compensate this shortcoming and thus is potential to improve the performance of foreground object hypothesis. Another starting point is the acceptance of the fact that retaining temporal coherency between image patches is more effective than feature points (as in conventional optical flow models) for segmenting videos with large displacements.
Our contributions in this work are two-fold. First, we present a multiscale saliency flow segmentation framework that jointly imposes top-down saliency constraints to the segmentation objective and allows for efficient propagation of more discriminative shape features generated from the learned multiscale saliency patches. Second, we demonstrate that the performance of multiscale saliency flow can generalize well to a broad range of dynamic real-world scenes in the presence of large displacements compared to alternative concurrent algorithms.
The rest of the paper is organized as follows. In Sect. 2, we discuss relevant work. In Sect. 3, we introduce our method for learning multiscale saliency flow and describe how we integrate those cues in the segmentation framework. We discuss implementation details and present experimental results in Sect. 4. We conclude in Sect. 5.
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Related Work
Recent unsupervised video object segmentation methods can be roughly divided into two categories: proposal ranking and motion trajectory.
Proposal Ranking
This category of works focus primarily on a ranking mechanism of object proposals, which uses the notion of objectness and a selection mechanism. Endres et al. [15] , [16] propose to generate bag of regions based on seeds and rank them using structured learning. Lee et al. [14] use consistent appearance and motion to rank hypothesis of object-like regions. Whereas Ma et al. [18] introduce a weighted region graph to find maximum weight cliques. Alternatively, in [17] segmentation is performed using graph cuts and simple color cues, and the regions are ranked through classification based on gestalt cues with a simple diversity model. Most recently, object models [13] are built based on the primary object hypothesis regions. While the object proposal facilitates primary object hypothesis, the proposal ranking approaches suffer from high computational cost in proposal selection. Moreover, the object-like features proposed so far cannot scale well with varying object size and articulation in highly dynamic scenes. In contrast, our approach builds upon recent success of saliency models and exploits multiscale fusion of saliency regions in wavelet domain so as to achieve better hypothesizing performance.
Motion Trajectory
Another category of approaches take advantage of motion cues obtained by optical flow or trajectory. Our approach falls in this category as it also estimates motion cues across video sequences. Papazoglou et al. [12] propose a fast object segmentation (FOS) algorithm which attempts to build dynamic appearance models of the object and background under the assumption that they change smoothly over time. An advantage of this approach is that it may be possible to handle spatio-temporal cues such as color and location in the labeling refinement stage. The proposed multiscale saliency flow is closely related to FOS. In our experiments, we observe that initializing inside maps only accounts for motion boundaries tends to produce a large number of falsepositive seeds, especially in case of highly dynamic scenes.
Opposed to classical two-frame optical flow, point trajectories that span hundreds of frames are less susceptible to short term variations that hinder separating different objects [10] . Instead of using the motion boundaries by optical flow between two consecutive frames, point trajectory approaches employ spectral cluster [10] or boundary discontinuities of embedding density [6] between neighboring trajectories. Similarities between each pair of trajectories are derived from the maximal motion difference between them over all frames. The underlying assumption for point trajectory [6] , [10] is that the video sequence covers a long time span, which makes this approach not suitable for short clips. Motivated by the above observations, our proposed method does not attempt to cluster trajectory points and does not assume any kind of relative motion between foreground and background. In addition, unlike most motion based techniques that are limited to feature points tracking, we are able to retain temporal coherency between image patches by exploiting HOG features of multiscale saliency regions.
Multiscale Saliency Flow
In this section, we formulate the proposed spatio-temporal coherent multiscale saliency flow (MSF) segmentation framework.
Multiscale Saliency Map
Given a video sequence I, we will denote I t the frame at time slice t, t ∈ {0, . . . , N t }. Let p = [i j] denote the location of a pixel in the image domain of I t . To build foreground hypothesis in scale space, we represent image information at each scale by using multi-resolution analysis via wavelet transformation and detect foreground hypothesis up to N s scales.
In this paper, we use approximation coefficient sets
s=1 in the wavelet domain to represent image sequences at coarser scales. In particular, the approximation coefficients at scale s are derived from orthogonal projections P of The multiscale observationĨ defined in this paper allows us to merge top-down visual saliency at different resolutions. To do this, we explore recently proposed image signature [5] to calculate the saliency map S(Ĩ(s)) of the hierarchical video sequence independently at each scale s ∈ {0, . . . , N s }. This model is attractive because the image signature approximates the spatial location of a foreground on the theoretical basis of sparse signal mixing. With slight abuse of notation, we denote S(Ĩ(s)) by S(s). An example is visually described in Fig.1 . The multiscale observations are shown in the first row, where the original image ({Ĩ(s)|s = 0}) and the approximation coefficients at three scales ({Ĩ(s)|s ∈ {1, 2, 3}}) are illustrated from left to right. Their corresponding saliency signatures S(s) are shown in the second row. It is worth noting that, at higher scales, we estimate the active map by applying saliency signature only in the R-th channel of the approximation coefficients, which we found to produce more pleasing inferred results than using three color components. The reason we think is that the approximation coefficients reconstructed only in the R-th channel is more directly related to a sufficiently sparse background for image signature.
This example illustrates the advantage of the multiscale model presented here, as the saliency map at each scale does roughly corresponds to the semantic foreground in the original image. But we also observe that the location of active regions of the saliency map vary with its scales. To merge saliency cues from multiple observation scales, we formulate the top-down combined multiscale saliency mapS as follows:
where ∨ denotes the boolean OR operator. By this formulation, a pixel in the support region ofS is true if at any scale its signature value is greater than a fixed threshold th.
In our experiments, we found that the combined saliency map usually consists of a number of foreground object hypotheses, and therefore we resort to non-maxima suppression (NMS) of the combined saliency mapS by selecting a connected component with the largest area, which is denoted byŜ = N MS (S). The non-maxima suppression result on the horse riding sequence is illustrated in the second row of Fig.2 , where the selected component is marked with a red bounding box, whereas the suppressed components are marked with green bounding boxes.
Saliency Flow
To capture temporal dependent saliency maps, here we estimate the position of the detected maps and then link these positions into a flow. The saliency flow tracking scheme is based on kernelized correlation filters (KCF) [7] . Instead of assuming an annotated image patch containing the foreground target, our model builds on the multiscale saliency maps in an unsupervised manner.
t=1 denote the set of bounding boxes of saliency flow that will be estimated by the tracker. Gradient (HOG) [8] is employed to describe the raw image patch of each training sample v in a high dimensional feature space. The cell size is chosen to be 4 and the padding length of each tracked region is fixed at 0. The dimension of each HOG descriptor φ is w × h × 31. The affinity between two HOG descriptors is generated using Gaussian kernel correlation κ(φ, φ ′ ). A discriminative model is trained in Fourier domain using a Gaussian shaped regression target in combination with kernel correlation of the training samples. For a test image patch in the consecutive frame I t+1 , the detection score at this patch location is calculated by combining the learned discriminative model with the kernel correlation of the HOG descriptors between the test patch and the training sample in Fourier domain. The tracker is updated by modifying the current position T t in accordance with the kernel correlation result with the highest detection score. The HOG descriptors and the estimated multiscale saliency flow are illustrated in the the last two rows of Fig.2 . Compared withŜ, the estimated saliency flow admits more consistent temporal coherence of image patches across the whole sequence.
MSF Segmentation
We now show how to segment a video into a label set L by utilizing the learned saliency mapŜ and saliency flow
t=1 is represented by a set of segments C = {c 1 , . . . , c N c } by a standard superpixel algorithm, e.g. Simple Linear Iterative Clustering (SLIC) [9] . We associated each superpixel c i with a random variable l i ∈ L, each variable takes a value l i ∈ {0, 1} from the label set L ∈ {0, 1} N c . Inspired by similar works [12] , [19] , we define an objective function for the proposed MSF video segmentation as:
where E ua and E up denote unary potentials imposing appearance and position constrains, respectively. E ps and E pt denote pairwise potentials used to impose spatial and temporal constraints, respectively. λ i (i ∈ {1, . . . , 4}) denotes tradeoff parameters, which are selected as fixed values throughout the experiments. The appearance unary is defined as negative loglikelihood of K-component Gaussian mixture models (GMM). Formally, let Θ denote the GMM parameter set for primary object hypothesis, which is instantiated as M = S∪T in the proposed paper. We define the appearance unary as
We define the position unary as E up = ∑ N c i=1 exp(−γ(l i )), which encodes position information γ(l i ) by
The spatial pairwise potential is defined as E ps = ∑ (i, j)∈N s Ψ(l i , l j ) in order to impose distance dist and appearance smoothness constraints between c i and c j in spatial neighboring domain N s , where
Similarly, we define temporal pairwise potential as
where ρ denotes the percentage of pixels shared by two cliques in the temporal neighboring system N t , which is constructed using optical flow.
Experiments
Our evaluations are two-fold. First, we show how the primary object hypothesis M facilitates foreground localization. Second, we show the advantage of the proposed MSF segmentation framework over concurrent algorithms. Experiments are performed on a challenging video segmentation benchmark with complicated real-world scenes, namely, Freiburg-Berkeley Motion Segmentation (FBMS) [10] benchmark publicly available at [11] . This benchmark is composed of 29 video clips in the train set and 30 video clips in the test set. To reduce the memory and computational requirements, the benchmark was subsampled for every 20th frame of all videos and each frame was sampled at every 5th pixels. In our experiments, the FBMS dataset contains 347 and 367 frames in train and test set, respectively. For evaluating performance quantitatively, we modified the existing multi-class annotations to be binary figure-ground labels, which were then served as ground truth.
Throughout our experiments, the size of each superpixel is fixed at 10 pixels and the regularizer is fixed at 0.2. We decompose the original frames into N s = 3 scales using 2D discrete wavelet transform, thusĨ is composed of four observation scales. In our experiments, the Haar wavelet is used as the mother wavelet for 2D discrete wavelet transform. In practice, we set the number of GMM components as K f g = 5 and K bg = 8 for appearance unary to handle the foreground and background variance respectively. We observe that the choice of a suitable threshold for combination of multiscale saliency cues is important because a small value for the threshold leads to potential bleeding of saliency hypothesis, whereas a high value for the threshold leads to hypothesis shrinkage. With this consideration, we compare the performance of the proposed MSF algorithm by fixing the threshold in Eq. (1) at th = 0.7 and th = 0.3 to merge multiscale saliency cues. We set the tradeoff parameters as fixed values throughout the experiments: λ 1 = 10, λ 2 = 5, λ 3 = 5000 and λ 4 = 4000, respectively.
Object Hypothesis Results
For evaluating the quality of the learned primary object hypothesis M, inside map (InMap) of FOS [12] is compared as a baseline. ROC curves and its AUC of M and InMap on FBMS train and test datasets are illustrated in Fig.3 . As can be seen from these figures, the proposed primary object hypothesis outperforms inside map on both FBMS train and test datasets. For FBMS train dataset, we obtained 63.44% (th = 0.7) and 73.36% (th = 0.3) of accuracy with this tem-poral consistent multiscale saliency map strategy. This is better than 57.52% of inside map. Moreover, after merging multiscale saliency map with the flow, the hypothesis accuracy arrived at 64.62% (th = 0.7) and 68.74% (th = 0.3) for FBMS test dataset, respectively. As expected, learning temporal coherent multiscale saliency cues improves the accuracy of our method, as it merges both scale and spatial cues over time in contrast to its motion boundary based counterpart.
Segmentation Results
As shown in Fig.3 , the proposed MSF method achieved the highest AUC (th = 0.3) of 75.89% and 71.22% on FBMS train and test datasets, 25.77% and 26.13% better than FOS [12] . Compared to KS [14] , which is based on spatial objectness information, we achieved a relative accuracy gain of 15.26% and 17.19%. On the 59 video clips of FBMS benchmark, our method achieved an accuracy of 73.56% with a gain of 5.55% over DAGVOS [17] . Meanwhile, we also note that certain MSF performance at th = 0.7 tends to drop compared to the primary object hypothesis M. The drop in segmentation accuracy is due to the fact that inadequate supporting of multiscale saliency map deteriorates the quality of the segmentation model. Compared with the original video sequence, subsampling leads to larger displacements between successive frames. The segmentation performance on both train and test dataset validates the importance of imposing temporal coherency between image patches instead of on feature points for the task of large displacement video segmentation. Compared to our previous work [20] , which employs saliency guided motion projection and was tested on 14 videos of the FBMS train dataset, the multiscale saliency flow model considered in the present work is extended to all of the 59 video sequences of both FBMS train and test dataset, and the performance is superior to our previous work.
In practice, this subsampling parameter directly affects the efficiency of motion boundary estimation needed during the inside mapping process of the FOS algorithm. This parameter has moderate effect on the performance of the KS and DAGVOS algorithms as these methods essentially stem from object proposals. Our method is tailored to video object segmentation in the presence of large displacements caused by frame subsampling, adequate experimental results demonstrate the performance of the proposed multiscale saliency flow framewrok compared to state-of-the-art video object segmentation algorithms.
It is worth noting that, for slowly moving objects, the displacement between successive frames is moderate even after subsampling. As an example, for the giraffes01 video sequence in the FBMS test dataset, the giraffes moving is relatively slow. The segmentation accuracy of the giraffes01 video sequence by the proposed method achieves 89.13%, whereas the segmentation accuracy of FOS, KS and DAGVOS is 81.99%, 25.77% and 57.95%, respectively. In contrast, for the cars1 video sequence in the FBMS test [12] . [Fifth row] KS [14] . [Sixth row] DAGVOS [13] dataset, the foreground is a fast moving car. After subsampling for every 20th frames, the displacement of the car in successive frames is remarkably enlarged in space. The segmentation accuracy of the cars1 video sequence by the proposed method achieves 93.30%, compared to 84.73%, 55.66% and 92.72% of FOS, KS and DAGVOS algorithms, respectively. Figure 4 shows some qualitative comparison results of our MSF method and the three concurrent algorithms. The qualitative results further demonstrate the effectiveness of the proposed MSF framework for segmenting meaningful foreground objects from real-world dynamic scenes with large displacements. A feature of the proposed method is that the location of foreground objects is not assumed; instead it works for unconstrained video sequences regardless of the location of foreground objects within the image. As an illustration, for the cars1 video sequence, the foreground car appears at the right of the first frame of the video, passing through the center of the image, until partially visible at the left of the last frame. As shown in Fig.5 , the proposed algorithm works well to segment the foreground car regardless of its location in the image. 
Conclusion
We have explored a multiscale saliency flow model that jointly imposes top-down saliency constraints to the segmentation objective and allows for efficient propagation of more robust shape features generated from the learned multiscale saliency patches. By learning primary object regions through Gaussian kernel correlation of non-maximal suppressed multiscale evidences, we were able to predict valid hypotheses with ≈ 71% accuracy on the FBMS benchmark. We have shown that the segmentation performance can be further improved at a certain threshold (th = 0.3 in our case) by jointly imposing spatio-temporal unary and pairwise constraints on the learned primary object hypotheses. In our experiments the proposed multiscale saliency flow clearly outperforms three concurrent video segmentation algorithms for object segmentation in dynamic real-world scenes with large displacements.
