This paper develops a non-finite-difference-based method of American option pricing under stochastic volatility by extending the Geske-Johnson compound option scheme. The characteristic function of the underlying state vector is inverted to obtain the vector's density using a kernel-smoothed fast Fourier transform technique. The method produces option values that are closely in line with the values obtained by finite-difference schemes. It also performs well in an empirical application with traded S&P 100 index options. The method is especially well suited to price a set of options with different strikes on the same underlying asset, which is a task often encountered by practitioners. Abstract This paper develops a non-…nite-di¤erence-based method of American option pricing under stochastic volatility by extending the Geske-Johnson compound option scheme. The characteristic function of the underlying state vector is inverted to obtain the vector's density using a kernel-smoothed fast Fourier transform technique. The method produces option values that are closely in line with the values obtained by …nite-di¤erence schemes. It also performs well in an empirical application with traded S&P 100 index options. The method is especially well suited to price a set of options with di¤erent strikes on the same underlying asset, which is a task often encountered by practitioners.
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single name equity options and commodity futures options in the U.S. are American-rather than European-style.
Finite-di¤erence schemes have recently emerged as a popular approach to the valuation of American options under stochastic volatility (e.g., Zvan et al. 1998 , Clarke and Parrott 1999, Oosterlee 2003, Ikonen and Toivanen, 2007) . In this paper, I propose an alternative, non-…nite-di¤erence-based method by extending the Geske-Johnson scheme (Geske and Johnson 1984) . The original Geske-Johnson scheme is a compound option approach to pricing American puts in the conventional Black-Scholes setting. The scheme utilizes an analytic recursive formula for Bermudan derivatives 1 and is known to be e¢ cient because it approximates an exact solution for the American put rather than the partial di¤erential equation or underlying price process. Moreover, it allows for an arbitrary degree of accuracy by adding many potential early exercise times but can be implemented with only a small number of such times using the Richardson extrapolation. Importantly, the Geske-Johnson scheme can be adapted to American calls that pay continuous dividends 2 and to the stochastic volatility dynamics of the Heston model. However, the adaptation requires knowledge of the conditional equivalent-martingale probability measure of the underlying log-price and squared volatility (i.e., the underlying state vector).
In the Black-Scholes setting, the probability measure has a well-known analytic form (Epps 2007) , but under stochastic volatility, it can only be obtained numerically. I …rst derive a closedform formula for the conditional characteristic function of the underlying state vector and then invert the function to recover the corresponding density. In line with a suggestion by Carr and Madan (1999) , the inversion is performed by a kernel-smoothed fast Fourier transform method, which allows for the computation in one step of all values of the density on a grid. American option prices are obtained using the linear Richardson extrapolation from prices of corresponding European options and Bermudan options that can be exercised halfway to expiration. Notably, once the density is calculated, its values can be reused in the computation of prices of all options with the same time to maturity but di¤erent strikes. This feature of the method makes it especially well suited to price a set of options with di¤erent strikes on the same underlying asset, which is a task often encountered by practitioners. Potentially, the method can be extended to accommodate a higher-order Richardson extrapolation, as well as non-Black-Scholes dynamics other than the conventional Heston's stochastic volatility.
Numerical accuracy of the method is assessed using a common example of American put valuation in the …nite-di¤erence literature. The method performs well and discrepancies between option values computed here and values obtained by …nite-di¤erence techniques are small.
As an empirical application of the method, I consider pricing of American-style S&P 100 index options traded on the Chicago Board of Options Exchange. Parameters of the model are calibrated on European-style S&P 100 derivatives. Overall, pricing errors for American options are small in absolute magnitude, and out-of-the-sample errors are similar to the in-the-sample ones. In relative terms, the method tends to misprice deep out-of-the-money options. However, such behavior is expected, since quotes for deep out-of-the-money derivatives are small and likely substantially a¤ected by microstructural noise. In all other instances, the method performs reasonably well and pricing errors do not appear to follow any speci…c pattern. I also show that a simplistic pricing approach in which an approximation of the Black-Scholes value of the early exercise premium is added to the Heston European option leads to biased American derivative prices and, therefore, should be avoided in practice. 3 The rest of the paper is organized as follows. Section 2 reviews the literature on American option valuation focusing on recently developed methods for stochastic volatility. Section 3 speci…es the underlying price model. Section 4 provides an analytic solution for the characteristic function of the state vector and explains how to e¢ ciently recover the vector's density using a fast Fourier transform. Section 5 presents the Bermudan recursion formula and outlines the Richardson extrapolation technique. Section 6 numerically compares the method's performance to existing …nite-di¤erence schemes. Section 7 illustrates the method's performance in the empirical setting. Section 8 concludes. Selected technical details are relegated to the appendix.
Existing Literature
American options are more di¢ cult to price than European-style derivatives, except in the trivial case of an American call on a non-dividend paying stock and in the special case of a perpetual American put on a non-dividend paying stock under the Black-Scholes dynamics (Merton 1973 ). The main di¢ culty is that American options can be exercised prior to expiration, which leads to a challenging free boundary problem.
Brennan and Schwartz (1977) employ a numerical procedure to obtain an approximate solution to the partial di¤erential equation (p.d.e.) followed by an American put subject to a system of boundary conditions. To my best knowledge, Brennan and Schwartz's paper is the …rst application of a …nite-di¤erence (FD) scheme to American-style derivatives under the Black-Scholes dynamics. Several non-FD-based alternatives to the Brennan and Schwartz approach have been proposed. Methods of MacMillan (1986) and Barone-Adesi and Whaley (1987) rely on decomposing the value of an American derivative into the values of a European option and an early exercise premium. Another technique due to Broadie and Detemple (1996) applies a smoothed binomial scheme. American options can also be priced using simulation techniques (e.g., Longsta¤ and Schwartz 2001). The Geske-Johnson scheme (Geske and Johnson 1984) stands out from the other methods in that it approximates an exact solution for the American put directly rather than the p.d.e. or underlying price process and does not impose simplifying assumptions on the early exercise premium.
In recent years, there has been substantial interest in pricing American options under nonBlack-Scholes dynamics, particularly under the stochastic volatility dynamics of the Heston model. A number of papers consider extending conventional FD techniques. Since the underlying price model adds a state variable related to unobservable volatility, all proposed solution procedures are rather complicated. Clarke and Parrott (1999) convert the free boundary problem into a linear complementarity problem and propose a multigrid projected full approximation scheme to solve it. To improve the accuracy of an FD discretization, they perform coordinate transformations, utilize adaptive timestepping, and employ a special projected line Gauss-Seidel smoother, which together make the procedure very involved. 3 Zvan et al. (1998) transform the original p.d.e. and early exercise constraint into an equation with a nonlinear penalty term. Discretization is performed using a …nite element method and a solution to the resulting set of equations is obtained by Newton iterations. This procedure is simpler than the one of Clarke and Parrott but may fail to converge on a …nely discretized grid. Oosterlee (2003) reexamines the multigrid projected full approximation scheme and proposes a recombination of iterants to improve convergence. Performed Fourier analyses reveal that a multigrid method must utilize an alternating line smoother, which is very involved. Ikonen and Toivanen (2007) propose a componentwise splitting method for solving the linear complementarity problem by decomposing it into a sequence of simpler problems, each of which is solved with the algorithm of Brennan and 4 Schwartz. 4 To attain a stable discretization, they utilize a non-standard FD method and nonuniform grids. Chockalingam and Muthuraman (2007) approximate the free boundary problem by a sequence of …xed boundary problems, each of which can be solved by standard FD techniques. They develop a …xed boundary adjustment algorithm such that the corresponding sequence of value functions monotonically converges to an American option price. Chiarella et al. (2008) propose a method of lines, in which the original p.d.e. is replaced with an equivalent system of simpler di¤erential equations to be solved using a stabilized FD scheme. 5 An advantage of the procedure is that the option value, delta, gamma, and free boundary are all computed together as part of the solution.
Thus far, very few non-FD-based methods of pricing American options under stochastic volatility have been proposed. Tzavalis and Wang (2003) derive an analytic integral representation of the American call by splitting the early exercise premium into a portfolio of ArrowDebreu securities. Their method utilizes a recursive equation satis…ed by the exercise boundary and, additionally, a Chebyshev polynomial approximation of the boundary to improve computational e¢ ciency. My paper contributes to the literature by providing an alternative non-FD-based method that employs an analytic representation of the American option as the limit of a sequence of Bermudan derivatives rather than the sum of the European-style derivative and early exercise premium.
Underlying Stock Model
Individuals can invest in a money-market fund with a share worth M t at time t such that M t = M 0 e rt , where M 0 > 0 and r 0 is a constant risk-free interest rate. Assuming that the …nancial market admits no arbitrage, there exists a probability measureP that is equivalent to the objective measure and under which discounted asset prices are martingales. 6 It is convenient to use M t as the numeraire, in which caseP represents a conventional risk-neutral probability measure.
UnderP, the evolution of an underlying stock price S t is described by a system of stochastic di¤erential equations (s.d.e.'s):
where 0 stands for a constant continuous dividend rate, v t represents an unobservable squared volatility, W 1t and W 2t are standard Brownian motions on a …ltered probability space ; F; fF t g t 0 ;P such that d hW 1 ; W 2 i t = dt with j j < 1, and , , and are nonnegative constants satisfying a well-known restriction . 4 Ikonen and Toivanen (2004b) provide an additional example of a splitting method, in which the di¤usion operator and early exercise constraint are decoupled into separate time steps. Ikonen and Toivanen (2004a) describe the method in a simpler Black-Scholes setting. 5 Technically, Chiarella et al. (2008) consider the problem of option valuation under stochastic volatility with jumps, in which case the equation to discretize is of an integro-partial di¤erential form. The additional integral component is approximated using an Hermite-Gauss quadrature. 6 As is well known in the literature,P need not be unique, particularly when underlying dynamics include non-traded volatility. Nearly all papers on American option pricing under stochastic volatility circumvent the issue of nonuniqueness by essentially assuming that the market price of volatility risk is zero. I do not make this assumption here or in the empirical application. Rather, I let the calibration procedure select the parameters of the actual measure utilized by the market for me. Chockalingam and Muthuraman (2007) and Chiarella et al. (2008) discuss the issue of nonuniqueness in more detail.
5
Derivation of a p.d.e. followed by an American option value (subject to boundary conditions) under the speci…ed dynamics is a standard exercise in option pricing (see Zvan et al. 1998 ) and is not presented here to save space.
In what follows, I employ additional notation. Let = T t stand for the time to expiration given a …xed maturity time T and let s t denote the log of the stock price, s t = ln S t . Applying Ito's lemma, s.d.e. (1) can be transformed as:
4 Risk-Neutral Density of (s T ; v T )
Characteristic Function
The conditional characteristic function (ch.f.) of (s T ; v T ) at time u 2 (t; T ], denoted as (u), is a Fourier transform of the risk-neutral probability measure:
Using the law of iterated expectations, (t) can be written as:
Hence, taking u > t arbitrarily close to t,Ê [d (t) jF t ] = 0. Applying Ito's lemma:
It then follows that (t) is the solution to a p.d.e.:
Now, suppose that the solution is of the form:
where p ( ; 1 ; 2 ) and q ( ; 1 ; 2 ) are complex-valued functions. Di¤erentiating:
Plugging these expressions back into (4) and simplifying:
Since the p.d.e. holds irrespective of a particular value of v t , the functions p and q must solve a system of ordinary di¤erential equations:
The initial conditions for this system are determined by:
Therefore, q (0; 1 ; 2 ) = i 2 and p (0; 1 ; 2 ) = 0. The solution can be split into three cases.
Case 1 6 = 0:
Let:
Then:
Case 2 = 0; > 0.
Case 3 = = 0:
7 Caveat. The expressions are valid when ( 1 ; 2 ) 6 = (0; 0). When ( 1 ; 2 ) = (0; 0), q ( ) = p ( ) = 0. One can verify that the solution for q ( ) and p ( ) is in line with the continuity property of :
= 1 for any > 0 (it is straightforward to extend the proof to the special case of = 0). 
Density as a Fourier Transform
The probability measure is an inverse Fourier transform of the ch.f. To illustrate, suppose that X = (X 1 ; :::; X p ) 0 is an absolutely continuous p 1 random vector. If the ch.f. of X, X , is
Vector (s T ; v T ) is random as of time t < T . 9 Applying the inverse Fourier transformation to , the density of (s T ; v T ) is:
Numerical Inversion
For brevity, I denote the density and ch.f. of (s T ; v T ) as of time t as f (s T ; v T ) and ( 1 ; 2 ), respectively, and refer to function e
( 1 ; 2 ) as "the integrand function." A numerical implementation of the Fourier transformation (5) relies on the vanishing property of the integrand function, which is straightforward to establish. First, since f (s T ; v T ) is Lebesgue integrable, its Fourier transform, ch.f. ( 1 ; 2 ), vanishes at in…nity by a multivariate extension of the Riemann-Lebesgue lemma (Rudin 1991, Theorem 7.5): lim any !1 ( 1 ; 2 ) = 0 + i 0. Second, the vanishing property of ( 1 ; 2 ) implies the vanishing property of the integrand function, since:
In practice, a good choice of the cuto¤ values may require some experimentation. As suggested by Carr and Madan (1999) , Fourier inversion is best to conduct with a fast Fourier transform (FFT) algorithm, which requires a discretization of the problem.
N2 , j1 = a 1 + j 1 1 , j2 = a 2 + j 2 2 , and j1;j2 = j1 ; j2 for j 1 = 0; :::; N 1 , j 2 = 0; :::; N 2 . The integral can then be approximated as:
b2 a2 for k 1 and k 2 from the same grid as j 1 and j 2 , respectively.
Substituting and simplifying, the approximation becomes:
where the second double summation term is a discrete Fourier transform, and the FFT algorithms are readily available for it.
Kernel Smoothing
Discrete Fourier transforms are potentially imprecise because of (1) truncation error and (2) periodicity of the transformed function (Press et al. 1992 , p. 578). 10 Given the vanishing property of the integrand, the …rst problem can be avoided by choosing su¢ ciently large integration cuto¤ values.
The second problem can be mitigated by kernel smoothing. I interpolate ( 1 ; 2 ) as:
where K ( ; ) is a kernel function 11 and K j1;j2 ( ; ) is the di¤erence between the true kernel and K ( ; ) at cuto¤ values.
When the cuto¤s are large in absolute value, function j1;j2 is negligibly small for all j 1 ; j 2 2 fcuto¤sg. Thus, the second term in (6) can be dropped.
to both sides of (6):
1 0 It can be shown that the real part of features dampening oscillations in the arguments. Selected graphical illustrations are available from the author on request. 1 1 I specify a simple kernel function and outline its properties in the appendix.
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Changing variables as
= y and integrating out x and y:
where
kernel-speci…c weighting function (see the appendix for an example). Then, a kernel-smoothed approximation to the density at s T;k1 =
becomes:
In the empirical application, I program the ch.f. inversion using equation (7) and recover all values of the density on the grid of (s T ; v T ) in one step with a bivariate FFT algorithm.
Geske-Johnson Scheme with Richardson Extrapolation
Consider a sequence of Bermudan options fD n (s t ; v t ; T t)g 1 n=1 , in which a derivative security with value function D n may be exercised at times t j = t+ j(T t) n for j = 1; :::; n. In this sequence, D 1 represents the price of a European option, which can be exercised only once, at maturity: n = 1, t 1 = T . In turn, D 1 corresponds to the value of an American-style security, which features a continuum of potential exercise times up to expiration.
Denoting the exercise value of D n at the …rst potential exercise time t 1 as EX (s t1 ; v t1 ; T t 1 ), 12 Bermudan options obey a recursion:
Now, let h n stand for the distance between t and the next possible exercise time of option D n : h n = T t n . Provided that D n is smooth in h n , it can be represented with a polynomial:
The exercise value is contractually determined. For a put option EX = (X e s t 1 ) + and for a call option EX = (e s t 1
X)
+ , where X is the strike price. 
D 1 , the value of a European-style security, can be computed by any existing e¢ cient approach (e.g., Heston 1993). In turn, D 2 , the price of a Bermudan option, must be calculated using recursion formula (8) . To evaluateÊ in (8) , I obtain values of the density of s T +t 2 ; v T +t 2 by the kernel-smoothed FFT method, as described earlier.
Numerical Experiment
In the following numerical experiment, I assess the accuracy of option pricing by the method developed in this paper using a common example in the FD literature (see Zvan In this example, a series of American puts with common strike price X = 10:0 and time to expiration = 0:25 is priced for …ve di¤erent levels of the initial underlying price S t = 8:0, 9:0, 10:0, 11:0, and 12:0 and for two di¤erent levels of the initial squared volatility v t = 0:0625 and 0:25. Parameters of the underlying price process are given in Table 1 .
After a preliminary numerical investigation, the cuto¤ integration bounds in the FFT step are set as 13 a 1 = 800; b 1 = 800; a 2 = 1750; and b 2 = 1750 and parameters that determine the number of points in the 1 2 grid are set as N 1 = 2 12 and N 2 = 2 14 . These choices ensure that the transformation of the ch.f. into density is accurate and de…ne a uniform s T v T grid with a step of 0:0039 along the s T axis and a step of 0:0018 along the v T axis. 14 To increase the speed of option valuation after the density is calculated, the s T v T grid is transformed by eliminating points with a marginal mass of less than 10 8 . The inversion of the ch.f. into density by the discrete FFT algorithm takes less than 44 seconds and subsequent computation of an option value takes roughly 17 seconds on a standalone o¢ ce workstation (Intel Core-2 2.83GHz, 4GB of RAM).
Results of the numerical experiment are presented in Table 2 As can be seen from Table 2 , my results are closely in line with the literature on the FD methods. Computed option values are not identical and there are a few small numerical discrepancies. However, the discrepancy is always under 0:01 in absolute magnitude (the relative "error" is three percent in the worst case). 15 These results suggest that the proposed extension of the Geske-Johnson scheme to the Heston model dynamics is able to price options with reasonable accuracy even when the simplest, linear Richardson extrapolation is employed.
A comparison of the computational cost of the method to the cost of the FD techniques is complicated by the fact that the method requires two distinct steps: (1) the inversion of the ch.f. to obtain the density prior to the calculation of the Bermudan option value and (2) the subsequent calculation of the American option price using the obtained density values and Richardson extrapolation. Together, the two steps for one option take approximately one minute, which is more than is typically needed by, for example, the operator splitting FD method of Ikonen and Toivanen (2004b , Table 6 ). However, more than 70 percent of the computational burden of the proposed method is due to the inversion step itself, which is essentially a …xed cost since the obtained values for the density can be reused in the calculation of prices of all options with the same underlying state vector and time to expiration, irrespective of a particular strike. This feature of the method is likely to be very valuable to practitioners who often need to compute prices for a set of options with di¤erent strikes on the same underlying asset. When there are many such option values to calculate, the method will be preferable to the FD techniques.
A notable limitation of the method is that the FFT algorithm restricts the integers N 1 and N 2 to be powers of 2, imposing a rigid constraint on the size of the 1 2 grid. In particular, choosing a …ner grid to improve the inversion accuracy requires at least a doubling of the size of the Fourier matrix. This feature of the method might be inconvenient in some applications.
Lastly, I should point out that the method can be potentially extended to utilize the quadratic or a higher-order Richardson extrapolation by adding early exercise times. In particular, the quadratic extrapolation would be based on three options: a European option, a Bermudan option with an early exercise time halfway to expiration, and a Bermudan option with two early exercise times, say, at two-thirds-and one-third-time before expiration. At present, I do not implement the quadratic extrapolation because it is computationally expensive without extensive parallelization of the algorithm and noncompetitive with FD techniques. Speci…cally, a calculation of the price 
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of the Bermudan option with two early exercise times would require multiple sequential FFT inversions and each inversion is costly, as explained above. 16 The method can also be extended to other underlying dynamics such as, for example, stochastic volatility with jumps (Bates 1996) . In that case, an extension is straightforward and requires only a replacement of the ch.f. of the log-price and squared volatility.
Empirical Application

Data
To illustrate the empirical performance of the method, I use data on the S&P 100 index options that were traded on the Chicago Board of Options Exchange (CBOE) in July 2004. The underlying stock index, S&P 100, includes 100 leading U.S. stocks, which are part of the broader S&P 500 index and comprise roughly 45 percent of the equity market capitalization. 17 The CBOE o¤ers both American-(ticker name "OEX") and European-style ("XEO") derivatives for the S&P 100 index. Except for the di¤erence in the exercise style, OEX and XEO options have identical characteristics, such as: exercise dates, minimal strike intervals, minimum ticks, cash settlement, etc. Still, OEX securities are more popular than XEO derivatives and usually have higher trading volume for every o¤ered strike and broader strike range.
To calibrate parameters and make in-the-sample predictions, I employ closing prices of options with positive trading volume on six consecutive trading days: June 30 th through July 2 nd and July 6 th through July 8 th . Price data for July 9 th are set aside to assess the out-of-the-sample predictive precision. Tables 3 and 4 provide a summary of the option data. Closing S&P 100 index prices on the seven trading days from June 30 th to July 9 th are 553.87, 549.01, 547.17, 543.33, 544.25, 540.21, and 542.63, respectively. I use the T-bill rate as a proxy for the risk-free interest rate r and interpolate rates for di¤erent times to maturity (R 2 of a linear OLS …t exceeds 90%). The interpolated annualized rates range from 1 to 1.5%.
The dividend rate is inferred from the European put-call parity:
where C t and P t stand for the prices of a call and put, respectively, with the same strike X. To compute dividend rates for di¤erent times to maturity, I employ XEO calls and puts with corresponding expiration dates that have high trading volume and a strike closest to the underlying index price. The interpolated annualized rates range from 1 to 4%.
Parameter Calibration
This paper focuses on pricing American options rather than on recovering parameters of the underlying stock index process. Thus, instead of literally estimating the parameters, I take a simpler route of calibrating them here. 18 The calibration is done by minimizing the sum of squared di¤erences between XEO option quotes and their predicted values. In total, I use data on 134 derivatives with positive trading volume on six consecutive trading days, from June 30 th through July 8 th . The objective function depends on ten parameters: , , , , and fv t;k g 6 k=1 , where , , , and are common across securities and fv t;k g 6 k=1 are speci…c to a trading day (e.g., v t;1 is v t at market's closing on June 30 th ). The sum of squared di¤erences is minimized subject to two parameter restrictions: 2 2 and 1 1. Since the objective function turns out to have many local extrema, I use a powerful but relatively slow simulated annealing algorithm.
The calibrated parameter values are listed in Table 5 and, overall, appear reasonable. First, the restriction 2 2 is non-binding at the optimum. Second, fv t;k g 6 k=1 are of the same order of magnitude as , the long-run value of v t . Third, < 0, which is in line with a common empirical observation that the variance of log-returns is inversely related to the initial price level and is typically attributed to the leverage e¤ect.
When making out-of-the-sample predictions for option prices on July 9 th (the seventh trading day), I set v t;7 to its expected value in discretized form:
where t is the daily time interval set equal to Overall, the pricing errors in Tables 6 and 7 appear reasonable and, notably, out-of-the-sample pricing errors (July 9 th ) are similar to their in-the-sample counterparts (June 30 th through July 8 th ). Instances in which an error exceeds $2 are rare. There are only eight such cases out of 108 cases reported in Tables 6 and 7 and 37 cases out of the total of 634 priced options overall. 19 A large majority of predictions deviate from actual quotes by less than $1 (an average put option quote is $8:96 and average call quote is $9:95).
In terms of relative errors (these results are available from the author on request), the method tends to misprice deep out-of-the-money options. However, such behavior of the method is expected. Actual prices of deep out-of-the-money options are always under $1 and often as low as …ve or ten cents. These quotes are substantially a¤ected by institutional constraints of the CBOE such as, in particular, a minimal quote and pricing step of …ve cents. Thus, actual prices of deep out-of-the-money options are likely to be substantially a¤ected by microstructural noise. The theoretical model does not take institutional constraints that lead to such noise into account. Moreover, since actual prices of deep out-of-the-money options are very small, the corresponding pricing errors will tend to be large percentage-wise.
For all other options, the method performs quite well. Roughly one half of all 634 options have a relative pricing error of less than 10%. Excluding deep out-of-the-money options with quotes of $1 and less, the average relative pricing error (in absolute value) is under 12%. Table 8 lists root mean squared errors (RMSEs) of all price predictions, by trading day and expiration month. The RMSEs do not appear to follow any obvious pattern, either by trading day or by option duration. Predictions for December-expiring derivatives are relatively coarse, but in several instances they are of nearly the same accuracy as predictions for options with shorter duration. Also, out-of-the-sample predictions (July 9 th ) are on par with the in-the-sample predictions (June 30 th through July 8 th ). Therefore, I conclude that the method overall performs reasonably well in the empirical setting.
Early Exercise Premium
It has long been known in the literature that the price of an American option can be decomposed into the price of a corresponding European option and an early exercise premium. 20 In the BlackScholes setting, this decomposition o¤ers a way to price American-style securities quickly and accurately (see MacMillan 1986, Barone-Adesi and Whaley 1987).
An analytic formula for the European option value under the Heston model dynamics is readily available and straightforward to program. However, the problem of American-style derivatives'valuation is much more challenging, as discussed earlier in this paper. Thus, a practitioner 
where W t is a standard Brownian motion -so that the corresponding Black-Scholes European option price is set identically equal to the one of the Heston European option. Third, given the calibrated , calculate the early exercise premium associated with a corresponding Black-Scholes American option by any available e¢ cient method (in what follows, I refer to this premium as "the naïve premium"). Finally, approximate the Heston American option price by adding the naïve premium to the Heston European option price.
The following numerical example illustrates how such a naïve pricing approach may result in incorrect option values. Table 9 shows early exercise premia for seven actually traded OEX puts with di¤erent strikes and two di¤erent times to expiration (the underlying price is S t = 540:21). In column "Heston Premium,"the premium represents the di¤erence between the Heston American put price calculated by the method proposed in this paper and the corresponding Heston European put value. In column "Naïve Premium," the premium is calculated using the simple pricing approach, as described above. 21 Even though there may be a small approximation error associated with the Heston American put value, the Heston premium exceeds the naïve premium by at least an order of magnitude in most instances, as can be seen from Table 9 . Thus, the naïve pricing approach may lead to a biased estimate of the true early exercise premium under stochastic volatility and should be avoided in practice because it is likely to produce incorrect American option prices.
Conclusion
In this paper, I develop and apply a method of valuing American-style derivatives under the stochastic volatility dynamics of the Heston model. The approach is based on the Geske-Johnson scheme and requires knowledge of the joint density of future log-price and squared volatility to compute the value of a Bermudan option with a potential exercise time halfway to expiration.
I analytically solve for the ch.f. of the underlying state vector and recover the corresponding density with a kernel-smoothed FFT algorithm. The FFT algorithm is very e¢ cient in that it allows for the computation of all values of the density on a grid in one step. Kernel smoothing 19 helps to mitigate the problem of precision loss in a discrete Fourier transformation. Numerical accuracy of the method is assessed by pricing a sequence of American puts from a common example in the FD literature. I …nd that the method produces option values that are in line with the ones obtained by the FD techniques.
The computational burden of the method can be split into two distinct components: (1) the cost of inverting the ch.f. to obtain the density and (2) the cost of calculating an option price using the obtained density values. Notably, the inversion step is essentially a …xed cost of the method. After the density values are obtained, they can be reused in the calculation of prices of all options with the same underlying state vector and time to maturity. This feature of the method makes it especially well suited to price a set of many options with di¤erent strikes on the same underlying asset, which is a task often encountered by practitioners.
The empirical performance of the method is evaluated using traded S&P 100 index options. Overall, pricing errors are small and out-of-the-sample errors are similar to the in-the-sample ones. I additionally demonstrate that a naïve pricing approach in which an approximation of the Black-Scholes value of the early exercise premium is added to the Heston European option may lead to substantially biased American-style derivative prices and, therefore, should be avoided in practice.
K ( ; ) has several notable properties. First, it is symmetric and nonnegative. Second, it reaches the maximum of 1 when both arguments are zero. Third, the kernel assigns positive weights to at most 4 interpolation points closest to ( 1 ; 2 ). Fourth, by straightforward integration: Using a Taylor series expansion of cos( ): for any x and y from the rectangle of integration. Therefore:
Now, since (4 ) 2n (2n)! quickly approaches 0 in n, a small value of N is su¢ cient to accurately approximate the weighting function as:
2n K (x; y) dxdy:
After some experimentation, I have determined that the choice of N = 8 results in a high approximation precision and, therefore, I use it in the empirical application. Closed-form expressions for integrals
2n K (x; y) dxdy, where n = 1; :::; 8, are straightforward to derive (the formulas are available from the author on request).
