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Abstract 
During a six month period in 1984 synchronous Electromagnetic 
data were recorded from a 5 site MT array located near the 
town of Izmit, western Turkey. The array was located over an 
active earthquake swarm which forms part of the active North 
Anatolian Fault (NAF). The recordings covered a band width of 
10 to 10000 seconds. Both Single Site (SS) and Remote 
Reference (RR) processing techniques were employed to produce 
impedance tensors for MT, Vertical and Horizontal fields. 
Results for consecutive 5 day groups provide maximum 
resolution for the time dependency study, while 30 day groups 
provide high resolution sounding curves that are used in the 
construction of a geoelectric model for the area. 
Interpretation of the MT sounding curves indicates that 
induction is controlled by a thin sheet mechanism which gives 
rise to static shifts in all the MT curves. Regional 
geoelectic strikes correlate well with the azimuths of 
regional stress (ESE-WNW). A 1-dimensional (1-D) geoeletric 
model was derived based on the MT phase curves of sites 222 
and 333. The first layer, 10 to 14 km thick with a 
resistivitçof 60 to 100 ohm.m, correlates well with the 
brittle fracture seismogenic zone of the upper crust in this 
region. This zone overlies a more resistive layer of 800 to 
1000 ohm.m. 
Time dependency results highlight the need to adopt robust 
methods for data collection and processing. Within the limits 
of data resolution and because of low level seismic activity, 
no precursory changes in the electromagnetic transfer 
functions were observed. Horizontal field transfer functions 
provided the most consistent and accurately resolved results. 
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1.1 BACKGROUND TO TDP3. 
Earthquakes represent one of the earths major environ-
mental hazards. It is unfortunate that mankind has 
sought to occupy those parts of the earths land mass 
that are most prone to frequent, destructive earth-
quakes; Western America, eastern Mediterranean, South-
east Asia. All contain major crustal plate boundaries 
which are currently active e.g. zones of subduction or 
transcurrent faulting. 
The effect of earthquakes on centres of population are 
well known witness the Tashkent earthquake of 1976, and 
the Mexico earthquake of 1986, only two of the more 
recent earthquakes. Governments of countries likely to 
be affected by destructive earthquakes in the absence of 
accurate prediction of impending events can only plan to 
cope with the aftermath of disaster. 
How much better to have to plan only for the evacuation 
of the populace prior to the earthquake. Unfortunately 
the science of predicting earthquakes; their location 
and magnitude and response of the local crust to this is 
still in its infancy. The dangers of false prediction at 
this present moment in time far out way the advantages 
of being accurate. 
To predict an earthquake requires accurate models of the 
behaviour of crust supported by details of the stress 
regime active (rate of stress accumulation, behavioural 
characteristics of the crustal rocks), supported by 
field observations of the physical parameters known to 
be stress sensitive e.g. resistivity, seismic velocity, 
radon emission and water flow. 
Modelling of the rock physical properties both in the 
laboratory and numerically has been extensively carried 
out. However the gathering of field observations against 
which model results can be compared relies very much on 
the fortuitous occasions when experiments have been 
operating in the region of large earthquakes. Unless 
coordinated by government organisations like the USGS 
projects suffer from short durations and small spatial 
coverage. Earthquake prediction is at the stage where 
proper selection of the earth properties most sensitive 
to stress variations and best recorded (in terms of 
equipment required, susceptibility to noise sources and 
reliability) have to be carefully identified prior to 
large scale application to prediction projects. Single 
parameters by themselves may be ambiguous therefore 
combinations of complimentary parameters must be found. 
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TDP3 (Turkish Dilatancy Project 3) falls into this last 
category. It is a multi-disciplinary project of two 
parts. Part 1 comprised a 15 station, 3 component 
seismic recording network and a 5 site Electro-Magnetic 
(EM) experiment with which this thesis deals. Part 2 
involves a program of repeat micro-gravimetric surveying 
which is still continuing. 
The field work for part one was carried out during 1984 
in a region of western Turkey to the south of the 
industrial town of Izmit which is situated at the 
eastern end of the Marmara sea. The field area straddles 
one of the major active zones in the eastern 
Mediterranean - the North Anatolian Fault (NAF). The 
area was selected because of its consistently high 
earthquake swarm activity within an otherwise aseismic 
segment of the NAF, (Crainpin et al. 1975) and which is 
viewed as a potential site for a future large 
earthquake. 
Two previous seismological experiments, TDP1 (1979) and 
TDP2 (1980), designed to study the properties of seismic 
shear waves located several persistent swarm foci. The 
area therefore provides the opportunity to test the 
abilities of both seismic and EM techniques to 
consistently monitor the geophysical parameters of the 
crust involved in earthquake preparation and allow cross 
correlation of observations. 
Additionally the EM experiment allows the study of the 
geoelectric structure of the crust and mantle in the 
Izmit region and in particular provides an independent 
view of the seismic model for the upper crust in the 
area. 
The primary objective of the EM field experiment was to 
collect continuous broad band (10 to 10 000 seconds) 
data on magnetic fields (the three principle orthogonal 
components Hx, Hy and Hz) and electrical fields (Ex, Ey ) 
at each of five sites. The recording at each site being 
synchronous to facilitate the investigation of changes 
in the fields between sites. An important aspect of the 
project was the simultaneous collection of data from 
each site by a central computer via radio telemetry. It 
is believed that this project is the first time that an 
experiment of this nature has been attempted. By 
producing regular estimates of the earths electrical 
transfer functions the aim of the experiment is to 
examine the most reliable of the available transfer 
functions. Any accurately resolved changes in the 
transfer functions being corroborated by the recorded 
earthquake activity supplied by the seismic experiment. 
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The EN experiment is not without its disadvantages. 
Primarily the proximity to Izmit makes the collection of 
E?M, fields with gocid Gignal to noise ratios particularly 
difficult. This in turn makes it difficult to 
consistently produce accurate electromagnetic transfer 
functions at a high enough time resolution to provide a 
detailed picture of temporal changes in apparent crustal 
resistivity. 
1.2 SCOPE OF THIS DISSERTATION. 
It is important that the fundamental theory behind the 
techniques to be used in the processing and interpreta-
tion of the observed electromagnetic fields be clearly 
understood. Beginning with Maxwell's equations for the 
full vector field the basic theory which electromagnetic 
fields obey is reviewed and the fundamental relation-
ships and assumptions pertinent to the Geoelectric 
sounding are derived. Simplified versions of Maxwell's 
equations are introduced for 1 and 2 dimensional 
geoelectric structures. The concept of impedance tensors 
and the interpretational parameters derived from them 
are discussed. A brief review of the 1 dimensional 
inversion techniques used in chapter 6 is also given. 
Finally the physical parameters which control crustal 
resistivity are discussed with special attention being 
given to those mechanisms which are likely to dominate 
in regions of crustal stress accumulation and give rise 
to precursory changes in resistivity. The models for wet 
and dry crustal dilatancy are also discussed. 
In chapter 3 the geotectonic setting of the Izmit region 
is discussed in terms of its geological evolution and 
through the available geophysical data derived from 
seismology. The case for the Izmit area being a site for 
a major earthquake in the future is discussed. 
Chapter 4 describes the technical details of the 
experiment. It covers both the the equipment and 
techniques used to collect synchronous data from 5 sites 
continuously over a six month period and a detailed 
description of the sites used and the criteria employed 
in their selection. 
Typical data sets are presented in chapter 5 together 
with a discussion of the problems encountered with bad 
data sets. A simple technique for automatically 
identifying and correcting major data errors is 
introduced. The frequency domain processing techniques 
applied for the production of the appropriate impedance 
tensors at are described in detail. 
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In chapter 6 despite the limited spatial coverage and 
limited quality of the TDP 3 array data a general 
interpretation of the major induction mechanisms in the 
Izmit area is attempted together with the construction 
of a simple 1 dimensional geoelectric model. The results 
are contrasted with the results of the parallel seismic 
experiment. 
r 
The existing body of published obsejvations of electro-
magnetic precursors relevant to the techniques applied 
here are reviewed. The TDP 3 results are then presented 
and contrasted firstly with the other techniques used 




BASIC THEORY AND TECHNIQUES. 
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2.1.0 INTRODUCTION. 
The passive E.M. induction techniques of MagnetoTelluric 
(MT) and Global Deep Sounding (GDS) have been developed 
over the past 30 years as practical tools for 
lithospheric investigation. Since Cagniard (1953) set out 
the theory of the MT method, substantial effort has been 
expended in the refinement of the theoretical basis, 
instrumentation and interpretation. In the first part of 
this chapter a brief summary of the physical relation-
ships pertinent to electromagnetic induction and the 
techniques applied in this project is given. For an in 
depth coverage of the theory the reader is referred to 
the works of Keller and Frischknechkt (1970), Rokityanski 
(1981) and Kaufman and Keller (1982). 
In part two the principles of the l-D inversions schemes 
used in chapter 6 are described. The forward modelling of 
2 and 3-D structures of relevance to later interpreta-
tions are reviewed. 
Part three reviews the physical parameters which control 
rock conductivity. In particular it concentrates on upper 
crustal mechanisms likely to prevail in active tectonic 
regimes and their relevance to earthquake prediction. 
2.1.1 CONVENTIONS USED IN THIS THESIS. 
The following coordinate conventions will be used 
throughout this chapter: 'x' and 'y' are orthogonal and 
horizontal axes representing positive north and east 
directions respectively, 'z' is the vertical axis 
mutually perpendicular to 'x' and 'y' and is positive 
downwards from the surface. The magnetic and electric 
fields are measured in mV/km and nT respectively. All 
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vector quantities which are underlined, have an implicit 
time dependance of e (+iwt). This produces time 
derivatives of the form d/dt which may be equated with an 
implied factor +iwt. The positive sign of this factor is 
important to note as it limits the phase of all response 
functions calculated to the interval 0" -> 90". This 
convention is used throughout. All EM vector quantities 
are assumed to possess this time dependence and, in 
consequence, e(iWt) is dropped for convenience. 
2.1.2 E.M. SOURCE FIELD CONSIDERATIONS 
Naturally occurring E.M. fields contain appreciable 
energy over a wide frequency spectrum. Their amplitudes 
being greater than those produced by man-made sources, 
for example the energy in a magnetic substorin is around 
1021 to 1022 ergs. E.M. fields therefore provide the 
capacity to probe several hundred kilometres into the 
lithosphere depending on local conditions. The frequency 
range of EM source fields measured by passive sounding 
techniques are divided into two sections, each dominated 
by different source mechanisms (Keller and Frisckhnechkt 
1971). Firstly the audio range, also known as the ELF 
band, extending from 1 Hz to several tens of kHz. Here 
the field is a summation of global thunder storm activity 
within equatorial regions. Major frequency specific 
man-made contributions in this band come from radio 
communication systems and power distribution networks 
(Adam et al. 1986). The effects of the latter are often 
highly localised and are a major contributor to the noise 
fields below 1 Hz, the period range of this study. 
Specifically, the field variations in the period range 10 
to 10 000 seconds observed at mid latitudes (20" - 60 11 ). 
Source fields originate from the interaction of the 
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figure 2.1 typical amplitudes of natural variations in 
the horizontal geomagnetic field at mid latitudes & 
corresponding amplitudes of electric fields assuming a 
uniform earth of 20 ohm.m. (after Serson 1973) 
latter consists of a time varying stream of electrons and 
protons ejected from the Sun. The main spectral 
contributions within the MT band arising from these 
interactions are shown in figure 2.1. The main 
geomagnetic disturbances are: 
Pulsations: Pulsations constitute the main 
fields in the period range 1 to 500 seconds. Two 
types are recogniseda) Continuous pulsations 
(Pc's) characterised by small quasi-sinusoidal 
fluctuations. These are classified on the basis 
of their continuity, period and amplitude. Pc's 
are characterised by a steady or regular 
fluctuation of amplitude. At mid latitudes, Pc 3 
and 4 are dominant during the summer months and 
particularly prior to the commencement of 
magnetic storms. b) Irregular Pulsations (Pi's) 
are impulsive, displaying the characteristics of 
a damped sine wave. 
Magnetic storms: these are the result of polar 
disturbances caused by intensification of the 
auroral electrojet. They have characteristic 
periods of between 2 to 5 hours and may occur 1 
to 	3 times a day. 
Daily variation (Sq): with a period of 24 hours 
this affects only investigations with periods in 
excess of 3 hours. It characteristically has an 
amplitude of several tens of nT and exhibits 
seasonal variations with summer values approxi-
mately twice that of winter months. 
The following assumptions are made about source field to 
simplify the mathematics involved in erecting an 
operative MT model, (e.g Cagniard 1953): 
Magnetic and electric fields exhibit linear 
relationships and are normally incident, plane 
polarised harmonic waves with spatial uniform-
ity. 
Despite early objections, these assumptions still form 
the basis of the method today. The plane wave assumption 
may introduce errors in the derived response functions 
when horizontal wavelengths of the source are finite 
(Wait 1954 and Price 1962). However modelling studies by 
Madden and Nelson (1964) demonstrated that the errors 
introduced into the MT interpretation are insignificant 
when compared with the effects of lateral conductivity 
variations. Srivastava (1965) concluded that, for mid and 
low latitudes, the plane wave assumption is valid to lO 
seconds. 
The above model assumes that a secondary EM field, which 
is a function only of z inside the earth, is generated by 
a primary horizontal current sheet located above the 
surface of the earth. In this instance the earth model is 
1-dimensional. If the x-axis is aligned parallel to the 
induced current direction ix,  the induced current sheet 
generates a uniform magnetic field Hy at the surface. 
2.1.3 FUNDAMENTAL RELATIONSHIPS OF EM INDUCTION. 
The fundamental relationships which describe the 
propagation of electric and magnetic fields in isotropic 
media are expressed in Maxwells equations. These are 
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general differential forms of the Boit-Savart law, 






curl ! = (s + iwe)g 
curl 3 = -iwu 
div B = 0 
divD=O 
where E, H, B and p are the electric and magnetic field 
intensities, magnetic induction and displacement vectors 
respectively and i is the current density vector. 
'a', 'u' and 's' are the electric permittivity, magnetic 
permeability and conductivity respectively and describe 
the electric and magnetic properties of the medium. They 
may be expressed as tensors in anisotropic media. In such 
circumstances they are time variable and depend on the 
frequency and intensity of the applied field. In this 
work the low frequencies and weak fields encountered mean 
that the time dependent features can be neglected and the 
medium treated as isotropic. The supplementary relation-
ships: 
are required to complete the set. Relationships 
(2.1)-(2.4) can be combined to give the general wave 
equation: 
-11- 
A 2F = -iwu(s - iwe) F 
(2.5) 
where either E or H may be substituted for F. The terms 
within brackets on the right hand side of equation (2.5) 
represent the conduction and displacement currents 
respectively. Typical conductivities encountered in 
common earth materials are large (101 to 10 mho/m) 
compared with the values of permitivitty (1011 farad/m), 
and the normal frequency range measured (102 to 10 4 Hz). 
The ratio we/s is very small and therefore in equation 
(2.5), the displacement currents may be ignored. This 
reduces equation (2.5) to the form: 
2 p = -iwusF 
(2.6) 
which describes E.M. induction in terms of a diffusion 
process rather than wave propagation, Price (1962). 
2.1.3.1 UNITS USED. 
In this work S.I. units are used throughout. Quantities 
in Maxwells equations (2.1 - 2.4) are expressed in units 
of 
Magnetic field strength [H] = A.m 
Magnetic induction [B] = T 
Electric induction  = C.m 
Electric field strength  = V.m 
Current density [j] = 
Conductivity [s] = 
Charge density (q) = C.rn 3 
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Permitivitty (freespace) 	e0 = 1/(36IxlO 9 )F.m 1 
Permeability (freespace) 	u, = 4Ix1O 7H.m 1 
2.1.4 EARTH RESPONSE FUNCTIONS. 
The basic interpretational parameter of the MT method is 
the plane wave impedance, Z. This is the ratio of E and H 
fields, measured at the earths surface. It relates E and 
in a 3-dimensional sense to the conductivity structure 
beneath the observation point. In the following section 
the properties of Z useful for interpretation are 
developed and discussed for simple 1,2 and 3-dimensional 
structures. For sake of brevity the abbreviation '-D' is 
from now on used in place of the term 'dimensionality' 
when discussing model dimensions. 
2.1.4.1 1-D MODELS. 
The simplest conductivity model to which equation (2.6) 
can be applied is a l-D earth. In this model conductivity 
is taken to be a function of depth only, s=s(z), and all 
structures described by a series of layers of finite 
conductivity and thickness overlying a uniform half 
space. The plane wave assumption of the source field and 
the nature of the field relationships in a layered media 
result in three boundary conditions for 1-D structures. 
These are: 
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PERIOD ( seconds). 
50.0 	75.0 	100.0 	250.0 	500.0 	750.0 	1000.0 
R 	1.0 3.6 4.4 5.03 7.96 11.3 13.8 15.9 
E 
S 	50.0 25.26 30.6 35.4 55.9 79. 96.8 111.8 
I 
S 	100.0 35.4 43:3 50.0 79.1 I11.8 36.9 158.0 
T 
I 	250.0 55.9 68.5 79.1 125.0 177.0 216.5 250.0 
V 
I 	500.0 794 96.8 111.8 177.0 250.0 306.2 353.5 
T 
Y 	1000.0 111.8 136.9 158.1 250.0 353.5 433.0 500.0 
o 	2000.0 158.t 193.6 223.6 353 500.0 6124 707.0 
h 
m 	5000.0 250.0 306.2 353.5 59.9 79('.6 966.0 1138.0 
r,i 
- 
Table 2.A: Depth of penetration obtained for a simple resistive half 
space calculated using equation (2.8) for a combination of 
resistivities likely to be encountered in the earth for the 
recording periods used in the TDP 3 project. 
Tangential E is continuous across media 
boundaries. 
Tangential R is continuous across media 
boundaries. 
Normal components of P are continuous across 
media boundaries. 
In the l-D case, a harmonic, plane polarised wave of the 
form E = (Ex ,O,O) and R = (OHy O), equation (2.6) 
provides: 
d2 Ex/dZ2 = iWUBEx = k2 Ex 	 (2.7a) 
d2 Hy/dZ2 = iWUSHy = k2Hy 	 ( 2.7b) 
Here the quantity 'iwus' is equal to the square of the 
wave propagation number 'k'. It is related to a parameter 
'd' known as the skin depth. This is the depth at which 
the down going field in a uniform half space is reduced 
to l/e of its surface value: 
d = ( 2/uws) 05 	 (2.8) 
The association in equation (2.8) between frequency, 
depth (or distance) and conductivity forms the basis of 
induction sounding techniques. Table 2.A displays the 
relationship between period, resistivity and penetration 
depth within the likely bounds of the TDP3 project. 
Solutions for equations (2.7a) and (2.7b) can be 
generalised for l-D models with any number of layers to 
yield analytic solutions of the form: 
Ex = Afle ( kfl Z) + Be(ikZ) 	 (2.9a) 
= k'1/wu (Afle(1)Z) + Bfle(kn Z)) 	(2.9b) 
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(Kaufman and Keller 1982 pp  50) 
Each solution represents the sum of 2 plane waves, one 
travelling downward with a magnitude Ae(kz) and one 
upward with magnitude Be(-kz). Coefficients 'A' and 'B' 
are generally complex and unknown. The relationship 
between the electric and magnetic fields in equations 
(2.9 a,b) can be written as: 
Ex = (Ane(ik 	+ Be(k)] = k/wuHy (2.10) 
The removal of unknowns 'A' and 'B' is achieved by taking 
the ratio of the electric and magnetic components thus: 
EX/Hy = WU/k = Zy 	 (2.11) 
The term ZKY is the plane wave impedance of Cagniard 
(1953). For plane wave propagation Z depends on 
frequency and the electrical properties of the medium 
i.e. = Z(w,$). Equation (2.11) therefore provides a 
direct relationship between the measured fields and the 
conductivity structure of the medium. In a 1-D earth Z is 
independent of the orientation of the measurement axes 
and the directional impedance Zyx equals the orthogonal 
impedance Zxy. The practical units of measurement of 
are xnV/km.nT. 
It is usual to express the earth impedance as an apparent 
resistivity 'Ra' given by: 
Ra(W) = 1/vu IZ(W) 1 2 = 1/Vu IEx ()/Hy (w) I 	(2.12a) 
The associated phase of 'Re ' is defined as: 
Va = arglEx(w)/Hy(w) I = argiBy(v)/Hx(w) I 	(2.12b) 
-15- 
e is a measure of the phase lead of H over E and for a 
uniform half space 0(w) = tf/4 in accordance with the 
time dependence e(i1t). 
The forward problem of defining the surface impedance at 
a given series of frequencies for a known 1-D model is 
obtained by expanding equation (2.12) for the solutions 
to respective EM fields in equations (2.9 a,b) and 
eliminating the unknowns A and B. The result is a 
recursive formula of the form: 
UJU 
= 	Cot - k\1, 	 (- 	
CA 
+ Ar 	 )I % 
(Kaufman and Keller 1982) 
2.1.4.2 2-D GEOMETRIES. 
An isotropic plane layered model is obviously unsatisfac-
tory in the interpretation of data for realistic earth 
structures. Many geological structures, can be approxi-
mated by a 2-D geometry by making the assumption that 
conductivity is a function of depth and one horizontal 
axis only. Conventionally the horizontal axis of 
variation is taken to be ' y ' , such that s = s(y,z). 
Conductivity is therefore invariant along the 'x' axis 
which is taken to correspond to the geoelectric strike. 
Defining the vectors E = (Ex ,Ey ,Ez ) and H = (HxsHy,Hz)a 
-16- 
set of relationships are derived for the orthogonal 
electric and magnetic components from equations (2.1) and 







dE z/dY - dEy/dZ = iWUHx 
dEildz = -ivuH 
dEdy = iwuHz 
dHz/dY - d.Hx/dZ = SEx 
x/dZ = SEy 
dHx/dy = SEx 
(Rokityanski 1982, p52) 
Equations (2.14)-(2.19) define two orthogonal modes of 
induction 
Equations (2.15) , (2.16) and (2.17) involve 
only Ex,  H and Hz and are known as the 
E-polarisation mode. The electric currents flow 
along the x-axis i.e. along the lines of equal 
conductivity. This gives rise to anomalous Hz 
fields. 
Equations (2.14), (2.18) and (2.19) involve 
only Ey, H and Ez and form the H-polarisation 
mode. The magnetic field, Hy , is parallel to the 
geoelectric strike direction and the electric 
currents, E, cross conductivity interfaces. 
Accordingly, volume charges arise in areas of 
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gradient variation of 's' and surface charges 
occur at intersection of current and surfaces of 
's' change. This is known as the Galvanic effect 
(Berdichevsky and Dimitriev 1976). The effects 
of these charges are frequency independent and 
important in the interpretation of MT sounding 
curves. 
By eliminating Hx and Hz from (2.14), (2.15) and (2.16) 
the E-polarisation reduces to one of solving the 
equation: 
d2E/dy2 + d2 Ex/dz2 = iWUSEx 	 (2.20) 
and likewise for the H-polarisation the elimination of E, 
and Ez  from (2.13), (2.27) and (2.18) gives an equation: 
d2H/dy2 + d2Hx/dz2 = iWUSHx 	 (2.21) 
These are the 2-D diffusion equations for the E and fl 
polarisations. In general, (2.20) and (2.21) cannot be 
solved analytically because of the difficulties of 
applying boundary conditions to their general solution. A 
few specialised geometries have been solved, see Hobbs 
(1975). Numerical solutions are obtainable, subject to 
the boundary conditions, and are used to investigate EM 
induction in 2-D bodies of arbitrary shape. Several 
numerical procedures used to calculate 2-D response 
functions include: finite difference, (Jones 1973, 
Brewitt-Taylor and Weaver 1976), Finite element, and 
Integral equations, (Weidelt 1975). 
The plane wave impedance in a 2-D situation is 
represented by two uncoupled measurements in the 
respective modes such that: 
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El 
X = Z'xyH'y and E 1 = Z'yiH'x 
(2.22) 
This can be shown in a tensor form: 
I E' 	- I Z' 	2 'xy 	I H' 
I El y  I - I Z'yx z'yy I I 'y 	
(2.23) 
The prime indicates that measurement axes are aligned 
parallel and perpendicular to the models geoelectric 
strike and Zl XX  = Z' yy = 0. 
2.1.4.3 3-D MODELS. 
Although l-D and 2-D approximations are made in the 
majority of geophysical cases in fact the conductivity 
structure is 3-D. Maxwells equations cannot be reduced to 
simple forms for a = a(x,y,z) and analytical solutions 
are not possible. The study of numerical solutions for 
3-D models with simple geometries provides very important 
results for the interpretation of MT and GDS data. 
Several numerical algorithms have been developed. For 
example: Integral equations (Weidelt 1975, Ting and 
Hohmann 1981, Wannemaker et al. 1984), Differential 
equation method (Reddy and Rankin 1977, Jones and Vozoff 
1978), and the Thin-Sheet approximations (Ranaganayaki 
and Madden 1980). Most studies deal with the effects of 
one particular class of structure, the thin-sheet, finite 
conductor, which for example can approximate the effect 
of a sedimentary basin. Of particular note are the 
results of Reddy and Rankin (1977), Jones and Vozoff 
(1978), Hermance (1982), Park et al. (1983), Park (1985), 
Wannemaker et al (1984) which examine the spatial changes 
in Z and the derived parameters around the margins of 
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conductive slabs within a simple resistive half space or 
a layered half space with a view to providing guides to 
interpretation. These results are discussed in more 
detail in chapter 6. 
2.1.5 STRUCTURAL PROPERTIES OF THE IMPEDANCE TENSOR. 
In this section the properties of the inipedence tensor 
which can be used to identify the geometry of the 
geoelectric structure beneath the sounding site are 
discussed. The primes are dropped from the elements of 





where Zxx and 2YY are additional impedances due to the 
contributions of parallel magnetic field components. 
Using the tensor form of Z in equation (2.22) a set of 
4. 
linear 2 equations relating all the measured horizontal 
fields can be formed: 
Ex i = IZxx Zxy I lEx i 
	
(2.25a) 
lEy l = IZyx Zyy I IHy l (2. 2 5b) 
This formalism represents the basis of the MT tensor 
method first put forward by Swift (1967). It is 
convenient to regard such a system in terms of a series 
of inputs Hz and Hy to a frequency dependent system with 
a response function of Z producing an output E. This 
concept is used in chapter 5 to estimate the quality of 
the relationship between between measured components. The 
concept is graphically demonstrated in figure 5.9 
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The measurement axes in an MT survey are commonly 
arranged north-south (x) and east-west (y) with respect 
to the earths magnetic field. In practice, coincidence 
with the regional geoelectric strike, if one exists, is 
rarely achieved. This may give rise to significant 
diagonal elements in Z for 2 and 3-D situations which 
require careful interpretation. 
2.1.5.1 ROTATIONAL PROPERTIES OF Z. 
Bostick and Smith (1962) demonstrated that Z can be 
rotated to an azimuth (6) at which some function of its 
elements maximises. In this work the function used is: 
IZxy (0) + Zyx (e)1 2 	 (2.26) 
This azimuth, here after called the principle azimuth and 
indicated by e5 , is directly related to geoelectric 
strike in the 2-D approximation. The standard right-
handed rotation of Z is achieved using the matrix 'T' 
given by: 
cose sine 
ITI = 	 ( 2.27) 
-sin e cog e 
The tensor rotation is then: 
I z(e)' I = 	T I 1 Z 1 1 T 	 (2.28) 
where I T 	is the transpose of I T 1. The angle e5 is 
ambiguous by 900. It is theoretically possible to resolve 
the ambiguity by using the vertical field tipper 
functions to be described in section (2.1.5). 
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When significant 3-D structure is present the exact 
relationship of e, calculated from equation (2.28), to 
earth structure becomes unclear and may vary considerably 
over a survey area. Several approaches to the definition 
of strike in 3-D situations have been proposed. Gamble et 
al. (1982) make the assumption that the regional strike, 
if one exists, can be recovered by averaging es along an 
extended MT profile. In this work, the approach of Zang 
et al. (1987) has been employed. Their method attempts to 
separate a local geoelectric strike (indicated by the 
subscript 1) due to near surface structure from the 
regional, deeper geoelectric strike (indicated by the 
subscript r). Both the local and regional strikes of the 
model are assumed to be 2-D. The azimuths for 8r and 81 
are obtained for each period by minimising the functions 
in equations (2.29) and (2.30) on rotation of the tensor. 
Q(b,a,er ) = (Q1+Q2) = IZ,-bZy, 1 2+IZyy-gZxy I 2 (2.29) 
and 
Q3(a,01 ) = IalZxx+a2 zyy 1 2+1(1-al/a2 )I 	 (2.30) 
where 
b = Zxx Zyx/lZyxI 2 
g = Zyy  Zxy/IZxyI 2 
a = a1/a2 
a1 = [ 1 + {(S1 - 1US3 )23-1/2 
a2 = -a1(S1 - 1/S3 
1 = [ S1 + S2 + ((S1 - S2) 2 + 4S3 2 ) 1/ 2 )/2 
Si = ZxxI2 
= IZyy I 2 
63 = Re(Zxx* Zyy ) 
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This technique is used to effect in chapter 6 to 
investigate the relationships existing between regional 
stress patterns defined by siesmic shear wave experiments 
and geoelectric strike measurements. 
2.1.5.2 Dimensionality Indicators. 
The structure of the earths conductivity distribution can 
quantitatively be defined by examining the rotationally 
invariant properties of the tensor, Z. The loci of 
elements of 1(9)' in the complex plane are a point in the 
l-D case, a line in 2-D and an ellipse for the 3-D 
situation. Under rotation the centres of each ellipse are 
invariant and given by: 
Z1 = Z 	+ ZYY (2.31a) 
Z2 = Zzy - Zyx 	 (2.31b) 
The major and minor axes of the ellipse are: 
Z3 = Z(G)' + Zyx(e)' 	 (2.32a) 
Z4 = z(e)' - z(e)' (2.32b) 
Several dimensional indicators have been derived using 
combinations of the impedance tensor elements. Summaries 
of these indicators may be found in Word et al (1970) and 
Kaufman and Keller (1981). The Skew parameter (Swift 
1967) is most commonly used and is defined as: 
I zxx + zyy I 
Skew 	 (2.33) 
I zxy - Zyx I 
For 1-D and 2-D cases this is zero and for a 3-D earth 
non-zero. In his review of dimensionality indicators, 
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Beamish (1986b) pointed out the uncertainty that exists 
in ascribing meaningful bounds to Skew in the 
interpretation of structural dimensionality. He suggests 
the use of the weights derived by Kao and Orr (1982). 
These attempt to simultaneously assess the relative 
importance of 1-D, 2-D and 3-D structural contributions 
at any given point on the sounding curve. 
Using the definitions of Zi, Z2 and Z3 from equations 
2.31a,b and 2.32a these weights are defined thus: 
Dl = Iz 1 I/B 
(2.34) 
D2 = 1Z 3 1/B 
(2.35) 
D3 = 1Z2 1/8 
(2.36) 
where S is defined as 
B = IZ1I + 1Z31 + ( 1Z2 1 + 1Z 4 1)/ 2 
(2.37) 
2.1.6 GLOBAL DEEP BOUNDING METHOD (G.D.B). 
It is standard practice to measure the vertical magnetic 
component ( Hz) in MT surveys. When used as part of a 
spatial array it provides useful information on lateral 
changes in resistivity. 
The G.D.S. technique is based upon the linear 
relationships between the vertical field component and 
both horizontal magnetic field components HX and My . In a 
l-D case no vertical fields are produced while for the 
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2-D case Hz, the anomalous component, is present only in 
the E-polarisation mode, equation (2.20). The concept of 
a transfer or response function was established for GDS 
by Schmucker(1970) and Everett and Hyndman (1967) as the 
linear equation: 
Hz =AHx+ BHy + ez 
(2.38) 
'A' and 'B' are complex, frecjuency dependent coefficients 
relating the Hx and Hy components to Hz, while 'ez' 
represents a noise term accounting for any residual of Hz 
not correlated with the measured Hx and 11y•  As for 7. in 
the MT case, to derive the relationship in equation 
(2.38), a number of simplifying assumptions about the 
inducing fields are made: 
The normal vertical component of the inducing 
source field is small compared to Hz and can 
consequently be ignored. 
The correlation between the external part of 
the vertical component with Hx and Hy is random 
and its effects cancel the solutions to equation 
(2.38) are averaged over many data windows, 
(Cochrane and Hyndinan 1974). 
Horizontal fields due to any local anomaly 
are negligible compared with normal horizontal 
fields values. 
Banks (1973) examined these assumptions and concluded 
that for mid latitudes at least, they are valid. 
In G.D.S. studies, two standard interpretation parameters 
are routinely defined from A and B, the real and 
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imaginary induction arrows, (R,Qr) and (I,Q), (also 
known as the tipper functions). (R,Or) and (I,Oj) are 
given by: 
R = C A 2 + Br  )0.5 	 (2.39a) 
I = C Al2 + B12 )0.5 (2.39b) 
with corresponding azimuths: 
Or = Tan-1 (Br/Ar ) 	 (2.40a) 
ei = Tan 	(B 1/A1 ) 	 ( 2.40b) 
(R,er) defines a magnitude and azimuth of geoelectric 
strike. 
These provide useful means for displaying the transfer 
functions as (R,9r), the in-phase vector, lies in a 
preferred plane and when reversed in convention with the 
works of Parkinson (1962), Edwards et al (1971) and Gough 
(1973), it points towards anomalous concentrations of 
electric currents. Thus where spatial coverage of (Rier) 
and (I,O) is available then it is possible to define the 
limits of conductivity anomalies. Reversals of tipper 
azimuth between sites make it possible to delineate major 
geoelectric boundaries. 
2.1.7 HORIZONTAL FIELD TRANSFER FUNCTIONS. 
When two or more stations are operated synchronously as 
part of a geomagnetic experiment it is possible to 
formulate linear relationships for the horizontal 
magnetic components between pairs of stations. The aim of 
this exercise is to quantify any increase or reduction in 
magnitude of the fields between stations. This is termed 
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the anomalous Horizontal magnetic fields and is denoted 
as 'Ha. The linear solutions are similar to those already 
described for MT and Vertical fields. 
The anomalous components are contributions to the 
measured values of H arising from current flow in a 
nearby conductor. This secondary contribution comprises 
components from two orthogonal current flows as in the 
case of complex conductivity structures. Thus an 
assumption of linearity between fields reduces the 
problem to solving the tensor relation: 
Ha = HxS - Hr = CHxr + PHyr 	 (2.41a) 
Ha = Hs - Hyr = EHYr + 7Hyr (2.41b) 
where C, p, E and 7 are complex transfer functions 
relating the reference field to the field site. 
Subscripts a,r and a indicate the anomalous, reference 
and local site fields respectively. 
The practicalities of calculating g, , 	and 7 are dealt 
with in chapter 5. Transfer functions g and 7 are real 
and equal to 1 while p and E will be zero if the earth 
structure is 1-D. 
There are limits on the horizontal separation of sites 
due the spatial variation of source fields. The maximum 
separation is about 100 km but this will depend upon the 
latitudes of observation. Station separation is not a 
problem for the TDP3 project as the maximum distance used 
was 37.5 km between sites lii and 333. 
Banks (1973) considered the criteria required for the 
reference station to be "normal" 
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" The reference site should be situated above a 
horizontally stratified conductivity structure 
and sufficiently distant from any lateral 
discontinuities to be unaffected by the 
associated anomalous internal currents." 
This requires that the horizontally stratified earth is 
itself 'normal'. For the TDP3 experiment no site could be 
defined as normal as they all sit in close proximity to 
the NAF. This does not prevent the interpretation of 
results in quantitative terms of conductivity structure 
since such results can be modelled, nor does it affect 
the validity of such results in terms of their time 
dependency. This point is discussed further in chapter 7. 
2.2.0 DATA INVERSION METHODS. 
The object of interpretation in geophysics is the 
extraction of a model that is compatible with the 
observational data. From this model inferences can then 
be made as to the nature of the region or structure under 
investigation. 
In MT studies the observational data consist of 
impedances, or its derived parameters Ra and e, measured 
at a series of discrete frequencies. The inverse problem 
is thus an attempt to infer a conductivity structure 
directly from these. In this work the limited number of 
sites and spatial coverage preclude 2-D modelling, thus 
only l-D methods are discussed. The two approaches 
considered are: 
ONO 
The direct approximation of Schmucker (1970). 
The linearised, parametric inversion of Jupp 
and Vozoff (1975a,b). 
Several other algorithms exist for linearised inversion 
(Larsen 1977, Fischer and Le Quang 1981). An alternative 
approach to inversion involves the construction of 
smoothly varying conductivity models directly from the 
input response, (Parker 1977, Oldenburg 1978 and Parker 
1980), Parker and Whaler 1981). These dispense with the 
need to construct a starting model for the inversion 
procedure. 
2.2.1 DIRECT INVERSION OF Z. 
This is often referred to as the heuristic approach 
because it relies on the physical relationship between 
impedance, frequency and the resistivity distribution 
beneath the observation point. In this work the method of 
Schmucker (1970) is used. It introduces the concept of 
effective depths and resistivities calculated directly 
from 1(w). In the transformation the imaginary part of 
Zjj is used to estimate the depth to a 'perfect 





The real part of I may be used to obtain the ambient 
resistivity: 
R* = 0.4*Re(Zjj) 2 	 (2.42b) 
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where i,j = x or y, h*  is the effective depth in km and 
R* is the effective resistivity in ohm.m at the depth h*. 
Plotting the function R*(h*) describes a first order 
approximation of the true resistivity distribution. Such 
heuristic inversions are often used to provide starting 
parameters for more rigorous mathematical inversions, for 
example the method of Jupp and Vozoff (1975a,b) to be 
described in the next section. 
2.2.2 1-D LINEARIBED INVERSION. 
The inversion scheme used in this work is based on the 
linearisation and least-squares minimisation procedure 
described by Jupp and Vozoff (1975). An excellent review 
of this and other inversion schemes can be found in 
Rokityanski (1982 pp 60-83). Therefore only a brief 
overview of the method is given to highlight the points 
of importance to the interpretation in chapter 6. 
The observational results, consisting of M values of Ra 
and 0 at a series of intervals are represented by the 
vector, 
= C Uj , U2 , ..... , U 	). 
The starting model of the earth containing N parameters, 
which comprise both layer thicknesses and resistivities, 
are represented by the vector, 
= ( X] , X2 I ..... I XN ) 
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The response of the vector x to the input model, 
calculated using the recursive 1-D formula (equation 
(2.13), is given by the vector function, 
= ( f1() , f2() I ••••• I 	u() ). 
The aim of the inversion is to change the starting model 
x by yL\x to achieve the best fit to U, i.e. to minimise 
the root mean square relative error between x and U of 
= (In = 1 <> 14 pm ((U - f(x)) 	2j0.5 (4.43) 
where pm is the observational weight. The Taylor 
expansion of () around the starting model x is then: 
f( + x) = f(x) + J/x + R(x,AX ) 	(4.44) 
where J = I dfm/dxn 1, with m = 1 ,. . .., 14 and n = 
1,....., N, is the Jacobian matrix of 	Each element 
of J measures the variation in the 1th  model value with 
respect to variations in xj. It is therefore called the 
sensitivity matrix. The rank 'p' and the values of the 
elements in J indicate the number of independent and 
relevant data in the model. 
(,4x) contains the higher order derivatives of f(x). Wh 
en F(x) is assumed to be ling, to the starting model 
which minimises the functions: 
II4f - J/x II 
II Ax II within the solutions of a). 
where & f = u - f(x) is a known vector. 
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Under these conditions, a unique solution to the linear 
inverse problem can be written in vector matrix form as: 
JLx=Lf. 
	 (2.45) 
The number of observations, u generally exceed the number 
of sought parameters, N, and the system is therefore over 
determined. When linearly dependent columns occur in J, 
the rank 'p' will be smaller than N and the system is 
under determined with respect to some parameters and over 
determined with respect to others. In this situation the 
N x N matrix J may be expanded to: 
J=U 	t 
(2.46) 
where U contains p*M eigenvectors, mi, V contains p*N 
eigenvectors, vi. This decomposition permits the 
quantification of rank deficiency. By substituting 
equation (2.45) into equation (2.46), the general 
solution to the inverse problem is given by: 
= U / Vt /x -> /x = V/-i Ut /f 	(2.47) 
The stability of this solution is achieved through the 
truncation of unimportant parameters and Marquardts 
truncation step, (Marquardt 1963). This inversion scheme 
is used extensively during the interpretation of the MT 
results in chapter 6. 
2.3.0 PHYSICAL CONTROLS ON CONDUCTIVITY. 
The aim of EM sounding techniques is the elucidation of 
the gross conductivity distribution of the lithosphere. 
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This information may then be used in the interpretation 
of the earths 	physical structure. In addition, by 
studLng the earths conductivity over a period of time 
information on the prevailing tectonic regime may be 
collected. The successful interpretation of conductivity 
data requires a full understanding of the physical 
controls on conductivity within the crust and the 
relative magnitude of influence of each. This section 
discusses the main factors with particular emphasis on 
the probable mechanisms operating within the upper crust 
revealed by the extrapolation of laboratory experiments 
to field observations. 
ed 
Rock conductivity within the earth is governby several 
factors: 
Fluid chemistry and saturation, temperature, 
pressure (effective horizontal stress and 
lithostatic), mineral composition, oxygen fugac-
ity, phase transition, crystallographic orienta-
tion and twining (Keller et al. 1971, Shankland 
1975, Madden 1982). 
Only changes in the first three entries in this list will 
result in significant conductivity variations, for 
example Olheft (1981), showed that the addition of just 
0.3% water to granite increases its conductivity by 2-4 
orders of magnitude. In situ measurements of these 
parameters is restricted, by current drilling technology 
and financial cost, to shallow crustal depths (less than 
3 Km in sedimentary basins and 13 Km in the Russian deep 
borehole on the Kola peninsula). Thus, interpretation of 
geophysical data gathered on or near the Earth's surface 
yielding information on electrical structure at depth of 
tens of kilometres must rely heavily on extrapolations 
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from experimental studies of these factors. It has been 
normal laboratory practice to simultaneously measure 
changes in velocity, conductivity, volume and texture of 
samples to provide estimates of the possible ranges 
likely to be encountered. This provides constraints on 
the likely mechanism applicable to the field results. 
The prediction of the prevailing crustal conditions using 
these results requires a certain amount of caution. This 
is because simulation of realistic crustal conditions is 
limited by the size, physical condition of samples 
(typically retrieved in a destressed and weathered 
state), and short duration of the experiment. Results can 
differ by several orders of magnitude from field 
observations. Field tests to confirm experimentally 
derived relationships have met with limited degrees of 
success. 





Group three is the most important to the TDP study but 
has received least attention. Research into conductivity 
controlling factors takes two distinct 
paths: 
a) Temperature effects: up to 1000 deg C 
(partial melting at lower crustal levels). Above 
approximately 500 deg C temperature is the 
dominant conductivity control, conduction within 
minerals becomes important due to the attainment 
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of ionic activation levels which permit the free 
movement of electrons within crystal lattices. 
These temperatures are with few exceptions, 
restricted to mid-crustal to upper mantle depths 
and out with the main scope of this work. 
b) Stress induced effects: Below 500 deg C 
conductivity is determined by the properties of 
electolyte solutions residing within intercon-
nected crack networks. This permeates at least 
the upper 20 Kin of crust which exhibits 
properties of brittle fracture, Crampin et al. 
(1985). It is the understanding of the 
conductivity changes caused by manipulation of 
these crack systems by any stress accumulations 
that is fundamental to the problem of interpret-
ing time dependant variations in induction 
parameters. 
Fluid conductivity is linearly dependant on salinity 
varying from one to three orders of magnitude, (Keller 
and Frischknechkt 1971). Below 370 deg C temperature 
effects are approximately exponential and of one order of 
magnitude due to low mineral activation levels. A 
dramatic drop in fluid conductivity occurs above 370 deg 
C when the ability of water to disassociate ions 
decreases and the processes of ionic conduction become 
significant. Equally important in conductivity control is 
the size and distribution of cracks and pore space within 
the rock volume. There exists a simple empirically 
derived result, Archies Law (equation 2.48), which 
relates the bulk conductivity of a rock to its porosity 
and pore fluid conductivity: 
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rho = a*rhow * theta-rn 
(2.48) 
where 
'rho' 	is the bulk resistivity, 
'a' is a constant between 1 and 2. 
'rhow' 	is the pore fluid resistivity. 
'theta' is the porosity. 
'm' 	is an empirical factor ranging from 1 
to 3 
depending on the rock type 
This equation applies well to sedimentary rocks but when 
applied to igneous and metamorphic rocks results in 
values of resistivity much higher than for experimental 
observations. This is due to their greater dependance on 
micro crack networks rather than on particle porosity 
occurring in sedimentary formations, (Madden 1982). 
It is obvious from Archies law that any modification of 
either 'rhow', 'theta' or both will alter the bulk rock 
conductivity. Significant correlations between conductiv-
ity (one order of magnitude) and volumetric changes in 
several different, fluid saturated rock types occurring 
beyond 0.6 of their failure strength, during uniaxial 
compression experiments, were first reported by Brace 
(1966), Brace and Orange (1968a,b). This phenomena known 
as Dilitancy, is attributed to the opening of narrow 
cracks parallel to the axis of maximum compression. 
Scholz (1974) demonstrated that under cyclic loading, 
specimens of Westerly granite displayed reversible 
dilitant volume increases, the onset of dilitancy 
occurring at progressively lower effective stresses on 
each successive cycle from 1 Kbar on cycle 1 to 300 bars 
on the 18th stress cycle. This is an important result 
when considering sections of the crust like the NAF which 
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figure 2.2 Schematic diagram of the predicted changes in 
main physical parameter as a function of time during the 
dilitancy model earthquake cycle (after Scholz 1973). 
Note the predicted curve for electrical resistivity. 
have undergon continually failure along the same faults. 
Numerical modelling by Shankland and Waff (1975), Hoenig 
(1978) and to investigate the contributions to Archies 
law of micro-crack populations, concluded that changes in 
conductivity depended on crack density, rather than bulk 
porosity, and on a saturation parameter that relates the 
aspect ratio to matrix and fluid conductivities. The 
conclusions that high aspect ratio cracks exert a major 
influence on rock conductivity and are most easily 
deformed is very important because small changes in crack 
densities may produce significant changes in the 
conductivity distribution. Additionally the changes in 
conductivity should be directional i.e. the values of the 
transfer function matrix elements will change to reflect 
this. 
2.3.1 MECHANISMS OF CRUSTAL MODIFICATION. 
Several models of earthquake preparation zones have been 
proposed to satisfy the observation of seismic velocity, 
Vp/Vs ratio, reductions prior to large seismic events. 
Nur (1972) gave prediction a firm physical basis with a 
Dilatant-Diffusion model capable of explaining all 
precursory phenomena by an inelastic volumetric increase 
in response to stress accumulation accompanied by 
diffusion of fluids into the dilatant region. This model 
is important in this study as it can be used to explain 
most of the induction anomalies likely to be encountered 
using M.T. techniques. Figure 2.2 is taken from Nur 
(1972) and shows schematically the characteristic forms 
of precursor observed. A description of the salient 
features of this model is given below. 
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Accumulation of tectonic strain produces a 
slow, steady increase in effective stress. 
Build up of effective stress in stage 1 
reaches a point where Dilitancy is proceeding at 
a faster rate than the rate pore fluid can flow 
into the newly created crack volume i.e. pore 
pressure and fluid saturation are decreasing and 
thus increasing effective stress. This will 
result in a strength hardening of the rock 
inhibiting further dilitancy. Fluid flow from 
the surrounding region then dominates diii-
tancy and the rock becomes more saturated. 
Once pore saturation has been achieved pore 
pressure begins to increase to the ambient 
level. However as the tectonic stress has also 
continued to rise during dilitancy the rise in 
pore pressure will trigger the earthquake. 
Stress reduction produced by faulting will 
allow cracks formed during the dilitant phase to 
close, expelling pore fluids from the source 
region. 
Scholz et al (1973) noted that all precursory events 
found from field observation and laboratory rock 
mechanics can be explained by the Dilitancy-Diffusion 
model. However they commented that only by monitoring 
several different physical parameters : resistivity, 
gravimetriy, tilt, radon emission and fluid flow, can 
earthquake preparatory volumes be identified and 
delimited due to the low and variable level of effects of 
individual parameters and their often ambiguous interpre-
tation. 
51-12 
Observation of first order phenomena, volumetric 
anelastic deformation, time dependant pore pressure and 
surface flow, for the Matsushiro earthquake (M 7.6) by 
Nur (1974), gave an excellent overall agreement between 
observed and predicted patterns from the Dilitant-Diffu-
sion model. In contrast to Nurs' model a dilitant 
mechanism requiring no diffusion of pore fluids into the 
source volume has been proposed by Mjachkin et al. 
(1975). This relies purely on the fracture characteris- 
tics of dry rock to explain reported physical precursors. 
The dry dilitant model has several distinguishing 
features by which the two models can be identified, these 
are as follows: 
Crack formation increases with stress and 
total deformation consists of intrinsic elastic 
deformation with mutual displacement of crack 
edges. 
Interaction of cracks results in an 
avalanche stage occurs when a critical crack 
density is achieved causing rapid changes in 
physical characteristics of the medium. 
In a heterogeneous medium unstable deforma-
tion is restricted to a narrow zone where 
several cracks are formed, whereas in adjacent 
areas the load drops and physical properties are 
recovered. In the DD model the crack volume is 
large. 
Final failure occurs as a result of the 
complete breakdown of the medium in the narrow 
zone of faults. 
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By virtue of stage three this mechanism must fracture 
whole rock rather than exploiting pre-existing cracks. 
The sharp contrast between crack orientations relative to 
the main rupture should provide a very diagnostic 
signature to each model which geoelectric techniques 
should be sensitive enough to differentiate between. 
-40- 
CHAPTER 
GEOLOGY AND GEOPHYSICS OF THE TDP3 AREA. 
-41- 
3.1.0 INTRODUCTION. 
The geotectonic evolution of Turkey has been long and 
complex. In the eastern Mediterranean the present 
lithosphere is constructed from a mosaic of microplates. 
These were aggregated between Eurasia, Arabia and Africa 
during the closure of the Tethian Ocean during the 
Mesozoic era. Physical adjustment between and within the 
microplates is still continuing and is regularly 
expressed in the form of large earthquakes along the 
major tectonic boundaries. 
This chapter reviews the available geological and 
geophysical data and the current interpretations based on 
them relevant to the scope of this work. The spatial 
relationships between the larger microplates and 
currently active tectonic boundaries are shown in figure 
3.1. This figure together with figures 3.2 and 3.3 
provide a summary of the geological and geophysical 
information discussed in this chapter. 
3.1.1 MORPHOLOGY AND TECTONICS OF THE NAP 
On a regional scale, the NAF system consists of a 
conjugate fault pair, the North and East Anatolian 
Faults. The dominant motion of this pair is right lateral 
strike-slip (McKenzie 1972,1978, Evans et al 1985). It is 
generally accepted that the fault system formed in 
response to the compressional deformation of the 
Anatolian/Tauride and Rhodo-Pontide microplates during 
the latter stages of Tethyan subduction to the south and 
terminal collision along the Bilits suture zone with the 
Arabian plate moving in from the southeast. The spatial 
relationships of these plates and microplates as 
interpreted by Sengor and Canitez (1982) together with 
-42- 
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geological units and tectonic features of Turkey (after 
Sengor and Canitez 1982 modified to include the 
interpretation of Crampin et al. 1986) 
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the main, active, tectonic boundaries are shown in figure 
3.1. Present tectonic activity along the NAF is the 
result of internal adjustments between and within these 
microplates to continued right lateral motion of the 
Anatolian/Tauride micro-plate. 
The NAF can be traced for approximately 1200 km from 
Karlovia in the east to the north Aegean in the west 
where it merges with the predominantly extensional North 
Aegean Trough. To the east, the system runs within the 
the Rhodo-Pontide unit. However in the west it separates 
the Anatolian/ Tauride plate from a series of 
microplates, identified as Pontide in origin by Brinkman 
(1976) and Sengor (1979) on the basis of metamorphic and 
structural style. The inicroplates either directly abut or 
are separated by a series of ophiolitic complexes marking 
the position of palaeo-subduction zones (Sengor and 
Canitez 1982). The age of inception is placed at mid to 
late Miocene (c.20 to 15 Ma), based the NAF's 
intersection of one such suture, the Ankara-Izmir 
ophiolite (Sengor et al. 1982). 
The NAF is identified along its length by a series of 
well defined sub-parallel pull-apart graben structures 
within a narrow zone extending from Karlovia (41 0 east), 
where it intersects the East Anatolian fault, westward to 
Mudurne (31 0 west). Along this section average slip rates 
of 1 to 2 cm/year, estimated from recent fault breaks, 
give a cumulative right lateral offset of about 87 +1 - 5 
kin since its initiation (Sengor et al. 1980). West of 
Mudurne the NAF divides into three branches, two are 
identifiable from their morphological and seismic 
expression, (Dewey and Sengor 1979), while the third is 
identified purely on the observations of low level 
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seismic activity (Ucer et al. 1985, Evans et al. 1985). 
The branches are labelled 1),2) and 3) in figure 3.1. 
Their main features are as follows: 
The northern branch represents the direct 
continuation along strike of the NAF. It forms 
the Izmit Bay-Lake Sapanca graben where the TDP 
projects are located. This can be traced across 
the Marmara sea as a trough of deep water, 
passing less than 30 kilometres south of 
Istanbul and emerging south of Ganosdog in the 
Dardanelles, before continuing into the north 
Aegean at the Gulf of Servos. 
A southern branch running from Adapazari to 
Iznik from where it strikes west, roughly 
parallel to the southern shore of the Marmara 
Sea. This is highlighted by a broad zone of well 
developed rift basins although it has poor 
seismic delineation. 
The seismic lineament strikes southeast from 
Adapazari to Izmir and defines the southern 
margin of the Sakaraya microplate of Sengor 
(1984), the Marmara block of Crampin and Evans 
(1986), see figure 3.2. This intersects a 
section of the Izmir-Ankara ophiolite zone which 
is taken to mark the boundary between the 
Pontides and the Anatolian/Tauride plates. 
Fault mechanisms from major earthquakes on branches 1 and 
2, analysed by McKenzie (1972), Jackson (1984) and Evans 
et al. (1985), indicate that the main strike slip vector 
rotates from an easterly direction in the east, through 
north-east around the TDP area to northward towards the 
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west of the Marmara Sea. This rotation is accompanied by 
a change in tectonic regime marked by an increasing 
extensional component in the Marmara area. The result of 
the extensional component expressed in the graben and 
scarp topography is to limit the lateral offsets along 
this section of the NAF to 20 Kin, (Sengor 1979). 
Since 1100 A.D. the pattern of large earthquakes on the 
NAF consists of short bursts of activity followed by 
periods of quiescence lasting 75 to 150 years (Ambrasseys 
1970). However the pattern of major earthquakes (events 
with magnitudes greater than 6.0), occurring along the 
NAF this century, and commencing with the Ercinzan event 
in 1939, has been interpreted by McKenzie (1972) and 
Toksoz et al. (1979) as a time dependent, east-west 
bi-directional migration of epicentres. The migration of 
epicenters proceeds faster to the west (50 km/year) than 
to the east (less than 10 kin/yr). Dewey (1976) after 
studying all the available data on NAF earthquakes showed 
these are gross averages because the rates of migration 
are controlled by the particular mechanical properties of 
the crust on any particular section. The spatial sequence 
of earthquakes along the NAF is such that gaps remaining 
between successive fault ruptures are progressively 
filled by later events, the ends of each fault break 
acting as foci for later events. This leap-frogging of 
epicentres is explained in terms of heterogenieties on 
the fault plane called Barriers and Asperities, (Das et 
al 1977, Aki 1979,1986). These act as strong patches 
which may remain unbroken during several large 
earthquakes and act as centres of stress accumulation, 
with sequences of fore and after shocks taking place by 
static fatigue around the barrier. A major earthquake 
occurs when the accumulated stress exceeds the breaking 
strength of the barrier. Two such barriers or seismic 
-45- 
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figure 3.2 Spacial coverage of local earthquakes 
measured by the TDP 3 seismic array. All magnitudes are 
local estimates. (A. Logan pets comm. 1986) 
gaps are believed to exist on the NAF between 420 to 430 
east and 29" to 30" east (Izmit Bay-Lake Sapanca), the 
project area. During this century large earthquakes have 
occurred to the east of Izmit at Mudurnu (M = 6.7), 1967, 
with the observed fault breaks extending to Lake Sapanca. 
To the west, events have occurred at Murefte (M=7.7), 
1912 and Cinarcik (M = 6.2) 1963, with continuing seismic 
activity following a narrow trench which delineates the 
continuation of branch 1 across the Marmara Sea. In the 
light of this interpretation, the Izmit Bay-Lake Sapanca 
section is viewed as the site of a potentially 
significant earthquake (M > 6.0), unless strain release 
is occurring by aseismic creep, (Tokozr et al. 1979). 
3.1.2 GEOPHYSICS OF THE TDP3 AREA. 
All three TDP projects have monitored consistently high 
levels of seismicity in the Izmit area. Activity occurs 
beneath the southern flanks of the graben as small 
micro-earthquakes with local magnitudes (Ml) in the range 
Ml = 0 to 3.6. The spatial coverage and local magnitudes 
of all events recorded during TDP3 are shown in figure 
3.2. Epicentres have been located between 1 and 15 km 
with concentration of events between 6 to 12 km (Evans et 
al. 1985). Doyle et al. (1982) have calculated that an 
error of +/- 2 km exists in the determination of 
hypocentral depths due to the inadequacy of the available 
velocity models for the region combined with the effects 
of seismic anisotropy, in which case the velocity of 
shear waves is a function of azimuth. The depth range of 
the seismic events effectively defines the Seismogenic 
zone, that part of the upper crust in which the response 
to stress release is friction dominated and results in 
brittle fracture. Below this zone the crust and mantle 
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respond in a quasiplastic mode, (Sibson 1986). 
Earthquakes of these low magnitudes typically have fault 
plane dimensions of about 0.01 kin 2 . However, Evans et al. 
(1985) estimate that the cumulative area sampled by a 
swarm over the period of several months might approach 10 
kin2 , equivalent to a single event of M 5.5. When used in 
an integrated analysis, swarm activity provides a valid 
means of delineating currently active crustal structure. 
The fault plane solutions of Evans et al. (1985) and 
Lovell et al. (1986) reveal the existence of two 
principle fault directions; the first, trending N75E, has 
a strong slip vector with a small normal component 
dipping to the south. This trend is common to the main, 
local, surface features and correlates well with the 
regional lineaments identified from Landsat II images by 
Sipahioglu and Gundogdu (1982). The second set of fault 
planes trend N10E and in contrast have a dominant normal 
component dipping to the west. All solutions possess a 
common strike-slip vector of N500E. 
In addition to the fault plane analysis, Crampin et al. 
(1985) and Booth et al. (1985) have proposed, on the basis 
of their study of shear wave properties, that at least 
the upper 15 kilometres of the crust is anisotropic due 
to the presence of fluid-filled inicrocracks, aligned 
parallel to the axis of minimum regional compressive 
stress. Their results for the Izmit area indicate the 
average crack azimuth to be N100E
'
approximately parallel 
to the strike of the Izmit-Sapanca graben. This 
hypothesis is important in the interpretation of EM data 
because, as discussed in chapter 2, the presence of 
fluid-filled cracks greatly lower the resistivity of the 
upper crust. The anisotropy hypothesis can thus be 
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figure 3.3 Geology of the Marmara region modified from 
Sengor and Yilmaz (1982). 
Neo-Tethyan Ophiolites and Ophiolitic Melange. 
Kale-Tavas Oligocene Molasse; Palaeocene-Eocene Molasse of 
Sakarya Continent; Coal Bearing Oligocene Molasse of Thrace. 
OligoMiocene Gypsiferous Series. 
Marine Miocene. 
Neogene-Quaternary Undifferentiated Cover. 
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'Paleaozoic of Istanbul': Ordovician Graban Facies, 
Siluro-Devonian Shelf seds, Carboniferous Flysch & riolasse, 
Permian Granitic Plutons. 
Cimmerian Basement Consolidated during Palaeo-Tethyan 
Closure (late Triassic - early Jurrasic); with some 
Hercynian in the west. 
Palaeo-Tethyan Ophiolites. 
Neo-Tethyan Shelf Sediments (Trias through early 
Cretaceaous), with some Palaeo-Tethyan in the west. 
Flysch (late Cretaceous to late Eocene); includes some 
non-flysch Arc-Trench Gap Rocks in the West; South of 
the Pontides extends into the Oligocene. 
Magmatic Arc Volcanics (late Cretaceous to late Eocene 
also in the Taurides. 
Magmatic Arc Plutons (generally Palaeogene). 
Figure 3.3b 	Geological key to figure 3.3a. 
3.1.3 GEOLOGY OF THE TDP3 AREA. 
The Izmit area is located on the northern margin of the 
Intra-Pontide suture defined by the branches 1 and 2 of 
the NAF, (see figure 3.1). Inference of the basement 
geology and structure are speculative due to the complex 
tectonic history of the surrounding regions, lack of 
detailed mapping and total absence of whole crustal 
geophysical data. The relationships between the main 
geological units are show in figure 3.3, modified from 
Sengor and Yilmaz (1981). 
A sequence of Palaeozoic shelf carbonates outcrops on the 
north scarp. These were deformed, during the Carbonifer-
ous, into large open folds with an axial strike of 300 to 
50 0 and 1200 to 140 and represent the Istanbul Nappe of 
Sengor and Yilmaz (1981). This was subsequently intruded 
by caic alkaline granites of Permian/Triassic age; 
Brinkman (1976) interpreted these as representing arc 
magmatism related to northward subduction culminating in 
the Intra-Pontide Suture (IPS). According to Sengor and 
Yilmaz (1981) during final closure of a marginal ocean 
which separated the Marmara microplate and the 
Rhodo-Pontide plate, the Istanbul Nappe was thrust 
southward over the IPS. The "Istanbul Nappe" is 
uncoriformably overlain by a sequence of onlapping 
Mesozoic strata which young progressively to the east. 
The strata comprise thick Jurrasic shale and sandstone 
sequences passing uncomformably into shelf carbonates of 
the Cretaceous. 
The exposed metamorphic suites on the southern scarp 
consist of highly deformed calcareous schists and 
phyllites in Greenschist facies, (Brinkman 1976), and 
tectonised slices of Blueschist facies interpreted as an 
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ophiolite melange by Sengor and Yilmaz (1984) and 
representing the accretionary prism of the IPS. It is 
exposed within the study area along the southern margin 
of the Izmit-Sapanca graben. From figure 3.3 an 
approximate geological strike for this unit of 0500 to 
060 0 is obtained. The age of metamorphism is estimated to 
be lower Mesozoic by (Brinkman 1976). This is 
uncomformably overlain by a broken cover of basalt, which 
thickens to the west but is not recorded north of the 
graben. Within the graben the geology consists of Neogene 
and Quaternary piedmont sands, gravels and conglomerates 
rapidly transported from the uplifted local scarps. The 
thickness of these deposits is unknown and the nature of 






This chapter describes the technical details of the TDP3 
field experiment conducted in Turkey during 1984. It 
covers the project specification that the field systems 
designed had to meet, details of the equipment used, 
descriptions of the field sites occupied and finally a 
brief summary of the project log. 
4.1.1 FORWARD PARAMETERS FOR SYSTEM DESIGN. 
Every project has a finite budget within which it must 
perform its task. A balance must be struck between the 
best way to achieve the scientific aims and the technical 
means available. The aim of TDP3 was simple - to 
investigate the feasibility of continuous monitoring of 
the conductivity of the crust in a seismically active 
region by means of the EM transfer functions. 
The depths of penetration, derived from the skin depth 
equation (2.14), shown in table 1, indicate that for 
crustal resistivities in the range 10 to 1000 ohm.m 
recording of EM fields in the period range 10 to 10 000 
seconds should provide an investigation of the crust 
between 5 to 500 km. While this approach is simplistic 
due to the assumption of a uniform half space , it is to 
specify the experimental approach and equipment require-
ments. 
In order to maximise the amount of data collected thereby 
increasing the length of period investigated and 
providing a margin for redundancy particularly in 
proximity to culturally noisy industrial areas, recording 
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needed to be continuous for extended periods. Operator 
interaction in the collection process should also be 
minimal. 
A single sampling rate of 5 seconds was selected to form 
the raw data set. A sampling rate is controlled by the 
frequency response characteristics of the EDA fluxgate 
sensors used to record the 3 magnetic field components 
Hx, Hy and Hz. Longer period data sets were formed from 
this by a combination of low pass filtering and 
resampling, described in chapter 5. Dividing the 
recording range into logarithmic section gives three 
decades namely D4 (10 - 100 sec), D5 (100 - 1000 sec) and 
D6 (1000 - 10 000 sec). Minimum coverage for each decade 
was achieved using recording periods of 24 hours for D4 
and D5, and 240 hours for D6. 
4.1.2 MAGNETIC SENSORS. 
Six EDA 105B triaxial fluxgates were supplied by the 
N.E.R.C. Magnetic Equipment Pool. These have a flat 
frequency responses from 1 second to DC, EDA field manual 
(1976). Calibration of the magnetometers was carried out 
during system checks in the non-magnetic laboratory at 
Eskdaleinuir Observatory prior to field deployment. This 
involved placing each sensor head within a Helmholz coil 
of a set field strength and adjusting the feedback 
resistor for each component to provide an output 
sensitivity of 40.96 nt per volt. The output of the EDA 
magnetometer is an analogue signal with a full scale 
deflection of 1 -  10 volts. The digital field sampling 
units which converts the analogue signals to digital data 
used a 12 bit resolution with a count range from 0 to 
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4095. This gives a measurement resolution of 0.2 nT per 
count for the magnetic components. The measurement 
accuracy of these fluxgates is quoted as +1- 0.5 nT. 
Thirty metres cable runs were used to locate sensor heads 
away from the MT instrumentation and obvious sources of 
cultural noise. The sensor head was placed in a 1 metre 
deep, wood lined pit and covered with soil to provide a 
degree of thermal stability . Orientation of the head 
followed the methods advocated in the EDA technical 
manual, (Trigg et al. 1972). 
4.1.3 TELLURIC SENSORS. 
The induced horizontal electric field cannot be measured 
directly at the earths surface but is estimated as a 
gradient of the potential between electrode pairs 
arranged in the same orthogonal coordinate system as the 
magnetic sensors, magnetic north and east. The potential 
array consists of 5 electrodes in a cross configuration, 
two for each component and a central, common, reference 
electrode. Large capacity (1.5 litre), non-polarising, 
saturated Copper Sulphate solution electrodes, were used 
because of their ease of handling and low noise 
characteristics, Petiau and Duois (1980) Electrical 
contact between copper sulphate solution and the earth 
was achieved via porous clay disks. These gave an average 
drain time of approximately 4 weeks. All electrodes were, 
like the Fluxgates, set in pits covered with soil to 
provide thermal stability. Ideally the greater the 
electrode spacing the better the signal to noise ratio 
and smaller the contribution of near surface irihomoge-
nieties. Unfortunately available sites fulfilling the 
selection criteria were severely limited and in all cases 
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electrode cable runs were restricted to a maximum 
dimension of lOOm. All cables were buried to prevent 
damage by grazing livestock and inductive noise from wind 
movement. 
Signals from each electrode were collected at the centre 
of the array and amplified by a factor of 20, using 
circuits designed by Trigg (1975), before being fed 
through individually screened cables to the main MT field 
instrumentation unit. Measurement resolution of the 
electric field was limited by the 12 bit architecture of 
the digital field sampling unit and the voltage swing of 
the analogue boards (+1- 12 volts full scale deflection) 
to give a measurement precision of 5.11 millivolts per 
count for the electric fields. 
4.1.4 MT FIELD INSTRUMENTATION. 
Local mains supply was used to power the entire field 
system with a 12 volt battery float to provide backup for 
minor power failures or voltage drops. This dependence on 
the local electricity supply restricted field operation 
to inhabited areas and therefore to localised cultural EM 
noise sources and the random nature of the grid power 
supply. In the first instance the EM noise sources from 
Izmit is likely to dominate. This being uniformly 
distributed over the array area and escape from return 
currents of the mains supply impossible. Each field 
system provided variable gain settings for telluric 
channels and a fixed band pass filter stage for all 
analogue signals. This was based on the design of Trigg 
(1975), rolling of at 7 Hz and 1.0 000 seconds (the latter 
was optional), and implemented prior to Analogue to 
Digital conversion (ADC) and sampling by the radio 
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figure 4.1 Schematic diagram of the MT data capture 
transmisssion and recording system used in the TDP 3 
project. 
transmission electronics. The gains applied to each 
channel were logged on each 4 minute data section for 
later conversion to real units. 
4.1.5 DATA TRANSMISSION AND RECEPTION. 
At each site the synchronisity and sampling of the five 
individual data channels was controlled by a crystal 
clock set with reference to a base radio clock. The 
sampled data were then converted into a single binary 
data stream generating 2 frequencies, corresponding to 
binary 0 and 1. These act as modulation frequencies on 
standard UHF carrier signals, a technique known as 
Frequency Shift Keying (FSK). FM radio telemetry was used 
to transfer the data from each field site to a base 
station some 30 km away. Radio telemetry required that 
all stations had clear line of site to the base station. 
On reception at the base station each incoming signal is 
demodulated, i.e. converted back into a binary data 
stream and then to an RS232 compatible digital data 
stream fed to a DEC PDP 11/23 mini computer. This system 
supported a real time data logging software package 
specifically designed for the project, (Smith (1983), 
Smith and Beaxnish (1985)). The package provides a 
capacity to log 5 incoming data channels containing 5 
channel signals simultaneously, verifying measured data 
from radio noise. The decoded information was then filed 
for each site on the systems winchester disk along with 
all the relevant data for the conversion of the integer 
field data to real field units. The storage of system 
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correction of timing errors during later processing using 
inter-site noise reduction and field correlation 
techniques. 
In the event of system crashes the recovery of unclosed 
data files was possible using the PDP/ll operating 
system. Transfer of closed data files from the system 
disk to magnetic tape and various disk housekeeping tasks 
could be carried out without interrupting logging 
operations thus ensuring continuous recording of incoming 
data from the array. 
4.1.6 SITE DETAILS. 
Several essential criteria limited the number of possible 
sites that could be used to provide coverage of the Izinit 
earthquake swarm. These included: mains power, equipment 
security, line of sight to base station for radio links, 
suitable ground area to accommodate telluric lines, for 
at least 6 months and free from obvious local noise 
sources, e.g. irrigation pumps, power transformers and 
main roads. The base station also required to be easily 
accessible and within the operational range of UHF 
transmitters. A map of the field area locating all TDP3 
MT and seismic array sites in relation to the main 
grabben margins and the approximate areal extent of the 
eathquake swarm are shown in figure 4.2. 
The base station, Site 111 (Hereke), housing the central 
data recording computer system and one MT site was 
situated on the northern scarp of the Izmit graben in a 
Turkish Post, Telephone and Telegraph (PTT) relay 
station. This provided easy access for maintenance and 
high visibility for radio transmission from the array 
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area. In addition it provided 24 hour security for 
computer systems and its own backup generators. Its 
position well away from the nearest village and main 
roads and thoroughfares made it a very good reference 
site particularly for the magnetic fields. By directly 
wiring the base site MT equipment into the logging system 
all the problems associated with the radio telemetry and 
providing were avoided and reliable timings could be 
maintained with which all other array sites could be 
correlated. 
The field array was positioned so as to provide tight 
spatial coverage of the earthquake swarms identified by 
previous experiments (TDP1 and TDP2) and thereby provide 
multi-station corroboration of any observed precursory 
phenomena. 
Sites can be divided in to 2 groups on the basis of their 
geographical location a) graben and b) scarp. 
a)Site 444 (Kestanelik) and 555 (Yuvacik), were 
located in good positions on the valley floor to 
the southern side of the graben margin. Site 555 
was located above the main earthquake swarm. 
Both sites had direct line of site to the base 
station at site ill. However despite fulfilling 
all selection criteria, these were the least 
successful primarily due to high levels of 
cultural noise and at site 444 excessive 
telemetry problems made it almost impossible to 
collect useful information from this site. 
b) The hill sites provided good results 
throughout their operation. At 222 (Servettiye) 
the telluric array was dug into deeply weathered 
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Site 	: 	111 	location Hereke 
Electrode dimensions : 	N/S 	96.00 	in E/W 96.50 m 
surface 	slope 
N S  w 
N S  w 
N S  w 
N S  w 
Site 	222 	location : 	Servetiye 
Electrode dimensions : 	N/S 	85.00 m E/W : 	95.20 m 
surface slope 
N S  W 
N S  W 
N S  W 
N S  W 
Site 	333 	location : 	Pazarcayir 
Electrode dimensions : 	N/S 	93.20 m E/W 95.20 m 
surface 	slope 
N S  W 
N S  W 
N S  W 
N S  W 
Site 	: 	444 	location : 	Kestasnelik 
Electrode dimensions N/S 	: 	95.50 m E/W 87.50 m 
surface 	slope 
N S  W 
N S  W 
N S  W 
N S  W 
Site 	555 	location : 	Yuvacik 
Electrode dimensions N/S 	: 	60.93 	in E/W : 	94.50 m 
surface slope 
N S  W 
N S  W 
N S  W 
N S  W 
table 4a TDP 3 MT site electrode array dimensions. 
basalt estimated from road outcrops to be 400 to 
500m thick. Site 333 (Pazarcayir) to the east, 
was located on calcareous schists and phyllites, 
structurally just below the base of the basalt. 
A full listing of site parameters and array 
dimensions is given in table 4. 
4.1.7 PROJECT FIELD LOG. 
This section provides a brief description of the 
execution of the field work. The project was run in 5 
phases. 
Preparation, testing and calibration of the 
field equipment was carried out at GRG 
laboratories in Edinburgh and Eskdalemuir. 
The initial period in Turkey was spent 
selecting suitable array sites, and carrying out 
a staged installation of sites. The sites were 
allowed to settle while the radio links were 
established. Only when the radio links were 
established could the sites be tuned i.e. 
selecting the best amplification levels for the 
telluric channels at each site and fine 
adjustments of the radio transmitter-reciever 
pairs for optimal performance. The data logging 
software required modification during this 
period to cope with data extremes, due entirely 
to transmission problems at site 444. This 
period extended for days 115 to 150. 
From day 150 to 295 the array was run with 
the minimum of operator interference. Site 
performance was monitored by plotting out each 
day file for each site logged resampled at 200 
seconds. Resampling was carried out because of 
time constraints imposed by the plotter speeds. 
The day files were sufficient to identify 
recording problems. Sections with problems were 
examined at the basic sampling period. During 
the latter stage of the project (days 266 to 
295) the high pass filter was switched out at 
all sites allowing the recording of data from 5 
seconds to D.C. 
4) The removal of all equipment from field 
locations and packing began on day 296. The 
equipment arrived back in the UK during January 
1985. 
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CHAPTER 5 . 
DATA PROCESSING. 
5.1.0 INTRODUCTION 
In this chapter the practicalities of applying the EM 
theory to the observed data In order to produce the best 
impedance results for interpretation are described. No 
geophysicist can make a truly valid interpretation of the 
results without understanding the processing techniques 
which produced the results. This is especially true when 
several techniques are being compared on the same 
problem. This chapter provides the link between the 
theory of chapter 2 and the interpretations presented in 
chapters 6 and 7. 
The Chapter divides in to 2 distinct parts. In part 1 
typical examples of the data recorded during the project 
are presented. The procedures adopted for the production 
of long period data sets, D5 and D6, from the raw, 5 
second, D4 files are described. The common data errors 
encountered in the raw data are classified and techniques 
developed to remove or minimise their effects are 
described. Examples illustrating the degrees of success 
achieved are presented. The techniques used for the 
transformation from Time to Frequency domains are 
described. 
In part 2 the standard Single Site (SB) and Remote 
Reference (RR) techniques for the least squares 
estimation of Z which form the basis of all analysis in 
this study are described. The assessment of result 
reliability by using the coherency approach of linear 
systems is considered. The criterion for the batch 
processing adopted is described and the quality of 
results produced by SS and RR methods are compared. 
Finally the application of RR technique to Vertical field 
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analysis is described and although not making use of the 
RR technique the processing of inter site-horizontal 
fields is described. 
5.1.1 DATA PRODUCTION and FORMATTING. 
A common format was adopted for all 3 decades (defined in 
Chapter 4) at the beginning of the project. This approach 
permitted the development of 'global' software for all 
data handling, processing and interpretation. The optimum 
length of a data window for analysis was governed by the 
basic logging block size and the requirements for 
effective spectral resolution. A standard data window 
containing 192 points per channel, composed of 4 
consecutive logging blocks was chosen. This provides for 
analysis 90 data windows per day for D4, 9 for D5 and 0.9 
for D6. 
D5 and D6 data sets were derived directly from the 
original 5 second, D4 records using the following 
procedure: 
Calculation of weights for a symmetrical, 
zero phase, low pass filter for time domain 
implementation. The roll-off window of the 
filter was 73 to 50 seconds. The rational for 
applying such a filter is to remove all power 
below 50 seconds from the input time series, the 
sampling frequency of D5. The width of the roll 
off prevents the contamination of period greater 
than 96 seconds. 
A 1920 point string was formed for each 
channel, supplemented at the beginning and end 
by a set of 20 dummy points, equal to the first 
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figure 5.1 FIx and Fly magnetic channels sampled at 5 
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day 271 1984 at site 222. 
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and last points of the string and half the 
filter length providing a zero frequency, null 
power, lead on and run off for the filter, thus 
preserving the length of the data window. 
Convolution of the filter with each data 
channel. The filter centre occupied every 10th 
point returning a time series resampled at 50 
seconds. 
In light of the data correction and low pass 
filtering applied, and the naturally high signal 
to noise ratio at periods greater than 1000 
seconds, it was considered acceptable, to 
aggregate, wherever possible, contiguous D5 
files into 10 day groups. These were then 
averaged over every 10 points to provide D6 
files resampled at 500 seconds. 
In figures 5.1, 5.2 and 5.3 examples of typical D4 and D5 
files are shown. Four sites, for each decade, are plotted 
to demonstrate the synchronisity and uniformity of fields 
achieved across the network. It should be noted all 
fields shown in figures 5.1, 5.2 and 5.3 were recorded 
during a period when only an instrumental low pass filter 
was operating. Also note that the telluric channels at 
site ill have been scaled down by a factor of 20 in both 
decades while in figure 5.3 the telluric channels of site 
555 have been scaled down by a factor of 5. Visual 
inspection of these plots reveals a great deal of 
information concerning field relationships and a detailed 
discussion of these is carried out in chapter 6. 
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5.1.2 NOISE CHARACTERISTICS. 
In this section the readily identifiable impulsive 
signals i.e. spikes and steps, are dealt with and the 
approaches employed in their elimination from the raw 
data set are described. This is particularly important as 
both types of noise contain high power level and exist at 
periods close to the Nyquist frequency. As a consequence 
the noise power is spread to longer periods during the 
production of D5 and D6 files. Impulsive noise, such as 
spikes and steps, violate the MT/GDS sounding assumptions 
made in Chapter 2. Such noises are due to induction by 
inhomogeneous EM source fields or by direct current 
injection within the inducing volume (Lienert 1980). The 
nature of impulsive cultural noise sources has been 
extensively discussed. In MT analysis noise is classified 
as that part of the measured data that is either not 
induced or inhomogeneously induced. It may be categorised 
as random (incoherent), coherent or a superposition of 
both. Typical examples are the activity of moving 
vehicles, sensor vibration and equipment noise (normally 
channel independent). Noise in the second category is due 
to the inhomogeneous fields produced by the power 
distribution grid and its users, or from nearby thunder 
storms. The signals produced may be coherent in all 
channels at one site, or correlated across the entire 
array. Coherent noise can be larger than the homogeneous-
ly induced true coherent signal, and in standard spectral 
analysis is generally undetectable. In contrast random 
noise shows no consistent phase relation with the true 
signal or other types of noise. Numerous data windows 
exist within the D4 data set, occurring singly or in 
groups, which are rendered unusable by excessive noise, 
equipment failure or computer filing errors. 
Non-inductive noise, e.g. spikes and D.C. steps, when 
Fourier transformed into the frequency domain, are 
capable of producing well resolved, but erroneous 
estimates of z across the entire recording band width. 
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figure 5.4 	A typical noisy hour (20.00 hrs) of D4 data 
for the same site (222) on 9 consecutive days (270-278). 
The noise is mainly characterised by small D.C. level 
shifts, indicated by arrows. 
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figure 5.5 Simultaneous records for 1 hour of Ex 
Sites 111,222,333 and 555 (D4) demonstrating the 
occurrence of typical recurring regional noise. 
Correlations between Sites are indicated by dashed 
at 
lines. 
These may occur on several channels at one or more sites 
simultaneously. This is particularly important when 
inter-site analyses are undertaken. 
Noise types encountered are considered under two 
categories: 
Random noise restricted to one site: This may 
occur on one or more components and be 
uncorrelated with other sites. Figure 5.4 shows 
a selection of typical events. 
Regional noise is divided into isolated 
events, either DC level shifts, or simultaneous, 
correlated multi-channel spikes. These are 
typically recurrent events which are often time 
stationary and of similar structure. Figure 5.5 
shows examples of a common event which occurred 
repeatedly during the project on the east-west 
telluric channel of all sites except site 222. 
The recurrence at an almost stationary time and with 
identical repeat characteristics suggest a regular 
shunting of the mains power supply. 
Record discontinuities caused by the failure of the 
logging system must also be identified. The file recovery 
procedure provided in DEC RT-11 operating system 
overlayed the recovered file onto previously deleted data 
and thereby padding the new file with old data often from 
another site. The reasons for their occurrence are: 
i) Sustained power failures (> 30 minutes) often 
due to local lightning strikes, resulting in the 
loss of one or more array sites or, failure of 
the base logging computer. In the first case 
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restoration of power causes loss of synchronisa-
tion with all other sites in subsequent data. 
The second case requires operator intervention 
to restore incomplete files and to re-establish 
site synchronisation. 
Hardware failure at array sites, e.g. radio 
link failure, component failure on micro-pro-
cessor boards, or sensor disruption by humans 
or animals. 
Software failure due to continued data 
excesses produced by prolonged transmission 
interference or faulty field instrumentation. 
Incomplete or disjointed files created by these 
unavoidable interruptions, are identified from the site 
and recording information held at the end of each 4 
minute data block, described in section 4.1.5 
5.1.3 PRE-ANALYSIS DATA CORRECTION AND REJECTION 
Section 5.1.2 showed that a high level of cultural noise, 
often impulsive and coherent between E and H, exists. It 
is important, particularly in time dependance studies, 
that noise be removed or at least its influence greatly 
reduced as the noise field is itself non-stationary and 
will be superimposed on the real field. A generally 
accepted standard pre-processing procedure in MT is to 
visually inspect all records selecting error-free or 
correctable windows for analysis. This is quite 
acceptable when dealing with small data sets but is 
untenable for a data set containing approximately 400 
day files, even with the aid of interactive graphics 
software. Instead a simple numerical technique was 
developed capable of identifying certain noise types in 
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figure 5.6 The upper frame contains the same hour of 
simultaneous D4 data for Ex at sites 111,222,333 and 555 
as figure 5.5 and displaying typical regional noise at 
sites 111 and 333. The lower frame contains the first 
difference field for each of these. 
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figure 5.7 Demonstration of the power of the first 
difference technique to remove steps and reduce or remove 
spikes. Frame a) shows Ex and FDF field before and after 
processing while frame b) shows the corresponding Ey 
component before and after processing. 
the time domain without resorting to more generalised, 
'automatic' filtering procedures. The method utilises the 
properties of the rate of change of the naturally 
occurring fields. This rate of change equates to the 
First Difference Field (FDF) of the time series and is 
obtained from the 5 second, D4, records by calculating 
the change in field values between successive points. 
The maximum rate of change for all magnetic fields was 
found to be constant within the limits 0.3 and 0.9 at all 
sites. This result is to be expected for spatially 
uniform fields. The rate of change for the telluric 
channels was found to be site dependent reflecting the 
differing conductivity distributions at each site. 
The key to the success of the FDF lies in the observation 
that the rates of change of spikes and steps are in 
general 1 to 2 magnitudes greater as demonstrated in 
figure 5.6. A sensitive numerical evaluation of data 
windows as 'good' and 'degraded' was achieved using the 
Standard Deviation (SD) of the FDF. By examining the 
values of the FDF and SD of numerous good and bad data 
windows a series of empirical action thresholds were 
established. (Data from sites 333 and 555 were used for 
this study as they presented the widest range of error 
types). These permitted the identification of windows 
with genuine high activity from windows with moderate 
errors, one or two spikes or steps and sections with 
excessive errors. However it can not adequately 
differentiate between groups of several spikes with 
magnitudes around 1.0 as demonstrated in figure 5.7. The 
operation of the correction software was as follows: 
The Standard Deviation (SD) of the FDF for each 
data window was compared against the 4 set 
thresholds in turn. Separate action thresholds 
were set for H and E fields, these are: 
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Magnetics - 
SD 1< 0.001 -> No action taken, data good. 
0.001 < SD 1< 0.20 -> action level set to 1.0 
0.20 < SD 7< 0.60 -> action level set to 2.0 
0.60 < SD 1< 2.0 -> action level set to 3.0 
SD > 2.0 -> Window flagged bad and no action 
taken. 
Tellurics - 
SD 1< 0.001 -> No action taken, data good. 
0.001 < SD 1< 0.40 -> action level set to 1.5 
0.40 < SD 7< 0.60 -> action level set to 2.5 
0.60 < SD 7< 3.0 -> action level set to 3.0 
SD > 2.0 -> Window flagged bad and no action 
taken. 
Windows failing test 1 were flagged and passed to a 
despiking routine. Windows failing test 5 were flagged as 
bad and no further action was taken. The flagging of 
windows, 0 for no errors, 1 for corrected errors and 3 
for excessive or erroneous data window, proved invaluable 
for rejecting unsuitable 

























figure 5.8 1 hour of S component, D4 data, from site 555 
displaying the correction of recurrent D.C. step features 
using the FDF processing technique. 
The data window and FDF were passed first to a despiking 
routine. The test applied for a spike involved 
calculating the difference between the last good point 
and the next three. If the first difference dropped below 
the action level within this interval then linearly 
interpolated values between the last and next good points 
were substituted. The FDF was then recalculated and 
compared with the appropriate set of thresholds. Failure 
of the FDF to return below the action level was taken to 
indicate a step feature, the magnitude of the step was 
calculated with respect to sign and the remaining data in 
the window adjusted accordingly. A cumulative count of 
step corrections ensured the maintenance of correction of 
all subsequent windows. Three examples of step correction 
are visible in figure 5.8. The correction process is 
repeated three times, on each occasion a new FDF is 
calculated and the action level assessed. 
The results shown in figure 5.9 are used to demonstrate 
both the discriminatory power of the FDF and the effect 
of the correction routines, an hour (3.7 data windows) of 
Ex telluric data from 333 data from day 269 is presented 
before and after the application of the FDF technique. It 
is obvious that the removal of spikes is not entirely 
satisfactory, and while the thresholds can be modified to 
remove the remaining spikes in this window the effect of 
such level on genuine signal is unfavourable. 
The differences in the FDF magnitude of telluric fields 
across the array were accommodated by the application of 
site dependent FDF scaling factors to reduce them to the 
same level as site 333. The factors are: 
site ill -> 0.02 
site 222 -> 0.35 
site 333 -> 1.00 
site 444 -> 0.75 
site 555 -> 0.75 
5.1.4 TRANSFORMATION 12 THE SPECTRAL DOMAIN. 
A Fast Fourier Transformation (FFT) based on the 
algorithm of Cooley and Tukey (1965) was used to convert 
time domain records into the frequency domain. FFT 
algorithms have three main operational requirements to 
ensure accurate estimation of fourier coefficients: 
Data lengths must be a power of 2. For a 192 
point window the next highest power of 2 is 256. 
A data window should contain several complete 
cycles of the longest period of interest. 
Standard pre-transformation preparations are 
carried out to minimise spectral leakage 
resulting from the discrete nature of the data 
window. These steps are: 
Detrending of the record to remove the 
power of periods longer than its length. 
This is achieved by locating the time series 
on a common base line firstly by subtracting 
the mean value and secondly removing any 
first order, linear trend. 
To reduce spectral leakage, the first 
and last 5 percent of data were tapered with 
a half cosine window. 
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iii) The data window is then extended by 
symmetrically adding zeros to increase the 
data window to the required power of 2. For 
TDP3 data 28 was used. 
The FFT returns a series of 256 complex coefficients; 
term 1 is a DC level and is normally discarded, the 
remaining estimates form a symmetrical series about term 
129, the nyquist frequency (fn).  The raw spectra for each 
component of a data window were calculated only once to 
increase processing efficiency, and an average taken at 
each frequency, except f. The resulting 128 raw spectral 
estimates were stored on magnetic tapes according to site 
and Julian calendar date. 
5.1.5 SPECTRAL RESOLUTION. 
The choice of a 256 point FFT sets a minimum bound on the 
resolution of each discrete spectral estimate. When the 
window length N = 192 and the sample rate At = 5 seconds, 
the spectral width, given byilX = 1/NAt, is equal to 
7.812x10 4hz. On augmenting the window with zeros to 
bring it up to 256, & -> 6V = l/N't, where N' equals 
256. Generally, each spectral estimate, (denoted S(w)), 
is complex and possesses two degrees of freedom, (df), 
one real and one imaginary. The extended record with N'/N 
more estimates gives a modified degree of freedom, df' = 
2*N/N'. Following the formulation of Bendat and Piersol 
(1971) the random error 'e' of the power spectral density 
function, S(w), is equal to V 2/df". Clearly, when df' 
is less than 2, 'e' is greater than 1, the error in S(w) 
is greater than the estimate itself. The variance of 
power spectral estimates is improved by averaging over 
groups of adjacent estimates thereby increasing the 
number of degrees of freedom. This process is called band 
averaging and the resulting spectral estimates are 
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1 2 3 4 5 6 7 
1 16.6 	- 	10.0 101.6 	128. 27 40.5 36.5 4.1 
2 14.1 	- 	11.2 89.5 	114.3 25 37.5 33.5 4.14 
3 15.9 	- 12.6 80.8 	101.6 22 33 39 4.18 
4 17.8 	- 	14.13 72. 	89.5 19 27.5 26.5 4.25 
5 20.0 - 	15.9 64.2 	80.8 18 27 23 4.28 
6 22.4 	- 	17.8 57.2 	72. 16 24 20 4.35 
7 25.1 	- 	20.0 51. 	64.2 14 21 17 4.45 
8 28.2 	- 	22.4 45.4 	57.2 13 19.5 15.5 4.53 
9 31.6 	- 	25.1 40.5 	60. 11 15.5 11.5 4.8 
10 35.5 	- 	28.2 36. 	45.5 10 15 11 4.84 
11 39.8 	- 	31.6 32. 	40.5 10 15 11 4.84 
12 44.7 	- 	35.5 28.7 	36. 8 12 8 5.32 
13 50.1 	- 	39.8 25.5 	32. 7 10.5 6.5 5.75 
14 56.2 	- 	44.7 22.8 	28.7 8 12 8 5.32 
15 63.1 	- 50.1 20.3 	25.5 7 10.5 6.5 5.75 
16 70.8 	- 	56.2 18.1 	22.8 6 9 5 6.61 
17 79.4 	- 	63.1 16. 	20.3 5 7.5 3.5 8.5 
18 89.1 	- 70.8 14.4 	18.1 5 7.5 3.5 8.5 
19 100. 	- 79.4 12.8 	16 4 6 2 18.5 
20 112. 	- 	89.1 11.4 	14.4 4 6 2 18.5 
Table 5a The 20 band spectral scheme used in the 
processing of all MT, Vertical and Horizontal field data 
Key 
1 	band number 
2 Period (seconds) 
3 	Spectral width (seconds) 
4 Number of spectral estimates per band 
5 	Number of degrees of freedom 
6 number of reduced degrees of freedom 
7 	F distribution 
represented as <S(w)>. It is convention to regard the 
power of <S(w)> as located at the centre frequency of 
each band. The bands are equi-spaced in log space which 
means that at shorter periods fewer degrees of freedom 
are available. 
The design of a spectral band scheme is a somewhat 
arbitrary choice being a function of the length and 
quality of data sets available, the length of FFT used 
and the spectral resolution desired. A 20 band scheme 
incorporating 50 % overlap between adjacent bands was 
designed. A square 
window was used in the band averaging each window. The 
details of its resolution for each band are shown in 
table 5a. 
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The 20 Band spectral scheme of table 5a was used in the 
data analysis of each decade. The table presented is for 
Decade 4 and covers the period range 10 to 100 seconds. 
An overlap of 50% exists between band. The associated 
degrees of freedom and F distribution are shown following 
the method of Bendat and Piersol (1971). 
While the table scheme in table 5a is for D4 (10 to 100 
seconds) it is a simple task to modify it for D5 and D6 
by multiplying the period by 10 and 100 respectively as 
in both cases the only the sampling interval changes and 
the number of data used in each FFT remains the same. 
The 50% overlap between adjacent bands was used to give a 
smoother, better defined sounding curve more able to 
sustain the loss of bands due to localised errors while 
retaining sufficient degrees of freedom to minimise the 
variance. 
The number of degrees of freedom in each band can also be 
increased by averaging respective bands over a number of 
selected windows, (known as band stacking). The resulting 
estimate is represented by <S(w)>. The averaging of 
spectra, by bands and over a series of windows, makes an 
implicit assumption that the values of S(w), and noise 
characteristics do not vary markedly within the band and 
throughout the accumulated data windows. 
In subsequent discussion the spectral auto and cross 
powers of S(w) are calculated as Si(w)Sj(w) * , where * 
represents the complex conjugate. The frequency (w) will 
be dropped for convenience. 
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5.2.0 ESTIMATION 91 EX TRANSFER FUNCTIONS. 
In this study estimation procedures which involve the 
fields measured at one site only are called single site 
(SS), and the resulting tensor denoted as Zs. The 
approach adopted follows the widely used Local Least 
Squares (LLS) method of Sims et al.(1971). An exact 
impedance can only be obtained from noise free fields and 
as previously discussed natural EM sources contain an 
unknown and continually varying level of random noise so 
that estimates of Z s are biased. LLS provides a 
confidence limit within which the true value of Z s lies. 
For the TDP3 data Z s is used for site 444 in chapter 6 
and as a comparative technique for the Remote Reference 
results in chapter 7. 
5.2.1 ESTIMATION OF THE SINGLE SITE XT TRANSFER FUNCTION 
s. 
The fundamental MT tensor relationship given by equation 
(2.23) can conveniently be treated as a linear, multiple 
input/output system. The general theory of multi-variable 
systems based on power spectral estimates has been 
presented by Bendat and Piersol (1971). In the following 
discussion equation 2.23 is regarded as a 2 input! 1 
output system. To clarify the notation and aid the 
understanding a schematic diagram is shown in figure 5.9. 
The inputs are (1) and (2) while the output may be 
labelled (3) or (4). In each case the quantities are in 
the frequency domain. G(w) is the system response with 
which the inputs are convolved to produce the output and 
is analogous to the MT Impedance Z. 
Two sets of solutions exist depending upon the choice of 
E or fl as the independent variable. With fl as the input 
the resultant system response is the impedance, Z s and 
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when the input is E resultant solution is known as the 
Admittance, Q5. A reciprocal relationship exists between 
these responses of the form 
LS - _--1 
In order that like quantities are compared it is normal 
to invert QS. 
Other solutions are possible using combinations of E and 
H as inputs. These mixed pair solutions have been used by 
Gundel (1977) although Bentley (1973) concluded that the 
solutions were less accurate. 
The general SS solution for the elements of Z (Sims et 
al. 1971) used in this study has the form: 
<HXA1 * ><ExBj *>_<HXBJ * ><ExAi *> 
= -----------------------------(5.1) 
<HXAI *><HyBj *>_<HXBj *><HyAi*> 
A and B = H or E; I and j = x or y. 
Six possible solutions exist for each element of zs . Only 
the solution where the denominator consists of cross and 
auto powers of Hx  and H is calculated because it gives a 
result biased downward by noise only in magnetic field 
auto powers and is unaffected by noise in the electric 
fields. The solution for Q5 is similar containing auto 
and cross powers of Ex and Ey in the denominator are 
evaluated giving a result upward biased for noise in 
when inverted. It should be noted that this is not the 
same as the upward biased estimator of Sims et al. (1971) 
which contains mixed E and H powers in the denominator. 
-75- 
The biasing effect in these solutions can be understood 
if the spectra are viewed as the sum of the true signal 
(denoted by subscript s) and an incoherent noise 
component (denoted by subscript n) such that for the l-D 
case: 
Ex = Exs + Exn 
(5.2) 
Hx = Hxs + Hxn 
(5.3) 
Further, if the cross powers EXSEXn* and HysHyn* are 
negligible then the power density of (5.2) and (5.3) are 
given by: 
r. * - 	* 	. 	* 
LXX 	xs.xs + xn,xn 
(5.4a) 
fl
TT TY * 	.. 	* 	3 	ti 	* yfly - flysrlys + yn"yn 
(5.4b) 
TY * 	 TT 	* 	 • 	* 
Lxfl y - Lxsfl ys ' xn'yn 
(5.4c) 
The solution for (2.11) then becomes: 
1T 	* c.xsL-'ys 
zxys = 
(5.5a) 	 HYSHYS* + H
ynHyn* 
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which is equal to 
Zxy/(l+Hyn/Hys) or Zxy (l+Exn/Exs ) 
(5.5b) 
Z,5 is the local estimate and Z y is the true impedance 
sought. 
Equation (5.5a) demonstrates that, even with an infinite 
number of degrees of freedom, Z xys will always be biased 
by measurement noise. Attempts have been made to reduce 
the bias, Sims et al.(1971), Kao and Rankin (1977), but 
all assume that the noise is incoherent, and bias is due 
to the autopowers of the input channels only. Where 
powerful coherent noise exists on both input and output 
this leads to the false estimation of Zl across the 
entire frequency spectrum. 
Clearly in the presence of variable levels of noise the 
best estimators of <Z 5> and <Q5> are obtained from 
windows possessing good signal to noise ratios. The 
degree of correlation between measured fields and hence 
the accuracy of the estimate <> (from equations 5.1), 
can be quantified by making use of the power spectra. 
Following Bendat and Piersol (1971), the simplest 
relationship between two time series in figure 5.9 is 
represented by the ordinary coherence defined as: 
G2 12 = S12/S11S22 
(5.6) 
where S12 = cross power between channel 1 and 2, S11 = 
auto power of channel 1 and S22 = auto power of channel 
2. 
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For unpolarised, orthogonal, horizontal magnetic fields 
this should be small and tend to zero when averaged over 
many data windows (Reddy et al.1974). The overall fit of 
the multiple input systems is measured by the Predicted 
coherence, G312 or G412, (Bendat and Piersol 1971), also 
known as the Multiple coherence, Reddy et al. (1974). This 
is given by: 
s221s1312 + s111S2312 - 2*Re[S 12 *S23 *S 31 ] 
G2 312 = -----------------------------------------(5.7) 
S33 (S1*S2 - 15 12  1 2 ) 
The contribution of each input to the system is measured 
by the Partial Multiple coherence, (Bendat and Piersol 
1971) : 
G312 = G312 - G32 / 1 - G32 
(5.8) 
G213 = G312 - G31 / 1 - G31 
(5.9) 
In equations (5.9) and (5.10) the notation G312 
indicates the partial coherence between channel 3 and 1 
when the contribution of channel 2 has been removed. 
All the coherence parameter obey the inequalities : 
O 	G312, G31.2,G32.1- 1. 
5.2.1.1 ERROR CALCULATION. 
Error estimation is a crucial part of any induction study 
as it defines the resolution of geoelectric structure and 
the significance of any interpretation made. Confidence 
limits obey a log-normal distribution, when noise is 
treated as statistically independent and a function of 
power spectra, coherency and degrees of freedom, (Bently 
1973). The work of Pedersen (1982) is followed to 
calculating confidence limits for Z s . The variance (0) 
of a particular estimate i given by : 
r2 = 1/(n4) Fl:n-4:G[(l-G123)S111/[(l-G23)Sjj] 
(5.10) 
where 
Fl:n-4:g = lOOa percent F4 distribution. 
S11 = output autopower. 
Sj = input power (i=2,3). 
G23 = ordinary coherence between inputs. 
G12= multiple coherence between inputs and 
output 
where i=3,4. 
It should be noted that when Qs is inverted the 
propagation of errors results in a larger confidence 
limit with respect to Z s . 
5.2.1.2 SINGLE SITE DATA PROCESSING. 
The reduction of a given MT data set requires that for 
each data window the LLS solutions to equation 2.21 for 
each spectral band must be calculated. The resulting 
accuracy is then assessed according to a predetermined 
set of constraints. For the TDP3 MT data two sets of 
selection criteria were applied. First the window number 
was checked against the error log created for each site 
by the automatic correction routine described in section 
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figure 5.10a The results for Zxy, Qxy, Zyx and Qxy of 
single site processing using a 5 day stacking window over 
the period of operation of the site for bands 14 and 18 
at site 222. The rejection criteria used were that 
g123>=0.9 Zxy > Zxx, Zyx > Zyy. •= Qxy - = Zxy 1 = Qyx 
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figure 5.10b The results for Zxy, Qxy, Zyx and Qxy of 
single site processing using a 5 day stacking window over 
the period of operation of the site for bands 14 and 18 
at site 333. The rejection criteria used were that 
g123>=0.9 Zxy > Zxx, Zyx > Zyy. •= Qxy - = Zxy ! = Qyx 
and o= Zyx. The 10 % mark is identified using a das 
horizontal line. 
Second and most importantly Zs and Qs were selected on 
the basis of the values of their multiple and partial 
coherence values. The multiple coherence test is widely 
used and a range of values have been used by different 
workers, 0.8 (Pedersen et al. 1982), 0.9 (Swift 1967, 
Word et al 1970, Kao and Rankin 1977), and 0.95, (Vozoff 
1972). For the time dependence study a value of 0.9 was 
used. The selection of a high multiple coherences 
threshold is by itself not an infallible method of 
eliminating erroneous realisations particularly in 
situations where bias coupling between diagonal and 
off-diagonal elements of <Zs> occurs (Pedersen et al. 
1984). The partial coherence is used to resolve this by 
ensuring that only those estimates of the partial 
ss 
coherence which posse the maximum values in the off 
diagonal elements are selected. The band averaged spectra 
of estimates passing both tests are then stacked. 
The number of data windows required to provide stable 
transfer functions is a compromise between the noise 
fields and the time resolution sought. The latter has 
been defined empirically by Rikitake (1975). A processing 
run of 5 days of data was used. This provides a possible 
450 data windows for D4 and 45 for D5. Each site was 
processed using the same thresholds and in the final 
result only site 222 was found capable of providing 
stable estimates of <> and <Q 5> for periods between 100 
and 40 seconds, (bands 1 to 10 of the 20 band scheme of 
table 5a). Site 333 provides results only after day 240. 
It is clear that as period decreases so to does the 
signal to noise ratio reflected by the decrease in the 
number of successful estimates. Figure 5.10 shows the 
variation in number of stacked results in bands 18 and 14 
as a function of 5 day periods. The dashed lines 
represent the 6% and 12% levels with respect to the 
possible 450 estimates. At best approximately 95% of the 
data windows examined were rejected. Figure 13 can be 
viewed as a measure of the relative noise levels 
throughout the project. The peak numbers of estimates 
between sites 222 and 333 correlate well and indicate 
that the noise level vary regionally. It is also worth 
noting the behaviour of the respective upward and 
downward biased results. At site 222 the decreasing order 
is: 
<Zxx> I <zxy> > <Qxx> I <Qxy>> <Zyx> I <Zyy> > 
<Qyx> I <Qyy> 
and at site 333 it is: 
ZxxlZxy ZyxlZyy > QyxIQyyQxyIQxx 
The large number of admittance estimates demonstrates 
that at site 222 telluric fields are less contaminated by 
noise. 
5.2.1.3 FORMATION OF AN UNBIASED ESTIMATORS 
An unbiased tensor can be formed by the combining <7> 
and <Qs> estimators. Several methods exist to achieve 
this, Adam et al. (1976), Jones et al. (1983). In this 
study a weighted mean estimator was calculated using the 
inverse of the first standard deviation as weights, 
(Beamish 1986b): 
= (<Zjj>/dZij 2 + <Qij>/dQij 2 )/(dZij 2 + Qjj 2 ) 
(5.11) 



































































































































































































































A comparison of the combined result with respect to the 
biased estimators is shown in figure 5.11 for a 30 day 
analysis covering the days 240 to 269 at site 222. It is 
clear that the combined is generally closer to the 
downward biased result reflecting the difference in 
signal to noise levels between magnetic and electric 
fields. 
5.2.2.0 INTER SITE ANALYSIS TECHNIQUES. 
The following sections deal with inter-site analysis 
techniques which utilise the inputs of more than one site 
to a) reduce the errors in tensor estimation due to the 
effects of random error only and b) to investigate the 
spatial relationships of the horizontal magnetic fields. 
Special attention is paid to the correction of timing 
errors between sites. 
5.2.2.1 TIMING CORRECTIONS. 
A pre-requisite for the accurate analysis of inter-site 
field relationships is the existence of record 
synchronisation or an accurate record of the timing 
mismatch between sites. No measurable timing differences 
exist between individual channels at any one site. Timing 
discrepancies between field components feeds directly 
into inter site cross-spectra as a modification of the 
complex coefficients. The most significant manifestation 
is found in the phase of 	The magnitude and period 
dependence can be demonstrated by calculating the phase 
of the 1 input-1 output transfer function C which relates 
2 identical time series progressively time shifted. The 
results are shown in figure 5.12. This shows that errors 
in phase are an exponential function of period and timing 
WO 
30- 
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260 	 265 	 270 	 275 	 280 	 285 
days ( Julian calender ) 
figure 5.13 A display of the time synchronisity 
maintained by the field array with respect to the base 
site (111) during days 260 - 285. Arrows indicate points 
where the site timing became so severe that the site had 
to be reset. 
error. Even a 5 second timing difference, equal to the 
sampling frequency, changes the phase by 90  at 30 
seconds. 
In this study the site timing errors are taken relative 
to the recorded time at reference site 111. The loss of 
synchronisity between 111 and the radio telemetered array 
sites can be attributed to: 
'Drop ins', spurious interrupts due to 
interference on the carrier signal which the 
data capture system interpreted as valid data. 
Each such event causes a cumulative time 
displacement of +5 seconds relative to ill. 
Thermal stability and drift of the crystal 
clock responsible for the maintenance of sample 
rate at each site was capable of contributing 
errors if unattended over long periods. 
Extended power loss resulting in temporary 
loss of site. 
Resetting field clocks after maintenance. 
The magnitude of timing errors between array site and 
reference were calculated by averaging the logged times 
of the 4, 4-minute logging blocks forming each standard 
data window. The consistency and accuracy of timing of 
sites 222, 333 and 555 with respect to 111 over a typical 
25 day recording period is shown in figure 5.13. The 
timing errors if unknown may be calculated by cross 
correlation of data in the time domain, (Jones et al. 
1983). However this is 	unnecessary as the timing 
errors within the TDP3 data set may be calculated to the 
accuracy of the system timing. It is convenient to apply 
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figure 5.14 a) The phase of all acceptable esimates 
g123 >= 0.9) of transfer function C correlating Hx 
between sites 111 and 222 prior to correction for timing 
differences. b) The phase of all acceptable estimates of 
C after the application of the correction factor. 
the frequency domain. Consider the case of the spectra 
and B from 2 identical time series which have been 
displaced by a time of 'dt'. The resulting crosspower 
<AB*> will be in error and a correction '' factor must 
be applied to give the true crosspower, <AB*>C* . If A 
and , are complex then C has the form, Q = (x + iy). 
Coefficients 'x' and ' y ' are found for any given period 
band and timing error by: 
r(cos9 + isinO) = Q = eiwt 
(5.12) 
where 	9 = 2piw/dt 
r = radius of unit circle 
2piw = angular frequency. 
dt = error between , and B. 
The effectiveness of this simple correction is 
demonstrated in figure 5.14 (a,b) where the phase of 
relating the Hx components at sites 111 and 222 system is 
shown before and after application of correction factor 
C. 
An upper limit on the size of error corrected was set at 
+/-1-1/4 and a lower limit of +/- 5 seconds. Therefore for 
any data window only bands which fulfil this error 
condition were processed. 
5.2.3.1 REMOTE REFERENCE 
Section 5.2.1 illustrated the limitations of the SS Least 
Squares estimation of .. due to the bias effects of noise 
in the autopower spectra. Without apriori knowledge of 
the noise distribution the choice of solutions become 
arbitrary. Confidence limits provided by Impedance and 
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Admittance solutions are insufficient for accurate 
modelling or the meaningful detection of time dependent 
variations of the MT tensor. Gamble et al.(1979a) and 
Goubau et al (1978) introduced the technique of Remote 
Reference (RR) to eliminate the bias problems attributed 
to autopower noise by incorporating 2 additional, 
orthogonal field components, measured simultaneously at a 
remote site. These fields can be either E or fl but the H 
is normally used as it is less prone to noise. It is 
implicit that the source fields are homogeneous and 
planar over the site separation, where this assumption is 
not satisfied then the incident fields produce only 
locally uncorrelated effects. 
Unlike the SS analysis the formulation of the RR Tensor 




if this is multiplied by B, the remote reference field, 
to give: 
Zr = IEI IliRI 
(5.14) 
The equivalent Admittance is then equal to: 
Xr = IiiIIEEH 
(5.15) 
which on inversion gives: 
y-1 = 	uI 	= Zr 
(5.16) 
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This means that either magnetic or electric fields may be 
used as a reference but it has been pointed out by Gamble 
et al (1979b) that where the structure is highly 
anisotropic the electric field should not be used due to 
its highly polarised nature. The individual solutions for 
each tensor element in equation 5.14 are: 
Zxxr = [<EXHXr*><HyHyr*>_<ExHyr* ><HyHyr*>]/D (5.17a) 
Zxyr = [<ExHyr* ><HXHXr*>_<ExHXr* ><HxHyr*>]/D (5.17a) 
Zyxr = [<EyHxr*><HyHyr*>_<Ey1 yr* ><HyHxr*>]/D (5.17c) 
Zyyr = [<EyHyr*><HXHXr*>_<EyHxr*><HxHyr*>]/D (5.17d) 
where D = <HXHXr*><HyHyr*>_<HxHyr*><HyHxr* > 
The distance between local and reference sites to avoid 
noise correlations depends upon the range of the noise 
source however correlated noise sources can be introduced 
introduced by the interference in the radio telemetry 
used for data collection and by local lightening 
discharges. Investigations of noise correlation lengths 
by Kroger et al.(1938) and Goubau et al (1984) 
demonstrated that for periods of 1 second or more, site 
separations of 200m maybe used for magnetic field 
references. The smallest site-reference separation used 
in TDP3 was 27.5 km between sites 111 and 555 and the 
KM 
largest was 36.5Abetween sites 111 and 333. 
5.2.3.2 ESTIMATION OF CONFIDENCE LIMITS. 
The formulation derived by Gamble (1978) for the variance 
of equations 5.17 was used: 
MM 
Var(Zjjr) = (N/rn = 1(<n 1p>2 <A1 > 2 ])/N<D> 2 (5.18) 
i=x,y and j=x,y and np is the predicted error calculated 
by: 
<n1p>2 = <EjEj *>_Zjxr<EjHx* > *+<Zjxr*><EjHx* > 
-z iyr<EiHy* > *+<Zix*><EiHy* > * ixrZ jyr*<HXHy*>* 
+<ZjxrZjxr* ><HXHX * > * +<ZiyrZiyr*>(HyHy* > * (5.19) 
in addition 
Aj = HyrHk* + HyrHkrHk* 	 (5.20) 
where i,j,k = x,y; k = j 
also 
D = det IH HrI and N is the number of degrees of 
freedom. 
A 68 % confidence limit is equal to the square root of 
the variance. 
Equation 5.14 is correct only when the number of degrees 
of freedom or number of individual estimates considered 
are large. In this work a minimum of 10 estimates was 
chosen for the existence of a stable impedance. This 
requires that considerably more data windows be analysed 
before a stable result for Zr  is obtained. General 
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figure 5.15 The results for Zxy and Zyx for remote 
reference processing using a 5 day stacking window over 
the period of operation of the site for bands 14 and 18 
at site 222. The rejection criteria used were that 
g123>=0.11b.szxy > Zxx, Zyx > Zyy. The 10% mark is 
identified using a dashed horizontal line.  








Noise in R, E and fl must be uncorrelated. 
Noise on E and ff is signal independent. 
Noise is stationary over the ensemble of 
estimates forming the solution and may therefore 
be non-stationary in some windows without 
affecting the result. 
5.2.3.3 PROCESSING FOR REMOTE REFERENCE. 
As with the local analysis a spectral stacking technique 
was adopted used to process all Remote Reference Tensors. 
However for the addition of a tensor estimates cross and 
auto powers to their respective stacks both solutions 
were required to have passed all the rejection criteria. 
A value of 0.1 for the multiple coherence selection 
threshold was chosen following Gamble et al. (1979b). 
Travassos (1987) studying the effects of increasing 
multiple coherence thresholds on tensor stability and 
resolution of a 7 day subset of the TDP3 data (days 269 
to 275) concluded that a minimum value of 0.5 was 
required. A study of the contrast between thresholds of 
0.1 and 0.5 over the entire data set has been carried 
out. Figure 5.15 shows that the number of estimates o34O.w\Q-cl. 
e,oQ-  
5.2.4 REMOTE REFERENCE VERTICAL FIELD ANALYSIS. 
The reference method as described above holds for any 
rank of tensor and may be applied to the measurement of 
tensor response functions. This is fortunate as results 
obtained for local vertical field analysis were poor due 
to the low signal to noise ratio of the vertical 
components and the difficulty in discriminating between 
true and well resolved but spurious estimates. The 
presence of horizontal magnetic fields relatively 
unaffected by coherent noise at site 111 made this 
approach very successful. Reference elements Ar and Br 
for equation 2.32 and their variance are calculated 
following Gamble (1978): 
Ar = <H zHxr><HyHyr> * _<HzHyr><HyHxr> * 
(5. 21a) 
Br = <HzHyr><HxHxr> *_<HzHxr><HxHyr> * 
(5. 2lb) 
Var (Aj)=<np>**2<Aj>**2/N<D>**2 	 (5.22) 
where 
zp = <HzHZ * >_<Ar><HzHX * >+<Ar*><HZHX * >_<Br><HZHy* > 
<Br* ><H zHy* >+<ArAr* ><HxHx*>+<BrAr*><HxHy* > 
+<ArAr*><HxHx*>+<BrBr*><HxHy>. 	 (5.23) 
Ai = <RjR j*><HjRj><HyRj><RjRj*><HjRi> *<HjRi> 
_<RjRj><HR><HJRi>_<RiRJ ><Hj Ri>*Rj>. 	 (5.24) 
R is the horizontal reference field. 
i=x,y and j=y,x 
5.2.5 HORIZONTAL FIELD TRANSFER FUNCTIONS. 
Following the same line of reasoning as for the Vertical 
field case, a linear relation exists between the spectra 
of the magnetic horizontal components of the local and 
reference sites. If the geoelectric structure were the 
same a both sites then a one to one relationship would 
exist between respective components. Addition of a more 
conducting layer beneath the local site will result in an 
enhancement of the measured field with respect to the 
unchanged normal reference site. As inthe case of the 
Vertical field analysis the reference site should conform 
to a definition of normal and again the redeeming feature 
of this project is the study of time stability at fixed 
locations. 
Practically the anomalous part of the horizontal field 
can be written at any particular frequency as: 
Hxa = Hx]. - Hxr = gHxr + QHyr + ex 	 (5.25a) 
Hya = Hyl - Hyr = Hxr + FHyr + ey 	 (5.25b) 
where 'a' is the anomalous part of the field, '1' is the 
local site, 'r' is the reference site, Q, D, 	and F are 
the complex horizontal field transfer functions to be 
derived from a least squares solution. 
= <HxlHxr*><HyrHyr* > * <HxlHyr*><HyrHxr* > */K (5.26a) 
= <HxlHyr*><HxrHxr* > *_<HxlHyr*><HyrHxr*> */K (5.26b) 
E = <HylHxr*><HyrHxr* >*_<HylHyr*><HyrHxr*> */K (5.26c) 
= <Hy] Hyr*><HxrHxr*> *_<HylHyr*><Hyr}lxr* > */K (5.26d) 
= <HxrHxr*><HyrHyr*>* _<HyrHxr*><HyrHxr* > * 
Confidence limits for each transfer function were 
calculated using the same equation (5.10) as for the 
local site MT estimation. 
•1 
CHAPTER 
INTERPRETATION OF GEOELECTRIC STRUCTURE. 
-91- 
6.1.0 INTRODUCTION. 
The primary design considerations of the TDP3 geoelectric 
array (as stated in chapter 1) were to provide detailed 
information on the time stability of EM transfer 
functions and to allow an assessment of the viability of 
such a network in monitoring crustal stress in an 
industrialised region. Thus, from the point of view of 
studying the geoelectric structure of the region, the 
TDP3 data set lacks the traditional attributes of an MT 
survey i.e. profile or grid data with wide spatial 
coverage and high frequency recording in the range 10 to 
0.01 seconds. The construction of detailed 2-D models is 
therefore precluded. The restricted experiment limits the 
accurate assessment of crustal resistivity values 
obtained and makes the delineation and interpretation of 
inductive mechanisms operating in the region more 
speculative than quantitative. 
Having recognised and accepted these limitations it is 
possible, by using the best sounding curves recovered 
from the data set in conjunction with the wealth of 
previously published results from numerical 2 and 3-D 
modelling studies and the known regional geology and 
geophysics to draw make valid deductions about the 
geoelectric structure of the crust in the vicinity of the 
Izmit area. 
The interpretation in this chapter uses the unrotated MT 
and the GDS results obtained from selected, contiguous, 
30 day periods. All results were derived using the RR 
analysis technique in preference to the SS results with 
the exception of site 444. This site failed to provide 
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any synchronised inter-site records during the entire 
project and therefore the few records that were obtained 
were processed by the SS method. 
As discussed in chapter 5, the remote reference results 
provide more complete and accurately defined sounding 
curves in the range 20 to 1000 seconds. In the case of 
site 222 it was possible to provide a full 3 decade (10 
to 10000 seconds) MT sounding curve for analysis. 
The following approach to the interpretation of the 
results has been applied. First, the basic properties of 
the MT tensor for each site are described and the 
information they provide on the structural dimensions and 
mode of induction is discussed. This information is 
augmented and contrasted with the vertical field 'Tipper' 
results derived via equations 2.39a,b and 2.40a,b. The 
additional information widens the area of coverage, and 
aids the development of a structural model. With a 
consistent model it is then possible to analyse the 
validity of a 1-D interpretation using the linear 
inversion described in chapter 2. The 1-D conductivity 
profiles obtained are examined with respect to the 
limitations of the data set, the consistency of the 
profiles obtained and to the existing geophysical model 
for the region. 
6.1.1 MT RESULT FILES. 
In order to accurately define the detail contained within 
a sounding curve, be it MT or GDS, the transfer functions 
must be well resolved at logarithmically spaced points 
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across the entire band width of interest. The selection 
criteria described in chapter 5 were used. The 30 day, 
RR, results used in the interpretation procedure were 
selected from the final recording phase of the project 
covering some 55 days. During this period usable records 
were obtained at all sites for MT and GDS processing. At 
sites 222 and 333 high quality records were obtained for 
the entire project. Sites ill and 555 provided usable 
electric field data only after day 240 and over the 
entire project site 444 provided only 6 complete days of 
data between day 260 and 279. All of these were 
unsynchronised with respect to all other sites and 
therefore were processed by the SS procedure outlined in 
chapter 5. The MT results for site 444 were of limited 
use below about 250 seconds although a nearly complete 
GDS sounding curve was obtained. 
6.1.2 MT TENSOR STRUCTURE. 
It is common in most MT interpretations to quantify the 
structure of the impedance tensor simply by examining the 
scalar values of its rotation ellipse e.g. the rotational 
invariant,'skew' (equation 2.36), and the principle 
azimuth (Q) at which the the function Izzy  + ZyI2 
maximises. These parameters, while offering quick but 
crude guides to the rotational behaviour of the tensor, 
omit important detail revealed by a visual inspection of 
the full tensor. For example, the magnitudes of ZXX and 
ZYY relative to each other and to Z,y and Z, the 
frequency dependence, if any, of ZXX and Zyy . All are 
lost in such scalar parameterisation but are of immense 
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9.0 
The full tensors used in this interpretation are shown in 
figures 6.1(a-e), each element being displayed as real 
and imaginary parts with respect to frequency. It should 
be noted that all sites in Figure 6.1(a-e) are presented 
in the measured coordinate system (i.e. unrotated). 
Further it is important to note the difference in scales 
between diagonal and off-diagonal elements. 
The 5 sites divide into 3 groups based on the magnitude 
of ZXX Zyy and the spatial behaviour of the Zxy Z. 
At reference site 111 (figure 6.1 a) the 
off-diagonal elements (Z,Z) are more than 1 
order of magnitude larger than all other array 
sites while the diagonal elements are 2 orders 
of magnitude larger. Values for the Ex field are 
generally greater than for Ey ranging from 
approximately 50.0 to 70.0 mV/km.nT. The large 
impedance values and comparable magnitudes of 
ZXZ to ZxY and ZYY to ZYx can be directly 
attributed to the large R fields (1 to 1.5 
V/kin), and the inphase nature of Ey to Ex 
recorded at this site. These effects can clearly 
be seen in the D4 and D5 field records shown in 
figure 5.1(a-b). 
Graben floor sites 444 and 555 (figures 6.1 
d,e) are both characterised by the existence of 
1 diagonal impedance equal in size to its 
respective off-diagonal element. Despite the 
small site separation of this pair (less than 5 
kin) and their apparently similar topographic 
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figure 6.2 Skew values obtained for 
decades 4 and 5 at all 5 sites. Error 
bars are at 95% confidence limits. 
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ment,the dominant diagonal element is reversed 
between them i.e. ZYY > Zxx at site 555, while 
at 444 ZXX > Zyy . This effect is period 
independent and must be a very localised 
surf icial effect to permit such rapid variations 
over 7 kin and be manifest over the entire 
sounding curve. 
3) Hill sites 222 and 333 (figures 6.1 b,c) 
possess small diagonals of approximately equal 
size, about one order of magnitude less than the 
off-diagonals. 
The off-diagonals elements of groups 2 and 3 are of the 
same magnitude. 
The skew values for all sites (obtained using equation 
2.33) and shown in figure 6.2, are influenced by the 
presence of the large diagonal elements and range from 
0.3 at site 444 to a maximum of 12.6 at site 555. Mean 
values lie between 0.3 and 1.5 at the other sites. The 
skew values of all site therefore exceed even the most 
optimistic upper limit of 0.7 (Ting and Hohmann. 1981) 
for the onset of three dimensionality. Only at sites 222 
and 333 is there any clear evidence of a frequency 
dependence in the skew with a steady decrease from a 
value of 1.5 at 20 seconds to a constant value of 0.7 at 
100 seconds and beyond. This indicates that the most 
significant lateral structural contributions reside 
within the upper crustal sections. 
Further information on the relative importance of 
structural contributions may be obtained from the 
.. 
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figure 6.3 Dimensionality weights calculated 
from equations 3.34-36 for decades 4 and 5 at 
all 5 sites. 
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dimensionality weights of Kao and Orr (1982), calculated 
from equations(2.34 - 2.36). The weights for each site are 
shown in figure 6.3 as functions of period over the range 
10 - 1000 seconds. The results in figure 6.3 argue for 
the sites to be arranged in order of decreasing 
structural complexity as follows: 
555 (3 >> 2 >> 	1), 333 	(3 >1 2 >> 1), 
222 (2 >> 3 - 	 1), 111 	(1 >> 3 	> 2), 
444 
( 	
1>> 3 - 	 2). 
Clearly in terms of the earlier discussion on tensor 
characteristics in chapter 2 neither site 111 or 444 can 
be anything other than 3-D given the presence of their 
large diagonal elements. In the case of sites 555, 333 
and 222, high degrees of 2 and 3-D are to be expected due 
to their proximity to the surface discontinuities 
associated with the Graben margin. However at sites ill 
and 444 the 1-D weight dominates throughout D4 and D5. 
The presence and distribution of diagonal elements in 
figures 6.1 (a,d) and the large skew values clearly 
demonstrate that all sites represent 3-D geometries and 
in such circumstances these weights are completely 
unreliable indicators of geometrical distribution. 
The structural indicators discussed above are rotational-
ly invariant. It is common practice to rotate the tensor 
into its principle coordinate frame using equation (2.26) 
to maximise the function IZxy + ZyI2. This rotation 
presupposes that the geoelectric structure approaches 2-D 
and that the off-diagonals rotate to provide the 2 
limiting, decoupled, E-pol and H-pol cases generated by 
such a model. The identification of such 2-D equivalent' 
-97- 
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figure 6.4a Principle azimuths of rotation of 
Z for decades 4 and 5. Error bars are at 95% 
confidence limits. 
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figure 6.4b Spacial distribution of principle 
azimuths of rotation of Z averaged ovr decades 4 and 5. 
408 
40.7 
curves may then allow the choice of one of the apparent 
resistivity curves to be used for 1-D interpretation 
(Reddy and Rankin 1971a). 
The principle rotation azimuths (Os ) for all sites are 
shown in figure 6.4 (a,b). In figure 6.4a the principle 
azimuths are seen to be independent of period and as a 
consequence an average value is used in figure 6.4b to 
emphasise the spatial variations. Taking into account the 
ambiguity of 90 0 involved in the definition of 95 , the 
azimuth of the geoelectric strike at for example site 222 
is either 70  west or 830 east. The azimuths of 9 
correlate with the 3 site groups identified at the 
beginning of this section. The azimuths at sites 222 and 
333 if accepted as being at 83" east, are in agreement 
with the regional east-west strike of the NAF as observed 
in its surface expression. Without further site coverage 
to the north and south this hypothesis must remain 
speculative in the light of the electrical 3 dimensional-
ity of the region. In an attempt to identify a regional 
geoelectric strike the approach of Zang et al. (1987), 
described in chapter 2, was applied. This method attempts 
to solve the problem of local scattering of e5 by 
evaluating a regional strike (Or)  due to a regional 2-D 
structure overlain by a local, near surface 2-D structure 
with strike (e1) at some azimuth other than 9r  This is 
achieved by a least squares minimisation of the functions 
Q and Q3 in equations (2.29) and (2.30) respectively. The 
results for Or  and G1 for the TDP3 sites, are shown in 
figure 6.4c with regard to their spatial distribution. As 
they display little variation with period each result is 
an average value. From figure 6.4c minor differences 











figure 6.4c Spacial distribution of Or and 01 
azimuths obtained using the method of Zang et al. 
1987. REsults for each site were averaged over 






figure 6.5 Rose diagrams of first motion of seismic 
shear waves for sites 222, 333, 444 and 555 with 
averaged er ( 	) and &1 ( -------) superimposed for 
comparison. 
consistent, approximately east-west azimuth is revealed. 
A regional east-west strike direction within the array is 
well defined while the marked variation in 01 between 
sites 222/333 and 444/555 appears genuine and correlates 
with the diagonal element variations. 
If the regional azimuth identified at sites 222 and 333 
is accepted then no rotation of the tensors is required 
to provide a regionally consistent values of ZZy and Zyx 
at all sites. 
It is possible to obtain independent comparisons of the 
azimuths for or and Qj with results from the seismic 
experiment. The first motion of seismic shear wave 
arrivals is believed by Crainpin et al. (1985) to 
delineate the azimuth of parallel, fluid filled, cracks 
aligned with the minimum axis of horizontal compressive 
stress. Electrically such a model will be highly 
anisotropic. The crack azimuths are presented as rose 
diagrams which indicate the degree of scatter found in 
the orientation of the first arrivals. Or  and G1 for site 
222, 333 and 555 are compared with the shear wave first 
motions measured by the TDP# seismic network in figure 
6.5. At sites 222 and 333, Or  correlates well with the 
shear wave azimuths, however at site 555 which 
demonstrates a much wider spread of shear wave azimuths 
it is is 0] which is found to closely correlate with the 
principle shear wave azimuth. The discrepancy at site 555 
may be accounted for by assuming the crack density is 
greater within the Graben and particularly towards the 
active margin. 
a, 
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figure 6.6(a—g) Spacial distribution of the real and 
imaginary vertical field induction arrows for all 5 sites 
for selected bands spanning decades 4 and 5. No error 
bars have been show for clarity. 
6.1.3 INTERPRETATION OF TIPPER RESULTS.. 
The unambiguous geoelectric strike directions yielded by 
the real part of the tipper response provide valuable 
clues to unravel the induction problems of the Izmit 
region. The real and imaginary tippers have been 
calculated using equations (2.39a,b) and (2.40a,b). 
Typical errors at the 95% confidence level are in the 
range 1 to 10% for (Rr,er) used in the above equations, 
the largest errors occurring between 100 and 200 seconds. 
As a consequence, only the curves of the central estimate 
are shown to avoid confusion. Further because the value 
of the imaginary tipper tends towards zero its derived 
azimuths are highly scattered and have large errors. Thus 
the imaginary tipper azimuth is not shown and does not 
figure in the interpretation. In order that the spatial 
and frequency dependent variations of the real tipper can 
be clearly understood all induction arrows are displayed 
by period bands and site position in figures 6.6(a-g). 
The convention followed is that all arrows point towards 
regions of current concentration and the strike direction 
is at 900 to this. 
Several important facts can be deduced from the frequency 
dependence of the tipper magnitude and direction at the 
five sites. First, a reversal of sign occurs between site 
ill and the array sites, all real arrows point towards 
the eastern end of Izmit Bay. This reversal can be 
clearly seen in the raw D5 records, (figure 5..3 ), as a 
polarity reversal of the vertical field at 111 with 
respect to those of the array. In a standard GDS survey 
this would be unequivocal evidence for the existence of a 
major geoelectric boundary between site 111 and the 
array. Secondly, the tipper response is period dependent 
with the largest amplitudes at a period of 25 seconds at 
sites 111, 444 and 555. This can be seen in figure 6.6. 
This implies a conductive body in the upper crust. 
Amplitudes decrease with increasing period and undergo a 
westward rotation. The magnitude of this rotation is site 
dependent, at 25 seconds there exists a range of azimuths 
from 00 at site 222 to 280 0 at site 444. However beyond 
316 seconds a good agreement of tipper strike of about 
040 0 exists for all sites. 
One of the many complicating structural elements of the 
study area is the 
termination of an arm of the Marmara Sea in the western 
portion of the study area (fig 3.1). Such a large body of 
salt water clearly conforms with the general concept of a 
'thin sheet' conductor 
The dimensions of Izmit Bay may be approximated as 
5x6Oxl km and a resistivity equal to sea water of between 
1 to 10 ohm.m. , (Keller and Frischknechkt 1970). By 
Archids law, equation 2.47, Izmit Bay will still be more 
conductive than the surrounding crust even if this is 
pervaded by aligned cracks (Crainpin et al.1985), 
saturated with fluid of the same resistivity. Many 
numerical 3-D modelling studies of thin sheets have been 
carried out and of particular interest at this point are 
the results of Reddy et al. (1977), Jones and Vozoff 
(1978) and Wannainaker et al. (1984). All have examined 
the relationship between MT and tipper strike for the 
case of a simple finite conductive sheet within a 
resistive half space which is of particular relevance to 
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figure 6.10 Rxy,Oxy and Ryx Oyx for sites 222, 333 and 555 
covering decades 4 and 5. Z was obtained from remote 
reference processing of a 30 day recording period. 
Wannainaker et al. (1984) are shown in figure 6.8. Note 
the contrast between tipper and G 5 on either side of the 
conductor margin, the tipper strike is the more accurate 
measure of geoelectric strike. However in the vicinity of 
the conductor end neither tipper or 03 give an accurate 
measure of strike. In fact as the end is approached the 
two azimuths become perpendicular. The general trend is 
therefore for each to trace out a roughly circular track 
around the end of the conductor. This simple case would 
appear to argue for the hypothesis that the pattern of 
the tipper and 99 results, spatially limited as they are, 
is due to the termination of Izmit Bay which acts as a 
thin sheet conductor. 
6.1.4 APPARENT RESISTIVITY AND PHASE DATA. 
In this section the more familiar electrical parameters, 
apparent resistivity (Ra) and phase (Pa),  encountered 
last in chapter 2, are examined. The conversion from 
impedance elements is carried out using equations (2.12a) 
and (2.12b). The resulting sounding curves, (Ry,P,) and 
(R,P), for sites lii, 222, 333 and 555 are shown in 
figure 6.9(a-e). When considered together as in figure 
6.10 the characteristics of the curves provide further 
clues to the inductive processes operating in the region. 
Firstly there exists a difference of 3 orders of 
magnitude in Ra between site ill (lOg to 106 ohm.m) and 
the four array sites (10 to 500 ohm.m). Within the array 
there is an increase in gross Ra in the order 333 -> 555 
-> 222. The lowest resistivity at 333 is Ryx of 10 ohm.in 
and maximum of 150 ohm.m in R. Values at 222 are for 
60 ohm.m and a maximum in Rxy of 500 ohin.m. This 
-102- 
statement is only valid to around 1000 seconds at which 
point Ry, becomes the maximum resistivity at sites 222 
and 333. 
Second, in figure 6.10 it can be seen that despite the 
variation in magnitudes of apparent resistivity between 
sites, the relationship between curves is distinctive and 
common to all. This commonality therefore holds the key 
to developing an appropriate 1-D model for the vicinity 
of the array bearing in mind that all the structural 
analysis of the MT and GDS tensors indicate clearly that 
all sites possess a 3-D geometry. 
Park et al. (1983) demonstrated that in the presence of 2 
and 3-D thin sheet geometries the phase of is unbiased. 
Following Weidelt (1972) and Clay et al. (1981) the 
inversion of the phase curve will yield the true shape of 
the apparent resistivity but this will, in the absence of 
any further information, be unscaled as the phase carries 
no information on the amplitude of the resistivity. 
Within the limits of observational error, all the PXY 
curves, displayed in figure 6.10 , occupy the same space, 
i.e. they are numerically the same curves at all sites 
and therefore indicate the existence of a common 
resistivity profile in this direction. However the PYX 
curves only overlay at periods longer than 199 seconds. 
The uniformity observed in PxY curves at all sites 
confirms the initial hypothesis that at least in a north/ 
south direction a principle boundary of the geoelectric 
structure is common to all sites. However it must be 
stressed that this by itself does not rule out the 
existence of major differences in the resistivity 
structure of the crust on either side of the NAF. Rather, 
-103- 
it can be taken to indicate that the MT soundings 
obtained represent an averaging of the abutting crustal 
units in the vicinity of the NAF. In order to distinguish 
any differences in structure a series of geoelectric 
soundings on a line perpendicular to the NAF would have 
to be carried out at distances greater than one skin 
depth. (the actual distances depending upon the depth of 
investigation required.) The Ra curves, Rxy and Ryx, 
shown in figure 6.9a-e, at each site have similar values 
between 20 and 30 seconds. With increasing period the 
values of both curves increase at different rates 
resulting in a large divergence that persists throughout 
D4 and D5. Site 222 which provided the only reliable D6 
NT curves shows that the situation reverses beyond 1000 
seconds where Rx.y now decreases steadily and Ryx 
continues to increase eventually becoming the major curve 
above 2000 seconds. 
There are two aspects of the sounding curves which are 
important. Firstly as noted above, the Rxy and Ryx curves 
diverge with increasing period, the result of differing 
resistivity structures in each direction. Secondly, it 
can be seen from figure 6.10 that the Ra  curves from 333 
can be superimposed on their respective curves at all 
other sites by a simple, period independent, logarithmic, 
vertical shift. This is commonly referred to in the MT 
literature as a "Static Shift", (Larsen 1975,1977). This 
parallel shifting of curves over a certain period range 
together with their divergence at other periods are 
characteristic of the effects of current concentration in 
elongate, thin sheet conductors. The results of 
numerical, 3-D, modelling studies, and in particular 
those of Berdichevsky (1976) Dimitriev et al. (1978), 
-104- 
Park et al. (1983) and Park (1986), are especially 
relevant to understanding such behaviour. According to 
Berdichevsky and Dimitriev (1976) the vertical displace-
ment of the long period sections of MT sounding curves 
can be accounted for by the redistribution of current in 
an inhomogeneous conductor governed by Ohms law. 
Specifically, in the case of a long narrow conductive 
sheet, when moving from the sheet centre toward its 
margins the magnitude of the parallel shift between the 
principal sounding curves increases, achieving a maximum 
value at the sheet edge where the concentration of 
current is maximum thus increasing the value of Ra. 
An added complication in interpreting the region is the 
poorly constrained effect of Izmit Bay on the 
measurements. It appears sensible to assume that Izmit 
Bay and the upper crustal rock units composing the 
Izmit-Sapanca Graben are effectively more conductive than 
the host crust and that horizontal and vertical current 
gathering as described by Park et al.(1983) may operate. 
The lateral extent of the effect of current gathering can 
be estimated using the adjustment distance (Da) of 
Ranaganayaki and Madden (1980), given by: 
Da = s.J ( AZ) ( rZ) 
where 
( a- AZ, ) represents the integrated 
conductance of layer Z 1 
and 
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figure 6.11 2 simple models demonstrating the potential 
vertical current gathering potential of Izmit Bay 
calculated using equation 6.1. C is measured in siemens.m 
and R in ohm.m. In model 1 a value of sea water of 10 ohm.m 
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coa~kT 4 k 0~~ . M tekLu 	cbcv cs L 
too ckA.cn. 
• 100.0 
I 	 I 
3-0 maximum  
3-D minimum  












10.0 	 100.0 
	
1000.0 
Log Period ( seconds). 
figure 6.12 Relationship between 1-D and 3-D model 
curves calculated for a long conducting valley within a 
resistive crust. Redrawn from 	 Park (1983). 
Two simple models, shown in figure 6.11 have been used to 
calculate Da. It has been assumed that the conductivity 
of Izmit Bay is around 1 ohm.m while an average depth of 
1 kin has been used. For model A, the value for Da is 141 
km and for model B, 44.7 km. It is clear from this simple 
exercise that all TDP3 sites are well within the 
influence of Parks horizontal current gathering mechan-
ism. The concentration of current along the northern 
shore of Izmit Bay may account for the measured telluric 
fields of the order of 1 to 1.5 Volts/km at site 111. 
Clearly for this model, the attenuation of the 
channelling effects has to be very rapid over a short 
distance to give rise to the limited range of values 
between site 111 and the array. A thin-sheet concentra-
tion of current to the west rather than along the NAF is 
supported by the Vertical field induction arrows at 444 
and 555 which, at short periods, possess the largest 
amplitudes and point approximately due west. 
To substantiate the comparisons made between thin sheet 
induction and the MT results presented, figures 5 and 8 
of Park (1986) have been redrawn in figure 6.12 	for 
the model of an L shaped conductive slab within a layered 
half space. These represent the 3-D curves for RXy and 
Ryx for sites on either side of the conductor/resistor 
interface and the 1-0 representative curves calculated 
assuming the resistivity structure was plane layered. The 
comparisons between principle impedance curves and the 
representative 1-0 curve for each site are of immense 
practical value when choosing representative curves for 
the interpretation of the TDP3 data. 
-106- 
Throughout the previous discussion the possible distor-
tions of the EM fields arising from topographic effects 
has been neglected. Several studies of the effects of 
simple surface structures have been modelled, (Faradzhev 
et al. 1972, Wu 1973, Thayer 1975 and Wannemaker et al. 
1986). In all cases the largest distortion occurs in the 
H-pol case, with an increase in value at the base and 
reduction in values at the top of the feature. 
Distortions are frequency dependent increasing with 
decreasing frequency. Despite this general result, 
Holcombe and Jiracek (1984) advise caution about 
correcting for distortions due to terrain geometry alone 
as they have observed specific cases where the effects of 
extreme topography were negligible and that of moderate 
topography was very significant. Further and of 
importance to TDP3 results is the work of Benderitter and 
Gerard (1984) who found that while the effects of 
topography affect the H-pol result, the distortions are 
most pronounced at frequencies where depth of penetration 
is similar to the amplitude of the relief. Thus in the 
absence of sufficient data to assess the topographic 
effects it is ignored. 
6.2.1 1-D MODELLING AND INTERPRETATION OF RESULTS. 
In this section the linear, least squares minimisation 
inversion of Jupp and Vozoff (1975), described in chapter 
2, has been used to invert the selected response curves 
to provide a 1-D equivalent resistivity model for the 
Izmit area. 
-107- 


































In a 2-D situation the selection of response is 
controlled by the ability to distinguish a geoelectric 
strike and to identify the relative conductive and 
resistive sides of the contrast. The TDP3 MT results are 
obviously 3-D and therefore the selection of either R XY 
or Ry for inversion neglects the information contained 
in the diagonal elements. In figure 6.12 the 
representative l-D response lies between the 2 principle 
3-D curves, it therefore is appropriate to take some 
average of Z for inversion which is invariant on 
rotation. A survey of papers by Dimitriev et al. (1976), 
Hermance (1982) and Ranaganayaki (1984) reveal 3 possible 
methods of calculating an effective response, Zeff. These 
are: 
Zeff = (Z,Zyy - Z,cyZyx) °5 	 (6.1 a) 
Zeff = 	ZxyZyi 	 (6.1 b) 
Zeff = (Zxy - Zyx)/2 	 (6.1 c) 
A fourth equation also presents itself: 
Zeff = (Zxxzyyzxyzyx) °25 	 (6.ld) 
Equation 6.1a was chosen in 
preference because it provides both a stable Reff and 
neff response, which is a rotational invariant of the 
full tensor. The Reff and Puff results for sites 222, 333 
and 555 calculated by equation 6.1a are shown in figure 
6.13. It is interesting to note that while Ref f is 
positioned between Rxy an Rys Peff at all three sites 
-108- 
displays close similarities to P. This is particularly 
significant for site 333 where P YX diverges markedly from 
all other sites at periods below 199 seconds. 
Before inverting the invariant responses it is necessary 
to establish that they will furnish a valid l-D solution. 
Two tests are available, but both require that Zff(w) to 
be converted to the complex response Ceff(v) of Weidelt 
(1972), using the relationship: 
Ceff(W) = Zeff(W)/iWU 	 (6.2) 
Test one requires the application of the 22 inequality 
constraints of Weidelt (1972) to the first and second 
derivatives of Ceff(W). Ideally each constraint must be 
upheld for every band but the disadvantage of this method 
is that it does not take into account the errors and 
scatter present in a real data set in the numerical 
estimation of the derivative. Therefore some level of 
failure is to be expected. However no rigorous criteria 
for acceptance or rejection have been established for the 
appraisal of the results obtained. A rough guide to the 
degree of l-D is to measure the over all percentage pass 
of the inequalities (Beamish 1986). The results of the 
first 9 inequalities were calculated and the the pass 
marks for 222 and 333 are 82 % and 67 % respectively. 
The second strategy for assessing the viability of a l-D 
model employs the nonlinear theory developed by Parker 
(1980). This considers the class of D+ solutions 
established by this approach. This finds the minimum 
number of delta functions (layers of finite conductance 
















































































































































































































































satisfy the input response C(w). The methods advantage 
lies in the fact that it takes into account the errors 
associated with each estimate of C(v) in the curve. 
Existence of a particular solution is measured in term of 
a % misfit (Parker and Whaler 1981). From this a 1-D 
solution can be considered to exist if the model misfit 
is below the 95 % confidence limit for the number of 
input values of C(V). For an input consisting of 15 
estimates the misfit value is 45. The )2  misfits at 222 
and 333 were 27 and 38 respectively. 
On the basis of these results a valid 1-D resistivity 
model can be constructed from the effective Ra and a• 
The iterative nature of the Jupp Vozoff algorithm 
requires that a starting model consisting of sufficient 
layers is provided. The best first estimate of the depth 
resistivity model was obtained by using the heuristic, 
l-D Schmucker transformation of the complex response 
Ceff(W) from frequency to depth described in chapter 2. 
The results obtained for the inversion of the invariant 
Ra curves from sites 222 and 333 are shown in figure 
6.14. The minimum depths from which information is 
returned are 3 and 5 km at 333 and 222 respectively. The 
full three decade curve for 222 indicates the need for a 
3 layer model consisting of a resistive layer sandwiched 
between two conductors of similar conductivity. The 
maximum depth at which information is returned by this 
method for site 222 at a period of 10,000 seconds is 
approximately 600 km, well within the upper mantle. 
The Jupp-Vozoff method permits the inversion of either 
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figure 6.1a,b The resulting model from the Jupp Vozoff 
l-D inversion of a D4-D5 sounding curve (Apparent 
resistivity and phase). All model parameters were 
permitted to vary. The starting model consisted of 3 
layers each 15 km thick and each 100 ohm.m overlying a 
100 ohm.m half space. 
will return the accurate but unscaled shape of the 
resistivity model while the use of the Reff curves 
includes scaling factors in response to 'Static 
shifting' of near surface features. The procedure 
adopted to obtain preliminary models for sites 222 and 
333 is to perform joint inversions of Reff and neff  Using 
identical starting models for both sites. Then the 
similarities between the resulting models, in particular 
the existence of consistent scaling factors between sites 
and layers was examined. 
Both layer resistivity and thickness of the starting 
model are free to vary during the inversion and the 
ratios between each layer parameter of the starting model 
are important in determining the final model. Inversion 
proceeds well from starting models consisting of a 
layered half space. The best results were achieved from a 
starting model comprising 3 layers, each with a thickness 
33 kin and resistivity of 100 ohin.m. The model was 
terminated by a uniform half space of 100 ohm.m. 
The fit of the joint inversions to the observed data at 
both sites are shown in figure 6.9b-c by the solid line. 
The final models are shown in figure 6.19a-b. The misfits 
of final model response to the observed data were 4.7% at 
site 222, 9.4% at site 333 and 21.1% at site 555. In all 
inversions both the layer resistivity and thickness were 
free to vary. 
In line with the thin sheet distortion interpretation 
suggested by the examination of the basic impedance 
tensors and vertical fields results then the l-D models 


















































































































































































































inter-model ratios of thickness and depth related by 
simple scaling factors. More specifically, following 
Larsen (1975) and Cox et al. (1980), if Ra is 82 times 
the true value of R in the absence of distortion, then 
model layer thicknesses are a factor of S times the true 
Pa depth andis a factor of 82  times the true value of R. In 
order to test this hypothesis for the TDP3 results the 
square root of resistivities are plotted against log10 
depth for layers 1 and 2. The results for each layer are 
plotted in figure 6.16. Within the experimental errors 
all results for layers 1 and 2 at all 3 sites lie on a 
straight line. The result obtained is compatable with the 
above discussion indicating that a constant distortion 
mechanism is in operation at these 3 sites. 
With the knowledge that the best fit model consists of a 
relatively resistive layer sandwiched between two 
conductive layers and that the Reff curves are scaled 
versions of the same gross crustal structure the true 
scaled model requires that some parameter of the model 
needs to be verified independently of the electrical 
methods. The shape of the crustal distribution is 
perfectly acceptable despite the lack of knowledge of the 
scaling value 1 8 1 . In the discussion on 3-D studies in 
chapter 2 it was noted that the phase of the impedance 
remains unaffected by static shifts and following Weidelt 
(1972), the phase on inversion returns the gradient of 
the apparent resistivity curve. It follows that the phase 
curve may be inverted by itself to give the correct shape 
of the unscaled resistivity curve. Recovery of a 
correctly scaled model requires some external control on 
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figure 6.17 7 Observed resistivity results to 12 km depth 
within the San Anreas transcurrent fault zone after Wang 
(1984) compared with the values obtained for layer 1 of 






Epicentral depth (km). 
figure 6.18 Histogram displaying the gross 
crustal distribution of earthquakes in the 
Izmit area recorded during 1984 by the TDP 3 
seismic array. Source of data Lovell et al. 
(1986). 
It is generally accepted that, with the exception of 
deep, subduction related earthquakes, the transition of 
the crust from brittle to ductile response to stress 
accumulations is marked by the termination of seismic 
activity. The depth to this transition varies world wide. 
In this zone the conductivity is dominated by the crack 
population and the fluids resident within these (chapter 
2). It should therefore be an area of low resistivity. 
This feature has been observed by Handa and Sumitomo 
(1979) in the upper 10 km of the Yamazaki transform, 
Japan where Ra drops from 14000 ohm.m outside the fault 
zone to between 100 to 400 ohm.m within the fault. At 
depths of greater than about 10 km the resistivity again 
rises towards 14000 ohm.m. Similar results have been 
found by Kuckes and Phillips (1979) and Phillips and 
Kuckes (1983), along the San Andreas fault. Wang (1984) 
has drawn together these results with their experimental 
results of resistivity versus pressure for typical fault 
gange. These are shown in figure 6.1 . Based on this 
strong correlation between the crusts brittle zone and 
low resistivities it is realistic to make the assumption 
that a similar correlation exists between layer 1 of the 
TDP3 inversion model and the seismogenic zone in the 
Izmit area. 
Thus an independent means of accurately tying down the 
parameters of layer one is available. The histogram of 
all local earthquakes occurring within the study area 
measured by the TDP3 seismic array is shown in figure 
6.18. The measured events cluster within a zone between 8 
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Figure 6.19b Rinv and einv of final l-D model for sites 
222 and 333 compared with the respective observed Rinv 














































































































































































































































































































































































in calculating the epicentral depths (Doyle et al. 1982) 
it is reasonable to assume an average depth for the base 
of the seismogenic zone in the Izmit area as 12 km. 
Using this value as the thickness of layer 1 a 
corresponding resistivity for the layer may be found by 
extrapolation from figure 6.16. This gives a value of 50 
to 60 ohm.m for layer 1. The starting model was modified 
to include these values for layer 1 then inverted for 
sites 222 and 333 for phase alone with the thickness of 
layer 1 constrained to be 12 km. If the assumptions is 
correct then the starting value of the layer 1 
resistivity should be the same at the end of the 
inversion cycle. 
The resulting end models for site 222 and 333, shown in 
figure 6.19aare identical for layers 1 and 2. The Ra 
curves obtained from the model results, and shown in 
figure 6.19b, lies just below the observed curve at site 
222. While the D4/D5 curve inversions provide constrained 
values for layers 1 and 2 a Peff inversion of a full 3 
decade (D4/5/6) curve was attempted for site 222. The 
same starting model was used. The final model and 
sounding curves are shown in figure 6.20. It can be seen 
that a rough agreement exists between the observed Reff 
and model R curves beyond 1000 seconds. The model show 
that resistivity varies little from 12km to upper mantle 
depths. However, considering that the study area 
effectively straddles a major tectonic boundary about 
which little is known and in the absence of any other 
soundings to the north or south of the area no reliable 
interpretation of the electrical structure can be made 
based on this one site alone. 
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6.3.1 CONCLUSIONS. 
In this chapter a thorough interpretation of the regional 
geoelectric structure has been carried out within the 
constraints of the TDP3 project. The best available RR 
and SS sounding curves for all sites were used. A strong 
3-D influence is observed, whose level varies from site 
to site. On the basis of MT tensor characteristics 3 
separate structural subgroups can be identified. These 
are the northern margin (site 111), graben floor (sites 
555 and 444) and the southern margin (sites 222 and 333). 
A study of the rotational properties of Z together with 
the frequency and spatial characteristics of the real 
tipper suggest thatthe induction mechanism is controlled 
by a thin-sheet structure located between site lii and 
the array. Specifically the results when compared with 
3-D models argue strongly for a conductor termination, 
with Izmit Bay fulfilling the role of the conductive thin 
sheet. Subsequent examination of the Ra and ea curves 
reveals a characteristic 'Static shift' between all 
sites, as predicted by the models of Park et al. (1983) 
and Park (1986). The similarity of Gzy curves at suggests 
that a common geoelectric structure is observed in a 
north/ south direction. The commonality of 9a  at least at 
sites 222 and 333 is extended when the Berdichevsky 
invariant response is calculated. Valid l-D solutions 
were found to exist by applying the inequality 
constraints of Weidelt (1972) and the D+ solutions of 
Parker (1980), Parker and Whaler (1981). Analysis of a 
joint inversion of the invariant Ra  and Ga  using the 
algorithm of Jupp and Vozoff (1975) proved that a scaling 
law was in operation. This means that if the resistivity 
is scaled by a factor 1 8' then the depth is scaled by a 
-115- 
factor '82 '. To produce a correctly scaled model some 
independent control is required on the layer parameters. 
This was provided indirectly by making the assumption 
that the conductive layer 1 of the inversion model is 
directly related to the seismogenic zone of the upper 
crust, an assumption supported by geoelectric studies on 
other transform faults. The resistivity of layer 1 can 
then be found by extrapolating from figure 6.14. 
Inversions of phase data alone using these 2 constraints 
produce almost identical models for sites 222 and 333. 
Site 222 represents the best approximation to a l-D 
solution. A three decade inversion for site 222 suggests 
constant low resistivity to depths of 450 kin, however 
bearing in mind the complex nature of the geological 
evolution of the region, a much wider distribution of 
sites is required for this result to have any real 
significance. 
It has been shown that by careful examination of the data 
at hand and comparisons with 3-D model results for 
simple, thin-sheet structures it is possible to extract 




STUDY OF TIME DEPENDENCE OF EX TRANSFER FUNCTIONS. 
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7.1.0 INTRODUCTION. 
In chapter 2 the physical mechanisms by which the 
properties of the earths crust change in response to the 
build up and release of stress along points of weakness, 
were discussed. In chapter 3 the reasons for selecting 
the the Izmit region to study the time dependence of 
electrical parameters were detailed; a historical record 
of large earthquakes, identification as a seismic gap and 
therefore a possible site for a major earthquake and the 
ongoing high level of micro-earthquake activity in the 
area. The detailed investigation of the conductivity 
profile was presented in chapter 6. 
The aim of this chapter is to present and discuss the 
time dependent results obtained from the MT experiment 
conducted during the summer of 1984. The chapter is 
organised to provide a basis for understanding the 
subject by first reviewing the existing results of field 
experiments together with modelling exercises as a 
preface to discussing the TDP3 results. Examples are 
presented and discussed for all the main passive 
techniques; Inter-site Horizontal fields, RR and SS MT 
and PR Vertical fields. The results of the TDP3 
experiment are presented for each technique applied and 
then discussed along with the the results from the 
simultaneous seismic experiment. 
7.1.1 PREVIOUS EXPERIMENTAL RESULTS. 
The principle aim of electrical methods is the production 
of accurately resolved functions at a point on the earths 
crust which can be directly related to the electrical 
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figure 7.1 Variations in resisivity associated with 
regional seismicity near Parmi, russia, observed using a 
dipole-dipole array (after Barsukov 1972). 
Normally for interpretative purposes this distribution is 
assumed to be stationary with time and accordingly the 
time taken to collect the raw data is kept to a minimum. 
However if a significantly large percentage of the 
crustal volume around the observation site changes its 
electrical characteristics over a period of time then by 
repeating observations at the site and a control site 
some distance away it should be possible to accurately 
identify the changes and characterise the mechanisms 
responsible for the change. 
The results of previous work studying the GDS and MT 
transfer functions is reviewed highlighting their 
limitations and successes with respect to TDP3. 
7.1.1.1 CONTROLLED SOURCE EXPERIMENTS. 
Controlled source techniques have been the most 
successful in monitoring changes in resistivity asso-
ciated with earthquakes. The usefulness of the controlled 
source results is in confirmation of the magnitude of 
changes in resistivity that may be observed. These 
techniques rely on the injection of a known current 'I' 
into the crust and measure the voltage measured by a pair 
of sensors some distance away. After taking into account 
the geometry of the sensor layout, resistivity is 
measured directly from Ohms Law R = V / I. Barsukov 
(1972) presented the first experimental results which 
clearly demonstrated a correlation between changes in 
resistivity and major earthquakes. Figure 7.1 show the 
correlation between earthquakes and resistivity. It is 
clear that changes in resistivity of between 15 to 17 % 
occur prior to near earthquakes of >1 M 6. Recently 
further changes of between 15 and 24 % correlated with 
local earthquakes of M 4 to 5 have been recorded with 
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dipole-dipole arrays in the vicinity of the San Andreas 
Fault, California, (Mazzella and Morrison 1974, Morrison 
et al. 1977, Morrison and Fernandez 1986). In contrast to 
these localised results, the observed changes in 
resistivity, reviewed by Rikitake and Yamazaki (1986), 
have been correlated with major earthquakes ( > N 7.6 ) 
at distances up to 1000 kin. 
7.1.2.0 PASSIVE E.M. TECHNIQUES. 
Observations of the magnetic field transfer functions, 
(A,B) for vertical fields and the pair (C,D) and (E,F) 
for Inter site horizontal fields, have been carried out 
using high resolution data from permanent observatories 
in the region of major earthquake epicentres. 
7.1.2.1 VERTICAL MAGNETIC FIELD TRANSFER FUNCTIONS. 
Yanagihara (1972) and Yanagihara and Nagano (1976) 
presented the results of a study conducted on all 
earthquakes greater than M 6 occurring at distances less 
than 110 km from the Kakioka observatory, Japan and the 
vertical field transfer functions (A,B) at a period of 
4800 seconds. A strong correlations is seen to exist 
between the real parts of (A,B) and the earthquakes. 
However the value of these results has been questioned by 
Honkura and Niblett (1976) due to their selection of 
earthquakes and by Beaxnish (1980) because of their 
neglect of errors which are possibly of the same 
magnitude as the results themselves. Rikitake (1978) 
presented results for the real parts of (A,B) at a period 
of 600 seconds, from the Sitka observatory, Alaska 
covering the lead up to the M 7.2 earthquake of 1972 
centred less than 30 km from the observatory. Again the 
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figure 7.2 The changes in the real parts of horizontal 
field transfer functions C and F observed prior to the 
Carlisle earthquake 1979 (after Beamish 1982). 
significance of the time variation prior to the event is 
reduced by uncertainties due to the the variable effects 
of electrojet sources at high latitude e.g. > 60" north. 
The increase in time dependence with latitude has been 
described by Beamish (1979) and Kaharin (1980). 
7.1.2.2 HORIZONTAL MAGNETIC FIELD TRANSFER FUNCTIONS. 
The analysis of the time dependence of horizontal field 
transfer functions as, described in chapter 2, while 
having received little attention, has provided one of the 
best correlations between earthquake preparation and 
changes in the EM fields measured at the surface, 
(Beamish 1982). The inter-site horizontal field transfer 
functions were examined between observatories at 
Eskdalemuir and York for the 2 years prior to the 
Carlisle earthquake, M 5.0, which occurred at a depth of 
between 3 and 12 km approximately 35 km from Eskdalemuir. 
The results for real part of the tensor diagonal elements 
C and F are reproduced in figure 7.2. It is important to 
note the increase in magnitude of the excursion with 
decreasing period, changes of approximately 200% occur at 
the shortest recording band B15. The recovery to 
pre-excursion values of real and imaginary component 
immediately prior to the earthquake follow the 
predictions of the Dilitancy-Diffusion model of Nur 
(1972) discussed in chapter 2. 
7.1.2.3 MAGNETOTELLURIC TRANSFER FUNCTIONS. 
Two major studies using NT SS methods to monitor crustal 
resistivity have been reported. Firstly, Reddy et al. 
(1976) measured apparent resistivities at monthly 
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figure 7.3 Correlation of changes in resistivity 
(period 300 seconds, standard error (shaded band) 95%) 
and two-way seismic travel times for the seismically 
active Charlevoix region of Canada (after Buchbinder et 
al. 1983). Local earthquakes of magnitude greater than 
3.0 are shown. 
California. All sites occupied were shown to possess 
significant 2-D structure. They presented results for the 
principle impedances elements covering the period range 
20 to 30 seconds. 10 to 20% variations in Ra were 
accounted for directly by bias effects detectable by 
corresponding drops in the level of the multiple 
coherence from 0.9 to 0.8. No earthquakes greater than N 
4 occurred during their recording period. Significant 
variations in Ra of 15% were reported for later data 
collected at the sites by Phillips et al. (1977). 
In contrast Kurtz and Niblett (1978) presented vertical 
field and MT results obtained as part of an 
multi-disciplinary project monitoring the crustal 
properties of the seismically active Charlevoix region, 
Quebec, Canada. As with the previous study the results 
presented were for the 88 method. Ra results presented 
for periods of 500 and 600 seconds indicate a secular 
increase of about 14% for R a  over two years. A 
correlation between this and the increase in seismic 
travel time residuals has been reported by Buchbinder et 
al. (1983). A typical result is shown in figure 7.3. The 
small scale variations in Ra have been found to correlate 
well for ground water discharge and recharge models for 
the area. The two large jumps in resistivity, marked with 
arrows A and B, in figure 7.3 are unrelated to seismic 
activity, (Buchbinder et al. 1983). It is unfortunate 
that the multiple coherence of the results has not been 
provided but instead only the error limits for a 95% 
confidence limit are shown. 
-122- 
table 7a Radius of preparation volume for an 
eathquake calculated using the empirical 
relationships of Rikitake (1975) and Dobrovsky 
(1979) for the range of magnitudes encountered in 
the TDP 3 project. 
7.2.1 FORWARD MODELS OF TIME DEPENDENCE. 
Several modelling studies of the optimum magnitudes and 
periods that can be expected of crustal resistivity 
variations have been presented. The parameters used have 
relied heavily on the experimental results of rock 
fracture of Brace and Orange (1968) discussed in chapter 
2. In the 2-D models presented by Reddy et al (1976) 
changes in resistivity in the dilatant zone of a factor 
of 5 were assumed. ARa observed for l-D sounding curves 
derived from this model varied from 20 to 60%. Rikitake 
(1976) presented results form numerical 2-D models which, 
depending on the combination of parameters used, produced 
changes in the observed horizontal field over the 
anomalous zone of 100%. The periods at which these are 
maximum is a function of the depth of the dilatant zone. 
For upper crustal layers periods of 1 to 30 seconds 
provided the best results. 
The dimensions of the dilatant volume have been 
empirically related to the magnitude of the earthquake. 
Two widely used empirical relationships are: 
r = 1(0.51 M - 2.27) (km) Rikitake (1975) 	(7.1) 
r = 100.43M (km) 	 Dobrovsky (1979) (7.2) 
These relate to a circular area radius 'r' centred on the 
epicentre within which the anomalous field changes should 
be observed. Column 1 and 2 of table 7a. contrasts the 
different values obtained from equations 7.1 and 7.2 for 
earthquakes of magnitudes in the range M 1 to 7. 
In a similar manner the precursor preparation time has 
been related to the earthquakes magnitude (M) by Rikitake 
(1979), in the equation: 
log10 T = 0.6M-1.01 
(7.3) 
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where T is the duration in days. This relationship 
results from the study of more than 400 observations of 
19 types of precursor e.g. P-S waves, Radon content, 
controlled source etc from a wide range of tectonic 
environments. Column 3 of table 7.1 shows that for the 
Izmit area where magnitudes lie in the range Ml 0.0 to Ml 
4.0 the preparation time is less than 16 days. 
7.2.2 TRANSFER FUNCTION CONFIDENCE LIMITS. 
The correct estimation of the variance of observational 
data is an important part of any geophysical investiga-
tion but is particularly so when repeat measurements are 
made and changes in that parameter with time are to be 
accurately estimated. The smaller the variance the more 
sensitive the measure. In the procedures of spectral 
estimation of transfer functions discussed in chapter 5, 
the averaging over a series of estimates passing the the 
selection criteria assumes that noise levels and 
coherence remain constant. 
In their study of MT transfer functions Reddy et al. 
(1976) quoted an average standard error of 10% for their 
SS results, and display error bars of one standard 
deviation. This equates to a 68% confidence level (CL) 
for the multiple coherence displayed. For any change in 
the value between transfer functions to be significant, a 
95% CL should be used and the multiple coherence of each 
transfer function should be comparable. All results from 
TDP3 presented in this chapter have associated error bars 
representing a 95% C.L. unless explicitly stated. 
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7.2.3 ADVANTAGES AND DISADVANTAGES OF THE TDP3 
EXPERIMENT. 
In chapter 4 the technical specification of the project 
and equipment were described but before presenting the 
results of the experiment it is worth reviewing the 
differences between TDP3 and the experiments discussed 
noting the advantages and disadvantages of the TDP3 
project. 
Advantages: 
The recording array was located directly over 
a known, highly active earthquake swarm. 
The spacing of array and reference sites 
together with the use of continuous, synchronous 
multi-site recording permits the use of several 
processing techniques. The large data redundancy 
in the presence of variable noise sources 
allowing the application of rigorous selection 
criteria. 
Recording periods allow the effective study 
of periods from 50 to 10000 seconds. 
The accompanying seismic experiment and the 
Turkish regional network, Marnet, provides good 
seismic control for correlation and validation 
of any changes in the EM transfer functions 
during the recording period. 
Disadvantages: 
1) The equipment recording range was insuffi-
cient to provide results in the period range 
0.01 to 10 seconds. 
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With the proximity to industrialised and 
agricultural communities cultural electrical 
noise restricts the effective recording range 
from -30 to 10000 seconds. However extreme noise 
problems also reduced the number of sites 
providing useful data. 
The recording period,"6 months, is short with 
respect to the preparation time of large 
earthquakes. 
7.3.1 TDP3 TRANSFER FUNCTION RESULTS FILES. 
The results in this study deal only with the transfer 
function calculated for the inter-site Horizontal 
magnetics, MT (SS and RR) and Vertical field magnetics 
over successive five day groups for D4 and D5 files. They 
may be summarised thus: 
Horizontal fields (C,D),(E,F): Selected using 
a multiple coherence threshold of 0.9 and the 
partial multiple coherence to maximise the 
coherence of the diagonal elements of the 
tensor. Site ill was used as the reference, or 
normal site. Results were obtained 	only for 
sites 222 and 333 for D4. 
MT tensor (i): SS and RR estimators were 
calculated for comparison. Multiple and Partial 
coherences were used in selection. The multiple 
coherence threshold for SS analysis was 0.90, 
while for RR 0.1 (Gamble et al. 1979) and 0.5 
(Travassos 1987) were used to assess the optimum 
level for the TDP3 data over the entire 
recording period. Stable results for 5 day 
-126- 
analyses were obtained for site 222 only while 
30 day results were obtained for sites 222 and 
333 throughout the period. 
3) Vertical Field (A,B): The RR approach 
described in chapter 5 was adopted. Results were 
selected using a multiple coherence of 0.1. 
Stable results were obtained at sites 111, 222 
and 333. 
Up to six frequency bands (table 2a), three from D4 and 
three from D5, which provided the best time resolution 
and minimum errors, were chosen for discussion. For each 
technique to be discussed the selected bands are: 
Intersite Horizontal Fields :- 
D4 Band 14 (44.7 to 56.2 sec), Band 16 (56.2 to 
70.8 sec), 
Band 18 (70.8 to 89.1 sec). 
Magnetotellurics : - 
D4 Band 14 (44.7 to 56.2 sec), Band 16 (56.2 to 
70.8 sec), 
Band 18 (70.8 to 89.1 sec), 
D5 Band 28 (224. to 282. sec), Band 32 (355. to 
447. sec), 
Band 36 (562. to 708. sec). 
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figure 7.4a Time occurrence of local earthquakes 
with magnitudes greater than 2. measured by the TDP 3 
seismic array during 1984. Source of data Lovell et 
al. (1986). 
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Vertical Fields :- 
D4 Band 14 (44.7 to 56.2 sec), Band 16 (56.2 to 
70.8 sec), 
Band 18 (70.8 to 89.1 sec). 
D5 Band 28 (224. to 282. sec), Band 32 (355. to 
447. sec) , 
Band 36 (562. to 708. sec). 
7.3.2 RESULTS FROM THE SEISMIC ARRAY. 
Figures 7.4 a,b show the levels of seismic activity 
observed in the Izmit area by the TDP3 seismic array 
during the project. In figure 7.4a all events with Ni >1 
2.0 are shown. The largest, Ml 3.6 at a depth of 4.8 +/-
2km, occurring on day 179 has no measurable affect on the 
tensor elements prior to this date at the periods upon 
the stability of the available periods. This approach 
while indicating the largest events makes it difficult to 
appraise the on going levels of activity which may in 
themselves bring about gradual change in the geoelectric 
structure. The Gutenbergh-Richter equation: 
log10E = 11.8 + 1.5M 
was used to calculate the energy release in every five 
day period. 
7.3.3 INTER-SITE HORIZONTAL FIELD RESULTS. 
It is sensible to begin the examination of the time 
dependence of E.M. transfer functions with the results of 
the horizontal fields for two reasons; firstly the large 
magnitude of transfer function change to relatively small 
earthquakes predicted by the model studies of Rikitake 
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figure 7.5a Site 222, Inter-site Horizontal field 
transfer function C (real and imaginary parts) ,nrl 
associated G123 for bands 14, 16 and 18 measur1 over 
consecutive 5 day periods. Standard error is 95. 
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figure 7.5b Site 222, Inter-site Horizontal field 
transfer function D (real and imaginary parts) and 
associated G123for bands 14, 16 and 18 measured over 
consecutive 5 day periods. Standard error is 95%. 
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figure 7.5c Site 222, Inter-site Horizontal field 
transfer function E (real and imaginary parts) and 
associated G123 for bands 14, 16 and 18 measured over 
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transfer function F (real and imaginary parts) and 
associated G123 for bands 14, 16, and 18 measured over 
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figure 7.5f Site 333, Inter-site Horiontal fi1d 
transfer function D (real and imaginary parts)and 
associated G123 for bands 14, 16 and 18 measured over 
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figure 7.5g Site 333, Inter-site Horizontal field 
transfer function E (real and imaginary parts)and 
associated G123 for bands 14, 16 and 18 measured over 
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figure 7.5h Site 333, Inter-site Horizontal field 
transfer function F (real and imaginary parts)and 
associated G123 for bands 14, 16 and 18 measured over 




























(1975) and the results obtained for the 1979 Carlisle 
earthquake by Beainish (1982) remain one of the most 
significant precursory phenomena so far recorded. 
Secondly, the components Mx and My form the basic inputs 
of the MT and Vertical field analyses and therefore the 
result offers the opportunity to select sections of the 
MT and Vertical results for detailed study. 
The data files used in this analysis are the 5 day stack 
files processed following the procedure described in 
chapter 5. The standard multiple coherence of each result 
was calculated using equation 5.7. The criteria for 
solution selection was based on the multiple coherence 
value, with the rejection of all results where G2 123 was 
less than 0.9. In addition the partial coherence values 
for the diagonal elements had to be greater than 0.8 and 
large than those of the off-diagonal elements in order 
to prevent biasing of the results. For inclusion in final 
result, a minimum of 10 estimates required to have been 
added to the stack. The cumulative results of 5 day 
stacks for all four tensor elements (C,D,E & F) at sites 
222 and 333 are presented in figure 7.4 (a-h). For each 
element real and imaginary parts have been included 
together with the multiple coherence (G123) for each 
result. Each result consists of the estimate identified 
by a cross and the error bars representing the 95% 
confidence limit. Together these provide a measure of the 
quality of each result and cumulatively over the period 
of the project they demonstate the ability of the 
experiment to maintain acceptable levels of data in order 
to accurately distinguish between natural trends and 
those due to local cultural noise sources. This is 
probably the most important part of the discussion of 
time dependent results as the definition of the minimum 
acceptable threshold that can be used in the identifica-
tion of a significant departure from the normal model. It 
-129- 
is obvious from only a cursory inspection of the results 
that site 222 (which also provided the best conditioned 
results for modelling the geoelectric structure in 
chapter 6) provides the best conditioned results for 
horizontal inter-site analysis. In addition it can be 
noted that transfer function C is the best conditioned 
with small error bars and relatively stable G123 1 The 
drop in G123 between days 255 and 269 will be discussed 
later with the overall results. 
Only the results for sites 222 and 333 (shown in figure 
7.5 (a-h) are now considered. The results for both sites 
have been calculated with respect to the horizontal field 
components measured at site ill. 
In figures 7.5 a,d,e & h the diagonal elements of the 
tensors for both sites 222 and 333 relate their 
respective Mx and My components to the corresponding Hx 
and My components at site 111. These elements have a 
value for the real part of approximately 1 (within the 
limits of the confidence limits) and 0 for the imaginary 
part for band 18. The value of both parts increases 
(marginally) by band 14. correspondingly the off-diago-
nals at both sites are, within the limits of the error 
bars, also zero. The value of the estimate increases 
slightly with decreasing period however the significance 
of this is obscured by the corresponding increase in 
error bounds. For both sets of results there is no 
measurable trend at the periods examined. This does not 
exclude the possibility that changes occurred either on a 
much shorter sampling interval. The five day averaging 
period was the minimum resolution that could be obtained 
with this data set and still provide results at D4 
periods. The gradual decrease in magnitude of the real 
parts of the tensor elements between days 255 and 269 at 
site 222 and between days 270 and 280 at site 333 are 
-130- 
attributable entirely to increases in noise levels at 
both sites during these time intervals. The noise is 
clearly demonstrated by the large decrease in the G123 
and increases in the error bars. The noise can be shown 
to be of local origin and not due to noise in the 
reference fields at site ill by considering the results 
for band 18 at sites 222 and 333 for the real part of 
element C between days 270 and 280. The results at site 
222 are well conditioned with very good values of G123 
while at site 333 the size of the errors increases and 
the value of G123 drops to 0.4. The value of the G123 
alone is good enough to distinguish between good and bad 
results. From the stability of these results it would 
appear acceptable to use results from the stacking 
procedure with G123 values >= 0.75 to observe changes in 
the inter-site transfer functions. When these results are 
compared with those of Beamish (1982), discussed in 
section 7.1.3.2, the conclusion must be draw that no 
observable changes in the Horizontal magnetic fields have 
taken place at periods above 50 seconds in the near 
vicinity to an event of Ml 3.6 prior to day 179 or in the 
case of peak energy release around day 215 
The accuracy of and therefore the reliability of each 
estimate is indicated by its multiple coherence and 
variance. At sites 222 and 333 the multiple coherence is 
seen to be greater or equal to 0.9, the selection 
threshold, for all elements throughout the recording 
period. The exception is to be seen at site 222 between 
days 245 -> 265. During this period a steady decrease in 
multiple coherence from 0.9 -> 0.23 takes place. 
Concomitant with this, a decrease in the real parts of 
(C,F) and increase in real parts of (D,E) is observed. 
This is clearly identifiable on the basis of multiple 
coherence as due to increasing noise, probably coherent, 
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figure 7.6a SS, 5 day stack results for site 222 for Zxx, 
bands 14, 16 and 18. A stacking threshold of 0.9 was 
used. The upward, downward and combined estimates are 
shown. The standard error shown is that of the combined 
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bands 14, 16 and 18. A stacking threshold of 0.9 was 
used. The Upward, downward and combined estimates are 
shown. The standard error shown is that of the combined 
estimate and represents 95% confidence limit. 
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bands 14, 16 and 18. a stacking threshold of 0.9 was 
used. The upward, downward and combined estimates are 
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figure 7.6d SS, 5 day stack results for site 222 for Zyy, 
bands 14, 16 and 18. A stacking threshold of 0.9 was 
used. The Upward, downward and combined estimates are 
shown. The standard error shown is that of the combined 




























parts of the result are markedly less affected throughout 
this period. The results at site 333 are by contrast 
stable with an acceptable level of coherence. 
It may be concluded on the basis of the horizontal field 
transfer function that no identifiable change took place 
during the recording period. 
7.3.4 XT RESULTS. 
The appraisal of MT results requires the examination and 
comparison of the SS and RR processing techniques. At 
this time no other report has been published in which 
continuous monitoring of the MT response functions by PR 
has been used. It is therefore useful to compare and 
contrast the results of SS and PR processed data. As 
previously pointed out in section 7.1.4 the accuracy of 
tensor estimation defines the resolution of the method. 
The discussion develops as follows, firstly the SS 
results are assessed to provide a base-line result, 
secondly the RR results stacked with thresholds of 0.1 
and 0.5 are examined and compared with those of the SS 
procedure. Thirdly 30 day PR stacks covering the 
recording period with a rejection threshold of 0.1 are 
presented. 
The SS results for 5 day stacks for site 222, B14 B16, 
and B18, are shown in figure 7.6(a-d) for the four tensor 
elements. In all cases the upward biased (E field input), 
downward biased (H field input) and the weighted mean 
estimate, calculated using equation 5.11, are shown. The 
95% C.L. displayed is that associated with the mean 
estimate. Examination of the central estimates for the 3 
bands reveals only a small variation, For example in 
figure 7.6c, the ZyX element, which provides the smallest 
C.L., the scatter is seen to increase with decreasing 
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figure 7.7a RR, 5 day stack results for site 22 for Zxx, 
bands 14, 16 and 18. A stacking threshold of 0.1 WS 
used. The standard error shown is 95. 
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figure 7.7b RR, 5 day stack results for site 222 for Zxy, 
bands 14, 16 and 18. A stacking threshold of 0.1 was 
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figure 7.6c SS, 5 day stack results for site 222 for Zyx, 
bands 14, 16 and 18. a stacking threshold of 0.9 was 
used. The Upward, downward and combined estimates are 
shown. The standard error shown is that of the combined 
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used. The Upward, downward and combined estimates are 
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bands 28, 32 and 36. A stacking threshold of 0.1 was 
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figure 7.7f RP., 5 day stack results for site 222 for Zxy, 
bands 28, 32 and 36. A stacking threshold of 0.1 ws 
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figure 7.7h RR, 5 day stack results for site 222 for Zyx, 
bands 28, 32 and 36. A stacking threshold of 0.1 was 
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figure 7.7j RR, 5 day stack results for site 222 for Zyy, 
bands 28, 32 and 36. A stacking threshold of 0.1 was 
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bands 14, 16 and 18. A stacking threshold of O. was 
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figure 7.8b RR, 5 day stack results for site 22 Lor Zyx, 
bands 14, 16 and 18. A stacking threshold of 0.1 was 
used. The standard error shown is 95%. 
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figure 7.9b The comparison between SS and PR. ' day 
stack results for site 222 for Zyx, bands 14, 16 and 18. 
A stacking threshold of 0.9 and 0.1 respectively w--re 
used. The RR standard error shown is 9. 
period. The stability of each estimate is confirmed with 
respect to its multiple coherence. While a stacking 
threshold of G123 greater than or equal to 0.9 was 
applied the value of G123 is normally greater than 0.8. 
The stability of G123 and thereby the the estimate to 
which they are attached does not appear to be related to 
the number of estimates that go into the final stack. 
Thus the results of all three bands can be approximated 
by a horizontal straight line. With the SS result taken 
as a stable estimate, the results of RR processing can be 
assessed. The 5 day stacks with a G123 rejection 
threshold of 0.1 are shown in figures 7.7(a-h) for bands 
14, 16, 18, 28, 32 and 36. Both ZXX and Zyy (figures 
7.7a,b,g and h) possess large C.L.'s and have a low, very 
scattered G123 in B14, B16 and B18 in contrast to B28, 
B32 and B36. Similar results are observed for ZXy and Zyx 
(figure 7.7 c,d,e,f). The main interpretation problem 
with these results is to define what constitutes a stable 
result i.e. at what value of G123 does an estimate become 
unreliable and removed from the final result. In an 
attempt to improve the interpretation, the data were 
reprocessed using a rejection level of 0.5 after 
Travassos (1987). The results for Zgy and ZyX , B14, B16 
and B18 are shown in figures 7.8a,b. Overall the effect 
of the result is to improve G123 at the expense of 
increasing the standard error. A direct comparison of the 
central estimates obtained from G123 = 0.1 and G123 = 0.5 
omitting the C.L. is presented in figure 7.9a,b for ZXY 
and Z. It is found that with 3 exceptions the central 
estimates are identical despite the increase in the value 
Of G123. The 3 discrepancies, marked by arrows in figures 
7.9a,b, are directly connected to the low number of 
estimates (figure 7.9c). From figure 7.9a,b alone, it is 
clear that no appreciable movement occurs in the 
principle impedances at site 222 for the RR results. 
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figure 7.10b Comparison of SS (-) and RR (o) 
estimators for Zyx ( band 16, results for 5 day 
stacks). Coherence selection criteria used 
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The RR and SS results are compared for Zxy and Zyx , B16 
in figure 7.10ab. Error bars are omitted for clarity. 
Concentrating on Zyx (figure 7.10b), the real and 
imaginary parts are again in close agreement. The SS 
estimates appear to present a more reliable measure with 
a simpler relationship between final stacked G123 and 
estimate stability than those obtained by the RR 
procedure. 
The RR and SS results in all bands presented may be 
adequately represented by a straight line within the 
limits of the 95% C.L. It has been shown that for the RR 
approach increasing G from 0.1 to 0.5 does not 
necessarily improve the result as the variance of the 
estimate is sensitive to the number of individual 
estimates used in each stack. RR results stacked at 0.1 
appear to be stable and correlate well with 88 results 
stacked with a threshold of G123 = 0.9. 
7.3.5 Vertical field RR results. 
The results for the vertical field analysis to be 
discussed in this section were processed using the remote 
reference technique described in chapter 5. Results for 3 
sites are presented in figure 7.11(a-h); site 111 was 
referenced to the horizontal fields at site 222 while 
sites 222 and 333 were referenced by the horizontal 
fields at site 111. As with the horizontal field and MT 
transfer functions discussed earlier both the real and 
imaginary parts of A and B are displayed together with 
their associated G123. The results cover bands 14, 16, 
18, 28, 32 and 36 1  i.e. covering a period range of 44 
seconds to 708 seconds. 
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The quality of results are again difficult to assess 
accurately. The range of G123 observed is much larger 
signifying that the noise levels in the vertical fields 
are highly variable with time. This is in part due to the 
low amplitudes of the vertical component at this latitude 
and the high level of cultural noise. Only at site ill 
furthest from cultural disturbance are 5 day results 
readily obtained. 
All G123 are greater than the stacking threshold of 0.1 
and were obtained from stacks of 10 or more results. The 
variability of the coherence does detract from the 
quality of the result. However as was shown for the 
comparison between SS and RR G123 results for MT and the 
stability of the transfer functions in terms of the 
magnitudes of the 95% confidence limits, the results may 
be taken to represent the actual behaviour of the fields 
during the period of measurement only if the confidence 
limit is representative. A valid time dependent 
interpretation can only be made if it is possible to 
provide well accurate estimates which constrain the 
actual trend of the transfer function. 
Reviewing the vertical transfer functions within the 
confines of this argument the results for all real and 
imaginary parts of A and B at all 3 sites can be 
adequately described by a straight line with zero 
gradient. The results therefore indicate that during the 
project no detectable change in the vertical field 
transfer functions occurred within the periods recorded. 
This is in agreement with the results obtained for the HH 
and MT transfer functions. 
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7.4.0 SUMMARY AND CONCLUSIONS 
This chapter has presented the best sets of Impedance 
results obtained from the data recorded during the TDP 
3 field experiment in 1983. These result need to be 
viewed in the context of the short duration of the 
project ( 6 months ), and the expected preparation time 
for significant earthquakes. The levels of seismicity 
although high in terms of numbers no single event 
measured more than 3.6 Ml. At this level the 
investigation needs to focus on the period range 10 to 
0.01 seconds, considerably less than the best achieved 
in the experiment, 40 - 50 seconds. 
The 3 techniques applied were compared with both the 
patterns of earthquake occurrence and cumulative energy 
release. In all cases no correlations between 
earthquake occurrence of energy release were observed 
within the 95% confidence limit. In each cases 
presented the overall result could be adequately 
represented by a horizontal straight line. 
As might be expected the results for longer periods 
exhibited the greatest temporal stability coupled with 
the best resolved estimates. These are a direct result 
of the larger power levels of the natural EM signal and 
reduced signal degradation due to short period 
culturally generated electical noise. 
In light of the level of seismicity encountered and the 
lack of correlation between this and the EM results 
obtained, the emphasis of the study become E comparison 
of the techniques used in order to identify those which 
offer the best potential for wide scale monitoring of 
large areas of active seismicity. 
The quality of the techniques had to be judged on their 
ability to produce and reproduce verifiable results 
bearing in mind the experimental nature of the 
recording set up and the environmental conditions under 
which they had to operate. Overall the Inter-site 
Horizontal field transfer functions proved to be most 
robust and if more sensitive magnetometers were to be 
used could form the basis of an effective dilatancy 
monitoring array. This is espscially true when the 
results of the 1979 Boxing Day earthquake (Beamish 
1982) are considered. 
Both the Remote Reference and Single site MT results 
while providing stable estimates over the experiment 
suffered from poor resolution confidence limits. A 
useful comparison of the two techniques highlighted the 
apparent wide range of acceptable multiple coherence 
values (from 0.1 to 0.99) that provided comparable, 
acceptable, impedance estimates to the single site 
analyses with multiple coherences greater than 0.8. The 
remote reference estimates were invariably better 
resolved and more stable where rapid changes in 
multiple coherence occurred with time. 
Complete sets of remote reference vertical field 
results were only effectively obtained for site 111 and 
these proved to be well resolved and stable throughout. 
At sites 222 and 333 large gaps occur however the 
overall results obtained compared well with site ill. 
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