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1 Introduction 
This paper concerns a minimax control design problem for a class of parabolic systems 
with nonregular boundary conditions and uncertain distributed perturbations under 
pointwise control and state constraints. We deal with boundary controllers acting 
through Dirich~et boundary coriditi~ns that are the most challenging for the parabolic 
dynamics. 
The original motivation for this problem comes from an environmental problem 
of groundwater control [4, 5], which has important applications to agriculture, ecol-
ogy, and other practical areas. The goal of the control is to neutralize the adverse 
effect of uncertain disturbances (in particular, weather conditions) on the dynamics 
of the groundwater level. In practice we usually do not have information about the 
magnitude of the disturbance and neither do we know its probability distribution. 
The only thing we know about the disturbance is the range of its possible values. 
Thus the above problem belongs to the class of feedback control problems with the 
groundwater level as the feedback parameter. Here we study a more general class 
of multidimensional parabolic control systems that covers a fairly broad range of 
practical applications. 
A natural approach to control design of such uncertain systems is minimax syn-
thesis, which guarantees the best system performance under the worst perturbations 
and ensures an acceptable (at least stable) behavior for any admissible perturba-
tions. This approach is related to H 00-control and differential games; see, e.g., 
[1, 2]. However, we are not familiar with any results in these theories that may be 
applied to parabolic systems with hard control and state constraints under consid-
eration. In [3] the reader can find a number of feedback boundary control results 
for unconstrained parabolic systems based on Riccati equations. 
In this paper we develop an efficient design procedure to solve minimax control 
problems for hard-constrained parabolic systems. This procedure takes into account 
monotonicity properties of the parabolic dynamics and asymptotic characteristics 
of transients on the infinite horizon. It was initiated in [5] for the case of one-
dimensional heat-diffusion equations and then developed in [6, 8], where some first-
order approximation results have been obtained for controls acting in Dirichlet as 
well as mixed boundary conditions. 
This paper involves both first-order and second-order approximations to justify 
an appropriate structure and compute optimal parameters of suboptimal controls to 
the original state-constrained parabolic problem. In this way we minimize an energy-
type cost functional in the case of maximal perturbations and ensure the desired 
state performance within the required constraints for all admissible disturbances. 
Based on a variational approach, we obtain verifiable conditions. for stability in the 
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large of the highly nonlinear closed-loop control system that excludes unacceptable 
self-vibrating regimes. 
Our design and justification procedures involve multistep approximations and 
results from the optimal control theory for ordinary differential equations. As a 
by-product of this approach, we obtain a complete measure-free solution for a class 
of state-constrained optimal control problems related to approximations of the par-
abolic dynamics. The paper also presents some results of numerical simulation al-
lowing us to compare suboptimal solutions obtained via first-order and second-order 
approximation procedures. 
2 Problem Formulation and Basic Properties 
It is well known (see, e.g., [4] and the references therein) that in many practical 
situations the groundwater level y(t) can bemodelled by the one-dimensional heat-
diffusion equation . · 
8y 82y 
at = a 8x2 + w(t), 0 < X < L, t > 0 
with the initial and boundary conditions given by 
y(x,O) = 0, 0 s; x s; L, 
y(O, t) = y(L, t) = u(t), t 2: 0, 
where w(t) reflects uncertain disturbances and u(t) stands for boundary controls. 
The constant a is proportional to the square of the interval length L 2 and is deter-
mined experimentally. The goal is to find a feedback control of the type u(y(t, L/2)) 
to minimize the energy-type cost functional 
J(u) =max {T iu(y(t, L/2))idt 
w(·) lo 
in the case of the most unfavorable boundary disturbances without violating the 
state constraints 
iy(t, L/2)1 s; 'fJ for all t 2: 0. 
In this paper we study a more general multidimensional version of this problems. 
Consider a self-adjoint and uniformly strongly elliptic operator defined by 
(1) 
where c E IR, aij E C00 (clf2), 
n n 2: aij(x)ei~j 2: vl:e[, II> 0 whenever X E 0, ~ = (6, 6, ... , en) E IRn, 
i,j=l i=l 
2 
and where n is a bounded open region in IRn with a sufficiently smooth boundary 
r. Given positive numbers ,q, a, {3, and !3, we define the sets of admissible controls 
u(t) and admissible uncertain disturbances w(t) by 
Uad := {u E L2(0,T) I u(t) E [-a,,q] a.e. t E [O,T]}, 
Wad := { w E L2 (0, T) I w(t) E [-~, !3] a.e. t E [0, T]}. 
Suppose that x 0 is a given point in n at which we are able to collect information 
about the system performances, and let 'f/ > 0. Consider the following minimax 
feedback control problem (P): 
mm1m1ze J(u) = max {T lu(y(t, xo))ldt 
w(·)EWad Jo 
over u(·) E Uad subject to the system . 
.. . ' 
{ 
~~ + Ay = w(t) a.e. in Q := (0, T) x n, 
y(O,x) = 0, X En, 
y(t, x) = u(t), (t, x) E E := (0, T] x r, 
the pointwise state constraints 
ly(t, xo) I <.5: 'f/ for all t E [0, T], 
and the feedback control law 
u(t) = u(y(t, xo)) 
acting through the Dirichlet boundary conditions in (2). 
(2) 
(3) 
(4) 
Problem (P) formulated above is one of the most difficult control problems un-
solved in the general theory. Our purpose is to develop an approach that takes 
into account specific features of parabolic systems and allows us to find a feasible 
suboptimal feedback control. To furnish this, we employ the spectral representation 
of solutions to the parabolic system (2) with Dirichlet boundary conditions. 
Let >. E IR be an eigenvalue of the operator A in (1) and let <P E L2 (D) be the 
corresponding eigenfunction satisfying the condition <Pir = 0. It is well known that, 
under the assumptions made, the following properties hold: 
(a) All the eigenvalues Ai, i = 1, 2, ... , of A form a nondecreasing sequence that 
accumulates only at +oo, and the first eigenvalue >.1 is simple. 
(b) The corresponding orthonormal system of eigenfunctions is complete in the 
space L2(D). 
Note that the special one-dimensional case of n = [0, L] and A= -a-l:x one has 
Ai = 7rri2 and </>i(x) =..fiji sin? x, i E IN. 
Let y E L2 (Q) be a generalized solution to (2), which uniquely exists for each 
(u, w) E Uad x Wadi see, e.g., [3]. Based on the properties (a) ·and (b) and taking 
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into account that both admissible controls and perturbations in (2). depend only on 
t, we conclude that the generalized solution y( ·) admits the representation 
where J.Li = { (/Ji(x)dx and series (5) is strongly convergent in £ 2(Q). This allows us ln . 
to deduce, involving the maximum principle for parabolic equations, the following 
monotonicity property of solutions to the parabolic system (2) with respect to both 
controls and perturbations. 
Theorem 1. Let (ui, wi) E £ 2(0, T) x £ 2 (0, T) and let Yi(·), i = 1, 2, be the 
corresponding generalized solutions to (2). Then 
YI(t,x) .? Y2(t·,x) a.e. in Q 
if u1 (t) ? u2(t) and w1 (t) ? w2(t) a. e. in [0, T]. 
One can see from Theorem 1 that the bigger magnitude of a perturbation is the 
more control of the opposite sign should be applied to neutralize this perturbation 
and to keep the corresponding transient within the state constraint (3). This leads 
us to consider feedback control laws (4) satisfying the compensation property 
u(y) ~ u(y) if y? y and y · u(y) ~ 0 for all y,y E JR. (6) 
The latter property implies that 
loT !u(y(t))!dt? loT !u(Y(t))!dt if y(t) ? y(t) ? 0 or y(t) ~ y(t) ~ 0 
for all t E [0, T], i.e., the compensation of bigger (by magnitude) perturbations 
requires more cost with respect to the maximized cost functional in (P). This allows 
us to seek a suboptimal control structure in (P) by examining the control response 
to feasible perturbations of the maximal magnitudes w(t) = {3 and w(t) = -(3 on 
the whole time interval t E [0, T]. -
3 Optimal Control under Maximal Perturbations in Ap-
proximation Problems 
Taking into account the symmetry of (P) relative to y = 0, we consider the case of 
upper level maximal perturbations w(·) = {3 and the corresponding set of admissible 
time-dependent controls 
Uad := {u(·) E Uad I -a~ u(t) ~ 0 a.e. t E [0, T]}. 
To find an optimal control u(t) in response to the maximal perturbations, we have 
the following open-loop control problem (P): 
minimize J(u) = -loT u(t)dt (7) 
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over u(·) E Uad subject to system (2) with w(·) = fJ and the constraint 
y(t) ~ 'fJ for all t E [O,T). (8) 
This is a state-constrained Dirichlet boundary control problem, which was considered 
in [7) in more generality. In [7) we obtained necessary optimality conditions for (P) 
that involve the adjoint operator to the so-called Dirichlet map and Borel measures. 
Those conditions are rather complicated and do not allow us to compute or even 
properly estimate an optimal control. 
Following [5, 6), let us explore another approach to solve problem (P). It leads 
to suboptimal feasible solutions of a simple structure that can be used to design 
and justify a required feedback law in the original minimax control problem (P). 
To furnish this, we approximate (P) by optimal control problems for ODE systems 
obtained from the spectral .representation (5) as x = xo and w(·) = fl. In what 
follows we suppose, additionally to the basic assumptions in Section 2, that the first 
eigenvalue A1 in (a) is positive. Denote' 
Yi(t) := J.WPi(xo) (lot fJe-:>..i(t-O)dfJ + (c + Ai) lot u(fJ)e-:>..;(t-O)dfJ) 
and directly observe that each Yi(t), i E IN := 1, 2, ... , satisfies the ordinary differ-
ential equation 
'!ii = -AiYi + J-ti¢i(xo)(fJ + (c + Ai)u(t)) a.e. t E [0, T], Yi(O) = 0, i E IN. (9) 
Thus the original PDE system {2) is equivalent to an infinite-dimensional system of 
00 
ODEs (9) with y(t, xo) = LYi(t). 
i=l 
To determine a suboptimal control to (P), we take finitely many terms in {9) 
and find an optimal control for such approximations. Below we present some results 
for the first-order (one-term) and second-order (two-term) approximations. Consid-
ering the one-term approximation, we arrive at the following problem: 
(PI): minimize the cost functional (7) along the controlled differential equation 
Y = -AIY + J-ti¢I(xo)(fJ + (c+ AI)u(t)), y{O) = 0, a.e. t E [O,T) (10) 
subject to u(·) E Uad and the state constraint (8). 
The next theorem provides a complete exact solution of the state-constrained 
problem (PI) with no measure involved. 
Theorem 2. Let p,1¢1(xo)fJ > AI'f/· Assume in addition that either 
J-ti¢1(xo)(fJ- a(c +AI))~ AI'f/ or TI := !_ ln J-ti¢I(xo)fJ > T. (11) 
AI J-LI¢I(xo)f3- AI'f/ -
Then system (8), (10) is controllable, i.e., there is u(·) E Uad such that the corre-
sponding trajectory of (10) satisfies the state constraint (8). Moreover, problem (PI) 
admits an optimal control of the form 
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if t E [0, f1), 
if t E [f1, T], {12) 
where f1 = min { 71, T} with 71 computed in ( 11). 
To prove the theorem, we first approximate (P1) by a parametric family of op-
timal control problems with no state constraints. The latter problems can be com-
pletely solved by using the Pontryagin maximum principle, which provides necessary 
and sufficient conditions for optimality in this case. In this way we derive that op-
timal controls to approximating problems are piecewise constant and contain both 
bang-bang and singular modes. Passing to the limit, we justify all the results of 
Theorem 2 and come to a rather surprising conclusion that the optimal control 
(12) for the state-constrained problem happens to be simpler than the ones for the 
unconstrained approximations. 
Next let us consider the two-term approximation of the system (9), which lead 
to the following problem: 
(P2): minimize the cost functional (7) along the controlled differential system 
1h = -A1Y1 + J.£1¢>1(xo)({J + (c + Al)u(t)), Yl(O) = 0, 
'Jh = -A2Y2 + J.£2¢>2(xo)({J + (c + A2)u(t)), Y2(0) = 0 a.e. t E [0, T] 
subject to u(·) E Uad and the state constraint (8). 
Employing the technique similar to the one used in the proof of Theorem 2, we 
get the following solution of problem (P2). 
Theorem 3. Let /-£ 1 if>~;xo) + J.£2 if>~;xo) > ~· Assume in addition that either 
J.£1¢>1(xo)(!J- a(c + A1)) J.£2¢>2(xo)(!J- a(c + A2)) < 
A1 + A2 - 'TJ 
or 71 ~ T, where 71 is the solution of the transcendental equation 
Also suppose that x 0 satisfies the inequality 
which automatically holds in the special case of 0 = [0, L] and c = 0 for xo near 
the boundary. Then if a in Uad = [-a, OJ is sufficiently large by absolute value, the 
problem (P2) admits an optimal control of the form 
{ 
0 if t E (0, f1), 
ih(t) = uoe-a:(t-rl)- u1 if t E [f1,T] (13) 
with the parameters computed by 
A1a2 + A2a1 
a= 
6 
and 1\ =min{ T1, T}. 
Observe that the control u1 (t) given by (13) agrees with (12) when JJ-2¢2(xo) = 0. 
4 Suboptimal Control for Parabolic System under Max-
imal Perturbations 
Let us optimize the control structure (12) subject to (1), (2), and u(·) E Uad assum-
ing that the point x0 is chosen so that the solution t = t1 of the equation 
satisfies the strict inequality 
which particularly holds in the special case of n = [0, L] and c = 0 for x 0 around 
L /2. This gives the control function 
u(t) = { 0 _ 
-u 
with the optimal parameters 
- 'Yf3 -1} 
u:= ' 1 + C')' 
and T satisfying the equation 
for 0 ~ t < T, 
for T ~ t ~ T (14) 
(15) 
(16) 
We can prove that (16) has a unique solution T = f(T) E (0, T) for all T sufficiently 
large and that any control (14), (15) is feasible to (P) for all positive T ~ f(T). 
Moreover, the switching time T = f(T) is optimal in (P) and f(T) .!. f as T -+ oo, 
where the asymptotically optimal switching time f is computed by 
(17) 
Optimizing the control structure (13) with respect to the parameters uo, u1, a, T1 
is essentially more difficult than the above optimization with respect to the two 
parameters u, T. Putting 
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in (13) and substituting it into (5), we obtain the equation 
f: J.ticPi(xo) [(c + Ai)('y~- 'fJ)e->.;(T-r)- ~(1 + cr)e->.;T-
i=l Ai 
uo(Ai +c) (e-a(T-r) _ e->.;(T-r))] = O. 
a- Ai 
It is no longer true that the solution r2 of the latter equation can be asymptotically 
found from the condition of vanishing its first term. To estimate the situation, 
numerical simulation is performed; see the next section. It has been found that if 
a is sufficiently large in Uad = [-a, 0], then there are parameters uo, u1, a, r1 such 
that the corresponding control (13) gives a smaller value of the cost functional in 
the case of maximal disturbance in comparison with the one provided by (14)-(16). 
5 Numerical Simulation · 
Numerical simulation is performed for the one-dimensional equation 
{)y [)2y -
{)t = a ox2 + f3, 0 < x < 1r, t > 0 
with the initial and boundary conditions 
y(x, 0) = 0, 0 ~ x ~ L 
y(O, t) = y(L, t) = u(t), t ~ 0, 
and the constraint ly(t, ~)I ~ 'fJ· 
The suboptimal control (14),(15) derived from the one-term approximation has 
the asymptotically optimal switching time f 1 given by formula (17). 
Let us consider the structure of suboptimal control (13) derived from the two-
term approximation. If a > 0 and uo < 0, it is clear from physical considerations 
that the corresponding asymptotically optimal switching time f 2 is greater than f 1 
(the larger the magnitude of the feasible control, the later it may be applied). It 
can be shown that the difference in costs provided by the control structure (13) and 
the first-order one with the switching time (17) for large T equals -u(f2 - f 1) + uo. 
a 
If the gain u(f2- f1) exceeds the loss uo, then the structure (13) is better than the 
a 
one with (17). 
In our numerical simulation we considered the extreme case when u0 is a very 
large negative number and a is a very large positive number. Then 
{ 
0, 
u(t) = +:x>, 
'Y/3- .,, 
t < f2, 
t = f2, 
t > f2, 
(18) 
i rz+c-and lim u(t)dt = J, where J is a parameter corresponding to the intensity of c-.j.O rz-c-
the impulse. 
It happens (see the table below for selected data) that for any admissible values 
of a,~' 'fJ there always exists a value of J that provides a smaller cost for control (18), 
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which can be thought of as a second-order suboptimal control. The last column in 
the table corresponds to the cost under the first order suboptimal control (14}-(16}: 
1-T u(t}dt = u(T- fd = (~'Y- 'fJ)(T- fd. . 7"1 
Observe that the relative gain for large T is very small and does not have much of 
a practical meaning; this can serve as a justification of the first-order approximation 
and the three-positional control law considered in the next section. The data in this 
table correspond to ~ = 2. 
a 
"' 
optimal value of J gain in the cost ({h- 'f]}(T- TI) 
1 1 0.165 0.010 1.47(T- r1} 
1.2 1 0.076 0.012 0.88(T- fi} 
1.2 0.1 0.140 0.022 1.78(T- f1} 
2 0.1 0.032 .. 0.015 0.77(T- fi} 
6 Feedback Control Design 
The obtained results allow us to justify the three-positional control law 
{ 
-u if y ?. a, 
u(y) = 0 if - Q. < y <a, 
y if y ~ -Q. 
(19} 
as a suboptimal feedback structure in (P} with the compensation property (6}. Now 
using the monotonicity of transients with respect to both controls and perturbations 
as well as their asymptotic properties as t --+ oo, we arrive at the following theorem. 
Theorem 4. Let the feedback control parameters (u,y, a,Q.} in (19} are computed 
by the formulas (15}, 
a(T} := ~('Y _ f: l-li¢~~xo) e->.ir(T)},· 
i=l ~ 
and their counterparts for {}_. Then the control law (19) is feasible for any pertur-
bations w(·) E Wad being optimal in the case of maximal perturbations when T is 
sufficiently large. Moreover, a(T) .j. a and Q.(T} .j. Q. as T --+ oo, where the positive 
numbers 
a:= ~('Y _ f: l-li¢i(xo) [(c + >-.I)('Y~- 'fl)]~), 
i=l Ai ,8(1 + C'Y) (20} 
Q. := ,B('Y _ f l-li¢i(xo) [(c + >-.I)('Y,B- 'fJ)]~) 
- i=l Ai (}_(1 + C'Y) (21} 
form the maximal dead region [-Q., a] under which feedback (19) keeps the state con-
straints (3) on the infinite horizon [0, oo) for any admissible perturbations. 
We finally observe that the feedback control (19} with the parameters calculated 
in Theorem 4 does not guarantee the robust stability of the highly nonlinear (dis-
continuous) closed-loop system (2), (4), (19) under any admissible perturbations. 
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Indeed, this system may have a self-vibrating regime (i.e., its zero-equilibrium is not 
stable in the large) if the dead region [-Q:, a-] is not sufficiently wide. The next 
theorem excludes such a possibility and ensures the required robust stability of the 
closed-loop control system. Its proof is based on a variational approach and turnpike 
asymptotic properties of the parabolic dynamics. 
Theorem 5. The closed-loop control system (2), (4), (19) with arbitrary parameters 
( u, JJ., a-, Q:) is stable in the large if 
_ + > . {- } [1-llcPl(xo)(c + .X1) (1 + )] > 0 u Q:_mm u,JJ. Al - C/ . (22) 
When (3 :::; fi, the stability condition (22) can be written in the simplified form 
20"1 + !2:1 2 'T/ 
directly through the suboptimal dead region ·bounds 
a- :=/3-( _J.llcPl(xo)(c+.XI)(/{3-ry)) u :=f3( _J.llcPl(xo)(c+.XI)(/,8-ry)) 1 1 
.X1f3(1 + c1) ' -l - 1 .X1(i(1 + cr) ' 
which correspond to the first terms in (20) and (21). 
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