We develop a new and systematic method for proving entropic Ricci curvature lower bounds for Markov chains on discrete sets. Using different methods, such bounds have recently been obtained in several examples (e.g., 1-dimensional birth and death chains, product chains, Bernoulli-Laplace models, and random transposition models). However, a general method to obtain discrete Ricci bounds had been lacking. Our method covers all of the examples above. In addition we obtain new Ricci curvature bounds for zero-range processes on the complete graph. The method is inspired by recent work of Caputo, Dai Pra and Posta on discrete functional inequalities.
Introduction
Ricci curvature lower bounds for Riemannian manifolds play a crucial role in differential geometry, but also in probability theory and analysis. In particular, such bounds are known to imply important properties of Brownian motion on the manifold. For example, positive curvature bounds imply several useful functional inequalities (logarithmic Sobolev inequality, Poincaré inequality), as well as exponential rates of convergence to equilibrium. Such results were first obtained using the celebrated Bakry-Émery approach developed in [1] .
Discrete entropic Ricci curvature
In [18] and [9] a notion of Ricci curvature bounds for Markov chains was introduced, based on convexity properties of the relative entropy along geodesics in the space of probability measures over the state space, for a well-chosen metric structure. It is the discrete analogue of the synthetic notion of Ricci curvature bounds in geodesic metric-measure spaces obtained in the contributions of Lott-Villani [17] and Sturm [24] .
The main observation behind the Lott-Villani-Sturm definition of Ricci curvature bounds is that, on a Riemannian manifold M, the Ricci curvature is bounded from below by some constant κ ∈ R if and only if the Boltzmann-Shannon entropy H(ρ) = ρ log ρ dvol is κ-convex along geodesics in the L 2 -Wasserstein space of probability measures on M. However, this definition is not well adapted to discrete spaces, because the L 2 -Wasserstein space over a discrete space does not contain any geodesic.
To circumvent this issue, [18] and [20] introduced a different metric W. This metric is built from a Markov kernel in such a way that the heat flow associated to this kernel is the gradient flow of the entropy with respect to the distance W. This is an analogue of the continuous situation, where it has been proven by Jordan, Kinderlehrer and Otto in [15] that the heat flow on R d is the gradient flow of the entropy with respect to the Wasserstein metric. A Markov chain is then said to have Ricci curvature bounded from below by some constant κ if the relative entropy (with respect to the invariant probability measure of the chain) is κ-convex along geodesics for the metric W.
It has been shown in [9] that a Ricci curvature lower bound has significant consequences for the associated Markov chain, such as a (modified) logarithmic Sobolev inequality, a Talagrand transportation inequality, and a Poincaré inequality. Therefore, it is desirable to obtain sharp Ricci curvature bounds in concrete discrete examples. To this day, there are very few results of this type.
Mielke [20] obtained Ricci curvature bounds for one-dimensional birth and death processes, and applied these bounds to discretizations of 1-dimensional Fokker-Planck equations. Erbar and Maas [9] proved a tensorization principle: the Ricci curvature lower bound for a product system is the minimum of the Ricci curvature bounds of the components. This property is crucial for applications to high-dimensional problems. As a special case, the result yields the sharp Ricci bound for the discrete hypercube {0, 1} n . The first high-dimensional results beyond the product-setting have been recently obtained by Erbar, Maas and Tetali [11] , who obtained Ricci curvature bounds for the Bernoulli-Laplace model and for the random transposition model on the symmetric group.
In spite of this progress, a systematic method for obtaining discrete Ricci curvature bounds has been lacking. In this paper we present such a method, which allows us to obtain curvature bounds for several interacting particle systems on the complete graph. The method allows us to recover all of the above-mentioned results, and yields new curvature bounds for zero-range processes on the complete graph.
The Bochner-approach
To explain our method, let us recall that the discrete Ricci curvature bounds considered in this paper correspond to bounds on the second derivative of the entropy along W-geodesics. In the continuous setting, on a Riemannian manifold M, the second derivative of the entropy along a 2-Wasserstein geodesic (ρ t ) is formally given by
where ψ : [0, 1]×M → R satisfies the continuity equation ∂ t ρ+∇·(ρ∇ψ) = 0 and the HamiltonJacobi equation ∂ t ψ + 1 2 |∇ψ| 2 = 0. Note that the integrand above can be reformulated using Bochner's formula, which yields
Therefore, it follows at least formally that a lower bound Ric ≥ κ implies κ-convexity of the entropy along geodesics.
In the discrete case, the second derivative of the entropy along geodesics is given by an expression B(ρ, ψ) which somewhat resembles the left-hand side of (1), but the dependence on ρ is more complicated. Unfortunately, there does not seem to be a suitable discrete analogue of Bochner's formula.
In this paper we present an approach to get around this difficulty. We obtain a convenient lower bound for the second derivative of the entropy, which turns out to be very useful; see Theorem 3.5 below. This expression has the same features as the right-hand side of Bochner's formula (2): one of the terms is non-negative and contain only second order (discrete) derivatives, while the other terms contains only first order derivatives. The expression is remarkably flexible, since it allows us to derive sharp Ricci bounds in the rather diverse examples mentioned above.
The work of Caputo, Dai Pra and Posta [5] which inspired this paper, fits very naturally into this framework. In order to obtain modified logarithmic Sobolev inequalities, these authors followed the Bakry-Émery strategy, which consists of computing the second derivative of the entropy along the "heat equation" ∂ t ρ = Lρ, where L is the generator of a reversible Markov chain. It can be checked that this second derivative can be expressed as 2B(ρ, log ρ). Therefore, the bounds obtained in this in [5] are a special case of the bounds on B(ρ, ψ), which we obtain for arbitrary ψ. We refer to Section 2.3 for more details.
Organization and notation
In Section 2 we collect preliminaries on discrete transport metrics, the associated Riemannian structure, and the notion of discrete entropic Ricci curvature. Section 3 contains the general criterion for Ricci curvature bounds. Various examples are studied in Section 4. The appendix states a few useful properties of the logarithmic mean that are used in the proofs.
Throughout the paper we use the probabilistic notation
Transport metrics and discrete Ricci curvature
In this section we briefly recall some basic facts on the discrete transportation metric W, which plays a crucial role in the paper. This metric has been introduced in [18] in the setting of finite Markov chains, and (independently) in [19] for reaction-diffusion systems. Closely related metrics have been considered in [7] in the setting of Fokker-Planck equations on graphs. Our discussion follows [18] with a slightly different normalisation convention (see also [10] ).
We work with a discrete, finite space X and a Markov generator L, acting on functions ψ : X → R by
The transition rates Q(η,η) are nonnegative for all distinct η,η ∈ X , and we use the convention that Q(η, η) = 0 for all η ∈ X . We assume that Q is irreducible, i.e., for all η,η ∈ X , there exists a sequence {η i } n i=0 ⊆ X such that η 0 = η, η n =η, and Q(η i , η i+1 ) > 0 for all i = 0, . . . , n − 1. It is a basic result of Markov chain theory that there is a unique stationary probability measure π on X , which means that
We shall always assume that π is reversible for Q, i.e., the detailed balance equations
hold for all η,η ∈ X . We shall refer to (X , Q, π) as a Markov triple.
The non-local transport metric W
be the set of probability densities on X (with respect to the stationary measure π). We consider the non-local transport metric W defined for ρ 0 , ρ 1 ∈ P(X ) by
where the infimum runs over all sufficiently smooth curves ρ : [0, 1] → P(X ) and ψ : [0, 1] → R X satisfying the continuity equation
with boundary conditions ρ| t=0 = ρ 0 and ρ| t=1 = ρ 1 . It has been shown in [18] that W defines a distance on the set of probability densities P(X ). Moreover, this distance is induced by a Riemannian structure on its interior P * (X ), which consists of all probability densities that are everywhere strictly positive. This definition is a natural analogue of the Benamou-Brenier formulation of the Wasserstein metric, with one crucial additional feature in the discrete setting: the logarithmic mean
is used to define, loosely speaking, the value of ρ along the edge between η andη. The main reason for the appearance of this particular mean is the fact that it allows one to formulate a discrete chain ruleρ∇ log ρ = ∇ρ, where ∇ψ(η,η) := ψ(η) − ψ(η) denotes the discrete gradient.
This identity takes over the role of the usual chain rule ∇ log ρ = ∇ρ/ρ that conveniently holds in the continuous setting.
In [18, 19] it is shown that the "heat equation" ∂ t ρ = Lρ is the gradient flow equation for the relative entropy
with respect to the Riemannian structure associated with W. In this sense, the metric W is a natural discrete analogue of the L 2 -Wasserstein distance. Moreover, at least in some situations [13] , it can be shown that the metric W converges to the L 2 -Wasserstein in the continuous limit, in the sense of Gromov-Hausdorff. Following the Lott-Villani-Sturm approach, [18, 9] gave the following definition of lower Ricci curvature boundedness: Definition 2.1 (Ricci curvature lower boundedness). We say that a Markov triple (X , Q, π) has Ricci curvature bounded from below by κ ∈ R if for any constant speed geodesic
We shall use the notation Ric(X , Q, π) ≥ κ (or briefly Ric(Q) ≥ κ). Since (P(X ), W) is a geodesic space, this definition is nontrivial. This notion of curvature has several interesting properties, obtained in [9] :
• A Markov chain that has Ric(Q) ≥ κ > 0 satisfies various functional inequalities, such as the modified logarithmic Sobolev inequality
with constant α = 2κ, as well as a Poincaré inequality
, and E denotes the discrete Dirichlet form given by
These functional inequalities imply the exponential convergence estimates
along the heat equation ∂ t ρ = Lρ.
• Ricci curvature bounds tensorize : if Ric(
Remark 2.2. Besides the entropic Ricci curvature studied in this paper, several other notions of discrete Ricci curvature have been studied in the literature, including Ollivier's coarse Ricci curvature [22] , rough Ricci curvature by Bonciocat and Sturm [4] , and Bakry-Émery-type conditions, e.g., [16] . We refer to [23] to a survey covering some of these concepts.
The Riemannian structure induced by W
It will be useful to describe the Riemannian structure associated to W in more detail. Let E := {(x, y) ⊆ X × X : Q(x, y) > 0} be the set of edges in the graph induced by Q, and let G be the set of discrete gradients, i.e., all functions Ψ :
Note that, at each ρ ∈ P * (X ), the tangent space of P * (X ) is naturally given by T := {σ :
It can be proved (see [18, Section 3] ) that, for each ρ ∈ P * (X ), the mapping
defines an bijection between G and T . At each ρ ∈ P * (X ), this map allows us to identify the tangent space with G. In other words, the continuity equation (3) provides an identification between the "vertical tangent vector" d dt ρ and the "horizontal tangent vector" ∇ψ. A Riemannian structure is then defined by the ρ-dependent scalar product ·, · ρ : G × G → R given by
for Φ, Ψ : E → R. We shall frequently use the notation
ρ , where · ρ denotes the norm induced by the scalar product ·, · ρ .
The geodesic equations for this Riemannian structure are given by
where ∂ iρ denotes the partial derivative of the logarithmic mean, i.e., ∂ iρ (η,η) := ∂ i θ(ρ(η), ρ(η)). These equations can be regarded as discrete analogues of the continuity equation and the Hamilton-Jacobi equation respectively. The Hessian of the entropy can then be calculated using the expression
where (ρ s ) solves the geodesic equations with initial conditions ρ| s=0 = ρ 0 and ψ| s=0 = ψ 0 .
The following result provides an explicit formula for the Hessian which resembles its continuous counterpart (1); we refer to [9] for a proof. With a slight abuse of notation, we write
Proposition 2.3 (Identification of the Hessian).
For any ρ ∈ P * (X ) and ψ : X → R we have
Since the metric structure we consider is Riemannian in P * (X ), one expects that κ-geodesic convexity of H is equivalent to Hess H(ρ)∇ψ, ∇ψ ρ ≥ κ||∇ψ|| 2 ρ for any function ψ and any probability density ρ ∈ P * (X ). As the Riemannian structure is degenerate on the boundary of P(X ), this is not an immediate result, but this issue has been solved in [9, Theorem 4.4] . We thus have the following result.
Proposition 2.4 (Characterization of Ricci boundedness). Let κ ∈ R. A Markov triple (X , Q, π) satisfies Ric(X , Q, π) ≥ κ if and only if for all ρ ∈ P * (X ) and all functions ψ : X → R, we have
In this paper we provide a systematic method to prove such an inequality in concrete situations. A very useful criterion will be given in Section 3.
The Bakry-Emery approach to the logarithmic Sobolev inequality
Let us now compare our method with the Bakry-Emery approach to the (modified) logarithmic Sobolev inequality (MLSI), which has been developed in the discrete setting in [3] and [5] . In order to prove the MLSI H(ρ) ≤ 1 α E(ρ, log ρ), in the Bakry-Emery method one considers the behaviour of the entropy h(t) := H(ρ t ) for solutions to the heat equation
Rather than approaching this inequality directly, the idea is to investigate the second derivative of the entropy. Suppose that one could prove the "convex entropy decay inequality" h ′′ (t) ≥ −αh ′ (t). Since h(t), h ′ (t) → 0 as t → ∞, this inequality implies the MLSI after integration. Taking into account that
the following lemma (taken from [5] ) summarises this discussion.
Lemma 2.5. Let α > 0 and suppose that the convex entropy decay inequality
holds for all ρ ∈ P * (X ). Then the modified logarithmic Sobolev inequality H(ρ) ≤ 1 α E(ρ, log ρ) holds as well. Moreover, (4) implies the exponential convergence bound E(e tL ρ, log e tL ρ) ≤ e −αt E(ρ, log ρ) .
for all ρ ∈ P * (X ).
The last assertion follows readily from Gronwall's lemma and is actually equivalent to (4). A direct calculation shows that
hence, in view of Proposition 2.4, the following lemma follows immediately.
Lemma 2.6. Let κ ∈ R and suppose that Ric(X , Q, π) ≥ κ. Then the convex entropy decay inequality (4) holds with α = 2κ.
The condition Ric(X , Q, π) ≥ κ is in principle strictly stronger than the convex entropy decay inequality (4): we need to check that B(ρ, ψ) ≥ κA(ρ, ψ) for all functions ψ, and not just for ψ = log ρ. In general, the constant we shall obtain here for the lower bound on Ricci curvature than the best known constant for the modified logarithmic Sobolev inequality. This was to be expected, since even in the continuous setting lower bounds on the Ricci curvature have no reason to yield the optimal constant for the logarithmic Sobolev inequality in general.
The Bochner method
To explain and apply our method, it will be convenient to use the following point of view. Given an irreducible and reversible Markov triple (X , Q, π), we consider a set G of maps of X onto itself, that represents the set of allowed moves, and a function c : X × G → R + , that represents the jump rates. 1. The generator L can be written as
where
2. For any δ ∈ G there exists a unique δ −1 ∈ G satisfying δ −1 (δη) = η for all η with c(η, δ) > 0;
Every irreducible reversible Markov chain has a mapping representation. It is always possible to explicitly build one, by considering the set of bijections t η,η : X → X that exchanges η and η, and leaves all other points unchanged (see [9] ), but in general it is more natural to work with a different, smaller set G, as we shall see in the examples of Section 4. Property (3) expresses the reveribility of the Markov chain.
With this notation, we can rewrite the action functional A as
As discussed in the introduction, a key element of the optimal transport approach to curvature in the continuous setting is the Bochner identity, which asserts that the continuous analogue of B, which is
Since the first term in this identity is non-negative, lower bounds on the Ricci curvature automatically translate into lower bounds on B(ρ, ψ).
In the discrete setting, as far as we know, there is no direct analogue of Bochner's identity. To get around this issue (in the context of the Bakry-Emery approach for functional inequalities), it was suggested in [3] and [5] to introduce a function R that satisfies some properties of spatial invariance, in such a way that a one-sided Bochner inequality holds. Assumption 3.2. There exists a function R : X × G × G → R + such that (A1) R(η, γ, δ) = R(η, δ, γ) for all η ∈ X and γ, δ ∈ G;
(A3) γδη = δγη for all η ∈ X and γ, δ ∈ G with R(η, γ, δ) > 0.
Clearly, (A1) and (A2) imply that for all bounded functions ψ,
We will show that a function R that satisfies these assumptions automatically satisfies the following Bochner-type identity:
Lemma 3.3. Let ϕ and ψ be two real-valued functions on X , and let α : X × X → R be a symmetric function. Then the following identity holds:
In the case α ≡ 1, the right-hand side in this equation can be thought of as a discrete analogue of M D 2 f, D 2 g dρ. We can therefore think of this identity as a sort of weighted discrete Bochner identity.
Remark 3.4. This is a generalization of the identity used in [5] , where the authors proved this identity in the case α ≡ 1. In the applications we have in mind, we will use this identity with α the logarithmic mean, that is α(η, δη) =ρ(η, δη).
Proof. We consider η, δ and γ such that R(η, γ, δ) > 0. Note that, by assumption (iii), δγη = γδη. First, we write
We will show that each of the four terms on the right-hand side of this equality, when multiplied by R(η, γ, δ), summed over all γ and δ and averaged over π, yields
For the fourth term, there is nothing to prove. For the third term we have
The same argument works for the second term. Finally, for the first term, we have
where the last identity is the one we proved right before for the third term. This concludes the proof.
Using this identity, we can show that, if the local weight c(η, δ)c(η, γ) has a decomposition of the form R(η, δ, γ) + Γ(η, δ, γ), then the contribution of R to the curvature is nonnegative, and therefore we would only have to study lower bounds for a functional that depends on Γ.
Theorem 3.5. Assume that there exists a function R satisfying Assumption 3.2, and let
Then we have
for all ρ ∈ P(X ) and all ψ : X → R.
As a consequence, if B 1 + B 2 + B 3 ≥ κA, then the Ricci curvature of the Markov chain is bounded from below by κ. Remark 3.6. In most of our applications, we will use the trivial bound B 3 ≥ 0, so that we will only need to obtain a lower bound on the terms B 1 , B 2 involving Γ.
Remark 3.7. This result can be used to recover the criterion of Proposition 5.4 in [9] . Indeed, under their assumptions, we can take R(η, δ, γ) = c(η, δ)c(η, γ), and therefore Γ = 0. The conclusions easily follow. This criterion has been applied in [9] to obtain the sharp Ricci bound for the discrete hypercube, as well as non-negativity of the Ricci curvature for the discrete cycle Z/N Z for N ≥ 2.
Proof of Theorem 3.5. It was shown in [9] that B(ρ, ψ) can be written as
Since the Markov chain is reversible, we can use (5) to obtain
The first term on the right-hand side of this equality we leave unchanged, and for the second we use Lemma 3.3 with α =ρ to get
We now take a look at the second term in (3). Using the reversibility of the Markov chain and the fact thatρ 2 (δη, η) =ρ 1 (η, δη), we obtain
and therefore
Again, we leave the first term on the right-hand side of this last equation unchanged. For the second term, we use the assumption (A2) to obtain
and thus
From (1) and (2) of Lemma A.1 we deduce the inequalitŷ
Therefore, we have
To deduce our result from (7) and (8), all that is left is to show that
We observe that
for all η ∈ X and γ, δ ∈ G with δγη = γδη. In view of (A3), we may insert this identity in the expression for S, which yields
It follows from (A2) that the second and third term in the latter formula cancel each other. Another application of (A2) shows that the first term equals the right-hand side of (3), which was the last element we needed to conclude the proof.
Examples

Birth and death processes
In this section, we consider the case of birth and death processes on N = {0, 1, . . .}. These are Markov chains with generator
where a and b are non-negative functions on N, such that b(0) = 0. The set of allowed moves is G := {+, −}, where +(n) = n + 1 and −(n) = (n − 1)½ {n>0} . Following the notation of the previous section, we write ∇ ± ψ(n) = ψ(n ± 1) − ψ(n). The generator can therefore be written as
and, in accordance with our notations, we set c(n, +) = a(n) and c(n, −) = b(n). We assume that this Markov chain is irreducible, and that there exists a probability measure π on N satisfying the detailed balance condition a(n)π(n) = b(n + 1)π(n + 1) .
Clearly, the latter condition is satisfied if and only if
Since the state space is countable, strictly speaking this example does not fit in the framework described above, but the countability does not change the form of the relevant expressions A and B. When applying our method to study curvature bounds for this Markov chain, we obtain the following result: Theorem 4.1. Let κ ∈ R + . Assume that the rate of birth a is non-increasing, and that the rate of death b is a non-decreasing. Assume moreover that
for all n ∈ N, where
θ(s, t) α s + β t , and θ(s, t) is the logarithmic mean of s and t. Under these assumptions, the birth and death process has Ricci curvature bounded from below by κ.
Remark 4.2. The same criterion has been obtained by Mielke [20] using a different method based on diagonal dominance of the matrix representing the Hessian of the entropy. Mielke worked on a finite state space {0, 1, . . . , N } rather than on N, but this doesn't effect the argument.
Proof. First of all, using the reversibility condition, we can rewrite the action functional as
(n, n + 1) .
Following [5] , we define the function R :
so that Γ(n, +, +) = a(n)∇ + a(n), Γ(n, −, −) = −b(n)∇ − b(n), and Γ(n, +, −) = Γ(n, −, +) = 0. It is not hard to check that Assumption 3.2 is satisfied. In this case, we have
Moreover, using reversibility,
A direct computation show that, for any s, t > 0, we have
Therefore, recalling thatρ(n, n + 1) = θ(ρ(n), ρ(n + 1)), we have
(n, n + 1)
Summing this and (4.1), and using the inequality
it follows from the assumption (9) that
The result follows by an application of Theorem 3.5.
Zero-range processes
We now consider interacting particle systems on the complete graph, whose sites are labeled 1, . . . , L, where L is the number of sites. Configurations of particles are given by collections of non-negative integers η 1 , . . . , η L , where η x denotes the number of particles at site x. The whole configuration will be denoted by η ∈ S := N L .
Changes in the configuration are made by moving a particle (if any) from a site x to a different site y. Allowed moves are therefore given by maps of the form η → η xy , where x = y are two different sites, and η xy is given by
The set of allowed moves is G := {xy; x = y}, where xy denotes the map η → η xy . We write ∇ xy to denote the corresponding discrete gradient, and note that (xy) −1 = (yx) in the sense of Definition 3.1.
In this section we consider zero-range processes on the complete graph with L vertices. In such processes, the jump rate from site x to site y depends only on x and on the number of particles present at x. The rates are thus given by a family of functions c x : N → [0, ∞) such that c x (0) = 0 and c x (n) > 0 for all n > 0 and x ∈ {1, . . . , L}. Here, c x (η x ) is the rate at which a particle is moved from site x to a site y, with y chosen randomly, with uniform probability on {1, . . . , L}. The generator of the Markov chain we just described is
This dynamic conserves the total number of particles N := x η x . We define a probability measure π N on configurations with N particles as
where Z N is the normalization constant (which is indeed finite, since there are a finite number of configurations with N particles). It can then be checked that the Markov chain is reversible with respect to π N . In the sequel, we shall systematically omit the subscript N , which we consider fixed. When applying our method to study the curvature of this process, we obtain the following result: Note that the assumption implies that the rates c x are strictly increasing. Of particular interest is the fact that the bound does not depend on either L nor N .
Remark 4.4.
Simply assuming that the rates are strictly increasing is not enough to ensure Ricci curvature is positive. In Section 4.2 of [5] , a simple example of a zero-range process for which sup c x (1) − inf c x (1) is large was shown to exhibit non-convex decay of the entropy, and therefore the Ricci curvature of the Markov kernel cannot be positive. So some assumption of the form δ < Kc is necessary. On the other hand, we do not know if the assumption δ < 2c/5 is optimal. Assuming a uniform positive lower bound on the increase of the rates is known to be necessary to obtain a lower bound on the curvature that is independent of the system size and number of particles. Indeed, it was shown in [21] that for the case of constant rates, the spectral gap is of order
Remark 4.5. For independent random walks on the complete graph (which corresponds to δ = 0 and c = 1), we recover the size-independent lower bound on Ricci curvature that was obtained in Example 5.1 of [9] .
The estimate on the modified logarithmic Sobolev inequality that can be deduced from the curvature bound has a worse dependence on δ than the one obtained in [5] (which would correspond to a constant (c − δ)/2). The modified logarithmic Sobolev inequality for this model has also been studied in [6] .
Proof. First we observe that
Following [5] , we define the function R as
Using the reversibility assumption, this quantity is also equal to
Add this identity to (4.2), we obtain
Using (10) and the assumption that c ≥ δ/2, we have the lower bound
This quantity is nonnegative, but we will need it later to compensate a term that appears when computing B 1 (ρ, ψ). Using (10) once more, we obtain
Next we observe that
By another application of (10),
Averaging both expressions for B 1 (ρ, ψ) and applying (10), we obtain
Adding (11) and (12) and applying Theorem 3.5, we obtain
Since reversibility yields
we may write
Applying Lemma A.2 with r = ρ(η xy ), s = ρ(η) and t = ρ(η xv ), we infer that
In view of (13), we obtain the desired result.
Bernoulli-Laplace models
We consider the exclusion process on the complete graph with L sites and N particles, where 1 ≤ N < L. The moves are of the form η → η xy , where
Note that such moves conserve the total number of particles. The state space S consists of all configurations with at most one particle on each of the L sites, i.e., S = {η ∈ {0, 1} L :
The set of moves is given by G := {(x, y) ∈ {1, . . . , L} 2 : x = y}. To simplify notation we will frequently write xy instead of (x, y). The transition rates q : S × G → R + are given by
hence the generator L takes the form
where ∇ xy ψ(η) = ψ(η xy ) − ψ(η). We shall frequently use reversibility in the form
for arbitrary functions F : S × G → R. We observe that
Note that we can omit the factor η x (1 − η y ), since ∇ xy ψ(η) = 0 whenever η x (1 − η y ) = 0. This remark will allow us to forget this factor in most of the expressions that we shall manipulate. We obtain the following result on the Ricci curvature for Bernoulli-Laplace models. In the special case where δ = 0 we recover the result obtained in [11] using a different method, with exactly the same constant. . Once more, this bound is slightly weaker than the one obtained in [5] (which is c − δ in our notation). Note however that both bounds coincide for the homogeneous model, in which δ = 0. The modified logarithmic Sobolev inequality for the homogeneous model has also been studied in [2] , [12] , [14] .
Proof of Theorem 4.6. As in [5] , we take
It follows from the definition that Γ(η, xy, uv) = 0 when |{x, y, u, v}| = 4 and Γ(η,
We also notice that ∇ xy ϕ∇ yz ψ = ∇ xy ϕ∇ zx ψ = 0 for any choice of x, y and z, and for any ψ and ψ. We then have
Using reversibility in the form of (14) we obtain, after summing with the original expression,
where the inequality is obtained using (16) and (15) . Another application of reversibility yields
where the (L − N − 1) factor appears because, if there is a particle at x and no particle at y, there are exactly (L − N − 1) possible sites v different from x and y where there are no particles. The final inequality uses the assumption that δ ≤ 2c. Similarly, we have
We now turn to B 1 . To improve readability we shall often suppress the variable η in our notation. We have
We have the immediate bound
Another application of (14) yields
Averaging the latter expression with the defining formula for J 6 , we obtain
for brevity, we obtain
Using reversibility, we can show that
where the last inequality has been obtained through an application of Lemma A.2. Similarly, we have Averaging the latter two expressions, we obtain B 2 (ρ, ψ) = 1 n 2 (n − 1) 2 π |{i,j,k}|=3 ∇ ij ψ(σ) 2 ρ(σ ik )ρ 1 (σ, σ ij ) + ρ(σ ijk )ρ 2 (σ, σ ij ) − 1 n 2 (n − 1) 2 π |{i,j,k}|=3
Using (i) and (ii) of Lemma A.1, we infer that
The term B 1 (ρ, ψ) can be written as ∇ ij ψ(σ) ψ(σ ik ) − ψ(σ ijk ) ρ(σ, σ ij ) .
Young's inequality and reversibility imply that When we sum B 1 and B 2 , we get B(ρ, ψ) ≥ 4 n(n − 1)
A(ρ, ψ) , which is the desired result.
A Properties of the logarithmic mean
In this paper we make use of some basic properties of the logarithmic mean, given for a, b ≥ 0 (resp. a, b > 0) by θ(a, b) := 1 0 a 1−p b p dp = a − b log a − log b .
The following properties are taken from [9] , see Lemma 5.4. We write θ i (s, t) = ∂ i θ(s, t) for i = 1, 2.
Lemma A.1. The following assertions hold: (i) uθ 1 (s, t) + vθ 2 (s, t) ≥ θ(u, v) for all s, t, u, v > 0; (ii) sθ 1 (s, t) + tθ 2 (s, t) = θ(s, t) for all s, t > 0; (iii) θ is symmetric, concave and increasing in both variables; (iv) θ is positively 1-homogeneous, i.e., for all λ, s, t ≥ 0, we have θ(λs, λt) = λθ(s, t).
It follows directly from this lemma that for every λ 1 , λ 2 > 0 and s, t ≥ 0, (λ 1 θ 1 (s, t) − λ 2 θ 2 (s, t))(s − t) ≤ max{λ 1 , λ 2 } − min{λ 1 , λ 2 } θ(s, t) .
The following inequality plays a crucial role in the proof of the curvature bound for the Bernoulli-Laplace model and for zero-range processes.
Lemma A.2. For any r ≥ 0 and s, t ≥ 0, we have r θ 1 (s, t) + θ 2 (s, t) − θ(r, s) + θ(r, t) ≥ −θ(s, t) .
Proof. If r = 0, the inequality is trivially true, so without loss of generality we can assume that r > 0. Let u = s/r and v = t/r. Using the fact that θ is 1-homogeneous, and θ 1 and θ 2 are 0-homogeneous, the inequality we wish to prove is equivalent to
Since θ is concave, we have Using the 'curve above tangent' formulation of concavity applied to the function x → θ(u + x, v + x), we have θ(u + 1, v + 1) ≤ θ(u, v) + θ 1 (u, v) + θ 2 (u, v) , and (A) immediately follows, which concludes the proof.
