We report ab initio calculations of the melting curve of molybdenum for the pressure range 0 − 400 GPa. The calculations employ density functional theory (DFT) with the Perdew-BurkeErnzerhof exchange-correlation functional in the projector augmented wave (PAW) implementation. We present tests showing that these techniques accurately reproduce experimental data on low-temperature b.c.c. Mo, and that PAW agrees closely with results from the full-potential linearized augmented plane-wave implementation. The work attempts to overcome the uncertainties inherent in earlier DFT calculations of the melting curve of Mo, by using the "reference coexistence" technique to determine the melting curve. In this technique, an empirical reference model (here, the embedded-atom model) is accurately fitted to DFT molecular dynamics data on the liquid and the high-temperature solid, the melting curve of the reference model is determined by simulations of coexisting solid and liquid, and the ab initio melting curve is obtained by applying free-energy corrections. Our calculated melting curve agrees well with experiment at ambient pressure and is consistent with shock data at high pressure, but does not agree with the high pressure melting curve deduced from static compression experiments. Calculated results for the radial distribution function show that the short-range atomic order of the liquid is very similar to that of the high-T solid, with a slight decrease of coordination number on passing from solid to liquid. The electronic densities of states in the two phases show only small differences. The results do not support a recent theory according to which very low dT m /dP values are expected for b.c.c. transition metals because of electron redistribution between s-p and d states.
I. INTRODUCTION
Over the past five years, a major controversy has developed about the high-pressure melting curves of transition metals. According to static compression experiments, performed using diamond anvil cells (DAC) at pressures from ambient up to ∼ 100 GPa (1 Mbar), the melting temperatures T m of many transition metals, particularly those having the b.c.c. crystal structure, change by no more than a few hundred K over this pressure range 1, 2 . In some cases, this finding seems to be in gross conflict with shock experiments, which indicate an increase of T m of several thousand K over the same pressure range 3, 4, 5 . Theoretical work 6, 7, 8, 9 based directly or indirectly on density functional theory (DFT) generally supports the shock data. We report here a detailed DFT study of the high-pressure melting curve of Mo, a metal for which there are some of the largest differences between DAC measurements and other data (see e.g. Fig. 2 in Ref. 10 ).
There has already been quite extensive theoretical work on the high-P melting of metals.
Some of this has been motivated by the desire to understand the properties of solid and liquid Fe in the Earth's core 11 . DFT-based calculations of the Fe melting curve 12, 13, 14, 15 up the pressure at the boundary between the solid inner core and the liquid outer core provide one of the important ways of constraining the temperature distribution in the core.
Disagreements with DAC measurements on Fe and other transition metals are cause for concern, because if DFT were shown to be seriously in error, the reliability of DFT for the study of planetary interiors would be called into question. But even without this practical motivation, a major disagreement between DFT predictions and experimental data must be taken seriously, because it suggests an unexpected failure either of commonly used DFT approximations, or of apparently well established experimental techniques. Reassuringly, DFT melting curves agree very closely with experiment for some metals, including Al 16, 17 and Cu 18 . The large disagreements arise mainly for transition metals, and the suggestion is that they are linked to d-band bonding.
Since the melting slope dT m /dP is equal by the Clausius-Clapeyron relation to V ls /S ls , where V ls and S ls are the volume and entropy of fusion, and since S ls is unlikely to have exceptionally large values, a very low dT m /dP is likely to be due to a low volume of fusion.
It has been argued 1, 19 that a low V ls might be expected for b.c.c. transition metals, because the liquid may be more close packed than the solid. But recently, an additional argument has been advanced for low dT m /dP values 20 . This argument depends on the fact that the distribution of conduction electrons between s-p states and d states is known to depend on the degree of compression and on the crystal stucture 21, 22 . The suggestion is that the (assumed) change of coordination on going from b.c.c. solid to liquid leads to a change of electronic structure, and hence a change in the electron distribution between s-p and d
states, and that this redistribution stabilises the liquid and lowers T m . One of the important purposes of the present work is to use DFT molecular dynamics (m.d.) simulations to test these suggestions for the case of Mo.
There has been previous DFT work 6,9 on the high-pressure melting of Mo. The early work of Moriarty 6 employed a many-body total energy function derived from first-principles "generalized pseudopotential theory" 23 . This approximates the total energy of the system in terms of volume dependent 1-, 2-, 3-and 4-body interatomic potentials, and accounts for the angular forces that are known to be important in transition metals. This form of total-energy function is designed to be fully transferable between different structures, and should be valid for both the solid and the liquid state. The model total-energy function was used in m.d. simulations to determine the melting curve by two methods. The first method consisted of cycling the simulated system up and down through the melting point at fixed volume. The results were cross-checked against a second method based on the calculation of the free energies of the solid and the liquid. This was pioneering work, but its quantitative accuracy can be questioned, because some of the phonon frequencies predicted by the total energy function agreed rather poorly with experiment. In addition, the surprising claim was made that T m could be changed by up to a factor of two by the inclusion of thermal electronic excitations, which were treated only crudely. The predicted melting curve was consistent with shock data, but was far above the curve given by recent DAC measurements:
the difference of T m values amounts to ∼ 3000 K at P = 100 GPa. 12, 24 . Since it is a 'thermodynamic' technique relying on equality of Gibbs free energies of the two phases, it cannot suffer from superheating problems. A second important aim is to study the differences of atomic and electronic structure of the coexisting solid and liquid, to provide an improved understanding of the factors that determine the melting curve of Mo. The empirical reference model used to determine the DFT melting curve has the form of the embedded atom model (EAM) 54, 55 .
A useful side benefit of the work is that we obtained a parameterized EAM that mimics quite well the DFT total-energy function of high-T solid and liquid Mo. This model reveals important features of the energetics of Mo at high-P and high-T , and we expect it to be useful in future modelling work on this metal. Normally, the aim of DFT calculations is to obtain the electronic ground state for given ionic positions. However, because of the high T involved, it is essential in the present work to include thermal electronic excitations, so that for any given ionic positions we must determine the orbitals and occupation numbers that self-consistently minimize the electronic free energy, using the T > 0 version of DFT originally developed by Mermin 35 . We know this is essential, because work on other transition metals 50 shows that the electronic specific heat becomes comparable with the vibrational contribution for T ∼ 5000 K. Without this, the free energy difference between solid and liquid might be seriously in error. All our m.d.
simulations are done in the canonical (N, V, T ) ensemble, with the electronic T set equal to the T of the ensemble.
Values of technical parameters (k-point sampling, plane-wave cut-off, etc.) will be given when we present the calculations.
B. Reference coexistence methods
There are three steps in the reference coexistence technique 24 . First, an empirical reference model is fitted to ab initio simulations of the solid and the liquid at thermodynamic states close to the expected melting curve. Then, the reference model is used to perform simulations on large systems in which solid and liquid coexist, so as to obtain points on the melting curve of the model. Finally, the differences between the reference and ab initio total energy functions are used to correct the melting properties of the fitted model so as to obtain the ab initio melting properties.
In this work, we have used the embedded-atom model (EAM) 54, 55 as the reference model.
The total energy function U ref of this model for a system of N atoms has the form:
where 
It is the shift ∆G ls (P, T ) caused by changing the total-energy function from U ref to U AI that causes the shift of melting temperature at given pressure. To first order, the latter shift is 24 : The shift ∆G ls is the difference of shifts of Gibbs free energies of liquid and solid caused by the shift ∆U ≡ U AI − U ref of total energy function. We find it convenient to perform our simulations at constant volume and temperature. Under these conditions, the shift of Helmholtz free energy ∆F arising from ∆U is given by the well-known expansion:
where β ≡ 1/k B T , δ∆U ≡ ∆U − ∆U ref , and the averages are taken in the reference ensemble. From ∆F , we obtain the shift of Gibbs free energy at constant pressure as:
where κ T is the isothermal compressibility and ∆P is the change of pressure when U ref is
replaced by U AI at constant V and T .
In fitting the EAM U ref to the ab initio U AI so as to minimize the corrections we have just described, we see from Eq. (4) and (5) ; the smaller the value of ψ, the better is the fit. 
III. TESTS OF METHODS: ZERO-TEMPERATURE
To assess the accuracy of the techniques, we have carried out a number of tests on the zerotemperature crystal in the pressure range 0 − 300 GPa. There are three important questions to analyze. First, we want to test the accuracy of different exchange-correlation functionals compared with experimental data. Second, we aim to study the effect on PAW results of including different electronic states in the valence set. Third, FP-LAPW calculations are performed to assess errors incurred by the PAW approximation. In addition, we have done tests to demonstrate that PAW correctly reproduces the changes of electronic structure with pressure given by the FP-LAPW method. Tests of phonon frequencies are also carried out, because of their relevance to the vibrational free energy of the system.
A. PAW and FP-LAPW calculations
At very high pressures, states that would normally be treated as core states may respond significantly to compression. In the case of Mo, the 4p states lie only ∼ 35 eV below the Fermi energy E F and we always include them in the valence set. The 4s states lie considerably deeper at ∼ 61 eV below E F , and we have examined the effect of including them. We show in In Sec. IV, we will present results on the temperature dependence of the electronic DOS in the solid and the liquid.
C. Phonon frequencies
The calculation of phonon frequencies is an important test of DFT approximations, because of the detailed comparisons with experimental data that can be made. It is particularly important in the context of melting calculations, because, for the harmonic solid, errors in phonon frequencies translate directly into free energy errors, which are linked with errors in melting temperature. We present here our calculations of the phonon dispersion relations of Mo at its experimental volume, using PAW with GGA(PBE) exchange-correlation.
The technique for calculating the phonon frequencies is the small displacement method, as implemented in our phon code 49 , which we used in earlier work on Fe, Al and Cu. In this method, the elements of the force-constant matrix are obtained by displacing atoms from the perfect-lattice positions and computing by DFT the forces on all the atoms. For a b.c.c. crystal, it suffices to displace a single atom along the (111) direction. Since all the calculations employ periodic boundary conditions, the displaced atom is at the centre of a periodically repeated supercell. To obtain accurate dispersion relations over the whole Brillouin zone, this supercell must be large enough so that the elements of the force-constant matrix have negligible values at its boundaries. In addition, the calculation of the forces must be converged with respect to electronic k-point sampling, and to enhance this convergence we employ Fermi smearing. This smearing itself incurs errors, which need to be made negligible.
In summary, the phonon frequencies must be converged with respect to atom displacement, supercell size, k-point sampling and Fermi smearing. Rather than insisting that every single frequency be converged, it is more convenient to require that the geometric mean frequencȳ ω be converged. This quantity is defined by the equation:
where ω qi is the phonon frequency of branch i at wave vector q, and N qi is the number of branches times total number of q points in the sum. It is useful to work withω, because it is directly related to the harmonic free energy of lattice vibrations, which, well above the Debye temperature, is equal to 3k B T ln(hω/k B T ) per atom.
Our aim is to haveω converged to better than 1 % with respect to all technical parameters.
Tests on small supercells show that an atomic displacement of 0.0062Å is small enough to ensure that anharmonic errors are well below this tolerance. To test convergence with respect to k-point sampling and Fermi smearing width σ, we have done extensive tests on a 2 × 2 × 2 supercell containing 8 atoms (see Table I ). These tests show that for σ = 0.7 eV, it is easy to achieve excellent k-point convergence. But repetition of this at σ = 0.5 eV reveals that this reduction of σ causesω to change by ∼ 1 %. However, further reduction of σ to 0.3 eV changesω by less than 0.5 %, so thatω appears to be adequately converged with respect to k-points and σ with a 12 × 12 × 12 k-point grid and σ = 0.5 eV. We then seek convergence with respect to supercell size using this value of σ and a k-point density that is reduced in inverse proportion to supercell size. The results indicate that convergence to our required tolerance is achieved with the 4 × 4 × 4 supercell of 64 atoms. would be improved. In any case, we believe that since the discrepancies are rather localized in k-space, they will have only a weak effect on the thermodynamic properties of the system.
D. Conclusions from the tests
In summary, our tests show that: (i) neither LDA nor GGA perfectly reproduces the experimental T = 0 K pressure-volume curve, but the volume given by GGA deviates by only a small and almost constant amount of ∼ 1.5 % from the experimental value over the pressure range 0 − 300 GPa; (ii) with GGA, the inclusion of 4s states in the valence set makes a negligible difference to the P (V ) curve; (iii) comparisons of PAW and FP-LAPW confirm the accuracy of PAW for both P (V ) and the electronic DOS, and in particular PAW accurately reproduces the well-known pressure induced shift of s-p bands relative to d bands;
(iv) GGA gives rather accurate phonon frequencies over most of the Brillouin zone. This evidence provides a firm basis for our calculations on the high-pressure melting of Mo, which employ the PAW technique with GGA(PBE) exchange-correlation, and with 4p states but not 4s states in the valence set.
IV. MELTING
We begin this Section by presenting our ab initio calculations of the melting curve of For the liquid, we produced the starting configuration by raising the temperature of the perfect crystal to 8000 K (more than twice the experimental T m ) and then rethermalizing it again to 3000 K. We checked that the system was in the liquid state by monitoring the time-dependent mean-squared displacement. The durations of the simulations were about 2 ps for the solid and 4 ps for the liquid. A set of 100 solid and liquid configurations from these ab initio simulations was then used to fit the reference model by varying the EAM parameters to minimize the dimensionless quantity ψ and the pressure difference ∆P (see Sec. II B). The resulting EAM parameters are reported in Table II . The very small value ψ = 0.078 indicates a good quality of fit, and the ∆P values of 0.3 GPa and 0.7 GPa for the liquid and solid, respectively, were also satisfactory (these ∆P give contributions of only 7 and 3 · 10 −5 eV/atom to ∆G). We then performed reference coexistence simulations, and found that the solid and liquid remain in stable coexistence over periods of 60 ps at P = 11 GPa and T = 3260 K. To illustrate this, we show in Fig. 6 the density profile obtained by calculating the number of atoms in slices parallel to the solid-liquid interface.
The solid is immediately recognisable from the regular oscillations with a repeat distance of 2.75Å (equal to √ 3/2 times the lattice parameter of the bcc lattice, corresponding to the distance between nearest neighbours), whereas the density profile is flat in the liquid region.
Finally, we corrected for the difference between ab initio and reference energy functions, obtaining a final ab initio T m = 3205 K at P = 11 GPa. The values of ∆U Table III . We comment below on the volume and entropy of melting.
We now use the reference model to obtain a first estimate of the melting curve at higher pressures. Reference coexistence simulations performed with the EAM parameters from the fit at P ≃ 0 GPa showed that at P = 92 GPa, the reference T m is 5392 K, the volumes of coexisting solid and liquid being 13.30 and 13.53Å 3 /atom. Correcting for the differences between ab initio and reference energy functions, we obtain the ab initio melting temperature T m = 4867 K at P = 92 GPa. We note that the correction to T m is considerably greater than at P ≃ 10 GPa, but we believe it is still small enough for the first-order correction scheme to remain valid, and this is confirmed by subsequent results (see below). However, when we repeated this procedure at P ≃ 160 GPa, still using the reference model fitted at P ≃ 0, we found that the corrections need to go from reference to ab initio T m were even larger, and we considered it essential to refit the reference model. Rather than attempting to do this refit at P ≃ 160 GPa, we returned to P ≃ 90 GPa, where our knowledge of the ab initio T m is reasonably secure. The refitting at P ≃ 90 GPa produced the new parameters reported in Table II (100 ≤ P ≤ 200 GPa). This new reference model, when used in coexistence simulations at P = 156 GPa, yielded the reference T m = 6510 K, and a corrected ab initio value T m = 5969 K. We regarded the size of this correction as acceptably small. In a similar way, when we performed calculations at P ≃ 270 GPa, using the reference model fitted at 90 GPa, the corrections were unacceptably large, and we performed a refit at 160 GPa. Fig. 8 . We note that in both cases the fractional volume change V ls /V s decreases smoothly from ∼ 1.5 % at P = 0 to ∼ 0.9 % at 400 GPa.
B. Atomic and electronic structure of solid and liquid
We noted in the Introduction that theories of the melting of b.c.c. transition metals sometimes assume 20 that melting is associated with a significant change of coordination number, so that the electronic density of states should also change markedly. In order to test these ideas for Mo, we have calculated the radial distribution function g(r) of Mo from a series of AIMD simulations of the solid and the liquid performed at P ≃ 216 GPa.
The simulations were all done with 125 atoms, and had a typical duration of 2 ps after equilibration. Fig. 9 reports our calculated g(r) at T = 2000, 4000 and 6000 K (solid state), and at T = 7500 K (liquid state); we recall ( Fig. 7) that our calculated T m at this pressure is 6641 K. At 2000 K, the shells containing 8 first neighbours and 6 second neighbours at distances of r = 2.44 and 2.81Å are clearly separated, and g(r) goes to zero at r ≃ 3.4Å, between the second and third shells. However, at T = 4000 K, the first and second shells have already merged, though the shoulder due to the second shell is clearly visible. The g(r) of the solid at T = 6000 K presents similar trends to those shown at 4000 K, the main difference being that the valley between the second and third atomic shells now clearly moves upwards from zero. The change in g(r) in going from the solid at T = 6000 K to the liquid at 7500 K is substantial for r > 3Å, with the well defined peaks due to third and higher neighbours in the solid becoming heavily broadened. However, the peak closest to the origin does not suffer a large change. We define the coordination number N c in the Turning now to the electronic density of states (DOS), we present first our AIMD results for P in the range 50 − 70 GPa at a series of temperatures, the simulations being performed on a system of 125 atoms with Γ-point sampling. The typical duration of these simulations was 2 ps after equilibration and the DOS were calculated by averaging over 150 different configurations. We report in Fig. 10 the calculated DOS at the thermodynamic states given by (P, T ) = (48, 0), (50, 2000) , (51, 3300) for the solid, and (P, T ) = (72, 5000) for the liquid (units of GPa and K). (Our ab initio T m for 50 < P < 70 GPa are in the range 4185−4577 K.)
We have checked in each case that the system is in the solid or liquid states by looking at the mean-squared displacement and structure factor. We note the progressive broadening of the DOS peaks with increasing thermal disorder in the solid, an effect which continues further in the liquid. The Fermi-level value of the DOS increases slightly on melting. As far as occupied states are concerned, melting appears to cause a slight redistribution of d-states from lower in the band to the region of the Fermi level.
In the right-hand panel of Fig. 10 , we compare our AIMD results for the electronic DOS at the solid state-point (P, T ) = (285, 7000) and the liquid state-point (P, T ) = (300, 8250) (units of GPa and K), which are just below and just above our calculated melting curve. We note the rather minor changes caused by melting. Interestingly, the Fermi-level value of the DOS is almost identical in the two phases at this pressure. The relationship of these results with earlier work on the electronic structure of liquid transition metals will be discussed in the following Section.
V. DISCUSSION AND CONCLUSIONS
At the start of this paper, we emphasized the large discrepancies between melting curves of transition metals derived from static compression and shock measurements, and we mentioned that previous DFT work on Mo supports the shock measurements. The present work fully confirms that the melting curve predicted by DFT in the PBE approximation for exchange-correlation energy lies far above the static compression measurements, but at high pressures is consistent with the shock data. This confirmation is important, because of deficiencies or uncertainties in previous DFT work. The reliability of the present calculations is supported by our close agreement with the experimental P = 0 values of both the melting temperature T m and the melting slope dT m /dP . Our melting curve is below the theoretical curve of Moriarty 6 by ∼ 600 K at P = 0, and this difference increases with increasing P .
However, this is not surprising, since the generalized pseudopotential model that he used is known to disagree with experimental phonon frequencies, and because he included thermal electronic excitations only approximately. In the present work, we have taken pains to verify the accuracy of the phonon frequencies given by our methods, and thermal electronic excitations are fully included within our DFT framework. Perhaps more surprising is that our melting curve agrees closely with that obtained by Belonoshko et al.
simulation. This is unexpected, since they believed that their melting curve suffered from a substantial superheating error of ∼ 20 %. The close agreement suggests that they may have been unduly pessimistic, and this point deserves further investigation. We included in Fig. 7 the results of Belonoshko et al. 9 and of Verma et al. 53 obtained by the dislocation-mediated theory of melting 58, 59 . It is not clear to us whether one can expect a theory of melting based exclusively on the properties of the solid to be fully reliable. One of the problems with this approach is that the predicted melting curves rely on thermodynamic data that may not be reliably known. The rather large differences between the two melting curves based on the dislocation theory may be indicative of the limited reliability of this approach.
The change of volume on melting of ∼ 1 % given by our calculations is small, but still width, are fully included in our simulations. Nevertheless, we do not obtain the very low melting slope that they predict. The reason for this is presumably that their treatment of the high-T solid and the liquid as perfect crystals is incorrect. As we have seen, their assumption of a large structural change on melting also appears to be questionable. This point is reinforced by our finding that the electronic DOS changes only slightly on melting, especially at high P .
We end this discussion by commenting on the embedded-atom model (EAM) used as a reference system in determining the melting curve. It is an important finding of this work that the EAM is able to mimic accurately the DFT total-energy function of solid and liquid close to coexistence. This does not mean, however, that we accept the melting curve of the reference model as the true melting curve. This could be dangerous, because we might then miss d-band electronic effects that were not explicitly included in the model. However, in our procedure, any such effects are automatically picked up in the corrections that we apply, since these explicitly account for free energy differences between the reference and DFT systems. We note in passing that the fitting of our reference model yields parameters that resemble those we found in our earlier work on the melting of Fe 15 . In particular, the inverse-power repulsive potential in our present EAM model has an exponent n close to 6 at low P , decreasing to ∼ 5 at high P . For comparison, the fitted EAM in our Fe work had n = 5.9, which is very similar. We are currently investigating the systematic behaviour of EAM parameters in solid and liquid transition metals at high P and T , and we hope to report on this elsewhere.
The main conclusions from this work are as follows. Our DFT calculations of the melting curve of Mo up to 400 GPa fully confirm earlier work showing that the DFT melting curve is consistent with shock data, but is far above the melting curve given by static compression experiments. Our calculations indicate that at high P there are only minor changes of both atomic and electronic structure on going from the high-temperature b. 
