Abstract. For a restricted class of parabolic PDEs one can devise a practical numerical solver with a parallel complexity that is theoretically optimal. The method uses a multidimensional FFT to decouple the unknowns in the spatial domain into independent scalar ODEs. These are discretized to give recurrence relations in the time dimension solved by parallel cyclic reduction. This is the FFT/CR algorithm.
1. Introduction. We consider the numerical solution of parabolic partial differential equations (PPDEs) of initial-boundary value type. A lower bound for the complexity of any solver of such a problem follows from an information-theoretical analysis that was elaborated by Worley in 30] : if N is the number of points in the space-time grid, the minimal sequential time complexity is O(N), and the parallel complexity is O(log N). The parallel complexity of a parallel algorithm is de ned here as the asymptotic time complexity assuming the available number of processors is unlimited and disregarding interprocessor communication.
Over the last few years, several parallel multigrid methods have been developed for the numerical solution of PPDEs. These algorithms have polylog parallel complexity 14, 28] , but they are not optimal: their parallel complexity is strictly larger than the lower bound presented above. Yet, for a restricted class of parabolic problems, one can devise an algorithm that does indeed have optimal parallel complexity. This is the case when the parabolic operator is separable and has constant coecients. The use of a multidimensional FFT to decouple the unknowns in the spatial domain, and parallel cyclic reduction to solve the recurrence relations in the time dimension, then results in a fast and asymptotically optimal parallel direct PPDE solver.
The method is inspired by fast direct methods for elliptic PDEs (EPDEs). Here fast direct methods refers to direct solvers with a sequential time complexity that is strictly less than quadratic in the number of unknowns. The reduced complexity of these methods comes in general at the cost of more limited applicability: they only apply to speci c classes of problems. FFT-based fast Poisson solvers are classic examples. For a survey of the various algorithms of this kind, see e.g. 3 27, 29] . The use of fast direct methods as preconditioners for solving more general elliptic problems emerged much at the same time as the methods themselves. The theory by D'yakonov and Gunn 6, 9] is the basis for the preconditioning done in 1] and 4]. Here, we will use a more recent theoretical framework. The suggestion of applying the FFT methods developed for EPDEs to parabolic problems has been made by several authors 26, e.g.] and the method can even be traced back to Fourier himself 7] . More recently, however, Horton and Vandewalle 28] have drawn attention to its potential in the context of parallel computing. The parallel complexity of the resulting method was shown to be theoretically optimal. It is a logical next step to consider using fast direct PPDE solvers as preconditioners in solving more general parabolic problems. Doing this naturally leads to a waveform relaxation iteration.
The waveform relaxation (WR) method di ers from most standard iterative techniques in that it iterates on functions of a continuous time variable. The method originates from electrical network simulation 20, 25] . Its convergence behavior has been studied extensively in a series of papers by Miekkala and Nevanlinna 22, 23, 24] . Keras 18, 19] proposes a WR iteration using symmetric Toeplitz matrices in the preconditioner. In particular, the author studies the numerical solution of PPDEs with preconditioners that are discretized parabolic operators with constant coecients. The Toeplitz systems which arise when an implicit time integration scheme is employed can be solved by fast FFT-based methods. The fast solver is used as part of an additive Schwartz domain decomposition method 17]. Our work continues on these ideas. By using the literature on EPDEs, we are able to obtain more general results and simplify proofs. We show that some of the more sophisticated techniques that have been used in EPDE solvers|block decoupling and scaling| are applicable in WR methods for PPDEs as well. Furthermore, preconditioning directly with fast PPDE solvers allows us to fully exploit the waveform relaxation context by also introducing parallelism in the time dimension.
This paper is structured as follows. The model problem and its discretization is presented in x2. A section on fast direct methods for PPDEs follows, in which we discuss the underlying principles and identify the class of problems to which these methods apply. Section 4 reviews the basic WR convergence theory that will be used later on. In x5, the fast methods are employed as preconditioners for variable coe cient self-adjoint PPDEs in a WR iteration. We present a bound for the convergence factor that is independent of the mesh size. In x6 we discuss the selection of the preconditioner, and consider the e ect of a scaling of the original problem in order to attempt to speed up convergence when dealing with more di cult problems. The computational complexity is studied in x7. A practical algorithm for solving (2.3) will employ a numerical time integration method that is suited for solving sti systems of ordinary di erential equations. The precise nature of the ODE integration method is not essential to the remainder of the paper, although we will usually assume the use of an implicit linear multistep method (LMM) with a xed a priori determined time-step. 3 . Fast direct methods for PPDE. 3.1. A lower bound on the complexity. Worley 30] uses an information theoretical analysis to establish algorithm-independent lower bounds on the time complexity of parallel PDE solvers. This is done by estimating the minimal number of data values needed to compute an approximation of the solution at a given point to a xed accuracy. S ?1 2 f h : Full diagonalization is achieved through a two-dimensional transform. If n 1 and n 2 are both products of small primes, the forward or backward transform using P processors takes O(maxf(Nm log n i )=P ; log n i g) ops for each dimension.
Solving the decoupled ODEs is a trivially parallel task. With the use of a classical time-integration scheme, such as an implicit linear multistep method (LMM), additional parallelization is possible in the time dimension 14]. The recurrence relation to which a LMM reduces an ODE can be written as a banded lower triangular Toeplitz system, and can be solved by parallel cyclic reduction. Solving a single ODE discretized on by using m time-levels is then done in O(log m) time, independent of the order of the recurrence relation. In all, the parallel complexity when doing full decoupling is O(log Nm).
In case of partial decoupling in the x 1 dimension, using an implicit LMM means n 2 n 2 -systems have to be solved. This can be done in O(n 2 ) time if the matrix A 2 is a band matrix or periodic band matrix with O(1) bandwidth. Block recursive doubling could be considered to introduce additional parallelism in the time dimension. The parallel complexity of solving the block recurrence relations will, however, in general be larger than O(log n 2 m) and will then no longer be optimal.
In both cases we will refer to this solver as the FFT/CR algorithm. combined with certain sets of boundary conditions, have the desired properties. We collect and summarize this knowledge, which is scattered over the literature, in the following proposition, and outline a proof. Consider the vector space spanned by the extended eigenfunctions of L. It is the space of analytic functions possessing the properties (3.4) corresponding to the boundary conditions of the problem at hand, and it will be denoted C 1 BC (R).
We now show that centered-di erence approximations of (3. We assume that the grid is such that both and coincide with a grid point. As an operator on discrete functions on the grid, e L is well-de ned and has as eigenfunctions the eigenfunctions of e L on C 1 BC (R) sampled on the (in nite) grid. A discretization on the restriction of the grid to ; ] is found by eliminating values at points outside the interval using the relations (3.4).
The resulting vectors are sampled versions of trigonometric functions and for the boundary conditions listed above are linearly independent. There exist fast FFT-based transforms for the decomposition in the basis they form.
Remark. In 26] it is shown how a nonself-adjoint operator with constant coe cients can be transformed into the desired form (3.3).
3.3.2. 2D discretizations. As a consequence of the above, the FFT method also applies to separable two-dimensional operators that reduce to the sum of such one-dimensional operators as (3.3 ?k < n m ? k ; By using the maximum principle, one can show that the supremum is attained on the border of the scaled stability region.
In numerical practice, one nds that the convergence of nite-interval discretetime WR is better described by which completes the proof.
The established bound is independent of the mesh size. A somewhat sharper bound|which does depend on the mesh size|is obtained when 1 and 2 are taken as the minimum and maximum not over the whole of but merely over the points at which the respective coe cients are evaluated in the di erence scheme.
Remark. A one-dimensional second-order centered-di erence scheme on a regular grid with homogeneous Dirichlet boundary conditions as discussed in x3.3 satis es the assumptions of Theorem 5.1. The same result is easily generalized to accommodate periodic boundary conditions, where the discretization matrix can have a zero eigenvalue. The result also immediately applies to separable higher-dimensional discretizations as the eigenvalues of a Kronecker sum of two matrices are pairwise sums of the eigenvalues of the respective matrices.
5.2. The dynamic iteration. We now present a result which relates the convergence factor of a WR iteration with a SPD discretization matrix A to that of the corresponding static iteration. The theorem is given for the general formulation of the problem (4.1), and as such will allow us to study waveform relaxation for scaled PPDEs in x6.2. and e a 2 , e c as in (6.1).
Finally, if e a 2 and e c are also chosen to be constant, a constant coe cient operator (3.5) is recovered which allows full decoupling. This minimax constant coefcient preconditioner has already been proposed for isotropic problems by Keras in 18, 19] , where also convergence results analoguous to Theorem 5.1 are given.
Note that while the value of is independent of discretization mesh size, it does greatly vary with the coe cients of the operator L. If these are close to constant, is small and convergence will be fast. If however the coe cients vary over several orders of magnitude, convergence may be extremely slow, and one will have to resort to more sophisticated methods. In the discrete-time setting, however, there can be some advantage to scaling.
As we recalled in x4, the supremum of Reducing the spectral radius of the dynamic iteration matrix around the origin at the cost of increasing it at in nity is now less problematic. We will illustrate these issues in x8. 7. Computational complexity. The convergence factor of waveform relaxation preconditioned with an appropriate direct solver was shown to be essentially independent of the number of grid points in both space and time. Therefore the number of iterations needed to reduce the error by a given factor " ?1 is O(? log ") Table 7 .1 compares with the parallel complexity of other numerical solution methods for parabolic PDEs. Compared to time-stepping methods, waveform relaxation leaves more room for concurrency because of its greater volume of computations per iteration step. This potential is e ectively exploited when a fast parallel PPDE solver is chosen as preconditioner. Classic WR preconditioners such as Jacobi or red{black Gauss{Seidel are also highly concurrent: when recursive doubling is used for time integration, both have a degree of concurrency that is O(Nm) and a parallel complexity of O(m) for a single iteration step. The convergence of the latter simple WR iterations however deteriorates fast as the spatial grid is re ned.
The asymptotic convergence factor as a function of the grid size h is known to be 1 ? O ? h 2 for both methods. The preconditioner proposed in this paper attains the same degree of concurrency while o ering a convergence rate that is essentially independent of the discretization grid size. 
