This paper proposes a novel approach to parallel-data-free and many-to-many voice conversion (VC). As 1-to-1 conversion has less flexibility, researchers focus on many-to-many conversion, where speaker identity is often represented using speaker space bases. In this case, utterances of the same sentences have to be collected from many speakers. This study aims at overcoming this constraint to realize a parallel-data-free and many-to-many conversion. This is made possible by integrating deep neural networks (DNNs) with eigenspace using a nonparallel speech corpus. In our previous study, many-to-many conversion was implemented using DNN, whose training was assisted by EVGMM conversion. By realizing the function of EVGMM equivalently by constructing eigenspace with a nonparalell speech corpus, the desired conversion is made possible. A key technique here is to estimate covariance terms without given parallel data between source and target speakers. Experiments show that objective assessment scores are comparable to those of the baseline system trained with parallel data.
Introduction
Voice conversion (VC) is a technique to modify an input utterance of a speaker so that it sounds as if it is spoken by another speaker while its linguistic content is preserved. This technique has been applied to many applications, such as postprocessing of text-to-speech (TTS) conversion [1] , speech enhancement [2] , and so on.
In VC studies, statistical approaches have been often used for mapping features of a source speaker to those of a target one. Recently, approaches based on Gaussian mixture models (GMM) or neural networks (NN) have been widely investigated [3, 4] . To construct a conversion model on these approaches, a parallel speech corpus, which consists of the same sentences read by the source and target speakers, is required. However, the constructed model can be used only to modify the speaker identity of the source speaker's arbitrary utterances to that of the target speaker.
As 1-to-1 conversion has less flexibility, researchers focus on many-to-many conversion, where speaker identity is often represented using speaker space bases. For this purpose, approaches which apply prior knowledge from a large amount of pre-stored data, such as eigenvoice conversion (EVC), tensorbased EVC, have been investigated [6, 7, 8, 9] . EVC and tensorbased EVC achieve some improvements of its ability to controll speaker identities by using the pre-stored data. Also in VC based on DNN, using the pre-stored data for training achieves some performance improvements of conversion accuracy and generalization ability [10] .
To use the prior knowledge, in our previous study, we implemented an architecture which consists of multiple DNNs to convert input features of a speaker into their eigenspace components [11] . The previous method realized many-to-many VC by an unsupervised speaker adaptation. However, a large amount of pre-stored parallel corpus were used at the stage of constructing EVGMM in our previous study. Then, in this paper, we improve the previous approach to avoid using parallel data in all the processes. A key technique here is to estimate covariance terms without given parallel data between source and target speakers. Finally, the desired conversion is made possible by realizing the function of EVGMM equivalently by constructing eigenspace with a non-parallel speech corpus. As opposed to some approaches that achieve many-to-many conversion using no parallel speech corpus [12, 13] , our approach does not require any training data of source speakers.
The remainder of this paper is organized as follows. Section 2 describes EVGMM. Then, section 3 shows our proposed method using multiple DNNs and EVGMM using no parallel speech corpus. In section 4, experimental evaluation about many-to-many VC is described. Finally, section 5 concludes this paper.
Eigenvoice Gaussian mixture models (EVGMM)
In this section, EVGMM with a non-paralell speech corpus is described. Let M and s be the number of mixture components and the index of a speaker, respectively. A distribution of feature vectors of the s-th source speaker X (s) is modeled by the EVGMM in the following formula:
αm means the weight for the m-th component. λ (EV) denotes the parameters of EVGMM which are independent of the source speakers.
In EVGMM, S pre-stored speakers are used to derive K base speakers (K < S). By using their linear combination, the mean of source speaker s can be represented in Equation (2) 
. B can be considered as eigenspace bases.
In the training step, first, the speaker-independent (SI) GMM is trained using utterances of all pre-stored speakers. Then, using those of each pre-stored speaker a speakerdependent (SD) GMM for him/her is trained by adapting the mean vectors of the SI-GMM. By concatenating the resulting mean vectors, that speaker's supervector is formed. After the above process is run for all the S pre-stored speakers, we can obtain S supervectors, on which PCA is applied to derive K base supervectors.
Finally, bias supervector b, eigenspace supervectors B and weight for speaker s, w (s) are determined. If one wants to use EVGMM to represent a new speaker, weight vector w has to be estimated adequately for that speaker. This estimation can be done based on the maximum likelihood criterion. This process is carried out in an unsupervised manner, and it can be realized even with a small amount of data.
Construction of speaker space based on
DNNs for parallel-data-free VC 3.1. Architecture
In EVGMM, as shown in Equation (1), a linear combination of K bases is used to represent the mean vector of the feature distribution of a speaker. Based on this, as is discussed in the following section, the EVGMM-based conversion formula from a source speaker to a target speaker is obtained. Further, by using one-hot coding for weight, it is possible to realize a converter from a source speaker to a specific base speaker. Using this converter, without explicit parallel data given, we can prepare pseudo parallel data from an arbitrary source speaker to each of the base speakers. Using this, DNN-based conversion process to each base speaker can be trained. Once the DNNs for conversion from a speaker to the base speakers are trained, conversion from that speaker to any target speaker can be built. For this, adequate weights for any target speaker are needed and they are estimated using the trained DNNs above, which will be explained shortly and in more detail mathematically.
Pseudo parallel data preparation based on EVGMM
In this section, preparation of parallel data using EVGMM is described in detail [11] . In conventional voice conversion methods using EVGMM, the joint EVGMM which models the joint probability density
, is estimated using parallel corpora between source and target features. Then, the conversion from the source speaker Xt to the target speaker Y t is denoted by Equation (3);
γm,t is a posterior probability of the m-th component given an input feature, and Am is calculated from the variance and covariance matrix of Zt.
Equation (3) can be divided into a target-dependent part and a source-dependent part. and TD(Xt, λ (EV) ) are regarded as average term and residual term, respectively as the GMM-based VC formula is often expressed as addition of the two terms.
As described in Section 2, speaker individuality is controlled by the K-dimensional weight vector w (s) , each dimension of which corresponds to the k-th eigenspace basis (speaker). Thereby using a 1-of-K coded weight vector instead of w (Y) , a source speaker's feature can be converted to the feature in its corresponding eigenspace. The k-th eigenbase estimated from Xt, E k t , is represented by
γm,t{b
E 0 t denotes a bias component corresponding to the averaged speaker. The paired data of [Xt, E k t ] are utilized as parallel data to train a DNN-based converter to the k-th eigenbase.
VC based on DNNs utilizing the eigenspace
Once the multiple DNNs are trained utilizing the parallel data prepared above, features of the source speaker can be converted to those of an arbitrary target speaker by adapting the weights. By denoting the DNN that is a converter to the k-th base of eigenspace as DNN (k) , the conversion formula of Xt is finally obtained as
where DNN (0) converts the input feature to the bias feature. Weights for a specific target speaker can be calculated by converting that speaker to the same speaker. The above framework decomposes an input speaker into K base speakers and the input speaker is represented by a weighted sum of the base speakers. Any target speaker is also represented by the weighted sum. If a target speaker is used as input and output simultaneously, like auto-encoder, the weights to generate that target speaker can be estimated.
Parallel-data-free covariance estimation
In the above section, a parallel corpus among a large number of speakers is needed to train EVGMM, where that corpus is required to estimate the covariance term of Σ (Y X) m in Equation (3) . In this section, we propose a method to overcome this limitation, in other words, a method to estimate the covariance term of EVGMM without a parallel corpus explicitly given. Even in this condition, by using Equation (3), we can generate automatically a parallel corpus between any pre-stored speaker and the average speaker. By using the resulting parallel corpora, we can obtain the covariance term between pre-stored speakers and the average speaker. This term is substituted for a real one. Mathematical and algorithmic details are explained as follows. The joint probability density of a pre-stored speaker's feature X (s) t and the averaged speaker's feature M t is modeled by GMM. The difference between the ordinary GMM-based conversion and the conversion discussed here, is that the target features, M t, are updated through training GMM. The update algorithm is as follows:
·M step
T (s) and γm mean the number of frames of the pre-stored speaker s and the sum of γ (s) m,t in terms of t and s, respectively. The updated feature M t in E step is obtained as
This updated M t is used in the next iteration. E (M|X) m,t means the conditional expectation of the feature of the average speaker given Xt as shown below.
The variance matrix and the covariance matrices found in the M step are then used for the next E step, and the iteration process is repeated until convergence.
Entire process of the proposed VC
Finally, by integrating the estimated covariance matrix and the above framework represented in Section 3.2 and 3.3, we achieve the parallel-data-free and many-to-many VC which does not require any training data of source speakers. The entire process of the proposed VC becomes as follows.
1. Off-line processes 1.1 Eigenspace construction:
• Training SI-GMM using features of all pre-stored speakers X (s) t (these are not parallel data)
• Training SD-GMM by adapting the mean vectors of the SI-GMM
• Calculating EVGMM parameters B, b, Σ (X) and speaker-dependent weights w (s)
• Using EVGMM and pre-stored data, estimating covariance matrix Σ (Z) without given parallel data as is discussed in the Section 3.4
Pseudo parallel data preparation:
• Calculating the paired data of [X (s)
] by using Equation (7) and (8) 1.3 Training DNNs utilizing the eigenspace:
• Training multiple DNNs as converter to the kth base of eigenspace by using paired data
2. Conversion processes:
• Estimating weights of a target speaker w (tar) by using his features as input and output speakers simultaneously
is finally obtained as follows.
4. Experiments
Experimental condition
Experimental evaluations of many-to-many VC were carried out to investigate the effectiveness of the proposed method. Two types of the methods were compared: conventional GMM [14] (trained in a supervised manner) and the proposed parallel-datafree approach. As pre-stored speakers for training the SI-GMM and SD-GMMs to construct eigenspace, we used 96 speakers including 48 male and 48 female speakers from a speech corpus called JNAS (the Japanese Newspaper Article Sentences) [16] . The dataset includes 450 sentences and they are divided into 9 subsets. The utterances of each pre-stored speaker correspond to one of the subsets. For source speakers, a male speaker and a female speaker from ATR Japanese speech database B-set [15] were selected. In adaptation, namely, for target speakers, 4 speakers of 2 males and 2 females were used, and each of them uttered 32 sentences. Then, 21 utterances of the target speakers included in neither training nor adaptation data were used for evaluation. In the proposed method, each DNN which includes 5 layers with 256 units were constructed. Rectified linear units were used as activation functions of DNNs [19] , and the DNNs were trained with dropout [18] . The number of eigenspace bases in the proposed method was fixed to 96. This is equivalent to the number of pre-stored speakers. In the conventional GMM method, to achieve the best performance, the number of mixtures was varied from 1 to 128 and the optimal number was selected for each condition of the number of adaptation sentences. Note that the conventional GMM was trained in a supervised manner using parallel data.
We used 24-dimensional mel-cepstrum vectors for spectrum representation (D=24).
These were derived by STRAIGHT analysis [17] . Aperiodic components, which are needed to generate mixed excitation in STRAIGHT, were not converted in this study, and they were fixed to −30dB at all the frequencies. The power coefficients and the fundamental frequencies were converted in a simple manner such that only the mean and the standard deviation were considered. The conversion performance was evaluated objectively using mel-cepstral distortion between the converted vectors and the vectors of the targets. Mel-cepstral distortion is denoted as follows,
where mc d ,mc d are the converted feature vectors and those from the target speaker.
Objective evaluations of the proposed method about many-to-many VC
In this evaluation, the conversion performance for the 2 source speakers and the 4 target speakers was evaluated. Fig. 1 shows the results of the two methods in terms of average mel-cepstral distortion for the test data as a function of the number of adaptation, or training sentences (the conversion to 4 target speakers). Objective assessment scores of the proposed methods are comparable to those of the "GMM" trained with parallel data when using a small amount of adaptation data. This means that prior knowledge underlying the pre-stored data set is effectively utilized for improvement of the performance. On the other hand, compared with "proposed" and "GMM", "GMM" outperforms "proposed" when using adaptation data more than or equal to 4. It might be due to the low complexity of the proposed method. While our proposed method updates only weights, the conventional GMM updates other parameters such as mean vectors and covariance matrices. Hence, to improve the conversion performance, it might be effective that targetdependent scalar weights are extended to weight vectors when using a large amount of adaptation data.
Subjective evaluations of the proposed method about many-to-many VC
A listening test was carried out to evaluate the naturalness and the speaker individuality of converted speech. The test was conducted with 5 subjects who are native Japanese with normal hearing. To evaluate the naturalness, a paired comparison was carried out. In this test, pairs of two different types of the converted samples were presented to the subjects, and then they choosed which sample sounded more natural as native spoken Japanese with a confidence score.
To evaluate speaker individuality, an RAB preference test was performed. In this test, pairs of two different types of the samples were presented after presenting the reference sample of the target speech, and then they evaluated which sample sounded more similar to the reference speech as native spoken Japanese with confidence score. In the tests, for 2 source speakers and 4 target, 3 sentences per a pair of speakers were used. Then, the number of sample pairs evaluated by each subject was 48 in each test. Fig. 2 shows the results of the two methods evaluated about the naturalness and individuality. In the tests, the number of adaptation, or training sentences were fixed to 2 or 32. When using 2 sentences, the "Proposed" slightly outperforms "GMM" in both naturalness and speaker individuality. When using 32 sentences, the "GMM" slightly outperforms "Proposed" in both naturalness and speaker individuality. Meanwhile, compared with "Naturalness" with "Individuality" scores, the difference of "Individuality" scores between "GMM" and "Proposed" is very small. This result shows that the performance of the proposed method is comparable to that of the "GMM" except in naturalness when using a large amount of adaptation data.
Conclusion
In this paper, we have proposed a new architecture for the parallel-data-free many-to-many voice conversion based on DNN with eigenspace using a non-parallel speech corpus. In proposed method, input features are decomposed into eigenspace base speakers and the target speaker feastures are represented as a weighted sum of the base speakers. Experiments show that objective assessment scores are comparable or slightly worse to those of the baseline system trained with parallel data. However, in individuality, subjective assessment scores are comparable to those of the baseline system trained with parallel data. For further improvements of the conversion performance, integration of our method with other effective methods to improve naturalness, such as post-filter should be verified.
