This paper discusses the use of artificial neural networks (ANNs) as a method of trajectory tracking control for a robotic system. Using an ANN does not require any prior knowledge of the kinematics model of the system being controlled; the basic idea of this concept is the use of the ANN to learn the characteristics of the robot system rather than to specify an explicit robot system model.
INTRODUCTION
The fundamental problem of robot kinematics deals with mappings between vectors in two spaces: joint space and Cartesian space. It is known that the position vector of the Cartesian space coordinates of a robot manipulator is related to the position vector of the joint coordinate by a non-linear differentiable mapping and the velocity vector of the task space coordinates is related to that of the joint coordinate by the Jacobian matrix of the mapping. In control problems of robot manipulators, however, it is essentially important that the controller is designed to provide the transformation of both the positions and velocities from the Cartesian space to the joint space coordinate [1] .
Before moving a robot arm, it is of considerable interest to know whether there are any obstacles present in its path. Computer-based robots are usually served in the joint space, whereas objects to be manipulated are usually expressed in the Cartesian space because it is easier to visualize the correct end-effector position in Cartesian coordinates than in joint coordinates. In order to control the position of the end-effector of the robot, an inverse kinematics (IK) solution routine should be *Corresponding author: Department of Mechanical and Industrial Engineering, Qatar University, Doha, Qatar. email: hamouda@qu.edu.qa called upon to make the necessary conversion [2] . In the presence of uncertainty in kinematics, it is impossible to derive the desired joint angles from the desired Cartesian path by only solving the IK problem. On the other hand, the Jacobian matrix is a critical component for generating trajectories of prescribed geometry in the joint space. Most coordination algorithms employed by industrial robots avoid numerical inversion of the Jacobian matrix by driving an analytical inverse solution on an ad hoc basis. Therefore, it is important that efficient algorithms be developed. It must be remarked that to achieve perfect path tracking, it is necessary to know the whole trajectory beforehand, which leads to off-line control techniques [3] [4] [5] .
The robot control problem can be divided into two main areas: kinematics control and dynamic control [6] . Handling of torque limits naturally leads to control algorithms based on the dynamic model of the manipulator as, for example, in references [7] to [9] . A problem with these algorithms is the remarkable computational load required to handle the dynamics of a full-sized manipulator, which is seldom affordable by current industrial control units. In addition, implementation of torque-based control laws requires replacement of the low-level joint servos typically available in industrial robots with custom control loops. As a matter of fact, to the authors' knowledge, online dynamic-based methods have indeed been tested in experiments only in a laboratory set-up with arms of a few degrees of freedom (DOFs).
A different approach to path tracking aimed at overcoming the above drawbacks is based on the socalled kinematics control. In detail, kinematics control consists in an inverse kinematics transformation that sends to the joint servos the reference values corresponding to an assigned end-effector trajectory (both position and velocity). As a first advantage, this allows simple interfacing with the standard control architecture of industrial robots. In the framework of kinematics-based methods for path tracking, the counterpart of the physically meaning joint torque limits is played by acceleration constraints and the use of full dynamic models can be avoided. This typically leads to computationally light algorithms that allow real-time implementation on standard numerical hardware even for robot arms of many DOFs. A further advantage of kinematics control methods is the possibility of exploiting the presence of redundant DOFs [5] .
Many research efforts have been devoted towards solving this problem. One of the first algorithms employed was the resolved motion rate-control method [10] , which uses the pseudo-inverse of the Jacobian matrix to obtain the joint velocities corresponding to a given end-effector velocity; an important drawback of this method was the singularity problem.
A velocity-singular configuration is a configuration in which a robot manipulator has lost at least one motion (DOF). In such configurations, the inverse Jacobian will not exist and the joint velocities of the manipulator will become unacceptably large and often exceed the physical limits of the joint actuators [11] . To overcome the problem of kinematics singularities, the use of a damped least squares inverse of the Jacobian matrix was later proposed in lieu of the pseudo-inverse [12, 13] .
Since in the above algorithmic methods the joint angles are obtained by numerical integration of the joint velocities, these and other related techniques suffer from errors due to both long-term numerical integration drift and incorrect initial joint angles. To alleviate the difficulty, algorithms based on the feedback error correction are introduced [14] . However, it is assumed that the exact model of the manipulator Jacobian matrix of the mapping from joint coordinate to Cartesian coordinate is exactly known. It is also not sure to what extent the uncertainty could be allowed.
Therefore, most research on robot control has assumed that the exact kinematics and Jacobian matrix of the manipulator from joint space to Cartesian space are known. This assumption leads to several open problems in the development of robot control laws today [5] .
In recent years, there has been increasing research interest in artificial neural networks (ANNs) and many efforts have been made on applications of neural networks to various control problems [15] [16] [17] [18] [19] . An ANN uses datasets to obtain the models of systems in fields such as robotics, factory automation, and autonomous vehicles. Their ability to learn by example makes ANNs very flexible and powerful. Therefore, neural networks have been extensively used for solving regression and classification problems in many fields. In short, neural networks are non-linear processes that perform learning and classification. Recently neural networks have been used in many areas that require computational techniques such as pattern recognition, optical character recognition, outcome prediction, and problem classification. The current focus in learning research lies on increasingly more sophisticated algorithms for the offline analysis of finite datasets, without severe constraints on the computational complexity of the algorithms [20] .
Kuroe et al. [1] have proposed a learning method of a neural network such that the network represents the relations of both the positions and velocities from the Cartesian coordinate to the joint space coordinate. They have driven a learning algorithm for arbitrary connected recurrent networks by introducing adjoint neural networks for the original neural networks (the network inversion method). Online training has been performed for a two-DOF robot.
It was essentially an online learning process whereby Graca and Gu [21] developed a fuzzy learning control algorithm. Based on the robotic differential motion procedure, the Jacobian inverse has been treated as a fuzzy matrix and has learned through the fuzzy regression process. It was significant that the fuzzy learning control algorithm neither requires an exact kinematics model of a robotic manipulator nor a fuzzy inference engine, as is typically done in conventional fuzzy control. This is despite the fact that, unlike most learning control algorithms, multiple trials are not necessary for the robot to 'learn' the desired trajectory. A major drawback was that it only remembers the most recent data points introduced; the researchers have recommended neural networks so that it would remember the trajectories as it traversed them.
Studying the trajectory tracking of a serial manipulator by using ANNs has two problems, one of which is the selection of the appropriate type of network and the other is the generation of a suitable training dataset [22, 23] . Researchers have applied different methods for gathering training data; while some have used the kinematics equations [6, 20] , others have used the network inversion method [1, 17] , while the cubic trajectory planning [24] and the simulation program [25] have also been used for this purpose. However, there have always been kinematics uncertainties present in the real world, such as ill-defined linkage parameters, links flexibility, and backlashes in the gear train.
The proposed solution of the kinematics Jacobian in this paper involves the determination of the endeffector coordinates and their rate of change as a function of given positions and speed of the axes of motion. Although this is very difficult in practice [26] , training data were recorded experimentally from sensors fixed on each joint and the Euler (roll, pitch, and yaw, or RPY) representation was used to represent the orientation (as recommended by Karilk and Aydin [6] , who used the robot model to obtain the training data and used the homogeneous transformation matrix representation to represent the orientation).
On the other hand, two different network configurations were trained and compared. Finally the obtained results were verified experimentally using a six-DOF serial robot manipulator.
KINEMATICS OF SERIAL ROBOTS
For serial robot manipulators, the vector of Cartesian space coordinates x of a robot manipulator is related to the joint coordinates q by
where f(.) is a non-linear differential function. If the Cartesian coordinates x were given, joint coordinates q can be obtained as
If a Cartesian linear velocity is denoted by V, the joint velocity vector q has the following relation:
where J is the Jacobian matrix. If V is a desired Cartesian velocity vector which represents the linear velocity of the desired trajectory to be followed, then the joint velocity vector q can be resolved by
In differential motion control, the desired trajectory is subdivided into sampling points separated by a time interval Dt between two terminal points of the path. Assuming that at time t i the joint positions take on the value q(t i ), the required q at time (t i + Dt) is conventionally updated by using
Substituting equations (2) and (4) into (5) yields
Equation (6) is actually a kinematics control law used to update the joint position q and is evaluated on each sampling interval. The resulting q(t i + Dt) is then sent to the individual joint motor servocontrollers, each of which will independently drive the motor so that the robotic manipulator can be manoeuvred to follow the desired trajectory [21] . In solving equation (2), Denavit and Hartenberg [27] proposed a matrix method of systematically establishing a coordinate system to each link of an articulated chain to describe both translational and rotational relationships between adjacent links [2, 17] . Figure 1 shows a schematic diagram for the Fanuc M-710i robot used in this study showing the corresponding coordinate system. In this method each of the manipulator links is modelled using the A homogeneous transformation matrix, which uses four link parameters. The forward kinematics solution can be obtained as where n 5 normal vector of the hand. Assuming a parallel-jaw hand, it is orthogonal to the fingers of the robot arm. s 5 sliding vector of the hand. It is pointing in the direction of the finger motion as the gripper opens and closes.
a 5 approach vector of the hand. It is pointing in the direction normal to the palm of the hand (i.e. normal to the tool mounting plate of the arm). p 5 position vector of the hand. It points from the origin of the base coordinate system to the origin of the hand coordinate system, which is usually located at the centre point of the fully closed fingers.
The orientation of the hand is described according to the RPY rotation as
After the T 6 matrix is solved
These equations describe the orientation according to the RPY representation [6] .
To find the IK solution, however, joint angles are found according to the manipulator's end position, described with respect to the world coordinate system. The IK solution can be shown as a function
Traditional methods for solving the IK problem are inadequate if the structure of the robot is complex. Besides, these methods suffer from the fact that the solution does not give a clear indication of how to select an appropriate solution from the several possible solutions for a particular arm configuration. The user often needs to rely on his or her intuition to pick the correct answer [2, 18] .
On the other hand, solving equation (4) for the joint velocities (inverting the Jacobian matrix) results in the singularity problem. The manipulator singularity resolution problem has attracted much research interest and various approaches have been proposed to tackle the problem. Techniques of coping with kinematics singularities can be divided into four groups: avoiding singular configurations, robust inverses, a normal form approach, and extended Jacobian techniques. The first approach to cope with singularities is to keep a current configuration far away from singular configurations. Unfortunately, this causes severe restrictions on the configuration space as well as the workspace because the singular configurations split the configuration space into separate components. To avoid ill-conditioning of the Jacobian matrix, robust inverses are used. Instead of inverting the original Jacobian matrix at singularity, a disturbed wellconditioned Jacobian matrix is inverted. The main drawback to using this approach is that robust inverse methods increase errors in following a desired path.
The normal form technique, with the use of diffeomorphisms in joint and task spaces, expresses original kinematics around singularity in the simplest normal form. Then a piece of the path to follow, corresponding to the singular configuration mapped into the task space, is moved from the task to the joint space and trajectory planning is performed there. Far away from singularities the basic Newton algorithm is used to generate a trajectory. Finally, trajectory pieces are joined.
For most singularities the normal form approach enables their types to be detected. It provides a smooth passage through singular configurations. The main disadvantage of the normal form approach is a significant computational load in deriving the diffeomorphisms.
Finally, the extended Jacobian technique supplements original kinematics with auxiliary functions. Then the extended Jacobian is formulated to be wellconditioned. For non-redundant manipulators with square Jacobian matrices the extended Jacobian forms a non-square matrix and its generalized (Moore-Penrose) inversion is computationally expensive [28] .
Therefore, to analyse the singular conditions of a manipulator and develop effective algorithms to resolve the inverse kinematics problem at or in the vicinity of singularities are of great importance.
ARTIFICIAL NEURAL NETWORKS
An ANN consists of massively interconnected processing nodes known as neurons. Each neuron accepts a weighted set of inputs and responds with an output. (Knowledge acquired by the network is stored as a set of connection weights.)
The sum of the weighted inputs is processed through an activation function. Basically, the neuron model represents the biological neuron that fires when its inputs are significantly excited. There are many ways to define the activation function, such as a threshold function, sigmoid function, and hyperbolic tangent function.
An ANN can be trained to perform a particular function by adjusting the values of connections, i.e. weighting coefficients, between the processing nodes. In general, ANNs are adjusted/trained to reach from a particular input to a specific target output using a suitable learning method until the network output matches the target. The error between the output of the network and the desired output is minimized by modifying the weights. When the error falls below a determined value or the maximum number of epochs is exceeded, the training process ceases. Then, this trained network can be used for simulating the system outputs for the inputs that have not been introduced to the network before.
The architecture of an ANN is usually divided into three parts: an input layer, a hidden layer(s), and an output layer. The information contained in the input layer is mapped to the output layer through the hidden layer(s). Each unit can send its output to the units only on the higher layer and receive its input from the lower layer. For a given modelling problem, the numbers of nodes in the input and output layers are determined from the physics of the problem and are equal to the numbers of input and output parameters respectively, while the number of nodes in the hidden layers(s) is determined by trial and error [20] .
EXPERIMENT DESIGN (DATA COLLECTION PROCEDURE)
Trajectory planning was performed to generate the angular position and velocity for each joint, and then these generated data were fed to the robot's controller to generate the corresponding Cartesian position, orientation, and linear velocity of the endeffector, which were recorded experimentally from sensors fixed on the robot joints. In detail, trajectory planning was performed for 400 datasets for every one-second interval using the cubic trajectory planning method (several trajectory planning procedures can be found in reference [2] , Chapter 4 entitled 'Planning of manipulator trajectories'). The aim of trajectory planning of a manipulator is to get the robot from an initial position to a target position with a path free of obstacles. The cubic trajectory planning method has been used in order to find a function for each joint between the initial position, h 0 , and final position, h f , of each joint. It is necessary to have at least a four-limit value on the h(t) function that belongs to each joint, where h(t) denotes the angular position at time t. Additional two-limit values are the angular velocity, which will be zero at the beginning, and the target position of the joint, where
Based on the constraints of a typical joint trajectory listed above, a third-order polynomial function can be used to satisfy these four conditions, since a cubic polynomial has four coefficients. These conditions can determine the cubic path, where a cubic trajectory equation can be written as
The angular velocity and acceleration can be found by differentiation, as follows
Substituting the constraint conditions in the above equations results in four equations with four unknowns
The coefficients are found by solving the above equations
The angular position and velocity can be calculated by substituting the coefficients driven in equations (21) into the cubic trajectory of equations (17) and (18) respectively [24] , which yield
for i 5 1, 2, …, n, where n is a joint number. Joint angles that were generated ranged from among all the possible joint angles that do not exceed the physical limits of each joint. Table 1 shows the range of angles for each joint used in this study. The trajectory used for the training process was meant to be a random trajectory rather than a common trajectory performed by the robot in order to cover as much space as possible of the robot's working cell. The interval of one second was used between one trajectory segment and another, where the final position for one segment is going to be the initial position for the next segment and so on for every joint of the six joints of the robot.
After generating the joint angles and their corresponding angular velocities, these data are fed to the robot controller, which is provided with a sensor system that can detect the angular position and velocity on the one hand and the Cartesian position, orientation, and the linear velocity of the endeffector on the other hand, which are recorded to be used for network training. As these joints are moving simultaneously with each other to complete the trajectory together, the experimental trajectory generated for the Cartesian path, orientation, and linear velocity are shown in Figs 2 to 8.
ANN IMPLEMENTATION
Two supervised feedforward ANNs have been designed using the C programming language to overcome the singularities and uncertainties in the arm configurations. Both networks consist of input, output, and one hidden layer. Every neuron in each Table 1 The range of angles for each joint used in the present study Off-line training was implemented. All input and output values are usually scaled individually such that overall variance in the dataset is maximized. This is necessary as it leads to faster learning [29] .
As the range of the sigmoid transfer function is from 21 to 1, all the vectors were scaled to reflect continuous values ranges from 21 to 1. (For example, if the joint angle value is 50 it will be scaled to 0.5 before feeding it to the network so that the transfer function will be able to process it.)
The Fanuc M-710i robot was used in this study, which is a serial robot manipulator consisting of axes and arms driven by servomotors. The place at which the arm is connected is a joint, or an axis. This type of robot has three main axes; the basic configuration of the robot depends on whether each main axis functions as a linear axis or rotation axis. The wrist axes are used to move an end-effector (tool) mounted on the wrist flange. The wrist itself can be wagged about one wrist axis and the end effector rotated about the other wrist axis. This highly non-linear structure makes this robot very useful in typical industrial applications such as material handling, assembly of parts, and painting.
Training phase
In order to find the best network configuration to solve the kinematics Jacobian problem and to make sure that for a certain trajectory the angular position of each joint will be the same as or sufficiently close to the desired when planning the trajectory for the robot, the ANN technique has been utilized where learning is only based on observation of the inputoutput relationship.
Two networks have been trained and compared.
The first configuration (7-12 configuration)
The input vector for the network consists of the position of the end-effector of the robot along the X, Y, and Z coordinates of the global coordinate system, the orientation according to the Euler representation (RPY), and the linear velocity of the end-effector of the robot, while the output vector is the angular position and velocity of each of the six joints, as can be seen in Fig. 9 . The number of neurons in the hidden layer was chosen to be 55 with a constant learning factor of 0.9 by trial and error.
The second configuration (7-2 configuration)
To examine the effect of controlling each joint of the robot apart from the others, another network has been designed, as shown in Fig. 10 . The input vector for the new network was the same as the previous network, while the output vector was the response of each joint apart.
The characteristics of each of the six networks are as follows (by trial and error). Joint 1. The number of hidden neurons was 25 with a constant learning factor of 0.95. 
Network performance
The error (difference between the desired and actual system output) could be the system performance indicator as a learning system adapts its internal structure to achieve a better response. In the GDR the system is modified following every iteration, which leads to the learning curves shown in Figs 11 to 22 for the angular position and velocity of each network compared to the others.
To drive the robot to follow a desired path, it will be necessary to divide this path into small segments and to move the robot through all the intermediate points. To accomplish this task, at each intermediate location the robot's trajectory equations are solved, a set of joint variables is calculated, and the controller is directed to drive the robot to the next segment. When all segments are completed, the robot will be at the end point as desired. Figures 23 to 34 show the angular position and velocity for each joint during training. Table 2 shows the percentage of error of the two networks compared to each other for each of the six joints after the training was finished after 20 000 iterations.
Testing phase
As a result, for the training phase the 7-12 configuration has showed a better response than the 7-2 configuration network in terms of precision and iteration (as can be seen in Figs 11 to 22 ). Therefore, it has been chosen to apply the testing data. Fig. 9 The topology of the first network (7-12 configuration) Fig. 10 The topology of the second network (7-2 configuration) Fig. 11 The learning curve for the angular position of joint 1 Fig. 12 The learning curve for the angular position of joint 2 Fig. 13 The learning curve for the angular position of joint 3 Fig. 15 The learning curve for the angular position of joint 5 Fig. 16 The learning curve for the angular position of joint 6 Fig. 17 The learning curve for the angular velocity of joint 1 Fig. 19 The learning curve for the angular velocity of joint 3 Fig. 18 The learning curve for the angular velocity of joint 2 Fig. 21 The learning curve for the angular velocity of joint 5 Fig. 20 The learning curve for the angular velocity of joint 4 Fig. 22 The learning curve for the angular velocity of joint 6 As the testing dataset is meant to be a regular job done by the robot, which is the trajectory of picking up an object from the conveyor and placing it on the assembly table, the trajectory that is already specified for the robot to do (saved in the conventional controller) has been divided into 150 segments with a one second interval between a segment and another to be used in testing the performance of the resulting network.
The aim of using a neural network is to find a set of weights that ensure that for each input vector, the output vector produced by the network is the same as or sufficiently close to the desired output vector. These weights are then used later to make a prediction for new sets of data.
To test the performance of the trained network, the input parameters of the testing trajectory (Cartesian position, orientation, and linear velocity), which is considered as a new trajectory the network has never seen before during the training phase, have been applied as an excitation signal to the trained network. In other words, the input parameters for the testing trajectory have been applied to the trained network using the resulting weights from the training phase in order to make a prediction for the corresponding angular positions and velocities of the testing data. Table 3 shows the percentages of error for the testing dataset for each joint.
The performance of the network is assessed by the ability of the network in making predictions for a new set of data. To show the combined effect of error of the joints, Figs 35 to 40 show the tracking of the predicted Cartesian trajectories for the X, Y, and Z coordinates with the roll, pitch, and yaw orientation angles experimentally.
The locus of which robot is passing through singular configurations are also shown, which are determined by setting the determinant of the Jacobian matrix to zero. Error percentages in the experimental data are shown in Table 4 .
Through these figures, a good prediction for a new trajectory can be seen, which gives an indicator of the network's performance. It can be seen that the robot is moving through the singular configurations and following the desired trajectory smoothly. In this approach, the ANN technique has been used. The Jacobian inverse is now learned through training a neural network. As compared to the fuzzy learning control algorithm results, the trained network was able not only to remember the training data but also to predict unknown trajectories, which can be seen through the testing phase to show a significant advantage by using this approach. Two different ANN configurations were used in this study. Training results have shown a better response (in terms of precision and iteration) for the configuration, where the response of every joint was considered together in one network rather than separate, as was done in the second network. This makes it useful in applications where a relatively accurate, minimally complex, and cheaper configuration is required. Since one of the most important issues in using ANNs is the selection of the appropriate type of network, for future research it is suggested that different types of networks (different topology, different activation function, different learning mode) can be used in order to reach, if possible, more accurate trajectory tracking.
