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I. INTRODUCTIONANDSUMMARY 
In this article we are concerned with the number and position of limit 
cycles of a second order system of differential equations encountered in the 
study of electrical circuits containing one tunnel diode. It has been observed 
that such circuits can produce a flip-flop effect and are therefore of interest 
in computer design. 
FIG. I 
The circuit under consideration is given in Fig. l.f(w) denotes the current 
through the diode and is the nonlinear element of the circuit. The equations 
for i, v are given by 
di 
Lz=E-Ri-v 
dv . 
c-& =2 -f(v) 
The number of parameters is reduced by introducing the new variables 
T = (R/L) t, I = Ri, F(w) = Rf(o). Equations (1.1) then become 
c$ =I--@), 
dl 
-& = E-I-v. 
360 
LIMIT CYCLES 361 
We often work with (1.2) and then translate the results in terms of the original 
circuit parameters. The curves E - Ri - z, = 0, i -f(n) = 0 are referred 
to as the load line and the characteristic, respectively. It is assumed thatf(v) 
has the following properties. vf(w) > 0 for ZJ # 0 and f(0) = 0. f’ > 0 
for v < a,f’ < 0 for a < v < b, f’ > 0 for v > b where 0 < a < b.f’ < 0 
for z, < r, f” > 0 for ZI > c where a < c < b. It is furthermore assumed that 
-f’ < l/R so that the load line intersects the characteristic in one point 
only. The load line and the characteristic are sketched in Fig. 2. 
I kE-Ri-v=O 
FIG. 2 
The singular point P is the intersection of the load line and the characte- 
ristic. It is stable or unstable depending on whetherf’/C + R/L > 0 or < 0 
at P. It is shown in [l] thatf’/C + R/L > 0 for all er precludes the existence 
of limit cycles. We therefore assume that f’/C + R/L < 0 for an interval 
Vl < v < 02 . The points (zlr , f(vQ), (~a, f(v&) are denoted by PI , Pz , 
respectively, and are shown in Fig. 2. 
We are particularly concerned with the dependence of the number and 
position of the cycles upon the voltage supply E. In Section II, it is shown 
that limit cycles cannot occur for large values of E. Section III concerns itself 
with the generation of limit cycles. It is shown in Section III that if 
h Ef”2 - 
( 
+ _ q!)fttr > 0 at Pi (i = 1,2), 
then an unstable cycle grows out of the intersection point P as the load line 
passes through Pi (the position of the load line is of course determined by E). 
It then follows (see Section IV) from the Poincare-Bendison theorem that at 
least two limit cycles surround a stable singular point. If h < 0 at Pi , then a 
stable cycle grows out of P as the load line passes through Pi . In Appendix II 
we find a power series representation for the generated limit cycle. 
The exact number of limit cycles seems to present a much more difficult 
problem. We solve this in detail for a characteristic consisting of two straight 
lines. We show in Appendix I that there exists a unique cycle in this case. 
For the general case only numerical data is available. The equations (1.1) 
have been solved numerically for two cubic characteristics. For the first one 
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h > 0 and for the second h < 0; we refer to these two situations as case I 
and case II, respectively. The results are sketched in Fig. 3, where the size 
of the limit cycle is plotted versus E. The size is measured by a quantity 
I’ - I,, explained in Fig. 4. 
Case I FIG. 3 Case II 
E, , E, are those values of E for which the load line passes through Pi , Pa, 
respectively. In case I two limit cycles, one stable and one unstable, exist 
when E, < E < E, , E, < E < E, . The limit cycles coalesce into a meta- 
stable one when E = E, , E = E, . The above graphs are plotted in detail 
in Fig. 4. It is conjectured that Fig. 3 is indicative 
of the general situation, two limit cycles being possible 
if and only if h > 0 at PI or Ps . (For further numer- 
i ,i, “,) 
’ Limit cycle 
ical evidence, see [2,3].) 8afi 
k 
0, i-f(v)=0 
0.6 - E-i-v=0 
Y 
di 
0.5 - -=E-i-w 
E = 0.7 
dt 
dv 
t 
0.4 - ‘;T; = ;; f(v); 
0 
7 0.3- f(v) = -- 2.w + 5.44v i 3 
E = CRz/L 
0.2 - The quantities io, i’ are 
explained in the above dia- 
gram. E, denotes that value 
of E for which the load line 
0 I 
I..60 
I 1 passes through the inflec- 
5.65 
El 
&‘O tionpointof thecubic.Sin- 
E----c ce the cubic is symmetric 
about its inflection point, 
FIG. 4a it suffices to let E < El. 
The occurrence of oscillations could conceivably be used for switching 
purposes in the following manner. Suppose that case I holds and that we 
have a value E(E, < E < Es) for which two limit cycles surround the stable 
intersection point P (Fig. 5). The inner cycle, C, , is unstable and the outer 
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FIG. 4b 
one, C,, is stable. All solutions aside from C, will tend to either P or C,$ .
(This is so since the point at infinity is unstable as shown in [4, p. lo].) To 
switch a solution from P to C, we reduce E by an amount A,E where 
El < E - A,E < E, . As shown in Fig. 3, the inner cycle will shrink to 
zero and the solution at P will move to the stable cycle C: which surrounds 
the new intersection point Q. Removing A,E, the solution on C: will move 
to c,y . 
FIG. 4c 
To switch from C, to P, we increase E by A& so that E + A,E > E, . 
As shown in Fig. 3, the limit cycles have disappeared and the solution on * C, 
goes to the new intersection point R. Removing A& the solution at R follows 
the variable stable intersection point and goes back to P. 
The author wishes to express his gratitude to Professor Moser and 
Dr. Miranker for valuable discussions concerning the topic of this report 
and to Mr. Ganzell who has been responsible for the numerical work. 
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(E-A, El-Ri-v=O 
\ \ E-Ri-v=O \ L \ (EtA,El-Ri-v=O 
FIG. 5 
II. THE NONEXISTENCE OF LIMIT CYCLES FOR LARGE VALUES OF E 
We denote the intersection point P by (& , wO) and let i = i,, + j, 
v = v0 + w. Substituting into (1.1) and eliminating j we obtain the following 
equation in w 
where 
Letting 
(2.1) b ecomes 
g(w) = fhl + 4 -mJ)* 
dw 
Y=x+ L, ( 
Rw+L 
c 1 
(2-l) 
dY w + Rg dw 
2i=---z-F- 
-=y-(+w++-). 
dt (2.2) 
Let H = G(w) + (y2/2) where 
G(w) = 1; 9 dw. 
Since 1 + Rg’ = 1 + Rf’ > 0, it follows that w(w + Rg)l> 0 for w # 0 
and therefore G(w) > 0 for w # 0, H(w, y) > 0 for (w, y) # (0,O). Using 
(2.2) we find that 
dH 
dt= - ( 
g w-I-& +w+7 F’ 1 (2.3) 
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Suppose now that 
R 
w--W+ 
i L cj>O 
for w#O 
365 
(2.4) 
so that 
( R -z-W++-j(vj>O for w#O. 
Hence dH/dt < 0, inequality holding for w # 0. A standard argument then 
shows that all solutions tend to i,, , o, . Now :R/L + If’lC > 0 for all ti insures 
(2.4) and we have again the result stated in [l]. If R/L +f’/C assumes 
negative values, we have the following geometrical interpretation of condition 
i 
FIG. 6 
(2.4). Let or, wa(w, < ~a) be the two values of v for whichf’/C + R/L = 0. 
The tangents at PI = (or ,f(wr)) and Pa = (wa ,f(wa)) will intersect the cha- 
racteristic at points whose w coordinates are r7r , ea (4 > Ga). All solutions 
of (1.1) will then tend to (z’,, , w,,) provided w, > c1 , or w0 < 4 . c1 and Ga 
are indicated in Figure 6. 
III. THE GENERATION OF THE LIMIT CYCLE 
We now discuss the generation of a limit cycle as the load line passes 
through PI or Pz; we work with Eq. (1.2). PI and Pz were defined in Section I 
as those points on the characteristic where F’(w) + E = 0. 
Suppose that the intersection point coincides with Pi (i = 1, 2) and suppose 
that Pi is an unstable point. It is then intuitively evident that a small unstable 
cycle will appear about a stable intersection point P close to Pi . If, to the 
contrary, Pi is a stable intersection point, then a small stable cycle will 
appear around an unstable intersection point P close to Pi. In Fig. 7, we 
illustrate these facts for the point Pz , when Pz is an unstable intersection 
point. 
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We proceed to make the above argument rigorous. Without loss of gene- 
rality, we assume that one of the Pi’s coincides with the origin, i.e., F(0) = 0 
and F’(0) + 6 = 0. 
FIG. 7a FIG. 7b 
Let E be small, so that the intersection point (&F(6)) is near the origin. 
We first reduce (1.2) to the canonical form (3.3). Letting w = 6 + u, 
I =F(S) + J, (3.1) becomes 
dl --=--J--u 
dr 
-=- d” f -F~u-~[F(s+u)-F(S)-FF’(S)u]. 
dr (3.1) 
Let 
where 
b=-*($+1), “+/-(T+1)‘+4(qq. 
F’ being evaluated at w = 6. Equations (3.1) then become 
du 
-&=bu+w2 - f [F(6 + u) -F(6) -F’(6) u] 
dz -=- 
dr 
wu + bz + (Fc~‘6)[F(S + u) -F(S) -F’@)u]. (3.2) 
We assume that FE Cs and use the Taylor expansion for F(6 + u) about 
u = 0. Letting s = wr we obtain 
du 
- = $ u + 2 + A(S) ue + B(S) us + q(u, 6) 
ds 
dz 
z- 
- - u + ; 2 + C(S) l2 + D(8) us + c$(u, S) (3.3) 
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where 
- F”(S) 
46) = -gqj- Y 
- ,“‘(S) 
B(6) = HEW ’ 
* F”(S) 
(3.4) 
and [ oli(u, 6) ] = o(u3) (i = 1, 2) for 6, u sufficiently small, the estimate being 
uniform in 6. 
System (3.3) can be analyzed in the following manner (see [5, p. 1191). 
We introduce a potential function 
g = 242 + 22 + (A& + A,U% + Al22422 + A@#) 
+ (A,(p4 + A,,u3z + A&z2 + 43Uz3 + &b’) 
where the &‘s are functions of 6 which will be determined later on. Now 
4 ag du 
z - au ds + 
ag dv 
--- --. 
av ds (3.5) 
Inserting for dulds, dz/ds the expressions obtained in (3.3), we obtain 
2 = (B30u3 + B2,u% + B12uz2 + BOBZ3) 
-j- (B& + B3p3z + Bz2u2z2 + B,3w3 + I+,.#) 
+ 2; (u” + 2”) + h,(u, 2,s) + bh,(% 2,s) (3.6) 
where 
I Al I = 449 1 h, 1 = O(z3) (r = dGTq, 
u, Z, S being sufficiently small. The estimates are uniform in S. The Bif’s 
can be expressed in terms of the Aij’S. 
As is shown in [5] we may choose the Ai3’s so that the Bij’s are all zero 
except for B, which is equated to B,, . It turns out from this computation 
that 
B&j) = 4A@) * cts) + 6&‘) 
6 * (3.7) 
Using (3.4) we have 
B,(O) = ’ [= -F”‘(O)] . 
6edG 1-e 
Hence (3.6) reduces to 
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so that 
Now 
(3.10) 
If B,,b > 0, then it follows directly from (3.9) and (3.10) that dg/ds is of 
constant sign in the vicinity of the intersection point and there are thus no 
limit cycles near the intersection point. Suppose then that Bo4b < 0. It 
follows from (3.9) and (3.10) that there exist two circles u2 + s2 = CT, 
u2 f 22 = f2 2, c2 > pi , on which dglds is of constant and opposite 
sign. By the PoincarC-Bendixson theorem, system (3.3) has a limit cycle in 
the annulus ~“1 < ua + z2 < E: . Furthermore l “1 , E: are of the order of 
magnitude 1 b 1 which is equivalent to saying that they are of the same order 
of magnitude as 1 8 1, I. e., we can find constants ci , c2 such that 
Cl 16 1 < u2 + 9 < c, I 6 I 
for every point (u, z) on the limit cycle. 
Now 
b(S) = - *(F’(s) + l ) N - F;y’ 6 . 
Using (3.7) and (3.11) we have 
(3.11) 
(3.12) 
provided B&O) # 0. 
We have the following description: 
An unstable cycle grows out of P. For P’(0) > 0 this 
I F-(O) 
. --F”(O) > 0: 
occurs when load line moves to the right of the origin. 
l--c For F”(0) CC 0 this occurs when load line moves to 
the left of the origin. 
A stable cycle grows out of P. For F”(0) > 0 this 
II p’w . --F”(O)< 0: 
occurs when load line moves to the left of the origin. 
l--E For F”(0) < 0 this occurs when load line moves to 
the right of the origin. 
The case [F”2(0)/(1 - c)] -F”(O) = 0 is left undecided. Similar criteria 
can be developed in this case by considering higher order derivatives. 
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We can translate these results in terms of the original circuit parameters. If 
at Pi (i = 1,2), then an unstable cycle grows out of P as the load line passes 
through Pi. If 
at Pi then a stable cycle grows out of P as the load line passes through P. 
In general the criteria involvingf’,f”’ are somewhat complicated to check. 
For a cubic characteristic we have a simple interpretation. Let 
where K, a, b > 0. Then 
fyw) = F[4w2 - 4(a + b) ZJ + (a + WI 
= 4K[f’ - Kab] + P(a + b)2 = 4kf’ - 4kfA. 
f; = - a (u - Q2 
denotes the minimum value off’ and is atttained at the inflection point of the 
cubic. 
Now 
f”2 - (+ -$f =fr'Z - (+ +f’)f” 
= 4Kf’- 4kfi, - (+- (7)) 2k 
= 2R [f’ - $ - 2fh] . 
An unstable cycle will, therefore, grow out of Pi as the load line passes through 
P; if and onlv if 
- (3.13) 
IV. THE OCCURRENCE OF Two LIMIT CYCLFS 
We can now easily give criteria which insure the existence of two limit 
cycles about a stable intersection point. 
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at Pi (i = 1,2) implies the existence of an unstable cycle if the intersection 
point is near and to the left of PI or near and to the right of Pz . 
The condition of -+ 00 as w + m insures that all solutions remain bounded 
(see [4]). It follows from the Poincare-Bendixson theorem that another 
cycle exists and it surrounds the unstable one. If the number of limit cycles 
is finite, then it follows automatically that there must exist at least one stable 
one. 
APPENDIX I: THE CASE OF A BROKEN LINE CHARACTERISTIC 
We proceed to show that there will exist precisely one limit cycle in the case 
where the characteristic consists of two straight lines. Without loss of 
generality we may assume that the singular point is at the origin so that E = 0. 
The point on the characteristic where the change in slope occurs will be 
referred to as the bend. It is either to the left or the right of the origin and we 
refer to these two situations as cases I and II respectively. We again work with 
Eq. (1.2). 
Since the characteristic is composed of two straight lines, we may write 
(1.2) as 
dl -=- 
dr 
I--o 
dw I + m,(v + 8) - mzS, v<-8 
& = I + m2v, V>8 
dI Iv -=- - 
dr 
dv I + m,v, V<8 
’ ;t; = I + mB(o - 8) + m28, PI>8 (I-1) 
where 6 > 0. Cases I and II are, of course, identical for 8 = 0. m, , m2 < 1 
as it is assumed that the load line intersects the characteristic in one point 
only. Since a change in the sign of F' + l is a necessary condition for the 
occurrence of cycles [l], we shall assume that m, < E < m, < 1. In particular 
c < 1. It is furthermore assumed that oscillation takes place for system 
(1.1); i.e., m, (i = 1, 2) satisfies (m& - 1)s - 4(1 - m&) < 0 or m, , 
mn, be inside the interval (- (2/e) - E, (2/c) - l ). Cases I and II are 
illustrated in Fig. 8. 
Consider a solution curve I’ of (1.1) which starts from a point (0, A) on 
the positive I axis (A > 0). Let (0, ~(h, 6)) be the point on the positive I 
axis which r meets again for the first time (Fig. 9). Let z(h, 8) = r](h, 8)/X. 
The limit cycles correspond to those values of h for which z = 1. We will 
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Case I 
FIG. 8 
Case II 
show that in case I, z EE constant < 1 for 0 < h < h,(S) and increasing for 
h > Ar. In case II a = constant > 1 for 0 < X < h,(S) and z is increasing 
for X > A,. The numbers A, , A, will be determined in the sequel. It is then 
clear that in case I, a unique limit cycle will exist when ~(03, 6) > 1, while 
in case II a unique limit cycle will exist when ~((00, A) < 1. 
(O,r](X,B I) (0,X) 
Bt 
V 
FIG. 9 
We begin by computing a(=~, 6). Because of the linearity of (I.l), we have 
+A, ks) = kq(h, S),rlz > 0. Hence 
77(X9 6) 2(X, S) = h =rl(l,$ so that x(00, 6) = T(l, 0). (1.2) 
The solution to (3.2) with S = 0 and w(O) = 0, I(0) = 1 is given explicitly 
bY 
Here 
ebsz . 
0 =-smos~. 
“iI 
(I.31 
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Setting r = rr/ws in (1.3), we find that the solution curve passes through 
(0,~‘) where 7’ = - exp (&+J~). 
The solution starting from (0, 7’) at T = 0 and satisfying (1.1) is given by 
I = 7’ g [co1 cos at17 + (b,c - q) sin or7] 
Here 
‘w 
v = 7’ C- sin wrr. 
9 
(1.4) 
b,=*(+), ol=*& (3+1)1. 
Setting T = +J, in (1.4), we get 
x(00, S) = q(l,O) = - 7’ exp (x 2) =exp [r(z+-$)]. (1.5) 
We wish to find conditions on m, , m2 which guarantee that 
z(c0) = x(a3, S) > 1. 
From (1.5) we see that 
o(co)~lo~+~>O. 
"1 9 
I.e. 
(ml/4 - 1 - h/4 - 11 
4(4/c) - [(ml/4 + II2 ’ 1/(4/c) - [(m2/4 + II2 l
Squaring and simplifying, we find that the above inequality is equivalent to 
We thus have 
X(OO)>l-em,>, 
2~ - l 2 - m, 
l-mm, ’ 
V-6) 
We next discuss the monotonicity of z(A). Let I = I(t, A), v = v(t, A) 
denote the solution to (1.1) with initial conditions I(0, A) = A, ~(0, A) = 0. 
Suppose that the solution crosses the positive I-axis at (0, 7(x, 6)) at 7 = T(A). 
We have 
1 = I(& T), v = v(A, T) = 0 at 7 = T(A). (1.7) 
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Differentiating (1.7) with respect to h we get 
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(1.8) 
dI dr 
vr+v,g=O, -&“I~+&~. 
From (1.8) we get 
di Ip, - Irv2 
xi= v, ’ (1.9) 
the derivatives being evaluated at T = T. Abbreviating (1.1) as dI/dr = M, 
dvldr = N, I, , v, and IA , v1 are solutions of the differentiated system 
dx 
- = M,x + M,y dr 
dr 
;z; = Nix + N,y. 
Using a well-known result for linear differential equations we get 
MI, N, being evaluated along the solution curve. 
Now 1~ = 1, V~ = 0 at T = 0; from (1.1) we have v1 = X/c for 7 = 0 and 
01 = I@, T) for T = T. 
Using (1.9) and (1.10) we get 
dl X 
FA = -7 exp (,: WI + Nd d’) 
A 
=-exp 
I (- R(T, + T,) + 3 Tl+ T T”) 
h 
= T exp ((ml - c) T,/E + (m, - c) T,/E) = LI A(h). (1.11) 
In case I, Tl = T,(h), T, = T,(X) denote respectively the amounts of 
time spent by the solution curve in the half planes v < - 6, v > - 6. In 
case II, we have similar definitions with the half planes v < 6, z, > 8. 
We show that for case I, Tl is an increasing function of X and T, is a decreas- 
ing function of h, h 2 h,(6). X,(S) denotes the value of h for which the solution 
curve becomes tangent to the line v = - 6 (Fig. 10). For 0 < X < X, , 
Tl = 0 and T, = 2740, as is easily seen from (1.3). Hence 
A(A) = exp [(nti - c) ~v/w,E] < 1 for 0 < A < A,. 
We adopt the following notation. AB stands for a solution curve going 
from A to B and T(AB) debotes the time spent in going from A to B. Con- 
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sider first the portion of the solution curve in the half plane w > 6. Let the 
ray OF intersect the curve AB at X (Fig. 11). This point is unique because 
of the linearity of (1.1). The solution represented by AX is a constant mul- 
tiple of the solution represented by EF and because of the linearity of (1.1) 
FIG. 10 
T(EF) = T(AX). S’ mce AX is a proper subset of AB, T(AB) > T(EF). 
Similarly, T(CD) > T(MN) so that T2 is a decreasing function of X. 
For the portions of the curves in the half planes e, < - S we draw the 
rays PC and PB, P denoting the intersection of 
1+0=0 and I + m,(w + 6) - m,S = 0. 
(See Fig. 12.) We now have T(BC) < T(FM) so that Tl is an increasing 
function of h. 
-v 
v=-8 I 
FIG. 11 FIG. 12 
A similar argument shows that for case II, we have the reverse situation. 
Tl is a decreasing function of h, T, is an increasing function of X for X > h,(S); 
X,(S) denotes the value of h for which the solution curve is tangent to the line 
v = 6. 
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Using (I. 11) we have 
dz h(dI/dA) - I = (PA/I) - I = (X2&) - A.2 _ A - iI2 .
zi= A2 h” A2 AZ (1.12) 
In case I, z and A are both constant for X < hr. (1.12) then shows that 
z = a < 1 for X < h, . From (1.12) we see that dz/dh < 0 for z > 1/z 
and dz/dA > 0 for z < d-71. Since dl is an increasing function for 
h > h, it follows that z < l/2. The set of h’s >, h, for which equality 
holds-contains no interval since fi is increasing and 
z = 42’. It follows that z is an increasing function of h 
Fig. 13 where we plot the direction field for dz/dh.) 
dzldh = 0 -along 
for h >, X, . (See 
FIG. 13 
A similar argument shows that for case II, I = const. > 1 for X < X, 
and I is a decreasing function of X for h > & . Let sr , x2 denote the function 
x for cases I and II, respectively. We have zr < 1 for h < h, and increasing 
for X >, h,; z, > 1 for h < X2 and decreasing for h > X, . Furthermore 
4~) = z2(a3) =exp 9r [ ( -$ +$ )I 
so that z.#) > z#) for 0 <X < co. The limit cycles correspond to those X 
for which z(X) = 1. Because of the monotonicity of z, and zs the cycle is 
unique. It occurs in case I when 
and in case II when 
In any case the size of the limit cycle is directly proportional to 6. 
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We tabulate the various possibilities: 
ml < 
2c-c~-nz* 
l-m* : 
One stable cycle about an unstable intersection point; no 
cycle about a stable intersection point. 
2c-G-m, 
m, = 
l-m, ’ 
No cycle unless intersection point coincides with the bend 
in which cases all solutions are limit cycles. 
ml > 
2e-•-mnz 
l-m, ’ 
No cycle about an unstable intersection point; one unstable 
cycle about a stable intersection point. 
The above description will also hold if m, < E, m2 > E; m, and ms just 
have to be interchanged. The proof is the same as before. In Fig. 14, we chart 
the various possibilities for ml , m2 where ml , ma are restricted to the square 
s:-22- c<mi<22--E (i=1,2). 
The curves 
ml = E, m2 =E, m, + m, -m1m2 =2~ - c2 
divides S into six regions which we label S, (1 < t < 6). For (m, , m,) in 
Ss or S, there are no cycles. For (m, , ms) in S, or Ss there will be a stable 
cycle about an unstable intersection point. For (m, , m,) in S, or S, there will 
be an unstable cycle about a stable intersection point. Finally, we mention 
that the case where (m, , ms) falls outside S can be treated by methods 
similar to the above. We do not carry this out here as several cases have to 
be distinguished. 
m2 m =2+&f I ’ 
m= 2 
m-l=-2k-E 
FIG. 14 
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We may translate the above results in terms of the original circuit para- 
meters. We obtain the following result which is similar to the one of 
Section III. Let the characteristic consist of three straight lines joined at 
Pi , Pz (see Fig. 15). The three lines are denoted by Zi , 1, , Za and their slopes 
i 
FIG. 15 
are h, , h, , /rs respectively. It is assumed that ka < - CR/L, h, > 0, h, > 0 
and that 
CR 
--2g<h,<2;+?. L 
The latter condition guarantees oscillation. If 
_ Rh 
8 
> 2 (CR2/L) - (C*/L)2 + Rh6 
1 +Rhz 
(i= 1,2) 
then an unstable cycle grows out of P as the load line passes through Pi. If 
_ Rh 
3 
< 2 (CR21L) - (CR2/G2 + fii 
l+& 
(i= 1,2) 
then a stable cycle grows out of P as the load line passes through it. If 
_ Rh, > 2 (CR21L) - (CR2/Q2 + M, 
1 +Rh, 
at P2 then it follows by the PoincarC-Bendixon theorem that another cycle 
exists which surrounds the unstable one. 
APPENDIX II 
A POWER SERIES REPRESENTATION M)R THE GENERATED LIMIT CYCLE 
We have shown in Section III that when the load line passes through Pi 
bifurcation takes place; i.e., a limit cycle grows out of the singular point P. 
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We proceed to study this phenomenon in greater detail. We show that the 
generated limit cycle is unique and obtain a power series representation for it 
whenf(er) is analytic. This problem has been studied in greater generality by 
E. Hopf by a different method [a]. 
We write Eq. (4.3) in complex form. Letting w = z + iu, (3.3) becomes 
dW 
- = CIOW + (f&w2 + c1gLei + C,,t5Z) + (c&w3 + C,lW%i + . ..) + **’ 
ds 
(11.1) 
where Cij = C,,(S). The following coefficients are evaluated as they 
needed in the argument. 
are 
Cl, = i + i, G3=-+(C+Ai), 11 2, 
c =C+Ai 
C,, = $ (D + ill). (11.2) 
We now make a change of variables which removes the quadratic term 
of (11.1). Let 
w = 5 + (CQ + IX5 + Y12) 
where 01,,3, y are determined later. Inverting we obtain 
(11.3) 
5 = (ws + /3ti + $9) + ([3afl + I /I 12 + 2 ( y I”] w% + *-) + -** . 
(11.4) 
Now 
d5 ag dw 
dS=aeudS+ 
ag dii -- 
aw dS 
and by means of (II.l), (11.2), (11.3) we obtain 
g = Cl5 + (- CP + C,,) t2 + (Cl, - BG) r;% 
+(clY+COB-2Y~l)%~+... (II S) 
Setting the coefficients of [s, t;%, la equal to zero, we have 
C &.=A!!? j+ co, 
Cl ’ 1 y = 2e, - Cr 
so that 
a = - Cd, B = Cd, 
C y=-Ei 
3 
(II .6) 
(11.6’) 
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when 6 = 0. Hence (11.5) reduces to 
dS = Cd + (Qoi? + 4,P% + 4,5%2 + Do&%‘) + ..- (11.7) 
where Dij = Dij(S). 
Letting 5 = 485, 6 > 0 (11.7) becomes 
d5 jg = c,t + 2 ~n’2p”+1(5, 596) n=2 (11.8) 
where P,,+d& 8,s) is a homogeneous polynomial of degree n + 1 in I, 6 and 
Pdt, t, 6) = QoP + &J2f + D12452 + Do& 
The solution 15 = ((s, a, 6) of (11.8) which equals a when s = 0 is given by 
6 = a&* + 1: $28n’2P,,+,[~(~, a S), &u, Q, a), S] * eC1(‘+‘) du. (11.9) 
n 
We seek a periodic solution to (11.8) of period 27r + o(S) and for which a is 
real, i.e., we must solve the equation 
0 = a[ecl~2[2rr+ol - l] + 1:s 8n’2Ps+l(f, 4,s) * eC1(2n+o-u)du. (II. 10) 
n=2 
Letting a/6 = v, (11.10) becomes 
= qu, v, S). 
In particular 
(11.11) 
F(a, v, 0) = a(24 + vi) + D2,u3 = 0 (11.12) 
where C’ is the derivative of C,(6) evaluated at 6 = 0. If (Re Ci)/(Re D) < O,l 
then (A.12) has a nontrivial real solution a,, v0 given by 
a, = 
Re C,’ 
-Rag’ ” = 27r ( 
ImD 
2 * Re C; - Im C; 
Re D,, 1 
. 
1 Re Z and Im Z denote, as usual, the real and imaginary parts of Z. 
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If (Re C;)/(Re D) > 0, then we make the substitution 
The same analysis as above then yields the following equations which are 
similar to (11.8), (11.11). 
-g = Cl5 + g (-- SP’” Pn+1(& z, 8). 
n=2 
(11.8’) 
b/2)-1 pn+l(& 4, 6) &(2”++‘J ) d,, 
= F*(a, v, 6). (11.11’) 
The equation 
F*(a, v, 0) = a(27rCi + Yi) - D21U3 (11.12’) 
then has a nontrivial real solution a, , v,, given by 
a, = 
-iGq- 
Re’ v” 
.ReC; -1mC; 
) 
. 
Setting real and imaginary parts equal to zero, we find that both systems 
(11.11) and (11.11’) give rise to two equations in the two real unknowns a, v. 
A direct computation shows that the Jacobians J, J* corresponding to 
systems (II.1 1) and (II.1 1’) evaluated at a, , v. are equal to 
- 4m, - Re C, # 0. 
If (Re Ci)/(Re D) < 0, then we conclude from the implicit function theo- 
rem that for sufficiently small 6 > 0 (11.1) has a unique nontrivial periodic 
solution w = w(s, a), ~(0,s) > 0 of period 27r + u(6) for which w and u 
are continuous in S and w(s, 0) = 0, o(O) = 0. w and a are analytic in 2/ts. 
If (Re C;)/(Re D) > 0, then the same conclusion holds for sufficiently small 
6 < 0; w and u are now analytic in 2/T. The same results hold if f E Ca; 
in this case we can only conclude that f and u are continuous in 6. 
We now evaluate Re Cl , Re D,, for 6 = 0. From (11.2) and (3.4) we have 
C,=b= - (l/26) (W’(0) + @V/2) + *.a) = - F”(O) * + . . . 
w 2/(1 - E)/E + *** 2 1/E(l - E) 
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so that 
c;(o) = 
-F”(O) 
_~~ ~~ . 
2 &(l - <) 
(11.13) 
A lengthy but direct calculation shows that 
Re P2d = Re (C2d - Im (C2&d. 
Using (11.2) and (3.4), we conclude that 
Re (Da,) = 3B +8 2Ca 
so that 
Hence 
1 
Re (Dz1(o)) = 16 G -4 
F”“(O) F”‘(O)] . 
1 - E 
sgn i$Ib),) = sgn )- [= --F”‘(O)] *F”(O)/ . 
t 
(11.14) 
Our results agree with and implement those of Section III. 
We can also obtain a power series expansion for the periodic solution of 
(11.1). It clearly suffices to obtain one for the periodic solution of (11.8). 
We assume that (Re C;)/(Re 0) < 0; the case (Re C;)/(Re D) > 0 may be 
treated in a similar fashion. The periodic solution t(s, 8) of (11.8) and its 
period T(u) = 2~ + U(S) are analytic in 2/S and can therefore be expanded 
in powers of 2/S. I.e., 
5(s, 6) = E,(s) + tl(s) d/s + 52(s) s + ... 
T(S)=2n+Ti2/6+T,S$-.- 
Since u/S + va as S + 0, we have Tl = 0, T, = v. . 
Let S/T = T(S). Then 5 = f(7T(S), 6) = ~(7, 6) is analytic in S and periodic 
in 7, the period being 2~. Hence 
dT,S) = 110(T) + 771(T) dS + 72(T) s+ ‘. . 
where Q(T) (; = 0, 1, 2, *a*) is periodic of period 2~. 
Rearranging terms in (11.8) according to ascending powers of d/s we have 
4 -= 
dr 
(1 ++i +$w + . ..) 
(11.15) 
where Qn+l(~, +j) is a polynomial of degree 71 + 1 in 7, +j. 
5 
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Comparing coefficients of PI2 (n = 0, 1, *a+) on both sides of (11.15) we get 
the following differential equations for the Q’S. 
3 = irIp + C’(O) 7, + P&I, ii, 0) + 2 q, 
4, 
. 
- = iTjn + 
dr [ 2 i%-e + 2&l(O) I 70 IS r),_, + 41(O) &n-8 + c;(o) %I-, 
+ 3Qo(O) d%a-2 + 2Q2Ko b?JqGl+ o,(O>~h~ + -** 
+ 3~os%&-p] + g ho +F, (11.16) 
where F, is a polynomial in Ti (2 < i < n - l), Q and qr (0 < i < n - 3). 
We have to find periodic solutions for the equations (11.16). We obtain 
70 = a@, q, = ug? iz. In order that the equation for dqr/h have a periodic 
solution the right side must be void of an eir term; i.e., 
iT 
c;(o) a, + 41(O) u”, $- 2 Qo = 0. 2rr 
This is just Eq. (11.12). 
It follows easily by induction that rln is a trigonometric polynomial. Let 
7,-, = a,,leis + z anakeik8. 
k#l 
Suppose that we have determined T, , *a*, T,-,; q2 , .*s, r],, . The %,k’s 
(k # 1) can be computed from the equation for d~+,JdS . a+,, , T, can then 
be computed from the equation involving d&dS by noticing that the right 
side must be void of an eir term. Thus 
= D&‘Y,,,~ + k iu, + M,, = 0. (11.17) 
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Here lVn is a function of Ti (1 < i < n ~~ I), yi and +ji (1 .< i 3:. ~2 ~-- 3) 
and the CX,,~‘s (k # 1). Setting the real and imaginary part of (11.17) equal to 
0, we can compute c+~,~  T, . The 7,‘s and T,‘s occurring in (11.16) can thus 
be computed and we can express 7 and T as power series in 2/a. 
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