In this work, we use Support Vector Machine algorithm to detect simple and complex interfaces in atomistic and coarse-grained molecular simulation trajectories of phase separating lipid bilayer systems. We show that the power spectral density of the interfacial height fluctuations and in turn the line tension of the lipid bilayer systems depend on the order parameter used to identify the intrinsic interface. To highlight the effect of artificial smoothing of the interface on the fluctuation spectra and the ensuing line tension calculations, we perform a convolution of the boundaries identified at molecular resolution with a 2D Gaussian function of variance ε 2 equal to the resolution limit, (1/2πε 2 )exp(−|r| 2 /2ε 2 ).
Introduction
The study of lateral phase separation in the plane of the lipid monolayers and bilayer in terms of mobility of membrane anchored motifs and lipid conformations have come a long way since the early original work carried out 30-50 years ago [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Several recent experimental and computational studies have shown stark evidence of lateral phase separation in in-vitro model ternary [11] [12] [13] [14] [15] and quaternary lipid mixtures [16] [17] [18] and in in-vivo cell membranes [19] [20] [21] [22] [23] . The model ternary in-vitro systems generally consists of a saturated lipid, unsaturated lipid and cholesterol. Depending on the cholesterol content, ternary systems show two phase coexistence as "liquid-ordered" L o and "liquiddisordered" L d phases at higher cholesterol concentrations and "liquid-ordered gel" L β and "liquid-disordered" L d phases at lower cholesterol concentration. A three phase coexistence of L o /L d /L β has been observed at intermediate cholesterol concentrations [24] .
Distinct phases differ in their chemical composition and physical properties.
Among the factors that dominate kinetics of phase separation and domain formation, line tension energy or the free energy cost per unit length of the interface, required to maintain the boundary is one of the major determinants of domain size [25, 26] , geometry and boundary roughness in lipid systems. The term was first introduced by Gibbs [27, 28] as an analogue of surface tension acting at the domain interface. The energy at the domain boundary is given by the product of line tension and boundary length. Line tension can be tuned based on the chemical composition of the lipid mixture, which manifests as differential molecular interactions [16, [29] [30] [31] [32] and external factors such as temperature that effect distributions at the interface.
Similar to the thickness mismatch between lipid types in lipid-only systems, mismatch in the length of hydrophobic region of transmembrane protein and surrounding membrane in lipid-protein systems result in unfavourable interactions due to exposure of the hydrophobic region to aqueous environment. This excess energy per unit length is a major component of line tension. It is compensated by local membrane rearrangements of lipids around the protein [33, 34] . Depending on the relative thickness, transmembrane proteins can create either local order, termed as orderphilic protein or local disorder, termed as orderphobic proteins [35] . The fluctuating interface between order and disorder phases generated by local rearrangements of lipids is characterized by its line tension.
Minimization of line tension has been shown to be one of the key factors driving protein assembly in cell membrane [25] .
Several experimental methods have been used to measure line tension at the boundary interface in lipid monolayer and bilayer systems. While AFM studies on lipid bilayer mixtures apply macroscopic classical nucleation theory to relate the nucleation rate of domains to line tension [36] , line tension values measured using Flicker spectroscopy method employ capillary wave theory at microscopic length scales [37, 38] and measurements using micropipette aspiration technique relate laplace pressure to line tension in the limit of the interfacial boundary energy being much larger compared to the bending energy [39, 40] . Although the line tension values reported from these different methods are similar in magnitude for the same ternary lipid mixture studied [41] , they are limited by resolution of the experimental methods applied. In this work we concentrate on the capillary wave theory formulation applied on domain boundary fluctuations to quantify line tension. Value of line tension obtained and important features of the boundary fluctuation spectra are highly dependent on the boundary identified.
Roughness of the boundary depends on the length scale at which it is measured.
The molecular simulations trajectories do not have the resolution bottleneck and can be used to model and study the molecular-level roughness at the domain boundaries. In this work, we study boundary fluctuations in coarse grain lipid bilayer systems resulting from order-disorder interface generated due to protein insertion in the bilayer and due to phase separation in ternary lipid mixtures. These boundaries are identified using Support Vector Machine (SVM) algorithm and user-defined supervised classifiers. The highly automated machinery of SVM allows us a high-throughput rigorous quantification of the interface boundaries at molecular scale with different user-defined order parameters (classifiers) and allows us to look into the resulting fluctuations spectra, not just at the steady state but also while the domain formation is in progress.
This article is organized as follows. In Section II we describe the systems under investigation, discuss the methods and algorithms used to identify the boundaries and also discuss the capillary wave theory applied on the boundary fluctuations. In Section III, we show the results of application of SVM to identify boundaries in systems with simple and complex geometries and discuss the results with respect to the reported methods of intrinsic surface identification. Further we show the effect of using different order parameters in interface and their fluctuation spectra. Finally in this section we show the effect of resolution on the geometry of the identified boundary and its implications on the fluctuation spectrum and the line tension calculations. We conclude in Section IV by summarizing the major results in this work and put forth some speculations on how fluctuation spectra can be interpreted to understand non-equilibrium nature of systems.
Material and Methods

All-Atom (AA) and Coarse-Grained (CG) systems
We use five different systems, as listed in Table 1 , for our study. The two All-Atom (AA) trajectories exhibiting fluid-phase coexistence [42, 43] were made available by the Pittsburg Supercomputing Centre. There are three Coarse-Grained (CG) trajectories of lipid bilayers that are all simulated using Martini CG force-field parameters [44] . While the first CG system (DPPC/DUPC/CHOL ternary lipid mixture) is an example of fluid-fluid phase coexistence with a quasi-circular boundary [45] , the second one is a transmembrane protein -lipid bilayer system (DPPC/TMP) with a circular interface geometry [35] . The third CG system is a transmembrane peptide -lipid bilayer (DAPC/DPPC/CHOL with 9 tLAT peptides) system with a linear interface geometry [46] . All CG trajectories were borrowed from the respective laboratories for implementation and analysis of the algo-rithms discussed in this paper. Simulation details about the systems can be obtained from the original papers where these trajectories were generated.
Analysis were carried out on the last 1.84 µs of the trajectory of DPPC/DUPC/CHOL system after the L d lipids cluster into a quasi-circular lateral organization geometry. The last 2.3 µs of the trajectory was split into 5 independent segments and fluctuations were calculated for each segment and averaged across the segments. For the DPPC-TMP system, fluctuations of the interface were calculated over 10 independent trajectories (600 ns each). For the DPPC/DAPC/CHOL systems, the interface fluctuations were calculated in the last 1 µs of the trajectory for system with and without tLAT transmembrane peptides. For the AA systems, we have taken individual snapshots of the trajectory to detect domain boundaries and due to the highly rough and transient nature of the interface, fluctuation spectra analysis is not carried out on them.
Order parameters used as domain boundary classifiers
We apply membrane thickness, deuterium order parameter [2, 4, 47] and hexatic order parameter (φ 6 ) [48] to characterize the extent of membrane orderliness for the simulation systems. Besides these commonly used markers, we also use the degree of non-affine displacements (χ 2 ) [49] to distinguish between the different phases in the lipid bilayer systems. We recently showed that χ 2 works as a high-fidelity marker between the liquid order (L o ) and liquid disordered (L d ) regions in the membrane system at molecular length scales [31, 50, 51] . χ 2 was originally applied on granular material by Falk and Langer ( [49] ) and is given as:
where the indices i and j run through the spatial coordinates for dimension d and n runs over the N lipids in the neighbourhood Ω, defined within a cutoff distance around the reference lipid n = 0. δ ij is the Kronecker delta function. ij is the strain associated with the maximum possible affine part of the deformation and thus, minimizes χ 2 Ω (t, ∆t). ij is defined as given in the original reference [49] . ∆t of 240 ps is used for AA systems and 8 
Detecting Boundaries using SVM
Identifying molecules at the phase boundaries and measuring the atomic scale motions to quantify the interfacial properties is a challenge in experimental and computational science. Line tension measured through fluctuations of the interface depends heavily on precise identification of the interface. In this work, we identify the boundary using SVM classifier method and ensure that the boundary thus identified is the true intrinsic interface. Thermal broadening of the intrinsic surface due to capillary waves results in the observed intrinsic width of the interface. Algorithms for the identification of intrinsic surfaces have come a long way from the original formulations where interfaces were assumed to be a step function [52] . These can be broadly categorized into methods that require the precise identity of interfacial molecules [53] and those which do not rely on identification of interfacial molecules and involve obtaining a smooth interface by spatial coarse graining [54] . In general, systems exhibiting fluid-phase coexistence do not have very clear interfacial region and detection of phase boundary becomes even more involved if the system has not yet reached a steady state, approaches critical point or is affected by external factors such as inclusions in the membrane matrix or external perturbations. In this work, we harness the highly automated SVM machinery to detect phase boundaries in bilayers exhibiting fluid-phase coexistence.
SVM [55, 56] refers to a class of supervised learning algorithm that is used for data classification, regression analysis and outlier detection. With advent of readily available software tools, it is now extensively being used in the area of computational biology to predict protein structure [57] , classify protein into functional family [58] , recognize protein folds [59] and predict lipid interacting residues in membrane proteins [60] to name a few.
For the sake of completion, we have described the algorithm in the SI. Broadly speaking, for a set of training data set with multiple classes, the purpose of SVM algorithm is to generate hyperplanes that maximally separates the data from one another. In this work, the data set is divided into two classes. Lipids with order parameter above a certain value are marked in one class while the ones below a certain cutoff values are marked in another class. SVM algorithms use set of mapping functions called kernel functions, which are particularly convenient to classify data that are linearly non-separable. In this work we use radial bias function (RBF, K(x, x ) = exp(−γ x − x 2 )) and linear kernel function (K(x, x ) = x.x ) upon appropriate optimization of the parameters. These are implemented on SciPy tools [61] and scikit-learn contains the machine learning library [62] in python. We have put our code with example input files on github (Provide link here)
Fluctuation Spectra and Capillary Wave Theory
Capillary Wave Theory (CWT), which draws correlations between capillary wave fluctuations and interfacial tension [52, 63, 64] , presents a method to calculate interfacial tension from the power spectral density of interface height fluctuations without the knowledge of forces between individual molecules. CWT assumes that the interface is acted upon by thermal waves causing small amplitude fluctuations and gives a direct connection between the amplitude of the fluctuations of the intrinsic surface and line tension associated with the boundary [52] . The small amplitude fluctuations contribute to quadratic free energy function for these fluctuations. Thus the mean square amplitude of Fourier components of the capillary waves follow a Gaussian distribution and each modes contribute k B T /2 energy according to equipartition theory, within the equilibrium approximation. Mode dependent interfacial line tension is given by [65] :
where k B is Boltzmann constant, T is temperature, L is perimeter of the boundary, |h(k)| is the power spectral density of height fluctuations of the interface and k is 2πn/L. This is commonly used in fluorescence microscopy of liposomal vesicles exhibiting domain separation [37] . While the above formulation is applied to vesicular domains by getting the power spectra of the height fluctuation (radial deviation) about mean perimeter (mapped to a planar boundary of equal length), another variant of the above fluctuation spectra formula commonly used in Flicker Spectroscopy to obtain line tension [38] is applied for circular / quasi-circular interfaces. In the former case, with planar interface boundary representation, the Hamiltonian of the interface is written in cartesian co-ordinates and Fourier transformation of the height fluctuations is given in a interval between 0 and L. For systems with circular / quasi-circular interface, the periodicity is 0 to 2π. The Hamiltonian of the interface is written as a function of arc length in polar coordinate system. Fourier series of the radius (height) fluctuations is written with a periodicity of 2π. Brown and co-workers have beautifully laid out the theoretical underpinnings of the domain fluctuations to membrane dynamics, viscosity and molecular orientations and dynamics of lipids [66, 67] . We show the equivalence of the two formulations in SI and have applied both methods for line tension calculations.
Once the boundaries are appropriately detected at all snapshots, we calculate the fluctuation spectra of the in-plane boundary fluctuations and study its properties. To subtract for the effect of translation on the identified boundary, we rescale the boundary co-ordinates with respect to the centre of the boundary for every configuration analyzed from the molecular dynamics trajectories. Further, to obtain a smoother boundary, we Detecting phase boundaries in a non-equilibrium system or system that is evolving and on the way to equilibrium is even more challenging due to the highly dynamics nature of the interfaces. In the past, several schemes have been attempted to faithfully capture the continuous interface boundaries in lipid bilayer systems with coexisting L o and L d phases. Carla Rosetti and co-workers [30] obtained phase boundaries by using the intrinsic density profile method [53] after eliminating the thermal fluctuations of the interface.
David Chandler and co-workers [35] used Gaussian density field approach [54] , where they perform a convolution with a Gaussian function and smoothen out the interface profile. Voronoi tessellation with a cut-off on tail order parameter [68] and local composition [16] have also been applied to identify lipids in L o and L d phases and their the phase boundaries. Recently, John Straub and co-workers used an interface detection algorithm, similar to that used by Carla Rosetti and co-workers, that uses the information about the chemical identity of a given lipids nearest neighbours to develop the interface profile [41] .
We leverage the highly automated machinery of SVM method to identify domain boundaries that allows us to quantify the inherent uncertainty in detection of interfaces. Given labelled training data set (supervised learning), SVM outputs an optimal hyperplane that maximally separates the data with different labels. For example, if the phase boundaries have to be detected using lipid type, we label saturated lipids with +1 label and unsaturated lipids with −1 label and use the SVM algorithm to identify boundaries. Table 2 ), we show two different boundary profiles per CG system and further discuss the sensitivity of boundary profile to SVM parameters shortly.
Movie movS1a and movS1b in SI show the boundary detected using chemical identity for DPPC/DAPC/CHOL systems with planar interface [46] . As evident from the movies for the DPPC/DAPC/CHOL systems with planar interface, the boundaries are captured faithfully by the algorithm despite the noticeable interface fluctuations. The high fidelity of interface detection is also aided by the fact that the lipid miscibility across the interface is nominal, which need not be the case for all systems. For example, in movie file movS2a in SI, we show the near-circular domain formation kinetics process for a large DPPC/DUPC/CHOL bilayer system that starts from a random organization [45] . Movie file movS2b in SI shows the system with SVM-detected boundary fluctuations when the steady state is reached. In Fig. S1 , all boundaries for last 900 snapshots are plotted for the DPPC/DUPC/CHOL bilayer with quasi-circular domain and in Fig. 2 (A) we plot the boundaries for 100 snapshots (at 4.6 ns intervals) with the average boundary shown in black. One of the advantages of this highly automated method is the ability to track domain boundaries for evolving system since the method does not assume an equilibrated standing wave form at the interface. In Fig. 2(B) , we show how the boundary length changes as a function of trajectory evolution. As expected, we do see that boundary length decreases with time (and becomes less jagged with time). However, the boundary length do not attain a constant value within the simulation time of 11 µs of CG simulations. Convergence of the trajectory to its equilibrium configuration is not assured despite a visibly well-formed domain. We also discuss the repercussions of this with respect to the line tension calculations below.
Optimizing the value of gamma parameter in the SVM method is comparable to tuning the bin width resolution in the originally proposed intrinsic surface identification method by M. Jorge and M. N D.S. Cordeiro [53] . The value of gamma hence determines the lower wavelength cutoff of the capillary wave induced fluctuations on the intrinsic surface [69] and must be set to length scales of particle diameter. Small value of gamma implies higher variance of the Gaussian function and results in a smooth, less corrugated hyperplane or decision boundary. Large value of gamma implies a smaller range over which support vector i can influence the class of support vector j i.e, only if they are in close proximity. While setting gamma parameter to a very low value would imply incorporating particles that are otherwise part of the bulk phase rather than the particles that belong to the interface to mark the domain boundary. On the other hand, a high value of gamma could result in potential overfitting of the boundary. Hence different values of gamma will affect the shape of the boundary determined. This can be clearly seen in Fig. 1(1A Table 2 .
For rest of the analysis we use γ value of 0.05 which consistently shows lower variance of probability distribution and has a maximum for probability distribution occurring at w ≈ 0. This value of w signifies that the profile of interface obtained is intrinsic [30] .
Choice of Order Parameter and Boundary Profiles
SVM is not restricted to using chemical identity as an order parameter to identify L o and L d phases. We have also used physical order parameters such as deuterium order parameter (S cc ), non-affine displacement field (χ 2 ), hexatic order parameter (φ 6 ) and membrane thickness (d) as classifiers to detect phase boundaries with varying degree of sensitivity.
For the DPPC/DUPC/CHOL system with closed-loop domain formation, Fig. S2 shows the domain boundaries for 900 snapshots with S cc as the classifier. The corresponding trajectory of domain formation is shown as movie file (movS3A in SI) where each lipid is colour coded as per its S cc value. For boundary identification, we choose a cut-off of S cc values, and label the lipids as L d for S cc value less than 0.5 and as L o for S cc value greater than or equal to 0.5 as shown in movie file movS3B in SI. The corresponding boundary at every snapshot is shown in movie movS3C. Same kind of evolution is also shown for χ 2 (movie file movS4(a-c)) where we have used a cutoff of 2000 to classify L o and L d lipids.
The domain boundary and its fluctuation thus obtained with each of these order parameters is different. Fig. 4(A) and Fig. 4(C) shows the converged phase separated domain with each lipid color coded as per its S CC value and χ 2 value, respectively. The difference in the average boundary for S cc cutoff value of 0.4 and 0.5 is shown in Fig.   4 (B) and χ 2 values of 2000 and 2400 is shown in Fig. 4(D) . In Fig. 5 , we plot the full fluctuation spectra of the interface. The difference in boundary obtained using different order parameters is reflected in the full fluctuation spectra shown in Fig. 5(A) . The region between k value of 1 and 3 nm −1 scales as 1/k 2 , in accordance to CWT. Line tension values obtained by fitting these regions (as shown in Figure 5B shows that the line tension of the system decreases with the addition of tLAT peptides, which corroborates the free energy studies carried out on the system [46] . Figure 6 shows the fluctuation spectra and its fit for boundary marked used chemical identity and S CC to distinguish between the L o and L d phases. While the spectra obtained using fluctuations of the boundary identified using chemical identity and tail order parameter show a decrease in line tension upon insertion of the tLAT peptide, the magnitude of decrease is different in both these cases. Line tension obtained by fitting the k region show the effect of choice of order parameter and the cutoff used in the evaluation of line tension in the system. We also find (Fig. 7 ) that for molecular scale organization and for systems not having a very well-separated phase boundaries, thickness and hexatic order parameter are not the most robust classifiers to detect boundaries. In Fig. 7 (A) and Fig.   7 (C), we plot the planar distribution of local membrane thickness values and lipid-wise φ 6 values, respectively for the DUPC/DPPC/CHOL system discussed above. Since the thickness calculation is not lipid wise and the thickness is calculated by interpolation of the grids on xy plane according to the GridMAT-MD algorithm [70] , the local lipid-level order and disorder are highly homogenized. Fig. 7(B) and Fig. 7(D) show the L o and L d phases identified based on a cut-off on thickness and φ 6 respectively. While φ 6 is a good marker to distinguish between gel-fluid co-existing phases, we find that it is a poor marker to distinguish liquid-liquid co-existing phases [50] . The boundary marked in black in Fig. 7(D) is very rough. In another gel-liquid transition, Chandler and coworkers [35] perform a Gaussian convolution on the interface identified using φ 6 . The variance of the Gaussian used is in the order of molecular diameter of the lipid species.
The corresponding trajectory evolution for thickness and phi 6 are shown in SI movie files movS7A and movS7B, respectively. The phi 6 works well for the above systems since the transition is gel-liquid but the Gaussian smoothening has some implications on the eventual spectra and line tension calculations, which we discuss in the next section.
Interpreting the complete boundary fluctuation spectra
Boundaries and their fluctuations obtained from molecular dynamics trajectories have resolutions up to molecular level details. Results from calculations performed on molecular dynamics trajectories need to be interpreted in terms of experiments such asflicker spectroscopy, which have limited optical resolution that can go as low as 86 nm [71] [72] [73] [74] .
To study the effect of artificial smoothing of the boundary observed due to resolution effects, we perform a convolution of the boundary identified at molecular resolution with a 2D Gaussian function of variance ε 2 equal to the resolution limit, (1/2πε 2 )exp(−|r| 2 /2ε 2 ), similar to the effect of point spread functions in experiments. The convolution function is given by h ⊗ g, where h is the instantaneous height fluctuation and g is the Gaussian function. We apply this prescription on (i) the DPPC/DUPC/CHOL system with quasi-circular boundary that is heavily discussed above, and also on (ii) the DPPC/TMP system [35] system. Boundary for the DPPC/TMP system is marked based on a cut-off on χ 2 values. In this system chemical identity cannot be used to distinguish order and disorder phases (Fig. S3 ). Fig. S3(A) shows a snapshot with lipids sites with χ 2 greater than 2000 labelled as L d in blue and lipids/TMP sites with χ 2 lesser than or equal to 2000 labelled as L o in red color. The SVM determined boundary is marked in black. Fig.   S3 (B) shows the boundaries detected for 300 snapshots.The average boundary, shown in black, is almost a perfect circle for this system. The corresponding trajectory of boundary fluctuations is shown in movS6 in SI. Movie movS9 shows boundary marked and its fluctuation. In Fig. S4 , we show the spectrum obtained by an equivalent formalism (Formalism 2) [38, 66, 67] for the DPPC/TMP system that retains the circular reference geometry of the interface for power spectra calculations. The same first five k values are fit to CWT as shown in inset of Fig. 8(D) . The line tension obtained is 10.01 pN as opposed to 11.84 pN by fitting the fluctuation spectrum to c/k 2 in the previously used formalism (Formalism 1) [37] . While formalism 1 does not impose strictly that the interface needs to be circular, formalism 2 assumes a perfectly circular interface. The difference in the line tension values obtained using the two formalisms could be due to the slight deviations of individual boundaries from non-circular geometries as shown in Fig S3(b) . As a side note we would like to point that plotting the fluctuation spectrum as a function of k 2 as done by Straub and co-workers [41] forces the fit region (in this case the lower k modes) to imposes the region to artificially scale according to CWT. As seem in the fitting of the above discussed spectra, this need not be the case always.
It is important to note the different k regions fit to capillary wave theory in these two systems. Smaller k values scale according to CWT for the DPPC/TMP system whereas k values between 1 and 3 nm −1 scale according to CWT for DPPC/DUPC/CHOL system. The boundary length evolution data (see Fig. 3b ) clearly suggests that even an 11 µs of trajectory for the DPPC/DUPC/CHOL system is not sufficient to completely equilibrate the system. We also plot the spectra as a function of time for this system (see Fig. S5 ). The boundary length and line tension fitted to CWT regime is shown in the inset table. The changing spectra indicate that apart from the aforementioned reason for fitting higher k values due to inadequate sampling for complete equilibration in case of DPPC/DUPC/CHOL system, the scaling of fitting regions also depends on roughness of the boundary. Also, worth noting in the higher intensity of small wavelengths at the early stage of the domain formation when large frequency dominates the interface. To highlight this point, we artificially create a simulated roughness profiles of various frequency modes with different amplitudes (using a combination of sine waves) (see Fig. S6 -Fig. S9 ). 
Conclusion
Using SVM classifier method to identify boundaries in phase separated CG and AA lipid systems, we have shown that this computationally less expensive method is efficient in locating simple and complex boundaries with a precision up to molecular length scales.
Order parameters reported in literature including chemical identity of the lipids, tail order parameter S CC and degree of non-affinity in topological rearrangements of the lipids χ 2 are used to distinguish L o and L d phases and fed into the SVM algorithm to determine boundary. We show that the difference in boundaries identified by each of these order parameters is reflected in the fluctuation spectra and line tension obtained by fitting the spectra. Depending on the roughness of the boundary, different regions of the fluctuation spectra scale as k −2 according to CWT. Fluctuations of a rougher boundary has significant contributions form the higher frequency modes in the fluctuation spectrum.
Apart from the dependence of scaling on the roughness of the boundary, we also find that the range of k values for which the fluctuation spectrum scales according to CWT depends on complete equilibration and statistically sufficient sampling of equilibrium state of the system. Based on the observations we hypothesize that absence of k −2 scaling for smaller k modes and the range of k values for which k −2 scaling is observed holds information about the non-thermal, active fluctuations in the system. In in-vivo set-ups constantly exposed to external perturbations, based on the criteria of range of k modes scaling according to CWT the equilibrium or active, out of equilibrium nature of the system can be studied.
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SVM is routinely used to classify linearly non-separable data. If we have data that is d dimensional, and is not linearly separable, we map it to a higher dimension where it is linearly separable and find the hyperplane in this dimension, and map it back to the initial dimension. The problem becomes computationally intractable with too many points or with highly increased dimensionality. Mapping every point to higher dimen- 
S2 Reconciling different formulations of LT calculation
Formulation 1 :
where k = 2πn L , n is an integer, σ is line tension value, R 0 is radius of the boundary, L is the boundary perimeter, k B is Boltzmann constant and T is temperature.
Hamiltonian of a fluctuating interface according to capillary wave theory is given by:
Here h(x) can be written as a Fourier series with periodicity [0,L]:
n a n cos 2πnx L Here: a n = 2πR 0 n L a n b n = 2πR 0 n L b n Using Parseval's identity (given) in energy equation:
where a 0 = 0. Hence:
Substituting in energy equation:
Applying equipartition theorem which states that each mode contributes k B T 2 energy:
Thus, we arrive at the expression for formalism 2 2 starting from Hamiltonian used in formalism 1 3 .
Another way of showing equivalence of the two formulations is shown below:
Writing h(x) as a Fourier series in x similar to ref ? :
Here, a n and b n are dimensionless, and R 0 has dimension of length, 2πn L = k and the coefficients of the n th Fourier series terms are R 0 a n for cos and R 0 b n for sin terms.
According to Sarah Keller and co-workers 3 :
However, at integer indices, h(k) will be related to the Fourier series coefficients as:
The R 0 is present in the numerator as the coefficients in the Fourier series are R 0 a n and R 0 b n instead of a n and b n . Therefore:
The two formulations we have are:
where |u(n)| 2 = a 2 n + b 2 n (without the R 0 factor, as that is how it was in the ref ? ), k = 2πn L , n is an integer, σ is line tension value, R 0 is radius of the boundary, L is the boundary perimeter, k B is Boltzmann constant and T is temperature.
Proceeding from formulation 1:
Therefore, formulation 2 follows from formulation 1 and vice versa. Figure S5: Spectra of boundary fluctuation for DPPC/DUPC/CHOL system for different frame ranges. As the system evolves, slope of the region between k=1 to 6 decreases.
S3 Simulated hight fluctuations and their spectraunderstanding the fluctuation spectra
In this section we discuss fluctuation spectra of simulated height fluctuations generated by a combination of sine waves. Figure S6 shows the fluctuation spectrum of height fluctuations consisting of low amplitude, small frequency vibrations. Fluctuation spectrum for systems with increasing higher frequencies and with higher amplitudes are shown in Figure S8 and Figure 
