Abstract. We present a numerical method to compute accessory parameters of the uniformizing differential equations of elliptic curves associated to arithmetic Fuchsian (1; e) groups. Up to P SL2(R) conjugation there are only finitely many such groups and we give a complete list of the accessory parameters.
Introduction
A discrete subgroup Γ of P SL 2 (R) is called Fuchsian group and its elements act on the upper half plane H as Möbius transformations. The quotient Y (Γ) = H/Γ can always be equipped with a complex structure and is therefore a Riemann surface. An important class of Fuchsian groups are congruence subgroups of SL 2 (Z) which lead to modular curves, which can be compactified by adding finitely many cusps. An immediate generalization of congruence subgroups are arithmetic Fuchsian groups. A group is called arithmetic if it is commensurable with the embedding of the norm one elements of an order of a quaternion algebra into M 2 (R). If Γ is a an arithmetic Fuchsian group, then X(Γ) can be realized as a projective algebraic curve defined by equations with coefficients in a number field. In section 1 we briefly review the basic facts on arithmetic Fuchsian groups. Special attention will be paid on the case where Γ is a Fuchsian group of (1; e)-type, that is a Fuchsian group whose quotient has genus one and the projection φ : H → H/Γ branches exactly at one point and the branching index at this point equals e. Arithmetic Fuchsian groups of (1; e) type were classified by Takeuchi in [Tak83] . The main issue will be the inverse ω of φ. As will be explained in section 2, ω can be realized as the quotient of two linearly independent solutions of a differential equation L, called the uniformizing differential equation. Recently Sijsling gave a list of equations for projective curves that yield models for most of the Riemann surfaces associated to the groups from Takeuchis list [Sijb] . If such a model is known, it determines the local data of the uniformizing equation. But in general, one complex parameter, called the accessory parameter, remains undetermined. In section 3 we explain how a method that computes high precision approximations of the generators of the monodromy group of a linear Fuchsian differential equation can be used to approach the determination of the accessory parameter. In all cases we are able to compute floating point approximations of the accessory parameter with accuracy sufficiently high to identify the accessory parameters as algebraic numbers.
1. Riemann Surfaces and Arithmetic Fuchsian groups of (1; e) type One way to construct Riemann surfaces is by taking the quotient H/Γ by a suitable group acting on the upper half plane. We will focus on the case where Γ is an arithmetic Fuchsian group of (1; e)-type. The books [Vig80] and [Kat92] cover all the material needed. We start by recalling the necessary definitions. For a Fuchsian group Γ whose action on H has a compact fundamental domain the quotient H/Γ is also compact with genus g. Since then necessarily Γ has no parabolic elements, if the projection H/Γ → H branches above r points with index m 1 , . . . , m r the signature of Γ can be defined as the tupel (g; m 1 , . . . , m r ). Groups with signature (0; m 1 , m 2 , m 3 ) are called triangle groups and their investigation has a long history. Beyond triangle groups a prominent role is played by groups with signature (1; e). Definition 1.1 (Fuchsian (1; e)-group). A subgroup Γ ≤ P SL 2 (R) is called Fuchsian (1; e)-group if the quotient H/Γ of the action of Γ on the complex upper half plane is a compact Riemann surface of genus one and the projection H → H/Γ ramifies of index e above exactly one point.
Following Fricke and Klein [FK65] , a lift of a Fuchsian (1; e)-group Γ to SL 2 (R) can be presented as < α, β, γ|αβα
where α and β are hyperbolic elements of SL 2 (R) and γ is elliptic with tr(γ) = 2 cos( π e ). In addition the Fricke relation
2 + tr(β) 2 + tr(αβ) 2 − tr(α)tr(β)tr(αβ) = 2 − 2 cos π e holds. For realizations A, B ∈ SL 2 R of α and β and p the fixed point of the elliptic element ABA −1 B −1 , the matrices A and B considered as maps are the side pairings of the hyperbolic polygon P with vertices p, Ap, Bp, ABp and angle sum 2 π e . It is Poincaré's theorem which in this case states that P is a fundamental domain for Γ. After suitable choices the fundamental domain of a Fuchsian (1; e) group in the upper half plane can be depicted as a quadrilateral, as in figure 1. There are even up to conjugation infinitely many such groups, but if we impose p Ap Bp ABp Figure 1 . Fundamental domain of a (1; e) group the condition that the group is arithmetic, a notion we will make precise below, only finitely many conjugation classes exist. The notion of quaternion algebras is crucial.
Definition 1.2 (quaternion-algebra). For two elements a, b of a field F of characteristic not equal to 2, the algebra F i ⊕ F j ⊕ F k ⊕ F l with multiplication given by i 2 = a, j 2 = b and ij = ji = k is denoted by a,b F and called the quaternion algebra determined by a and b.
Two familiar examples of quaternion algebras are the Hamiltonian quaternion algebra −1,−1 R and the matrix algebra
The next lemma shows that after an extension to the real numbers, quaternion algebras are governed by the above two examples. Lemma 1.3. Let φ i be an embedding of the number field F in R, then
the embedding φ i is named split and nonsplit elsewise. In the following let F be a totally real number field of degree n. There are n distinct embeddings φ i of F into the real numbers, called infinite places. Consider quaternion algebras which are split at the identity φ 1 and non split at all other infinite places. Denote the corresponding isomorphism
The ring of integers of F are denoted Z F . We say that a Z F submodule of a,b F ⊗ F,i R is an order if it is also a subring.
Clearly an element x of a quaternion algebra a,b F can be written as x = f 0 i+f 1 j +f 2 k +f 3 l and |x| := f Takeuchi used that an arithmetic Fuchsian (1; e)-group Γ can be described completely in terms of the triple (tr(α), tr(β), tr(αβ)) to prove that up to P SL 2 (R)-conjugation there are 73 arithmetic Fuchsian groups of (1; e)-type. A set of generators (α 0 , β 0 , γ 0 ) of Γ is called fundamental, if
and if it is of least height among all such generating triples, where the height is defined as
In [Tak83] a list of these fundamental triples (x, y, z) for arithmetic Fuchsian (1; e)-groups is given. Moreover, the quotient H/Γ is an Riemann surface with a marked point, the point above which the projection H → H/Γ branches. Hence this quotient is an instance of an orbifold.
Orbifold Uniformization and Differential Equations
In this section we recall shortly the classical theory of orbifold uniformization. A reference which explains the mathematical as well as the historical aspect of the uniformization of Riemann surfaces is the book [dSG] by the collective Henri Paul Saint Gervais. The multivalued inverse of φ is called developing map and it is in general a hard problem to determine this map explicitly. We will focus on the case where X is the quotient of the upper half plane by an arithmetic Fuchsian group of (1; e)-type and therefore M coincides with upper half plane itself. The hypersurface Y is just one point above which the map φ ramifies with index e. There is a fundamental connection between the multivalued inverse of the map φ and a certain linear differential equation, which goes back to Poincarë. For a local coordinate x on X the inverse map ω = φ −1 (x) is P GL 2 (R)-multivalued, but the Schwarzian derivative
is a single-valued map on X. For a proof of the last two claims and the subsequent desired proposition connecting the Schwarzian derivative and differential equations see [Yos87] [Ch.4.2].
Proposition 2.3. Let ω(x) be a non-constant P GL 2 (R)-multivalued map, then there exist two C-linearly independent solutions y 0 (x), y 1 (x) of the differential equation In general the unformizing differential equation can not be computed from Γ directly, but one can try to recover L E from its monodromy group M , since the projectivization of M coincides with Γ. To be more precise we recall the definition of the monodromy group of a linear homogeneous differential equation L. Such an equation L of order n on a Riemann surface S has near any ordinary or regular singular point p exactly n over C linear independent solutions, denote the space spanned by these solutions by F p . Since analytic continuation of a germ of O S along a path on S is defined up to homotopy, there is a well defined representation
where Σ is the set of singular points of L. For a loop γ ∈ S with base point p, analytic continuation along γ transforms F p intoF p and since F p andF p are two bases of the same vector space, the solution space of L, analytic continuation yields an element M ∈ Gl n (C) as
Definition 2.5 (monodromy representation, monodromy group). The representation ρ is called monodromy representation of L and its image in GL n (C) is called the monodromy group.
Denote the set of branch points of the projection H → X by B and let p a point outside of B, the representation ρ 0 : π 1 (X \ B, p) → Γ ⊂ P SL 2 (R) associated to the covering H → X is conjugated to the projectivization of the monodromy representation ofρ : π 1 (X \ B, p) → GL 2 (C) → P GL 2 (C). This can be seen as follows. Two solutions y 1 , y 0 of L E are a local branch of the inverse ω(x) of the covering map. By analytic continuation along a loop γ centred at p two C-linear independent local solutions y 1 , y 0 of L E are converted tõ y 0 = ay 1 + by 0 ,ỹ 1 = cy 1 + dy 0 with M = a b c d ∈ GL 2 (C). This yields
which is again the quotient of two solutions of L E and therefore another branch of ω(x) related to the former one by the Möbius transformation associated to M . Hence if the monodromy representation is computed according to an arbitrary basis F q the two representations ρ 0 and ρ are conjugated. We will do no computations with L E directly, instead we consider a differential equation L P 1 on the projective line which is related to L E via a certain pull-back. Since we assumed X to be a compact Riemann surface it can be realized as an elliptic curve, that in an affine chart can be given in the form E :
The map π : E → P 1 \ Σ, (x, y) → x is a twofold cover of P 1 \ {x 1 , x 2 , x 3 , ∞}, branching of index two at the points of Σ := {x 1 , x 2 , x 3 , ∞}, where x i are the roots of P (x) :
Thus L E is the pullback of a differential equation on P 1 , furnished with a local coordinate t which is defined by local data as
This differential equations is called algebraic Lamé equation and the complex number C is referred to as accessory parameter. This kind of differential equation was first investigated in connection with ellipsoidal harmonics [Poo07] [ch. IX] . The accessory parameter does not affect the local exponents and the location of the singularities of L P 1 . That L P 1 is indeed the correct object can be explained by a closer look at its Riemann scheme
A basis of the solution space of L P 1 at a regular point can be given by two power series and in a vicinity of any of the finite singular points it is given by
whose quotient is
the shape of this quotient at infinity is
At an ordinary point p of L P 1 the local exponents are 0 and 1, hence following [Inc56] [p.396 ff] in a vicinity of p the Ansatz
provides a basis of the solution space of L P 1 consisting of convergent power series, adding derivatives a fundamental matrix can be found as
The radius of convergence equals Σ, p , the minimal distance from p to any of the singular points of L P 1 . The coefficients are computed recursively as
where the initial conditions, i.e. the values of a 0 , a 1 and a 2 could be chosen arbitrarily with at least one a i = 0, but we will fix them as a 0 = 1, a 1 = 0 and a 2 = 0. The monodromy group of L P 1 is generated by the images of the monodromy presentation of loops γ 1 , γ 2 , γ 3 starting at p and encircling exactly one of the finite points in Σ in counterclockwise direction, with the additional property that composition of pathes γ 1 γ 2 γ 3 is homotopic to a path γ ∞ encircling ∞ once in clockwise direction. 
is implied. Which finally leads to
To relate the monodromy representation of L P 1 with our initial group Γ it is enough to understand how the monodromy group of P 1 \Σ lifts to the fundamental group of X. We recall the standard construction of the fundamental group of an pointed elliptic curve as branched two fold covering of the four times punctured sphere. Cut the Riemann sphere from t 1 to t 2 and from t 2 to ∞, expand the cuts a little and glue two copies of this cutted sphere along the cuts with opposite orientation. The fundamental group of the pointed elliptic curve is generated by lifts of the loops δ and γ as in figure 2. Hence the monodromy of L E along δ coincides with the monodromy of L P 1 along a loop γ 1 γ 2 and the monodromy of L E along γ coincides with the monodromy of L P 1 along γ ∞ γ −1 2 ∼ γ 3 • γ 1 . Thus we can identify up to scalars Γ with the group generated by M 3 M 1 and
According to Fricke the traces of M i , i = 1, . . . , 3 and the traces of the products above determine the monodromy representation of L P 1 . This relation between the monodromy of L P 1 and the
Fuchsian group Γ can also been established, in the spirit of Klein and Poincaré, by a look at the image of a quotient y = y 1 y 0 of the upper half. Then suitable analytic continuation of y and the Schwarz reflection principle would exhibit how certain elements of the monodromy group of L P 1 coincide with side pairings of the fundamental domain of Γ. This is exactly the way how the monodromy of the hypergeometric function is related to triangle groups. Four points on the Riemann sphere can always be mapped to 0, 1, A, ∞ by a Möbius transformation, that means given a Fuchsian (1; e)-group L P 1 depends on two parameters, namely A and the accessory parameter. It is explained in [Iha74] that A and C have to be elements of Q and moreover in a suitable coordinate they have to be elements of a number field that can be determined from Γ directly. But recently J. Sijsling [Sijb] constructed Weierstraß-equations for members of isomorphism or at least isogeny classes of the elliptic curves associated to those 73 groups which provides the local data of the uniformizing differential equation i.e. the location of the singular points and the Riemann scheme of the corresponding Lamé equations are known in these cases. Whenever Γ is commensurable with a triangle group he additionally used in [Sija] Belyȋ maps to determine the accessory parameters of the uniformizing differential equations. We will use his results and numerical methods in the next section to tackle the problem of the determination of accessory parameters by investigating the monodromy of the uniformizing differential equations.
Approximation of Accessory Parameters
In [CC88] G.V. and D.V. Chudnovsky considered algorithms to compute approximations of generators of the monodromy group of linear differential equations. They also had available implementations and used them to do high precision approximations to guess accessory parameters in at least a few cases picked from the Lamé equations associated to Takeuchis list [CC89] . In a talk in Banff in 2010 [Beu10] F. Beukers stated that Sijsling used similar numerical methods and was again successful in a few cases. But to the authors knowledge there is no complete list of accessory parameters available. Hence we picked up that approach and did our own implementations as follows. Once we gained the insights from the last section the approach is straight forward. Replace the solutions y 1 and y 0 of
and the fundamental matrix F p by
. and approximate the monodromy along the path γ as
How this approximation is done effectively was investigated by G.V and D.V. Chudnovskys in [CC87] and [CC88] . There they considered and partially answered questions dealing with fast computations of the coefficients a n (σ) and how the points p i should be chosen. For details on the choices of loops representing a homotopy class and vertices of the involved polygons and only the implementations done see [Hof] . The errors occurring due to the truncation process can be bounded by explicit bounds. As explained above the monodromy group of L E is generated by the products M 1 M 2 and M 3 M 2 . In most cases the local data of L P 1 is known by Sijslings work, and the determination of the accessory parameter is left. It has to be determined such that the trace triple
or a permutation hereof coincides with one of the triples in Takeuchis list. If only a permutation of the trace triple is found, one can use a Möbius transformation interchanging the singular points of L P 1 to recover the actual triple. If only the isogeny class of E is known, we started with one member of this class and computed all elliptic curvesẼ, such that there is an isogeny ρ : E →Ẽ of degree bounded by a given n ∈ N and tried to find algebraic accessory parameters for differential equations with the local data specified byẼ. The tools provided by [Sijc] proved to be very helpful. Denote the tuple of generators of the monodromy of L P 1 with accessory parameter C by M (C) = (M 1 (C), M 2 (C), M 3 (C)) and its approximations by A(C) = (A 1 (C), A 2 (C), A 3 (C)). Since the monodromy group for the correct value of C is a subgroup of SL 2 (R), it is reasonable to consider the maps f (T ) := max {Im(tr(T 1 T 2 )), Im(tr(T 3 T 1 )), Im(tr(T 3 T 2 ))} and
for a 3-tuple T of GL 2 (C) matrices. By a theorem of Hilb [Hil08] , there is an infinite but discrete subset of accessory parameters in the complex plane such that f (M (C)) = 0 and g(M (C)) = 0, but luckily numerical investigations suggest, that only the one which has smallest absolute value is algebraic. If the coefficients of the elliptic curve E are real, we use the function f to approximate C. All computations are done in multiprecision arithmetic as provided by the C library mpc [EGTZ11] or the computer algebra system maple. Start by choosing a small number ex and C 1 , such that the signs of f (N (0)) and f (N (C 1 )) differ and build the pair S = (S1, S2) = (f (N (0)), f (N (C 1 ))) which is used as input of algorithm 1. If the accessory parameter is expected not to be real, use the map g. Choose a small real Algorithm 1: Algorithm for real coefficients input: S if |f (N (C 1 )| < ex then return C 1 else if |f (N (0)| < ex then return 0 else t = C 1 /2 while |f (N (t)| > ex do t = (S1 + S2)/2 if sgn(f (N (t))) = sgn(f (N (S1))) then S=(t,S2) else S=(S1,t) end adjust N and the length of the mantissa end return t end number r and C = 0 to compute g(N (C)) and continue with the code from algorithm 2. Adjust N and the mantissa means that in every step the number of coefficients in the power Algorithm 2: Algorithm for complex coefficients input: t,C if g(N (C)) < 0 then return C; else while g(N (C)) > ex do cont = f alse;
adjust N and the length of the mantissa break; end if cont = f alse then r = r/2; end end end return C; end series expansion of the solutions and the length of the mantissa are chosen as short as possible to guarantee that the errors made by the truncation and by cutting off the involved floating point numbers is smaller than the precision we have already achieved in the traces of A(C) compared to the target traces M (C). The precision one needs to identify a floating point number as an algebraic number depends on the height and the degree of its minimal polynomial. An algorithms that accomplishes the identification of floating point numbers as algebraic expressions is described in [FBA96] and there exist various implementations for example in maple. Therefore the running time of the algorithms 1 and 2 for given ex depends mainly on two factors. Namely on the height of the accessory parameter and in addition on the location of the singular points of L P 1 . The influence of the first factor is obvious. The location of the singular points affects the running time as the configuration of the singular points mainly determines the number of expansion points p i needed in the approximation of the monodromy as explained above. Hence in the simplest cases after only a view minutes we obtained a promising candidate for the accessory parameter, but in the more complex cases the computer had to run for several hours. Once we obtained such a candidate C alg we checked that A(C alg ) and the trace triple from Takeuchis list coincid up to permutation up to at least 200 Digits. The reason why we can not turn our method in a rigorouse proof is that we do not have any a priori knowledge on the heights of the coefficients of L P 1 .
The elliptic curves and accessory parameters found in this way are listed in the tables below. The labels are chosen according to [Sijb] . The symbol
• n D : the norm of the discriminant of the associated a,b F
• r: roman number used to distinguish cases with equal n d and n D . The data in the tables below is the label n d /n D r an equation for the corresponding ellitic curve E : y 2 + x 3 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 , the accessory parameter C of the pulled back uniformizing differential equation L P 1 and the the squares of the entries of the trace triple (1). The polynomial P which specifies the coefficients of the differential equation L P 1 can be recovered from E by the substitution of y by 1 2 (y − a 1 x − a 3 ) and the elimination of the x 2 term. If an algebraic number γ is involved in the coefficients of E or the given trace triples has a complicated radical expression, we give some digits of its floating point expansion and its minimal polynomial f γ . Whenever all nonzero singular points of L P 1 have non-vanishing real part the basepoint p is chosen as the imaginary unit i, elsewise it is chosen as 0. The singular points t i , i = 1, . . . , 3, which are the roots of P are ordered according to the argument of the complex number t i − p. This fixes the loops γ i and hence the trace triple (1). 
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y 2 + xy + (γ + 1) y = x 3 + ax 2 − (−61γ + 157) x + 348γ − 896 f ρ = x 3 − 3x − 1, ρ = 1.879 f γ = x 8 + 3x 6 + 12x 4 − 9x 2 + 9, γ = 0.770 + 0.445 
ramification index e = 4 8/98 y 2 + xy + y = x 3 − 55146 − 2731x √ 2 
5/5ii
y 2 + γy = x 3 − γx 2 − (4217γ + 2611) x − 157816γ − 97533 2ρ 2 , 2ρ 2 + 2ρ, 4ρ 2 + 3ρ − 2 The correctness of the suggested accessory parameters is proven whenever the Fuchsian group is commensurable with a triangle group, i.e. the uniformizing differential equation is a pullback of a hypergeometric differential equation, these 25 cases can be found in [Sija] . The cases 1/15 with e = 3 can be found in Krammers article [Kra96] , the case 1/6i was found by Elkies in [Elk98] . Whenever the quaternion algebra is defined over the rational numbers, Reiter determined the accessory parameter in [Rei09] . In principal it should be possible to adapt Krammers to prove at least a few more cases.
