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We apply a diagrammatic Monte Carlo method to the problem of an impurity interacting res-
onantly with a homogeneous Fermi bath for a quasi-two-dimensional setup. Notwithstanding the
series divergence, we can show numerically that the three particle-hole diagrammatic contributions
are not contributing significantly to the final answer, thus demonstrating a nearly perfect destruc-
tive interference of contributions in subspaces with higher-order particle-hole lines. Consequently,
for strong enough confinement in the third direction, the transition between the polaron and the
molecule ground state is found to be in good agreement with the pure two-dimensional case and
agrees very well with the one found by the wave-function approach in the two-particle-hole subspace.
PACS numbers: 02.70.Ss, 05.10.Ln, 05.30.Fk
I. INTRODUCTION
The Fermi-polaron problem consists of an impurity
interacting resonantly with a noninteracting bath of
fermionic atoms. It constitutes an important limiting
case of two-component Fermi mixtures with population
imbalance: If the concentration of one of the components
is reduced, one can imagine that the system will even-
tually be dilute enough such that it can be described
by independent single impurities. Although the Fermi-
polaron problem may be believed to shed light on the
phase diagram of imbalanced Fermi gases, the polaron
to molecule transition is, in reality, precluded by phase
separation (at zero temperature) into a fully polarized
normal phase and an unpolarized superfluid phase1–3.
The Fermi-polaron problem was addressed in three di-
mensions by Chevy via a variational ansatz in the single-
particle-hole (1-ph) subspace4. Later, Prokof’ev and
Svistunov not only published improved results for the
polaron energies by means of the diagrammatic Monte
Carlo method but also showed that a change in the
ground-state wave function can favor a molecular state,
consisting of the impurity and one bath particle5,6. This
molecular state has spin 0, whereas the polaron is a spin-
1/2 quasiparticle.
At unitarity a dramatic cancellation of higher-order
terms was seen, which was understood in Ref. 7 from a
nearly perfect destructive interference of contributions in
subspaces with higher-order ph lines. Thermodynamic
quantities such as the effective mass, the residue, and
the contact have been determined in Refs. 8 and 9. The
mass imbalance case was studied in Ref. 10, where it
was found that trimers (a bound state of the impurity
with two majority atoms) can also form the ground state
depending on the mass ratio.
With ultracold atoms11 a quasi-two-dimensional
(quasi-2D) geometry can be made by confining the di-
lute gas strongly in a plane by an external laser, which
was done successfully in the experiment in Ref. 12 for
fermionic atoms. The quantum simulation of a 2D Fermi
system may provide new insight in, e.g., high-Tc super-
conductors. In order to keep an independent check on
these experimental results, it is thus of prime importance
to have better theoretical control over interacting 2D
fermionic systems, including the 2D Fermi-polaron prob-
lem. Although it was initially believed that no polaron
to molecule transition is possible13 [due to an incorrect
description of the Bose-Einstein-condensate (BEC) limit
in lowest-order perturbation theory], it was shown that a
transition can occur provided the molecules are dressed
by ph fluctuations14. Also trimers can be found for mass
imbalance1. Given this initial controversy, a numerical
calculation going beyond the lowest-order perturbation
theory or the simplest variational ansatz is warranted in
order to evaluate the smallness (or absence thereof) of
the fluctuations beyond the first-order results.
The diagrammatic Monte Carlo method (diagMC) is
based on a sampling of high-dimensional Feynman dia-
gram integrals allowing extrapolation to infinite expan-
sion order if the sign problem is not too severe. It
can stochastically evaluate the integrals and the different
topologies occurring in higher-order perturbation theory
and thus provide an answer to the question posed above.
It has previously been applied to various fermionic prob-
lems such as the unitary Fermi gas15, Anderson localiza-
tion16, the Hubbard model in the Fermi-liquid regime17,
and frustrated-spin systems18,19. For the unitary Fermi
gas and the three-dimensional (3D) Fermi-polaron prob-
lem it was found that the full many-body answer is very
close to the first-order result given by a hole line on top
of a T matrix. For the problem of Anderson localization,
it was found that the dynamical mean-field approach (ex-
ploiting the locality of the self-energy) was an excellent
starting point. In all successful studies performed thus
far, an underlying analytical understanding of the main
physics allowed for an initial resummation which con-
tained the dominant contributions, whereas the remain-
ing fluctuations were rather small. One would hence ex-
pect that the success of diagMC for the Fermi-polaron
can also be understood by identifying a (possibly emer-
gent) small parameter. It remains an open question if
the method can be successful when there are competing
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2instabilities such as in the repulsive Hubbard model for
low doping.
Recently, Vlietinck et al. extended diagMC to the the-
oretical limit of pure 2D geometries20. For strong-enough
interactions, they found growing fluctuations with ex-
pansion order that were claimed to be resummable and
to result in a final answer close to the 1-ph result.
In the following, we apply the diagrammatic Monte
Carlo method to quasi-two-dimensional geometries for
the Fermi-polaron problem with equal mass as it would
occur in a cold-gas experiment. Just as in Ref. 20 we
will see that the ground-state energy remains close to
the 1-ph result and that the 2-ph result is almost quan-
titatively exact, with the remaining fluctuations being
very small in ph-order. The small parameter that can be
exploited in the diagrammatic approach is the restricted
phase space for the holes7.
This paper is structured as follows: Section II presents
our basic ingredients for the quasi-two-dimensional dia-
grammatic Monte Carlo simulation, focusing on the use
of an appropriate T matrix. Section III introduces an
alternative grouping technique designed to incorporate
a new small parameter, the restricted volume for inte-
gration over hole momentum. In Secs. IV and V, we
present the results of our simulations. Section IV com-
pares polaron and molecule energies for various interac-
tion strengths, demonstrating a polaron to molecule tran-
sition. Next, Sec. V checks the validity of the quasi-two-
dimensional approach for various confinement frequen-
cies. Finally, in Sec. VI we conclude by summarizing the
main results.
II. MODEL
The Fermi-polaron problem consists of an impurity
atom, labeled by ↓, interacting resonantly with major-
ity atoms that form a non-interacting Fermi bath and
are labeled by ↑. We focus on equal masses m of impu-
rity and bath particles. The strength of the interaction
is quantified by a bare coupling constant g. In order to
extract model-independent, universal results, g will be
replaced by the two-particle scattering length a in two
dimensions, which has to be distinguished from a3D, the
three-dimensional scattering length. The Hamiltonian
can be written as
Hˆ =
∑
~k,σ
k cˆ
†
~k,σ
cˆ~k,σ + g
∑
~k,~k′,~q
cˆ†~k+~q,↑cˆ
†
~k′−~q,↓cˆ~k′,↓cˆ~k,↑. (1)
cˆ~k,σ and cˆ
†
~k,σ
are, respectively, annihilation and creation
operators of particles with spin σ and momentum ~k, and
k =
k2
2m fixes the impurity and bath particle dispersions.
We set ~ = 1. The Fermi momentum and energy of the
bath particles are denoted by kF and EF , respectively,
which we will use as units of inverse length and energy
unless otherwise indicated. We work at zero temperature.
In a realistic experiment, the 2D limit will be ap-
proached by confining the three-dimensional gas strongly
along the z axis by applying a laser with trapping fre-
quency ωz, thereby creating a tight harmonic oscillator
in the z direction. We model this experimental setup
by formally working in three dimensions but choosing ωz
high enough such that only the lowest harmonic oscilla-
tor state is populated. The diagrammatic Monte Carlo
method of Refs. 5 and 6 can then straightforwardly be ap-
plied provided the momentum integrals are restricted to
two dimensions and the relevant quasi-two-dimensional
T matrix is used, which simultaneously ensures that the
zero-range limit of the interactions is taken.
The vacuum T matrix Γ0 is known analytically. Its
low energy expression is derived in Refs. 21 and 22 and
reads
Γ0(iω,~k) =
4pi
m√
2pilz
a3D
− ln (− piEBωz ) + ln (2) Eωz
, (2)
where E = iω + EF + µ
0
↓ − k
2
4m , B ≈ 0.905, lz =√
1
mωz
, and µ0↓ is an arbitrary parameter used for con-
vergence reasons. Note that this expression was already
extended to imaginary frequencies. The relationship
between the two-dimensional scattering length and its
three-dimensional correspondent is11,21,23
a = lz
√
pi
B
exp
(
−
√
pi
2
lz
a3D
)
. (3)
This defines the dimensionless interaction parameter η =
ln(kFa). The two-body binding energy EB must be ad-
justed to reflect the quasi-two-dimensional nature of our
model. It is the solution of the following equation21:
lz
a3D
= F
(
EB
ωz
)
, (4)
where F is given by
F(x) =
∫ ∞
0
du√
4piu3
(
1− exp (−xu)√
[1− exp (−2u)]/2u
)
. (5)
The vacuum T matrix can be linked with the in-medium
T matrix Γ by24
Γ−1(iω,~k) = Γ−10 (iω,~k)
+
∫
|~k|<kF
d2k
(2pi)2
1
iω + EF + µ0↓ − ~k − ~k+~q
.
(6)
This is the natural strong confinement expansion of
Eq. (10) of Ref. 22. For Monte Carlo sampling, the rep-
resentation of Γ(τ,~k) in imaginary time τ is required. It
can be tabulated by Fourier transform of Eq. (6) prior
to the main Monte Carlo run. In the pure 2D limit
this transform is ambiguous because of the slow loga-
rithmic decay with Matsubara frequency of Γ(iω,~k); see
3the middle term in the denominator of Eq. (2). The reg-
ularization procedure induced by ωz renders the Fourier
transform convergent by having Γ ∼ 1|ω| for |ω|  ωz
[see the last term in the denominator of Eq. (2)] and can
be physically motivated. The quasi-2D T-matrices were
tested for consistency and accuracy by sampling the first-
order polaron diagram, a diagram that can be evaluated
directly in ω space for the pure and quasi-2D setups.
The Monte Carlo algorithm we use is similar in spirit
to the one developed by Prokof’ev and Svistunov5,6 but
differs in implementation and update procedures. We
have run extensive tests to ensure the correctness of both
approaches.
III. EXPANSION TECHNIQUE
Arguably, the main bottlenecks in diagrammatic
Monte Carlo are series convergence and the sign problem.
There is no guarantee that the perturbative expansion in
Feynman diagrams is a convergent series; in fact, some
of the most famous theories in physics, such as quan-
tum electrodynamics, are asymptotic25. Although the
Dyson series for the Fermi-polaron in 3D at unitarity
experiences diminishing fluctuations with increasing ex-
pansion order5,6, such cannot be assumed for fermionic
many-body problems in general. The series is often non-
monotonous, showing increasing fluctuations20,26, and
given the low expansion orders that can be reached (of
the order of 12 in 3D20 and 8 in 2D26 for the Fermi-
polaron problem), it is impossible to know the fate of the
series convergence by inspecting order-by-order results.
In such cases the best one can do is resort to resummation
techniques provided the series is resummable. All resum-
mation techniques that are strong enough to overcome
the divergence of the series must then necessarily give the
same result for infinite extrapolation order. Typically,
Abelian resummation techniques were used in Refs. 15,
20 and 26, characterized by a very strong suppression
of higher-order self-energy contributions, whereas weaker
resummation methods did not yield a unique answer. Al-
though the extrapolated results seemed to agree within
the (small) error bars, this is at best a hint, and ulti-
mately, only “nature can provide the proof”15.
For a divergent series, regrouping terms is problematic
and can result in any (unphysical) result. The standard
approach groups the terms according to the number of
T-matrices and sums these diagrams with the same coef-
ficients. We now discuss a second, physically motivated
way of regrouping based on the arguments presented by
Combescot and Giraud7. These authors explained a re-
markable cancellation of higher-order terms first seen in
Refs. 5 and 6 for the 3D Fermi-polaron at unitarity. They
argued that the subspace of (n+1) ph pairs (and higher)
can be decoupled from the subspace of n ph pairs to a
very good approximation because the summation over
the particle lines dominates over the summation over the
hole lines. The ground state in the single ph space is the
...
...
FIG. 1. Examples of (top) “exchange-hole” and (bottom)
“direct-hole” contributions to the 2-ph diagrams are shown.
This demonstrates that every order N > 2 has at least two
diagrams counting as 2-ph.
Chevy ansatz and is already a very good approximation,
whereas the ground state in the 2-ph subspace provides
a small correction and so on. This provides a cascade
of better, variational approximations. Diagrammatically,
all contributions from the 1-ph spaces are contained in
our lowest-order diagram. The 2-ph contributions can
be identified20 by taking all diagrams that have at most
two particle and two hole lines at any moment in imagi-
nary time. There are, in principle, an infinite number of
them: although the two holes have only a direct contribu-
tion and an exchange contribution, the two particles can
scatter arbitrarily. This is illustrated in Fig. 1. The sum
of all these diagrams must yield the ground-state energy
in the 2-ph subspace and agree with the wave-function
ansatz, resulting in an upper bound to the true ground-
state energy. This scheme suggests that one can regroup
the diagrams in the number of ph lines and extrapolate
the result. Within this subspace the diagrammatic ex-
pansion may still diverge, but if the resummation is in-
adequate, one may resort to other techniques (such as
a brute force evaluation or variational Monte Carlo) to
obtain the answer in this restricted subspace.
In the molecular sector, the 1-ph sector is already
quantitatively accurate, as was demonstrated in Ref. 8
for a 3D polaron problem.
The regrouping works very well not only deep in the
BCS phase but also in the vicinity of the polaron to
molecule transition. As shown in Fig. 2, the difference
between 2-ph and 3-ph contributions is vanishing on the
order of the error bars, indicating that the 2-ph channel is
already sufficient for quantitatively precise calculations.
This holds for all accessible expansion orders, labeled by
the number of T-matrices. We note that the 2-ph result
itself has not converged up to the maximum expansion
order, and its series is almost surely asymptotic. Never-
theless, resummation of the 2-ph series yields the same
result as the wave-function technique, at least as long as
the polaron is the true ground state. For nonzero mo-
mentum, this is no longer the case, and the polaron can
decay. In the field theory this is signaled by a nonzero
complex part of the particle self-energy (or finite width of
the polaron peak in the spectral function). In such cases,
the wave function is no longer variational, but the group-
ing in terms of the number of ph lines in diagMC is still
a rapidly converging series (not shown). We do not show
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FIG. 2. (Color online) Difference in energy between the 2-
ph and 3-ph contributions as a function of the number of T-
matrices N in the Feynman diagrams. Since this difference is
essentially vanishing within the error bars, rapid convergence
in the ph expansion order is seen. Note that two of the data
sets have been offset by ±0.08EF for clarity.
results for 4-ph because the first contribution occurs for
T matrix expansion order 7, which gives us only a single
point to this subspace. In three dimensions, we observed
vanishing contributions of 4-ph and 5-ph diagrams.
The above arguments show that using a bold code
(with respect to the number of T-matrices as expansion
order) is a questionable strategy: it mixes up the different
contributions from different ph channels.
IV. POLARON-MOLECULE TRANSITION
Our results for the polaron and molecule energies in
the quasi-two-dimensional geometry are shown in Fig. 3.
For weak two-body coupling ln(kFa) & −1 the polaron
state is the stable ground state, thus identifying the BCS
regime in the limit ln(kFa) → +∞; for ln(kFa) . −1,
the molecule becomes energetically favorable and is re-
ferred to as the BEC regime in the limit ln(kFa)→ −∞.
These curves were sampled at ωz = 5000EF , which is
high enough to justify the assumption of only populat-
ing the lowest oscillator mode: EBωz is at most 1/70. The
plot also shows the first-order contribution to the series,
which is normally very close to the final result20. We used
the standard approach with the number of T-matrices as
the expansion parameter to perform the resummation,
but the resummation method we used depends on the
size of the binding energy EB : For large EB , it becomes
necessary to use sharper Riesz resummations6 on the re-
ordered series. The error bars in Fig. 3 appear to in-
crease when one goes deeper in the BEC phase. This
is, to a large extent, the result of the rapid increase in
EB , which is subtracted in the plot, whereas the calcu-
lations produce error bars on E instead of E −EB . The
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FIG. 3. (Color online) Polaron and molecule energies as
obtained by the diagrammatic Monte Carlo method. For
low values of the interaction parameter ln(kF a), the molecule
is the stable ground state, while the polaron (green trian-
gles) dominates in the weak-coupling regime ln(kF a) & −1.
The first-order quasi-two-dimensional energy is also shown for
comparison, from which we see that the many-body modifica-
tion is nearly independent of the interaction strength. These
data were produced for ωz = 5000EF .
pure two-dimensional first-order contribution (E − EB)
curve agrees with the quasi-two-dimensional one within
the error bars.
We find the crossing point at ln(kFa) = −1.1 ± 0.2,
which is in good agreement with previous studies20 and
experiment12 and indistinguishable from the 2-ph result
within our error bars, as could have been expected from
the previous discussion.
For molecular energies, the series is alternating and
can be well resummed with Riesz techniques. On the
BCS side of the transition, the molecule is not stable any
longer, which leads to a breakdown of the Monte Carlo
estimators for energies above −EF .
In principle, our scheme could be used to calculate the
effective mass and contact coefficient of the system. How-
ever, as the error bar is on the scale of the difference be-
tween the first-order result and the extrapolated result,
it is not reasonable to extract quantities depending on
derivatives from our data. However, given the quanti-
tative accurateness of the 2-ph result, precise estimates
of ground-state quantities (such as the contact) can be
obtained within the 2-ph subspace.
V. VALIDITY OF THE
QUASI-TWO-DIMENSIONAL APPROACH
The approach to the 2D limit used in this paper con-
sists of using a strong harmonic confinement in the z
direction and assuming that only the lowest harmonic
oscillator is populated; that is, we neglect transitions
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FIG. 4. (Color online) The influence of ωz on both po-
laron energy and binding energy is demonstrated. Using
ωz = 5000EF , the results are well saturated, justifying the
assumption of neglecting transitions between the lowest and
higher harmonic oscillator levels. The data in the plot were
measured at ln(kF a) = −1.4. Blue diamonds mark the value
of ωz we use in our simulations. Riesz resummation was ap-
plied to the bare data.
between different harmonic oscillator levels. For strong
enough confinement this approach is physically justified,
and the 2D limit can be found by extrapolating results
obtained for different ωz. In order to check the validity
of this quasi-2D approach and the corresponding quasi-
2D T-matrices, we compare polaron energies for several
values of the confinement frequency ωz in Fig. 4. It is
remarkable that even the loosest confinement ωz = 2EB
(which clearly violates the condition of populating only
one mode of the oscillator in the z direction) shows good
agreement for Epol−EB . One would expect that high val-
ues of ωz are necessary to reproduce the pure 2D limit be-
cause of the logarithmic dependence of the energy scale.
Indeed, we see that ωz = 5000EF is high enough to ob-
serve the polaron-molecule crossover in this limit (it will
be insufficient deep in the BEC phase for the polaron
energy, however, because it has to be kept in relation
to the binding energy to ensure exclusive population of
the lowest mode). Lower values of ωz may be acceptable
too if E − EB is calculated. In the polaron experiment
of Ref. 12, a confinement frequency of ωz ≈ 7.9EF was
used.
VI. CONCLUSION
We have applied the diagrammatic Monte Carlo
method to a quasi-2D Fermi-polaron problem. In any
realistic cold-gas experiment investigating the 2D Fermi-
polaron problem, a laser with a strong trapping frequency
in the z direction has to be applied, which we took into
account in our model. The validity of this approach was
checked by comparing results for different trapping fre-
quencies and the pure 2D limit, showing good agreement
for the confinement we used.
The resulting transition point between the polaron and
molecular ground states is shifted with respect to the
variational first-order calculations but is in very good
agreement with variational results in the 2-ph subspace.
Our Monte Carlo results have shown that the difference
between 2-ph and 3-ph contributions is vanishing within
the error bars, and this holds order per order in the
Feynman expansion using the T matrix as the expan-
sion parameter. We therefore suggest computing the 2-
ph contributions by using the wave-function approach
and switching to diagMC for the computation of correc-
tions to the 2-ph contributions. The number of hole lines
can still be used as the expansion parameter for polaron
problems at finite momentum, where the wave-function
approach is no longer variational. It is the restricted
phase space for hole excitations7 that enables this.
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Note added: Recently, a similar publication by Vliet-
inck et al.20 became public. Results agree where appli-
cable.
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