Simulation/evaluation models of different levels of fidelity are often available for evaluating design alternatives of a complex system. High-fidelity models can accurately predict the performance of a design alterative but are timeconsuming to run. Low-fidelity models are much faster but usually lead to bias and variability. Multi-fidelity optimization provides a means to achieve high-fidelity design optimization at reduced computational cost by using a high-fidelity model in combination with lower-fidelity models. However, most existing methods are limited to problems with relatively smooth response with low-dimensional design space. We propose an innovative way of utilizing the lower-fidelity model, called "ordinal transformation". The new method can reduce a multi-dimensional and even categorical design space into one-dimensional space which is smoother and has nice properties. Utilizing the idea of Optimal Computing Budget Allocation (OCBA) invented by the speaker, we further develop a novel sampling scheme that can optimally determine which designs in the new space to evaluate using the expensive but accurate high-fidelity model. The goal is to maximize the overall optimization efficiency.
