ABSTRACT. Phosphorylation is an important part of post-translational modifications of proteins, and is essential for many biological activities. Phosphorylation and dephosphorylation can regulate signal transduction, gene expression, and cell cycle regulation in many cellular processes. Phosphorylation is extremely important for both basic research and drug discovery to rapidly and correctly identify the attributes of a new protein phosphorylation sites. Moreover, abnormal phosphorylation can be used as a key medical feature related to a disease in some cases. The using of computational methods could improve the accuracy of detection of phosphorylation sites, which can provide predictive guidance for the prevention of the occurrence and/ or the best course of treatment for certain diseases. Furthermore, this approach can effectively reduce the costs of biological experiments. In this study, a flexible neural tree (FNT), particle swarm optimization, and support vector machine algorithms were used to classify data with secondary encoding according to the physical and chemical properties of amino acids for feature extraction. Comparison of the classification results obtained from the three classifiers showed that the classification 2 R.Z. Han et al. Genetics and Molecular Research 16 (1): gmr16019354 of the FNT was the best. The three classifiers were then integrated in the form of a minority subordinate to the majority vote to obtain the results. The performance of the integrated model showed improvement in sensitivity (87.41%), specificity (87.60%), and accuracy (87.50%).
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INTRODUCTION
Post-translational modifications (PTMs) are essential for regulating the functions of proteins, and PTMs impact almost all cellular processes and pathways (Blom et al., 2004) . PTM activities can coordinate and control the vast majority of proteins; consequently, there is not a one-to-one relationship between genes and proteins, leading to increased complexity in human life processes. Therefore, the process of protein annotation is highly important for gaining a clear understanding of human life (Qiu et al., 2014) . Indeed, protein phosphorylation is generally involved in most of the signal transductions occurring in the human body (Lee et al., 2016) .
Phosphorylation to amino acid side chains by a covalent bond connecting to a phosphate group usually occurs on serine (S), threonine (T), and tyrosine (Y) residues, which are known as phosphorylation sites. The process of phosphorylation regulates almost all life activities, including cell proliferation, differentiation and development, neural activity, muscle contraction, cancer development, and new tissues supersede the old ones. In particular, protein phosphorylation is the main signal involved in the cellular response to external stimuli, known as the transfer mode (Huang et al., 2003) .
In 2004, researchers in South Korea (Kim et al., 2004) introduced the use of a support vector machine (SVM) model to predict kinase-specific phosphorylation sites. Subsequently, Li et al. (2005) used the k-nearest neighbor (k-NN) model to predict kinase-specific phosphorylation sites. Tang et al. (2007) used a genetic algorithm integrated neural network (GANN) to develop a non-specific phosphorylation sites prediction method, which showed a prediction accuracy of 81.1% (S), 76.7% (T), and 73.3% (Y). Wu et al. (2014) developed a new k-NN algorithm based on the phosphatase recognition site for phosphorylation site prediction.
In the present study, we expanded upon these previous results and methods, and added information on the physicochemical properties in the feature extraction. Therefore, the feature extraction for prediction has more biological significance, rather than simply considering the position of the amino acids when taking into account only the amino acid sequence information. Furthermore, we used a new neural network model, flexible neural tree (FNT), for the integration of multiple classifiers, which get higher prediction accuracy. We expect that the present method should be useful for accurately predicting the phosphorylation sites in amino acid sequences and provide credible support for the diagnosis and treatment of certain diseases.
MATERIAL AND METHODS

Concept
The probability of the occurrence of phosphorylation at a certain site of a protein sequence is mainly influenced by the sequences adjacent to the site (Trost and Kusalik, 2011) . Therefore, a sample usually consists of m amino acid residues behind the site and m amino acid residues in front of the site, so that each micro-amino acid sequence contains 2m + 1 amino acid residues. In previous studies, researchers have considered the sequences adjacent to the modified sites as positive samples, and those adjacent to non-modified sites as negative samples. In this study, the value of m was determined to be 11; therefore, each sequence covered 23 amino acid residues, including the modified and non-modified sites as well as the 11 amino acid residues before and after the site of interest.
Protein phosphorylation is particularly common in signal transduction (Blom et al., 2004) . Therefore, for constructing the datasets, 32 proteins related to signal transduction (Wang et al., 2002) were extracted from a phosphorylation site database (www.phosphosite. org). These 32 proteins contained 596 amino acid residues that have been clearly identified as modification sites, including 305 S, 167 T, and 124 Y residues. At the same time, unidentified sites were extracted as negative samples from these 32 protein sequences for a total of 1945 residues, including 929 S, 634 T, and 382 Y residues. To ensure that the dataset was balanced for positive and negative sequences, 596 non-modified sites were extracted randomly as a negative sample dataset among the 1945 unidentified sites.
For prediction, all data sets could be regarded as common input vector classification models, rather than for the specific prediction of individual amino acid residues. That is to say, it could input features of three kinds of amino acid residues, such as S, T, and Y to the classification model at the same time. Then, the classification model can distinguish whether or not the amino acid residues are modified sites based on the prior extracted vector features.
Model
Encoding based on attribute grouping
In this study, we applied an encoding scheme named encoding based on attribute grouping (EBAG) considering the hydrophobicity and charged character of the amino acid (Fan and Zhang, 2005; Huang et al., 2015) . The EBAG divides amino acid residues (20 + 1) into four groups according to the physicochemical property of amino acid, and we divided gaps into the gaps group C5 = [X] as the fifth group (Zhang et al., 2006; Nanni and Lumini, 2009) . Given a protein sequence fragment P with 2L + 1 amino acid residues, and the above mentioned groups can be used to convert the protein sequence fragments into an encodable form, as shown in Table 1 . 
Profile encoding
Profile encoding is conducted according to the frequency of every amino acid residues in each protein sequences to encode. And the formula for calculating the frequency of every amino acid (F A ) is:
where C A is the number of occurrences of each amino acid residue and L is the total number of amino acids in each sequence. And the value of A ranges from 1 to 20. In this way, a protein sequence can be put into a characteristic vector, with each amino acid residue in a certain order. Trace protein sequences are represented as PV according to the following formula:
A collection of all protein sequences is the PV vector (Liu, 2011) .
EBAG and profile encoding
Initially, we used EBAG data encoding. The protein sequence fragment P can be divided into five categories, and the frequencies of the five types in the same sequence fragment P can be used for secondary encoding. The recoded protein sequence fragment is obtained depending on the frequency of the five types, as shown in Figure 1 . 
FNT
The FNT was put forward by Chen et al. (2005) as a special kind of artificial neural network (ANN) with flexible tree structures (Yang et al., 2013) . Here, we employed FNT as one of three predictors. Flexible neuron instructors then use the function set F and terminal instruction set T to generate the FNT model and they were shown as below. , , n x x x ⋅⋅⋅ are the instructions on the leaf nodes with no arguments.
The output of a non-leaf node was calculated using an FNT model, as shown in Figure 2 . 
Model evaluation
In this paper, sensitivity (Sn), specificity (Sp), accuracy (Acc), and Matthew's correlation coefficient (MCC) were applied to evaluate the overall performance of different prediction models, as shown below:
where FP, FN, TP, and TN denote the number of false positives, false negatives, true positives, and true negatives, respectively. Sn and Sp represent the correct prediction ratios that the models distinguish positive and negative samples in total data sets.
RESULTS
In this study, the method was tested with sequence data of 32 proteins using 10-fold cross validation. Acc, Sn, Sp, and MCC were simultaneously used to assess the performance of different models.
Performance of the three classification models
First, the EBAG+Profile characteristics method was conducted to extract the features of the data set. Then, using a 10-fold cross validation method, the data sets was classified according to three kinds of model predictions separately, and the average of the ten experimental results was obtained as shown in Table 2 . Numbers in bold are optimal values under the same index.
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As shown in Table 2 , three kinds of classification models were tested, which all use the same feature extraction method. Comparison of the performance of the three classification models showed that the prediction results of all three models were very poor without the addition of amino acid groups. For example, the highest Acc value of the three models was 61.92%, which is almost biologically meaningless. However, after adding the packet information, the prediction results were significantly improved. In predicting whether a site is modified, FNT showed certain advantages with respect to Acc and Sp compared with the other two models, SVM and PSO-ANNs. Specifically, the Acc of FNT was 2.69% higher than the Acc of the SVM. Furthermore, the MCC value for the FNT also showed a certain level of improvement compared to that of the other two models. The Sp of FNT was only slightly higher than that of the PSO-ANNs and was 3.53% higher than that of the SVM, indicating that the FNT has higher accuracy for finding true non-phosphorylation sites.
Integration of the three classification models
The three separate model prediction results were then taken as the basis to vote on whether or not a given site is modified, using the same site with the same test set. That is, a site was considered to be modified when at least two models among SVM, PSO-ANNs, and FNT predicted it as a modification site. By contrast, when only one model predicted a site to be modified, the site was not considered to be a modification site, and was classified as a non-modification site. The integrated data from the three models are shown in Table 3 . We calculated the average Acc, Sn, Sp, and MCC values of the three classifiers to verify the effect of integration of the three classifiers, and the FNT was selected to show the best performance when predicting independently. Numbers in bold are optimal values under the same index.
The integrated model was clearly better than the other two with respect to all four indices. When predicting with FNT alone, the performance of FNT was slightly lower than that of PSO-ANNs but higher than that of the SVM with respect to Sn. However, when the three classifiers were integrated, the indicators of the integrated model significantly improved. The prediction Acc was improved to 87.5% and the Sp increased to 87.6%. Thus, the advantage of the integrated model was clear when comparing the indices of the integrated model to those of each of the three classification models.
DISCUSSION
In this study, we respectively used FNT, PSO-ANNs, and SVM to predict phosphorylation sites, and found that FNT showed the best results. The final prediction result was then obtained from the vote of the results obtained from each of the three models. The experimental results showed that the integration classifier could improve the accuracy of the prediction of phosphorylated modification sites under certain circumstances. These results are based on the non-kinase specificity of amino acid sites, and do not take the kinase information of a site into account, which directly predicts the site in the sequence. This approach can help to simplify data preprocessing and improve the generalization of this prediction model. Moreover, under the premise of the continuous improvement of prediction accuracy, this approach can provide a more reliable basis for disease prevention and treatment.
Nevertheless, there are some limitations of this study. First, with respect to the original data set, 32 proteins related to signal transduction were selected instead of predicting and analyzing modification sites corresponding to a specific disease. Therefore, for future research, the data set can be structured according to known proteins associated with a specific disease, so that the assessment of accuracy of prediction would have more direct biological and medical significance. Second, from the aspect of feature extraction, in this study, we simply grouped the amino acids according to their physical and chemical properties. However, when that of amino acids were added to sequence information, the prediction accuracy was clearly improved. Therefore, future work would benefit from analyzing the mechanism of PTM to obtain more information that can be integrated into the feature extraction for further improving the prediction accuracy or ameliorating the algorithm models.
