To provide an objective way of measuring image quality, a computer program was designed that automatically analyzes the test images of a contrast-detail (CD) phantom. The program gives a quantified measurement of image quality by calculating an Image Quality Figure (IQF). The aim of this work was to evaluate the program and adjust it to clinical situations in order to find the detectable level where the program gives a reliable figure of the contrast resolution. The program was applied on a large variety of images with lumbar spine and urographic parameters, from very low to very high image qualities. It was shown that the computer program produces IQFs with small variations and there were a strong linear statistical relation between the computerized evaluation and the evaluation performed by human observers ( R 2 = 0.98). This method offers a fast and easy way of conducting image quality evaluations.
INTRODUCTION

I
n the process of optimization in radiology, the dose administered to the patient shall be as small as possible and the image quality good enough for the diagnostic task to be solved. In this process, the image quality is often subjectively judged by radiologists. There are different methods used to determine the image quality of an imaging system. One such method is the Receiver Operating Characteristic (ROC) technique.
1Y3
Other methods used to evaluate images are the Visual Grading Analysis Score (VGAS) and the Image Criteria Score. 1, 4 In the methods mentioned above, the whole imaging chain (including the radiologist) is evaluated. However, it is often found that there can be large interobserver variability in the opinion of what a good image looks like. A way to more objectively assess image quality is to use contrast-detail phantoms (CD phantoms). In the literature, there are several examples where CD phantoms have been used. 5, 6 The evaluation is performed by letting human observers read and evaluate images of the phantom. From these evaluations, a graphical description of image quality, a contrast-detail curve (CD curve), can be obtained and a quantified measurement of image quality, the Image Quality Figure (IQF), can be calculated. This value is a measure of the just-visible contrasts and details in the image. It has been observed that, with CD phantom, there can also be large variations in subjective opinion regarding image quality between different observers. 6, 7 At our Radiology department, the x-ray images are totally digitized. In the quality control program and optimization processes of this department, a matter of concern has been the ability to conduct image quality evaluations that would exclude human variations in the results. A computer program, which reads and analyzes the x-ray images of the CDRAD phantom (Instrumentele Dienst, Nijmegen, The Netherlands), 5 was designed to perform objective image quality evaluations. The program generates the contrast-detail curve and calculates the IQF. In this study, the program was applied on images exposed with varying parameters used in urographic and lumbar spine examinations, and the question addressed was: Can the computer program evaluate the images and give similar but more objective results as compared to human observers? Computerized evaluations of image quality have previously been performed in the field of mammography. 8, 9 MATERIALS AND METHODS
The CDRAD Phantom
A radiograph of the CDRAD phantom is shown in Figure 1 . The phantom consists of a PMMA plate 256 Â 256 Â 10 mm, divided into 225 squares of equal sizes. In each square, except at the top three rows where only one hole is drilled, two holes of identical sizes are drilled-one in the center and the other randomly located in one of the four corners. In each column the diameter of the holes decreases in 15 steps, representing spatial variation. In each row the depth decreases, showing contrast variation. The reader tries to visualize the just-visible hole in each column. The quadrants containing the just-visible holes can be combined to form the CD curve. An evaluation of a high-quality image where small holes and low contrasts can be seen results in a CD curve in the lower left part of the image. To avoid adaptation to the drill pattern, there are four test phantoms with different patterns that differ in the random distribution of the hole in the corner.
Radiographic Images
The x-ray images of the CDRAD phantom were acquired with tube potential settings as used in the clinics for lumbar spine and urography examinations. A variety of mA s values (tube charges) was used to determine if the program could work with different levels of noise. This would also indicate that the results could be valid for different patient thicknesses and different doses in the optimization process, neglecting the change of scattered radiation with patient thickness. We used 15 cm of PMMA with a CDRAD phantom in the middle to simulate the scattering effect created by a standard human body. To compensate for random variations in noise, three images were exposed at each setting. Image processing was performed according to the manufacturer and as used in clinics (urology, lumbar spine). The x-ray system used a flat-panel detector (Pixium 4600, Trixell, Moirans, France) mounted in a bucky table with a moving grid (Digital Diagnost, Philips Medical Systems, Best, The Netherlands). Images were stored in the PACS (Sectra, Linköping, Sweden/Philips Medical Systems).
From the PACS, the images were exported to a local computer server where our MATLAB (The MathWorks, Natick, MA, USA) computer program, CoCIQ, could read the images into MATLAB. The images were evaluated by the computer and by human observers. The human observers were allowed to adjust the gray scale and to zoom the images to their preference.
Two sets of images were evaluated.
(1) The tube potential was set to 77 kV, which is the standard clinical setting for lumbar spine examinations. The images were exposed in a wide range of mA s values: 2, 5, 10, 16, 20, 25, 32, 40, 63, 80, and 100 mA s. The images were evaluated by the computer and by three human observers (one radiologist and two medical physicists). It has been reported that, for images of a contrast-detail phantom, there are no significant differences between radiologists and non-radiologists. 7 (2) Images used in a previous study, 6 which were evaluated by four human observers, two radiologists and two medical physicists. The evaluations performed by the human observers were compared to the computer evaluation. The mA s values used were 10.3, 6.8, and 4.5 mA s. The tube potential was set to 70 kV as for urographic examinations.
The Computer Program, CoCIQ
Computer Calculated Image Quality (CoCIQ), which is written in Matlab, reads and analyzes the x-ray images of the CDRAD phantom. 10 The program steps through the squares of the image (Fig 1) column by column until no hole can be detected. One extra square is examined in each column for analysis later. In order to correctly position the randomly positioned holes, each square is divided into nine subsquares of equal sizes. The subsquares were labeled 1Y9 from left to right, where 1 is in the upper left corner and 9 is in the lower right corner.
Four background levels are determined in the subsquares 2, 4, 6, and 8, where no hole is positioned and the background level standard deviation is calculated as the mean value of the standard deviations in these four subsquares. The pixel values in each corner that might contain a hole 1, 3, 7, or 9 are then registered. The lowest pixel value is compared to the mean value from the other subsquares (1, 3, 7, 9) . The difference in pixel values are recognized as a signal by the program. In order for a hole to be registered as Bdetected,^the contrast difference has to be equal or has to exceed a multiple of the standard deviation in background level according to Equation (1) .
where D is the difference in pixel value, k is a constant set by the user, and s is the standard deviation in background level. The constant k, set by the user, is called threshold. The CoCIQ indicated corners are compared to the true hole positions and corrected according to a correction scheme.
11 In the correction scheme, there are three possibilities for each observation:
T: The eccentric hole was indicated at the true position. Summation over all contrast columns yields the IQF, defined in Equation (2).
where c i,th is the threshold depth of the just-visible hole and 0 i is the diameter in contrast column i. In a column where no hole can be seen, the depth is set to 10 mm. A lower IQF indicates better image quality.
EVALUATION OF THE PROGRAM
The ability of the program to obtain stable results was tested by evaluating the images repeatedly at different thresholds.
The variation of IQF as a result of different threshold settings was investigated with two objectives: (1) to find operating levels where the program detects as much as possible; (2) to find the operating level that reflects the results as performed by human observers.
The variation of the IQF with mA s value was studied to see if the program could work with different levels of noise and to find out if it reflects the variation in image quality due to different noise levels.
The computer results were compared to the results achieved by the human observers. The comparison was performed for the images exposed at levels between 2 and 100 mA s. The IQF values at thresholds 0.015, 0.1, and 0.2 were calculated and compared to the mean value of the IQF achieved by the three human observers.
The correlation between the results obtained by the program and the human observers were determined by linear regression. To see the variation between the IQF as performed by the human observers and the computer, the computer evaluation of the images exposed between 4 and 10 mA s at threshold 0.2 were compared with the IQF achieved by four human observers.
RESULTS
Reproducibility
By testing the same image repeatedly at different thresholds, it was shown that the variations in IQF were small (within 5%) at all threshold and noise levels. Hence the results presented by the computer were regarded as stable.
Threshold Figure 2 shows the IQF plotted as a function of different thresholds for the images exposed with lumbar spine parameters. The values are shown with one standard deviation. We can see that for all mA s value levels except for the lowest, the IQF decreased with the decreasing level of threshold down to 0.1, after which the IQF became constant. For the lowest mA s value, the IQF continued to decrease down to approximately threshold 0.015.
IQF vs. mA s Value for Human Observers and the Computer
In Figure 3 , the IQF for the images exposed with lumbar spine parameters is plotted as a function of mA s value for the computer and the human observers. The computer-calculated IQF was generated at the three lowest threshold levels 0.015, 0.1, and 0.2. The average IQF value for the human observers were used and shown with one standard deviation. The IQF generated by the computer and the human observers follow the same trend, which was a rapid decrease in IQF down to approximately 20 mA s, then the decrease was slower to a certain level after which the IQF was constant. With the threshold set to 0.2, the IQF calculated by the computer was somewhat higher than the IQF achieved by the human observers (HO). The lower thresholds 0.1 and 0.015 resulted in equivalent IQF values for images exposed with medium to high mA s values, while for images exposed with low mA s values the computercalculated IQFs were lower than the IQF attained by the human observers. Figure 4 shows the IQF for the images exposed with urographic parameters achieved by the human observers. The variations between the four human observers were substantial, showing differences in IQF of almost a factor of 2. The IQF generated by the computer at the threshold 0.2 appeared in the middle of the IQF performed by the human observers. (Fig 6) . Figure 3 shows that when threshold 0.2 was used, the shape of the IQF curves generated by the computer and the human observers were similar. This is verified by Figure 5 , which shows a strong linear statistical relation between the human observer and the computer when the threshold was set to 0.2. It can be mentioned that lowYmediumYhigh mA s value reflects high, medium, and low noise levels, respectively. At threshold 0.1, comparative results from the program and the human observers were equivalent for the images with a low to medium noise level. For the images containing a high level of noise, it was easier for the program to detect the signal compared to the human observers; hence, for those images the program produced a slightly lower IQF (better image quality). It is also seen that the lowest threshold value (0.015) resulted in an IQF rate that was almost independent of noise and did not reflect the human observer's results. The weaker statistical relation between the computer and the human observer at the lowest threshold is shown in Figure 6 . It also shows that the CoCIQ program evaluates the images to a better image quality than the human observers. If the intention is to achieve similar results in image quality with human observers, the threshold level should be set to 0.2. But if the intention is for the program to detect as much as possible, the lowest threshold 0.015 should be used. This will result in lower IQF rates (better image qualities) than those assigned by human observers for images containing a high level of noise, because the program's ability to detect low-contrast objects is less affected by noise.
Statistical Correlation
DISCUSSION
The CoCIQ program makes it possible to conduct image quality evaluations that are comparable to evaluations performed by human observers, with the advantage of eliminating the human variations in the results. Thus it offers the opportunity of comparing image quality between different departments and different hospitals while disregarding inter-reader variations. It is also a faster way of getting a measure of image quality, hence a substantial amount of time can be saved.
The program is now used in the quality research program of the departments where an image of the CDRAD phantom is taken and analyzed and stored in the PACS. In a recently performed study, 12 a phantom-based evaluation was made to investigate the relationship between tube potential and image quality at a constant effective dose. The aim was to reach the optimal image quality for a given effective dose. Images of a humanoid Alderson phantom were evaluated by eight radiologists in a Visual Grading Analysis (VGA). Images of the CDRAD phantom was also used and evaluated by the computer program. A very good consistency between human observers with an Alderson phantom and the computer reading with a contrast detail phantom was seen. 
CONCLUSION
The computer evaluation of the CDRAD phantom makes it possible to conduct image quality evaluations objectively. Moreover, it can be calibrated to produce results comparable to those achieved by human observers.
