An exponential time-integrator scheme of second-order accuracy based on the predictorcorrector methodology, denoted PCEXP, is developed to solve multi-dimensional nonlinear partial differential equations pertaining to fluid dynamics. The effective and efficient implementation of PCEXP is realized by means of the Krylov method. The linear stability and truncation error are analyzed through a one-dimensional model equation. The proposed PCEXP scheme is applied to the Euler equations discretized with a discontinuous Galerkin method in both two and three dimensions. The effectiveness and efficiency of the PCEXP scheme are demonstrated for both steady and unsteady inviscid flows. The accuracy and efficiency of the PCEXP scheme are verified and validated through comparisons with the explicit third-order total variation diminishing Runge-Kutta scheme (TVDRK3), the implicit backward Euler (BE) and the implicit second-order backward difference formula (BDF2).
Introduction
Significant progress has been made recently in the development of high-order spatial discretization methods in computational fluid dynamics (CFD), such as the discontinuous Galerkin (DG) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , multi-moment constrained finite-volume (MCV) [11] , flux reconstruction (FR) or correction procedure via reconstruction (CPR) method [12] [13] [14] , and others [15] [16] [17] . These high-order techniques have exhibited a great potential as effective numerical solution methods amenable for efficient implementation on massively parallel high-performance computers. For complex geometries, an efficient solution, however, also depends on the availability of a fast time advancement solver. In contrast to a relative ubiquity of efficient techniques for spatial discretizations, efficient time-marching approaches for both steady and unsteady flows seem to be limited. Efficient time-integration approaches are thus the focus of the present work.
For unsteady flows, explicit methods, such as Runge-Kutta (RK) approaches are prevalent for their simplicity. However, with highly clustered nonuniform meshes, the CourantFriedrichs-Lewy (CFL) condition can severely limit the local time-step size. The restriction due to the CFL condition is particularly acute for direct numerical simulation (DNS) and large-eddy simulation (LES) of turbulent flows, which usually require very fine grids of high aspect ratios in near-wall regions. Thus, the restriction due to the CFL condition becomes a critical bottleneck in computational efficiency for explicit time-marching schemes.
To enhance the computational efficiency of explicit time-marching schemes, it is desirable to relax or to remove the limitation of the CFL condition. To this end, a class of schemes based on the exponential time integration shows a great potential [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . In contrast to usual explicit time-marching schemes, these schemes allow much larger time-step sizes while maintaining excellent numerical stability.
In explicit time-marching methods, information cannot propagate beyond one element in each time step, which is the physical significance of the CFL condition. In exponential timemarching methods, however, information is propagated to the entire computational domain instantaneously through the global Jacobian, similar to implicit methods, thus significantly alleviating the restriction on time-step size imposed by the CFL condition, if not eliminating it altogether. As mentioned previously, a variety of schemes based on the exponential integration have been developed already (cf., e.g., [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] ). While the basic idea of exponential integration has been adopted in the aforementioned methods, the existing algorithms differ from each other in some aspects. There are two types of exponential schemes depending on the treatment of the nonlinear term, i.e., explicit and implicit. The ETD scheme is a typical implicit scheme (cf., e.g., [18] ), while the semi-implicit integrator factor method is of an implicit one, which can alleviate the stiffness due to the nonlinear term (cf., e.g., [23] [24] [25] ).
While most of the exponential schemes are applied to specialized equations [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] with either scalar exponentials or constant matrix exponentials, such as the applications to semilinear parabolic equations [30, 31] , and relatively few are applied to practical CFD problems (cf., e.g., [32] [33] [34] ) with time-dependent full matrix exponential computations. There are some key issues, such as the computational efficiency for steady problems and the temporal accuracy for unsteady problems, have yet to be fully investigated. The overarching goal of the present work is to develop an efficient and time-accurate exponential scheme to solve multi-dimensional fluid dynamic equations. Specifically, we develop a second-order exponential time-integrator scheme to solve the Euler equations for steady and unsteady problems in both two and three dimensions, and assess its accuracy and computational efficiency by comparing with several well-known explicit and implicit approaches.
The remainder of this paper is organized as follows. Section 2 discusses the construction of a second-order exponential scheme based on the predictor-corrector methodology, denoted as PCEXP, and its efficient implementation through the Krylov method. Section 3 describes a linear stability and error analysis of PCEXP for a simple model equation in one dimension. 
Exponential time-integrator schemes
In this section, we first develop a predictor-corrector based the second-order exponential time-integrator scheme, and then discuss the efficient implementation through the Krylov method. We also carry out a linear stability analysis of the proposed scheme applied to a model equation in 1D to demonstrate its feasibility of time marching with large time steps.
Predictor-Corrector EXPonential time-integrator scheme (PCEXP)
We start with the following semi-discrete system of autonomous ordinary differential equations which may be obtained from a spatial discretization:
where u = u(t) ∈ R K denotes the vector of the solution variables and R(u) ∈ R K the righthand-side term which may be the spatially discretized residual terms of the discontinuous Galerkin method used in this work. The dimension K is the degrees of freedom which can be very large for 3D problems. Without loss of generality, we consider u(t) in the interval of one time step, i.e., t ∈ [t n , t n+1 ].
We apply the term splitting method [26] to treat Eq. (1):
where the subscript n indicates the value evaluated at t = t n , J n denotes the Jacobian matrix J n := ∂R(u) ∂u t=tn
and N(u) := R(u) − J n u denotes the reminder, which in general is nonlinear. Equation (2) admits the following formal solution:
where ∆t := t n+1 − t n and
is the integrating factor. The formal solution (3) is the starting point to derive the proposed exponential scheme in which the stiff part is computed analytically whereas the nonlinear term is approximated numerically.
By substituting the nonlinear term N(t n + τ ) with its Taylor expansion about t n
the solution (3) becomes
where the tensorial function Φ k (∆tJ n ) is defined as the following:
and it satisfies the following recursion relationship:
where I denotes the K × K identity matrix. Thus, an approximation of the integral in (3) by a truncated Taylor expansion of the nonlinear term N leads to an exponential scheme consisting of linear combinations of functions Φ k . Specifically, with k = 1, the nonlinear term N is approximated by a constant, i.e., its left-end value N n on the interval [t n , t n+1 ], hence,
leading to a simple exponential scheme
which is the first-order exponential-time differencing scheme, ETD1 [18] , also referred as exponential Rosenbrock-Euler method [26] .
With k = 2, a first-order finite-difference approximation to the derivative of N, i.e.,
leads to the second-order scheme ETD2 [30] :
Clearly the ETD2 scheme requires an extra term Φ 2 (∆tJ n )(N n − N n−1 ) compared to the ETD1 scheme. It should be stressed that the calculation of Φ 2 is computationally more demanding than that of Φ 1 for a system with large degrees of freedom K. Hence, the ETD2 scheme might not be practical for large systems.
The Runge-Kutta or multi-step approximations for the nonlinear term N(u) can also be used to construct high-order schemes (cf., e.g., [18, 28, 31] ). However, the objective of this work is to construct an effective and efficient second-order ETD scheme which only requires Φ 1 . To this end, we design a scheme based on the idea of the predictor-corrector methodology consisting of two stages. First, the solution is advanced with the first-order ETD scheme (10) to obtain a predicted solution u * . Next, the solution u n+1 is corrected by replacing the nonlinear term N n := N(u n ) by the algebraic average of itself and its predicted solution N * := N(u * ), which is a standard second-order Gaussian quadrature or midpoint approximation. This simple procedure enhances the accuracy of the scheme from first order to second order. The two-stage scheme can be summarized as below:
The above two-stage scheme is designated as the predictor-corrector exponential (PCEXP)
scheme. The first stage of PCEXP is designated as EXP1, which is only used for steady problems. Note that the PCEXP scheme is in fact a one-step scheme, i.e., only the solution u at the current time t = t n is required.
Realization of PCEXP with the Krylov method
The exponential time-integrator schemes require evaluations of matrix-vector products, and in particular, the product of the exponential functions of the Jacobian and a vector, e.g.,
. If the inverse of the Jacobian J exists, then it is possible to use J −1
to compute Φ 1 (∆tJ) defined by (8b). However, J may be singular, e.g., in the presence of periodic boundary conditions, thus J −1 may have to be computed with an operator restriction treatment for generalized matrix inversion, such as the singular value decomposition (SVD).
In addition, for a problem with a very large number of degrees of freedom, direct inversion of J can be prohibitively expensive to compute. These impediments could be the reason why the exponential schemes have yet to gain much traction.
The matrix-vector products in (12b) can be approximated efficiently using the Krylov method [35, 36] , which can also treat a singular J. The basic idea of the Krylov method is to approximate the product of exp(∆tJ) and a vector, such as N in (12b), by projecting it onto a small Krylov subspace, resulting in a much smaller matrix thus cheaper in computational effort. The algorithm will be discussed in detail next.
With the Taylor expansion of exp(∆tJ), the product Φ 1 N can be written as:
It can be approximated by the following function projection onto the Krylov subspace of dimension m:
The orthogonal basis matrix
Arnoldi decomposition [36] :
where
and H m is the following (m + 1) × m upper-Hessenberg matrix:
The matrix H m can be written as the following:
where H m is the matrix composed of the first m rows of H m and e m :
is the m-th canonical basis vector in R m , then Eq. (15) becomes
Because V T m V m = I, the upper-Hessenberg matrix H m is given by:
Therefore H m is the projection of the linear transformation of J onto the subspace K m with the basis V m . Because V m V T m = I, (19) leads to the following approximation:
and exp(J) can be approximated by exp(V m H m V T m ) as the following:
The first column vector of V m is v 1 = N/ N 2 and V T m N = N 2 e 1 , thus (21) becomes:
Consequently Φ 1 can be approximated by: (23) In general, the dimension of the Krylov subspace, m, is chosen to be much smaller than the dimension of J, K, thus H m ∈ R m×m can be inverted easily, so Φ 1 can be easily computed as the following:
where the term exp(∆tH m ) can be computed efficiently by the Chebyshev rational approximation (cf., e.g., [36, 37] ) due to the small size of H m .
Linear stability analysis and local truncation error
In this section, we carry out a linear stability analysis of the proposed PCEXP scheme by considering a scalar equation for which analytic results can be obtained. This example is instructive because the growth rate in the scalar equation, exp(∆tJ) with a constant J, is the degenerated case of exp(∆tJ). The stability of the PCEXP scheme is compared with the TVDRK3 scheme. In addition, we will also analyze the local truncation error of the PCEXP scheme applied to the scalar equation.
Linear stability analysis
We shall analyze the stability of the following scalar equation with a constant J:
Linearization of equation (25) about a fixed point u 0 , such that Ju 0 + N(u 0 ) = 0 leads to the following simple linear equation
where u is now the perturbation to u 0 , λ = N ′ (u 0 ), and ζ := J + λ. Obviously, the fixed point u 0 is stable if and only if
To analyze the dependence of the stability region on the finite-term Krylov basis approximation, we apply the PCEXP scheme (12) to the model equation (26) and we obtain the following very simple solution: 
The polynomial G m approximates the growth rate G, and the stability criterion (27) requires
We compute the dependence of the stability region determined by |G m | ≤ 1 in the parameter space (∆t, ζ) on the order of the polynomial G m , m. First, for real ζ, we compute the boundary of the stability region with 1 ≤ m ≤ 80. The m-dependence of the stability boundary in the parameter space (∆t, ζ) is shown in Fig. 1(a) ; the stability region is bounded by both ∆t and ζ axes and the m-dependent boundary. Clearly, the the stability region expands as m increases. We also compute the m-dependence of the maximum stable value of |∆tζ|, as shown in Fig Table 1 , which also gives the m-dependent time-step sizes normalized by ∆t 1 corresponding to m = 1.
For complex ζ, the boundary of the stability region is defined in the complex plane of ∆tζ. As shown in Fig. 2 , the stability region is approximately a semicircle on the left half of the complex plane ζ, and the radius of the semicircle grows linearly as m increases. The preceding analysis shows the effect of the number of the terms in the Taylor expansion of the propagator, exp(∆tζ), on the stability of the exponential scheme. Next, we analyze the stability of the PCEXP scheme (12) by using the model problem (26) . Applying the PCEXP scheme of (12) to (26), we have:
where a := ∆t λ and b := ∆t J. The Taylor expansion of r in terms of b is
In the limit that b → 0, the growth factor r converges to the leading term of (31)
which is identical to the second-order Runge-Kutta scheme.
The above analysis directly shows the following two important features of the PCEXP scheme in the limits of N → 0 and J → 0:
1. The PCEXP scheme reduces to the exact solution of the linear equation in the limit of vanishing nonlinear term N → 0, as shown by (28); 2. The PCEXP scheme converges to the second-order Runge-Kutta scheme in the limit of vanishing linear term J → 0, as shown by (32) .
We now consider the dependence of the stability region on the parameter a := ∆t λ and b := ∆t J. For real a and b, the boundary of the stability region is defined by |r| = 1. For the PCEXP scheme, r is given by (30) , and |r| ≤ 1 leads to
For the EXP1 scheme,
then the corresponding stability region is bounded by
Similarly, for the TVDRK3 scheme
so its stability region is a strip bounded by two parallel lines:
The stability regions of PCEXP, EXP1, and TVDRK3 are illustrated in Fig. 3 .
The stability region of the PCEXP scheme is larger than that of the EXP1 scheme, therefore the PCEXP scheme is not only more accurate but also is better in terms of stability.
Note that the stability regions of EXP1 and PCEXP schemes are infinitely large fan-shaped areas without a lower bound, while the TVDRK3 scheme in Fig. 3 (right) is a narrow strip.
They imply that given a negative J and a fixed λ inside the regions, both EXP1 and PCEXP allow an infinity large ∆t, while TVDRK3 does not. This stability feature distinguishes the exponential schemes from the TVDRK3 scheme. We can also consider the stability of (30) with a complex b = ∆t J and a real a = ∆t λ, as shown in Fig. 4 . The stability region of the PCEXP scheme increases as |λ| increases, while that of the TVDRK3 scheme only shifts a distance along the real axis on the complex b-plane but without changing its area. Thus, the stability region of the TVDRK3 scheme does not expand under the constraint of b. Clearly, the PCEXP scheme is far more superior than the TVDRK3 scheme in terms of stability, as expected.
Local truncation error
We study the local truncation error of the PCEXP scheme by using the model scalar equation (26) . The Taylor expansion of the solution (28) of the linearized equation (26),
n is the k-th order derivative of u(t) evaluated at t = t n , and we have used the fact that for the linearized equation of (26), By substitution of the Taylor expansion of the exponential term e ∆tζ in the solution (28) obtained by the PCEXP scheme (12) yields
The difference between the Taylor expansion (38) and the approximated solution (40) for u n+1 yields the local truncation error:
Similarly, the leading-order local truncation error of the EXP1 scheme is
Obviously, the accuracy of the PCEXP scheme is one-order higher than the ETD1 scheme in the frame of classical truncation error analysis.
Spatial discretization
In this section, we apply the PCEXP scheme to the Euler equations discretized with the discontinuous Galerkin (DG) method in space.
Governing equations
Consider the Euler equations in a rotating frame of reference in d dimensional space:
where U ∈ R d+2 stands for the vector of conservative variables, F ∈ R (d+2)×d the convective flux, and S ∈ R d+2 the source term:
where v := (u, v, w) T is the absolute velocity, ω := (ω x , ω y , ω z ) T is the angular velocity of the rotating frame of reference, v r := ω × x; ρ, p, and e denote the flow density, pressure, and the specific internal energy; E = e + 1 2 ||v|| 2 and H = E + p/ρ denote the total energy and total enthalpy, respectively; I denotes the d × d unit matrix; and the pressure p is given by the equation of state for a perfect gas:
where γ = 7/5 is the ratio of specific heats for perfect gas.
Discontinuous Galerkin discretization
The computational domain Ω is divided into a set of non-overlapping elements of arbitrary shape. We seek an approximation U h in each element E ∈ Ω with finite dimensional space of polynomial P p of order p in the discontinuous finite element space
The numerical solution of U h can be approximated in the finite element space V h
In the weak formulation, the Euler equations (43) in an element E becomes:
wheren is the out-normal unit vector of the surface element σ with respect to the element E, F is the Riemann flux [38] , which will be approximated by Roe's flux [39] , and the Einstein summation convention is used. For an orthonormal basis {ψ i }, the term on the left-hand side of Eq. (48) becomes diagonal, so the system is in the standard ODE form of Eq. (1), thus avoiding solving a linear system as required for a non-orthogonal basis. More importantly, the use of orthogonal basis would yield more accurate solutions, especially for high-order methods with p ≫ 2.
Orthogonal basis in the Cartesian coordinates
In this paper, the basis function ψ i (x) is defined on the global Cartesian coordinate
x := (x, y, z) rather than on the cell-wise, local reference coordinates. The variable values on the Gaussian quadrature points for computing the surface fluxes can be easily accessed without the Jacobian mapping between the local reference coordinates to the global Cartesian ones [40, 41] , and it also makes the discontinuous Galerkin method feasible on arbitrary polyhedral grids [42] .
A simple choice of the basis function in (47) may be the monomials [43] or Taylor basis [44] . However, in the case of distorted meshes, the non-orthogonality of these basis functions may yield an ill-conditioned mass matrix, resulting in degradation of accuracy and even loss of numerical stability. In this work, to construct an orthonormal basis set {ψ i (x)}, we start with the normalized monomials {χ i (x)}:
and the total number of basis functions N = (p + 1)(p + 2)(p + 3)/6 for the p-th order DG approximation in 3D space. With the following definition of the inner product on an element E: f, g E := E f (x) g (x) dx, the coefficients {s i } and {c ij } can be computed with the modified Gram-Schmidt (MGS) orthogonalization described in the Algorithm 1.
Algorithm 1 Basis orthonormalization
end for end for
Exact Jacobian matrix for the exponential schemes
The convergence rate and stability of the PCEXP scheme rely on the accuracy to approximate the Jacobian matrix J, which is directly determined by the local truncation error of (41). In the PCEXP scheme, the broadcasting of global information is achieved through the exact Jacobian matrix which accurately includes the information of both the interior and the boundary of the elements. The details of computing the exact Jacobian is discussed next.
The diagonal Jacobian can be obtained by taking the derivative of (48) with respect to the u j of the host cell with the label "L":
Similarly, the off-diagonal Jacobian can be obtained by taking the derivative of (48) with respect to the u j of the neighboring cells around the host cell "L", which is marked with the label "R":
The Riemann flux Jacobian matrices ∂ F( (50) and (51) are evaluated exactly through the automatic differentiation (AD), others can be derived easily.
The global Jacobian matrix J is made of the diagonal and off-diagonal matrices above.
When σ is an interior face, the flux F(U L , U R ) is calculated with Roe's Riemann solver [39] .
When σ is a boundary face with a appropriate boundary condition, one has
where U ghost is a function of U L corresponding the boundary condition, and F is also consistently computed by the same Roe's Riemann solver used on the interior faces. Then, the boundary flux Jacobian matrix can be expressed as
The Jacobian matrix ∇ψ j ∂F/∂U in the volume integration and the source-term Jacobian matrix ∂S/∂U are given by (A.1) and (A.3), respectively, in the Appendix. The Jacobians ∂ F/∂U L , ∂ F/∂U ghost and ∂U ghost /∂U L are obtained exactly by the automatic differentiation (AD).
Numerical Results
The PCEXP scheme is tested for the time marching of the Euler equations for both steady and unsteady flows. Its accuracy and efficiency are investigated in the unsteady flow case and compared with two widely-used explicit and implicit schemes: the third-order TVD Runge-Kutta (TVDRK3) scheme and the second-order backward difference formula (BDF2). In the steady flow case, the performance of the PCEXP scheme is also investigated by comparing with the implicit backward Euler (BE) and the implicit BDF2 schemes given below:
BE:
BDF2:
where r n := ∆t n /∆t n−1 so that a variable time-step size is allowed in the BDF2 context [45] .
The resulting linear systems are solved by an ILU preconditioned GMRES method. In both the exponential and the implicit methods, the dimension of the Krylov basis m = 30. The convergence tolerance of the Krylov subspace is set to 1.0 × 10 −5 .
For all the schemes used in this work, the time-step size ∆t is determined by
where CFL is the global Courant-Friedrichs-Lewy (CFL) number, p the order of polynomial in DG, v the velocity vector at the cell center, c the speed of sound, d the spatial dimension, |E| and |∂E| are the volume and the surface area of the boundary of E, respectively; and h 3D represents a characteristic size of a cell in 3D defined by the ratio of its volume and surface area. The CFL number is a constant for unsteady flows and a variable for steady flows (cf. Eq. (61a) and related discussion later).
For the quasi-2D problems, we extrude a 2D mesh to a 3D (quasi-2D) mesh by one layer of grids and use h 2D instead of h 3d to eliminate the effect of the z dimension on obtaining the truly 2D time step. Given the cell size ∆z in the z direction, h 2D is determined by
Temporal accuracy test for an unsteady problem
The vortex transportation by a uniform flow of velocity (U ∞ , 0) [16] is computed to test the temporal accuracy of PCEXP. The initial conditions of the flow are Evaluation of the temporal order of accuracy requires the time-exact solution, which may be approximated by a solution obtained with a sufficiently small time-step size (i.e., we use CFL = 0.1 ) so that the temporal error is negligible. Specifically, the time step size ∆t is decreased until the following entropy error becomes a constant
where s = p/ρ γ and s 0 is the entropy of the free stream.
We use CFL = 0.1 × 2 n with 0 ≤ n ≤ 5, to measure the order of convergence with respect to the time-exact solution. The order of convergence for the TVDRK3, BDF2, and PCEXP schemes are all shown in Fig. 5(a) with the order of polynomials p = 0 to p = 3. The formal orders of accuracy are verified for all the cases, which validate our implementation. It is also apparent that the temporal error of BDF2 is much larger than that of PCEXP with an equal time-step size. Overall, the error of PCEXP is one order of magnitude smaller than that of BDF2, although both schemes are second-order accurate.
Besides the accuracy, the computational efficiency is also investigated by showing the evolution of the error with respect to CPU time. We focus on two cases, one with uniform grids, and the other with highly stretched grids.
With uniform meshes, small time-steps are used to test the order of accuracy. Obviously, when the time step size is sufficiently small, both the implicit and exponential schemes are not as efficient as the explicit TVDRK3 scheme because of its simplicity. Therefore, we only compare the CPU times of the exponential and implicit schemes in Fig. 5(b) . The results
show that the temporal error of the PCEXP scheme not only is one order of magnitude smaller than that of the BDF2 scheme, as shown in Fig. 5(a) , but also decays much faster than that of the BDF2 scheme, as shown in Fig. 5(b) . This shows that the PCEXP scheme is more accurate and efficient than the BDF2 scheme.
For a stiff case, the following highly stretched non-uniform mesh is used: The solution computed by using the third-order TVDRK3 scheme with CFL = 1.2 is used as the reference solution. The results computed by using both second-order schemes BDF2 and PCEXP with CFL = 1000 are compared with each other since both permit large time steps and should be more efficient in this case. First, the accuracy of the solutions obtained by using both schemes at the end of one period are shown in Fig. 6 . The result of BDF2 exhibits a visible phase delay caused by a large temporal error, which is evident in Fig. 5(a) , while the result of PCEXP shows very little phase error and agrees well with the result of TVDRK3. This validates the fact that the PCEXP scheme generates a temporal error much smaller than what the BDF2 scheme does.
The total error, which includes both temporal and spatial errors, is an important factor which should be considered. The behavior of the total error versus time is shown in Fig. 7 .
The errors in the solutions obtained by using the third-order TVDRK3 scheme with CFL = 1.2 and 0.1 are also included, and the latter is used as the approximated time-exact solution.
Two observations can be made. First, the total errors of the TVDRK3 scheme with CFL = 1.2 and 0.1 are almost indistinguishable with a fixed polynomial order p. This suggests that the total error is indeed dominated by spatial error, and the temporal error has little effect, if any. Therefore, the total error will not be reduced by either decreasing the CFL number or using even higher-order time discretizations. Second, the errors of the PCEXP scheme with CFL = 1000 are rather close to that of the TVDRK3 scheme for all cases of 0 ≤ p ≤ 3;
and the PCEXP scheme is certainly more accurate than the BDF2 scheme with the same CFL number.
Finally, the computational efficiency of three schemes, PCEXP, BDF2, and TVDRK3 are compared by measuring the CPU time, and the results are summarized in Table 2 . For p = 0, the PCEXP scheme is about 3.9 times faster than BDF2, and both the PCEXP and BDF2 schemes are much faster than TVDRK3 while the accuracy is maintained.
Performance assessments for steady problems
Unconditional stable implicit methods are highly efficient for solving steady problems, often achieving orders of magnitude speedup relative to explicit methods such as the RungeKutta types. In this section, the exponential schemes are compared with two implicit methods including the backward Euler (BE) and the second-order backward difference formula (BDF2). Both schemes use an ILU preconditioned GMRES linear solver. Two exponential schemes, the first-order PCEXP scheme, i.e., the EXP1 scheme, which skips the second stage evaluation in (12) and the second-order PCEXP scheme are applied to steady flow problems in both 2D and 3D. To enhance the computational efficiency and maintain stability for steady problems, the CFL number for all the exponential and implicit schemes is dynamically determined by the following formula:
where , R(ρ n ) denotes the residual of density, CFL max is the user-defined maximal CFL number, n is the number of iterations, and p is the spatial order of accuracy. Thus, the value of CFL starts at unity initially (n = 1) when R(ρ n ) 2 is large, and gradually increases to its maximum CFL max as R(ρ n ) 2 diminishes.
Subsonic flow over a NACA0012 airfoil in 2D
In this Section, we consider a subsonic flow over the NACA0012 airfoil with the Mach converge to the steady state, while the BE scheme requires the shortest CPU time. For 1 ≤ p ≤ 3, the BE scheme is the most efficient one in terms of both the number of iterations and CPU time. While the number of iterations to attain convergence is rather similar for all the schemes, the required CPU time is rather different; the BE scheme is by far the fastest one in this case.
Subsonic flow over a sphere in 3D
In this Section, we evaluate the computational efficiency of the exponential schemes for a three-dimensional flow past a sphere with the Mach number Ma = 0.3. The radius of the sphere is set to 1. The computational domain is the spherical shell with the inner and outer Figure 11 shows the convergence histories of the exponential schemes, EXP1 and PCEXP, and the implicit schemes, BE and BDF2, with the spatial orders 0 ≤ p ≤ 2.
The rates of convergence for the exponential and the implicit schemes in terms of the number of iterations are similar, as shown in Fig. 11 (left) , because both types of schemes are of global nature. The PCEXP scheme requires the least number of iterations to converge when p = 0, while the BE scheme does so when p = 1 and 2. We note that the implicit schemes with the GMRES linear solver preconditioned by an ILU is among the fastest solvers. Using other less efficient linear solvers would degrade the efficiency of an implicit solver.
In Fig. 11 (right) , the computational efficiency is measured by the elapsed CPU time to achieve convergence. Both first-order schemes, EXP1 and BE, converge faster than their second-order counterparts, PCEXP and BDF2, respectively. Again the BE scheme is the fastest in terms of CPU time, followed closely by the EXP1 scheme. Interestingly, the BDF2 scheme is the slowest in terms of CPU time in this case. It is also observed that the EXP1 scheme converges roughly twice as fast as its second-order counterpart, the PCEXP scheme.
This suggests that first-order schemes are the most efficient for steady-state calculations, and higher-order temporal accuracy is inefficient. It can also be seen that the EXP1 scheme performs better than the BDF2 scheme in all cases of 0 ≤ p ≤ 3, as opposed to the previous case of the flow past a NACA0012 airfoil in 2D, in which the BDF2 scheme performs better (cf. Fig. 9 ). For steady problems in 3D, the computational efficiency and performance of the exponential schemes are comparable to those of the implicit schemes in terms of either the number of iterations or CPU time; and the first-order schemes perform better than their second-order counterparts.
Conclusions
An exponential scheme, PCEXP, has been developed for the time marching of steady and unsteady inviscid flows in both 2D and 3D. The PCEXP scheme, a one-step scheme based on the predictor-corrector methodology, allows large time-step size while maintaining second-order accuracy in time. The temporal accuracy of the PCEXP scheme is verified;
its convergence behavior and computational efficiency are validated for both steady and unsteady test cases.
The unsteady flow of a vortex moving with a constant velocity in 2D is used to verify the temporal accuracy of the proposed PCEXP scheme. The comparisons are carried out with uniform (nonstiff case) and highly clustered non-uniform (stiff case) meshes. On the uniform meshes, the order of temporal accuracy of the PCEXP and BDF2 schemes are verified. In addition, the PCEXP scheme is shown to be much more accurate than the BDF2 scheme.
Specifically for the vortex transportation in 2D, the magnitude of total error in the solution of the PCEXP scheme can be more than one order of magnitude smaller than that of the BDF2 scheme with the same time-step size. Thus, the PCEXP scheme is far more effective and more efficient than the BDF2 scheme. The above conclusion applies to both nonstiff and stiff cases.
For steady-state problems, the PCEXP scheme allows large time-step sizes thus can achieve a rapid convergence. Both the EXP1 and PCEXP schemes enjoy the rates of convergence comparable to their implicit counterparts, the BE and BDF2 schemes, respectively, in terms of the number of iterations. Also, the first-order exponential scheme, EXP1, is more efficient than its second-order counterpart, PCEXP, as expected.
In 
