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Abstract
No matter the expressive power and sophistication of
supervised learning algorithms, their effectiveness is re-
stricted by the features describing the data. This is
not a new insight in ML and many methods for fea-
ture selection, transformation, and construction have
been developed. But while this is on-going for general
techniques for feature selection and transformation, i.e.
dimensionality reduction, work on feature construction,
i.e. enriching the data, is by now mainly the domain
of image, particularly character, recognition, and NLP.
In this work, we propose a new general framework for
feature construction. The need for feature construction
in a data set is indicated by class outliers and discrim-
inative pattern mining used to derive features on their
k-neighborhoods. We instantiate the framework with
LOF and C4.5-Rules, and evaluate the usefulness of
the derived features on a diverse collection of UCI data
sets. The derived features are more often useful than
ones derived byDC-Fringe, and our approach is much
less likely to overfit. But while a weak learner, Naive
Bayes, benefits strongly from the feature construction,
the effect is less pronounced for C4.5, and almost van-
ishes for an SVM leaner.
Keywords: feature construction, classification, out-
lier detection
1 Introduction
Supervised learning – concept, classifier, and regression
learning – is a core Machine Learning topic and decades
of research have resulted in lots of algorithms. No mat-
ter the expressiveness or sophistication of a technique,
however, its effectiveness is restricted by the data, and
its representation.
As a result, researchers have also worked from early
on to create useful representations. The resulting tech-
niques can be grouped into three subfields:
1. Feature selection [MBN02, GE03, EA13, BH13]
deals with the question of removing irrelevant or
redundant features from the data representation.
Its goals are alleviating the ”curse of dimensional-
ity“ – the phenomenon that high-dimensional de-
scriptor data points all seem to be equally similar
to each other – reducing running times of learning
techniques, and preventing over-fitting.
2. Feature transformation or dimensionality reduc-
tion [Fod02] has the same goals but achieves them
by mathematical transformations of the matrix
representation of the data, replacing the original
representation.
3. Feature construction or constructive induction
[YRB91, SP05], finally, aims at combining the ex-
isting features into new ones, and enriching the
data with them, with the goal of making harder
problems easier to model and increasing accuracy.
This subdivision is not as clear-cut as we make it ap-
pear here: [GE03], for example, also discusses fea-
ture transformation techniques, referring to them as
”feature construction“. What is striking, however, is
that after a flurry of early work on symbolic feature
construction [MR89, ACS+91, YRB91, Paz98], recent
works employ genetic algorithms for feature construc-
tion [Kra02, SP05], focusing on constructing features
from raw data [SHGHP13], and for the purpose of NLP
[GM05, DR12] and image recognition [YKR+08].
For a data miner, this is somewhat puzzling, given
that much recent DM research has addressed the
problem of mining useful features for classification
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from complex data via discriminative pattern mining
[BZDRN06, ZBR10, TCG+10]. Hence the motivation
for this work. Our contribution is two-fold:
1. We propose a general framework for feature con-
struction, employing outlier detection methods for
identifying hard-to-model instances, and discrimi-
native pattern mining for deriving useful features
from their neighborhoods. In particular is this
framework independent of the learning algorithm
employed.
2. We instantiate our framework with LOF as outlier
detection technique and C4.5-Rules as discrim-
inative pattern miner, and evaluate and compare
the usefulness of the derived features on a diverse
collection of UCI data sets, using three learners
of different strength. We show that our model-
independent approach is far less likely to overfit
and generates useful features.
The paper is structured as follows: in the following
section, we illustrate the problem setting and briefly
discuss the four aspects to feature construction [MR89].
In Section 3, we discuss related work. In Section 4, we
introduce our framework, and show how it addresses
the four feature construction aspects. In Section 5, we
describe the concrete instantiation used in the experi-
ments and report on the experimental results in Section
6, before concluding in Section 7.
2 Problem Illustration and As-
pects of Feature Construction
As an illustration of the problem addressed in our work,
consider Figure 1. Both classes are characterized by
large clusters of typical instances, as well as several
outlying points. There can be different reasons for
this distribution: the training set could, e.g., not be
a representative sample – a possible explanation for
o◦ or o+1 . An instance like o+2 , however, either is
mis-labeled or has incorrect attribute values (in other
words, it is noise), or indicates that the description
space is incomplete w.r.t. the underlying concepts.
A linear discriminative learner, inducing the deci-
sion surface dl, or a concept learner characterizing the
attribute-value space enclosed by dd, will be unable to
classify certain instances correctly. A more powerful
learner, such as an SVM or an artificial neural network
(ANN), could classify o+,2 correctly but the represen-
tation would prevent it from separating osvm out.
dd
o◦
o+,1
o+,2
osvm
dl
dsvm
Figure 1: Class outliers in a two-class problem
Finding a feature that takes the value 1 for osvm and
0 for its immediate neighborhood, as shown in Figure
2, would make it possible to learn a decision surface for
that instance. Hence, in this setting there is need for
additional dimensions.
2.1 Aspects of feature construction
Some data points are clearly not in need of augmenta-
tion: points belonging to the two clusters will be reli-
ably modeled, and o◦ and o+,1 can still be separated
easily from the other class. There is also the question
if a locally discriminating feature might not overfit the
data too much and become useless outside of its local
context (as in the case of o+ in Figure 2). The authors
of [MR89] turned this intuition systematic when they
identified four aspects of feature construction:
1. detection of when construction is re-
quired
2. selection of constructors
3. generalization of selected constructors
4. evaluation of the new features
The first point is characterized by the authors writ-
ing: “if the original feature set is sufficient for the [...]
induction algorithm to acquire the target concept, fea-
ture construction is unnecessary.”. They identify three
possible treatments: i) always perform construction, ii)
analysis of the initial data set, iii) analysis of a model.
The second aspect has to do with the fact that the
space of all attribute-value combinations can be too
large to traverse, especially if arbitrary operators are
allowed. They identify two approaches: i) initially lim-
iting allowed operators, and ii) run time decisions that
select one constructor over another based on algorith-
mic, data, concept, or domain knowledge biases.
The third aspect addresses over-fitting since new fea-
tures might be highly specific to certain training in-
2
(0,1,0)
(0,0,0)
x+
osvm
Figure 2: Enriching data with an additional feature
stances. This includes removal of conjuncts, variable
introduction etc.
The fourth aspect, finally, comes into play if the
number of features becomes too large. The authors
identify at least three approaches: i) keeping all fea-
tures, ii) call on the user, or iii) order the features and
keep the best ones.
3 Related Work
Much early work on feature construction used decision
trees as models, and based the newly constructed fea-
tures on them. The setting for Fringe, the technique
developed in [Pag89], is binary classification, with in-
stances described by boolean attributes. The goal was
the avoidance of the replication of partial paths in the
decision tree. Detection consists of checking for the
existence of positively-labeled leaf nodes at depth of
at least two in the tree (model analysis), constructors
are selected by choosing the tests in the last two deci-
sion nodes before the leaf (concept-based), which are
combined using logical AND. The features are added
to the representation, data instances are re-encoded,
and the algorithm re-iterated until either no new fea-
tures are generated or a pre-set number of iterations
have been performed. The authors extended their ap-
proach to be able to deal with additional class labels,
called Symmetric Fringe. Matheus et al. [MR89]
introduced the four aspects of feature construction dis-
cussed in the preceding section, and extended Fringe
by considering tests in other regions of the tree, not
just near the leaves. They keep the same detection and
constructor selection, but add a generalization step –
in which constants can be replaced by variables – and
only keep the top-27 features, according to information
gain. The resulting technique is called Citre [MR89]
and allows the use of background knowledge in the se-
lection, and evaluation steps. DC-Fringe [YRB91],
finally, considers not only leaves but also the siblings of
their parents. The authors claim that Citre does not
profit from using other tests than the ones at the fringe,
and show thatDC-Fringe outperforms the earlier two
techniques on a number of artificial data sets.
Other works from this period chose different classi-
fication models. Aha [ACS+91] used an incremental
instance-based learner, using classification failure for
detection. Classification is performed based on simi-
larity to already encountered instances, and the new
feature is chosen to be the conjunction of any pair of
base attributes that maximizes the dissimilarity be-
tween the misclassified instance, and the differently
labeled instances closest to it. They point towards
the need for background knowledge for this approach
to outperform Citre. Pazzani [Paz98] proposed con-
structing features from the Cartesian product of exist-
ing attributes. Features are constructed from pairs of
attributes, features can be deleted, only one such op-
eration is performed per iteration, and the evaluation
takes the form of accuracy estimation of a learner. In
all these works, feature generation iterates repeatedly,
using the same classification model.
At the same time, genetic algorithms were first used
for feature construction to replace the local search for
good features [BK96], and most recent work comes
from this direction [SP05, SHGHP13]. These ap-
proaches allow for arbitrary combinations of atribute
tests but pay with increased running times (especially
since they typically iterate over a model inducer),
which they address by limiting the number of base at-
tributes used in feature construction.
The last reference also points to another trend in
feature construction: recent works have mostly moved
away from attribute-value settings and aim to con-
struct features for text categorization [GM05], NLP
[DR12], and image recognition [YKR+08, RVL13].
Somewhat separate from this are works in the data
mining community, which aim to construct features
useful for representing structured data, e.g. trees or
graphs, for processing by machine learning techniques
[BZDRN06, ZBR10, TCG+10]. The typical approach
in those works consists of mining substructures that
discriminate between two classes, and performing clas-
sification by SVM or decision tree learners.
4 A Novel Feature Construction
Framework
Based on the problem illustration given in Section 2,
we propose a novel, general framework for feature con-
struction. We aim at a model independent approach,
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i.e. one that can be run as a pre-processing step in-
dependent of the learner used. This also means that
our approach does not reiterate model learning. In the
following, we lay out how we address the four aspects
of feature construction.
4.1 Detection – Identifying class out-
liers
We first need to address whether to construct features
at all, and from which instances. For this purpose,
we propose to use outlier detection techniques to iden-
tify atypical points in the data. Identifying outliers in
the full data will not be useful since a point that ap-
pears as an outlier from the perspective of a cluster
of differently-labeled instances could be easy to model
for a classifier learner. Hence, we identify outliers from
the perspective of individual classes. Assuming a data
set D, an outlier oracle OO(d,D′) 7→ {true, false} that
can decide whether a instance d is an outlier w.r.t. D′,
we can define the set of class outliers:
Definition 1 Given a set of labeled data D = {(~x, y)},
the set of outliers of class Dc = {d = (~x, c) ∈ D}
is defined as Oc,D = {d ∈ Dc | OO(d,Dc) = true}.
The union over all the outliers of all classes OC,D =⋃
cOc,D is called the set of class outliers.
While we use the class label information in the de-
tection step, we are not making use of a particular
classification model to detect the need for feature con-
struction. This has the advantage that our approach
can be used as a pre-processing step for arbitrary clas-
sifier learners, but the potential disadvantage that we
overestimate the need for feature construction.1
4.2 Constructor selection – Assembling
outliers’ k-neighborhoods
We intend to perform feature construction itself by
mining discriminative patterns. The choice of pat-
tern miner will impose some restrictions on the form
new features can take, depending on the pattern lan-
guage Lp employed.2 In addition to this, we employ
a data-biased selection mechanism, collecting the k-
neighborhoods of class outliers:
1Note that this outlier detection is not limited to the space
of attribute-valued data. Any instance space in which a distance
measure between instances is defined allows for the identification
of outliers.
2Again, this step is not limited to the space of attribute-
valued data. Any instance space in which discrimative patterns
can be mined can be worked on.
Definition 2 Given an instance d and a distance mea-
sure δ : D × D 7→ R, its k-neighborhood is defined as:
Nk(d) = {d
′ ∈ D\{d} s.t. |{d′′ | δ(d′′, d) ≤ δ(d′, d)}| ≤
k − 1}
and, if they belong to different classes, mining discrim-
inative patterns from them. This condition – that dif-
ferent classes have to be present – can be considered
part of the detection step: class outliers like o◦ in Fig-
ure 1 do not indicate a need for feature construction.
This data selection step reduces the space of possible
constructors to those present in this k-neighborhood,
making the feature construction step tractable. Addi-
tionally, they can be expected to be relatively small,
aiding further in tractability.
4.3 Generalization – Merging k-
neighborhoods
According to [MR89], generalization of features occurs
after they have been mined. In contrast to this, we ad-
dress the generalization aspect before feature construc-
tion by comparing the k-neighborhoods of all pairs of
class outliers, and merging them if at least 50% of the
instances of the smaller neighborhood are included in
the larger one. This is transitive: if an outlier’s neigh-
borhood has at least half its instances contained in a
second neighborhood, those instances will also be con-
tained in any neighborhood the second one was merged
with.
4.4 Evaluation – Removing inconsis-
tent and insufficiently supported
features
Since we intend our feature construction approach
to be used in a pre-processing step, we do not use
any model’s classification accuracy to evaluate features
during construction. Since we do intend to mine fea-
tures that discriminate outliers from their differently-
labeled neighbors, however, we only select consistent
patterns, i.e. ones that cover instances of only a single
class within a k-neighborhood:
Definition 3 Given a matching function match: Lp×
D 7→ {0, 1}, the cover of a pattern π ∈ Lp in a data set
D′ is defined as cov(π,D′) = {d ∈ D′ | match(π, d) =
1}.
Definition 4 Given a pattern π, k-neighborhood Nk
it has been mined from, we call a pattern consistent iff
∀di = (~xi, yi), dj = ( ~xj , yj) ∈ cov(π,Nk) : yi = yj.
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Since in that case features could overfit, we also im-
pose a minimum support constraint on a feature.
Definition 5 Given a pattern π, its support on a data
set D′ is defined as supp(π,D′) = |cov(π,D′)|.
Finally, if a feature appears several times, it is se-
lected only once.
4.5 Algorithm
The meta-algorithm describing the workings of our ap-
proach is given as Algorithm 1. We will refer to our
framework as CobFC – for class-outlier based feature
construction – in the rest of the paper.
Algorithm 1 The CobFC algorithm
1: Given: data set D, set of class labels C, support
threshold θ
2: Return: set of consistent discriminative patterns F
3:
4: OC,D = ∅
5: for c ∈ C do {Collecting class outliers}
6: OC,D = OC,D ∪Oc,D
7: N = ∅
8: for o ∈ OC,D do
9: if ∃di = (~xi, yi), dj = (~xj , yj) ∈ Nk(o) : yi 6= yj
then {Different classes in the neighborhood}
10: N = N ∪ {Nk(o)}
11: while ∃Nk(o),Nk(o′) ∈ N : (
|Nk(o
′)∩Nk(o)|
min{|Nk(o′)|,|Nk(o)|}
≥
0.5) do {Merging overlapping neighborhoods}
12: N = ((N ∪ {Nk(o′) ∪ Nk(o)}) \ Nk(o′)) \ Nk(o)
13: for Nk(o) ∈ N do {Mining discrimative patterns}
14: for all f ∈ PM(Nk(o)) do
15: if f is consistent ∧ supp(f,D) ≥ θ then
16: F = F ∪ {f}
17: return F
5 A Framework Instantiation
We aim to give an impression of our framework’s per-
formance compared to other approaches, and will use
a proof-of-concept instantation of CobFC.
In the experimental study, we work in the usual
space of data described by a vector of attribute val-
ues: given a set of attributes A = {A1, . . . , Ad}, hav-
ing domains dom(Ai), each instance d is a tuple (~x, y)
with ~x = 〈x1, . . . , xd〉, xi ∈ dom(Ai), y ∈ dom(C) =
{c1, . . . , cm} a class label.
As outlier oracle, we choose the LOF algorithm
[BKNS00] in the version available for download by its
authors as part of the ELKI package.3
To mine discriminative patterns, we use the C4.5
implementation of WEKA [FW99] (J48), with prun-
ing turned off and minimum number of instances set
to 1. We transform the resulting tree into conjunctive
rules and use the left-hand side of these rules as fea-
tures for augmentation. This results in binary features.
Notably, this means that we can use two off-the-shelf
solutions for instantiating our framework and do not
have to write tailor-made code, making our approach
highly modular. The ELKI package offers numerous
outlier detection methods, which we plan to explore in
more detail in the future.
6 Experimental Setup
We expect the CobFC features to improve the mod-
eling of classification problems and therefore the es-
timated classification accuracy. To evaluate classi-
fication performance, we perform a ten-fold cross-
validation on a number of UCI data sets [BM98]. We
aimed for data sets of different dimensionality, size,
and distribution and number of classes to allow us to
evaluate the behavior of class outlier detection and the
effects of derived features thoroughly.4 For each fold,
class outliers and their k-neighborhoods are extracted
from the combined training folds, and conjunctive pat-
terns mined on these subsets. To evaluate the effect on
learners of different strength, we used LibSVM, as well
as the J48 decision tree and the Na¨ıve Bayes classifier
implementations contained in the WEKA workbench
[FW99].
6.1 Comparison techniques
We compare our approach to the feature construc-
tion technique DC-Fringe [YRB91], which had been
shown to outperform the other decision tree based fea-
ture construction methods and alternatives using other
models. That method shows some differences to our
approach:
• Detection is handled by inspecting leaf nodes of
depth at least two in a learned decision tree.
As in our approach, this will lead to a focus on
3At http://www.dbs.ifi.lmu.de/research/KDD/ELKI/.
4We do not list their characteristics. Those
can be found in supplementary material at
http://www.scientific-data-mining.org/supplementary-material.html
or accessed at the UCI repository, however.
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small subsets that lie near decision boundaries but
whether different classes are present in such leaves
has no effect.
• Individual features are constructed as conjunction
or disjunction of the last two tests leading to a
given leaf. For details, we refer the reader to the
original publication. Thus, while restricted in size,
features are constructed using more powerful op-
erators.
• The process is reiterated, learning a new decision
tree on the augmented data, until a stopping crite-
rion is reached, in contrast to our method, which
constructs features only once.
DC-Fringe was proposed in the context of con-
cept learning and binary attributes. While most of
the method can be transferred to a multi-class setting,
and multi-valued or numerical attributes in a straight-
forward manner, the stopping criterion cannot. DC-
Fringe stops when there are no more leaves having
at least depth two but we noticed in our experiments
that this case is typically not reached. Instead, deci-
sion trees stabilize, having the same form, and there-
fore leading to the same features, iteration after iter-
ation. Hence, we modify the stopping criterion such
that feature construction stops when the decision tree
does not change from one iteration to the next. We
used the J48 decision tree learner.
As a baseline comparison, we chose a method sug-
gested by an anonymous reviewer of an earlier version
of this work: we remove the class outliers from the
training data, and train on the reduced data set. While
this is somewhat counter to our purpose, it might pre-
vent over-fitting effects caused by attempts to model
unaugmented class outliers and therefore improve test-
ing accuracies.
6.2 Experimental results outlier detec-
tion and feature generation
We used Euclidean distance for identifying outliers in
data sets with numerical attributes, normalizing at-
tribute values. We used Manhattan distance for iden-
tifying outliers in data sets with nominal and ordinal
attributes, binarizing attributes to that end.
In this first section of the experimental evaluation,
we report on the quantitative characteristics of the fea-
ture construction step: number of class outliers identi-
fied, number of merged k-neighborhoods, and number
of features derived.
As Table 1 shows, there is a significant number of
class outliers for most data sets (column 2) but in some
data sets some classes do not have outliers at all (col-
umn 3), often because they are too small for the con-
cept of class outliers to have meaning. Depending on
the data set, merging outliers’ k-neighborhoods can re-
duce their number by half (e.g. for the Spambase data
set), or leave them unchanged (Nursery). The num-
ber of features, finally, can range from below ten to
thousands.
It can also be seen that DC-Fringe constructs far
more features (with the notable exception of Nursery),
and performs multiple iterations, each of which will be
costlier due to the higher dimensionality of the data.
6.3 Experimental evaluation: Classifi-
cation accuracy
We chose the RBF kernel for LibSVM, selecting the
λ and C-parameters by grid search via internal five-
fold cross-validation from the ranges [2−15, 23], and
[2−5, 215], respectively, doubling the value in each step.
J48 and Na¨ıve Bayes were run using the standard set-
tings predefined in WEKA. We want to stress again
that these are proof-of-concept experiments, and we
did not fine-tune the aspects of our framework. But,
anticipating reviewer comments, we have used the
Friedman-Nemenyi procedure as stipulated in [GH08],
finding that none of the three techniques leads to sig-
nificantly better results than any other.
An obvious risk with feature construction lies in
over-fitting. We therefore report testing accuracies in
the following way. In each table, for Naive Bayes,
SVM, and J48, we show training and testing accura-
cies on the original, unaugmented data, as well as test-
ing accuracies for data that has been pre-processed,
either having been augmented by features or having
had the class outliers removed from the training data.
If the testing accuracy for a pre-processing approach
is higher than for the unaugmented data, the value
is shown in bold, whereas if the training accuracy is
higher, but the testing accuracy equal or lower – i.e.,
when we observe over-fitting – the value is underlined.5
Table 2 shows the results for Naive Bayes. Ob-
viously, Naive Bayes, a classifier challenged when
trying to learn concepts that are not linearly separa-
ble, benefits strongly from a pre-processing step of the
data. This is in line with other results from the feature
5Full tables with training/testing
accuracies can be downloaded at
http://www.scientific-data-mining.org/supplementary-material.html.
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Outliers Merged Number of DC-Fringe
Data Set Avg. # Classes w/o Folds w/o neighborhoods features Features Iterations
Breast Cancer (Wisc.) 44.30 0.00 0 30.40 64.50 255.00 15.80
Diabetes (Pima) 47.60 0.00 0 40.60 119.20 2572.90 47.10
Ecoli 20.50 1.00 0 15.40 26.10 506.50 16.80
Glass 35.30 1.30 0 28.30 56.00 418.40 21.40
Heart Statlog 17.50 0.00 0 16.40 56.60 307.10 15.30
Ionosphere 27.30 0.00 0 19.00 23.80 81.00 8.20
Iris 8.90 0.00 0 6.30 7.00 18.70 5.20
Liver Disorders 27.50 0.00 0 14.40 60.50 1045.40 33.30
Optdigits 220.80 0.00 0 203.80 246.60 6463.00 25.80
Page blocks 528.40 0.00 0 244.60 329.70 1247.00 16.56
Pendigits 757.40 0.00 0 587.90 414.20 5035.10 22.60
Segment 163.60 0.00 0 79.60 149.90 538.30 12.20
Segnoise 105.40 0.00 0 98.00 410.60 349.70 10.40
Sonar 7.80 0.00 0 7.30 15.10 108.30 10.90
Spambase 354.20 0.00 0 126.60 408.40 8102.50 66.50
Spectrometer 39.80 8.30 0 33.70 126.50 3585.30 32.20
Vehicle 43.00 0.00 0 28.70 111.30 2971.80 23.30
Audiology 16.70 4.20 0 10.80 31.50 350.10 12.00
Breast Cancer 20.30 0.00 0 18.90 85.10 854.60 22.40
Car 247.90 1.00 0 246.70 410.00 236.80 13.90
Dermatology 20.70 0.40 0 19.70 35.20 84.80 9.70
Kr-vs-kp (Chess) 184.70 0.00 0 27.60 50.50 370.10 13.50
Lung Cancer 1.22 2.22 1 1.22 2.89 44.80 8.70
Lymph 9.30 0.60 0 8.70 26.60 138.70 9.10
Mol. Biol. (Prom.) 47.70 1.00 0 37.20 40.40 30.60 6.10
Nursery 904.90 0.20 0 904.90 2500.60 423.80 14.00
Postop. Patient Data 6.50 0.00 0 6.10 17.50 171.00 10.70
Primary Tumor 20.20 5.80 0 18.90 80.70 1509.60 19.30
Soybean 34.10 6.70 0 29.20 56.50 495.70 13.40
Splice 97.10 1.00 0 75.00 126.10 1659.22 20.00
Tic-tac-toe 62.50 0.00 0 62.50 168.20 317.60 12.10
Voting Record 47.40 0.00 0 25.50 28.80 105.80 8.00
Table 1: Quantitative characteristics of the feature construction step on a selection of UCI data sets
construction literature, as well as theoretical consider-
ations.
CobFC helps Naive Bayes improve on two-thirds
(21/32) of the data sets, compared to 13 for DC-
Fringe (which uses many more features), and even
the baseline leads to improvements in one-third of the
cases. When DC-Fringe leads to improvements, the
gain is occasionally much higher than for CobFC but
this is paid for by a many cases of over-fitting. This
phenomenon is even more pronounced for the baseline,
which removes all troublesome points from the training
data, rewarding simpler hypotheses.
Tuning the SVM’s parameters takes so much time
for the larger data sets (Nursery, Optdigits, Pendig-
its), especially in combination with the expensive DC-
Fringe feature construction, that the experiments had
not finished by the time of writing. We do not expect
that those data sets would have made a difference in
the general trend of the results, however.
The SVM is such a strong learner that it benefits
only in few cases from feature construction (see Table
3), no matter the technique. Instead, the addition of
attributes seems to allow too fine-grained modeling of
the training data, leading to many more cases of over-
fitting than for Naive Bayes, even though CobFC
still performs better than DC-Fringe.
Finally, we would expect the decision tree learner to
benefit greatly from DC-Fringe’s features since it is
its model that drives feature construction and as Table
4 shows, this is indeed the case, DC-Fringe showing
its best performance. It is only marginally better than
CobFC, however, and we can also observe that on all
data sets for which it does not lead to an improvement,
DC-Fringe leads to over-fitting. Interestingly, this is
also the learner that suffers most from removal of class
outliers.
For each classifier, there are data sets for which the
CobFC features overfit, and Table 5 shows the effects
of controlling this via a minimum support constraint.
Naive Bayes results are shown in the two top rows,
SVM in the eleven underneath, and J48 in the seven
at the bottom. The emphasis is the same as before –
bold for improvement over unaugmented, underlined
for over-fitting. As can be seen, such over-fitting con-
trol can be beneficial, increasing the number of data
sets for which the SVM can improve by six. It also
shows, however, that J48 cannot be helped in this man-
ner, and that – as too often in pattern mining – there
is no clear-cut mininum support threshold.
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Original CobFC DC-Fringe Baseline
Data set Train Test Test Test Test
Breast Cancer (Wisc.) 96.11± 0.26 96.14± 2.24 96.43± 2.80 96.00± 2.59 95.43± 3.21
Diabetes (Pima) 76.27± 0.73 76.18± 4.83 74.62± 4.52 70.83± 3.20 74.62± 5.92
Ecoli 88.33± 1.43 85.43± 3.82 83.65± 6.25 78.24± 7.09 84.53± 4.76
Glass 54.77± 2.79 47.36± 11.52 65.06± 12.77 72.94± 10.37 40.28± 7.83
Heart Statlog 85.76± 1.12 83.70± 7.45 84.07± 8.74 81.85± 6.86 83.33± 7.04
Ionosphere 83.57± 0.86 82.63± 5.76 87.75± 3.80 89.46± 4.67 84.90± 5.86
Iris 95.85± 0.87 96.00± 4.66 91.33± 6.32 94.67± 5.26 96.00± 6.44
Liver Disorders 56.88± 2.75 53.34± 5.82 63.18± 6.60 66.99± 6.50 63.53± 5.46
Optdigits 91.82± 0.16 91.30± 1.03 92.17± 1.32 93.10± 1.25 90.87± 1.07
Pendigits 85.86± 0.20 85.72± 0.92 84.42± 1.47 88.24± 1.08 85.32± 1.10
Spambase 79.51± 0.17 81.17± 1.17 91.64± 0.75 93.61± 0.82 78.85± 1.80
Page blocks 90.31± 0.92 90.28± 1.77 90.01± 1.90 89.56± 2.32 87.96± 5.93
Segment 80.49± 0.24 80.17± 2.23 89.70± 1.82 91.69± 1.55 83.03± 1.08
Segnoise 81.88± 0.30 80.87± 1.78 89.20± 3.20 89.20± 2.45 80.33± 3.27
Sonar 72.28± 1.35 67.83± 7.99 69.26± 6.73 77.45± 10.97 65.95± 8.65
Spectrometer 62.08± 1.08 42.74± 5.63 43.30± 5.91 42.55± 4.51 41.61± 7.48
Vehicle 46.93± 0.76 45.27± 2.26 49.75± 3.86 52.01± 4.11 49.63± 3.39
Audiology 93.76± 0.90 75.24± 5.85 76.52± 7.77 74.82± 6.06 65.08± 7.19
Breast Cancer 74.98± 1.27 72.38± 8.80 70.18± 10.72 67.49± 10.90 72.34± 7.57
Car 88.22± 0.26 86.86± 2.64 87.03± 3.73 91.44± 8.10 81.60± 2.77
Dermatology 99.33± 0.24 98.92± 1.40 97.82± 2.79 95.11± 2.47 98.38± 2.61
Kr-vs-kp (Chess) 85.79± 0.37 85.39± 2.13 87.20± 2.92 81.70± 5.30 87.58± 2.66
Lung Cancer 91.31± 2.50 52.50± 32.41 49.17± 28.45 36.67± 23.31 51.67± 27.72
Lymph 88.29± 1.11 82.57± 9.93 83.14± 6.38 84.48± 8.30 83.81± 9.03
Mol. Biol. (Prom.) 98.95± 0.49 91.36± 7.34 91.27± 8.51 87.64± 6.50 50.00± 3.71
Nursery 90.40± 0.13 90.31± 1.11 93.83± 0.88 90.47± 2.94 92.52± 0.82
Postop. Patient Data 67.04± 3.08 54.44± 12.23 56.67± 13.30 53.33± 17.21 58.89± 15.76
Primary Tumor 56.11± 0.83 43.98± 5.12 42.48± 7.61 38.95± 5.41 44.27± 7.09
Soybean 93.80± 0.41 93.26± 3.47 93.56± 2.87 91.51± 3.23 90.19± 2.94
Splice 96.12± 0.19 95.89± 1.17 94.98± 1.17 92.07± 1.74 95.80± 1.17
Tic-tac-toe 69.38± 1.05 67.74± 3.90 68.48± 5.16 89.35± 2.72 68.37± 3.94
Voting Record 91.55± 0.65 91.50± 4.16 94.25± 3.45 90.33± 5.06 90.58± 4.73
Improvements 21 13 10
Over-fitting 2 12 14
Table 2: Results of Naive Bayes for data sets pre-processed with CobFC, DC-Fringe, and the baseline
approach, respectively
7 Summary and Conclusions
In this paper, we have introduced a new general frame-
work for feature construction. We propose to use out-
lier detection techniques to identify class outliers, and
discriminative pattern mining techniques for deriving
features from the k-neighborhoods surrounding them.
We have discussed how our framework addresses
the four aspects of feature construction identified in
[MR89], and instantiated our framework for attribute-
valued data using LOF as outlier detector, and C4.5-
Rules as discriminative pattern miner.
In the experimental evaluation, we have demon-
strated the usefulness of the framework for Naive
Bayes and J48, while an SVM learner could not ben-
efit much. In addition, we have shown that it is far less
prone to over-fitting than feature construction that re-
iterates on the training data, or removing class outliers
from the data.
Combined with the cheaper pre-processing cost com-
pared to iterative feature construction, and the inde-
pendence from a particular classifier, we consider this
to be evidence for the promise of our new framework.
Since the experimental evaluation used only a proof-
of-concept instantiation of the framework, however,
there is need for further evaluation to identify effective
outlier detection/pattern mining combinations. Also,
while over-fitting control by minimum support showed
some beneficial effects, the difficulty of choosing a good
threshold means that alternative methods would be
preferable. We will work on improving this aspect of
the framework. Finally, we intend to explore the use
of our framework for more complex representations, i.e.
structured data.
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Minimum Support
Data set 1% 2% 3% 4% 5%
Breast Cancer 70.18± 10.72 71.24± 11.52 71.24± 11.52 71.24± 11.52 71.24± 11.52
Lung Cancer 49.17± 28.45 49.17± 28.45
Breast Cancer (Wisc.) 96.71± 1.65 96.71± 1.65 96.86± 1.47 96.86± 1.47 96.86± 1.47
Diabetes 74.36 ± 5.73 74.23 ± 5.59 74.36 ± 5.73 74.09± 4.97 74.22± 4.91
Liver Disorders 73.09± 8.70 73.09± 9.14 72.80 ± 9.06 72.52± 9.13 72.23± 8.60
Spambase 94.24± 1.23 94.30± 1.04 94.08± 0.80 94.30± 0.75 94.13± 0.79
Page Blocks 95.83 ± 0.79 95.91 ± 0.81 95.93 ± 0.80 95.91± 0.81 96.05± 0.66
Breast Cancer 71.66 ± 6.34 73.07± 7.08 72.71± 7.03 73.41± 6.28 73.08± 6.15
Dermatology 97.55 ± 2.69 97.55 ± 2.69 97.55 ± 2.69 97.55± 2.69 97.55± 2.69
Lymph 81.05 ± 8.36 80.38 ± 8.71 79.05 ± 9.73 80.38± 8.71 79.71± 8.99
Mol. Biol. (Prom.) 90.36 ± 7.94 90.36 ± 7.94 90.36 ± 7.94 90.36± 7.94 90.36± 7.94
Soybean 92.82 ± 3.94 92.97 ± 3.65 93.12± 3.60 93.11± 3.47 93.26± 3.27
Splice 96.02 ± 0.94 96.02 ± 0.94 96.02 ± 0.94 96.02± 0.94 96.02± 0.94
Vehicle 73.76 ± 3.20 73.76 ± 3.20 73.16 ± 3.71 73.28± 3.68 73.40± 3.67
Audiology 75.26 ± 5.35 75.26 ± 5.35 75.26 ± 5.35 75.69± 4.56 75.69± 4.56
Breast Cancer 70.96 ± 5.58 67.87 ± 6.93 68.90 ± 5.19 70.28± 7.24 70.97± 6.26
Dermatology 96.19 ± 3.89 96.19 ± 3.89 96.19 ± 3.89 96.19± 3.89 96.19± 3.89
Postop. Patient Data 68.89± 10.21 68.89± 10.21 65.56± 15.23 65.56± 15.23 68.89± 10.21
Soybean 91.80 ± 4.22 91.80 ± 4.22 91.80 ± 3.80 91.80± 3.80 91.80± 3.80
Splice 94.04 ± 1.22 94.04 ± 1.22 94.04 ± 1.22 94.04± 1.22 94.04± 1.22
Table 5: Classification accuracies when using overfitting control via minimum support
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