Abstract: A multiple access protocol for transmitting time-constrained packets on bus networks is presented. Based on carrier sense multiple access/ collision detection (CSMA/CD) protocol, a new protocol is developed and its performance evaluated by computer simulation. An approximate analysis model for this protocol is also presented. Numerical results indicate that the new protocol achieves a better performance, and the approximate analysis model is also effective.
System model
We make the following assumptions in constructing the system model of bus network with time-constrained communication (a) The time-axis is slotted. The slot duration 7 is equal to maximum propagation delay between any two stations and is assumed to be the unit of time. All stations are synchronised and forced to start transmission only at the beginning of the slot.
(b) Packets, assumed to be of fixed length, require a transmission time of T slots. In this system, all packets are time-constrained packets. The deadline d , is the time by which packet U must be received by its destination. The laxity l, (t) of packet U at time t is the maximum amount of time that the transmission of packet U can be delayed at time t. Therefore l,(t) = d , -T -t Every time-constrained packet is generated with initial laxity value L.
(c) There are M identical stations in the system, and each of them has a single buffer. Once a station generates a packet for transmission, the packet is retained in buffer until it is transmitted successfully, or until its laxity has become zero. Let each empty station, which does not have a buffered packet, have an arrival with probability g in any slot where 0 < g < 1.
Protocol description
Before stating dynamic pi-persistent CSMA/CD protocol for time-constrained communication, consider the uniprocessor scheduling problem. Two problems, timeconstrained communication on bus networks and uniprocessor scheduling, are quite similar. The uniprocessor scheduling algorithms are used for allocation of the serially-used processor to a set of processes, and the protocols of time-constrained communication deal with allocation of a common bus to the ready packets [ll]. When all the task or process characteristics are known a priori, minimum-deadline-first and minimumlaxity-first scheduling policies are optimal. Owing to this fact, the dynamic pi-persistent CSMA/CD protocol is designed such that the packets with lower laxity can get higher probability to transmit.
The dynamic p,-persistent CSMAjCD protocol works similar to the p-persistent CSMAjCD protocol. In dynamic p,-persistent CSMA/CD protocol, the transmission probability of a ready packet depends on two parameters: the laxity of the ready packet, and a time window X of the system. The time window is used to reduce the number of collisions in a fixed time when the system becomes heavily loaded. So that the packets with lower laxity can get higher transmission probability, the transmission probability pi. where i is the laxity value of the packet, is determined as l o otherwise where the protocol parameters c and p (0 < p < 1) can be identified according to the system load and message laxity. Thus, the most of packets with lower laxity can be transmitted before the packets with higher laxity and then the rate of packets lost can be reduced.
The operations of dynamic pi-persistent CSMA/CD protocol are summarised as follows: (i) When the system is started, every station senses the channel and sets X = 6 where 6 is a power of 2, say 2k.
(ii) For each time slot, if the channel is idle, every station sets its X value as follows: (a) if the previous slot is collision, then set
If a station has a packet ready to transmit, it (a) If the channel is idle, the station checks its packet's laxity value i. If i < 0, the station aborts the ready packet because the packet cannot be transmitted successfully before its deadline. Otherwise, determine pi according to eqn. 1. Then the station transmits the packet with probability pi, and with probability 1 -pi, it defers the packet until next slot and repeat step 3.
(b) If the channel is busy, the station waits until the channel is idle, i.e. at the end of the current transmission, and apply step 2. (iv) If a collision is detected during transmission the station that is transmitting the packet immediately ceases its transmission and waits for the channel to return to idle. Then go to step 2.
Note that X is chosen as a power of two in consideration of implementation. Although the time window X is locally maintained in each station, the values of X are all equal under normal operation. This is because they are derived from the globally available channel status. When the collision occurs, each station realises that two or more stations attempt to transmit the packets so that the time window should be reduced to resolve the collision. From eqn. 1, only the stations in which their laxity values are not greater than the reduced time window can get a nonzero transmission probability. By this way, the collichecks the channel status.
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sion can be resolved fast. In addition, pi is set to be max { p , (l/i + 1)') when i < X . The constant p is active whenever laxity value i is large. This can avoid that pi is too small due to the large laxity value.
Approximate performance analysis model
In this Section, we analyse the throughput and rate of packets lost of dynamic pi-persistent CSMA/CD. The channel can be divided into idle and busy periods. An idle period, denoted by I , is defined as the time in which the channel is idle, no packets are waiting for transmission, and X = 6. When any packet arrives in I period, the next slot is said to be a beginning of the busy period. The busy period, denoted by B, ends if no packets are waiting for transmission and X = 6. Furthermore, let U be the time spent for successful transmission in a busy period B.
From the above definitions, the system state alternates between idle periods I and busy periods B. It is clear that the channel throughput S can expressed as 0 S = -
B + i
where P denotes the expectation of a random variable Y ,
Recall that there are M identical stations in this system. Each empty station has an arrival with probability g in any slot, where 0 < g < 1. Thus, the duration of an idle period I is geometrically distributed with
For simplicity of analysis, assume that the station with a ready packet checks the channel status before it starts to count down the laxity value. If the channel is checked in an idle state, the station begins to count down laxity value i. Otherwise the station holds laxity value i = L until the channel state becomes idle. With this assumption, all ready packets have laxity L when the system leaves from idle state. Thus, the system's state-space can be reduced. The influence of this assumption is very small when the system's packet arrival rate is low and the packet's laxity value is high.
Let n,(x) be the probability that we have m arrivals
. That is m = 1,2, ..., M In any time slot, define the system state as (nL, nL-. . . , no, X ) where ni, ni 3 0, represents the number of ready packets with laxity value i and X represents system's time window. Let N be the total number of ready packets, i.e. N = E:=, n i . For notational simplicity, let n = (nL, nL-l, . . . , n,) and (n, X ) = (nL, nL-l,. . . , no, X ) .
The channel in the idle period means the system in state (0, 6 ) where 6 is the initial value of X. We assume that the system starts from state (0, 6). If there is any packet ready, then the system transits to state (s, 0, 0, . . . , 0, b), where s is the number of the ready packets at this slot. Otherwise, the system remains at state (0, 6). That is, if there is any packet ready, the system transits from I mean of packet laxity in a logarithmic scale. In Reference 11, the window protocol has been shown to perform better than the virtual time CSMA/CD protocol which in turn has been shown to work well and be better than a general CSMA/CD protocol [lo] . From Figs. 1 and 2, we know that the performance of dynamic pi-persistent CSMA/CD protocol is as good as the performance of window protocol. Thus, the dynamic ppersistent CSMAjCD protocol also achieves a better performance.
Comparisons between simulation and analytical model
The simulation model and analytical model are parameterised by a finite number of stations, fixed packet transmission time and fixed initial laxity value. The station number M = 10, packet transmission time T = 3, and initial value L = 5 are chosen. The packet arrival probability g ranges from 0.001 to 0.02. The corresponding system load varies from 0.03 to 0.6. The numerical results of simulation and analytical model are summarised in Table 1 , which shows the system throughput and the rate of packets lost p for simulation and analytical results. From Table 1 , notice that the approximate analysis model is valid when the system's packet arrival rate is low.
Conclusions
We have proposed the dynamic pi-persistent CSMAjCD protocol for time-constrained communication. The protocol differs from traditional CSMA/CD in the sense that it uses the packet's laxity to determine the transmission probability pi. This transmission probability is used to implement the minimum-laxity-first transmission policy. Comparing with the window protocol [ll] , the dynamic pi-persistent CSMAjCD protocol has almost the same performance as that of the window protocol. However, the dynamic pi-persistent CSMAjCD protocol is simpler than the window protocol. This is because the minimumlaxity-first transmission policy is implemented by computing the transmission probability pi in our protocol instead of using the complicate window approach. Because of its simpler characteristic, we are able to obtain a mathematical model to approximate the performance of dynamic pi-persistent CSMAjCD protocol.
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This approximate analysis model has been verified by simulation. The simulation results agree with the analytical results when the packet arrival rate is low and initial laxity value L is greater than the packet transmission time T. . . . ,o, 6) Let P:", X ) be the probability given that the system is in state (n, X), and the next slot is an idle slot. Then
(1 -pjYJ otherwise j = 1 ptn, X ) = Let P&, be the probability given that the system is in state (n, X) and a packet with laxity value i will be transmitted successfully in this time. P:, x) can be determined by 
Let cm.x) be the probability given that the system is in state (n, X) and a collision occurs at this time:
1 -P;,,. Let n:(x) be the probability that there are m arrivals among n stations in x slots. Then where the extra slot is needed for propagation delay. In case of a collision, the length of a collision period is y + 1 slots, where y is the duration between collision occurs and all stations stop transmission. Because one propagation delay is needed before interference signal reaches all stations, set y = 1. Let PE, x), ("",. represent the transition probability that the system transits from (n, X) to (n,, X ) owing to the channel occurring state y where y can represent the symbols I, T , c, and the system having m new arrivals. To understand why eqn. 7 is correct consider, for instance The argument behind the other terms in eqn. 7 is similar.
In a similar way to eqn. 8, the expression of U(n, 0, . . ., . Urn, 0, n, 0, . . . , 0, (6/2)1
(9)
The values of B(n, X)s in eqn. 8 can be recursively determined by the following equations. 
1=0
where X = min (6, 2X} and Y = max {l, (X/2)}. Similarly, the values of U(n, X) in eqn. 9 can be determined recursively as follows M -N + C 6;. x), (n,. r.1 . 1 r?
where X = min (6, 2X) and Y = max {l, (X/2)}. where X = min { 6 , 2 X } and Y' = max { 1, ( X / 2 ) } .
