Mokken scale analysis is a popular method for scaling dichotomous and polytomous items.
INTRODUCTION
In the social sciences, researchers often use surveys or questionnaires for measuring the trait or attitude of interest, such as religiosity, tolerance or social capital. Typically, respondents react to a set of indicators of the trait. The indicators are generally referred to as items, and a set of items pertaining to the same trait is referred to as a scale. The respondents receive a score on each item. A summary of a respondent's item scores, most often the sum of the item scores, produces an estimate of his or her trait level. The sums of the item scores can only be used meaningfully as estimates of the respondents' trait levels if the scores on the items in the scale are unidimensional and have discrimination power to distinguish trait levels. Mokken scale analysis (Mokken 1971; Sijtsma and Molenaar 2002 ) is a popular method that can be used to partition a set of items into one or more unidimensional scales, possibly leaving some items unscalable. Some recent sociological studies that used Mokken scale analysis to construct scales investigated topics such as opinions on genetically modified foods (Loner 2008) , religious and spiritual beliefs (Gow et al. 2011) , political knowledge and media use (Hendriks Vettehen, Hagemann, and Van Snippenburg 2004) , social capital (Webber and Huxley 2007) , and attitudes toward illegal immigration (Ommundsen et al. 2002) .
In Mokken scale analysis, three types of scalability coefficients are used both as criteria for the item partitioning and as diagnostics for the strength of the scales. The coefficients are H ij , a coefficient for the scalability of item pair (i, j); H j , a coefficient for the scalability of item j;
and H, a coefficient for the scalability of the entire scale. Details of the scalability coefficients are discussed in Section 2. Mokken (1971:184) advocated that items form a scale if and only if, ρ ij > 0 (which is equivalent to H ij ≥ 0) for all i < j, and
hypotheses about scalability coefficients H ij , H j , and H. Within this framework they also derived standard errors for H ij , H j , and H. However, their approach could only be applied to small sets of dichotomous items. A practical problem is that none of the methods has been implemented in software, which makes the methods unavailable for applied researchers. As a result, standard errors of scalability coefficients are never reported in applications of Mokken scale analysis.
In this paper, we solve all limitations mentioned. We generalize the marginal modelling approach for computing standard errors of scalability coefficients to polytomous items and to large numbers of items. Furthermore, the approach is made available in the software package mokken (Van der Ark 2007). The remainder of this paper is organized as follows. First, we discuss Mokken scale analysis. Second, we discuss the general principle of obtaining standard errors of sample statistics using the marginal modelling approach, we give detailed results for the derivation of standard errors of scalability coefficients for polytomous items, and we discuss how the method can be applied to large numbers of items. Third, we estimate the scalability coefficients and their standard errors for two real-data examples. The examples demonstrate that ignoring the uncertainty of the estimated scalability coefficients may lead to incorrect inferences. Finally, the strengths and weaknesses of the approach are discussed.
MOKKEN SCALE ANALYSIS

The Monotone Homogeneity Model
Mokken scale analysis is based on the monotone homogeneity model (Mokken 1971, Ch. 4; Sijtsma and Molenaar 2002:22-23) , which is a nonparametric item response theory (IRT) model for measuring respondents on an ordinal scale. We consider a set of J items numbered 1, 2, . . . , J, each having z + 1 ordered answer categories x = 0, 1, . . . , z. Let X j denote the score on item j and let X + = j X j denote the sum of the J item scores. Let θ denote a possibly multidimensional latent variable (usually referred to as latent trait); often θ values are interpreted in terms of the construct that the items measure in common. IRT models describe the relation between latent trait θ and the probabilities of item scores x, P (X j = x|θ). The monotone homogeneity model consists of three assumptions:
Unidimensionality : The latent variable θ is unidimensional;
Local independence : The item scores are independent given θ; that is,
Monotonicity : The probability of having a score of at least x on item j, P (X j ≥ x|θ), is a nondecreasing function of θ. Van der Wiel 1991) shows a cross-classification of the scores of N = 178 respondents on J = 2 items (Item a and Item b), each having z + 1 = 4 ordered answer categories. The frequencies are denoted n xy ab x, y = 0, . . . , 3, and the marginal frequencies are denoted n x+ ab and n +y ab , where the "+" indicates the sum over all categories.
Insert Table 1 about here Item steps are boolean statements X j ≥ x (j = 1, . . . , J; x = 0, . . . , z), indicating whether a respondent has passed the item step (X j ≥ x) or not (X j < x). The popularity of an item step is determined by means of the proportion of respondents that has passed the item step,
It may be noted that P (X j ≥ 0) = 1 by definition, and this probability thus is not informative. The ordering of the 2z item steps in Table 1 by descending popularity equals
Respondents who did not pass any item step have item-score pattern (0, 0); respondents who have passed one item step, most likely have passed the most popular item step X a ≥ 1, producing item-score pattern (1, 0) ; respondents who have passed two item steps, most likely have passed X a ≥ 1 and X a ≥ 2, producing item-score pattern (2, 0), and so on. The admissable item-score patterns are (0,0), (1, 0) , (2,0), (2,1), (2,2), (3,2), and (3,3) (frequencies printed in bold face in Table 1 ) that are consistent with the order of the item steps. Each respondent that passes the h most popular item steps and does not take the remaining 2z − h less popular item steps has an item-score pattern that is in agreement with the Guttman (1950) model (Molenaar 1991) . Such admissable patterns are called conformal patterns. Respondents having item-score pattern (0,3) passed the least popular item step X b ≥ 3 but did not pass the more popular item steps X a ≥ 1, X a ≥ 2, and X a ≥ 3. Patterns for which at least one less popular item step has been passed and one more popular has not been passed are called Guttman errors (Molenaar 1991) . A set of items is perfectly scalable if there are no Guttman errors, and is less scalable as the number of Guttman errors increases. Molenaar (1991) suggested weighting the frequencies of the Guttman errors depending on the degree of deviation from item-score patterns yielding a perfect scale. The weight for the frequency of a particular item-score pattern is computed as follows. We consider all pairs of item steps and we compute the weight equal to the number of pairs of item steps for which the less popular item step was passed and the more popular step was failed. For example, for item-score pattern (0,2) in Table 1 , the Guttman weight equals w 02 ab = 4 because for four pairs
the less popular item step was passed and the more popular step was failed (e.g., for pair (X a ≥ 1, X b ≥ 1), the less popular item step X b ≥ 1 was passed, but the more popular item step X a ≥ 1 was failed). The weights are shown between parentheses in each cell of Table 1 .
Note that the boldface conformal item-score patterns have a weight equal to zero.
For computational purposes, we give a formula for computing the weights (also see Ligtvoet et al. 2010) . Let the 2z item steps be ordered by descending popularity (cf. Equation 3), and let Table 1 , the third and fourth item step in Equation 3
are passed, and so q ab is equal to 0.
Item Pair Scalability Coefficients
Item pair scalability coefficient H ij compares the sum of weighted observed frequencies of 
be the expected bivariate frequency under marginal independence; let F ij and E ij be the sum of weighted observed and expected frequencies of Guttman errors, respectively, for item pair (i, j). Then 
If there are no Guttman errors, then H ij = 1; if there are as many Guttman errors as there are under marginal independence, then H ij = 0. Under the monotone homogeneity model, Molenaar (1991) showed that H ij can be written as a normed covariance. Let σ ij be the covariance between item i and item j and let σ max ij be the maximum covariance between item i and item j, given the marginal distributions of both items. Given that the items both 
The Item Scalability Coefficient
Item scalability coefficient H j is a generalization of H ij ; it compares the sum of weighted observed and weighted expected frequencies of Guttman errors for an individual item:
Under the monotone homogeneity model, 0 ≤ H j ≤ 1. Let R (j) = X + −X j denote the rest score. Sijtsma and Molenaar (2002:57) showed that H j is equal to the normed covariance between X j and R (j) ; that is,
. Hence, H j expresses the strength of the association between item j and the other items in the scale, and can be viewed as the nonparametric analogue of the discrimination parameter in parametric IRT (e.g., Van Abswoude, Van der Ark, and Sijtsma 2004). To keep nondiscriminating items and weakly discriminating items out of the scale, Mokken (1971:184) proposed that all H j s should be greater than some lower bound c > 0. It may be noted that c > 0 is not an observable property of the monotone homogeneity model.
The Total-Scale Scalability Coefficient
Coefficient H is a generalization of H ij and H j ; it compares the sum of weighted observed and weighted expected frequencies of Guttman errors for all J items in the entire scale:
H expresses the scalability of all items in the scale. Under the monotone homogeneity model, Mokken (1971:148-153 4.2) showed that under the monotone homogeneity model, the scalability coefficients are related in such a way that
Methods in Mokken Scale Analysis
Mokken scale analysis contains an automated item selection procedure that partitions the set of items into one or more unidimensional scales. A scale is considered a Mokken scale if it satisfies the two criteria as stated in Equations 1 and 2. Moreover, Mokken scale analysis provides several methods for the additional investigation of the assumptions of the monotone homogeneity model and other nonparametric IRT models. A description of these methods is beyond the scope of this paper, and we refer the interested reader to, for example, Mokken (1971) and Sijtsma and Molenaar (2002) .
STANDARD ERRORS OF SCALABILITY COEFFI-CIENTS
In marginal modelling of categorical data (e.g., see Bergsma, Croon, and Hagenaars, 2009, and references therein), a two-step method is used to compute standard errors of sample statistics.
We describe this method for the scalability coefficients. The first step is to write the scalability coefficients as a function of the frequencies of the observed item-score patterns in the data. A by a, b, and c) each with (z + 1) = 3 answer categories has L = 3 3 = 27 possible item-score patterns; hence vector n equals
Vector n in Equation 9 is used throughout to illustrate the approach. Let vector
T (the superscript T denotes the transpose) contain all K scalability coefficients H ij , and let vector
Also, let g and g † be vector-valued functions, and let g ‡ be a scalar function. We show that the scalability coefficients can be written as a function of n; that is
The second step is to use the delta method to obtain the asymptotic standard errors for the scalability coefficients. Let V n and V g(n) be the asymptotic variance-covariance matrix of n and g(n), respectively; let N be the total sample size; and let D(x) be a diagonal matrix with the elements of vector x on the diagonal.
If n is sampled from a multinomial distribution, then , Agresti 2007:6) . Now if, G = G(n) is the Jacobian, which is the matrix of first partial derivatives of g(n) to n, then according to the delta method
In most applications of marginal models, the functions g() are homogeneous of order 0: that is, the value of g() does not change when the values of its arguments are all multiplied by the same constant t:
For such functions it does not matter whether n represents the observed frequencies or the observed probabilities. Functions g(n) (Equation 10), g † (n) (Equation 11), and g ‡ (n) (Equation 12) are also homogeneous functions. Euler's homogeneous function theorem (e.g., Weisstein 2011) now implies that Gn = 0. As a result, Equation 13 reduces to
Taking the square root of the diagonal of V g(n) produces the required standard errors.
We demonstrate how to obtain g(·) (Equation 10), g † (·) (Equation 11), and g ‡ (·) (Equation 12). The notation used in these derivations is called the generalized exp-log notation (Bergsma 1997; Kritzer 1977) . Moreover, we also show how to obtain the matrix of first partial derivatives for these functions.
Generalized Exp-Log Notations for the Three Scalability Coefficients
Let A 1 , A 2 , A 3 , A 4 , and A 5 , be design matrices to be explained below. Matrix A 1 is explained in detail to give the reader more insight into the generalized exp-log notation. The construction of the other design matrices is relegated to Appendix A. The generalized exp-log notation for
The notation exp(X) and log(X) denote the exponential and logarithmic functions, evaluated element-wise to the elements of X.
Let n ij be the vector containing the (z + 1) 2 bivariate frequencies of item pair (i, j). For K item pairs, the total number of bivariate frequencies equals B = K(z + 1) 2 . Let n j be the vector containing the (z + 1) univariate frequencies of item (j). For J items the total number of univariate frequencies equals U = J(z + 1). For example, for Equation 9
The (B + U + 1) × L design matrix A 1 consists of three submatrices:
The B × L submatrix B is necessary to obtain the B observed bivariate frequencies. The A
Design matrices A 2 , A 3 , A 4 , and A 5 are constructed in a similar way (see Appendix A).
The generalized exp-log notation for H j ( Equation 11) is The generalized exp-log notation for H ( Equation 12) is produces the required standard errors.
Standard Errors for Scales Consisting of Large Numbers of Items
A practical problem is that the proposed method for deriving standard errors for scalability
coefficients cannot be applied to large numbers of items (cf. Van approximately 100,000 respondents. However, for larger data sets, computation may be slow.
The largest contribution to reducing the computational burden is using only the nonzero frequencies in n, which pertain to item-score patterns that are observed in the data, and collect them in vector n * . So, all elements of n * are positive and the size of n * , denoted L * , cannot exceed the sample size N . Let a matrix superscripted with an asterisk indicate a reduced matrix, which means that the rows and/or columns pertaining to zero-frequencies have been deleted.
Thus, when only the nonzero observed frequencies are used, expression A 1 .n in Equations 15, 18, and 19 is replaced by A * 1 .n * , and expression GD(n)G T is replaced by G * D(n * )G * T . Other matrices used in this paper remain unchanged. Because typically L * is much smaller than L, the reduced vectors and matrices are small enough to be stored in computer memory. We show First, we show that A 1 .n = A * 1 .n * , which means that Equations 15, 18, and 19 are unaffected by using reduced matrices.
Proof. Let
L l=1 A i,l n l be the i-th element in vector A 1 .n. If n l = 0 then A i,l n l has no contribution to the i-th element in A 1 .n, and the l-th column of A 1 and the l-th element of n can be removed without consequences. 2
Second, we show that
which means that the computation of the standard errors in Equation 14
is unaffected by using reduced matrices.
and neither the l-th column of G nor the l-th element of n have any contribution to GD(n)G T and can be removed without consequences. 2
In general, direct computation of the design matrices A * 1 , A 2 , and A 3 is unnecessary and can be avoided, which is convenient when the number of observed bivariate frequencies B is large. The procedure is described in Appendix D. of the items measures tolerance with respect to material issues, and the other part measures tolerance with respect to interpersonal issues. Each item pertains to a particular controversial behavior, and the respondents had to indicate the degree to which they consider the behavior to be justified. Examples are "Do you justify adultery?", "Do you justify euthanasia?", and "Do you justify prostitution?". In the original data set, the answer categories ranged from 1 (never) to 10 (always). The more extreme response categories were almost never chosen by respondents, and so the corresponding cell frequencies were close to or equal to zero. For this article, the answer categories were recoded into three categories, with the scores 1 to 3 being recoded into 1, the scores 4 to 7 into 2, and 8 to 10 into 3.
MOKKEN SCALE ANALYSIS OF DATA MEASUR-ING TOLERANCE
Mokken scale analyses were performed on the data obtained in The Netherlands (N = 1, 554), presumably a rather liberal country with respect to tolerance, and the former Soviet republic Georgia (N = 1, 500), presumably a rather conservative country (for the computer syntax, see Appendix E). These two countries were chosen to show that in some cases standard errors do affect the conclusions, and in other cases they do not. Since no or almost no cases were in the third category, for the Georgian sample, three items (i.e, items 3, 4, and 16) were deleted from the tolerance scale. Note that for the analyses we used the same items for both samples. However, the scales discussed hereunder are not identical.
For the Dutch sample, the automated item selection procedure (see Section 2.3) produced three scales, only the first scale will be considered here. The first scale consisted of 12 items, and measured tolerance with respect to interpersonal issues. The items included in the scale were: "Do you justify . . . taking soft drugs (item 4); adultery (item 6); homosexuality (item 8);
abortion (item 9); divorce (item 10); euthanasia (item 11); suicide (item 12); having casual sex (item 14); avoiding a fare on public transport (item 15); prostitution (item 16); experiments 0991 s.e. = .012).
Insert Table 2 about here For the Georgian sample, the automated item selection procedure produced three scales.
Only the longest scale, which is the most similar to the Dutch scale, will be considered here.
The scale consisted of eight items, measuring tolerance with respect to interpersonal issues.
The items included in this scale were: "Do you justify . . . adultery (item 6); divorce (item 10); euthanasia (item 11); having casual sex (item 14); prostitution (item 16); experiments on human embryos (item 17); manipulation of food (item 18); and invitro fertilization (item 19)". All item pairs had positive H ij values. However, item 16 (prostitution) had an H j value which was lower than the generally accepted lower bound value .3 (i.e., H 16 = .269; s.e. = .066) and was thus removed from the scale. The fact that an item with an H j value lower than lower bound c was selected into the scale is an artefact of the method. However, at the moment that the item was selected into the scale, its H j value with respect to the items already selected at that point was in excess of c. Once an item has been selected, it cannot be deselected anymore (Sijtsma and Molenaar 2002:79-80 ).
Insert Table 3 
DISCUSSION
For many sample statistics, for example, correlation coefficients, sample means, and regression parameters, standard errors are vital for the interpretation of the size of the effect of the estimated value. This is also true for scalability coefficients, but until recently their standard errors could not be computed. This paper showed how to derive these standard errors. Although the derivation may be technically difficult, in practice the computation of the standard errors is accomplished by means of the R package mokken (Van der Ark 2007), which is free of charge.
In general, it is well-known that standard errors decrease as the sample size N increases (e.g., Tabachnick and Fidell 2007) . However, the standard errors of the scalability coefficients are not only functions of the sample size, but also of the skewness of the item-score distributions.
The more skewed the item-score distributions are, the larger the size of the standard errors (Agresti 2007:110) ; this is due to estimates of certain coefficients becoming less accurate as the estimated item step proportions get closer to 0 or 1. So, even with a large sample size standard errors can be large. This makes it even more important to consider standard errors when interpreting scalability coefficients.
In our data analysis, we argued that sample values of the scalability coefficients should be significantly greater than the desired criterion, and we investigated each scalability coefficient separately without correction for multiple testing. These two decisions may be open for debate.
In statistical hypothesis testing, the null hypothesis usually states the opposite of what one wants to prove (note that this is not the case in, e.g., model selection tests in structural equation modelling). We wish to test whether the item scalability coefficients are greater than .3, and so the null hypothesis is H j ≤ .3. If the burden of proof is reversed, researchers may be tempted to use very small samples (yielding very large confidence intervals) so that even for low values of H j and H, the guidelines are met.
When the number of items is large, there will also be a large number of item pair and item scalability coefficients. If for all these H ij s and H j s confidence intervals are constructed simultaneously, the chance of incorrectly rejecting the true null hypothesis (i.e., H ij ≤ 0; and H j ≤ c) is much larger. The probability of obtaining a Type I error will be much larger, than when testing one hypothesis at the time. A correction for this multiple hypothesis testing might be used, for example, the Holm-Bonferroni correction (Holm 1979) , which is suited for correlated tests. This results in larger confidence intervals (i.e., 99% or 99.9%), but it may be noted that larger confidence intervals result in a smaller power.
An issue that remains to be solved is that the order of the 2z item steps (Equation 3) is obtained from the data. In most cases, it is assumed that the ordering of the item steps in the data is identical to the ordering of the item steps in the population. However, when the popularity of two item steps are almost equal in the population, the ordering may be reversed in the sample. This affects the Guttman weights in matrix A 3 , because the number of Guttman errors for each item-score pattern depends on the ordering of the item steps. As a result, the reversal may affect the estimates of the scalability coefficients and their standard errors. Investigating the effect of differences in the ordering of item steps between sample and population on the estimates of the scalability coefficients and their standard errors is a topic for future research.
Another topic for future research is to investigate how standard errors affect the automated item selection procedure in Mokken scale analysis. Now items are selected into a scale if all sample values of H j ≥ c but as our example showed, this may may be too liberal as not all sample values of H j are significantly greater than c.
APPENDIX A. Derivation of Design Matrices for Item Pair Scalability Coefficients
The 2B × (B + U + 1) design matrix A 2 in Equation 15 is used for constructing the expected bivariate frequencies (Equation 5). A 2 consists of several submatrices: 
The (2K +1)×2B design matrix A 3 is used to compute the weighted observed and expected frequencies; it has the following form:
Let w ij = (w 
Note that F ij and E ij were introduced in Equation 6.
The (K + 1) × (2K + 1) design matrix A 4 is a concatenation of several submatrices,
Substituting A 3 exp(A 2 log(A 1 n)) by the right-hand side of Equation 22, we find that for the vector of observed frequencies in Equation 9 exp(A 4 log(A 3 exp(A 2 log(A 1 n)))) equals
The K × (K + 1) design matrix A 5 is a concatenation of a unit vector of length K, and the negative of an identity matrix of order K, that is,
Substituting exp(A 4 log(A 3 exp(A 2 log(A 1 n)))) by the right-hand side of Equation 24, we find that for the vector of observed frequencies in Equation 9 A 5 exp(A 4 log(A 3 exp(A 2 log(A 1 n)))) 
APPENDIX B. Derivation of Design Matrices for Item Scalability Coefficients
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Design matrix
Matrix S ‡ is required in order to add up over the appropriate coefficients F ij and E ij (Equa- 
Using design matrices
APPENDIX D. Deriving the Matrix of Partial Derivatives
The Jacobian G is derived by means of a recursive procedure that requires the design matrices derived in Appendices A, B, and C. First, let φ(x) be a function that either indicates an exponential (φ(x) = exp(x), φ (x) = exp(x)), a logarithm (φ(x) = log(x), φ (x) = 1/x), or a translation (φ(x) = x + c, where c is some constant value, φ (x) = 1). Second, let f 0 (n), f 1 (n), f 2 (n), . . . , f q (n) be a series of q + 1 functions, in which
The last function in Equation 26 is
, and so forth until f 5 (n) = A 5 f 4 (n) = g(n). Third, the following recursive relationship can be derived for the partial derivatives of the functions
and
Note, that if φ indicates an exponential, then Equation 27 equals
if φ indicates a logarithm, then Equation 27 equals
and if φ indicates a translation, then Equation 27 equals
Fourth, the Jacobian can be obtained as The recursive procedure in Equation 27 for i = 1, 2, 3 can be avoided by computing f 3 and ∂f 3 (n * ) ∂n * T directly from the data. This has the advantage that the first three design matrices need not be computed separately. In the recursive procedure described above, for i = 3 and for the reduced vector n * , Equation 27 equals
Let M * be a B × L * matrix relating the B bivariate frequencies to the L * observed response patterns. Suppose that the b-th row of M * pertains to bivariate frequency n 
