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Résumé
La détection d’objets sur images aériennes est une appli-
cation spécifique de vision par ordinateur qui nécessite
une vérité-terrain pour utiliser des méthodes de classifi-
cation supervisée, mais celle-ci n’est pas toujours dispo-
nible. Afin de réduire le travail d’annotation et de connais-
sance a priori sur les données, nous évaluons la capacité
d’un auto-encodeur convolutionnel à générer des caracté-
ristiques pour la détection d’objets non supervisée.
Mots Clef
Auto-encodeur, détection d’objet, extraction de descrip-
teurs
Abstract
Airborne images require a human pre-processing step to
create supervised object detection algorithms. This requi-
red ground truth does not always exist when new data are
acquired. To alleviate the annotation cost, we evaluate a
convolutional autoencoder feature extraction technique for
unsupervised object detection.
Keywords
Auto-encoder, object detection, feature extraction
1 Introduction
L’acquisition d’images aériennes pour des services de
comptage et de suivi environnemental de zones protégées
est un procédé de plus en plus fréquent, qui nécessite
néanmoins une extraction manuelle de l’information re-
cherchée : impact humain sur l’environnement, localisa-
tion de faune sauvage, suivi de milieux écologique. . .Les
méthodes usuelles, dites supervisées, reposent aujourd’hui
sur la nécessité d’une vérité-terrain préalablement établie
par des humains mais l’annotation des images est une tâche
fastidieuse et coûteuse d’un point de vue humain et écono-
mique, et les objets d’intérêt sont généralement peu nom-
breux lorsque l’on prend en considération la superficie de
la zone couverte. Dans notre contexte, nous nous intéres-
sons à l’étape d’initialisation d’un algorithme d’apprentis-
sage automatique, par exemple en apprentissage actif, où
la vérité-terrain ne serait pas existante. Une méthode non
supervisée est alors nécessaire. Nous étudions ici l’apport
d’un auto-encodeur, utilisé plus largement dans la littéra-
ture pour l’extraction de descripteurs, ses capacités de clas-
sification et pour sa capacité à s’adapter à différents para-
digmes d’apprentissage [1]. Après avoir présenté plus par-
ticulièrement sa version convolutionnelle, nous évaluons
l’apport de cette approche entièrement non supervisée pour
de la classification d’objets ou d’imagettes, avec applica-
tion à la détection d’objets automatique par images aé-
riennes. Cette classification pourrait être utilisée ensuite
pour localiser des objets dans une image, à partir des ima-
gettes classifiées.
2 Méthode
Extraction de caractéristiques par un auto-encodeur.
Un auto-encodeur (AE) est un réseau de neurones entraîné
de manière à copier son entrée à sa sortie [2]. Il est composé
d’une première partie encodant son entrée et d’une seconde
décodant et reconstruisant celle-ci. Le réseau est ensuite
entraîné par une fonction d’erreur basée sur la reconstruc-
tion de son entréeet l’erreur quadratique moyenne (MSE-
loss) est ici considérée. Les descripteurs obtenus en sor-
tie ont ainsi pu apprendre une représentation des données
d’apprentissage. Dans notre cas de détection d’objet où le
déséquilibre des classes est en faveur du fond de l’image,
un objet ne serait pas correctement reconstruit et donc être
identifié comme une anomalie par le système. Dans la va-
riante convolutionnelle que nous utilisons ici, l’information
spatiale est conservée à l’aide de produits de convolutions
permettant de conserver la position de l’objet dans l’image.
L’architecture du système est présentée en Figure 1.
Une fonction de maxPooling en sortie de l’encodeur permet
l’extraction des descripteurs des données d’entrée, après
entraînement de bout en bout. Ce vecteur de descripteurs
est utilisé ensuite pour une classification non supervisée.
Évaluation d’une extraction, comparaison. Nous com-
parons la capacité d’un AE convolutionnel à classer de ma-
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FIGURE 1 – Architecture d’un auto-encodeur. Lors de l’ex-
traction des descripteurs, seul l’encodeur est utilisé.
nière binaire et non supervisée des zones comportant un
ou plusieurs objets (zones positives) ou zones vides (né-
gatives). Le classifieur utilisé est un One-Class SVM avec
un noyau gaussien. Nous comparons les performances de
classification des descripteurs extraits par l’AE avec des
descripteurs hand-craft comme les HOG [3] et par le ré-
seau convolutionnel profond VGG16 [4], pré-entrainés sur
ImageNet, avant la couche fully connected.
3 Expériences sur données réelles
Données. La méthode proposée est illustrée à partir de
deux jeux de données réduits acquis lors de campagnes
de comptage aérien réalisées par le Parc Naturel Régio-
nal du Golfe du Morbihan (Bretagne, France). Il s’agit
de deux contextes d’activités humaines dans un milieu
naturel protégé, où la quantification de cette activité par
le dénombrement d’objets d’intérêt (bateaux de plaisance
ou pêcheurs à pied respectivement) est importante pour
les études environnementales. Deux ensembles de sous-
images de 256x256 pixels ont été extraits à partir d’image
entières sans recouvrement possible : respectivement 426
négatives et 246 positives (A) ; 1165 négatives et 171 posi-
tives (B). Des exemples sont présentés en Figure 2.
Pour ces deux jeux de données, l’AE a été entraîné sur 100
epochs avec une taille de batch de 32.
(A) γ Précision Rappel F-score
HOG 1 0.41 0.49 0.45
AE 7000 0.97 0.95 0.96
VGG16 0.1 0.43 0.58 0.49
(B) γ Précision Rappel F-score
HOG 10 0.48 0.80 0.60
AE 10000 0.49 0.83 0.62
VGG16 1 0.48 0.80 0.60
TABLE 1 – Résultats de classification obtenus pour les dif-
férents descripteurs sur les deux jeux d’images aériennes.
Résultats & discussion. Les résultats de classification,
présentés Tab. 1, sont obtenus par grid search sur l’hyper-
paramètre γ maximisant le f-score.
Nous notons cependant un écart important de la perfor-
FIGURE 2 – Échantillons de sous-images, négatives (bas)
et positives (haut) - pêcheurs à pieds (A) à gauche, bateaux
de plaisance (B) à droite.
mance méthode AE selon les deux sets. Cet écart peut être
associé à la différence de résolution des objets. Dans le pre-
mier cas, les objets de petite taille permettent à l’AE de
capturer le fond et donc procéder à la détection des ob-
jets par détection d’anomalie. Au contraire avec le second
cas, on peut attendre de l’auto-encodeur de reconstruire les
objets qui sont de la taille de la sous-image et donc être
plus proche des autres descripteurs en termes de résultats.
Néanmoins, la dimension de ces derniers est bien moindre
en comparaison.
Nous pouvons également remarquer une grande différence
de valeur de γ maximisant le f-score entre les descripteurs.
Nous pouvons l’interpréter comme un indice sur la capacité
de généralisation des descripteurs générés. Dans le cas (A),
une valeur aussi grande de γ suppose un sur-apprentissage
de l’O-SVM aux descripteurs, contrairement aux descrip-
teurs supposés plus généraux fournis par HOG ou VGG.
4 Conclusion et perspectives
Cette étude préliminaire montre que l’auto-encodeur
convolutionnel peut être utilisé pour de l’extraction de des-
cripteurs permettent une classification par détection d’ano-
malie. La conservation des propriétés spatiales des ob-
jets dans sa représentation permettra également d’obtenir
une localisation plus précise des objets et donc une détec-
tion d’objet. Cette approche entièrement non supervisée est
compatible avec des modèles d’apprentissage cherchant à
optimiser le nombre d’étiquettes disponibles tels que les
apprentissages faiblement supervisé ou actif.
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