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This report applies the concept of segmental differential approximation 
to problems of system identification when observed data is available. 
Such systems may exhibit critical times for switching from one sub- 
system to another. A general method will be discussed and examples will 
be chosen from the areas of mechanics, viscoelasticity, and neurology. 
A number of experiments will be presented to better understand the 
techniques. 
1. INTRODUCTION 
Segmental differential approximation was first applied by Bellman, Gluss, 
and Roth [l-4] to the general problem of the unscrambling of data. It is a 
particular blend of differential approximation, considered by Bellman [5] 
and Bellman, Kalaba, and Kotkin [6], and dynamic programming [7, 81. 
The unscrambling of data, or pattern recognition, has been considered a 
problem for quite a while. The basic question considered here is how to 
determine, from a set of observations, information about the generating 
system. For mechanical systems this type of inverse problem has been used 
to determine the initial conditions of a trajectory if information about the 
trajectory is known [9]. Recent investigations of biological systems [IO] and 
general problems of neurophysiology [ 1 I] reveal mathematical structures far 
more complicated than the mechanical ones. Systems occur which are 
themselves made up of subsystems, plus switching devices which determine 
which subsystem is operating over a given period of time. An example of 
this is a mathematical model simulating the operation of a single nerve cell 
formulated by Perkel [ 121. 
This report applies the concept of segmental differential approximation to 
problems of system identification when observed data is available. Such 
systems may exhibit critical times for switching from one subsystem to 
another. A general method will be discussed and examples will be chosen 
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from the areas of mechanics, viscoelasticity, and neurology. A number of 
experiments will be presented to better understand the techniques. 
2. DIFFERENTIAL APPROXIMATION 
A. Quasilinearization 
Consider a physical system which is operating over the time interval 
0 < t < T and let the output, bi , be observed at a finite number of times 
ti (i = 1, . . . . N, 0 < ti < T). 
Assume the system is govered by an mth order ordinary differential 
equation of the form: 
d”x --= 
dt” G[$$ 
, . . . . x, 011 . . . . (lip 1 P<m 
dl”x(0) 
- = ak, k = 0, 1 . . . m - 1 
dtk 
where the functional G is known, ai’s are the system parameters, and 
ai’s are the initial conditions. 
The set of equations (1) can be written in the vector form: 
J(t) = G@(t) : E) 
$0) = 6. (2) 
The problem is to choose the system parameters, E, and the initial conditions, 
6, in such a way as to minimize the functional 
s = 2 {x&) - b,)? 
i=i 
The technique used will be that of quasilinearization [13]. 
B. Simplijcation 
The vector differential equation (2) may be further simplified by considering 
the parameter Or to be a function of time, satisfying the following differential 
equation: 
d(t) = 0 
E(0) = 010 . (4) 
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The entire system may be written as 
x’(t) = G@(t), hi(t)) 
d(t) = 0 
$0) = a 
S(O) = qJ . 
The set of vector equations may be put in the more compact form 
$ = W(t)) 
P(O) = 70 
by reinterpreting the vector y as 
The problem then is to choose y(O) such that 
s = 2 (Xl&) - b,)2 
i=l 
is a minimum. 
(5) 
(6) 
(7) 
C. Computation 
The problem defined above is solved by the technique of quasilinearization. 
Let a sequence of vector function y(O)(t), y(l)(t), be defined over the region 
0 < t < T. The initial function y(O)(t) is assumed to be known. After the 
function y(k)(t) is determined, the vector function y(lc+l)(t) is taken to be 
solution of the linear system of differential equations, 
The initial conditions are chosen to minimize 
s = ~{xl(yti) - b,}2. 
i=l 
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In many cases [4], the sequence of vector functions ytk)(t) has been shown to 
converge quadratically to the solution of the set of nonlinear differential 
equations (1) and the vectors y(“)(O) will converge to the desired minimizing 
vector. 
Since ytk+r)(t) is the solution of a system of linear differential equations, it 
can be represented in the form: 
J+fl)(t) = P(t) + 2$Li&t) 
i=l 
where P(t) is the particular solution of (8) and @j(t) are the homogeneous 
solutions. 
The initial conditions for each of these solutions are, 
P(o>= [j ;gl(o) [j ;J2co)= [ij ...g2M(o)= [j (11) 
The constants cj may be interpreted as the initial conditions of the general 
solution, and are chosen to minimize the expansion 
i I 
2 
s = f$ Pl(ti) + z&hlj(t,) - bi . 
i=l j=l 
u-9 
Since the vector function P(t) and hi(t) are determined computationally over 
the time interval 0 < t < T, the values of cj are found by solving the normal 
equations, 
Pl(ti) + 2f$jhj(ti) - bi h,m(ti) = 0, m = 1, 2 . . . 2M. (13) 
j=l 
Computationally the procedure begins by assuming first approximations to 
the initial conditions y(O)(O) which are used to integrate the nonlinear 
system, (6), over the required time interval. The solution jj(O)(t) is put into 
Eqs. (8) and through (lo), (ll), and (12); the particular and homogeneous 
solutions are calculated. The second approximation to the initial conditions, 
cj , is found by solving the set of equations (13). Then 
g(2) = P(t) + Tc,M(t) (14) 
j=l 
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which allows one to proceed to the next iteration. The process continuing 
until the vector of initial condition converges to within a specified tolerance. 
Since the process is quadratic, convergence should be rapid. 
3. DYNAMIC PROGRAMMING 
A. Preliminaries 
The mathematical theory of dynamic programming can be first shown by 
a very simple example. 
Consider the problem of determfning the minimum of a function of N 
variables 
R(xlxz . . . xN) = g&d + s&z) + M + g&t+) 
where 
x1 + x2 + xN = x 
Xl > 0 2 = 1, . . . N. 
(151 
The problem may be stated in words by the following argument. Let there 
be a toal of x units (or objects) at our disposal and N different types of 
objects each of which may contain as many as x units. We ask for the 
representation from each of the N types, which will minimize R(x, *-* xN). 
It is clear that from the problem the important constraints on the system 
are X, the total number of units available, and N, the total numbers of types 
of objects (or units). 
Introduce a sequence of function {fN(x)} defined as follows: 
fN(x) = min R(x,x, . . . xN) 
It is clear that 
provided 
and 
N = 1, 2 . . . . 
(x,+x,+...x,)=x 
xi > 0 i = 1 . . . N. 
fN(O) = o 
N = 1, 2 . . . 
g,(O) = 0, i = I,2 . . . 
(16) 
f&) = g,(4; x t 0. 
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An optimal choice for xN is the one which minimizes the function 
Such a choice is called a policy and the equation is the functional equation of 
dynamic programming. 
B. Principles of Optimality 
The arguments of the last section are stated concisely in the principle of 
optimality. 
In the an optimal policy-whatever the initial state and initial decision are- 
the minimizing decision must constitute an optimal policy with regard to 
the sample resulting from the first decision, 
4. SEGMENTAL DIFFERENTIAL APPROXIMATION 
Segmental differential approximation is a blend of differential approxi- 
mation and dynamic programming. From Section 2, it is clear that if a set 
of data is observed over a time span Ti to Ti and the form of the differential 
equation is specified, then the generalized initial conditions and the associated 
error can be found. It is reasonable to ask, in the philosophy of dynamic 
programming, for those critical times at which the differential equation must 
change, in order to minimize the error over the entire time span. 
A. Mathematical Formulation 
Let the total time span (0, T) be divided into M subregions (T, , k = 1 . . . n/r) 
at which it is suspected a change may occur. Assume there exists a subset 
iTsi, i = 1 . . . J?, n < M} at which changes’actually occur. The problem 
is to determine the subset {Tki}. 
Let E(T, , Tj) be the error found by fitting the observations taken between 
Ti to Tj by a single differential equation. 
Define g,(Tk) as the minimum error incurred by fitting the data in the 
time span (0, Tk) if (n - 1) h c an g es in the system are allowed. The sequence 
of functions gn( Tk), N = 1 . . . M can be generated by the recursion relation 
g#‘,) = E(O, Td. 
\ I 
THE UNSCRAMBLING OF DATA 11 
The analogy with Section 3 is fairly clear. The solution to the problem is to 
determine gN( TN). Where again TN is the final time of observation and N - 1 
is the number of changes which occur. 
B. Computational Methods 
Computationally the technique of segmental differential approximation 
consists of using differential approximation to generate an error matrix 
Eij = E(T, , TJ i<j 
Eii = 0 i = 1,2, . . . 
(18) 
and then calculating gN( TN). In the process all the critical times are found the 
generalized initial conditions are calculated for each critical region. The entire 
process may be easily computerized. 
5. NUMERICAL EXAMPLES 
A. Harmonic Motion 
Unit Mass on the End of a Nonlinear Spring 
Let the physical problem be shown in Fig. 1, where the properties of the 
spring are unknown. 
I I 1 
K(t) 
x(t) _ 
FIG. 1. Nonlinear spring. 
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Let the system be governed by the equation 
32 -t K(t)x =zz 0 
k(0) -= c, 
x(0) = c2 
(19) 
and let the system be observed over a period of time as recorded in Table 1. 
TABLE 1 
HARMONIC MOTION, NONLINEAR SPRING DATA RECORD 
Time 
0.000 0.0000 
0.157 0.5355 
0.314 0.9296 
0.471 0.9688 
0.628 0.6384 
0.785 0.0643 
0.941 -0.5342 
1.099 -0.9290 
1.256 -0.9692 
1.413 -0.3119 
1.570 -0.0659 
1.727 0.5329 
1.884 0.9284 
2.051 0.9696 
2.198 0.6408 
2.355 0.0675 
2.512 -0.5315 
2.669 -0.9278 
2.826 -0.9700 
2.983 -0.6421 
3.140 -0.0691 
3.297 1.7981 
3.454 1.3893 
3.611 -0.9380 
3.768 -1.9700 
3.925 -0.2821 
4.082 1.7953 
4.239 1.3939 
4.396 -0.9322 
4.553 -1.9711 
4.710 -0.2885 
Time Obs. 
4.867 1.7925 
5.024 1.3985 
5.181 -0.9265 
5.338 - 1.9722 
5.495 -0.2948 
5.652 1.7897 
5.809 1.4030 
5.996 0.5433 
6.123 -0.3011 
6.280 0.0000 
6.437 0.0747 
6.584 0.1525 
6.752 0.2993 
6.908 0.2946 
7.065 0.3516 
7.222 0.4038 
7.379 0.4456 
7.536 0.4745 
7.693 0.4936 
7.850 0.5001 
8.007 0.4936 
8.164 0.4745 
8.321 0.4456 
8.478 0.4038 
8.635 0.3516 
8.792 0.2946 
8.949 0.1525 
9.106 0.0747 
9.263 0.0001 
9.240 End 
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Then what are the initial conditions, the precise form of K(t), and the 
time intervals which will produce a solution best fitting the data in the least 
square sense ? 
1. Mathematical Formulation. Let the system under consideration be 
described by the equation 
z(t) + kx(t) = 0 
n(0) = Cl (19) 
x(0) = c2 . 
The set may be written in the form of (6): 
k=u x(0) = Cl 
ti = -kx; u(0) = cs 
A=0 k(0) = k, 
The quasilinear technique yields the following iteration formulas: 
k^(n+l) = u(“+l) 
$“+I) = 
-[k 
bdX(n) + k(n)(XW+l) _ X(n)) + xn(k(n+l) _ kC”,)] 
(20) 
K’(n+1, = 0. 
2. Numerical Example. In the following examples the data were 
“observed” from t = 0 to t = 9.42 at time intervals of 0.157. (Since this is 
a numerical study, no physical units will be used.) 
The set of possible critical times was taken to be 
t = 1.57j, j = 1 . . . 6. 
The number of allowable changes was set at 3. A maximum of six iterations 
was specified. The solution is summarized in Table 2. 
TABLE 2 
HARMONIC MOTION, NUMERICAL ITERATION DATA 
Beginning Final 
time time “Initial Conditions” 
0.0000 3.14 0.6250 x 1O-6 3.999 16.0000 
3.14 6.28 -0.0322 16.0058 64.0574 
6.28 9.42 -0.0018 0.5004 1.0011 
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The critical times are therefore 
and the “initial conditions” specify the exact equation in the intervals. The 
time characteristics of the spring constant are shown in Fig. 2. 
3.14 6.28 9.42 
Time 
FIG. 2. Time characteristics of K(t) 
An example of convergence is shown by considering the time interval 
t = 0.0 to t = 03.14 in Table 3. 
TABLE 3 
NUMERICAL ITERATION DATA ILLUSTRATING CONVERGENCE 
Initial 
approx. 
1st 
Iteration 
2nd 3rd 
Iteration Iteration 
0. 1.0568 -0.0288 -0.0500 
4.oooo -1.1567 4.3394 2.4111 
4.1000 2.5907 21.6277 14.0524 
4th 
Iteration 
5th 
Iteration 
6th 
Iteration True values 
0.0696 1.9062.10-” 6.2500. 1O-B 0.0 
4.0546 3.9987 4.0000 4.0 
16.0521 16.0004 16.0000 16.0 
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B. Damped Oscillations 
Properties of V&-coelastic Materials 
A material whose properties vary strongly with both time and temperature 
is termed a viscoelastic material. Humphreys and Martin considered the 
problem of the determination of thermal stresses in a slab with temperature- 
dependent viscoelastic properties in [15]. In this paper, as well as in others, 
[16, 171, a semiempirical approach is taken in that use is made of 
measurements of dynamic material as they vary with temperature. It is 
these measurements which are of interest here. 
In a recent review article by Kolsky, he comments on the type of stress- 
strain relations which are postulated for a viscoelastic material. The various 
equivalent forms of the stress-strain law may be written in terms of linear 
differential operators: 
Pa = *< 
P =a,+a,D+a,D2+... (21) 
# =b,+b,D+b,D+... 
where D is the operator d/dt and the a’s and b’s are numerical constants. 
He points out, quite appropriately, that the main difficulty in using the 
operator method is first that of finding the appropriate operators involves 
considerable computation and curve fitting, and second that if a large range 
of time is considered, the operators P and Z/ must each contain a considerable 
number of terms [18]. 
The problem, however, is very well suited to treatment by segmental 
differential approximation, where the constants are estimated directly from 
the observed data. 
Two simple models of viscoelastic materials have been used, the Maxwell 
model 
and the Kelvin-Voigt model, 
Both have analogies in mechnical spring-dasphot combination. 
A more complicated material is modeled by the equation, 
u = b,,c + 6, $ + b, $ . 
(22) 
(23) 
While the example is chosen to show how both the frequency and damping 
can be determined from a damped oscillating system, nevertheless this 
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information can also lead to the determination of the viscoelastic properties 
of the material in terms of either the coefficients of Eq. (24), or a determination 
of the complex modulus. 
1. Mathematical Formulation. In this case, the system under consideration 
is governed by the differential equation 
2(t) + a+(t) + a,x(t) = 0 
x(0) = Cl (25) 
$0) = c2 . 
The set may be written in the form of (6) 
Li=u x(0) = Cl 
ic = -[al24 + a,x]; u(0) = c2 
4, = 0 40) = c3 
ci, = 0 40) = c4 
from which the quasilinear technique yields, 
&l+l) = U(n+l) 
@+l) = - ((al12un + a2%+) + qn[zP+l - 4 
+ aZn[Xn+l - xn] + fP[ap+l - af 
+ xn[aZn+l - azn]) 
&w+l) = 0 
(j,(“+l’ = 0 
(26) 
2. Numerical Example. The numerical example will not consider any 
sudden change in data, but will demonstrate how the damping coefficient /3 
and frequency w may be found by observing the data over a given time span. 
By assuming a solution of the form 
it can be shown that 
x(t) = -k sin t 
a, = 2/3 
a2 =/3” +w2. 
The results of a numerical study is shown in Table 4. 
Using (27) it is immediately clear that 
p = 1.0 
w = 10.0. 
The data is shown in Fig. 3. 
(27) 
(28) 
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TABLE 4 
DAMPED OSCILLATION NUMERICAL ITERATION DATA 
Initial 1st 2nd 3rd 
Approx. Iteration Iteration Iteration 
0.9848 0.9652 0.9857 0.9848 
-1.7130 -1.1605 -1.7290 -1.7231 
3.0000 1.6546 2.0224 2.0009 
99.0000 103.5824 101.1959 100.9870 
4th 5th 6th True 
Iteration Iteration Iteration values 
0.9848 0.9848 0.9848 0.9848 
-1.7232 - 1.7232 -1.7232 -1.7232 
1.9999 1.9999 1.9999 2.0000 
100.9995 101 .oooo 101.0000 101.0000 
Time 
FIG. 3. Damped oscillation. 
18 ROTH 
C. Van der Pal Oscillation 
Dewan, in a recent article, has offered some explanation for the phenomena 
seen in the electroencephalograph by way of the nonlinear differential 
equation [II]. An analogy between nonlinear oscillations and certain EEG 
behavior has been pointed out by Grey Walter [ 191 and Norbert Weiner [20]. 
Such behavior may be described by the Van der Pol oscillation. 
i+(t) + h(x2(t) -- l)*(t) + x(t) = 0 
in which the various modes of oscillations can be represented mathematically 
by a change in the magnitude of the parameter h. (See Fig. 4.) 
20 
x 0 
-20 
20 60 100 140 180 
20- p=I 
x 0 
-20 - I I I I 8 I 
36 10.6 IS 0 25.2 32 4 
t 
20- p=;loo 
x o- 
-2o- I I 
20 40 60 SO 
i 
FIG. 4. Electroencephalograph studies-Displacement time curves for Van der Pal 
studies. 
In view of these observations, an example was chosen of the Van der Pal 
oscillation in which the data would correspond to a relaxation or clonic stage 
of an EEG measurement. 
1. Mathematical Formulation. For the Van der Pol oscillation the gov- 
erning equation is 
E(t) + h,[l - x(t)“]*(t) + &X(t) = 0 
x(0) = Cl (29) 
k(O) = c2 
or 
R=Z4 x(0) = c, 
zi = -[X,(1 - X”)U + h,x]; u(0) = c2 
A, = 0 W) = c3 
A2 = 0 h,(O) = cq I 
(30) 
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The quasilinear equations are 
$n+l = p+l 
fin+1 = - ([A,“(1 - (CP)2)U” + h,YP] 
+ [-2x%+n + h,n](xn+l - x”) 
+ [qyl - (x”)2)](un+l - u”) 
f[(l - (xn)2)zP](Arfl+l - hp) 
+ [xn](Azn+l - Azn 11 
A, = 0 
ii, = 0 
(31) 
2. Numerical Example. The results of this numerical study are shown 
in Table 5. 
TABLE 5 
RESULTS OF NUMERICAL STUDIJB 
Initial 1st 2nd 3rd 4th 
Approx. Iteration Iteration Iteration Iteration 
0.9968 0.9924 0.9945 1.0137 
-0.0813 -0.1271 -0.2005 -0.1357 
10.1000 9.0068 7.9824 9.4799 
l.lOQO 0.9545 0.8385 0.9076 
5th 
Iteration 
6th 
Iteration 
7th 
Iteration 
8th 
Iteration 
True 
values 
0.9840 0.9913 0.9943 0.9977 1.0000 
0.0073 -0.1062 -0.1130 -0.1252 0.0000 
10.7041 9.5735 9.6453 9.5563 10.0000 
1.0480 0.9724 0.4830 0.9480 1.oooo 
0.0016 
-0.1993 
8.1557 
0.8339 
The results are shown in Fig. 5. 
6. CONCLUSIONS 
The techniques of segmental differential approximation have been applied 
to problems of mechanics, viscoelasticity, and neurology. Specific examples 
have been chosen and numerical results indicate that the technique is 
successful in problems of this type. 
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Van Der pol oscillation 
Time 
FIG. 5. Van der Pol oscillation. 
The rate of convergence has been shown to be quite good with very good 
results in six or eight iterations. The example of the Van der Pol oscillator 
substantiates the feeling that nonlinear equations are as well suitable to this 
method as linear ones. 
It should be noted that there are a great number of extensions which can 
be considered in the future. Not only can the technique be applied to a 
great variety of problems, as shown by the scope of the examples, but within 
a given problem certain questions can be answered. Among these are the 
questions involving measurement techniques. How often in the time sequence 
does one have to make observations in order to properly fit the data? If it 
is true that fewer observations are required, then the instrumentation can 
be modified at perhaps a saving in cost. 
‘Future investigations will extend the method to system of equations in 
which the central question will be to determine techniques to aid in the 
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modeling of physical systems. As a particular example, the dynamics of a 
complex shell structure under a particular loading has been analyzed by 
means of a mass-spring analog where the particular masses and spring 
constants are chosen to simulate the structure. A technique of differential 
approximation based on observations taken on a test specimen will be able 
to best determine the “best” distribution of such masses and springs. 
The modelling of biological systems is another area where continuing 
research is being carried out. 
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