A review of formal orthogonality in Lanczos-based methods  by Brezinski, C. et al.
Journal of Computational and Applied Mathematics 140 (2002) 81–98
www.elsevier.com/locate/cam
A review of formal orthogonality in Lanczos-based methods
C. Brezinskia ; ∗, M. Redivo Zagliab, H. Sadokc
aLaboratoire d’Analyse Numerique et d’Optimisation, Universite des Sciences et Technologies de Lille,
59655 Vileneuve d’ Ascq, Cedex, France
bDipartimento di Matematica, Universit(a della Calabria, Arcavacata di Rende, 87036-Rende (CS), Italy
cLaboratoire de Mathematiques Appliquees, Universite du Littoral Coˆte d’Opale, Calais, France
Received 21 July 2000; received in revised form 20 March 2001
Abstract
Krylov subspace methods and their variants are presently the favorite iterative methods for solving a system of linear
equations. Although it is a purely linear algebra problem, it can be tackled by the theory of formal orthogonal polynomials.
This theory helps to understand the origin of the algorithms for the implementation of Krylov subspace methods and,
moreover, the use of formal orthogonal polynomials brings a major simpli4cation in the treatment of some numerical
problems related to these algorithms. This paper reviews this approach in the case of Lanczos method and its variants,
the novelty being the introduction of a preconditioner. c© 2002 Elsevier Science B.V. All rights reserved.
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We consider the n× n system of linear equations Ax = b.
Let Kk and Lk be two subspaces of dimension k. A projection method for the solution of this
system consists in choosing an initial approximation x0 of the solution and de4ning the sequence of
vectors (xk) by the two conditions
xk − x0 ∈Kk ; (1)
rk = b− Axk ⊥Lk : (2)
Let G be a matrix and r a vector. We denote by Kk(G; r) the Krylov subspace Kk(G; r) =
span(r; Gr; : : : ; Gk−1r).
If Kk =Kk(A; r0), where r0 = b− Ax0, the projection method is called a Krylov subspace method
(KSM).
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There exists several KSMs according to the choice of Lk
1. Arnoldi method: Lk = Kk(A; r0),
2. Lanczos method: Lk = Kk(AT; z) where z is some nonzero vector,
3. GMRES: Lk = A · Kk(A; r0).
Usually, the system Ax=b is premultiplied by a matrix M−1, called a preconditioner. The matrix
M is an approximation of A. It is chosen so that its inverse is easy to compute and to store (or,
equivalently, so that a linear system with M as its matrix is easy to solve).
In this paper, we will only consider Lanczos method [46] and the methods based on it. We will
see that the theory of formal orthogonal polynomials easily allows to understand the algorithms for
its recursive implementation and to solve the related computational problems.
If Lanczos method is applied to the system
M−1Ax =M−1b
then, setting r˜k =M−1b−M−1Axk , the conditions (1) and (2) become
xk − x0 ∈Kk(M−1A; r˜0); (3)
r˜k ⊥Kk((M−1A)T; z): (4)
But r˜k =M−1rk and it is easy to see that (1) and (2) are equivalent to
xk − x0 ∈M−1 · Kk(AM−1; r0); (5)
rk = b− Axk ⊥Kk((AM−1)T; y) with y =M−Tz: (6)
This paper is mostly a review, the only novelty is the introduction of the preconditioner into the
formal orthogonality approach.
For the method of Arnoldi and GMRES, see [8,9]. These methods are based on the concept of
biorthogonality instead of orthogonality, see [7].
1. Lanczos method
Let us examine successively the conditions (3), (4) and (5), (6).
The conditions (3) and (5) write
xk − x0 =−a1M−1r0 − · · · − ak(M−1A)k−1M−1r0
and it follows
rk = r0 + a1AM−1r0 + · · ·+ akA(M−1A)k−1M−1r0
= r0 + a1(AM−1)r0 + · · ·+ ak(AM−1)k−1AM−1r0
=Pk(AM−1)r0
with
Pk() = 1 + a1+ · · ·+ akk :
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We also have
r˜k = Pk(M−1A)r˜0:
So, polynomials have been introduced into a KSM. It must be noticed that the constant term of
Pk is equal to 1, that is Pk(0) = 1.
To simplify the notations, we set
Al =M−1A and Ar = AM−1:
We obviously have
Ail =M
−1Ai−1r A and A
i
r = AA
i−1
l M
−1:
Let us now 4rst look at condition (4). Let u˜0; : : : ; u˜k−1 be a basis of Kk(ATl ; z). The condition (4)
writes
(u˜i ; r˜k) = 0; i = 0; : : : ; k − 1:
Taking u˜i = (ATl )
iz, we obtain
((ATl )
iz; r˜k) = 0;
(z; AilPk(Al)r˜0) = 0; i = 0; : : : ; k − 1 (7)
that is
(z; Ailr˜0) + a1(z; A
i+1
l r˜0) + · · ·+ ak(z; Ai+kl r˜0) = 0; i = 0; : : : ; k − 1: (8)
Similarly, let u0; : : : ; uk−1 be a basis of Kk(ATr ; y). The condition (6) gives
(ui ; rk) = 0; i = 0; : : : ; k − 1:
Thus, taking ui = (ATr )
iy, we have
((ATr )
iy; rk) = 0;
(y; AirPk(Ar)r0) = 0; i = 0; : : : ; k − 1: (9)
These conditions lead to
(y; Airr0) + a1(y; A
i+1
r r0) + · · ·+ ak(y; Ai+kr r0) = 0; i = 0; : : : ; k − 1: (10)
Assuming that the determinants of the systems (8) and (10) (which are identical since (y; Airr0)=
(z; Ailr˜0)) are diKerent from zero, their solution gives a1; : : : ; ak . Thus, conditions (3), (4) or (5),
(6) determine uniquely the vector xk for all k. Of course, in practice, xk cannot be computed by
solving, for each k, the system giving a1; : : : ; ak . Recursive algorithms for the computation of the
vectors xk will be obtained by means of the theory of formal orthogonal polynomials.
1.1. Formal orthogonal polynomials
Obviously, quite similar results can be obtained starting either from (3), (4) or from (5), (6). So,
we will present the theory using only the last conditions.
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Let c be the linear functional on the space of polynomials de4ned by
c(i) = ci = (y; Airr0) = (z; A
i
lr˜0):
Then, by linear combination, we have, for any polynomial p,
c(p()) = (y; p(Ar)r0):
So, (9) becomes
c(iPk()) = 0; i = 0; : : : ; k − 1: (11)
The family of polynomials satisfying these conditions for all k is called the family of formal
orthogonal polynomials (FOP) with respect to c (or with respect to the sequence of moments
c0; c1; : : :). We see that this de4nition is similar to the de4nition of the usual orthogonal polynomials
which satisfy∫ b
a
iPk() d() = 0; i = 0; : : : ; k − 1
where  is a positive measure. In this case, for all k, Pk exists and has exact degree k. This is no
longer true in the case of formal orthogonal polynomials.
The polynomials Pk are uniquely determined by the orthogonality conditions (11) apart from
a multiplying factor given by the so-called normalization condition. In our case, this factor, was
chosen so that Pk(0) = 1. We have the following determinantal formula
Pk() =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1  · · · k
c0 c1 · · · ck
c1 c2 · · · ck+1
...
...
...
ck−1 ck · · · c2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
/
∣∣∣∣∣∣∣∣∣∣∣
c1 · · · ck
c2 · · · ck+1
...
...
ck · · · c2k−1
∣∣∣∣∣∣∣∣∣∣∣
: (12)
Indeed, multiplying by i and applying the functional c, we see that, for i=0; : : : ; k−1, two rows
in the numerator are identical. So, the polynomial given by (12) satis4es the orthogonality and the
normalization conditions and, by a uniqueness argument, it is the FOP Pk . The determinant in the
denominator, called a Hankel determinant and denoted by H (1)k (where the lower index refers to the
dimension and the upper one corresponds to the smallest index for the ci’s in (12)), implies that
Pk(0) = 1. From this formula, we see that Pk satisfying the normalization condition Pk(0) = 1 exists
if and only if H (1)k = 0.
An important point to notice is that the orthogonality conditions (11) can also be written as
c(UiPk) = 0; i = 0; : : : ; k − 1;
where Ui is any polynomial of degree i. This choice corresponds to taking ui = Ui(ATr )y for i =
0; : : : ; k − 1 as a basis of Lk . We also have c(pPk) = 0 for every polynomial p of degree at most
k − 1 and c(PiPk) = 0 for i = k.
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From (12), we see that Pk has exact degree k if and only if H
(0)
k = 0. Moreover, since c(kPk)=
(−1)kH (0)k+1=H (1)k , the polynomial Pk+1 has exact degree k + 1 if and only if c(kPk) = 0.
Then, for all k, all the polynomials Pk exist and have exact degree k, their family satis4es most of
the algebraic properties of the usual orthogonal polynomials [6]. In particular, they satisfy recurrence
relationships, thus leading to recursive algorithms for the computation of the sequence (xk).
1.2. Recurrences
In this subsection, we assume that ∀k; H (0)k = 0 and H (1)k = 0. Thus, for all k, Pk exists and has
exact degree k.
Let us begin by the classical three term recurrence relationship. We have
Pk+1() =−k+1[(− k+1)Pk()− k+1Pk−1()]; k = 0; 1; : : : (13)
with P0() = 1 and P−1() = 0 (or, equivalently, 1 = 0).
The proof is by induction. Indeed, multiplying both sides by a polynomial Ui of exact degree i
and applying c, shows that c(UiPk) = 0 for i = 0; : : : ; k − 2. For i = k − 1, we obtain
−k+1[c(Uk−1Pk)− k+1c(Uk−1Pk−1)] = 0
which gives k+1. For i = k, we have
−k+1[c(UkPk)− k+1c(UkPk)− k+1c(UkPk−1)] = 0
which gives k+1. The normalization condition leads to
Pk+1(0) = 1 =−k+1[− k+1 − k+1]
and we obtain k+1.
The quantity c(Uk−1Pk−1) is diKerent from zero since, by the induction assumption (see the
preceding subsection), Pk exists and has degree k. For the same reason, c(UkPk) = 0 if and only if
Pk+1 has exact degree k +1. However, it must be noticed that we could have k+1 + k+1 = 0. Such
a case, called a breakdown, will be discussed below.
Let us now derive another procedure for the computation of FOPs. We consider the linear func-
tional c(1) on the space of polynomials de4ned by
c(1)(i) = c(i+1) = (y; Ai+1r r0)
and the family of monic formal orthogonal polynomials {P(1)k } with respect to c(1). They are given
by the determinantal formula
P(1)k () =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c1 c2 · · · ck+1
c2 c3 · · · ck+2
...
...
...
ck ck+1 · · · c2k
1  · · · k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
/
∣∣∣∣∣∣∣∣∣∣∣
c1 · · · ck
c2 · · · ck+1
...
...
ck · · · c2k−1
∣∣∣∣∣∣∣∣∣∣∣
:
We see that this polynomial exists under the condition H (1)k = 0, which is the same as for Pk .
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Since they form a family of FOPs, the polynomials P(1)k satisfy a three term recurrence relationship
of the form (the proof is similar to that of the three term recurrence relationship given above)
P(1)k+1() = (− k+1)P(1)k ()− k+1P(1)k−1(); k = 0; 1; : : : (14)
with P(1)0 () = 1, P
(1)
−1() = 0 (or 1 = 0) and
k+1 = c(1)(Uk−1P
(1)
k )=c
(1)(Uk−1P
(1)
k−1);
k+1 = [c(1)(UkP
(1)
k )− k+1c(1)(UkP(1)k−1)]=c(1)(UkP(1)k ):
We also have, between the polynomials of the two families,
Pk+1() = Pk()− k+1P(1)k (); k = 0; 1; : : : (15)
with
k+1 = c(VkPk)=c(VkP
(1)
k );
where Vk is any polynomial of exact degree k.
Let now Qk be given by
Qk() = (−1)k H
(0)
k
H (1)k
P(1)k ():
So, Pk and Qk have the same leading coeMcient and Qk is orthogonal with respect to c(1).
It can be proved that the two coupled two term recurrences hold
Pk+1() = Pk()− k+1Qk(); (16)
Qk+1() = Pk+1() + k+1Qk(); (17)
with P0() = Q0() = 1 and the coeMcients given by
k+1 = c(UkPk)=c(UkQk);
k+1 =−c(VkPk+1)=c(VkQk);
where for all k, the polynomials Uk and Vk have exact degree k.
For the choice Uk ≡ Vk ≡ Pk , more convenient expressions for these coeMcients can be obtained.
In this case, we have
k+1 = c(P2k)=c(PkQk); (18)
k+1 =−c(PkPk+1)=c(PkQk): (19)
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But, since Pk and Qk have the same leading coeMcient, Pk =Qk +pk−1 where pk−1 is a polynomial
of degree at most k − 1. Thus
c(PkQk) = c(Q2k) + c(pk−1Qk)
= c(Q2k) + c
(1)(pk−1Qk)
= c(Q2k)
by the orthogonality property of Qk . Thus
k+1 = c(P2k)=c(Q
2
k): (20)
We have
k+1 =−k+1 c(PkPk+1)c(P2k)
:
Multiplying (16) by Pk+1 and applying c, we obtain
c(P2k+1) = c(PkPk+1)− k+1c(QkPk+1)
=−k+1[c(PkPk+1)− c(pk−1Pk+1)]
and we 4nally get
k+1 = c(P2k+1)=c(P
2
k): (21)
1.3. Implementation of Lanczos method
Let us now discuss in detail how to use the recurrence relationships satis4ed by FOPs for the
implementation of the preconditioned Lanczos method. Each recurrence (or couple of recurrences)
leads to two recursive algorithms, one for computing the vectors r˜k and one for the vectors rk . Of
course, the two algorithms are not independent since r˜k and rk are related and, in the case M = I ,
they coincide.
1.3.1. Iterative procedures
As an illustration of the theory of FOPs, let us 4rst explain how (13) can be used for the recursive
computation of the vectors rk . More detailed explanations will be given below in the case of other
recurrences.
Since rk =Pk(Ar)r0, we replace the variable  by the matrix Ar in the recurrence relationship. We
obtain a matrix and we multiply the vector r0 by this matrix. We obtain
rk+1 =−k+1[(Ar − k+1)rk − k+1rk−1]; k = 0; 1; : : :
with r0 = b−Ax0 and r−1 = 0. We also need a recurrence relationship for the vectors xk . Replacing
the residuals by their expressions, we get
b− Axk+1 =−k+1[Arrk − k+1(b− Axk)− k+1(b− Axk−1)]:
But −k+1[− k+1 − k+1] = 1 and b disappears from both sides. Multiplying by A−1 and changing
signs, leads to
xk+1 = k+1[M−1rk + k+1xk + k+1xk−1]:
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This algorithm for the computation of the vectors xk is known, when M = I , under the name of
Lanczos=Orthores [56].
Let us now discuss in details the two algorithms that can be obtained from (16) and (17). As
it will be seen below, both of them will be needed simultaneously. The 4rst algorithm allows to
compute recursively the vectors rk = Pk(Ar)r0. Setting zk =Qk(Ar)r0, replacing  by Ar in (16) and
(17), and multiplying r0 by the matrices Pk(Ar) and Qk(Ar) gives
rk+1 = rk − k+1Arzk ;
zk+1 = rk+1 + k+1zk :
Replacing the residuals by their expressions in the 4rst relation, we obtain
xk+1 = xk + k+1M−1zk :
So, the normalization condition Pk(0) = 1 is mandatory to be able to recover the vectors xk from
the vectors rk .
This algorithm is named Lanczos=Orthomin when M = I and it is due to Young and Jea [56].
The second algorithm concerns the vectors r˜k =Pk(Al)r˜0. We set z˜k =Qk(Al)r˜0. Since r˜k =M−1rk
and, similarly, z˜k =M−1zk , the relations (16) and (17) give
r˜k+1 = r˜k − k+1Alz˜k ;
z˜k+1 = r˜k+1 + k+1z˜k :
The vectors xk satisfy
xk+1 = xk + k+1z˜k :
These relations can also be deduced immediately by multiplying by M−1 the relations giving rk+1
and zk+1.
The algorithm based on (14) and (15) for computing the vectors rk is called Lanczos=Orthodir,
when M = I . It can be derived similarly.
New algorithms for the implementation of Lanczos method can also be derived from the theory
of FOP. On this topic, see [27,2].
Remark 1. As shown in [30] in the symmetric positive de4nite case, there is a kind of duality
between the vectors rk and the vectors z˜k appropriately scaled. Indeed, the scaled vectors z˜k can be
considered as the residuals of a system of equations whose matrix is M and, for this system, the
residuals rk play the role of the vectors z˜k .
1.3.2. Computation of the coeDcients
We will now see how to compute the coeMcients involved in the preceding recurrences.
Let us 4rst point out the computational problem that is immediately encountered. In the expressions
of some coeMcients of the recurrence relations, for example, the quantity c(UkPk) is needed. From
the de4nition of c, we have
c(UkPk) = (y; Uk(Ar)Pk(Ar)r0) = (y; Uk(Ar)rk):
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Assuming, for simplicity, that Uk() = k , this computation requires k matrix–vector products
Uk(Ar)rk = Akr rk = Ar(Ar(· · · (Ar(Ar(Arrk))) · · ·)):
Moreover, since rk depends on k, the computation of Ak+1r rk+1 cannot easily make use of the knowl-
edge of Akr rk . This drawback can be avoided by using the well-known property of scalar products
(y; Akr rk) = ((A
T
r )
ky; rk) = (yk ; rk);
where yk = (ATr )
ky. So, the vectors yk can be computed by the recurrence yk+1 = ATr yk (this choice
is never made in practice, since it is numerically unstable). The same is true if the auxiliary poly-
nomials Uk satisfy a simple recurrence relationship. However, it must be noticed that matrix–vector
products by ATr are now required. This can be a drawback for large sparse systems stored by indirect
addressing. Avoiding the use of the transpose will be discussed in Section 2.
Let us now see how to compute the scalar products involved in the new expressions (20) and
(21) for the coeMcients. We have
c(P2k) = (y; Pk(Ar)Pk(Ar)r0)
= (y; Pk(Ar)rk)
= (Pk(ATr )y; rk)
= (r˜′k ; rk)
with r˜′k = Pk(ATr )y. Setting z˜
′
k = Qk(A
T
r )y, the vectors r˜
′
k can be recursively computed by replacing,
in (16) and (17),  by ATr and multiplying y by these matrices.
Similarly, we also have
c(P2k) = (z; Pk(Al)Pk(Al)r˜0)
= (z; Pk(Al)r˜k)
= (Pk(ATl )z; r˜k)
= (r′k ; r˜k) (22)
with r′k = Pk(A
T
l )z. Setting z
′
k = Qk(A
T
l )z, the vectors r
′
k can be recursively computed by replacing,
in (16) and (17),  by ATl and multiplying z by these matrices.
It must be noticed that r˜′k =M−Tr′k and z˜
′
k =M
−Tz′k .
The quantity c(Q2k) is computed in a similar way. We have
c(Q2k) = (y; ArQk(Ar)Qk(Ar)r0) = (z˜
′
k ; Arzk)
= (z; AlQk(Al)Qk(Al)r˜0) = (z′k ; Alz˜k)
= (z˜′k ; Az˜k):
1.3.3. Algorithms
So, now, we have all the material for designing the complete algorithms for the implementation
of the preconditioned Lanczos method. There exists several such algorithms corresponding to the
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diKerent iterative procedures and the various expressions for the coeMcients given above. We will
only give one of them. The others remain to be implemented and tested on numerical examples.
The vectors z˜k and z˜′k are needed for computing c(Q2k). Their computation involves the vectors
r˜k =M−1rk and r˜′k =M−Tr′k . The computation of c(P
2
k) requires the vectors rk and r
′
k . So, we will
use the recurrences for the vectors rk , z˜k , r′k and z˜
′
k and the complete algorithm is the following
initializations
Choose x0 and z
r0 = b− Ax0
r′0 = z
Solve M r˜0 = r0 and MTz˜′0 = z
z˜0 = r˜0
 0 = (r′0; r˜0)
for k = 0; 1; : : : until convergence do
k+1 =  k=(z˜′k ; Az˜k)
rk+1 = rk − k+1Az˜k
xk+1 = xk + k+1z˜k
r′k+1 = r
′
k − k+1ATz˜′k
r˜k+1 =M−1rk+1
r˜′k+1 =M−Tr′k+1
 k+1 = (r′k+1; r˜k+1)
k+1 =  k+1= k
z˜k+1 = r˜k+1 + k+1z˜k
z˜′k+1 = r˜
′
k+1 + k+1z˜
′
k
end for
This algorithm is the preconditioned biconjugate gradient algorithm (BiCG) as given in [5]. Without
preconditioning, it was already implicitly contained in the paper of Lanczos [46] and it was put
under an algorithmic form by Fletcher [37]. When A is symmetric positive de4nite and z = r0,
the preconditioned version of the conjugate gradient of Hestenes and Stiefel [45] is recovered, see
again [5]. It must be noticed that the vectors r˜k+1 and r˜′k+1 are computed by solving the systems
M r˜k+1 = rk+1 and MTr˜′k+1 = r′k+1. From (22), we see that we also have  k+1 = (r˜
′
k+1; rk+1).
As seen above, there are several formulae for the computation of the coeMcients k+1 and k+1.
They all are mathematically equivalent which means that, using exact arithmetic, they all give the
same result. However, in practice, the choice of these formulae can lead to a completely diKerent
numerical behavior for the algorithm as shown in [18]. In some cases, changing only one formula
can transform a converging algorithm into a diverging one. Programming simultaneously several
formulae (which can be done with a low over-cost) can be a procedure for the control of rounding errors.
2. Avoiding the transpose
In subsection 1:3:2, we saw that the use of AT comes out from the need of computing the quantity
(y; Uk(Ar)Pk(Ar)r0) as (Uk(ATr )y; rk). Due to indirect addressing for the storage of large sparse
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matrices, products by A are easy while those by AT are more diMcult to perform. For avoiding this
drawback, it is possible to de4ne new methods where the residuals are given by
rk = Uk(Ar)Pk(Ar)r0:
For implementing such methods, it is necessary to be able to compute recursively the products
UkPk without computing separately the polynomials Uk and the polynomials Pk and, then, making
their product. If the polynomials Uk satisfy a recurrence relationship, multiplying both recurrences
together, leads to such a procedure.
It must be noticed that, in order to obtain recurrence formulae for the vectors xk , the polynomials
Uk must satisfy Uk(0) = 1.
2.1. CGS
The 4rst algorithm of this type to have been obtained was the conjugate gradient squared (CGS)
due to Sonneveld [51]. It corresponds to the choice Uk ≡ Pk . Squaring (16) gives
P2k+1 = P
2
k − k+1(PkQk − k+1Q2k)− k+1PkQk:
Thus, we now need to compute recursively the polynomials Q2k and PkQk . Squaring (17) leads to
Q2k+1 = P
2
k+1 + 2k+1Pk+1Qk + 
2
k+1Q
2
k :
The products Pk+1Qk are obtained by multiplying (16) by Qk
Pk+1Qk = PkQk − k+1Q2k :
Finally, multiplying (17) by Pk+1, we get
Pk+1Qk+1 = P2k+1 + k+1Pk+1Qk:
Setting
rk = P2k (Ar)r0;
qk = Q2k(Ar)r0;
vk = Pk+1(Ar)Qk(Ar)r0;
uk = Pk(Ar)Qk(Ar)r0
the preceding recurrence relationships give, from r0 = q0 = u0 = b− Ax0,
vk = uk − k+1AM−1qk ;
rk+1 = rk − k+1AM−1(uk + vk);
xk+1 = xk + k+1M−1(uk + vk);
uk+1 = rk+1 + k+1vk ;
qk+1 = rk+1 + 2k+1vk + 2k+1qk ;
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with
k+1 =
(y; rk)
(y; AM−1qk)
; k+1 =
(y; rk+1)
(y; rk)
:
Remark 2. As the BiCG, each iteration of this algorithm requires two matrix–vector products and the
solution of two linear systems with the matrix M . Since the coeMcients appearing in the preceding
formulae are the same as those in the BiCG, we can have a coupled implementation of the two
methods for almost the same price [15–17]. Obviously, this method can be implemented via the
other recurrences for FOPs.
2.2. BiCGSTAB
The second algorithm of this type is the BiCGSTAB of van der Vorst [54]. In this algorithm, the
auxiliary polynomials Uk satisfy the recurrence
Uk+1() = (1− ak)Uk()
with U0() = 1. The parameter ak is chosen so that (rk+1; rk+1) is minimum.
From (16), (17) and the recurrence for Uk+1, we obtain
UkPk+1 = UkPk − k+1UkQk;
Uk+1Pk+1 = (1− ak)UkPk+1;
Uk+1Qk+1 = Uk+1Pk+1 + k+1(1− ak)UkQk:
Setting
rk = Uk(Ar)Pk(Ar)r0;
qk = Uk(Ar)Qk(Ar)r0;
uk = Uk(Ar)Pk+1(Ar)r0
we have
uk = rk − k+1AM−1qk ;
rk+1 = uk − akAM−1uk ;
xk+1 = xk + k+1M−1qk + akM−1uk ;
qk+1 = rk+1 + k+1(qk − akAM−1qk):
After some transformations, the following expressions for the coeMcients are obtained
ak =
(uk ; AM−1uk)
(AM−1uk ; AM−1uk)
; k+1 =
(y; rk)
(y; AM−1qk)
; k+1 =
k+1
ak
(y; rk+1)
(y; rk)
:
Remark 2 also holds for this method.
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3. Breakdowns and near-breakdowns
When a scalar product in the denominator of one of the coeMcients is zero, then a breakdown
occurs in the algorithm which has to be stopped. If a scalar product in a denominator is close to
zero, then a near-breakdown arises and rounding errors could severely pollute the results. This is
an important diMculty and such numerical instabilities (and other ones also, such as the loss of
orthogonality) have to be recognized and treated. The theory of FOPs allows to bring a quite easy
answer to these problems, more easily, in any way, than purely linear algebra techniques as shown
in [25].
The orthogonal polynomials Pk are related to PadQe approximants. Indeed, the polynomials P˜k()=
kPk(−1) (that is if the numbering of the coeMcients of Pk is reversed) are the denominators of
the approximants [k − 1=k]f(), where f() = c0 + c1 + · · ·. A breakdown in an algorithm for
the implementation of Lanczos method corresponds to a square block of identical approximants in
the PadQe table. PadQe approximants are also related to continued fractions. Thus, techniques for the
treatment of breakdown in the PadQe table and continued fractions can be adapted to Lanczos-type
algorithms. This was the approach followed in [41–43]. In [39], the technique consists in going
around a block in the PadQe table. It was extended to the BiCGSTAB in [40].
However, since, in fact, only the denominators of the PadQe approximants are of interest (see [9]),
it seems better to use a procedure only related to FOPs. Moreover, as shown in [32], the block
structure of the PadQe table is identical to the block structure of the table of FOPs. The algorithms
presented in [3,4,20–22,24,31] (see [23] for a survey) follow this idea and they consist in jumping
over the polynomials responsible for a breakdown or a near-breakdown. Such a procedure, called
look-ahead, was introduced in [52]; see also [48].
Let us begin by understanding the meaning of a breakdown. We consider the BiCG with the
coeMcients given by (20) and (21). A breakdown occurs in the computation of k+1 if and only
if c(Q2k) = 0 and, in the computation of k+1, if and only if c(P
2
k) = 0. But, by the orthogonality
conditions, c(Q2k) = akc
(1)(kQk) where ak = (−1)kH (0)k =H (1)k is the leading coeMcient of Pk . From
the de4nition of Qk and the determinantal formula for P
(1)
k , we obtain
c(Q2k) =
(H (0)k )
2H (1)k+1
(H (1)k )3
:
Since Pk and Qk exist, H
(1)
k =0 and, since they both have degree k, H (0)k =0. So, c(Q2k)=0 if and
only if H (1)k+1=0, that is if and only if Pk+1 and Qk+1 do not exist. Such a type of breakdown is called
a true (or a pivot) breakdown since it corresponds to the nonexistence of some FOP [12]. So, we
are trying to compute polynomials which do not exist, and something for stopping the computation
(a breakdown) has to happen.
Let us assume that H (1)k+1 = 0. So, Pk+1 and Qk+1 exist. We have
c(P2k) = (−1)k
H (0)k+1
H (1)k
:
Therefore, c(P2k)=0 if and only if H
(0)
k+1 =0. In this case, k+1, as given by (20), is zero, Pk+1 ≡ Pk
and Qk+1 is identically zero. A division by zero, called a ghost (or a Lanczos) breakdown, arises
in (21) and the polynomial Qk+1 cannot be computed by the recurrence relationship (17).
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As proved in [27], the single algorithm where only true breakdowns can occur is Lanczos=Orthodir.
All the other algorithms can be subject to ghost breakdowns; see [2] for more details. So, we will
now describe how to avoid breakdowns in this algorithm, since it is the easiest case.
We have to
1. recognize the occurrence of a breakdown,
2. determine the degree of the next existing (called regular) orthogonal polynomial,
3. jump over the non-existing orthogonal polynomials and build a recurrence relationship for the
computation of the next regular polynomial.
A breakdown occurs when the orthogonality condition of c(1)(iP(1)k ) = 0 is satis4ed for i greater
than k − 1. In fact, the maximum index i up to which this quantity is zero gives us the degree of
the next regular polynomial.
Let us now slightly change our notations and designate by P(1)k the kth regular polynomial of the
family and let nk¿ k be its degree. We set nk+1=nk+mk . So, mk is the length of the jump between
two consecutive regular FOPs. A similar notation will be used for the polynomials Pk . As proved
by Draux [32], mk is given, a priori, by the conditions
c(1)(iP(1)k )
{
=0; i = 0; : : : ; nk + mk − 2;
= 0; i = nk + mk − 1:
The relation (14) becomes
P(1)k+1() = wk()P
(1)
k ()− k+1P(1)k−1(); (23)
where wk() = 0 + · · ·+ mk−1mk−1 + mk , P(1)−1 () = 0; P(1)0 () = 1; 1 = 0, and
k+1 = c(1)(nk+mk−1P
(1)
k )=c
(1)(nk−1P(1)k−1):
The coeMcients of the polynomial wk are solution of the triangular system
mk−1c
(1)(nk+mk−1P(1)k ) + c
(1)(nk+mkP(1)k ) = k+1c
(1)(nkP(1)k−1)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0c(1)(nk+mk−1P
(1)
k ) + · · ·+ mk−1c(1)(nk+2mk−2P(1)k ) + c(1)(nk+2mk−1P(1)k )
= k+1c(1)(nk+mk−1P
(1)
k−1):
Since, by de4nition of mk , c(1)(nk+mk−1P
(1)
k ) =0, this system is never singular and no breakdown
can occur in (23), except the incurable breakdown which arises if nk +mk − 1 is greater than n, the
dimension of the system.
Similarly, (15) becomes
Pk+1() = Pk()− vk()P(1)k (); (24)
where vk() = 0 + · · ·+ mk−1mk−1. The i’s are solution of the triangular system
mk−1c
(1)(nk+mk−1P(1)k ) = c(
nkPk)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0c(1)(nk+mk−1P
(1)
k ) + · · ·+ mk−1c(1)(nk+2mk−2P(1)k ) = c(nk+mk−1Pk):
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It must be noticed that this system is the same as the system giving the i’s, except for the right
hand side. So, it is never singular and no breakdown can occur in (24), except the incurable one.
The corresponding algorithm for the implementation of Lanczos method is called the MRZ. It can
only suKer from an incurable breakdown which corresponds to c(1)(nP(1)k ) = 0. As given in [22],
that is for the choice Ui()=i, the MRZ is not very stable. However, the powers of  can be easily
replaced by some polynomials Ui. Another drawback of the MRZ is that it requires the storage of
m+7 vectors, where m=maxk mk . A more stable version, called the HMRZ-Stab, which only needs
to store 12 vectors, independently of the m, is given in [24].
Near-breakdowns can be treated by a similar look-ahead technique. Then, it is necessary to jump
over the nonregular polynomials and also over the regular but badly computed ones. However, the
recurrences become more complicated and the linear systems for the computation of their coeMcients
are no longer triangular [20,21] Breakdowns and near-breakdowns in Lanczos=Orthores are treated
in [38].
In [34], it is shown that the techniques given in [22,42,4] for avoiding a breakdown can be derived
in a uni4ed framework by a change of basis.
Another technique, based on vector orthogonal polynomials, is presented in [55]. Breakdowns can
also be avoided by considering the orthogonality conditions in an order diKerent than the natural
one (a kind of pivoting) [1].
Some of the other algorithms for Lanczos method can be treated similarly [20,21]. A treatment
for special cases of breakdowns is given in [3,4]. Zero divisor–free Hestenes–Stiefel type conjugate
direction algorithms can be found in [44]. Another scheme, based on a modi4ed Krylov subspace
approach, is presented in [53]. The problem of breakdown can also be treated by introducing new
vectors into Krylov subspaces [49] or by an adaptive block Lanczos algorithm [50].
Breakdowns in the CGS were treated in [26] (see [31] for a particular case) and near-breakdowns
in [13]. The case of the BiCGSTAB is considered in [14]. The techniques consist in writing the
FOPs on a speci4c basis, making an adequate choice of the Ui’s, and 4nding the recurrences as
explained in [11].
Remark 3. In many applications, it is necessary to solve a system of linear equations with several
right hand sides, that is
AX = B
with B; X;∈Rn×m. An extension of the BiCG, called the block BiCG, was given by O’Leary [47].
The theory of the corresponding block Lanczos method can be found in [19,10]. Other algorithms
for the implementation of this method are given in [19]. They are based on the theory of matrix
formal orthogonal polynomials, which is extensively studied in [35,36]. Necessary and suMcient
conditions for look-ahead versions of the block conjugate gradient algorithm to be free from serious
and incurable breakdowns are given in [28,29].
4. Conclusions
In this paper, Lanczos-based methods and the corresponding algorithms for their implementation
have been presented using the theory of formal orthogonal polynomials. In our opinion, this approach
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leads to an easier understanding of the origin of the existing algorithms for their implementation, to
the discovery of new ones, and to a quite simple treatment of the related algorithmic and numerical
problems.
Many open topics remain to be considered and, among them,
preconditioning of all the algorithms for the treatment of breakdown and near-breakdown,
implementation and numerical tests for the various BiCG algorithms,
choice of the auxiliary polynomials Ui,
optimal choice, in some sense, of the vector z,
extension of the duality presented in [30] to the nonsymmetric case,
clari4cation of the connections between the various approaches and algorithms for breakdown,
extension of the techniques used in the HMRZ-Stab [24] to other algorithms,
construction of an algorithm based on the recurrences given in [33],
formulation, justi4cation and reliability of tests for breakdown and near-breakdown,
treatment of breakdown and near-breakdown for the block Lanczos method,
treatment of the loss of orthogonality by a look-ahead technique,
analogous treatment of other KSMs based on biorthogonality,
extension to the complex case.
The software corresponding to all the procedures has to be produced and their performances have
to be compared on large sparse systems coming out from real world problems.
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