Recently, the notion of fuzzy signature was introduced by Takahashi et al. (ACNS 2015, ACNS 2016, ePrint 2017. It is a signature scheme in which signatures can be generated using "fuzzy data" (i.e. noisy data such as biometric features) as a signing key, without using any additional user-specific data (such as a helper string in the context of fuzzy extractors). One of the main building blocks in the existing fuzzy signature schemes, is a primitive called linear sketch, which can be interpreted as a certain form of (one-way) encoding with which fuzzy data is encoded, and is used in combination with an ordinary signature scheme with certain functional and security properties, to construct a fuzzy signature scheme. Although the security of the underlying linear sketch scheme is very important for the security of the constructed fuzzy signature schemes, a linear sketch scheme is a relatively new primitive, and what security properties its definition and the existing constructions satisfy, has not been understood well. In order to deepen our understanding of this primitive, in this paper we clarify the security properties achieved by the existing linear sketch schemes. More specifically, we formalize security of a linear sketch scheme against "recovering" attacks, and then clarify that the existing linear sketch schemes achieve sufficiently strong security against them.
INTRODUCTION

Background and Motivation
Motivated mainly by application scenarios of biometric authentication, Takahashi et al. Matsuda et al., 2016; Takahashi et al., 2017) recently introduced a special kind of digital signature called fuzzy signature. In a fuzzy signature scheme, signatures can be generated using "fuzzy data" (i.e. noisy data such as biometric features) as a signing key. There have been some approaches that achieve a similar feature, and perhaps the most well-known (and nowadays standard) approach would be to combine an ordinary signature scheme with a fuzzy extractor (Dodis et al., 2008) . However, as pointed out by Takahashi et al., the fuzzy-extractor-based approach requires (public but) user-specific auxiliary data to be present at the time of signing. Hence, for example, a user has to carry it himself/herself, or the device executing the signing algorithm has to be on-line to retrieve the auxiliary data from some (public) repository. What distinguishes a fuzzy signature scheme from the fuzzy-extractor-based approach, is that the signing algorithm does not require userspecific data (other than his/her own biometric feature) at the time of signing, and hence for example a user can generate a signature even if he/she is completely empty-handed. This is quite attractive, and fuzzy signatures are expected to be applied to various applications.
We briefly review the results by Takahashi et al. Matsuda et al., 2016; Takahashi et al., 2017) . 1 In (Takahashi et al., 2017) , in addition to formally define fuzzy signatures, they introduced what they call a fuzzy key setting, which formalizes some necessary information about the setting over which fuzzy data is considered, e.g. the metric space to which fuzzy data belongs, the threshold with which two sampled data are considered to be measured from the same object, the distribution from which each fuzzy data is assumed to be drawn, how the fluctuation of fuzzy data is modeled, etc. A fuzzy signature scheme is associated with such a fuzzy key setting. (Takahashi et al., 2017 ) also introduced a tool that they call linear sketch, which is also a crypto-graphic primitive associated with a fuzzy key setting, and is a kind of a pair of linear encoding and error correction methods that we will detail later. (Takahashi et al., 2017) then gave a generic construction of a fuzzy signature scheme for a fuzzy key setting from the combination of a linear sketch scheme (that is associated with the same fuzzy key setting) and an ordinary signature scheme that has some homomorphic properties regarding signing/verification keys. They then gave two instantiations of concrete fuzzy signature schemes via their generic construction, where for each construction, they specified a fuzzy key setting, constructed a linear sketch scheme, and then combined it with (a modified variant of) an existing ordinary signature scheme.
Linear Sketch. The main focus in this paper is on a linear sketch scheme. As mentioned earlier, this primitive can be understood as a pair of linear encoding and error correction methods. It is associated with a fuzzy key setting and an abelian group K , and consists of two algorithms 2 : "Sketch" and "DiffRec" (where the second algorithm stands for "difference reconstruction"). The first algorithm can be used to generate a "sketch" c of an element s ∈ K using a fuzzy data x as a "key" (or a "mask"). The second algorithm takes as input two sketches c and c , where c (resp. c ) is supposedly a sketch of an element s ∈ K (resp. s ∈ K ) generated by using fuzzy data x (resp. x ), and outputs the difference ∆s = s − s if the two fuzzy data x and x are "close" (according to the threshold t specified in the fuzzy key setting). In (Takahashi et al., 2017) , it is required that a linear sketch scheme satisfies additional "linearity" and "weak simulatability" properties that are used in the security proof for the generic construction.
Our Motivation. Although the security of the underlying linear sketch scheme is very important for the security of the fuzzy signature schemes constructed from the generic construction of Takahashi et al., a linear sketch scheme is a relatively new primitive, and what security properties its definition and the existing constructions satisfy, has not been well understood. As mentioned above, in the formalization in (Takahashi et al., 2017) , a linear sketch scheme is associated with a fuzzy key setting, which in turn specifies the underlying metric space and distribution of fuzzy data. So far, we only have two concrete constructions of linear sketch schemes: the first scheme 2 A linear sketch scheme actually also has the setup algorithm Setup that outputs a public parameter used by the other algorithms, but we omit them in the explanation in the introduction. The formal definition appears in Section 3.
(denoted by "S CRT ") is based on the Chinese remainder theorem, and the second one (denoted by "S Hash ") is based on a universal hash function family, and the fuzzy data space for these constructions is the space [0, 1) n with the L ∞ -distance. Since the constructions S CRT and S Hash seem tailored to this specific metric space, they have to inherently deal with non-integer numbers and furthermore they cannot be used with fuzzy key settings with other natural metrics for biometric authentication such as the edit distance and Hamming distance over bit strings.
In fact, the earlier papers Matsuda et al., 2016) left the treatment of real numbers somewhat ambiguous, and Yasuda et al. (Yasuda et al., 2017) showed that the linear sketch schemes S CRT and S Hash could be vulnerable to so-called "recovering attacks" (which recover fuzzy data x and an element s from a sketch c = Sketch(s, x)), if the real numbers in these schemes are treated in an inappropriate way. Concurrently to (Yasuda et al., 2017) , the treatment of real numbers was unambiguously specified in (Takahashi et al., 2017) , and with their treatment the attacks by (Yasuda et al., 2017) were shown to no longer work. However, this situation suggests that care must be taken in the definition of linear sketch schemes.
The main motivation of this paper is to contribute to deepening our understanding of this primitive, so that we can come up with better constructions and applications, which potentially could lead to future new constructions of fuzzy signatures (with fuzzy key settings that are different from the existing schemes).
Our Contributions
In order to deepen our understanding of a linear sketch scheme, in this paper we clarify a new aspect of the security properties achieved by the existing linear sketch schemes.
More specifically, in Section 4, we introduce security of a linear sketch scheme against "recovering" attacks, which directly captures the resistance against the attacks of (Yasuda et al., 2017) . Namely, it requires that recovering fuzzy data x from a sketch c (and a public parameter pp) is hard. Our formalization uses the notion of average min-entropy (Dodis et al., 2008) , which naturally corresponds to the hardness of guessing a secret given some leakage. Then, as our main technical results, we show that the two linear sketch schemes in (Takahashi et al., 2017) , S CRT and S Hash , satisfy sufficient level of security against recovering attacks (when the treatment of real numbers in (Takahashi et al., 2017 ) is taken into account), which are respectively shown in Sections 5 and 6. These results directly imply that the attacks of (Yasuda et al., 2017) do not apply to the linear sketch schemes in (Takahashi et al., 2017) .
We remark that if a linear sketch scheme is vulnerable to recovering attacks and is used in the generic construction of (Takahashi et al., 2017) , then the resulting fuzzy signature scheme is also not secure. (In this sense, security against recovering attacks can be interpreted as a guideline for future designs of linear sketch schemes.) Since (Takahashi et al., 2017) gives security proofs for their fuzzy signature schemes, it implies that the linear sketch schemes in (Takahashi et al., 2017) are known to be secure against recovering attacks. Our results show this fact more directly.
To show the security of the linear sketch schemes against recovering attacks, we introduce the notion of decomposability and partial hiding property of a linear sketch scheme. Informally speaking, the decomposability property requires that the computation of c = Sketch(s, x) can be decomposed into two parts f 1 and f 2 , where f 2 is independent of s, so that the computation c = Sketch(s, x) is equivalent to c = (c 1 , c 2 ) = ( f 1 (s, x), f 2 (x)). The partial hiding property requires that c 1 = f 1 (s, x) does not contain any information of x if s is chosen uniformly at random. We will show that if a linear sketch scheme satisfies these properties, then its security against recovering attacks can be reduced to the hardness of recovering fuzzy data x given only the leakage from the second component f 2 (x), which means that the security against recovering attacks can be analyzed by analyzing only the distribution of x and f 2 . These properties make it easier to show the security of linear sketch schemes against recovering attacks, and we believe that their formalizations are useful for future designs of linear sketch schemes. We will show that the linear sketch schemes S CRT and S Hash satisfy these properties in Sections 5.4 and 6.3, respectively. For the formal definitions and the more details on how they are useful, see Section 4.
Paper Organization
The rest of this paper is organized as follows: In Section 2, we review some basic notation, basic definitions and facts, and the treatment of real numbers. In Section 3, we review the necessary definitions for linear sketch. In Section 4, we introduce security against recovering attacks for a linear sketch scheme. There, we also introduce decomposability and the partial hiding property of a linear sketch scheme, and show a useful lemma that is used in the subsequent sections. In Section 5, we show how strong the first linear sketch scheme S CRT is against recovering attacks. In Section 6, we do the same for the second linear sketch scheme S Hash .
PRELIMINARIES
In this section, we review the basic notation, basic definitions and facts, and the treatment of real numbers in this paper.
Basic Notation
N, Z, and R denote the sets of all natural numbers, all integers, and all real numbers, respectively. If n ∈ N, then we define [n] := {1, . . . , n}. If a, b ∈ N, then "GCD(a, b)" denotes the greatest common divisor of a and b. If a ∈ R, then " a " denotes the maximum integer which does not exceed a (i.e. the rounding-down operation), and " a " denotes the integer that is the nearest to a (i.e. the rounding operation). Throughout the paper, we use the bold font to denote a vector (such as x and a). We extend the definition of " · " to allow it to take a real vector a = (a 1 , a 2 , . . . ) as input, by a := ( a 1 , a 2 , . . . ).
"x ← y" denotes that y is (deterministically) assigned to x. If S is a finite set, then "|S|" denotes its size, and "x ← R S" denotes that x is chosen uniformly at random from S. If Φ is a distribution (over some set), then x ← R Φ denotes that x is chosen according to the distribution Φ. If x and y are bit-strings, then |x| denotes the bit-length of x, and "(x||y)" denotes the concatenation of x and y. "(P)PTA" denotes a (probabilistic) polynomial time algorithm. If A is a probabilistic algorithm, then "y ← R A(x)" denote that A computes y by taking x as input and using an internal randomness that is chosen uniformly at random. Throughout the paper, "k" denotes a security parameter. A function f (·) : N → [0, 1] is said to be negligible if for all positive polynomials p(·) and all sufficiently large k, we have f (k) < 1/p(k).
Treatment of Real Numbers
Here, we recall the treatment of real numbers in (Takahashi et al., 2017) . The following explanations are mostly taken verbatim from the "On the Treatment of Real Numbers" paragraph in (Takahashi et al., 2017, Section 6) .
We assume that the significand of all real numbers is expressed in an a-priori fixed length (in bits) λ, where λ is some natural number that is a polynomial of a security parameter k. That is, a real number is expressed in the form the exponent. 3 Furthermore, if real numbers are involved in some arithmetic operations such as addition and multiplication, then the rounding-down operation is naturally applied to the significand of the resulting number, so that the result is always expressed in the above form (i.e. its significand is expressed with λ bits). We stress that this setting is natural, taking computer implementations into account.
For example, if we multiply a real number x = m 2 γ (where m is a λ-bit integer and 0 ≤ γ ≤ λ) with an nbit integer a (where n ≤ γ), then the resulting number x · a of the multiplication of x and a is treated as
That is, its significand is a λ-bit integer m·a 2 n and its exponent is −(γ − n). This might not look straightforward at first glance, but note that the significand m·a 2 n is the result of the multiplication m · a rounded down to have a λ-bit precision (the denominator 2 n is due to the fact that a is an n-bit integer). The exponent is correspondingly "shifted" to take into account that a is an n-bit integer. See Figure 1 for an illustration for the calculation of x · a.
Basic Definitions on Entropy
Here, we recall several basic definitions and a fact related to entropy used in this paper. Definition 1. Let X be a distribution defined over a set X. The min-entropy of X , denoted by
Definition 2 ( (Dodis et al., 2008) ). Let (X , Y ) be a joint distribution defined over the direct product of sets X × Y . The average min-entropy of X given Y , denoted by H ∞ (X |Y ), is defined by
Note that the average min-entropy H ∞ (X |Y ) naturally captures the hardness of recovering a "secret" x from a "leakage" y when (x, y) is sampled according to (X , Y ). More specifically, the defini-
, then given y, even a computationally unbounded algorithm can succeed in finding x with probability at most 2 − H ∞ (X |Y ) .
We will use the following simple fact formally shown in (Dodis et al., 2008) .
Definition 3. Let H = {h z : D → R} z∈Z be a family of hash functions, where Z denotes the seed space of H . We say that H is a universal hash function family if for all x, x ∈ D such that x = x , we have
In the linear sketch scheme S Hash in (Takahashi et al., 2017) , a universal hash function family with a linearity property is used. (See e.g. (Cheraghchi, 2011) for a concrete construction.)
Lemma 2. Let F p be a finite field with prime order p, and let n ∈ N. There exists a family of universal hash
all z ∈ F p n , the following linearity property is satisfied: For all x, x ∈ (F p ) n and α, β ∈ F p , it holds that
DEFINITIONS FOR LINEAR SKETCH
Here, we review the definitions for a fuzzy key setting in Section 3.1 and a linear sketch scheme in Section 3.2. In order to grasp how linear sketch schemes are used in the constructions of a fuzzy signature scheme, in Appendix, we review the definition of a fuzzy signature scheme as well as the two fuzzy signature schemes proposed in (Takahashi et al., 2017) .
Fuzzy Key Setting
A fuzzy key setting specifies a metric space to which fuzzy data (such as biometric data) belongs, the threshold with which two sampled fuzzy data are considered close/far, the distribution from which each fuzzy data is assumed to be sampled, and the error distribution that models "fluctuation" of fuzzy data. The formalization of (Takahashi et al., 2017) adopts the so-called universal error model, which assumes that for all objects U that produce fuzzy data that we are interested in, if U produces a data x at the first measurement (e.g. at the registration), and the same object is measured next time, then the measured data x follows the distribution {e ← R Φ; x ← x + e : x }.
Formally, a fuzzy key setting F consists of ((d, X),t, X , Φ, ε e ), each of which is defined as fol- (d, X): This is a metric space, where X is a space to which a possible fuzzy data x belongs, and d : X 2 → R is the corresponding distance function. We furthermore assume that X constitutes an abelian group.
t: (∈ R) This is the threshold value, determined by a security parameter k. Based on t, the false acceptance rate (FAR) and the false rejection rate (FRR) are determined. We require that FAR :=
This is a distribution of fuzzy data over X.
Φ: This is an error distribution (see the above explanation). ε e : (∈ [0, 1]) This is an error parameter that represents FRR. We require that for all x ∈ X, FRR :
We remark that the false acceptance/rejection rate FAR and FRR, the error distribution Φ, and the error parameter ε e are not directly used in our paper because they do not directly affect the security of linear sketch schemes.
Linear Sketch
Here, we review the definition of a linear sketch scheme in (Takahashi et al., 2017) .
Let F = ((d, X),t, X , Φ, ε e ) be a fuzzy key setting, and let K be a finite abelian group. A linear sketch scheme S for (F , K ), consists of the following three algorithms (Setup, Sketch, DiffRec):
Setup is the "setup" algorithm that takes 1 k , and outputs a public parameter pp.
Sketch is the "sketching" algorithm that takes pp, an element s ∈ K , and fuzzy data x ∈ X as input, and outputs a "sketch" c.
DiffRec is the (deterministic) "difference reconstruction" algorithm that takes pp and two values c, c (supposedly output by Sketch) as input, and outputs the "difference" ∆s ∈ K .
For correctness, it is required that for all k ∈ N, all x, x ∈ X such that d(x, x ) < t, all pp output by Setup(1 k ), and all s, ∆s ∈ K , we have DiffRec(pp, Sketch(pp, s, x), Sketch(pp, s + ∆s, x )) = ∆s. Besides, the properties called linearity and weak simulatability are formalized in (Takahashi et al., 2017) . Informally, the linearity ensures that given pp, a sketch value c output from Sketch(pp, s, x), and "shift" values ∆s ∈ K and ∆x ∈ X, it is possible to compute a sketch value c that is distributed as if it is computed from Sketch(pp, s + ∆s, x + ∆x). The weak simulatability captures a weak form of confidentiality that c does not leak the information of the content s if s is chosen uniformly at random from K and x is sampled from X . Since we do not directly use these properties, we omit the formal definitions. See (Takahashi et al., 2017) for the formal definitions.
DEFINING SECURITY AGAINST RECOVERING ATTACKS
In this section, we introduce security of a linear sketch scheme against recovering attacks. We then introduce structural properties of a linear sketch scheme that we call the decomposability and partial hiding property. Finally, we show a lemma that is useful for analyzing the security of linear sketch schemes that satisfy these properties. This lemma plays the main role in the subsequent sections.
In the following definitions, let F = ((d, X),t, X , Φ, ε e ) be a fuzzy key setting, let K be an abelian group, and let S = (Setup, Sketch, DiffRec) be a linear sketch for (F , K ). 
(Note that (X , P , C ) forms a joint distribution.)
As mentioned earlier, the average min-entropy H ∞ (X |P , C ) (in the form of 2 − H ∞ (X |P ,C ) ) gives an upper bound of the best (computationally unbounded) adversary's advantage in guessing x given (pp, c), when (x, pp, c) is sampled according to the joint distribution (X , P , C ). Hence, if ε r is (negligibly) small, ε r -security against recovering attacks guarantees that recovering x from (pp, c) is hard.
Next, we introduce a structural property for a linear sketch scheme that we call decomposability, which means that an execution of Sketch(pp, s, x) can be decomposed into computing two sub-functions f 1 and f 2 , where f 1 is a (possibly probabilistic) function whose output depends on (pp, s, x), while f 2 is a deterministic function whose output depends only on (pp, x) (and independent of s), so that a sketch c consists of the outputs from f 1 and f 2 , i.e., c = ( f 1 (pp, s, x), f 2 (pp, x)). We also require the property that we call partial hiding, which requires that the first function f 1 hides the information of x from its output c 1 if the input s is chosen randomly. (We do not require the same for f 2 , and hence the name "partial".) The usefulness of the decomposability and partial-hiding property will be evident later.
Definition 5. We say that a linear sketch scheme S for (F , K ) is decomposable, if there exist the following two efficiently computable functions f 1 , f 2 :
• f 1 is a (possibly probabilistic) function that takes pp (output by Setup), s ∈ K , and x ∈ X as input, and outputs some value c 1 .
• f 2 is a deterministic function that takes pp (output by Setup) and x ∈ X as input, and outputs some value c 2 .
It is required that for all pp output by Setup, x ∈ X , and s ∈ K , the following two distributions D 1 and D 2 are identically distributed: 
We now show that any decomposable linear sketch scheme S = (Setup, Sketch, DiffRec) with partial hiding property, satisfies a convenient property that its security against recovering attacks can be analyzed only from X and f 2 (irrelevantly to f 1 , s, or c). Lemma 3. Let S = (Setup, Sketch, DiffRec) be a linear sketch scheme S for (F , K ). Assume that S satisfies decomposability (with decomposed functions f 1 and f 2 ) and the partial hiding property. Then, it holds that Adv recover S (k) = 2 − H ∞ (X |P , f 2 (P ,X )) . Proof of Lemma 3. Consider the following distribution that outputs (pp, c 1 , c 2 ):
Let P , C 1 , and C 2 be the distributions that correspond to computing and outputting pp, c 1 and c 2 in the above distribution, respectively. Note that (P , C 1 , C 2 ) forms a joint distribution, and furthermore we have C 2 = f 2 (P , X ) by definition. Due to the decomposability of S, the joint distribution (P , C ) (defined in Eq. (2)) and the joint distribution (P , C 1 , C 2 ) are equivalent, and thus it holds that
Furthermore, by the partial hiding property and the fact that X is independent of the generation of a public parameter, X and C 1 are guaranteed to be independent, which means that we have
Combining the above arguments, we obtain
This completes the proof of Lemma 3.
RECOVERING ATTACK SECURITY OF LINEAR SKETCH SCHEME S CRT
In this and next sections, we show our main results: security of the linear sketch schemes in (Takahashi et al., 2017) against recovering attacks. In this section, we do this for the first linear sketch scheme S CRT .
This section is organized as follows: In Section 5.1, we recall a concrete fuzzy key setting F 1 with which the linear sketch scheme S CRT is associated. Then, in Section 5.2, we review some mathematical background for describing S CRT . In Section 5.3, we give the description of S CRT . Finally, in Section 5.4, we show how secure the linear sketch scheme S CRT is against recovering attacks.
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A large part of Sections 5.1, 5.2, and 5.3 is taken verbatim from Sections 6.1, 6.2, and 6.3 of (Takahashi et al., 2017) , respectively.
Specific Fuzzy Key Setting F 1
Here, we recall a concrete fuzzy key setting F 1 = ((d, X),t, X , Φ, ε e ) for which the linear sketch scheme S CRT is constructed.
Metric space (d, X):
We define the space X by X := [0, 1) n ⊂ R n , where n is a parameter specified by the context (e.g. an object from which we measure fuzzy data). We use the L ∞ -distance as the distance function d : X × X → R. Namely, for x = (x 1 , . . . , x n ) ∈ X and x = (x 1 , . . . ,
Note that X forms an abelian group with respect to coordinate-wise addition (modulo 1).
Threshold t: For a security parameter k, we define the threshold t ∈ R so that
Furthermore, we require that n = O(log 2 k), so that 2 n can be considered to be upper-bounded by some polynomial of k. This property was used in (Takahashi et al., 2017) to show the weak simulatability of the linear sketch scheme S CRT . Distribution X : The uniform distribution over a "discretized" version of X = [0, 1) n . Specifically, let λ ∈ N be the natural number that denotes the representation length of a real number (see Section 2.2). We require that each coordinate x i of a data x = (x 1 , . . . , x n ) ∈ X be distributed as { j i ← R Z 2 λ : j i 2 λ }. Furthermore, we require λ to be sufficiently large (at least k/n ).
Error distribution Φ and Error parameter ε e : Φ is any efficiently samplable distribution over X such that FRR ≤ ε e for all x ∈ X.
Mathematical Preliminaries
We recall some mathematical background that is necessary for describing the first linear sketch scheme S CRT in (Takahashi et al., 2017) .
Let n ∈ N, and w 1 , . . . , w n ∈ N be positive integers with the same bit length (i.e. log 2 w 1 = · · · = log 2 w n ), such that ∀i ∈ [n] : w i ≤ 1 2t , and ∀i = j ∈ [n] : GCD(w i , w j ) = 1, (4) and W = ∏ i∈[n] w i = Θ(2 k ), where k is defined as in Eq. (3). Note that Eqs. (3) and (4) imply that we have w i ≤ 2 k/n for all i ∈ [n]. We assume that there exists a deterministic algorithm WGen that on input (t, n) outputs w = (w 1 , . . . , w n ) satisfying the above.
For vectors v = (v 1 , . . . , v n ) ∈ N n , we define v mod w := (v 1 mod w 1 , . . . , v n mod w n ). (5) For vectors v 1 , v 2 ∈ N n , we define the equivalence relation "∼" by
and let Z n w := Z n / ∼ be the quotient set of Z n by ∼. Note that (Z n w , +) constitutes an abelian group, where the addition is modulo w as defined in Eq. (5).
According to the Chinese remainder theorem (CRT), each element in Z W can be uniquely represented as an element in Z n w , and vice versa. Let CRT w : Z n w → Z W be the mapping that transforms an element in s ∈ Z n w into s ∈ Z W via the CRT, and we denote by CRT −1 w the inverse function of CRT w . Note that for all v 1 , v 2 ∈ Z n w , it holds that
Similarly to Z n w , we define R n w := R n / ∼ to be the quotient set of real vector space R n by the equivalence relation ∼, where for a real number y ∈ R, we define r = y mod w i by the number such that ∃n ∈ Z : y = nw i + r and 0 ≤ r < w i .
Let E w : R n → R n w be the following function:
w , where x = (x 1 , . . . , x n ) ∈ R n . Note that it holds that E w (x + e) = E w (x) + E w (e) (mod w).
(6) Let C w : R n w → Z n w be the following function:
C w (y 1 , . . . , y n ) := y 1 + 0.5 , . . . , y n + 0, 5 . (7) We note that the rounding-down operation y i + 0.5 in C w can be regarded as a kind of error correction. Specifically, by the conditions in Eq. (4), the following properties are satisfied: For any x, x ∈ X, if d(x, x ) = |x − x ∞ < t, then we have
Therefore, for such x, x , it always holds that
Additionally, for any x ∈ R n and s ∈ Z n w , the following holds:
Scheme Description
Let F 1 = ((d, X),t, X , Φ, ε e ) be the fuzzy key setting defined in Section 5.1, and let w = (w 1 , . . . , w n ) = WGen(t, n), where n is the dimension of X, and let W = ∏ i∈[n] w i . Let CRT w , CRT −1
w , E w , and C w be the functions defined in the previous subsection. Using these objects, the linear sketch scheme S CRT = (Setup, Sketch, DiffRec) for F 1 and the additive group (Z W , +), is constructed as in Figure 2 .
Note that the setup algorithm Setup in this linear sketch scheme actually does nothing, and the main algorithms Sketch and DiffRec are deterministic. Furthermore, recall that the rounding-down operation is applied after multiplication of a real number and an integer is performed, so that the resulting real number has a λ-bit significand. Concretely, let s ∈ Z W and s = (s 1 , . . . , s n ) = CRT −1 w , and suppose that c = (c 1 , . . . , c n ) ∈ R n w is a sketch output from Sketch(pp, s, x), where x = (x 1 , . . . , x n ) ← R X and thus each x i is of the form x i = j i 2 λ for some λ-bit integer j i . Then, since each w i is a k/n -bit integer, x i = w i x i results in
Consequently, each c i ∈ R w i is of the following form:
It was shown in (Takahashi et al., 2017 ) that S CRT satisfies correctness, and also satisfies the linearity and weak simulatability properties.
Security against Recovering Attacks
In this subsection, we show how secure the linear sketch scheme S CRT is against recovering attacks. To this end, we first show that S CRT satisfies decomposability with the partial hiding property.
Lemma 4. The linear sketch scheme S CRT satisfies the decomposability and partial hiding property.
Proof of Lemma 4. Let s ∈ Z W and s = (s 1 , . . . ,
. . , c n ) ∈ R n w be a sketch output from Sketch(pp, s, x), where x = (x 1 , . . . , x n ) ← R X and thus each x i is of the form
2 λ for some λ-bit integer j i . As mentioned in the previous subsection, due to the rounding-down operation performed at each multiplication w i · x i , each coordinate c i of the sketch c is computed as in Eq. (10). Here, we consider the "integer" part c 
Note that c
in ∈ Z w i and c
de ∈ [0, 1). Note also that the decimal part c (i) de is independent of s i due to " mod 1". We can make use of this fact, and define the decomposed functions f 1 (pp, s, x) and f 2 (pp, x) as follows:
in is computed as in Eq. (11).
de is computed as in Eq. (12). Furthermore, it is straightforward to see that f 1 satisfies the partial hiding property. Specifically, if s ∈ Z W is chosen uniformly at random, then s = (s 1 , . . . , s n ) = CRT −1 (s) is distributed uniformly over Z n w . Hence, each s i acts as a key for one-time pad encryption, and thus each c (i) in ∈ Z w i does not contain any information of x i . Therefore, when s ∈ Z W is chosen uniformly at random, the output c 1 of f 1 (pp, s, x) becomes independent of x. This completes the proof of Lemma 4.
We now show how secure the linear sketch scheme S CRT is against recovering attacks. Theorem 1. The linear sketch scheme S CRT satisfies 2 −k -security against recovering attacks. Proof of Theorem 1. Due to Lemmas 3 and 4, and the fact that P does not involve any probabilistic operation, we have
Moreover, due to our treatment of real numbers, each coordinate c
de of the output of f 2 can have at most 2 λ− k/n values. Hence, the entire output of f 2 can take at most (2 λ− k/n ) n ≤ 2 n·λ−k values. Since H ∞ (X ) = n · λ holds due to the assumption on the fuzzy data distribution, by applying Lemma 1, we can estimate H ∞ (X | f 2 (P , X )) as follows:
Combining the two inequalities, we obtain Adv recover S CRT (k) ≤ 2 −k , which means that S CRT satisfies 2 −k -security against recovering attacks. This completes the proof of Theorem 1. 6 RECOVERING ATTACK SECURITY OF THE LINEAR SKETCH SCHEME S Hash
In this section, we show the security of the second linear sketch scheme S Hash in (Takahashi et al., 2017) against recovering attacks. This section is organized as follows: In Section 6.1, we recall a concrete fuzzy key setting F 2 with which the linear sketch scheme S Hash is associated. Then in Section 6.2, we give the description of S Hash . Finally, in Section 6.3, we show how secure the linear sketch scheme S Hash is against recovering attacks. A large part of Sections 6.1 and 6.2 is taken verbatim from Sections 7.1 and 7.2 of (Takahashi et al., 2017) , respectively.
Specific Fuzzy Key Setting F 2
Here, we recall a concrete fuzzy key setting F 2 = ((d, X),t, X , Φ, ε e ) for which the linear sketch scheme S Hash is constructed.
Metric space (d, X):
The space X is defined by X := [0, 1) n ⊂ R n , where n ∈ N is a parameter specified by the context (e.g. an object from which we measure fuzzy data) and a security parame-
Note that X forms an abelian group with respect to coordinate-wise addition (modulo 1). Threshold t: For a security parameter k, we require the threshold t ∈ R to satisfy k ≤ −n log 2 (2t) .
For notational convenience, let T := 1/(2t).
Distribution X : An efficiently samplable distribution over a "discretized" version of X = [0, 1) n . That is, letting λ ∈ N denote the length of the significand of a real number, if x = (x 1 , . . . , x n ) is sampled from X , then each x i is of the form j i 2 λ , where j i is some λ-bit integer. (See Section 2.2.) We require T ≤ 2 λ . Furthermore, we require that X satisfy the assumption on the average min-entropy that we state later. Error distribution Φ and Error parameter ε e : Φ is any efficiently samplable distribution over X such that FRR ≤ ε e for all x ∈ X.
The Requirement on the Distribution of Fuzzy Data X . Let X be the "scaled-up" version of X , namely, X is the distribution obtained by multiplying the value T = 1/(2t) to the outcome of the distribution X , where the rounding-down operation is performed for each coordinate of X as explained in Section 2.2. Since X is a distribution over [0, 1) n , X is a distribution over [0, T ) n . Now, let us divide X into the "integer" part X in and the "decimal" part X de . Namely, let x = (x 1 , . . . , x n ) be a vector produced from X . Then, X in is the distribution of the n-dimensional vector whose i-th element is the integer part of x i . Similarly, X de is the distribution of the n-dimensional vector whose i-th element is the decimal part of x i . Note that each coordinate of the integer part X in is represented by log 2 T bits, and thus each coordinate of the decimal part X de will have (λ − log 2 T )-bit precision, so that the significand of the entire x i is expressed in λ bits. Note also that the joint distribution (X in , X de ) contains the same information as X . The requirement on the distribution X is that we have
where p is the order of the field over which the universal hash family H lin (guaranteed by Lemma 2) is constructed.
Scheme Description
Let F 2 = ((d, X),t, X , Φ, ε e ) be the fuzzy key setting as defined above. Let F p be a finite field with prime order p satisfying p ≥ T = 1/(2t). Here, we identify F p with Z p , and interpret an element in the former set as an element in the latter set, and vice versa.
Let H lin = { h z : (F p ) n → F p } z∈F p n be the universal hash function family with linearity as guaranteed by Lemma 2. For each z ∈ F p n and s ∈ F p , we define "h −1 z (s)" as the set of preimages of s under h z . That is, h −1 z (s) := {a ∈ (F p ) n |h z (a) = s}. Hence, the notation "a ← R h −1 z (s)" means that we choose a vector a uniformly from the set h −1 z (s). Then, using these ingredients, the linear sketch scheme S Hash = (Setup, Sketch, DiffRec) for F 2 and the additive group (Z p , +), is constructed as described in Figure 3 .
We remind the reader that we are treating real numbers as explained in Section 2.2. We remark that as in the first linear sketch scheme S CRT , the rounding-down operation is applied after the multiplication T · x, so that the resulting real number in each coordinate has a λ-bit significand. Concretely, let s ∈ Z p , and let a = (a 1 , . . . , a n ) ∈ h −1 z (s), and suppose that c = (c 1 , . . . , c n ) ∈ (R p ) n is output from Sketch(pp, s, x), where x = (x 1 , . . . , x n ) ← R X and thus each x i is of the form
is of the following form:
It was shown in (Takahashi et al., 2017 ) that S Hash satisfies correctness, and also satisfies the linearity and weak simulatability properties.
Security against Recovering Attacks
In this subsection, we show how secure the linear sketch scheme S Hash is against recovering attacks. To this end, we first show that S Hash satisfies decomposability with the partial hiding property.
Lemma 5. The linear sketch scheme S Hash satisfies the decomposability and partial hiding property. Proof of Lemma 5. Let s ∈ Z p and a = (a 1 , . . . , a n ) ∈ h −1 z (s). Let c = (c 1 , . . . , c n ) ∈ (R p ) n be a sketch output from Sketch(pp, s, x), where x = (x 1 , . . . , x n ) ← R X and thus each x i is of the form x i = j i 2 λ for some λ-bit integer j i . As mentioned in the previous subsection, due to the rounding-down operation performed at each multiplication T · x i , each coordinate c i of the sketch c is computed as in Eq. (15). Here, we consider the "integer" part c 
where = λ − log 2 T . Note that c
in ∈ Z p and c
de ∈ [0, 1). Note also that the only component that depends on s is a, but due to " mod 1," the decimal part c (i) de becomes independent of it. Similarly to the first linear sketch scheme S CRT , we can define the decomposed functions f 1 (pp, s, x) and f 2 (pp, x) as follows:
This function is a probabilistic function, which first picks a = (a 1 , . . . , a n ) ∈ h −1 z (s) uniformly at random, and outputs c 1 = (c 17). Furthermore, it is not hard to see that f 1 satisfies the partial hiding property. Specifically, recall that given s ∈ Z p , Sketch chooses a = (a 1 , . . . , a n ) ∈ (Z p ) n uniformly at random from the set h −1 (s). Due to the linearity of the underlying universal hash family H lin , if s ∈ Z p is also chosen uniformly at random, a is distributed uniformly in (Z p ) n . Hence, each a i acts as a key for one-time pad encryption, and thus each c (i) in ∈ Z p does not contain any information of x i . Therefore, when s ∈ Z p is chosen uniformly at random, the output c 1 of f 1 (pp, s, x) becomes independent of x. This completes the proof of Lemma 5.
We now show how secure the linear sketch scheme S Hash is against recovering attacks. Theorem 2. The linear sketch scheme S Hash satisfies (p −1 · k −ω(1) )-security against recovering attacks. Proof of Theorem 2. Due to Lemmas 3 and 5, and the fact that f 2 does not use a public parameter pp = z and thus independent of P , we have
Moreover, it is straightforward to see that the distribution f 2 (P , X ) is exactly the distribution X de introduced in Section 6.1, namely, the distribution of the vector of the "decimal"-part of the scaledup version X of X . Note also that given X de , guessing the original distribution X is a harder task than guessing the "integer"-part X in . Hence, we have
Due to Eq. (14), we can estimate Adv recover S Hash (k) as follows:
≤ 2 −(log 2 p+ω(log 2 k)) = p −1 · k −ω(1) .
Hence, S Hash satisfies (p −1 · k −ω(1) )-security against recovering attacks. This completes the proof of Theorem 2.
DiffRec(pp, c, c ) :
∆c ← c − c ∆s ← h z ( ∆c ) Return ∆s. 
APPENDIX
Here, we provide a minimal definition of a fuzzy signature scheme. Then, in order to grasp how the linear sketch schemes S CRT and S Hash are used to construct fuzzy signature schemes, we briefly review the first and second fuzzy signature schemes in (Takahashi et al., 2017 Setup FS : This is the setup algorithm that takes 1 k as input (where k determines the threshold value t of F ), and outputs a public parameter pp.
KG FS : This is the key generation algorithm that takes pp and a fuzzy data x ∈ X as input, and outputs a verification key vk.
Sign FS : This is the signing algorithm that takes pp, a fuzzy data x ∈ X, and a message m as input, and outputs a signature σ.
Ver FS : This is the (deterministic) verification algorithm that takes pp, vk, m, and σ as input, and outputs either ("accept") or ⊥ ("reject"). Ver FS (pp, vk, m, σ) = ≥ 1 − δ for all k ∈ N and all messages m. In (Takahashi et al., 2017) , as a security requirement for a fuzzy signature scheme, an analogue of the standard existential unforgeability against chosen message attacks (EUF-CMA security) (Goldwasser et al., 1988) was defined. We omit the formal definition since we do not directly deal with it in this paper.
First Scheme Σ FS1 . This scheme is constructed for the specific fuzzy key setting F 1 , from the combination of the linear sketch scheme S CRT and a variant of the Waters scheme (Waters, 2005) (called the modified Waters signature (MWS) scheme in (Takahashi et al., 2017) ). (For the fuzzy key setting F 1 and the linear sketch scheme S CRT , see Sections 5.1 and 5.3, respectively.) Let = (k) be a positive polynomial that denotes the length of messages. Let F 1 = ((d, X),t, X , Φ, ε e ) be the fuzzy key setting defined in Section 5.1, where fuzzy key setting F 2 and the linear sketch scheme S Hash , see Sections 6.1 and 6.2, respectively.) Let F 2 = ((d, X),t, X , Φ, ε e ) be the fuzzy key setting that we specified in Section 6.1, and suppose the dimension of the fuzzy data space is n. Let (G, p) be the description of a group G of prime order p = Ω(2 k ). Let H lin = {h z : (F p ) n → F p } z∈F p n be the universal hash family with linearity as guaranteed by Lemma 2. (We identify F p with Z p .) Let H : {0, 1} * → Z p be a cryptographic hash function (modeled as a random oracle). Using these building blocks, the second fuzzy signature scheme Σ FS2 = (Setup FS2 , KG FS2 , Sign FS2 , Ver FS2 ) for the fuzzy key setting F 2 is constructed as in Figure 4 (right).
It was shown in (Takahashi et al., 2017 ) that this fuzzy signature scheme satisfies ε e -correctness, and is secure in the random oracle model (where H is modeled as a random oracle) if the discrete logarithm assumption holds in G.
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