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Abstract
We study the kinetics of search of a single xed target by a large number of searchers performing
an intermittent biased random-walk in a homogeneous medium. The states of motion are essentially
characterized by the length of the jump and the probability to make a step in a given direction. By
considering such a framework, we propose a model describing the searchers' dynamics, generalizing
results of previous work. We have obtained, and numerically evaluated, theoretical results for the
mean number of total distinct visited sites up to a maximum evolution time, and have also studied
the dependence of this quantity on both, the transition probability between the states and the
length of the jump on each state. In addition to the theoretical approach, we have implemented
Monte Carlo simulations, nding an excellent agreement between the theoretical-numerical and
simulations results.
PACS numbers: 05.45.-a, 05.40.Ca, 82.40.Ck
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I. INTRODUCTION
The question of optimal search strategies has motivated a great deal of work during the
last few years [1{3]. Among other aspects, the determination of an ecient search strategy
emerged as a crucial problem in behavioral ecology, inspiring numerous experimental and
theoretical works [4{6]. It is also relevant to broader domains such as stochastic processes
theory, applied mathematics and molecular biology as well as in social sciences and ecology
[7{17].
In addition to deterministic trajectories, random trajectories have proved to play a crucial
role in many search processes (involving for instance a searcher with fewer abilities). In par-
ticular, it has been shown that among the class of randomly reoriented ballistic trajectories,
Levy ights can optimize the encounter rate with random targets [13, 14]. However, Levy
strategies are optimal only in the particular case of non destructive search, while in the case
of destructive search, where each target denitely disappears after the rst encounter, or in
the case of single target, it is possible to show [10] that the trajectories optimizing the en-
counter rate with targets are simply linear ballistic motions, and therefore not of Levy type.
In opposition to such Levy strategies, it has been observed that numerous animal species
[7, 10, 11] switch between two distinct type of behavior (and motion) while foraging. In fact,
many foragers like plankitovorous sh [18], ground foraging birds and lizards [4{6], adopt
an intermittent searching behavior. These intermittent search strategies combine phases
of relocation (in which the searcher may or may not capture the target), and a thorough
search phase, which allow for target detection. The modeling of such an intermittent search
strategy was studied in the context of the trapping problem in [7, 15{17], where the observ-
able optimized was the mean rst-passage time. When dealing with the target problem the
survival probability, that is the probability that the target [11] remains undetected up to
the maximal search time t; can be optimized as a function of the transition rates among the
internal states representing dierent types of motion.
In previous work [9{11] we have presented a theoretical model for the intermittent search
kinetics of a hidden target. Here we revisit the so called target problem, in which we have a
single static target and a set of diusing searchers, initially distributed in the eld and go
one step forward considering several types of foraging motion. Firstly, we consider the eect
of the jump-length on the proposed search process and secondly we study the inuence of
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anisotropy in the displacement. We set up our scheme exploiting the multi-state random-
walk (RW) formalism developed by Montroll and Weiss [19, 20].
The outline of this paper is as follows. In the next section we present a few results from
the multi-state Random Walk and denitions of the functions to be used latter. In Section
III we describe our model, focusing on the one dimensional analytical solvable case and
made the connection with Monte Carlo simulations. In Section IV we present some results
for the survival probability and related functions, while in the last Section we draw some
conclusions.
II. SOME RESULTS FROM MULTI-STATE RANDOM WALK TECHNIQUE
Here we recall a few basic results from the formalism developed by Weiss and Montroll
[11, 19, 20] that are useful for our objectives. We assume that at time t each walker can be
at site s on a 1D lattice, in one of two internal states and that the transition between the
internal states are exponential functions of time with parameters 1 and 2. In addition,
as initial conditions, we adopt that at t = 0 the walker is at s = 0, with a probability gi
(i = 1; 2) of being in state i. Taking these assumptions into account we can write the joint
conditional probability of being at site s in the internal state j (j = 1; 2), as
P1(s; tj0; t = 0) = g1P11(s; tj0; t = 0) + g2P12(s; tj0; t = 0); (1)
P2(s; tj0; t = 0) = g1P21(s; tj0; t = 0) + g2P22(s; tj0; t = 0); (2)
where Pij(s; tj0; t = 0) is the joint conditional probability of being at site s, in the internal
state i at time t, given that at t = 0 it was at s = 0 in internal state j. The exploitation
of the indicated formalism leads us to analytic closed expressions for Pij(s; tj0; t = 0) in
the Fourier-Laplace space (we will keep track of transformations by explicitly writing the
arguments of all functions). The relevant transformed results reads
P^11(k; uj0; t = 0) = u+ 2   2(p2(k)  1)
D(k; u)
P^12(k; uj0; t = 0) = 2
D(k; u)
P^21(k; uj0; t = 0) = 1
D(k; u)
P^22(k; uj0; t = 0) = u+ 1   1(p1(k)  1)
D(k; u)
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where
D(k; u) = (u+ 2   2(p2(k)  1))(u+ 1   1(p1(k)  1))  12
and pj(k) is the lattice's structure factor for state j, i being the diusion parameter in
state i.
III. THE MODEL
As it was done in [9{11] we restrict ourselves to work on an innite discrete chain, and
we also assume that the xed target is located at the origin of the lattice. We assume that
the searcher has \a general tendency" (i.e. a preferred direction of motion, not necessarily
pointing towards the prey) that depends on its internal state. We include such a foraging
behavior into our model as a biased walk.
In the following we assume that the searcher alternatively displays two distinct search
behaviors
 a search phase, hereafter referred to as phase 1, during which the searcher makes a
compact exploration of its local area. This local scanning is modeled as a slow diusive
motion. Eventually the target is found when this movement reaches the target location
for the rst time.
 a relocation phase, referred to as phase 2, during which the searcher explores more
distant regions of the lattice. However, the target is found if the predator lands over
it.
At t = 0, we assume that a uniform distribution of searchers/predators starts the
\search". The rst one that nds the target/prey, catches it with probability one (i.e.
perfect trapping). Each predator makes two type of motion on the lattice (see Fig. 1)
 state-1 (search phase), corresponding to a RW with jumps to the 1st neighbors, with
a rate 1 =  ;
 state-2 (relocation phase), also corresponding to a RW with jumps to the N -th neigh-
bors, with a rate 2 =  .
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FIG. 1: System's draft
Let us assume that we have a separable RW. In addition, in one dimension p1(k) =
cos(k) + i(1   2a) sin(k) and p2(k) = cos(Nk) + i(1   2~a) sin(Nk). The coecients a; ~a
determines the jumping asymmetry along the lattice in each state.
In a homogeneous system, the survival probability (t) [9, 19{21] may be written as
(t) = e S(t), where S(t) corresponds to the mean number of distinct sites visited up to
time t, and  is the initial occupation probability of each site (that is, the predators' density).
It was shown [21] that when the target detection occurs in any of the two internal states
SMar(u) =
1
u2 PMar(s = 0; uj0; t = 0) ; (3)
and PMar(s; tj0; t = 0) must be interpreted as the marginal probability of nding the predator
at site s at time t, independently of the internal state
PMar(s; tj0; t = 0) = P1(s; tj0; t = 0) + P2(s; tj0; t = 0):
In the high transition rate regime between internal states [11](with (1 + 2)   and
u (1 + 2)) PMar(s; uj0; t = 0) may be expressed as
PMar(s; uj0; t = 0) = 1
2
Z 
 
eiks dk
(1 + u) 

2
1 + 2

p1(k) 

1  2
1 + 2

p2(Nk)
(4)
where the i are measured in units of . Denoting  =
1
1 + 2
, z =
1
u+ 1
, b = 1  2a and
~b = 1  2~a we can write
PMar(s; uj0; t = 0) = z
2
Z 
 
eiks dk
1  z[(1  )(cos(k) + ib sin(k)) + (cos(Nk) + i~b sin(Nk))]
(5)
This expression corresponds to a slight generalization of Eq. (4.4) in Ref.[9] or Eq. (15) in
[11].
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A. The Eect of the Jump-Length in the search process
Here we consider the eect of the jump-length in the proposed search process, leaving the
displacement's anisotropy for the next paragraph. In this case we assume b = ~b = 0, hence
PMar(s; uj0; t = 0) = z

Z 
0
cos(ks) dk
1  z[(1  ) cos(k) +  cos(Nk)] (6)
Calling ki to the roots of
1  z[(1  ) cos(k) +  cos(Nk)] = 0
and using the identity
2 cos(Nk) = (2 cos(k))N  N(2 cos(k))N 2 + N
2

N   3
1

(2 cos(k))N 4   : : : ;
Eq. (6) could be written as
PMar(s; uj0; t = 0) = 1
2N 1
NX
i=1
Ai
Z 
0
cos(ks)
(cos(k)  cos(ki))dk; (7)
where the coecients Ai are expressed in terms of the ki.
The evaluation of the integral up to N = 4, although tedious, is straightforward and can
be done analytically. The results, after performing the Laplace inversion (numerically), are
shown in Section IV. Results for N > 4 are also shown but in this case only trough Monte
Carlo Simulations.
B. \Drift Controlled" Random Walks
We now consider a certain degree of anisotropy in the displacement of the Random Walk.
In order to simplify the analysis, hereafter we will only consider jumps to next nearest
neighbors (N = 2) in state 2.
The general case with arbitrary values of b and ~b is treated in the Appendix. Besides
this, if we have the same anisotropy in both states (b = ~b), and as long as b 1 (a ' 1
2
) we
can make a perturbation analysis of Eq. (5) in terms of b as
PMar(s; uj0; t = 0) = 1

Z 
0
cos(ks)PMar(k; uj0; t = 0)

b=0
dk (8)
+
b2

Z 
0
cos(ks)
@2PMar(k; uj0; t = 0)
@b2

b=0
dk + : : :
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Due to the symmetry, and once valuated in b = 0, odd terms in b disappear from the
integrand. The results, after performing the numerical Laplace inversion, are shown in the
next section.
IV. RESULTS
In order to test our theoretical results we have made a comparison with Monte Carlo
simulations. To evaluate the theoretical expressions we have used a numerical procedure
to calculate the inverse Laplace transform [22]. Since there are too many parameters to
set up the system, we have xed some of them. For the initial condition we have chosen
g1 = g2 = 1=2 and the evolution time was set equal to t = 100. Regarding the Monte Carlo
simulations, the process is such that at each click of the clock the searcher took the decision
to jump into state 1 or 2 with transition probability  or 1  . We have averaged over 105
realizations.
Jump-Length in the search process
In Fig. 2 we show S(t), the mean number of distinct visited sites, for dierent jump
lengths on the second motion state as a function of . From the gure we can see that
there is an excellent agreement between the theoretical-numerical results and Monte Carlo
simulations. From this gure it is also apparent that the maximum mean number of visited
sites varies according to the jump length. This behavior is well described in Fig.3 where
we have depicted the maximum mean number of visited sites as a function of the jump
length on the state of motion 2. This gure shows a curve increasing towards a stationary
value which could be understood considering that when the jump length increases then the
possibility to make an overlap to the already visited sites (in the other state) is low.
\Drift Controlled" Random Walk
The case with small bias, that is a small departure from the case analyzed in [11] is shown
in Fig. 4. There we depict both numerical analytical results and Monte Carlo simulations,
nding (once again) an excellent agreement between the two results. The gure shows that
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FIG. 2: Total mean number of distinct visited sites up to time t = 100. Lines represent numerical
calculations, symbols represent Monte Carlo simulations. Circles represents the case of jumps
length (in the 2nd state of motion) to second neighbors, squares to third neighbors and crosses to
fourth neighbors.
small deviations from the situation without bias produce small departures in the response,
according to the predictions of theory.
In gure 5-a we draw the phase diagram that summarize the behavior of the system in the
bias case for a xed time t = 100. The diagram is plotted as a function of  (the parameter
that regulates the intermittency) and the bias dierence (a  ~a). In grey scale is shown the
mean number of distinct visited sites; darker means a larger value in S(; a   ~a; t = 100).
In this gure we only show positive values of (a  ~a),  (a  ~a) generates the same diagram.
In order to study the eect of bias, in Fig 5-b and 5-c we show cuts of S(; a ~a; t = 100).
Each section (I-VI) correspond to a curve in Fig. 5-b and 5-c. Here we depict the case where
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FIG. 3: Transition probability from state 1 to state 2, and total mean number of distinct visited
sites that occur at the maximum  value, as function of the jump's length N . All data corresponds
to Monte Carlo simulations.
there is a strong bias on state of motion 1 and we compare among dierent forms of motion
on state 2. These curves show a richer dynamics. When the bias on the state of motion 2
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FIG. 4: Total mean number of distinct visited sites for small bias at time t = 100. Lines represent
numerical calculations, symbols represent Monte Carlo simulations: circles correspond to no bias
case, while black squares are for a = 0:55.
is opposite to the one in the state of motion 1 then the curves show a local maximum and
a local minimum (curves I and II in Fig 5-b). It is a novel result because up to now the
responses obtained on this kind of systems had shown only a non monotonous behavior, but
with only a maximum. When bias on the state of motion 2 is decreased (see for example
the case ~a = 0:45) then the maximum disappear and a small plateau of constant S(t) takes
place (curve III). When the bias on the state motion 2 increases in the same direction to
the state of motion 1 the curves decreases in a monotonous way (curves IV and V in Fig.
5-c). However, when the values of both bias are the same or almost the same, the predicted
maximum situation is reobtained again (curve VI). It is worth remarking here the excellent
agreement between the analytical-numerical results and the Monte Carlo simulations.
The minimum obtained in Fig. 6-a could be understood in the following way,
 the walker in both states has a general tendency (bias) that point in opposite directions,
i.e., the tendency in one state is against the one in the remaining state.
 the cases   0,   1 (single state movement), are straightforward to analyze. These
correspond to the searcher being almost all of its time in state 1 or 2 respectively and
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FIG. 5: (a) Phase diagram of the system in the bias case for a xed time t = 100 as a function of
 (the parameter that regulates the intermittency) and the bias dierence (a   ~a). In this gure
darker means a larger value in S(; a  ~a; t = 100) Numerical calculations (lines) and Monte Carlo
simulations (symbols) for the total mean number of distinct visited sites, up to time t = 100, for a
quasi ballistic movement in state 1 (a = 0:9). (b) Biased movement in state 2 to the right, circles
~a = 0:1 (I), squares ~a = 0:3 (II), crosses ~a = 0:45 (III). (c) Biased movement to the left, crosses
~a = 0:6 (IV), squares ~a = 0:7 (V), circles ~a = 0:9 (VI).
since both are biased, essentially([19]) S0(t) j 1   2a j t and S1(t) j 1   2~a j t
as Fig 5-b shows.
 for the minimum behavior ( < 0:5) the walker remains most, but not all, of its time
in the search phase. In this state (jumps to rst neighbors) a compact exploration is
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made; every site is visited so each transition to state 2 is likely to end in an already
visited site (by state 1), contributing in this way, to a minimum in the mean number
of distinct visited sites.
One might ask why a minimum is not reached for values of  > 0:5. This could be answered
considering the way in which the space is covered by the searcher. For these  values
the walker remains most of its time in the re-localization phase (jumps to next nearest
neighbors). In this case the pattern of visited sites left by the searcher may be thought as
a \strainer". This could be interpreted as a defective way of covering territory, however as
transitions to state 1 (jump to nearest neighbors) are allowed, these excursions are likely to
ll the gaps left by the walker on its journey on state 2. Thus transitions in this regime
( > 0:5) contribute positively increasing the mean number of distinct visited sites.
V. CONCLUSIONS
We have presented a simple model for the kinetics of search, by a set of searchers per-
forming intermittent motion, of a target hidden at the origin of a chain. It is based only on
diusion and complements previous related results given in [9{11]. Here we have considered
both: the inuence of anisotropy in the displacement of the searcher and studied the eect
of the jump-length on the proposed search process.
The intermittency has been characterized by the probability density functions for jumps
between the internal states. For simplicity, we have restricted the analysis of intermittency
to time exponential functions with parameters 1 and 2. However, the present framework
is completely general.
The present generalization of the work in [11] allowed us to obtain a very rich dynamics
for the system's behavior, passing from a single minimum, through a monotonous behavior,
to situations with both a local maximum and a local minimum, and nally to a single
maximum. All these results were predicted by the \theory" and supported by Monte Carlo
simulations, with an excellent agreement between the numerical and simulations results.
Clearly, the present model of intermittent search can be generalized in several directions:
higher dimensions, nite size domain systems, continuous systems, imperfect detection, dy-
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namical behavior of the target, non-Markovian transitions between internal states, etc. All
these aspects will be the subject of further work.
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APPENDIX: \DRIFT CONTROLLED" RANDOM WALK
Here we describe some essential details of section (III B). In order to simplify the analysis
we will consider jumps to next nearest neighbors (N = 2) in state 2.We start with Eq. (5),
and adopt the notation PMar(s; uj0; t = 0)  PMar(s; u):
PMar(s; u) =
z
2
Z 
 
eiks dk
1  z[(cos(k) + ib sin(k)) + (1  ) (cos(2k) + i~b sin(2k))] (A.1)
Dening  = exp(ik) and using the known relations cos(Nk) = exp(iNk)+exp( iNk)
2
,
sin(Nk) = exp(iNk) exp( iNk)
2i
, eq.(A.1) could be transformed into an integral along the unit
circle in the complex plane
PMar(s; u) =
1
2i
I
jj=1
s+1 d
 (1+~b)
2
[4 + (1 )(1+b)
(1+~b)
3   2
z(1+~b)
2 + (1 )(1 b)
(1+~b)
 + (1 b)
(1+~b)
]
(A.2)
The roots of the denominator in (A.2) could be found using standard procedures [23]. Calling
l to the l-root we write the last integral as
PMar(s; u) =   2
(1 + ~b)
1
2i
I
jj=1
Y
l
s+1
   l d =  
2
(1 + ~b)
X
l
Al
2i
I
jj=1
s+1
   l d (A.3)
the last equality holds from expanding the product in partial fractions. The coecients
Al are expressed in terms of the l, e.g., A1 = [(1   2)(1   3)(1   4)] 1 , A2 =
13
[(2  1)(2  3)(2  4)] 1 and so on. Considering those roots that lie inside the unitary
circle, Eq.(A.3) is ready to be solved by using the Cauchy's Residue Theorem.
Despite being able to obtain analytical results in Laplace space, its size and complexity
made its analysis a dicult task. The inversion of the Laplace transform of the results seems
to be beyond our possibilities so we have used a numerical procedure to calculate it [22].
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