Abstract. The time local and global well-posedness for the Maxwell-Schrödinger equations is considered in Sobolev spaces in three spatial dimensions. The Strichartz estimates of Koch and Tzvetkov type are used for obtaining the solutions in the Sobolev spaces of low regularities. One of the main results is that the solutions exist time globally for large data. §1. Introduction
§1. Introduction
The Maxwell-Schrödinger system (MS) in space dimension 3 describes the time evolution of a charged nonrelativistic quantum mechanical particle interacting with the (classical) electro-magnetic field it generates. We can state this system in usual vector notation as follows:
i∂ t u = (−∆ A + φ)u, (1.1)
2)
A + ∇(∂ t φ + div A) = J , ( where (u, φ, A) :
and ∇, ∆ and are the usual gradient, Laplacian and d'Alembertian respectively. Physically, u is the wave function of the particle, (φ, A) is the electro-magnetic potential, ρ is the charge density, and J is the current density.
The system (MS) formally conserves at least two quantities, namely the total charge Q ≡ u The system (MS) is invariant under the gauge transform (u ′ , φ ′ , A ′ ) = (exp(iλ)u, φ − ∂ t λ, A + ∇λ) (1. 4) and in this paper we mainly study it in the Coulomb gauge div A = 0, (1.5) in which we can treat the system most easily. In this gauge, (1.2) and (1.3) become
The first equation of (1.6) is solved as φ = φ(u) = (−∆) −1 ρ = (4π|x|) −1 * |u| 2 and the term ∇∂ t φ in the second equation is dropped by operating the Helmholtz projection P = 1 − ∇ div ∆ −1 to the both sides of the equation. Therefore in the Coulomb gauge the system (MS) is rewritten as i∂ t u = (−∆ A + φ(u))u, (1.7) 8) which is referred to as (MS-C). To solve (MS-C) we should give the initial condition (u(0), A(0), ∂ t A(0)) = (u 0 , A 0 , A 1 ) (1.9) in the direct sum of Sobolev spaces
The condition (1.5) is conserved under the consistency conditions div A 0 = div A 1 = 0 since the equation div A = 0 follows from (1.8).
Several authors have studied the Cauchy problem and the scattering theory for (MS-C). Nakamitsu-M. Tsutsumi [16] showed the time local well-posedness for (MS-C) in X s,σ with s = σ = 3, 4, 5, . . . . In fact, they treated the case of Lorentz gauge mentioned below, but the Coulomb gauge case can be treated analogously. We remark that their condition can be refined as s = σ > 5/2 by the use of fractional order Sobolev spaces and the commutator estimate by Kato-Ponce [12] . Recently Nakamura-Wada [17] showed the time local well-posedness for wider class of (s, σ) including the case s = σ ≥ 5/3
(precisely see the remark for Theorem 1.1) by using covariant derivative estimates for the Schrödinger part and the Strichartz estimate for the Maxwell part. On the other hand,
Guo-Nakamitsu-Strauss [7] constructed a time global (weak) solution in X 1,1 although they did not show the uniqueness. Indeed, in the Coulomb gauge the energy takes the form E = ∇ A u and hence (u, A, ∂ t A); X 1,1 does not blow up. Therefore the global existence is proved by parabolic regularization and compactness method. For the scattering theory, the existence of modified wave operators was proved by Y. Tsutsumi [21] , Shimomura [18] , and Ginibre-Velo [5, 6] .
As we have summarized above, there are several results for the Cauchy problem both at t = 0 or t = ∞. However there are no results concerning the global existence of strong solutions even for small data; the solutions to (MS-C) obtained in [5, 6, 18, 21] exist only for t ≥ 0 and we do not know whether these solutions globally exist or blow-up at finite negative time. The aim of this paper is to answer this problem. Shortly, we prove the global existence of unique strong solutions. To do this, we would need a priori estimates derived from the conservation laws of charge and energy, and hence it is desirable to show the local well-posedness in lower regularity. Therefore we first refine the local theory. To make the statements of the propositions simple, we introduce the notation R * = {(s, σ) ∈ R 2 ; σ ≥ max{1; s − 2; (2s − 1)/4}, (s, σ) = (7/2, 3/2)}, R * = {(s, σ) ∈ R 2 ; σ ≤ min{s + 1; 3s/2; 2s − 3/4}, (s, σ) = (2, 3)} and R = R * ∩ R * .
Theorem 1.1. Let (s, σ) ∈ R with s ≥ 11/8, σ > 1. Then for any (u 0 , A 0 , A 1 ) ∈ X s,σ , there exists T > 0 such that (MS-C) with initial condition (1.9) has a unique solution (u, A) satisfying (u, A, ∂ t A) ∈ C([0, T ]; X s,σ ). Moreover if s > 11/8 and (s + 1, σ) ∈ R * , then the mapping (u 0 , A 0 , A 1 ) → (u, A, ∂ t A) is continuous as a mapping from X s,σ to
Remark . (1) T depends only on s, σ and (u 0 , A 0 , A 1 ); X s,σ .
(2) For any s and σ satisfying the assumption above for the unique existence of the solution, the mapping (u 0 , A 0 , A 1 ) → (u, A, ∂ t A) is continuous in w*-sense. Namely if a sequence of initial data strongly converges in X s,σ , then corresponding sequence of solutions also converges star-weakly in L ∞ (0, T ; X s,σ ).
(3) In [17] , we also assume s ≥ 5/3 and 4/3 ≤ σ ≤ (5s − 2)/3 with (s, σ) = (5/2, 7/2).
Generally, in order to construct solutions of dispersive equations in low regularity function spaces, we usually use smoothing effects such as Strichartz estimates. However, usual Strichartz estimates for Schrödinger equations does not match the equation (1.7)
since we cannot avoid the loss of derivative coming from the term 2iA · ∇u. This is why the preceding results rely on the L 2 -based energy method. In the present work we use a variation of Strichartz estimates first given by Koch-Tzvetkov [15] and refined by KenigKoenig [14] for Benjamin-Ono type equations, and adapted for Schrödinger equations by J. Kato [8] . In the proof of Theorem 1.1, we slightly refine this estimate and combine it with the covariant derivative estimates developed in our previous work [17] . Our local theory does not cover the result for the energy class H 1 , but it is sufficient for our aim.
Indeed, we can show the following global result: Next we consider the Lorentz gauge
(MS) in the Lorentz gauge, which is referred to as (MS-L), is expressed as
In this case, we need the initial data
The condition (1.10) is conserved under the consistency condition in the definition of Y s,σ since (∂ t φ + div A) = ∂ t ρ + div J = 0. The first and the second equations respectively follow from the wave equations both for φ and A, and from the conservation of charge derived from the Schrödinger equation. Our result for (MS-L) is the following.
This solution exists time globally. Moreover, if s > 11/8 and (s + 1, σ) ∈ R * , then the
We can also consider the temporal gauge φ = 0.
(1.12) (MS) in the temporal gauge, which is referred to as (MS-T), is expressed as
Our result for (MS-T) is the following.
This solution exists time globally. Moreover, if s > 11/8 and (s+1, σ) ∈ R * , then the map- In this section we summarize lemmas used in the proof of Theorems 1.1-1.4. The following two lemmas will be repeatedly used in estimates of nonlinear terms. for some 1 ≤ j ≤ 3 or (ii) s = s 3 < 3/2. Then the following estimate holds:
Proof. See Lemma 2.1 in [17] .
to H s−2 with the estimate
(ii) The following estimates hold for any v ∈ H s : 
. Then a solution A to the equation
and satisfies the estimate
Then a solution u ∈ Σ
1,s
T to the equation
Remark . This kind of estimates was first given by Koch-Tzvetkov [15] for the BenjaminOno equation , and it is Kenig-Koenig [14] who formulated the estimate as above. Kato [8] adapted this estimate for Schrödinger equations. However, in [8, 14] , they need an extra assumption u ∈ L ∞ T H s+ǫ to prove (2.6), with the first term in the right-hand side replaced
Proof. Without loss of generality we assume s = 0. Let u = ∞ j=0 u j is the LittlewoodPaley decomposition of the solution u. Namely we take ψ ∈ S ′ (R 3 ) such that suppψ ⊂ {ξ; 1/2 ≤ |ξ| ≤ 2} and ∞ j=−∞ψ (ξ/2 j ) = 1 for any ξ = 0, and put
is the Fourier transform with respect to the space variable. Similarly let f = ∞ j=0 f j is the Littlewood-Paley decomposition of f . Then u j satisfy the equation
T and take t jk ∈Ī jk at which u j (t) 2 attains its minimum in the intervalĪ jk . By the standard Strichartz estimate for Schrödinger equations [11, 13, 19, 22] ,
Taking the sum with respect to k, we obtain
The first term in the right-hand side is obtained from the fact that t jk are the minimum points and the definition of integral. We have also used the definition of I jk and the Hölder inequality for the time variable. Therefore
where we have used the equivalent norms between the Sobolev spaces and the TriebelLizorkin spaces (see page 29 in [20] ). Thus the lemma has been proved.
Then the following estimate holds valid :
Moreover if 0 ≤ σ ≤ 1, we can omit the second term of the right-hand side.
Proof. We can prove (2.8) by the use of the Kato-Ponce commutator estimate [12] and the fact that P ∇ = 0; see [17] for detail. The last assertion can be checked immediately for σ = 0, 1 and generalized for 0 < σ < 1 by interpolation.
Lemma 2.6. Let (s, σ) ∈ R * with s ≥ 5/4 and σ ≥ 1. Then
Proof. It suffices to show the following inequalities:
for suitable q j , r j satisfying the conditions 0 ≤ 2/q j = 3/2 − 3/r j ≤ 1 and 2/q 1 + 2/q 2 ≤ 3/2;
We first prove (2.10). We use Lemma 2.5 and obtain the estimate
where the choice of p 1 , p 2 depends on the value of s. Practically, if s > 2 and σ ≤ s + 1,
֒→ L ∞ . Then we obtain (2.10)
by the Sobolev inequality. Putting r 1 = p 1 and hence
. Putting r 1 = p 1 and hence 2/q 1 = 7/2 − 2s, we obtain H s−1/q 1 r 1 ֒→ H σ−1 p 1 and 2/q 1 + 2/q 2 = 3/2 under the condition σ ≤ 2s − 3/4. Therefore we obtain (2.10) by the Hölder inequality for the time variable. The proof for the case s = 2 has been omitted, but this is covered by the case s ≈ 2. Next we prove (2.11). By the Leibniz rule, 
Here φ = φ(u) ≡ (4π|x|) −1 * |u| 2 and 0 ≤ t 0 ≤ T . In this section we regard A and u as known functions defined on [0, T ]. Here we clarify the notion of solutions to (3.1).
) and satisfies (3.1) for almost every (resp. all)
a weak (resp. strong) H s -solution to (3.1) and satisfies (3.2).
For given σ > 1, we fix positive numbers δ, q and r as
This notation will be used throughout the paper.
where m is a positive number.
Proof. Applying Lemma 2.4, we obtain
We shall estimate the second term of the right-hand side. We first estimate 2iA · ∇v.
We have
for 0 < 2/r 1 = 1 − 2/q 1 ≤ 1, and the second term can be omitted in the case s ≤ 1.
Indeed (3.6) without the second term is clearly valid for s = 0 and s = 1, and it is also valid for 0 < s < 1 by interpolation; on the other hand if s > 1, (3.6) is obtained by the Leibniz rule. We define the numbers q 1 , r 1 as (i) 2/q 1 = 1 − 2/r 1 = 2 − s if 1 < s < 2;
(ii) 2/q 1 = 1 − 2/r 1 = δ if s = 2; (iii) q 1 = ∞, r 1 = 2 if s > 2. In any case, by virtue of the Sobolev (Gagliardo-Nirenberg) inequality, there exists an exponent 0 < θ < 1 with
Therefore by the Hölder inequality for the time variable together with the Young inequality,
where m is a positive number. We choose ǫ > 0 so small that the last term in the right-hand side is absorbed in the left-hand side of (3.5). Next we show the estimate
If s ≤ 1, this inequality follows from the Sobolev inequality. If s > 1, we use the Leibniz rule to derive Collecting these estimates, we obtain
where m is a positive number, and the third space in the norm of A can be dropped if s ≤ 1. To complete the proof, we should show A; L
the nontrivial case 1 < s ≤ 2. We concentrate on the case 1 < s < 2; we can analogously treat the case s = 2. Let A = ∞ j=0 A j be the Littlewood-Paley decomposition. Then by the Hölder inequalities both for the sequence and the space variable,
where
by the Hölder inequality for the time variable.
Then for any v 0 ∈ H 2 , there exists a unique weak solution v to (3.1)-(3.2), and the solution v satisfies the following estimate:
Here l is a positive number. Moreover, if u ∈ C T H 1 , v is a unique strong solution to The existence of the weak solution follows from the a priori estimate (3.7). Indeed the unique existence of the strong solution has already known for sufficiently smooth u, A and v 0 (see for example [9, 10] ). Therefore we approximate these functions by a sequence of smooth ones and consider the corresponding sequence of solutions. If we extract a starweakly converging subsequence, then the star-weak limit is a weak solution to (3.1)-(3.2).
Therefore we formally prove (3.7). Taking Lemma 2.2 into account, we estimate
Taking the time derivative of ∆ A v and using the equation (3.1), we find the equation for ∆ A v:
Therefore standard energy method shows that Applying this inequality together with the Young inequality and Lemma 2.2, we obtain
Here q, r are defined by (3.3) and ǫ is a positive number which will be determined later.
We can easily handle the term [∆ A , φ]v by Lemma 2.1 or the Hardy-Littlewood-Sobolev inequality; we obtain
(3.10)
Taking Lemma 3.1 into account, we choose the positive number ǫ so small that the second term in the right-hand side is absorbed in the left-hand side. To this end we choose ǫ
where l is some positive number. Applying the Gronwall inequality we obtain (3.7). We proceed to the latter part of the lemma. The weak continuity of ∆ A v follows from the construction of v. We shall prove the strong continuity. We take a supreme limit of the both sides of (3.10) as t ↓ t 0 and obtain lim sup
on the other hand, the fact that v ∈ C T L 2 is similarly proved by the conservation law of the L 2 -norm.
Therefore we obtain v ∈ C T H 2 from Lemma 2.2 and the fact
we also assume u ∈ C T H 1 , we can show ∂ t v ∈ C T L 2 taking the equation (3.1) into account.
Definition 3.2. We define the two parameter family of operator {U(t, τ )} 0≤t,τ ≤T as the evolution operator of (3.1). Namely, U(t, t 0 )v 0 solves (3.1)-(3.2). By the following lemmas, {U(t, τ )} can be extended as a family in H s with s ≥ −2. We put
Remark . In view of Lemma 3.2, we have the estimate
with some positive numbers C, l. 
then w satisfies the integral form of this equation, namely
Proof. This lemma can be proved in the same way as in Lemmas 3.2 and 3.3 in [17] .
Lemma 3.4. Let (s, σ) ∈ R * with 2 < s < 4 and σ > 1.
. Then for any v 0 ∈ H s , there exists a unique weak solution v to (3.1)-(3.2), and the solution v satisfies the following estimate:
Here l is a positive number. Moreover, if
v is a strong solution to (3.1)-(3.2).
Proof. As we have mentioned in the proof of Lemma 3.2, the existence of a weak solution follows from the estimate (3.11), and the uniqueness has already been proved in Lemma 3.2. Instead of (3.11) itself, we first assume 5/2 < s < 4 and prove the estimate
which is slightly different from but stronger than (3.11). Then (3.11) follows directly from (3.12) if 5/2 < s < 4 and from interpolating (3.7) and (3.12) if 2 < s ≤ 5/2. Therefore we assume 5/2 < s < 4 and prove (3.12), with dividing the proof into several steps. In the proof we estimate ∂ t ∆ A v; H s−4 instead of v; H s taking the equivalence of these norms into account. To this end we first prove the equivalence of these norms and prepare some inequalities in Step 1. We also use the smoothing property of the Schrödinger equation;
practically, in Step 2 we derive estimates which are consequences of Lemma 3.1. In Step 3 we apply the estimates obtained in the preceding steps to the equation for ∂ t ∆ A v and derive an integral inequality for v; H s , from which the desired estimate (3.12) follows.
In
Step 4 we prove the continuity of the solution, namely the latter part of the lemma.
Step 1. We can obtain the following estimates for the solution to (3.1): 14) where
and (3.14), we have only to use the following inequalities together with Lemma 2.2 and standard interpolation inequality: 
where V 2 (A, B, v) = P B ·∇ A v. We can prove these inequalities by the Sobolev inequality and Lemma 2.1. We remark that (3.15) and (3.16) holds valid for 0 ≤ s < 4 (for the proof we use duality argument) and that V 2 is a continuous mapping from
Step 2. We prove 18) where
and m is a positive number. We remark that the constant C does not depend on T as well as v and N 3 . Applying Lemma 3.1 to (3.8), we have
Therefore we obtain (3.18) by (2.3) if we prove the following estimates: 
Step 3. We take the time derivative of (3.8). Then we obtain the following Schrödinger
where we have used the relation 
Therefore we have
We have used (3.14), Lemma 3.3, and the conservation law of v 2 . We estimate f j , j = 1, . . . , 10, and obtain the following estimates: 
The second inequality is obtained by the Leibniz rule and the Sobolev inequality for s = 3+2δ and for s = 4, together with duality argument for s = 5/2, and it is generalized by interpolation for 5/2 < s < 4. The inequality (3.31) is obtained in the same way.
We can obtain the other inequalities principally by the Hölder, the Leibniz, and the Sobolev inequalities, together with duality argument if Sobolev spaces of negative order appear. We also use Lemma 2.1 for the proof of (3.28), (3.33), (3.34) and (3.36). The condition σ ≥ (2s − 1)/4 is needed to bound the terms f 3 and f 4 . We substitute these estimates into (3.26), and apply the Gagliardo-Nirenberg inequality ∆ A v; H
1−2δ and the corresponding inequality for ∂ t v together with the Young inequality. Then we obtain
≥ N 3 and ǫ and l are positive numbers.
We choose ǫ such that CεK 2 T m+1/2 N 3 m ≤ 1/2; with this choice we obtain
We note that the value of l may differ from that in the previous estimate. Applying the Gronwall lemma, we obtain W (t) ≤ 2K 2 W (t 0 ) exp{C T l N 4 ∨ K 2 l }, from which we can conclude (3.12).
Step 4. We prove the continuity of v under the additional assumptions 
where φ(u) = (−∆) −1 |u| 2 and J (u, A) = 2 Imū∇ A u, with the assumptions div A = 0 and (u 0 , A 0 , A 1 ) ∈ X s,σ . We often consider the equations with (u, A, v, B) replaced
. In such a case we often abbreviate
If we define the mapping
then the fixed points of Φ solve (MS-C).
Proposition 4.1. Let 11/8 ≤ s ≤ 2 and 1 < σ ≤ min{3s/2; 2s−3/4} with (s, σ) = (2, 3).
Then for any (u 0 , A 0 , A 1 ) ∈ X s,σ , there exists T > 0 such that (MS-C) with (1.9)
has a unique solution satisfying (u, A,
Moreover, the total energy
does not depend on t.
Proof. Let 0 < T < 1 and R 1 , R 2 , R 3 > 1. We define the metric space B with metric induced from the norm ·; B as
We can easily show that this metric space is complete. We shall show that Φ is a contraction mapping defined on B. On account of Lemmas 2.3, 2.6, 3.1 and 3.3, we have the following estimates for (u, A) ∈ B and (v, B) = Φ(u, A):
To prove the last inequality, we have also used the Sobolev type embedding H
where q, r are defined in (3.3). Therefore we can show that Φ is a mapping from B to itself if we choose R 1 , R 2 , R 3 such that
and if we choose T such that
Next we estimate the difference of (v, B) = Φ(u, A) and
Taking the difference of the equations for v and v ′ , we obtain
By usual L 2 -estimate together with the Sobolev inequality, Lemma 2.1 and the Hölder inequality both for time and space variables, we obtain
Here we have used the interpolation L 8/3
) [3/4] . We proceed to the estimate of B − B ′ . We apply Lemma 2.3 to the difference of the equations for B and B ′ taking the relation P ∇ = 0 into account. Then
where we have used the same interpolation relation as above. Therefore we obtain
for sufficiently small T > 0. Therefore, Φ is a contraction mapping with the choice of T, R 1 , R 2 , R 3 mentioned above, from which we conclude the unique existence of the therefore going back to the Schrödinger part, we obtain u ∈ C T H s ∩ C 1 T H s−2 by Lemma 3.3. Finally, we prove the conservation of total energy. For H 2 -strong solutions, this follows from direct computation. For a solution (u, A) with lower regularity, we consider a sequence of H 2 -solutions {(u j , A j )} j which is an approximation to (u, A). As we obtained
. Therefore the conservation of total energy holds also for (u, A).
Proposition 4.2. Let (s, σ) ∈ R with s > 2 and σ > 1. Then for any (u 0 , A 0 , A 1 ) ∈ X s,σ , the solution to (MS-C) with (1.9) obtained in Proposition 4.1 actually belongs to
Proof. Firstly let (s, σ) ∈ R satisfy 2 < s < 4 and σ < 3. Then the unique solution obtained by Proposition 4.1 belongs to C T X 2,σ . Using Lemma 3.4 at most twice, we can
of Lemma 2.5), and hence we can prove the proposition for such (s, σ). Next we apply Lemmas 2.3, 2.6 and 3.1 to the solution and obtain the proposition for (s, σ) ∈ R with 2 < s < 4, σ ≥ 3. The proposition for s ≥ 4 has already been obtained in [17] .
Proof of Theorem 1. 
Here q, r and δ are given in (3.3). The constants C depend only on σ and (u 0 , A 0 , A 1 ); X s,σ .
Proof. We easily obtain (5.1) by the conservation laws of charge and energy, (5.2) by applying (5.1) after differentiating and integrating A with respect to t. Next we apply Lemma 2.3 to (1.8) and obtain
The second term in the right-hand side is bounded by C T 2 because of (5.2), and the third term is bounded by
by the use of Lemma 2.5 together with the Leibniz rule and the Sobolev inequality. Hence this term is also bounded by C T 2 and (5.3) has been proved. In order to obtain (5.4), we apply Lemma 2.4 to (1.7).
The right-hand side is estimated by C T 3 by the previous estimates. Therefore (5.4) has been proved. We go back to the Maxwell part and again apply Lemma 2.3 to (1.8).
.
By the assumption, σ − 2/3 ≤ 1/2 − δ. Therefore the last term in the right-hand side is bounded by
If we use the estimate
, which is obtained by the Sobolev inequality, we can show (5.5).
Corollary 5.1. Let 11/8 ≤ s ≤ 2, 1 < σ ≤ 10/9 and let (u, A) be a solution to (MS-C)
Proof. If we check the proof of Lemma 5.1, we find that we can prove A ∈ L 2 T L ∞ under the assumption that (u, A) satisfies (MS-C) and that (u, A,
by Lemma 3.1.
Proof of Theorem 1.2. We first consider the case s ≤ 2 and σ ≤ 10/9. By Lemma 5.1, 
1)
Moreover, let s > 11/8, 0 < σ − 1 − δ ≤ s − 11/8. Then we also have the following estimates:
Here u − = u − u ′ etc., δ, q, r are defined in (3.3) and the constants C depend on R, T, s and σ.
Proof. It suffices to show (6.1)-(6.3) for sufficiently small T = T (R); if not, we divide the interval [0, T ] into small subintervals and repeatedly use the estimates obtained for short intervals. Hence we may assume 0 < T < 1 without loss of generality. We begin with the estimate of the Schrödinger part. Taking the difference of the equations for u and u ′ , we have
where A + = A + A ′ . We also need the time derivative of (6.4):
In the following, we estimate ∂ t u − instead of u − itself in order to obtain (6.1) and (6.3). To this end we introduce here an inequality which shows the equivalence of norms u − ; H s and ∂ t u − ; H s−2 . Namely for (s, σ) ∈ R * with s > 1/2 we have
We can prove this inequality in the same way as we proved (3.13), namely we use a trivial modification of (2.2) together with Lemma 2.1. We refer to Lemma 6.1 in [17] for detail.
Next we apply Lemma 3.1 to (6.4) and obtain
Here we have treated 3 j=1 g j in the same way as 2iA · ∇v + |A| 2 v + φv in the proof of Lemma 3.1. Converting (6.5) into integral form by the use of the propagator U(t, τ ) for (3.1), taking the L ∞ T H s−2 -norm and using (6.6), we obtain
Here we note that
We estimate the righthand side term by term as follows:
9)
10)
11) , and for 1 < s < 2 by interpolation. For s > 2, by the Leibniz rule we obtain
, and hence we obtain (6.9) by using the tools mentioned above. We can analogously estimate g 5 , g 7 , g 9 and g 10 . We next estimate g 8 . For s > 2,
by the Leibniz rule, where p 1 = max{r; 3/(s − 2)} and 1 
is obtained for sufficiently small T . Applying (6.9)-(6.18) and (6.20) to (6.8), using the Hölder inequality for the time variable, and choosing T sufficiently small, we obtain
of Lemma 3.1. Indeed we can show We also have the estimate Here 1/p 3 = δ/3 and 1/p 4 = 1/2 − δ/3. We can analogously treat the term A − |u ′ | 2 .
Collecting these estimates, using the fact H ) [3/4] , and the Hölder inequality for the time variable, and choosing T sufficiently small, we obtain (6.27).
Substituting (6.27) into (6.23), we obtain (6.3) Proof. We may assume s < 4 since the case s ≥ 4 has already been proved in [17] . Let η be a rapidly decreasing function on R 3 satisfying η(x)dx = 1, and let η ǫ = ǫ −3 η(·/ǫ).
We put u converging to (u 0 , A 0 , A 1 ) in X s,σ . We shall prove that the corresponding sequence of the solutions {(u n , A n , ∂ t A n )} ∞ n=1 converges to (u, A, ∂ t A) in C T X s,σ , which is the assertion of the proposition. By the previous step, (u nǫ , A nǫ , ∂ t A nǫ )
converges to (u n , A n , ∂ t A n ) in C T X s,σ uniformly with respect to n as ǫ ↓ 0. Moreover for any fixed ǫ, (u nǫ , A nǫ , ∂ t A nǫ ) converges to (u ǫ , A ǫ , ∂ t A ǫ ) as n → ∞ by virtue of (6.3), since they are sufficiently smooth solutions. Thus we can prove the convergence of {(u n , A n , ∂ t A n )} n by standard argument. §7. The cases of Lorentz and the temporal gauges obtained by the gauge transform having the desired regularity. The case of the temporal gauge can be treated analogously. For detail, see [17, §8] .
