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DEFORMATIONS OF NILHECKE ALGEBRAS
BENJAMIN COOPER
Abstract. Presentations are given for the deformed nilHecke algebras which appear in the
work of Bressler and Evens. The obstruction to the braid relation being satisfied by each
algebra is given. A family of positively graded deformations of nilHecke algebras is defined and
shown to be independent of the deformations determined by oriented cohomology theories.
1. Introduction
The nilHecke algebras NHn have found essential applications to a variety of fields: from
numerical analysis, to the study of the topology and the representation theory of the group
SLn(C). More recently, the program of categorification developed by Khovanov, Lauda and
Rouquier [10, 14] has found that the nilHecke algebras are uniquely important in the study
of geometric representation theory [14, 18]. Other authors have found that differential graded
analogues of nilHecke algebras control a codimension 2 extension of the Heegaard-Floer topo-
logical field theory [12]. The many places in which these algebras appear suggests that one
should study of the many shapes that they can form. In this article, families of deformations
of nilHecke algebras are introduced and studied.
The origins of the nilHecke algebra are rooted in the development of Schubert calculus for
the space of full flags:
Fln = {V0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = C
n} where dim Vi = i.
Borel and Hirzebruch showed that cohomology of this space has an invariant description in terms
of Chern classes: H∗(Fln) ∼= Z[x1, . . . , xn]Σn [3]. On the other hand, this cohomology ring inher-
its a basis from a stratification by Schubert cells. In [6, 8], convolutions H∗(Fln)→ H∗−2(Fln)
were found which allow one to interpolate between these two descriptions of cohomology: ex-
pressing the classes which are dual to Schubert cells in terms of Chern classes. These convolu-
tions generate the most important part of the nilHecke algebra.
In [4, 5], Bressler and Evens studied how the solution to the problem of describing the Schu-
bert basis changes as one varies the cohomology theory H∗(Fln) through complex oriented
cohomology theories h∗(Fln). Computing the convolutions leads to analogues of divided differ-
ence operators which depend on a formal group law. They proved that these operators continue
to interpolate between the two descriptions of the generalized cohomology h∗(Fln) of the space
of flags.
In this article, we study the algebra of the divided difference operators defined by Bressler
and Evens. Each complex oriented cohomology theory determines a nilHecke algebra. In
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special cases, this algebra is a deformation of the nilHecke algebra. Theorem 3.11 derives a
presentation for each such algebra. The main result in [4] is that the braid relation is satisfied
only by divided difference operators which have been deformed by polynomial formal group
laws. The presentation contained here gives a precise obstruction to the braid relation in terms
of two power series: l, r ∈ R[[x, y, z]]. This allows us to isolate deformations of intermediate
complexity with respect to the braid relation, see Remark 3.13.
The deformations determined by complex oriented cohomology theories must be restricted
to those with negatively graded deformation parameters. In Section 4, a family of deformations
which have positively graded deformation parameters are studied. These algebras cannot be
derived from complex oriented cohomology theories.
This paper is part of an ongoing research project [7, 2].
Acknowledgements. The author would like thank M. Khovanov for discussing these results
in 2011. Also A. Beliakova, M. Hill, N. Kuhn, A. Lauda and W. Wang for their interest.
In 2012, these results were presented at the University of Virginia, University of Zurich, the
AMS Tampa meeting and Knots in Washington. The author would like to thank O. Yacobi and
A. Hoffnung for the opportunity to present these results at the Fields Institute in May 2012.
Special thanks to the organizers of the conference “Quantum Topology and Hyperbolic Ge-
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2. Complex Oriented Cohomology Theories
In this section we recall some of the prerequisite ideas from topology.
2.1. Generalized cohomology. Here we discuss a class of cohomology theories which support
a theory of Schubert calculus.
Definition 2.2. A cohomology theory h∗ = {hn}n∈Z is a family of contravariant functors from
the homotopy category of topological spaces to the category of abelian groups which satisfy the
Eilenberg-Steenrod axioms.
Definition 2.3. When the collection h∗(X) forms a graded ring, the cohomology theory h∗ is
called multiplicative. A multiplicative cohomology theory h∗ is oriented by t ∈ h∗(CP∞) when
i∗(t) generates h∗(CP 1) as an h∗(pt)-module where i : CP 1 →֒ CP∞ is the standard inclusion.
In what follows all cohomology theories will be multiplicative complex oriented cohomology
theories unless otherwise noted.
Remark 2.4. For such a cohomology theory h∗ , the collapsing of the Atiyah-Hirzebruch spectral
sequence gives an isomorphism,
h∗(BT n) ∼= h∗(pt)[[x1, . . . , xn]].
A splitting principle argument yields the isomorphism,
h∗(BU(n)) ∼= h∗(BT n)Σn ∼= h∗(pt)[[x1, . . . , xn]]
Σn ∼= h∗(pt)[[c1, . . . , cn]].
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where Σn is the symmetric group. This results in a theory of Chern classes: if h
∗ is oriented
by xh ∈ h∗(CP∞) then to any complex vector bundle K → X one can assign classes ci(K) ∈
h2i(X) which satisfy the following properties:
(1) c0(K) = 1.
(2) Naturality: ci(f
∗K) = f ∗ci(K) for all maps f : Y → X .
(3) Whitney sum:
cn(K ⊕K
′) =
∑
i+j=n
ci(K) · cj(K
′)
(4) Let γ → CP∞ be the Hopf line bundle over CP∞ then c1(γ) = xh , when h∗ is oriented
by xh ∈ h∗(CP∞).
Remark 2.5. Properties (1)–(4) hold uniformly with respect to the cohomology theories under
consideration. There is one property which changes as we change the cohomology theory, if
L and L′ are line bundles over a space X then the first Chern class of their tensor product
c1(L⊗ L′) depends on h∗ :
c1(L⊗ L
′) = F (c1(L), c1(L
′)),
where F (x, y) = ⊗∗(xh) ∈ h∗(CP∞ × CP∞) ∼= h∗(pt)[[x, y]].
Definition 2.6. The power series F (x, y) ∈ h∗(pt)[[x, y]] is the formal group law associated to
the cohomology theory h∗ .
Definition 2.7. A formal group law is a commutative ring R together with an element
F (x, y) ∈ R[[x, y]] such that
(1) F (0, x) = x and F (x, 0) = x
(2) F (x, y) = F (y, x)
(3) F (x, F (y, z)) = F (F (x, y), z)
for all x, y, z ∈ R .
A formal group law is graded when R is a graded commutative ring, |x| = 2, |y| = 2 and
the series F (x, y) ∈ R[[x, y]] is homogeneous of degree 2.
Remark 2.8. The formal group law associated to a cohomology theory in Definition 2.6 sat-
isfies these properties because the tensor product of line bundles is unital, commutative and
associative.
Notation 2.9. By the formal implicit function theorem, there exists a unique series inv(x) ∈
R[[x]] such that F (x, inv(x)) = 0, see [16]. Throughout the remainder of the paper we will use
the notation,
x+F y = F (x, y) and x−F y = F (x, inv(y)).
Definition 2.10. A formal group law F is symmetric when it satisfies
xi −F xi+1 = −(xi+1 −F xi).
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Definition 2.11. A homomorphism φ : F → G between two formal group laws F,G ∈ R[[x, y]]
is a power series φ ∈ R[[x]] which satisfies the equation:
φ(F (x, y)) = G(φ(x), φ(y)).
Suppose that F ∈ R[[x, y]] and G ∈ S[[x, y]] are formal group laws:
F (x, y) =
∑
i,j
cijx
iyj and G(x, y) =
∑
i,j
dijx
iyj.
If ϕ : R→ S is a ring homomorphism such that dij = ϕ(cij) then we write ϕ(F ) = G.
Definition 2.12. A formal group law FU ∈ L[[x, y]] is universal when, for all formal group
laws G ∈ S[[x, y]], there exists a ring homomorphism ϕ : L→ S such that ϕ(FU) = G.
Theorem 2.13. (Lazard) There exists a universal formal group law FU ∈ L[[x, y]] and the ring
of coefficients L is a polynomial ring on infinitely many generators, {ui}i∈Z+ ,
L ∼= Z[u1, u2, u3, . . .]
where |ui| = −2i.
2.14. Complex cobordism and genera. In this section we recall the cohomology theory
complex cobordism. For more details see [1].
Definition 2.15. There is a cohomology theory MU∗ which is defined so that for a manifold
X of dimension r , MU r−l(X) is spanned by cobordism classes of maps f : M → X where f
is smooth, proper and M is an l -dimensional manifold equipped with a stable almost complex
structure. If s ∈MU∗(X), s : M → X and g : Y → X then g∗(s) =M×XY → Y ∈MU∗(Y ).
If L → X is a complex line bundle over X then the zero section of the Thom space XL ,
s : X → XL determines a class s ∈ MU2(XL) and MU∗ is oriented by the choice c1(L) =
s∗(s) ∈MU2(X).
Remark 2.16. The ring MU∗(pt) consists of compact stably almost complex manifolds modulo
the cobordism relation.
Theorem 2.17. ([15]) Complex cobordism of a point is isomorphic to the Lazard ring:
MU∗(pt) ∼= L.
Remark 2.18. The induced isomorphism,
Hom(L, R) ∼= Hom(MU∗(pt), R)
implies that the set of formal group laws in R is in bijection with the set of R-genera or
R-valued cobordism invariants of complex manifolds.
Theorem 2.19. ([17]) The coefficient ring of complex cobordism is the polynomial ring on
complex projective spaces,
MU∗(pt)⊗Q ∼= Q[CP 1,CP 2, . . .] with |CP n| = −2i.
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Corollary 2.20. A genus ρ : MU∗(pt)→ R is determined by its values on complex projective
spaces.
Remark 2.21. The generators un of L in Theorem 2.13 are not equal to complex projective
spaces CP n in Theorem 2.19.
Remark 2.22. Given a genus ρ : MU∗(pt) → R , one can hope to define a cohomology theory
h∗ with genus ρ by extending coefficients:
h∗(X) =MU∗(X)⊗MU∗(pt) R.
This determines a cohomology theory h∗ when the ring R is flat as an MU∗(pt)-module, or
more generally, when the criteria of the Landweber exactness theorem hold, see [11].
Below are examples of genera and their formal group laws. Not all of these examples corre-
spond to cohomology theories.
Examples 2.23. (Formal group laws and genera)
(1) The formal group law associated to cohomology is the additive group law FH(x, y) =
x+ y . The associated genus ρ : MU∗(pt)→ Z is determined by ρ(CP n) = 0.
(2) The graded Todd genus, determined by Td(CP n) = βn ∈ Z[β], is associated to the
formal group law FK(x, y) = x + y − βxy for connective complex K-theory. The ring
Z[β] is graded with β placed in degree −2.
Complex K-theory has the same formal group law as connective complex K-theory,
but is defined over the ground ring Z[β, β−1].
(3) Hirzebruch’s χa -genus is defined using Dolbeault cohomology of M :
χa(M) =
∑
p,q
(−1)paq dimHp,q(M) ∈ Z[a].
If M is CP n then χa(CP
n) is the cyclotomic polynomial 1 − a + a2 − · · · ± an . The
associated formal group law is given by
Fχa(x, y) =
x+ y + (a− 1)xy
1 + axy
.
This formal group law doesn’t quite satisfy our grading conventions. We will instead
consider the more general formal group law,
Fχα,β(x, y) =
x+ y − βxy
1 + αxy
∈ Z[α, β][[x, y]].
The grading is obtained by placing α in degree −4 and β in degree −2.
(4) There is a formal group law associated to any 1-dimensional algebraic group. If Q(x) =
1− 2δx2 + ǫx4 then Euler determined a two parameter family of formal group laws
F (x, y) =
x
√
Q(y) + y
√
Q(x)
1− ǫx2y2
5
associated to Jacobi quartics. The power series F is defined over the ring Z[ 1
2
, ǫ, δ] in
which δ has degree −4 and ǫ has degree −8. The values of the associated genus ρ are
determined by power series logF (x) where
logF (x) =
∫ x
0
dy√
Q(y)
and ρ(CP n) =
log
(n+1)
F (0)
n!
.
3. nilHecke algebras
In [4, 5], the authors Bressler and Evens found that each formal group law yields a deformed
version the divided difference operators ∂j which determine the nilHecke algebra. In this
section, we derive a presentation for nilHecke algebras GNHn associated to each formal group
law F ∈ R[[x, y]].
We recall the definition of the nilHecke algebra below in order to provide a framework for
comparison.
Definition 3.1. The nilHecke algebra NHn is the graded ring generated by operators xi in
degree 2, 1 ≤ i ≤ n, and ∂j in degree −2, 1 ≤ j < n, subject to the relations:
∂2i = 0, ∂i∂i+1∂i = ∂i+1∂i∂i+1
xi∂i − ∂ixi+1 = 1, ∂ixi − xi+1∂i = 1.
The operators also satisfy the far commutativity relations,
∂ixj = xj∂i if |i− j| > 1, ∂i∂j = ∂j∂i if |i− j| > 1,
xixj = xjxi for 1 ≤ i, j ≤ n.
Definition 3.2. The nilHecke algebra NHn acts on the polynomial ring Pn = H∗(BT n;Z) ∼=
Z[x1, . . . , xn] by letting xi act by multiplication and ∂j act on f ∈ Pn by the divided difference
operator :
(3.1) ∂j(f) = (Id+σj)
1
xj − xj+1
=
f − σj(f)
xj − xj+1
where σj is the transposition (j, j + 1).
Remark 3.3. The image and the kernel of the divided difference operator ∂j are contained in
the subring of the polynomial ring consisting of those polynomials which are symmetric in the
variables xj and xj+1 :
im(∂j) ⊂ P
(j,j+1)
n and P
(j,j+1)
n ⊂ ker(∂j).
It follows that the subring of symmetric polynomials Symn = P
Σn
n is contained in the kernel of
each operator:
Symn ⊂ ker(∂j) for 1 ≤ j < n.
Since each divided difference operator satisfies the Leibniz rule,
(3.2) ∂j(fg) = ∂j(f)g + σj(f)∂j(g),
it follows that ∂j : Pn → Pn is Symn -equivariant for all 1 ≤ j < n.
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If F ∈ R[[x, y]] is a graded formal group law then the expression xi−F xi+1 denotes the power
series F (xi, inv(xi+1)) ∈ R[[xi, xi+1]], see Notation 2.9. This power series has a multiplicative
inverse 1/(xi −F xi+1) in the ring R[[x, y]] when R has no 2-torsion, see [4].
The definition below is implicit in the work of Bressler and Evens [4, 5].
Definition 3.4. Suppose that h∗ is an oriented cohomology theory and let F ∈ R[[x, y]] be
the graded formal group law associated to h∗ . If Pn = h∗(BT n) ∼= h∗(pt)[[x1, . . . , xn]] is the
ring of power series with coefficients in h∗(pt) then the generalized nilHecke algebra GNHn is
the algebra generated by the operators:
xi : Pn → Pn and ∂j : Pn → Pn
acting on Pn . A polynomial generator xi acts on Pn by multiplication as in Definition 3.1 and
the divided difference operator ∂j acts on an element f ∈ Pn by
(3.3) ∂j = (Id+σj)
1
xj −F xj+1
.
Remark 3.5. Compare Equation (3.3) to Equation (3.1). The former is defined over a ring of
power series and the latter is defined over a polynomial ring. Also Equation (3.3) is defined
over an extension by h∗(pt).
Proposition 3.6. For each graded formal group law F ∈ R[[x, y]] the operators (3.3) satisfy
the following properties:
(1) If f ∈ Pn is a polynomial then ∂j(f) ∈ P(j,j+1)n is a series which is symmetric in the
variables xj and xj+1 .
(2) If f ∈ P(j,j+1)n is a series which is symmetric in the variables xj and xj+1 and g ∈ Pn
is a series then
∂j(fg) = f∂j(g).
The proof of the proposition stems from an examination of the operators (3.3). It implies that
the action of the algebra defined by Bressler and Evens on the ring Pn is Symn -equivariant;
compare to Remark 3.3. When F is a symmetric formal group law all of the properties discussed
in Remark 3.3 continue to hold.
The definition below fixes some variables which will be used in Definition 3.9.
Definition 3.7. Suppose that F ∈ R[[x, y]] is a graded formal group law. Then the power
series s, t ∈ R[[xi, xi+1]] are defined to be
s(xi, xi+1) =
1
xi −F xi+1
+
1
xi+1 −F xi
and t(xi, xi+1) =
xi − xi+1
xi −F xi+1
.
Let l, r ∈ R[[xi, xi+1, xi+2]] be the power series
l =
1
(xi+2 −F xi+1)(xi+2 −F xi)
−
1
(xi −F xi+1)(xi+2 −F xi)
−
1
(xi+1 −F xi)(xi+2 −F xi+1)
r =
1
(xi+1 −F xi+2)(xi+2 −F xi)
+
1
(xi+2 −F xi+1)(xi+1 −F xi)
−
1
(xi+1 −F xi)(xi+2 −F xi)
.
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Remark 3.8. The elements s, t, l and r are homogeneous of degree −2, 0, −4 and −4
respectively.
Definition 3.9. If F ∈ R[[x, y]] is a graded formal group law then the generalized nilHecke
algebra GNHn associated to F is the graded R-algebra generated by operators xi in degree 2,
1 ≤ i ≤ n and ∂j in degree −2, 1 ≤ j < n, subject to the relations enumerated below.
(1) The two quadratic relations are deformed by the s and t functions,
∂2i = s(xi, xi+1)∂i, xi∂i − ∂ixi+1 = t(xi, xi+1) · 1,
∂ixi − xi+1∂i = t(xi, xi+1) · 1.
(2) The braid relation is deformed by the l and r functions,
∂i+1∂i∂i+1 − ∂i∂i+1∂i = l(xi, xi+1, xi+2)∂i + r(xi, xi+1, xi+2)∂i+1.
(3) The operators also satisfy far commutativity relations,
∂ixj = xj∂i if |i− j| > 1, ∂i∂j = ∂j∂i if |i− j| > 1,
xixj = xjxi for 1 ≤ i, j ≤ n.
All of the relations above are homogenous with respect to the grading.
Remark 3.10. When the formal group law F in Definition 3.9 is symmetric (see Definition
3.10), the first two relations become
∂2i = 0 and ∂i+1∂i∂i+1 − ∂i∂i+1∂i = l(xi, xi+1, xi+2)(∂i − ∂i+1)
because r(xi, xi+1, xi+2) = −l(xi, xi+1, xi+2).
It is common to represent Hecke algebras using pictures. In the illustration below, the
generators xi are represented by a dot on the ith horizontal strand appearing in a picture.
The generators ∂j are represented by a singular crossing between the j th and j + 1st vertical
strands.
• and
Each dot is graded in degree 2 and each crossing in degree −2. Vertical strands are indexed
by the order in which they appear when reading from left to right. Following this convention
allows us to illustrate the relations in Definiton 3.9 above.
= s(xi, xi+1)
✤✤
•
−
•
= t(xi, xi+1)
OOOO
=
•
−
•
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− = l(xi, xi+1, xi+2) + r(xi, xi+1, xi+2)
The far commutativity relations in Definition 3.9 are pictured by diagrams which show sin-
gular crossings or dots on disconnected strands freely sliding up or down along the vertical axis
without interacting.
Theorem 3.11. The algebra defined by the presentation in Definition 3.9 is isomorphic to the
algebra generated by the operators in Definition 3.4.
Proof. In the universal setting (Theorem 2.13), each operator ∂i in Definition 3.4 is a Pn -linear
combination of operators in L[Σn]. Since the symmetric group Σn has the presentation:
Σn = 〈σ1, . . . , σn−1 : σ
2
i = 1, σiσj = σjσi for |i− j| > 2, and σiσi+1σi = σi+1σiσi+1〉
and σi = (xi−F xi+1)∂i− Id, finding a presentation for GNHn amounts to a computation. For
example, the Pn -span of the set
{1, ∂i, ∂i+1, ∂i∂i+1, ∂i+1∂i, ∂i∂i+1∂i, ∂i+1∂i∂i+1}
is linearly dependent and the braid relation is obtained by solving for coefficients in the de-
pendency relation. The commutation relation between xi±1 and ∂i can be seen to hold in the
same way. The far commutativity relations follow by observing that they hold for polynomials
in xi and the operators σi ∈ Σn respectively. 
Example 3.12. (deformations of nilHecke algebras)
(1) The genus ρ associated to homology is determined by ρ(CP n) = 0 and corresponds to
the formal group law F (x, y) = x + y . For this formal group law the presentation of
GNHn in Definition 3.9 becomes the presentation of NHn in Definition 3.1.
(2) For connective K-theory, a graded Todd genus Td, determined by
Td(CP n) = βn ∈ Z[β]
leads to the formal group law FK(x, y) = x + y − βxy . This formal group law in turn
determines an algebra GNHn which is defined over the ring R = Z[β] where β is placed
in degree −2. The formula,
xi −F xi+1 =
xi − xi+1
1 + βxi+1
,
shows that the functions defining GNHn are given by:
s(xi, xi+1) = β t(xi, xi+1) = 1− βxi+1
l(xi, xi+1, xi+2) = 0 r(xi, xi+1, xi+2) = 0.
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Notice that l, r = 0 implies that the braid relation, ∂i∂i+1∂i = ∂i+1∂i∂i+1 holds. The
formal group laws associated to singular homology and K-theory determine the only
generalized nilHecke algebras GNHn for which this is true, see [4].
(3) Related to Hirzebruch’s χa -genus is the formal group law
Fχα,β(x, y) =
x+ y − βxy
1 + αxy
which is defined over the graded ring Z[α, β] where α is placed in degree −4 and β in
degree −2. The formula,
xi −F xi+1 =
xi − xi+1
1− βxi+1 − αxixi+1
shows that the functions defining GNHn are given by:
s(xi, xi+1) = β t(xi, xi+1) = 1− βxi+1 − αxixi+1
l(xi, xi+1, xi+2) = α r(xi, xi+1, xi+2) = −α.
Setting β = 0 in this example yields a symmetric formal group law. Notice that the
functions l and r do not depend on β .
Although this genus determines deformations of NHn , it does not necessarily corre-
spond to a cohomology theory.
(4) There is an algebra GNHn defined over Z[
1
2
, ǫ, δ] using Euler’s formal group law in
Section 2.14.
(5) The universal example is determined by complex cobordism and the universal formal
group law.
Remark 3.13. For each commutative ring R , Theorem 2.13 implies that the set of formal group
laws F ∈ R[[x, y]] is given by Hom(L, R). The moduli space of formal group laws is the scheme
determined by the functor of points R 7→ Hom(L, R). The construction above yields a sheaf of
algebras GNHn on this space. The space Spec(L) ∼= A∞ over which this sheaf resides is the
parameter space for all of the deformations defined in Section 3.
The nilHecke algebra NHn can be defined as an algebra of Symn -equivariant endomorphisms
of the polynomial ring Pn . This means that the nilHecke algebra has an intrinsic topological
definition.
(3.4) NHn = EndSymn(Pn) suggests GNHn = Endh∗(BU(n))(h
∗(BT n))
While it is not necessarily true that Definition 3.9 agrees with the definitions suggested above,
(although, see Remark 4.1), these more intrinsic definitions show that the sheaves of algebras
associated to them descend from sheaves on the moduli space of formal group laws to sheaves
on the moduli stack of isomorphism classes of formal group laws. Over a field of characteristic
0, this stack degenerates to a single point. This suggests that one should restrict to spaces of
deformation parameters which have fewer automorphisms. Definition 2.10 may be one step in
this direction.
10
4. Deformations with positive gradings
Recently the author was asked whether there are deformations of the nilHecke algebras with
positively graded deformation parameters. In this section a family of such deformations is
defined. The divided difference operators used to obtain these deformations are related to
discrete Fourier transforms.
Remark 4.1. When F ∈ R[[x, y]] is a graded formal group law, if
t(xj , xj+1) =
xj − xj+1
xj −F xj+1
=
∑
r,s
cr,sx
r
jx
s
j+1 where cr,s ∈ R
then the Bressler-Evens divided difference operator ∂Fj is related to the usual divided difference
operator ∂j by:
(4.1) ∂Fj (f) =
∑
r,s
cr,s∂j(x
r
jx
s
j+1f) =
∑
r,s
dr,sx
r
jx
s
j+1∂j(f),
where further application of the Liebniz rule (3.2) produces the right hand side. (Alternatively,
the Symn -equivariance of ∂
F
j in Proposition 3.6 and Equation (3.4) imply that, after a com-
pletion, such a relation must exist and grading contraints force each term in the series to be
the form above.)
This suggests that in order to deform the nilHecke algebra over the ground ring Z[β] with
|β| ∈ Z+ we should look for a family of operators γ
β
j : Pn → Pn on the polynomial ring
Pn = Z[x1, . . . , xn] which satisfy |βγ
β
j | = −2 and set ∂˜j = ∂j + βγ
β
j to obtain an operator
which deforms the divided difference operator ∂j . Degree constraints and the desire for locality
leave us with operators of the form γβj (f) = 1/pj · δ(f) where δ is an operator of degree 0,
pj ∈ R[xj , xj+1] and pj | δ(f) for each f ∈ Pn .
This motivates the definition below.
Definition 4.2. Let ρ/n = e2pii/n ∈ C. Then there are operators ρ/nj : Pn⊗C → Pn⊗C which
act on f ∈ Pn by
ρ
/n
j (f(x1, . . . , xj , . . . , xn)) = f(x1, . . . , ρ
/nxj , . . . , xn).
Setting ρ
k/n
j = (ρ
/n
j )
k allows us to define the Cartier operator: Λnj =
∑
k ρ
k/n
j . Since ρ
/n
k ρ
/n
j =
ρ
/n
j ρ
/n
k , it follows that Λ
n
kΛ
n
j = Λ
n
jΛ
n
k . Notice that (x
n
j − x
n
j+1) |Λ
n
jΛ
n
j+1f for all f ∈ Pn .
The nth cyclotomic divided difference operator γnj : Pn → Pn , 0 < j < n, is given by
(4.2) γnj = (Id+σj)
1
xnj − x
n
j+1
ΛnjΛ
n
j+1.
The degree is given by the rule |γnj | = −2n. Divisibility considerations imply that γ
n
j takes
polynomials with integer coefficients to polynomials with integer coefficients.
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Example 4.3. After setting x = x1 and y = x2 , we can write γ
2
1(f) as
f(x, y)− f(y, x) + f(−x, y)− f(−y, x) + f(x,−y)− f(y,−x) + f(−x,−y)− f(−y,−x)
x2 − y2
.
In the general case, the numerator of γnj involves a sum over the regular n-gon in the circle
S1 formed by the nth roots of unity. This ensures that the polynomial in the numerator is
divisible by the denominator.
Proposition 4.4. The cyclotomic divided difference operators γnj satisfy the following proper-
ties:
(1) If f ∈ Pn is a polynomial then γ
n
j (f) ∈ P
(j,j+1)
n is a polynomial which is symmetric in
the variables xj and xj+1 .
(2) If f ∈ P(j,j+1)n is a polynomial which is symmetric in the variables xj and xj+1 then
γnj (f) = 0.
The proof of the proposition follows from an examination of the form of Equation (4.2).
Compare to Proposition 3.6.
Definition 4.5. Let B = Z[β1, β2, . . .] be the graded polynomial ring in infinitely many gen-
erators βn where |βn| = 2n− 2. The cyclotomic deformation NH
cyc
n of the nilHecke algebra is
the algebra determined by the action of the operators:
∂˜j = ∂j +
∑
n≥1
βnγ
n
j
on the polynomial ring Pn ⊗ B.
The operators ∂˜j take polynomials to polynomials because the sum ∂˜j(f) contains only
finitely many non-zero terms for any polynomial f ∈ Pn .
Remark 4.6. A refinement of the operators γnj is obtained by writing x
n − yn =
∏
d|n Φd(x, y)
and summing over only those roots associated to a denominator of the form
∏
iΦdi(x, y).
Remark 4.7. A computation shows that the operators γnj are not Symn -equivariant. In partic-
ular, none of these deformations are determined by oriented cohomology theories.
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