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Abstract— Quantum error correction is an important building
block for reliable quantum information processing. A challenging
hurdle in the theory of quantum error correction is that it
is significantly more difficult to design error-correcting codes
with desirable properties for quantum information processing
than for traditional digital communications and computation.
A typical obstacle to constructing a variety of strong quantum
error-correcting codes is the complicated restrictions imposed
on the structure of a code. Recently, promising solutions to this
problem have been proposed in quantum information science,
where in principle any binary linear code can be turned into
a quantum error-correcting code by assuming a small number
of reliable quantum bits. This paper studies how best to take
advantage of these latest ideas to construct desirable quantum
error-correcting codes of very high information rate. Our
methods exploit structured high-rate low-density parity-check
codes available in the classical domain and provide quantum
analogues that inherit their characteristic low decoding com-
plexity and high error correction performance even at moderate
code lengths. Our approach to designing high-rate quantum
error-correcting codes also allows for making direct use of other
major syndrome decoding methods for linear codes, making
it possible to deal with a situation where promising quantum
analogues of low-density parity-check codes are difficult to find.
Index Terms— Quantum error correction, low-density
parity-check code, combinatorial design, entanglement-assisted
quantum error-correcting code.
I. INTRODUCTION
QUANTUM error-correcting codes are schemes thatrecover the original quantum information when the
quantum states of quantum bits, or qubits, carrying the infor-
mation are transformed by unintended quantum operations,
namely quantum noise [1]. As is the case with traditional
information processing, it is vital to suppress the effect of
quantum noise when processing quantum information. The
role of error correction is particularly crucial in the quantum
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domain because qubits are expected to be highly vulnerable
to environmental noise in practical and realistic situations.
While the importance of reliability is apparent, there had
been doubts about the existence of a viable scheme for
error correction in the quantum domain until the discovery
of the famous 9-qubit code [2] and 7-qubit code [3] in
the mid 1990’s. These findings ignited intensive and rapidly
progressing research on error correction for quantum infor-
mation. In fact, various types of quantum error-correcting
code are now known including the celebrated stabilizer
codes [4], [5], which constitute a very general class encom-
passing the first two quantum error-correcting codes, and code-
word stabilized codes [6]. Small quantum error-correcting
codes, such as the perfect 5-qubit quantum error-correcting
code [7], have been experimentally realized as well [8]–[21].
However, this remarkable progress does not mean that the
theory of quantum error correction has become as mature as
classical coding theory. It would be more accurate to say that
we just started finding ways to realize quantum error correction
while cleverly circumventing challenging obstacles imposed
by quantum mechanical phenomena.
For instance, while the stabilizer formalism developed
in [22] has given rise to a wide range of quantum
error-correcting codes, one of the theoretically challenging
problems with this approach is that the admissible structures of
a code are severely restricted when compared to the freedom
we have in classical code design. The fact that there are
only few successful general frameworks for quantum code
design also limits the variety of quantum error-correcting
codes, which is a crucial problem because actual realizations
of large-scale quantum information processing is expected to
demand various types of peculiar requirement.
One effective way to overcome the limitations and
difficulties in the quantum domain is to develop a fresh and
quantum mechanically valid framework that makes it possible
to directly import a wider range of classical coding theory
to the quantum regime. The entanglement-assisted stabilizer
formalism is a major breakthrough in this direction, where
one may fully exploit any binary or quaternary linear code
over the binary field F2 or the finite field F4 of order four
respectively for correcting errors on qubits as long as there is
an adequate supply of maximally entangled noiseless qubits
to assist quantum error correction [23]. A pair of maximally
entangled qubits is called an ebit. Entanglement-assisted
quantum error-correcting codes can be regarded as generalized
stabilizer codes in that those requiring no ebit are exactly the
standard stabilizer codes; if a linear code can not be turned
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into a quantum error-correcting code through the standard
stabilizer formalism, one may still exploit it by assuming that
some amount of quantum resources can be shared through a
noiseless channel as ebits to help encode and decode noisy
qubits.
A major drawback of entanglement assistance is that
completely noiseless qubits are extremely difficult to provide
in a practical quantum device. This disadvantage is particularly
pronounced in the context of storing quantum information,
where the information source and sink may not be spatially
distant but are separate in the time domain. This characteristic
of entanglement-assisted quantum error-correcting codes led
to a series of research trying to identify excellent linear codes
which can be imported by relying only on a tiny number
of ebits [24]–[35]. Playing a crucial role in these theoretical
results is the assumed future technology of manipulating a
small number of qubits with extreme reliability to realize
perfect and stable ebits.
Very recently, a framework that significantly reduces the
burden of providing extreme reliability has been proposed,
where any binary or quaternary linear codes over F2 or F4
respectively can be fully exploited as long as we can provide
auxiliary qubits that are only subject to a restricted quantum
error model [36]. This framework takes advantage of the fact
that while realizing completely noiseless qubits is a very dif-
ficult task, not every kind of quantum error is equally difficult
to suppress through technical development on hardware. For
instance, it is known that one can correct any type of quantum
error in the standard general error model if two particular
types of error, called a bit error and phase error, can be
corrected under the assumption that both may happen on the
same qubit [1]. However, phase errors due to dephasing are
expected to be far more likely than bit errors in many actual
quantum devices [37], which implies that bit errors would be
far less problematic. In the newer framework, one may choose
an error model in such a way that most qubits can suffer
from bit errors and phase errors while only phase errors may
occur on a small number of auxiliary qubits. Hence, unlike
the entanglement-assisted stabilizer formalism, which requires
completely noiseless auxiliary qubits, the newer framework
only needs more easily achievable “less noisy” ones.
With all these advances in this field, one may think that
the problem of severely restricted structures of quantum
error-correcting codes is largely solved. The caveat is that the
statement that a given linear code C can be imported as an
entanglement-assisted quantum error-correcting code or one
that is assisted by less noisy qubits only means that C admits a
suitable parity-check matrix that is exploitable for some types
of quantum error correction. In other words, of all distinct
parity-check matrices that define one same linear code C, only
some special ones may be usable in practice.
To illustrate this problem, consider linear codes that
greatly benefit from parity-check matrices in particular form
in the classical domain. For instance, low-density parity-
check (LDPC) codes are linear codes that admit parity-check
matrices with a small number of nonzero entries such that
iterative decoding performs well [38]. They are among the
state-of-the-art error-correcting codes in classical coding
theory in the sense that well-designed LDPC codes almost
achieve the Shannon limit over some channels and have
remarkably low decoding complexity. Since we have a means
to import the theory of linear codes into the quantum domain,
LDPC codes constitute very promising ingredients for quan-
tum error correction. However, whether a given linear code is
qualified as an excellent LDPC code depends on whether it
has a parity-check matrix suitable for iterative decoding. This
implies that whether we may have a quantum counterpart that
inherits the attractive characteristics of a given LDPC code
depends on whether its particular parity-check matrix suitable
for iterative decoding is compatible with the chosen method
for turning a linear code into a quantum error-correcting code.
The purpose of the present paper is to give insight into
how best to exploit the recently proposed frameworks for
quantum error correction assisted by reliable qubits when
the restrictions on parity-check matrices must be taken into
account. In particular, we focus on the case when excellent
LDPC codes are used to achieve high performance in both
decoding complexity and error correction. To take full advan-
tage of auxiliary qubits while keeping our work well-focused,
we aim to construct quantum error-correcting codes with a few
other properties that would be desirable in various situations.
An [[n, k]] quantum error-correcting code of length n and
dimension k encodes k-qubit information into n physical
qubits, where the two nonnegative integers n and k satisfy
the condition that n > k ≥ 0. The first property we aim for
is a very high information rate in the absolute sense, which
means that we would like an [[n, k]] quantum error-correcting
code with k close to n. In addition to this condition, we
strive to restrict ourselves to quantum error-correcting codes
of modest and realistic length. Thus, we do not consider the
case when the parameter n is an unrealistically large integer
or the purely theoretical case of n approaching infinity. The
feasibility of implementing our quantum error-correcting codes
is also of importance. For this reason, we only allow a very
small number of reliable auxiliary qubits.
To illuminate the potential of our approach, we aim for
simultaneously satisfying the demanding conditions described
above while achieving high error correction performance
comparable to what would be attainable in a hypothetical
situation where some of the best known classical LDPC codes
were freely available for quantum error correction without the
limitation on the structure of parity-check matrices. As we
will see later, carefully designed quantum LDPC codes can
achieve this goal through assisted quantum error correction.
Furthermore, a brief discussion at the end of this paper will
show how assisted quantum error correction with less noisy
qubits, if exploited with a different decoding method for linear
codes, may remain successful in a situation where excellent
quantum LDPC codes are difficult to construct.
In the next section we briefly review quantum
error-correcting codes assisted by reliable qubits. Section III
discusses the use of LDPC codes of high rate for quantum
error correction through the recently proposed frameworks.
We examine the performance of our quantum LDPC codes
through simulations in Section IV. Concluding remarks
including a brief discussion on how to apply assisted
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quantum error correction to other decoding methods are given
in Section V.
II. QUANTUM ERROR CORRECTION WITH
RELIABLE AUXILIARY QUBITS
In this section we give a brief review of how reliable
auxiliary qubits help correct quantum errors. For the basics
of quantum information theory, we refer the reader to [1].
All facts in classical coding theory we use in this section can
be found in [39].
As usual, by a binary linear [n, k, d] code, we mean a
k-dimensional subspace C of the n-dimensional vector space
over F2 in which a nonzero vector with the smallest number
of nonzero entries has exactly d nonzero entries, that is,
min{wt(c) | c ∈ C, c = 0} = d . Because we only consider
a binary code, we omit the term binary when referring to
linear codes and LDPC codes. As stated earlier, an [[n, k]]
quantum error-correcting code encodes k logical qubits into
n physical qubits, which is analogous to a linear [n, k, d] code
in the sense that the classical code encodes k logical bits into
n physical bits.
An important fact in the quantum domain is that, through
a process called discretization, an error correction scheme
can correct any general quantum error on one qubit if it can
correct the effects of the Pauli operators X, Z and their product
X Z , where the operator X corresponds to a bit error on one
qubit while Z represents a phase error [1]. Similarly, quantum
errors on multiple qubits can be corrected if the corresponding
transformation by a combination of X , Z and both at the
same time on each of the affected qubits can be detected and
reversed.
The quantum error-correcting codes we consider in this
paper also take advantage of discretization. Hence, without
loss of generality, we always assume that a quantum channel
may introduce on each qubit only a bit error, a phase error or
both at the same time as a quantum error during information
transmission unless otherwise stated.
The rest of this section is divided into two subsections.
Section II-A presents the basics of the framework for quantum
error correction given in [36] that is assisted by qubits on
which only one particular kind of quantum error may occur.
We briefly review in Section II-B the entanglement-assisted
stabilizer formalism developed in [23] which uses completely
noiseless qubits.
A. Less Noisy Auxiliary Qubits
Here we give the basics of quantum error correction assisted
by less noisy qubits from the viewpoint of classical coding
theory. The following is the tool we use to import linear
codes.
Theorem 1 [36]: If there exists a linear [n, k, d] code, then
there exist unitary operations that encode k logical qubits into
2n−k physical qubits and correct up to  d−12  quantum errors
under the assumption that a fixed set of 2(n−k) physical qubits
may experience phase errors but no bit errors.
Roughly speaking, the above theorem says that any linear
[n, k, d] code, which corrects errors on up to  d−12  bits, can
be turned into a [[2n − k, k]] quantum error-correcting code
Fig. 1. Correspondence of quantum errors to error vectors. | The white boxes
represent the 2(n−k) less noisy qubits that may experience only phase errors.
The gray boxes are the k noisy qubits that may suffer from bit and/or phase
errors. The first n − k bits of e0 and the first n − k bits of e1 correspond to
whether phase errors occurred on the 2(n−k) less noisy qubits. The remaining
k bits of e0 indicate whether bit errors occurred on the k noisy qubits while
the remaining k bits of e1 correspond to possible phase errors on these noisy
qubits.
that corrects quantum errors on up to  d−12  qubits as long as
predetermined 2(n−k) qubits are only subject to phase errors.
Note that if the original linear [n, k, d] code is of sufficiently
high rate, the 2(n − k) auxiliary qubits consist of only a small
fraction of the 2n − k physical qubits.
A particularly useful fact regarding this type of quantum
error correction is that we can employ decoding methods for
linear codes based on error syndromes. We formulate this most
fundamental part of our approach in the form of a theorem
below.
Theorem 2: Let C be a linear [n, k, d] code. Assume that
2n − k physical qubits qi , 0 ≤ i ≤ 2n − k − 1, are sent
through a noisy quantum channel in which the first 2(n − k)
qubits qi , 0 ≤ i ≤ 2(n − k) − 1 are only subject to phase
errors while the remaining k qubits qi , 2(n − k) ≤ i ≤
2n − k − 1 are subject to both bit errors and phase errors.
Define a pair e0 = (e0, . . . , en−1), e1 = (e′0, . . . , e′n−1) ∈ Fn2
of n-dimensional vectors such that for 0 ≤ i ≤ n−k−1, ei = 1
if a phase error occurred on qi and ei = 0 otherwise, such that
for n −k ≤ i ≤ n −1, ei = 1 if a bit error occurred on qi+n−k
and ei = 0 otherwise, and such that for 0 ≤ i ≤ n − 1, e′i = 1
if a phase error occurred on qi+n−k and e′i = 0 otherwise. Let
H be a parity-check matrix of C in standard form. There exists
a [[2n − k, k]] quantum error-correcting code that allows for
retrieving classical information about quantum errors in the
form of a pair s0, s1 ∈ Fn−k2 of (n − k)-dimensional vectors
such that s0 = H eT0 and s1 = H eT1.
Note that the binary vectors e0 and e1 in the above
theorem specify what type of quantum error occurred on
which qubit. The correspondence between each bit of the error
vectors e0, e1 and the type and location of each quantum
error is summarized in Fig. 1. The point of Theorem 2 is
that because H is a parity-check matrix of a linear code of
minimum distance d , we can correctly infer e0 and e1 from the
syndromes s0 and s1, which are H eT0 and H eT1 respectively, if
the weights of e0 and e1 are both less than or equal to  d−12 .
This implies that, by the definition of e0 and e1, the positions
of all bit errors and phase errors can be identified. Thus, the
errors can be corrected if the number of physical qubits that
suffer bit errors, phase errors or both is at most  d−12 .
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While it is straightforward to derive Theorem 2 from the
results already presented in [36], for completeness, we give a
formal proof in the remainder of this subsection.
For a unitary operator U and a v-dimensional vector
a = (a0, . . . , av−1) ∈ Fv2, define U a as the v-fold tensor
product O0 ⊗ · · · ⊗ Ov−1, where Oi = U if ai = 1 and
Oi is the identity operator otherwise.
Take a linear [n, k, d] code with a parity-check matrix H
in standard form
H = [ I A ]
for some (n − k) × k matrix A over F2, where I is the
(n − k) × (n − k) identity matrix. The Z -information check
matrix HZ and X-information check matrix HX of H are the
2(n − k) × k matrices
HZ =
[
A
0
]
and
HX =
[
0
A
]
respectively. Simply put, HZ and HX are matrices composed
of the (n − k) × k all-zero matrix and the columns of the
parity-check matrix H that correspond to the information bits.
Let |0〉⊗2(n−k)X be 2(n − k) qubits in the joint +1 eigenstate
of X⊗2(n−k) . Without loss of generality, we assume that
|0〉X = |0〉+|1〉√2 and that |1〉X =
|0〉−|1〉√
2
, where |0〉 and |1〉
are the computational basis.
Lemma 1 [36]: Assume that there exits a linear code of
length n and dimension k with a parity-check matrix H in
standard form. Define
Q =
∑
μ∈F2(n−k)2
|μ〉 〈μ| ⊗ XμHX ZμHZ
and Q† as its complex conjugate, where HZ and HX are the
Z - and X-information check matrices of H . Take a pair
eX, eZ ∈ F2n−k2 of arbitrary (2n − k)-dimensional vectors.
Define eX l and eX r as the first 2(n−k) and the remaining k bits
of eX respectively so that eX = (eX l , eX r ). Define similarly
eZ = (eZ l 0, eZ l 1, eZ r ), where eZ l 0, eZ l 1, and eZ r are the first
n−k, the next n−k, and the last k bits of eZ respectively. Let
e0 = (eZ l 0, eX r ) and e1 = (eZ l 1, eZ r ). Assume that eX l = 0.
For arbitrary k qubit state |ψ〉,
Q† X eX Z eZ Q |0〉⊗2(n−k)X |ψ〉
=
∣
∣
∣
(
H e0T , H e1T
)〉
X
⊗ X eX r Z eZ r |ψ〉. (1)
Theorem 2 immediately follows from the above lemma.
Proof of Theorem 2: Regard the arbitrary k qubit
state |ψ〉, unitary operator Q, and complex conjugate Q† in
Lemma 1 as the original k-qubit information which is to be
encoded, an encoding operator, and a decoding operator
respectively. Assume that the supports supp(eX ), supp(eZ )
of the pair eX , eZ of arbitrary (2n − k)-dimensional vectors
represent the positions of X errors and Z errors introduced
by a quantum channel respectively such that an X error
occurred on the i th physical qubit if and only if i ∈ supp(eX )
and such that a Z error occurred on the i th physical qubit
if and only if i ∈ supp(eZ ). With these assumptions,
the other assumption that eX l = 0 made in Lemma 1
corresponds to the condition that a fixed 2(n − k) physical
qubits are only subject to phase errors. Measuring the
2(n − k) ancilla qubits on the right-hand side of
Equation (1) in the Hadamard rotated basis gives a
2k-dimensional vector s ∈ F2k2 of which the first half is the
k-dimensional vector s0 = H e0T and the second half of which
is s1 = H e1T . The proof is complete.
Clearly, if |supp(e0)|, |supp(e1)| ≤
⌊ d−1
2
⌋
, the retrieved
classical information in the form of a pair of
k-dimensional vectors H e0T , H e1T uniquely identifies
the locations of nonzero bits in e0 and e1 as in standard
syndrome decoding for linear codes. The assumption that
the number of quantum errors is  d−12  or less, which means|supp(eX ) ∪ supp(eZ )| ≤
⌊ d−1
2
⌋
, implies that both |supp(e0)|
and |supp(e1)| are less than or equal to
⌊ d−1
2
⌋
. Trivially,
once e0 and e1 are correctly inferred, the two vectors eX and
eZ that specify the positions of bit errors and phase errors
can be fully reconstructed.
B. Entanglement Assistance
Here we review necessary basic facts on entanglement-
assisted quantum error-correcting codes. We follow the method
used in [29] and [32] for constructing quantum LDPC codes
through the entanglement-assisted analogue of the Calderbank-
Shor-Steane (CSS) construction [3], [40]. Similar to the
previous method that uses less noisy qubits, this entanglement-
assisted method allows for extracting the information about
what type of quantum error occurred on which qubit by
simply treating a pair of binary vectors as error syndromes.
An [[n, k; c]] entanglement-assisted quantum error-
correcting code is an error correction scheme that encodes k
logical qubits into n physical qubits with the help of c ebits.
The c ebits are sent through a noiseless channel. When
importing a linear code with a parity-check matrix H, the
required number c of noiseless qubits is exactly the 2-rank
of the matrix H H T over F2 [25]. Because we only consider
ranks over F2, in what follows we simply write rank(A) to
mean the 2-rank of a given matrix A.
The following is a straightforward consequence of
the CSS construction for entanglement-assisted quantum
error-correcting codes.
Theorem 3 [32]: Assume that n physical qubits are sent
through a noisy quantum channel. Define eX = (e0, . . . ,
en−1) ∈ Fn2 to be the n-dimensional vector representing the
positions of bit errors such that ei = 1 if a bit error occurred on
the i th qubit and ei = 0 otherwise. Define also eZ = (e′0, . . . ,
e′n−1) ∈ Fn2 to be the n-dimensional vector representing the
positions of phase errors such that e′i = 1 if a phase error
occurred on the i th qubit and e′i = 0 otherwise. Let H be
a parity-check matrix of a linear [n, k, d] code. There exists
an [[n, 2k − n + rank(H H T ); rank(H H T )]] entanglement-
assisted quantum error-correcting code that allows for
retrieving classical information about quantum errors in the
form of a pair sX , sZ ∈ Fn−k2 of (n − k)-dimensional vectors
such that sX = H eTX and sZ = H eTZ .
Because H is a parity-check matrix of a linear [n, k, d]
code, it is straightforward to see that if the number of bit
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errors and that of phase errors are both less than or equal
to  d−12 , the qubits on which bit errors occurred and the ones
on which phase errors occurred can be identified. Note that
unlike in Theorem 2, we do not require H to be in standard
form or of full rank in Theorem 3. Instead, typical and realistic
assumptions require that the 2-rank rank(H H T ) be very small
because it is the number of ebits we need to engineer extremely
accurately and protect perfectly. The most extreme case is
when rank(H H T ) = 0, where Theorem 3 reduces to the
CSS construction in its original form. Entanglement assistance
takes place when rank(H H T ) ≥ 1.
III. ASSISTED QUANTUM LDPC CODES
In this section we study the desirable structures of parity-
check matrices for use in high-rate quantum error correction
assisted by less noisy qubits or error-free ebits. We make the
conservative assumption that the receiver has no knowledge
of possible correlations between bit errors and phase errors
so that the decoder approximates the quantum channel by two
binary symmetric channels, one of which introduces the opera-
tor X independently on each physical qubit with probability px
and the other of which make the operator Z act independently
on each physical qubit with probability pz . Thus, in the case
of codes assisted by less noisy auxiliary qubits, the receiver
employs two separate decoders for a linear code to infer
e0 and e1 in Theorem 2 under the condition that the parity-
check matrix H and two binary vectors s0 = H eT0 , s1 = H eT1
are given. For entanglement-assisted quantum error-correcting
codes, two separated decoders are used to infer eX and eZ in
Theorem 3 from two binary vectors sX = H eTX , sZ = H eTZ
and the parity-check matrix H. In both cases, the receiver
employs the sum-product algorithm for inference [38].
It is notable that if the receiver has some knowledge of
correlations between bit errors and phase errors, this infor-
mation can be incorporated into the decoding algorithm with
an increase in decoding complexity by carefully implementing
a quantum analogue of belief propagation [41], [42]. In fact,
significant improvements in error correction performance have
been reported in a very optimistic situation where the receiver
has perfect knowledge of a channel with a very strong corre-
lation due to depolarizing noise [43]–[45]. Compared to this
ideal assumption, our setting assumes a smaller amount of
exploitable information about the channel. This allows us to
give a conservative estimate on error correction performance
as a likely lower bound for various situations and avoid the
risk of relying on unrealistically accurate knowledge of how
quantum errors manifest on actual hardware. For a discussion
on how the decoder may be able to gain channel knowledge
in practice for error correction purposes, the interested reader
is referred to [46].
We divide the remainder of this section into three subsec-
tions. Section III-A provides the definitions of combinatorial
designs we take advantage of for designing codes throughout
this paper. In Section III-B we study parity-check matrices
suitable for use as quantum LDPC codes assisted by less
noisy auxiliary qubits. Desirable parity-check matrices for
entanglement-assisted quantum LDPC codes are investigated
in Section III-C.
A. Combinatorial Designs
Let K be a subset of positive integers. A pairwise balanced
design of order v and index 1 with block sizes from K, denoted
by PBD(v, K , 1), is an ordered pair (V ,B), where V is a
nonempty finite set of v elements, called points, and B is a
set of subsets of V, called blocks, that satisfies the following
two conditions:
(i) each unordered pair of distinct elements of V appears
in exactly one block of B,
(ii) for every B ∈ B the cardinality |B| ∈ K .
When K is a singleton {μ}, the PBD is a Steiner 2-design
of order v and block size μ, and is denoted by S(2, μ, v).
A simple counting argument shows that the number of blocks
in an S(2, μ, v) is exactly v(v−1)μ(μ−1) . A PBD of order v is trivial
if it has no blocks or consists of only one block of size v. The
trivial PBD with no blocks necessarily has only one point.
Define α(K ) = gcd{μ − 1 | μ ∈ K } and
β(K ) = gcd{μ(μ−1) | μ ∈ K }. Necessary conditions for the
existence of a PBD(v, K , 1) are v − 1 ≡ 0 (mod α(K )) and
v(v − 1) ≡ 0 (mod β(K )) [47]. These conditions are known
to be asymptotically sufficient.
Theorem 4 (Wilson [48]): There exists a constant vK such
that for every v > vK satisfying v − 1 ≡ 0 (mod α(K )) and
v(v − 1) ≡ 0 (mod β(K )) there exists a PBD(v, K , 1).
An incidence matrix of a PBD (V ,B) with |V | = v and
|B| = b is a binary v×b matrix H = (hi, j ) with rows indexed
by points, columns indexed by blocks, and hi, j = 1 if the
i th point is contained in the j th block, and hi, j = 0 otherwise.
It is known that incidence matrices of PBDs of index 1
are generally good candidates of parity-check matrices
of LDPC codes for high speed information transmission
because of their good error tolerance at relatively short
lengths [49]–[52]. Our goal in the following two subsections
is to identify and give explicit constructions for particularly
promising classes of PBDs whose incidence matrices may
be used as parity-check matrices for assisted quantum error
correction.
B. Parity-Check Matrices for Phase Error Qubit Assistance
The explicit restriction on the structure of a parity-check
matrix H of a linear [n, k, d] code in Theorem 2 is that it
must be in standard form
H = [ I A ]
for some (n − k) × k matrix A over F2, where I is the
(n − k) × (n − k) identity matrix. As we will see later in this
subsection, incidence matrices of PBDs of index 1 may be seen
as parity-check matrices that give the largest possible informa-
tion rates among all possible H avoiding certain undesirable
structures for the standard sum-product algorithm. Because
our goal is to construct promising parity-check matrices of
LDPC codes of extremely high rate, here we would like H as
a whole to form an incidence matrix of a PBD of index 1. The
following proposition allows us to only consider the part A in
this regard.
Proposition 1: Let H = [ I A ] be a parity-check matrix
of a linear code of length n, dimension k, and minimum
distance larger than 2 in standard form. H is an incidence
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matrix of a PBD of index 1 if and only if the (n − k) × k
matrix A is an incidence matrix of a PBD of index 1 containing
no block of size 1.
Proof: Assume that H is a parity-check matrix in standard
form that forms an incidence matrix of a PBD of index 1.
Because the condition on the minimum distance dictates that
no pair of columns be identical, the PBD contains exactly
n − k blocks of size 1, which correspond to the n − k columns
of weight 1 in H . Because these blocks do not contribute to
the number of each pair of points appearing in blocks, deleting
the corresponding (n − k) × (n − k) identity matrix I leaves
(n − k) × k matrix A, where every pair of rows have exactly
one column in which both rows have 1. Indexing rows by
points and columns by blocks, A forms an incidence matrix
of a PBD of index 1. Because every column of weight 1 is
deleted from H , this PBD does not have a singleton as a block.
Conversely, because a block of size 1 does not have a pair of
points, combining the (n−k)×(n−k) identity matrix I and an
incidence matrix A of a PBD(n − k, K , 1) with 1 ∈ K gives an
incidence matrix H = [ I A ] of a PBD of index 1.
In view of the above proposition, we would like to find
incidence matrices A of PBDs without blocks of size 1 that
do not contain or produce harmful structures when combined
with the identity matrices to obtain valid parity-check matrices
H = [I A ] for Theorem 2. While it is generally a very diffi-
cult open problem to exactly determine relative harmfulness of
each substructure of a parity-check matrix for the sum-product
algorithm over a binary symmetric channel, there are known
structures that have theoretically or empirically been shown
to be undesirable (see [53] and references therein). We first
consider a few of the more harmful structures.
The Tanner graph of an m ×n parity-check matrix H is the
bipartite graph consisting of n bit vertices indexed by bits of
the corresponding code and m parity-check vertices indexed
by parity-check equations defined by H , where an edge joins
a bit vertex to a parity-check vertex if the bit is involved
in the corresponding parity-check equation. An l-cycle
in a graph is a sequence of l + 1 connected vertices which
starts and ends at the same vertex in the graph and contains
no other vertices more than once. Clearly, a 4-cycle in a
Tanner graph is equivalent to a 2 × 2 all-one submatrix in
a parity-check matrix. A 6-cycle is a 3×3 submatrix in which
each row and column has exactly two ones. The girth of a
parity-check matrix is the length of a shortest cycle in the
corresponding Tanner graph. Since a Tanner graph is bipartite,
its girth is always even. When it is clear from context which
parity-check matrix is considered, we may speak of the “girth
of an LDPC code.” It is known that very short cycles tend
to be harmful when the sum-product algorithm is employed.
In particular, 4-cycles have a very noticeable negative effect
on the error correction performance of the sum-product
algorithm [54]. For this reason, we would like the girth of
a parity-check matrix to be strictly larger than 4.
Because an LDPC code is a linear code equipped with
a particular decoding algorithm, the minimum distance also
plays a role. While the sum-product algorithm is generally less
sensitive to the minimum distance than other simple decoding
methods, this fundamental parameter is especially important
to a code of very high rate because its very large dimension
dictates that the minimum distance be small compared to the
length. The following proposition concerns with the number of
short cycles and minimum distances of parity-check matrices
based on incidence matrices of PBDs together with columns
of weight 1.
Proposition 2: Let A be an (n − k) × k incidence matrix
of a nontrivial PBD(n − k, K , 1) with 1 ∈ K . Then the
binary matrix H = [ I A ] is a parity-check matrix of a linear
[n, k, d] code in standard form whose girth is 6 and minimum
distance d = 1 + min{μ | μ ∈ K }.
Proof: We first prove that the parity-check matrix H is of
girth 6. Because no pair of points appear twice in a PBD of
index 1, there exits no 2 × 2 all-one submatrix in A. Hence,
the girth of A is at least 6. Take an arbitrary column c1 of A.
Write the block B1 which corresponds to c1 as {v1, . . . , v|B1|}.
Because the PBD is nontrivial, every row of A has at least
two ones. Thus, there exists a column c2 which corresponds
to another block B2 = {v1, v|B1|+1, . . . , v|B1|+|B2|−1}, where
vi = v j for any i and j , i = j . Take the column c3
representing the block B3 that contains the pair {v2, v|B1|+1}.
The three columns c1, c2, and c3 induce a 6-cycle, which
implies that the girth of A is exactly 6. Since joining the
identity matrix I does not introduce 4-cycles, the girth of H is
exactly 6.
Next we show that the linear code is of minimum distance
1 + min{μ | μ ∈ K }. It suffices to show that a smallest
set of linearly dependent columns in H is of cardinality
1 + min{μ | μ ∈ K }. Because no pair of points appear twice
in a PBD of index 1, any set of linearly dependent columns
that contains at least one column of A is of cardinality at least
1 + min{μ | μ ∈ K }. All columns in the identity matrix are
linearly independent. Thus, we only need to show that there
exits a set of exactly 1 + min{μ | μ ∈ K } linearly dependent
columns of H. Take an arbitrary column c of A whose weight
is the smallest. The identity matrix I contains the set S of
columns of cardinality min{μ | μ ∈ K } such that S ∪ {c}
forms a set of linearly dependent columns. Because the weight
of c is the smallest among all columns of A, the cardinality
|S ∪ {c}| is 1 + min{μ | μ ∈ K }.
As we stated earlier in this subsection, incidence matrices
of PBDs of index 1 are extreme in terms of information
rates. The following proposition shows that if a column weight
distribution admits a PBD of index 1, it is impossible to obtain
a parity-check matrix of girth 6 or higher without using an
incidence matrix of some PBD of index 1.
Proposition 3: Let H be a parity-check matrix that forms
an incidence matrix of a nontrivial PBD of order n − k and
index 1. Any parity-check matrix of the same size, same
column weight distribution, and same or higher girth as H is
an incidence matrix of a PBD of order n − k and index 1.
Proof: Let H be an (n − k) × n parity-check matrix that
forms an incidence matrix of a nontrivial PBD of index 1.
Define wc = (w0, w1, . . . , wn−1) to be the n-dimensional
vector over nonnegative integers N0 such that the column
ci = (c0, c1, . . . , cn−k) of H = (c0, . . . , cn−1) contains
exactly wi 1’s. Each entry of the vector wc represents the
weight of each column of H. Take a parity-check matrix H ′
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of the same size, same column weight distribution, and
same or higher girth as H . As in the case of H , define
w′c = (w′0, w′1, . . . , w′n−1) to be the n-dimensional vec-
tor such that the column c′i = (c′0, c′1, . . . , c′n−k) of
H ′ = (c′0, . . . , c′n−1) contains exactly w′i 1’s. Assume to the
contrary that H ′ is not an incidence matrix of a PBD of
index 1. We prove that this leads to a contradiction.
As usual, we define
(
a
b
)
to be 0 when 0 < a < b, so that
the binomial coefficient counts the number of ways to choose
b elements from a finite set of positive cardinality a. Recall
that H is an incidence matrix of a PBD of index 1 with n − k
points, which means that each pair of points appears exactly
once in blocks. Hence, adding up the number of pairs in each
block gives
n−1∑
i=0
(
wi
2
)
=
(
n − k
2
)
. (2)
Note that Equation (2) only depends on n, k, and each value
of wi . Because H ′ has the same column weight distribution
as that of H , the vector w′c is obtained by permuting the
coordinates of wc. Hence, we also have
n−1∑
i=0
(
w′i
2
)
=
(
n − k
2
)
. (3)
Now, the left-hand side of Equation (3) can be interpreted as
counting the number of 2 × 1 all-one submatrix in H ′, which
implies that H ′ has exactly
(
n−k
2
)
2 × 1 all-one submatrices.
If no pair of 2 × 1 all-one submatrices arises in the same
pair of rows, by indexing rows and columns by points and
blocks respectively, H ′ forms an incidence matrix of a PBD
of index 1, a contradiction. Thus, there is a 2 × 2 all-one
submatrix in H ′. However, a 2 × 2 all-one submatrix gives
rise to a 4-cycle, contradicting the assumption that H ′ is of
girth 6 or higher. The proof is complete.
One might hope for a higher rate without decreasing the
girth or dimension by changing the number of parity-check
equations. Since increasing the number of rows decreases the
dimension, we need to use fewer rows. However, if we use a
parity-check matrix with a smaller number n − k − x of rows
for some positive x , because
(
n−k−x
2
)
<
(
n−k
2
)
, the resulting
LDPC code necessarily contains a 4-cycle. Note that given
the number of rows, the dimension of a parity-check matrix
in standard form is determined by the number of information
bits. In other words, the longer the linear code is, the higher
the information rate will be. Therefore, if we impose some
restriction on the column weight distribution such as that every
column is of the same weight or that the maximum column
weight is c for some positive constant c, in order for a parity-
check matrix to achieve the highest dimension among those
that satisfy the given condition, the sum of the number of
2 × 1 submatrices in each column as in the left-hand side
of Equation (3) should be as large as possible. An incidence
matrix of a PBD of index 1 is an extremal example in that it
achieves the upper bound
(
n−k
2
)
for parity-check matrices that
do not contain 4-cycles.
An incidence matrix A of a PBD(n − k, K , 1) gives an
LDPC code of minimum distance 1 + min{μ | μ ∈ K }
when combined with the identity matrix. Hence, increasing the
smallest block size improves the minimum distance. However,
because a block of size x contains
(
x
2
)
pairs, a block of
larger size contains more pairs of points. Since avoiding
4-cycles while achieving the highest possible rate is equivalent
to packing as many different pairs of points as possible in
a set of blocks while including no pair of points more than
once, increasing block sizes lowers the achievable information
rate in general. Hence, we consider the case when the column
weights of the matrix A are uniform. This means that K is
a singleton {μ}, that is, the corresponding PBD(n − k, K , 1)
is a Steiner 2-design S(2, μ, n − k). As stated earlier
in Section III-A, an S(2, μ, v) contains exactly v(v−1)μ(μ−1) blocks.
Thus, the corresponding code dimension can be quite large at
a moderate length.
Proposition 4: Let A be an incidence matrix of an
S(2, μ, v) and I a v×v identity matrix. A parity-check matrix
H = [ I A ] defines an LDPC code of length v(v−1)μ(μ−1) + v,
dimension v(v−1)μ(μ−1) , girth 6, and minimum distance μ + 1.
As can be seen from the above proposition, the rates of
LDPC codes defined by incidence matrices of S(2, μ, v)s
become close to 1 very quickly as v tends to infinity.
Theorems 1 and 2 assure that the corresponding quantum
error-correcting codes assisted by less noisy qubits inherit this
characteristic.
Theorem 5: Let A be an incidence matrix of an S(2, μ, v)
and I a v × v identity matrix. There exits a [[ v(v−1)μ(μ−1) + 2v,
v(v−1)
μ(μ−1) ]] quantum error-correcting code that identifies the
types and locations of quantum errors through the LDPC code
defined by the parity-check matrix H = [ I A ] under the
assumption that a fixed set of 2(n − k) physical qubits may
experience phase errors but no bit errors.
One strategy to improve the error correction performance
under the sum-product algorithm is to decrease the number of
structures that are responsible for dominating errors. While
joining the identity matrix and the incidence matrix A of
a Steiner 2-design of block size μ always results in an
LDPC code of minimum distance μ + 1, it is desirable for
the linear code defined by A alone to have a larger minimum
distance because it eliminates dominating sources of errors to
an extent.
It is trivial that the minimum distance of a linear code whose
parity-check matrix forms an incidence matrix of an S(2, μ, v)
is at least μ+1. To investigate the minimum distances of linear
codes based on Steiner 2-designs further, we define some
combinatorial design theoretic notions. A configuration C in an
S(2, μ, k), (V ,B), is a subset C ⊆ B of the block set. The set
of points appearing in at least one block of a configuration C is
denoted by V (C). Two configurations C and C ′ are isomorphic
if there exists a bijection φ : V (C) → V (C ′) such that for each
block B ∈ C, the image φ(B) is a block in C ′. When |C| = i ,
a configuration C is called an i -configuration. A configuration
C is even if for every point a appearing in C the number
|{B | a ∈ B ∈ C}| of blocks containing a is even.
The notion of minimum distance can be described in the lan-
guage of combinatorial designs. An S(2, μ, v) is r-even-free
if for every integer i satisfying 1 ≤ i ≤ r it contains no
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even i -configurations. Because the minimum distance of a
linear code is the size of a smallest linearly dependent set
of columns in its parity-check matrix, the minimum distance
of a linear code based on an incidence matrix A of a Steiner
2-design is determined by its even-freeness.
Proposition 5: The minimum distance of a linear code
whose parity-check matrix forms an incidence matrix of a
Steiner 2-design is d if and only if the corresponding Steiner
2-design is (d − 1)-even-free but not d-even-free.
By definition every r -even-free S(2, μ, v), r ≥ 2, is also
(r − 1)-even-free. If μ is odd, a simple double counting
argument shows that an r -even-free S(2, μ, v) with r even is
also (r + 1)-even-free. Because a Steiner 2-design is a linear
space in the sense of incidence geometry, every S(2, μ, v) is
trivially μ-even-free.
A nontrivial S(2, μ, v) may or may not be (μ+1)-even-free.
For each μ ≥ 2, an even (μ+ 1)-configuration that may arise
in S(2, μ, v)s is unique up to isomorphism; they are the dual of
the complete graph on μ+1 vertices. For instance, for the case
when μ = 3, up to isomorphism, there exists only one possible
even 4-configuration, called the Pasch configuration. It can be
written by six points and four blocks:
{{a, b, c}, {a, d, e}, { f, b, d}, { f , c, e}}.
The unique possible even (μ + 1)-configurations for μ ≥ 4
are sometimes called the generalized Pasch configurations in
the coding theory literature (see [49], [55]). Since they are the
smallest and unique, an S(2, μ, v) is (μ + 1)-even-free if and
only if it contains no Pasch configurations for μ = 3 and no
generalized Pasch configurations for μ ≥ 4.
A fairly tight bound on the maximum even-freeness of an
S(2, 3, v) is available.
Theorem 6 [56]: There exists no nontrivial 8-even-free
S(2, 3, v).
Hence, by Proposition 5, Theorem 6, and the fact that every
S(2, 3, v) is 3-even-free, we obtain bounds on the minimum
distance.
Theorem 7: The minimum distance d of a linear code
whose parity-check matrix forms an incidence matrix of a
nontrivial S(2, 3, v) satisfies the inequalities 4 ≤ d ≤ 8.
The problem of avoiding Pasch configurations has long
been investigated in various contexts in discrete mathematics.
The fundamental question that asks which order v admits
an S(2, 3, v) avoiding Pasch configurations was settled
in 2000 [57]. Note that such S(2, 3, v)s are 4-even-free and
hence are automatically 5-even-free due to their block size
being odd number 3.
Theorem 8 [57]: There exists a 5-even-free S(2, 3, v) if
and only if v ≡ 1, 3 (mod 6) except v = 7, 13.
While attaining (μ+1)-even-freeness in the right portion A
of our parity-check matrix H = [ I A ] is good enough to
achieve the goal of reducing the number of codewords of the
smallest weight, if one wishes even higher even-freeness, it is
required to construct an S(2, 3, v) that simultaneously avoids
Pasch and two more even configurations, namely the grids
{{a, b, c}, {d, e, f }, {g, h, i}, {a, d, g}, {b, e, h}, {c, f, i}}
and double triangles
{{a, b, c}, {a, d, e}, {b, f, g}, {c, h, e}, {d, g, i}, { f , h, i}}.
Unfortunately, while there exist infinitely many S(2, 3, v)s
avoiding both Pasch and double triangle configurations [58],
no nontrivial examples avoiding grids, let alone 6-even-free
S(2, 3, v)s, are known at the time of writing [59]. If a
nontrivial S(2, 3, v) that simultaneously avoids the three even
configurations exists, it is automatically 7-even-free and hence
attains the upper bound given in Theorem 7 on the minimum
distance of the corresponding linear code.
It is tempting to prove similar theorems on the even-
freeness of S(2, μ, v)s for all μ ≥ 4. Unfortunately, while it
appears that in principle some of the analogous mathematical
arguments likely work [60], it seems very difficult to obtain
equally tight bounds and/or complete existence results for
relatively high even-freeness for general block size μ.
In fact, no nontrivial upper bounds seem to be known on the
even-freeness of S(2, μ, v)s with large μ or, equivalently,
on the minimum distances of the corresponding LDPC codes
in general. To the best of the authors’ knowledge, the only
useful and fairly general bound is the one for S(2, μ, v)s
with special automorphisms.
Theorem 9 [61]: If an abelian group acts transitively
on the points of a nontrivial r -even-free S(2, μ, v) with
v > μ(μ − 1) + 1, then r ≤ 2μ − 1.
The usefulness of the above bound lies in the fact that the
kind of S(2, μ, v) that is easy to analyze and likely has higher
even-freeness than the trivial lower bound suggests tends
to possess the algebraic property considered in Theorem 9.
In fact, all known nontrivial S(2, μ, v)s with the highest even-
freeness for μ ≥ 4 admit such abelian group actions and
achieve the upper bound given in Theorem 9.
The affine geometry AG(m, q) of dimension m over Fq
is defined as a finite geometry in which the points are the
vectors in Fmq and the i -dimensional affine subspaces are
the i -dimensional vector subspaces of Fmq and their cosets. The
points and 1-dimensional affine subspaces of AG(m, q) form
the points and blocks of an S(2, q, qm) [47]. Affine geometries
provide an explicit construction for nontrivial S(2, μ, v)s with
the highest known even-freeness.
Theorem 10 [62]: For any odd prime power q and positive
integer m ≥ 2 the points and 1-dimensional affine subspaces
of AG(m, q) form a (2q − 1)-even-free S(2, q, qm) which is
not 2q-even-free.
Affine geometries are not the only known nontrivial
S(2, μ, v)s that attain the upper bound given in Theorem 9.
The projective geometry PG(m, q) of dimension m over Fq is a
finite geometry whose points and i -dimensional subspaces are
the 1-dimensional vector subspaces and the (i+1)-dimensional
vector subspaces of Fm+1q respectively. The points and
1-dimensional subspaces of PG(m, q) form the points and
blocks of an S(2, q + 1, qm+1−1q−1 ).
Theorem 11 [29]: For any odd prime power q and positive
integer m ≥ 3 the points and 1-dimensional subspaces of
PG(m, q) form a (2q +1)-even-free S(2, q +1, qm+1−1q−1 ) which
is not (2q + 2)-even-free.
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Note that because the rank of an incidence matrix of the
S(2, μ, v) from PG(m, q) with q odd is v − 1 [63], the
S(2, q +1, q2+q +1) forming PG(2, q) with q odd vacuously
achieves the highest possible even-freeness q2 + q .
Recently, the first author gave a combinatorial construction
for (μ + 1)-even-free S(2, μ, v)s [61]. The construction tech-
nique recursively combines a (μ+1)-even-free S(2, μ, v) and
another (μ+1)-even-free S(2, μ,w) with a particular algebraic
property by using a specially designed combinatorial matrix
in order to generate a larger (μ + 1)-even-free S(2, μ, vw).
For the details of the construction, we refer the reader to
the original article [61]. As far as the authors are aware, no
constructions for S(2, μ, v)s with even-freeness higher than
or equal to μ + 1 are known except the finite geometric and
recursive ones.
From the viewpoint of quantum error correction assisted by
less noisy qubits, the highly even-free S(2, μ, v)s based on
projective and affine geometries have an additional appealing
property. As described in Section II-A, our auxiliary qubits
are assumed to be engineered more reliably than the rest so
that only phase errors may occur. Hence, it would not be too
unnatural to assume that those phase errors that may still occur
on these qubits manifest less frequently than bit errors and
phase errors on the other qubits. By Equation (1) of Lemma 1,
in the language of linear codes, this slightly more optimistic
assumption translates into the premise that the probability that
an error occurs on a fixed check bit, which corresponds to a
column of the (n−k)×(n−k) identity matrix I in H = [I A ],
is smaller than that on a fixed information bit corresponding to
a column of A. The following theorem shows that highly even-
free S(2, μ, v)s from finite geometries can take advantage of
this nonuniformity.
Theorem 12 [62], [64]: Let q be an odd prime power and
m ≥ 2 an integer greater than or equal to 2. Define (V ,B) to
be the (2q−1)-even-free S(2, q, qm) formed by the points and
1-dimensional affine subspaces of AG(m, q). For any
nonempty configuration C ⊂ B whose size is in the range
1 < |C| ≤ 2q − 1, it holds that
|C| + odd(C) ≥ 2q,
where odd(C) is the number of points v ∈ V contained in an
exactly odd number of blocks in C.
Theorem 13 [64]: Let q be an odd prime power and m ≥ 2
an integer greater than or equal to 3. Define (V ,B) to be the
(2q + 1)-even-free S(2, q + 1, qm+1−1q−1 ) formed by the points
and 1-dimensional subspaces of PG(m, q). For any nonempty
configuration C ⊂ B whose size satisfies 1 < |C| ≤ 2q + 1,
it holds that
|C| + odd(C) ≥ 2q + 2.
The same inequality |C| + odd(C) ≥ 2q + 2 as in
Theorem 13 holds also for the S(2, q + 1, q2 + q + 1) from
PG(2, q) with q odd [64]. The point of the above theorems
is that a linear code of minimum distance μ + 1 defined by
a parity-check matrix H = [ I A ] with A being an incidence
matrix of a finite geometric S(2, μ, v) would perform better if
check bits suffer from errors much less likely than information
bits. This is because, in a sense, it is effectively of minimum
distance 2μ except that there is only one type of small weight
codeword, which is the one that consists of one information
bit and the corresponding μ check bits. An error of this
kind involving check bits would be unlikely to occur if the
additional assumption that the more reliable qubits have a
sufficiently smaller error probability is valid.
It is notable that this effect of almost doubled minimum
distances would be favorable across many different decoding
methods and algorithms. In the case of iterative decoding,
a nonempty set of bit vertices in a Tanner graph that are
not correct after l iterations for all l ≥ lc for some absolute
constant lc is called a trapping set [53]. To improve the error
floor and slope of the block error rate curve, it is desirable for
a parity-check matrix to avoid small trapping sets [65]. While
the set of small trapping sets generally varies from algorithm
to algorithm and notoriously difficult to identify, codewords of
very small weight are surely among them. We will demonstrate
the performance of S(2, μ, v)s based on finite geometries
in the context of quantum error correction assisted by more
reliable auxiliary qubits in Section IV through simulations.
C. Parity-Check Matrices for Noiseless Qubit Assistance
We now turn our attention to parity-check matrices suitable
to entanglement-assisted quantum LDPC codes. In order to
put our results in context and show how the two types of
assisted quantum error correction are related, we quote the
most relevant results that can be found in [29], [32], and [34]
and also present some useful results that are known in
combinatorics but are apparently not found in the quantum
coding theory literature. We then give a new method for
finding promising high-rate entanglement-assisted quantum
LDPC codes at the end of this section.
For entanglement assistance, our parity-check matrices do
not need to be in standard form, which was mandatory in
the case of quantum error correction assisted by qubits with
possible phase errors but no bit errors. The unique requirement
in the case of entanglement assistance is that, as mentioned
earlier in Section II-B, the 2-rank rank(H H T ) of the product
of our parity-check matrix H and its transpose must be kept
small. Thus, in view of Theorem 3 and the discussions given
in the previous subsection on error correction performance of
incidence matrices of PBDs and their extremely high rates,
our interest is in those PBDs that have high even-freeness and
very small 2-ranks rank(H H T ).
To keep our discussion succinct and directly take advantage
of most of the material given in the previous subsections,
we focus mostly on a class of LDPC codes in which the
column weights and the row weights of parity-check matrices
are both uniform, that is, regular LDPC codes. It is straight-
forward to see that an incidence matrix of an S(2, μ, v) is
of constant column weight μ and constant row weight v−1μ−1 ,
providing a parity-check matrix of a regular LDPC code.
Since an S(2, μ, v) contains exactly v(v−1)μ(μ−1) blocks, by
Theorem 3 and Proposition 5, the parameters of the
corresponding entanglement-assisted quantum LDPC code are
as follows.
Theorem 14 [29]: An incidence matrix H of an r -even-
free S(2, μ, v) that is not (r + 1)-even-free gives an
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entanglement-assisted quantum LDPC code of length v(v−1)μ(μ−1)
and dimension v(v−1)μ(μ−1) −2 rank(H )+rank(H H T ) that requires
rank(H H T ) ebits for quantum error correction through the
LDPC code of the same length, dimension v(v−1)μ(μ−1) − rank(H ),
girth 6, and minimum distance r+1 formed by H as its parity-
check matrix.
As shown in Proposition 5, the minimum distance of the
LDPC code from an incidence matrix of an S(2, μ, v) is
dictated by its even-freeness. Hence, the bounds and
constructions for highly even-free Steiner 2-designs given
in Theorems 7, 8, 9, 10 and 11 are fully and directly applicable
here.
Unlike less noisy qubit assistance, however, the dimension
of an entanglement-assisted quantum LDPC code depends not
only on order v and block size μ but also on 2-ranks con-
cerning the parity-check matrix we use for decoding because,
as Theorem 14 states, it is v(v−1)μ(μ−1) − 2 rank(H )+ rank(H H T )
for a given incidence matrix H of an S(2, μ, v). The known
results on the possible values of 2-ranks of S(2, μ, v)s were
reviewed in the context of entanglement-assisted quantum
LDPC codes in [29] and [34]. For convenience, we summarize
useful known results here.
The following are the explicit formulas of the 2-ranks of
highly even-free projective geometric S(2, μ, v)s discussed
in Section III-B.
Theorem 15 [66]: Let H be an incidence matrix of an
S(2, μ, v) that forms the points and 1-dimensional subspaces
of PG(m, q) with q even. Define t = log2 q . The 2-rank
rank(H ) = ϕe(m, q) of the incidence matrix H is given by
ϕe(m, q)
=
∑
(s0,s1,...,st )
t−1∏
j=0
L(s j+1,s j )∑
i=0
li
(
m + 1
i
)(
m + 2s j+1 − s j − 2i
m
)
where l = −1, the sum is taken over all ordered sets
(s0, s1, . . . , st ) with s0 = st , s j ∈ N0 such that 0 ≤ s j ≤ m−1
and 0 ≤ 2s j+1 − s j ≤ m + 1 for each j = 0, . . . , t − 1, and
L(s j+1, s j ) =
⌊
2s j+1 − s j
2
⌋
.
Theorem 16 [63]: Let H be an incidence matrix of an
S(2, μ, v) that forms the points and 1-dimensional subspaces
of PG(m, q) with q odd. Then
rank(H ) = v − 1 = q
m+1 − q
q − 1 .
The 2-rank for the case of a highly even-free Steiner
2-design forming the points and 1-dimensional affine
subspaces of AG(m, q) with q even can be expressed by
ϕe(m, q), that is, the 2-rank of an incidence matrix of an
S(2, μ, v) based on PG(m, q) with q even.
Theorem 17 [67]: Let H be an incidence matrix of an
S(2, μ, v) that forms the points and 1-dimensional affine
subspaces of AG(m, q) with q even. Then the 2-rank of H is
given by
rank(H ) = ϕe(m, q) − ϕe(m − 1, q).
If q is odd, the 2-rank for the case of AG(m, q) is full.
Theorem 18 [68]: Let H be an incidence matrix of an
S(2, μ, v) formed by the points and 1-dimensional affine
subspaces of AG(m, q) with q odd. Then
rank(H ) = v = qm .
If one wishes to employ an S(2, μ, v) that is not the points
and 1-dimensional subspaces of PG(m, q) or the points and
1-dimensional affine subspaces of AG(m, q), it is necessary
to know the 2-rank of its incidence matrix to compute the
dimension through Theorem 14. The following are two results
on the 2-ranks of S(2, μ, v)s applicable to half of all general
cases.
Theorem 19 [67]: If μ(v−μ)μ−1 is odd, then any incidence
matrix H of an S(2, μ, v) is of full rank, that is, rank(H ) = v.
Theorem 20 [67]: If μ is even and v−μμ−1 is odd, then for
any incidence matrix H of an S(2, μ, v), rank(H ) = v − 1.
When v−μμ−1 is even, the 2-ranks of incidence matrices of
S(2, μ, v)s may take various values even if v and μ are
fixed. In fact, they may vary if Steiner 2-designs are not
mutually isomorphic. Hence, if v−μμ−1 is even, finer structural
information than the order and block size is needed to calculate
the dimension. The most general bounds on the 2-rank of an
S(2, μ, v) read as follows.
Theorem 21 [69]: The 2-rank rank(H ) of an incidence
matrix H of an S(2, μ, v) satisfies inequalities
⌈
1
2
+
√
1
4
+ (v − 1)(v − μ)
μ
⌉
≤ rank(H ) ≤ v.
The following is a very strong theorem for the case when
the block size μ is 3.
Theorem 22 [70]: For any v ≡ 3, 7 (mod 12), where
v = 2t u − 1 and u is odd, and any integer i with 1 ≤ i < t ,
there exists an S(2, 3, v) whose incidence matrix H satisfies
the condition that rank(H ) = v − t + i .
It is notable that the theorem above covers all orders v
to which Theorem 19 is not applicable. It is also worth
noting that the machinery behind the proof of Theorem 22 can
construct any S(2, 3, v) whose incidence matrix H satisfies the
condition that rank(H ) ≤ v − 1. While the theorem does not
treat the case rank(H ) = v, the vast majority of S(2, 3, v)s
are actually of full rank. The following theorem provides a
simple way to find such Steiner 2-designs.
Theorem 23 [71]: Let H be an incidence matrix of
an S(2, 3, v) with a transitive automorphism group. Then
rank(H ) = v except when the S(2, 3, v) is the points and
1-dimensional subspaces of PG(m, 2).
For instance, it is known that for all v ≡ 1, 3 (mod 6)
except for 9 there exists an S(2, 3, v) in which the cyclic
group of order v acts regularly on the points [72]. Such an
S(2, 3, v) is called cyclic. By Theorems 23, a cyclic S(2, 3, v)
always gives an incidence matrix of full rank except when
it is the points and 1-dimensional subspaces of a projec-
tive geometry over the binary field F2. The 2-rank of an
incidence matrix of an S(2, 3, v) from PG(m, 2) is known
as well.
Theorem 24 [71]: Let H be an incidence matrix of an
S(2, 3, 2m+1 − 1). Then rank(H ) ≥ 2m+1 − m − 2 with
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equality if and only if the S(2, 3, 2m+1 − 1) is the points and
1-dimensional subspaces of PG(m, 2).
To compute the dimensions of our entanglement-assisted
quantum LDPC codes constructed through Theorem 14
with Steiner 2-designs, we also need to know the 2-rank
rank(H H T ) for a given incidence matrix H of an S(2, μ, v).
An important fact to note is that this number rank(H H T ) is
also exactly the number of perfectly noiseless qubits we need
to provide. The case when rank(H H T ) = 0 reduces to the
case of standard stabilizer codes, where 4-cycles inevitably
appear in the Tanner graph of H . Since it is our aim to
minimize the number of required ebits, our primary focus is
on those highly even-free S(2, μ, v)s and similar promising
combinatorial designs whose incidence matrices H satisfy the
condition that rank(H H T ) = 1. It should be noted that this
does not mean that we should dismiss entanglement-assisted
quantum error-correcting codes requiring more than one ebit.
If the required number of ebits is reasonably small or if
theoretically interesting phenomena can be found, it is equality
of interest to investigate the case when rank(H H T ) > 1.
In this paper, however, we limit ourselves to the single
ebit assistance, where combinatorial tools can be exploited
effectively.
Recall that an S(2, μ, v) is a special PBD(v, K , 1)
with K = {μ}. The replication number rx of a point x ∈ V
of a PBD (V ,B) is the number of occurrences of x in the
blocks of B. A PBD is odd-replicate if for every x ∈ V
the replication number rx is odd. If the replication number
is even for every point, it is even-replicate. If rx = ry for
any two points x and y, we say that the PBD is equireplicate
(or regular) and has replication number rx . Every S(2, μ, v)
is equireplicate and has replication number v−1μ−1 . Note that
while incidence matrices of regular PBDs result in parity-
check matrices of right-regular LDPC codes in the language
of coding theory, their column weights are not necessarily
uniform, which means that they may not be left-regular.
To avoid any confusion, we use the term equireplicate instead
of regular when referring to combinatorial designs.
The following is our basic tool to identify combinatorial
designs that require as few ebits as possible.
Theorem 25 [34]: Let H be a matrix over F2 in which
every row and column is of weight greater than 1.
rank(H H T ) = 1 if and only if H is an incidence matrix of
an odd-replicate PBD(v, K , 1) in which every point appears
more than one block and no block is of size 1.
Assuming that we exclude trifling examples such as
LDPC codes of minimum distance 1 or 2, the above theorem
essentially says that the number of required ebits is minimized
if and only if we use an odd replicate PBDs of index 1.
If we limit ourselves to S(2, μ, v)s, this means that incidence
matrices H of those with v−1μ−1 odd meet the condition that
rank(H H T ) = 1.
While a significant portion of S(2, μ, v)s including many
highly even-free ones given in Section III-B are indeed odd-
replicate, not all Steiner 2-designs are. If one wishes to
employ even-replicate S(2, μ, v)s as well while not requiring
many ebits, a naive and straightforward way would be to
join the identity matrix I to an incidence matrix H to form
H ′ = [ I H ] as we did for quantum error-correcting codes
assisted by less noisy qubits. If we reindex the rows and
columns of the extended matrix H ′ by blocks and points,
because the blocks of size 1 corresponding to the columns of I
contain no pair of points, H ′ forms an incidence matrix of an
odd-replicate PBD(v, K , 1). It is easy to verify that the number
rank(H ′H ′T ) of required ebits becomes 1. The problem of
this approach is that the minimum distance of the resulting
LDPC code is always μ+1 regardless of the even-freeness of
the S(2, μ, v) defined by H. Fortunately, because parity-check
matrices do not need to be in standard form in entanglement-
assistance, there is a simple way around this problem so that
one may exploit the promising structure of an incidence matrix
of an S(2, μ, v) even if it is even-replicate.
Theorem 26: Let H be an incidence matrix of an even-
replicate S(2, μ, v) and μ ≥ 2. Take the v × v identity
matrix I , the v-dimensional all-one vector J1,v = (1, . . . , 1),
and the v(v−1)μ(μ−1) -dimensional all-zero vector 01, v(v−1)μ(μ−1) . Define a
(v + 1) ×
(
v(v−1)
μ(μ−1) + v
)
matrix H ′ as
H ′ =
[
I H
J1,v 01, v(v−1)μ(μ−1)
]
=
[
I H
1 …1 0 …0
]
.
H ′ is an incidence matrix of a PBD(v + 1, K , 1) such that
rank(H ′H ′T ) = 1. In particular, if the original S(2, μ, v),
(V ,B), is r -even-free and satisfies the property that for any
nonempty configuration C ⊆ B with |C| ≤ r and odd(C) even
|C| + odd(C) ≥ r + 1, (4)
where odd(C) is the number of points v ∈ V such that v is
contained in an exactly odd number of blocks in C, then the
PBD(v + 1, K , 1) is r -even-free.
Proof: Take an element ∞ ∈ V and define a finite set
V ′ = V ∪ {∞} of size |V ′| = v + 1. Index the rows of H ′
by the elements of V ′ such that the additional element ∞
is associated with the row (J1,v , 01, v(v−1)μ(μ−1) ) and such that the
other v rows are associated the same way as in the incidence
matrix H . For every unordered pair {∞, v} with v ∈ V,
there exists an unique column of H ′ in which the rows
corresponding to ∞ and v both contain 1. Because H is an
incidence matrix of a Steiner 2-design, for every unordered
pair {v,w} such that v,w ∈ V there exists exactly one
column in which the rows indexed by v and w simultaneously
contain 1. Hence, the extended matrix H ′ is an incidence
matrix of a PBD(v + 1, K , 1) with V ′ as its point set,
where the block set B′ consists of v blocks of size 2 and
v(v−1)
μ(μ−1) blocks of size μ. It suffices to show that the resulting
PBD does not contain any even configurations of size r or
smaller if the original S(2, μ, v) is r -even-free and if every
nonempty configuration C ⊆ B of size r or smaller such that
odd(C) is even satisfies the inequality |C| + odd(C) ≥ r + 1.
Suppose to the contrary that the PBD (V ′,B′) contains an
even configuration D of size smaller than or equal to r .
Define DH = {B ∈ D | B ∈ B} to be the set of blocks
in D that are also contained in B. If odd(DH ) is odd, the
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number of blocks in D that contain ∞ is odd, contradicting
the assumption that D is an even configuration. If odd(DH )
is even, by assumption, |DH | + odd(DH ) ≥ r + 1. However,
because odd(DH ) = |D \DH |, we have
|DH | + odd(DH ) = |DH | + |D \DH |
= |D|
≤ r,
a contradiction. The proof is complete.
Note that the resulting parity-check matrix in the above
theorem is larger and has more nonzero entries than the
original. This may slightly increase the decoding complexity,
although the density will still be in the decodable range unless
the original parity-check matrix is already barely decodable by
an iterative decoding algorithm.
Now we illustrate how to apply various theorems presented
here and demonstrate how to effectively take advantage of the
theorem above through an example case. We first construct
through results given in this paper a known class of good
entanglement-assisted quantum LDPC codes which originally
appeared in [29]. Then we show how Theorem 26 extends the
class.
By Theorem 10, the points and 1-dimensional affine
subspaces of AG(m, q) with q odd form the points and blocks
of a (2q − 1)-even-free S(2, q, qm), which achieves the upper
bound on the even-freeness given in Theorem 9. Because the
replication number of an S(2, q, qm) is
qm − 1
q − 1 =
m−1∑
i=0
qi,
it is odd-replicate if m is odd, ensuring that the number
of required ebits is 1 by Theorem 25. Hence, considering
also its girth and extremely high rate as an S(2, μ, v),
which was discussed in Section III-B, it would not be
too optimistic to expect that an incidence matrix of the
S(2, q, qm) would work well as a parity-check matrix for
an entanglement-assisted quantum LDPC code. Applying the
rank formula given in Theorem 18 to Theorem 14, the
corresponding entanglement-assisted quantum LDPC code is
of length qm−1 q
m−1
q−1 and dimension q
m−1 qm−1
q−1 −2qm , namely
a [[qm−1 qm−1q−1 , qm−1 q
m−1
q−1 − 2qm]] quantum error-correcting
code that allows for quantum error correction through the
LDPC code of length qm−1 q
m−1
q−1 , dimension q
m−1 qm−1
q−1 − qm,
girth 6, and minimum distance 2q defined by an incidence
matrix of the S(2, q, qm).
The above class of codes based on AG(m, q) is indeed
known to perform in simulations quite similarly to finite
geometry LDPC codes proposed in [32] (see [73]). As we
have just seen, however, if a large number of ebits are
prohibited, this straightforward method only admits AG(m, q)
with m odd when q is also odd. Theorem 26 provides a
means to exploit the even-replicate S(2, q, qm) based on
AG(m, q) with m even. In fact, Theorem 12 assures that
for any m the (2q − 1)-even-free S(2, q, qm) from AG(m, q)
with q odd satisfies a stronger condition than Inequality (4)
in Theorem 26. Thus, its parity-check matrix H can be
extended to a (qm + 1) × (qm−1 qm−1q−1 + qm) matrix H ′
which forms an incidence matrix of a (2q − 1)-even-free
PBD(qm + 1, K , 1). Because rank(H ′H ′T ) = 1, the
entanglement-assisted quantum LDPC code based on this new
PBD requires only 1 ebit, as opposed to qm − 1 ebits in the
case of the straightforward use of AG(m, q) with m even and
q odd (see [29] for the formula for rank(H H T ) of Steiner 2-
designs). Note that the 2-rank of H ′, which is required to know
to compute the dimension of our code based on the PBD, can
be easily obtained. Indeed, it is simply of full rank, that is,
rank(H ′) = qm + 1. This is because the first qm rows [ I H ]
are linearly independent due to the identity matrix I and also
because no linear combination of these rows coincides with
the bottom row [
J1,qm 01, qm−1(qm−1)q−1
]
due to the fact that q is odd. In fact, all of the first qm rows
must be added together to obtain J1,qm on the left-hand side
while adding up all of them results in the all-one vector
on the right-hand side instead of the required zero vector.
The fundamental parameters of the new entanglement-assisted
quantum LDPC code can be summarized as follows.
Corollary 1: For any even integer m ≥ 2 and odd prime
power q there exists an entanglement-assisted quantum
error-correcting code of length qm−1 q
m−1
q−1 +qm and dimension
qm−1 q
m−1
q−1 − qm − 1 that requires exactly 1 ebit and can
be decoded by the LDPC code of length qm−1 q
m−1
q−1 + qm ,
dimension qm−1 q
m−1
q−1 − 1, girth 6, and minimum distance 2q .
It is notable that quantum error-correcting codes constructed
through Theorem 26 are generally expected to have higher
dimensions than the original codes used as ingredients because
of the extra columns. In the next section we will demonstrate
through simulations that this type of quantum LDPC code
performs well as expected.
IV. SIMULATION RESULTS
In this section we report simulation results on the
performance of our quantum LDPC codes. As noted earlier
at the beginning of Section III, we try to be conservative
and assume that no exploitable information is available to the
receiver regarding possible correlations between bit errors and
phase errors. Thus, decoding is done separately for bit errors
and phase errors through the sum-product algorithm over two
independent binary symmetric channels, where one channel
introduces the operator X independently on each physical
qubit with probability px and the other causes the operator Z
to act independently on each physical qubit with proba-
bility pz . Error correction succeeds if the decoder correctly
identifies all qubits on which the X operator acted through the
sum-product algorithm over one binary symmetric channel and
also properly locates all qubits suffering from the Z operator
the same way over the other binary symmetric channel.
As in [43], we report the block error rate (BLER) bp of
our LDPC codes over the binary symmetric channel with
crossover probability p. Thus, for instance, if one would like a
conservative estimate on the performance of the corresponding
quantum LDPC codes over the depolarizing channel with
equal error probability p2 for each of the three types of
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Fig. 2. Block error rates of quantum LDPC codes obtained from AG(4, 3).
| RQA and EA refer to assistance by less noisy qubits and ebits respectively.
H-PEG and H-AG stand for hypothetical CSS codes based on classical
LDPC codes generated by the PEG algorithm and affine geometry AG(4, 3)
respectively. The parameters are shown in square brackets in order of
[length, dimension, rate].
quantum error, the estimated BLER over the quantum channel
is 1−(1−bp)2 ≈ 2bp. Over a more general Pauli channel with
a small error probability py for the Pauli operator Y , the same
calculation gives a reasonable estimate on the performance of
our quantum LDPC codes.
We compare our quantum LDPC codes with hypothetical
ones that would be available through the CSS construction
if there were no constraint on the structure of a parity-check
matrix. More specifically, we compete with the ideal situation
where any parity-check matrix H of an LDPC code, whether
it is in standard form or not, can be used to form a quantum
LDPC code regardless of the value of rank(H H T ). Hence,
any parity-check matrix of any linear [n, k, d] code gives rise
to a hypothetical [[n, 2k − n]] quantum error-correcting code.
For parity-check matrices of hypothetical codes, we chose
good incidence matrices of combinatorial designs found in
the coding theory literature and those obtained through the
progressive edge-growth (PEG) algorithm, which is among the
most successful known methods for designing LDPC codes
of relatively short length in the classical domain [74]. Com-
parison against the structured LDPC codes from promising
combinatorial designs makes it easy to see how much the
matrix extension processes in Theorems 5 and 26 affect the
performance in our context while the PEG algorithm provides
good hypothetical codes for general performance comparison
purposes.
Fig. 2 shows the block error rates of our
quantum LDPC codes obtained from AG(4, 3) through
Theorems 5 and 26, the hypothetical CSS code based on
Fig. 3. Block error rates of quantum LDPC codes obtained from AG(4, 3)
at lower crossover probabilities. | RQA and EA refer to assistance by
less noisy qubits and ebits respectively. H-AG stands for the hypothetical
CSS code based on AG(4, 3) that would be available if there were no
structural constraint. The parameters are shown in square brackets in order of
[length, dimension, rate].
AG(4, 3), and another hypothetical one generated by the PEG
algorithm. The parameters of these codes are summarized
in Table I. A close-up of the three based on AG(4, 3) at
a small crossover probability region is given in Fig. 3.
As shown in these figures and the table, our assisted
codes exhibit block error rates comparable to those of the
hypothetical ones while significantly reducing the difficulty
in implementation and slightly improving information rates.
Fig. 4 compares our quantum LDPC code from AG(3, 5)
assisted by less noisy qubits with a hypothetical one con-
structed by the PEG algorithm. These are both [[1025, 775]]
quantum error-correcting codes of rate approximately 0.75.
The former requires 250 of all 1025 qubits to be free from
bit errors. The latter would need, if maximally entangled
pairs were to be used as ebits for quantum error correction,
122 qubits on the sender side which were maximally entangled
to another set of 122 perfectly noiseless qubits on the receiver
side. We also plotted block error rates of our code when
the 250 less noisy auxiliary qubits experience phase errors
less frequently than the rest. This additional assumption can
be reasonable because the auxiliary qubits are supposed to
be engineered more reliably and protected carefully. As an
example, we examined the case when the phase error
probability of each auxiliary qubit is a half of that of each
noisy one.
Different Steiner 2-designs of the same order and same
block size are compared in Fig. 5. Simulation results
of LDPC codes from S(2, 3, 81)s that form Kirkman
triple systems constructed through the Bose construction [72]
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TABLE I
PARAMETERS OF QUANTUM LDPC CODES
Fig. 4. Comparision between quantum LDPC codes from AG(3, 5) assisted
by less noisy qubits and a hypothetical one generated by the PEG algorithm.
| RQA-AG refers to the quantum LDPC code based on AG(3, 5) assisted
by less noisy qubits. H-PEG refers to a hypothetical one that would be
available if the CSS construction did not impose orthogonality on a parity-
check matrix. Also plotted are block error rates for when each less noisy
qubit of RQA-AG experiences a phase error independently with probability
p′ = p2 , where a phase error occurs on each nosy qubit independently with
crossover probability p. The parameters are shown in square brackets in order
of [length, dimension, rate].
and 5-sparse Steiner triple systems given in [76] are presented
along with the results of those from AG(4, 3). The S(2, 3, v)s
from the Bose construction including Kirkman triple systems
were studied for use as LDPC codes over additive white
Gaussian noise channels in [49] and [51]. Incidence matrices
of 5-sparse Steiner triple systems are known to avoid small
configurations harmful to iterative decoding over a binary
erasure channel [58]. While they are not designed specifically
for a binary symmetric channel, LDPC codes that are
good for these major channels typically perform fairly well,
especially if common harmful structures such as short
Fig. 5. Block error rates of quantum LDPC codes from different Steiner
2-designs of the same parameters. | RQA and EA refer to assistance by less
noisy qubits and ebits respectively. H indicates that a hypothetical situation
is assumed where no constraint is imposed on a parity-check matrix by the
CSS construction. Codes from AG(4, 3), a Bose-type Kirkman triple system,
and a 5-sparse Steiner triple system are shown. All combinatorial designs
form S(2, 3, 81)s. The parameters of the corresponding quantum LDPC codes
are shown in square brackets in order of [length, dimension, rate].
cycles are avoided. For an analysis of the effects of
small configurations in S(2, 3, v)s on iterative decoding, the
interested reader is referred to [77]. As expected, our simu-
lation results are, while not identical, overall similar across
different S(2, 3, v)s for each type of quantum LDPC code.
V. CONCLUDING REMARKS
We explored the use of quantum error correction assisted
by reliable qubits in the context of iterative decoding and
demonstrated how one may exploit combinatorics and known
designing methods for structured LDPC codes. The range of
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exploitable classical error-correcting codes for quantum error
correction is extended by taking advantage of the fact that
some kind of quantum noise is easier to suppress on hardware
by physical means. A simple method for creating parity-check
matrices of quantum LDPC codes assisted by only one ebit
is also given. These codes are shown to have error correction
performance comparable to what would be achievable through
the same classical ingredients if the CSS construction did not
impose any constraints on parity-check matrices.
It should be noted, however, that our results do not
imply that the approach presented in this paper removed
all difficulties in designing quantum LDPC codes or that
the combination of the sum-product algorithm and suitable
parity-check matrices is always superior to other coding
methods. Rather, Theorem 2 and the idea behind Theorem 26
should be understood as useful tools to circumvent hurdles
in designing a variety of quantum error-correcting codes.
To illustrate one limitation in employing LDPC codes for
quantum error correction, consider the CSS codes constructed
from dual-containing Bose-Chaudhuri-Hocquenghem (BCH)
codes (see [78] for the definition of dual-containing
BCH codes and their use in quantum error correction).
As mentioned in [43], quantum BCH codes outperform all
known quantum LDPC codes at rates above 0.8 if the code
length is allowed to be several thousand. As far as the authors
are aware, the situation does not change if we include all
known entanglement-assisted quantum LDPC codes that only
require a reasonably small number of ebits. This is partly
because it is already not easy to design classical LDPC codes
of very high rate that surpass the dual-containing BCH codes
in terms of block error rate in the finite length regime even if
there is no structural constraint. Hence, if we let less noisy
qubits assist quantum error correction, it would still be a
challenging task to find a parity-check matrix in standard form
that outperforms a dual-containing BCH code of very high
rate.
High performance BCH codes are particularly appealing
because they also have efficient decoding methods due to their
cyclic property (see [79] for decoding in the quantum case).
Classical codes with the same cyclic property are called
cyclic codes. They are among the most widely used
error-correcting codes in classical information transmission
and computation. Hence, it would be natural to ask if we
can import cyclic codes including BCH codes as we did
LDPC codes.
Fortunately, the answer is yes. It is easy to see that
Theorem 2 we proved in Section II-A is general enough to
import BCH codes and other cyclic codes with their efficient
decoding methods and give quantum error-correcting codes
with higher rates than the straightforward quantum analogues
of cyclic codes through the CSS construction. In fact, as shown
in the proof of the theorem, quantum error correction with less
noisy qubits extracts the information about quantum noise in
the form of a syndrome and exploits it in the same way as
in the standard decoding for a linear [n, k, d] code. Hence,
in principle, any standard technique that infers errors from
syndromes is directly exploitable in the quantum setting as
long as the number 2(n−k) of less noisy auxiliary qubits falls
within the acceptable range. In our case, because the linear
codes in question are of classical information rate k
n
> 0.9,
only a small fraction of qubits need to be free from bit errors.
Thus, these BCH codes and other high-rate cyclic codes are
ideal classical codes for quantum error correction via less
noisy qubits.
The slight improvement in quantum information rate
with this approach comes from the fact that the standard
CSS construction only generates an [n, 2k − n] quantum
error-correcting code as it is a special case of Theorem 3 when
rank(H H T ) = 0. As shown in Theorem 2, assistance from less
noisy qubits results in a [[2n −k, k]] quantum error-correcting
code. Hence, we always have a slight gain
k
2n − k −
2k − n
n
= 2(n − k)
2
n(2n − k)
> 0
in information rate in the quantum domain. It should be noted,
however, that the higher rate comes at the expense of relative
distance because the number of qubits to be protected also
slightly increases.
Finally, we point out two important questions we did not
address in this paper. One question we did not consider is
how many auxiliary qubits should be allowed. In the case of
entanglement assistance, we limited ourselves to the extreme
case where only one ebit is allowed. While it is certainly better
not to use more ebits in terms of feasibility of implementation,
as far as the authors are aware, there is no evidence that using
exactly one ebit is significantly better than the best possible
standard stabilizer codes or entanglement-assisted ones that
require a few ebits in terms of error correction performance in
the finite length regime. In the case of less noisy qubits, we
allowed more auxiliary qubits. Less noisy qubits would be eas-
ier to realize than completely noiseless ones. However, it is not
clear how many would be acceptable and whether it is always
worth it to encode quantum information using Theorem 1. For
instance, assume the extreme case where less noisy qubits are
as easy to realize as those that may suffer both X errors and
Z errors. If this were the case, it would make more sense to
only use less noisy qubits and encode quantum information by
a code optimized for the phase damping channel. While it is
unlikely for such an extreme assumption to become realistic
in the near future, it is both natural and important to consider
the break-even point where other coding schemes start to make
more sense.
The other important aspect of quantum error correction we
did not consider is the possible effects of degeneracy. As is
well-understood in quantum information theory, a nontrivial
operator may happen to stabilize a given quantum state.
In the language of the stabilizer formalism, this is to say that
a pair of operators are indeed indistinguishable from each
other if one is different from the other by an element of
the stabilizer of encoded quantum information. This implies
that, for example, what may look a nontrivial error at first
glance may turn out to have no effect on the encoded quantum
information. Thus, it is of importance to ask whether the tensor
product of Pauli operators that corresponds to a codeword of
small weight in an underlying classical LDPC code in fact
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acts nontrivially on encoded quantum states. If some turn out
to be indistinguishable from the tensor product of the trivial
operator I , the weight of smallest uncorrectable operators of
our quantum LDPC codes may be larger than the minimum
distances of the underlying classical LDPC codes.
More formally, the distance of a quantum error-correcting
code of length n is the smallest weight of an undetectable
nontrivial element of the Pauli group over n qubits [1].
A quantum error-correcting code of distance d is called
degenerate if at least one nontrivial element of weight smaller
than d in the Pauli group acts trivially on the encoded qubits
due to degeneracy, otherwise non-degenerate. For an in-depth
treatment of the mechanism of possible degeneracy in the
context of entanglement assistance, we refer the reader to [75].
In the remainder of our discussion on degeneracy, we assume
that the reader is familiar with the entanglement-assisted
stabilizer formalism as presented in the article.
Regarding degeneracy of our quantum LDPC codes,
we conjecture that all codewords of sufficiently small weights
in the classical LDPC codes we employed indeed correspond
to undetectable errors. Our belief partly comes from the obser-
vation that it would be unlikely for a small weight codeword of
an extremely high-rate LDPC code to be contained in its dual
code, which is necessarily of tiny dimension. While we could
not prove a general statement that would universally apply
to all quantum LDPC codes we considered, the following
theorem confirms our intuition for the case when Theorem 26
is used to improve the minimum distance of the LDPC code
based on an even-replicate Steiner 2-design of block
size 3.
Theorem 27: Let H be an incidence matrix of the even-
replicate S(2, 3, v) such that the linear code that admits H as
its parity-check matrix is of minimum distance d . Take the
v × v identity matrix I , the v-dimensional all-one vector
J1,v = (1, . . . , 1), and the v(v−1)6 -dimensional all-zero vector
01, v(v−1)6 . Define a (v + 1) ×
(
v(v−1)
6 + v
)
matrix H ′ as
H ′ =
[
I H
J1,v 01, v(v−1)6
]
.
The entanglement-assisted quantum error-correcting code C
formed by the quantum parity-check matrix
[
ωH ′
ω¯H ′
]
is of distance at most d . In particular, if the distance of
C achieves the upper bound d as in Theorem 26, it is
non-degenerate except possibly when v = 21, 33, 45.
To prove the above theorem, we use properties of the linear
codes generated by the rows of incidence matrices. Let H be
an incidence matrix of an S(2, k, v). The point code of the
S(2, k, v) is the linear subspace over F2 spanned by the rows
of H . From the viewpoint of coding theory, it is simply the
dual code of the classical LDPC code whose parity-check
matrix is H .
Theorem 28 [80]: The point code of an S(2, 3, v) contains
a codeword of weight w = v−12 −  for  > 0 as a linear
combination of s rows for positive s if and only if one of the
following holds.
1) s = v + 1
2
, w ≡ 0 (mod 4), and
w ≥
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 if
v − 1
2
≡ 1, 3 (mod 6),
v − 1
3
if
v − 1
2
≡ 0 (mod 6),
v
3
+ 1 if v − 1
2
≡ 4 (mod 6).
2) s = v + 3
2
,
v − 1
2
≡ 0, 4 (mod 6), w ≡ s (mod 4),
and
w ≥
⎧
⎪⎨
⎪⎩
v + 3
6
if
v − 1
2
≡ 4 (mod 6),
v + 35
6
if
v − 1
2
≡ 0 (mod 6).
3) s = v + 5
2
,
v − 1
2
≡ 1, 3 (mod 6), w ≡ 0 (mod 4),
and
w ≥
⎧
⎪⎨
⎪⎩
v + 5
3
if
v − 1
2
≡ 3 (mod 6),
v + 21
3
if
v − 1
2
≡ 1 (mod 6).
Theorem 29 [81]: A codeword of the point code of an
S(2, 3, v) whose incidence matrix is H is of weight v−12 only
if it is either
1) a row of H ,
2) a sum of v−12 rows of H in which no block contains
three of the corresponding v−12 points, or
3) a sum of v−12 + i rows of H , where i = 1 if v−12 ≡ 0
(mod 4), i = 2 if v−12 ≡ 1 (mod 2), and i = 3 if
v−1
2 ≡ 2 (mod 4).
Proof of Theorem 27: It suffices to prove that the ele-
ments of the stabilizer of the entanglement-assisted quantum
error-correcting code C that act trivially on the noiseless
qubit do not include the tensor products of Pauli operators
of weight d whose noisy parts correspond to the minimum
weight nonzero codewords of the linear code underlying C.
Because the inner product of any pair of rows of H ′ is 1 and
rank
(
H ′H ′T
) = 1, the generators that globally commute with
each other and act trivially on the noiseless qubit forms the
group
〈
I |X r , I |Z r ∣∣ r ∈ Re
(
H ′
)〉
, where Re
(
H ′
)
is the set of
linear combinations of even numbers of rows of H ′ and the
identity operator I on the left to the vertical line represents the
trivial action on the noseless qubit. We show that the minimum
weight nonzero codewords of the linear code underlying C are
not in Re
(
H ′
)
.
The replication number of an S(2, 3, v) is v−12 . Hence, by
Theorem 28 and the assumption that the Steiner 2-design is
even-replicate, the minimum distance of the point code of
the S(2, 3, v) is bounded below by v+36 . Thus, the minimum
distance of the linear code L spanned by the row of H ′ is
at least v+36 as well. Note that Re
(
H ′
)
is contained in L,
which implies that Re
(
H ′
)
does not contain nonzero vectors
of weight less than v+36 either. However, by Theorem 7,
the minimum distance d of the linear code that admits H
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as its parity-check matrix is at most 8. Thus, for v > 45,
the minimum distance of Re
(
H ′
)
is too high to contain the
nonzero minimum weight codewords of the linear code whose
parity-check matrix is H ′. Hence, for v > 45, the result-
ing entanglement-assisted quantum error-correcting code C is
non-degenerate.
Now a simple counting argument shows that for v ≤ 45
an even-replicate S(2, 3, v) exits only when v = 9, 13,
21, 25, 33, 37, and 45. If v−12 ≡ 0 (mod 6), Theorem 28
dictates that the minimum distance of the corresponding point
code is at least v+356 . Hence, by the same argument as in
the case when v ≥ 45, the two cases when v = 25 and
v = 37 produce non-degenerate entanglement-assisted quan-
tum error-correcting codes as required. Note that by Theorem 8
an S(2, 3, 13) is merely 3-even-free. Hence, the case when
v = 13 is also settled by the same token.
The remaining case is when v = 9. It is known that up
to isomorphism there exists only one S(2, 3, 9), which is the
affine plane AG(2, 3) [47]. Thus, by Theorem 10 it is 5-even-
free but not 6-even-free. Hence, we only need to prove that
Re
(
H ′
)
does not contain a vector of weight 6. We first consider
the sum of an even number of rows of H ′ except the last row
(J1,9, 01,12). Because of the 9×9 identity matrix I on the left
of
[
I H
]
, such a linear combination can be of weight 6 or
smaller only if it is the sum of either 2, 4, or 6 rows. The sum
of any pair of rows of H is of weight 2 · 4 − 2 = 6 while
by Theorem 28 a linear combination of rows of H can be of
weight less than 6 only when it is the sum of 6 rows, in which
case it is of weight at least 2. Hence, no linear combination
of an even number of rows results in a vector of weight 6 in
this case. Next, we consider the sum of an even number of
rows of H ′ involving the last row (J1,9, 01,12). Considering the
10×9 submatrix on the left of H ′, the sum can be of weight 6
or smaller only if it is the sum of either 4, 6, or 8 rows, where
the contribution of rows of the submatrix to the weight of the
sum is either 6, 4, or 2, respectively. By Theorem 28, the sum
of 3 or 5 rows of H is not of weight less than 4. Hence, the
remaining case is when 7 rows of H ′ is added up together with
(J1,3m , 01,12). However, by Theorem 29 a linear combination
of an odd number of rows of H can be of weight 4 only when
it is a single row of H or the sum of 5 rows. Therefore, no
linear combination of an even number of rows of H ′ is of
weight 6 regardless of whether (J1,3m , 01,12) is involved. This
completes the proof.
It is notable that from the argument in the above proof it is
straightforward to see that the entanglement-assisted quantum
error-correcting code constructed from the classical parity-
check matrix
[
I H
]
is also non-degenerate when H is an
incidence matrix of the even-replicate Steiner 2-design of order
v = 21, 33, 45. Hence, the operation of adding a special row
done in Theorem 26 indeed improves the true distances of
those quantum LDPC codes.
As we have seen throughout this paper, assistance from
reliable qubits is of coding theoretic interest, and seems to
have the potential to greatly widen the range of effectively
exploitable classical error-correcting codes. We hope that this
work stimulates further studies on taking fuller advantage of
classical coding theory and also helps find interesting error
correction schemes that make use of phenomena unique to
the world of quantum information.
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