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ON THE NON-COPRIME k(GV ) PROBLEM
ROBERT M. GURALNICK AND ATTILA MARO´TI
Abstract. Let V be a finite faithful completely reducible FG-module for a
finite field F and a finite group G. In various cases explicit linear bounds in
|V | are given for the numbers of conjugacy classes k(GV ) and k(G) of the
semidirect product GV and of the group G respectively. These results concern
the so-called non-coprime k(GV )-problem.
1. Introduction
The topic of this paper originates from the long-standing k(B)-conjecture of
Brauer which states that the number k(B) of complex irreducible characters in any
p-block B of any finite group G is at most the order of the defect group of B. Nagao
[21] showed that for p-solvable groups G Brauer’s k(B)-problem is equivalent to the
so-called k(GV )-problem which is described in the next paragraph.
For a finite group X let k(X) be the number of conjugacy classes of X . Let
V be a finite faithful FG-module for some finite field F of characteristic p and
finite group G. Form the semidirect product GV . The k(GV )-problem states
that k(GV ) ≤ |V | whenever (|G|, |V |) = 1. Works of Kno¨rr, Gow, and especially
Robinson, Thompson [23] have led to fundamental breakthroughs in attacking the
k(GV )-problem which have culminated in a complete solution of the problem, with
the final step completed by Gluck, Magaard, Riese, Schmid [8]. The full solution
of the problem (not counting the Classification of Finite Simple Groups) is written
in the book [24].
Let V , G, and F be as in the previous paragraph with not assuming (|G|, |F |) =
1 but that V is completely reducible. Is there a universal constant c such that
k(GV ) ≤ cn|V | where n denotes the F -dimension of V ? Can c be taken to be 1
in most cases? This is a weak version of the so-called non-coprime k(GV )-problem
[11, Problem 1.1] which is also important in a character theoretic point of view.
Indeed, as pointed out by Robinson, the inequality k(GV ) ≤ |V | combined with
[22, Lemma 5] would imply the k(B)-conjecture for a wider class of p-constrained
groups.
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There has been progress made on the non-coprime k(GV )-problem. Kova´cs
and Robinson [17, Theorem 4.1] gave an affirmative answer to our first question
above in case G is a p-solvable group. In fact, for p-solvable groups, Liebeck and
Pyber [18] showed that c can be taken to be 103. Guralnick and Tiep [11] have
proved k(GV ) < |V |/2 for many almost quasi-simple groups G, Keller [15] has
obtained results in case V is an imprimitive irreducible module, and there are some
interesting character theoretic arguments developed by Keller [16].
Our first result concerns the extraspecial case of the non-coprime k(GV )-problem.
Theorem 1.1. Let r be a prime and let R be an r-group of symplectic type with
|R/Z(R)| = r2a for some positive integer a. Let V be a faithful, absolutely irre-
ducible KR-module of dimension ra for some finite field K. View V as an F -vector
space where F is the prime field of K. Let G be a subgroup of GL(V ) which con-
tains R as a normal subgroup. Then k(GV ) ≤ |V | unless one of the following cases
holds.
(1) ra = 26 and |K| = 3. In this case k(GV ) ≤ 2120.
(2) ra = 25 and |K| = 3, 5, 7, 9, or 11. In this case k(GV ) ≤ 2119.
(3) ra = 33 and |K| = 4 or 7. In this case k(GV ) ≤ 282.
(4) ra = 24 and |K| = 3, 5, 7, 9, 17, 25, or 27. In this case k(GV ) ≤ 282.
(5) ra = 23 and |K| = 3, 5, 7, 9, 25, 27, 49, 81, or 125. We have k(GV ) ≤ 258.
(6) ra = 32 and |K| = 4, 16, or 25. In this case k(GV ) ≤ 244.
(7) ra = 22 and |K| = 3, 5, 9, 25, 27, 81, 125, or 243. We have k(GV ) ≤ 232.
The next result deals with the case where G is a meta-cyclic group. Here the
bound |V | is best possible in infinitely many cases. (Just consider a Singer cycle G
acting on V .)
Theorem 1.2. Let V be an n-dimensional finite vector space over the field of p
elements where p is a prime. The group X = GL(1, pn).n acts naturally on V .
Then for any subgroup G of X we have k(GV ) ≤ |V | unless GV ∼= D8 or S4.
The ideas in the proof of Theorem 1.1 together with Theorem 1.2 yield a general
result on k(GV ) in case the group G has nilpotent generalized Fitting subgroup
and when V is a faithful primitive irreducible module.
Theorem 1.3. Let V be a finite faithful primitive irreducible FG-module for some
group G with Fit∗(G) = Fit(G). Then k(GV ) ≤ max{|V |, 21344}.
What can be said about k(G) in the setting of the non-coprime k(GV )-problem?
Clearly, k(G) ≤ k(GV ). Interestingly, in case (|G|, |V |) = 1, the fact that k(G) ≤
|V | was only derived from the full solution of the k(GV )-problem. Is it true that
k(G) ≤ |V | whenever V is a completely reducible module? We make a first step in
answering this question.
Theorem 1.4. Let V be a finite faithful irreducible FG-module for some finite field
F and finite group G. Suppose that V can be induced from a primitive irreducible
FL-module W for some finite group L with k(N) < |W |/√3 for every normal
subgroup N of L/CL(W ). Then k(G) < (2/3)|V |.
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Note that the bound k(N) < |W |/√3 in Theorem 1.4 is satisfied for all normal
subgroups N of ‘many’ L. For example, if L is the G and W in the V considered
in Section 5, then |L| < |W |/√3 for sufficiently large characteristics.
Finally, it may be possible that the 2-power estimates for k(GV ) in Theorem 1.1
and in Theorem 1.3 can all be taken to be 11 as k(AGL(2, 3)) = 11.
2. Bounding the dimensions of eigenspaces
Throughout this section we will use the following notations and assumptions.
Let r be a prime. An r-group R is said to be of symplectic type if either r is odd
and R is extraspecial of exponent r, or r = 2, R/Z(R) is elementary abelian, R′ has
order 2, R has exponent 4 and Z(R) has order 2 (in which case R is extraspecial)
or has order 4. Let V denote a faithful irreducible FG-module where F is an
algebraically closed field of characteristic p > 0 and G is a finite group. Suppose
that the group G has a normal subgroup R of symplectic type with |R/Z(R)| = r2a
for some prime r and positive integer a. This r-group R acts absolutely irreducibly
on V , dimF (V ) = r
a, and Op(G) = 1. Suppose that R is such that Z(G) = Z(R).
The non-identity elements of G/R act faithfully on R/Z(R) and trivially on Z(R).
Let x be an element of G. For a field element λ ∈ F we denote the eigenspace
of λ of a matrix representation of x on V by Eigen(λ, x). In this section we wish
to bound d(x) = maxλ∈F dim(Eigen(λ, x)) (but in the end we will be interested in
dimF (CV (x))).
Let the element x be in R. If x is central then d(x) = ra. Otherwise if x is non-
central in R then the value of the character (of V ) at x is 0 and so d(x) = ra−1.
From now on, assume that x ∈ G \R.
The following important theorem considers the case when 〈x〉 is irreducible on
the vector space R/Z(R) and has order a power of p.
Theorem 2.1 (Hall-Higman, [12]). Use the notations and assumptions of this
section. Let x be an element of G \ R of prime power order q divisible by p, the
characteristic of the field F . Assume that 〈x〉 acts irreducibly on R/Z(R) (where
|R/Z(R)| = r2a). Then there exists a non-negative integer b so that dim(V ) = ra =
(q−1)+bq, and the Jordan canonical form of x on V consists of b+1 Jordan blocks,
b of size q and 1 of size q−1. In particular, d(x) = dim(CV (x)) = b+1 = (ra+1)/q.
It is necessary to say a few words about the proof of the Hall-Higman theorem.
Put x (viewed as a linear transformation of V ) in Jordan canonical form. Suppose
that x has m Jordan blocks of sizes: a1, . . . , am. We seek to find the ai’s explicitly.
We certainly have one restriction, namely, dim(V ) = ra =
∑m
i=1 ai. For another
one, let E be the enveloping algebra of the group of linear transformations R of V .
Then E = End(V ) (and so dimF (E) = r
2a). Hall and Higman proceed to calculate
dimF (CE(x)) in two different ways. On one hand, this is
∑m
i=1(2i− 1)ai, while on
the other, it is 1 + (r2a − 1)/q, the number of 〈x〉-orbits of the set R/Z(R). This
gives our second restriction on the ai’s. It turns out that these two restrictions are
sufficient to determine the m non-negative integers.
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Now let x be an element of G \ R of prime power order q such that p does not
divide q. As before, suppose that 〈x〉 is irreducible on the vector space R/Z(R).
By this we are also assuming that q is not a power of r. (The following argument
is taken from the series of exercises in [9, Pages 371-372].) In this case the Jordan
canonical form of x on V is a diagonal matrix (since F is algebraically closed).
Let the number of distinct eigenvalues of x be m, and let ai be the multiplicity of
the i-th eigenvalue. Then ra =
∑m
i=1 ai. Again, let E be the enveloping algebra
of R. Clearly, dimF (CE(x)) =
∑m
i=1 ai
2. On the other hand, it is easy to see
that dimF (CE(x)) is again the number of 〈x〉-orbits of the set R/Z(R). This gives
us two equations involving the ai’s which are sufficient to determine the m non-
negative integers we are looking for. In particular, we find that the multiplicity of
any eigenvalue is at most (ra +1)/q. Hence d(x) ≤ (ra +1)/q (as in the case when
q was a power of p).
Using the same argument as before, one can show even more.
Lemma 2.2. Use the notations and assumptions of this section. Let x be an
element of G \ R so that 〈x〉 is irreducible on R/Z(R). Let the order of x be m.
(The positive integer m divides r2a − 1.) Then d(x) ≤ (ra + 1)/m.
The Jordan canonical form of a matrix is a block matrix consisting of Jordan
blocks in the main diagonal and zero matrices everywhere else where a Jordan block
is a block matrix with the same companion matrix in the diagonal, identity matrices
just above the diagonal and zero matrices everywhere else.
At this point let us mention another result.
Lemma 2.3. Use the notations and assumptions of this section. Let x be an
element of G \ R, and let R1, R2 be two maximal abelian subgroups of R whose
intersection is Z(R). Suppose that the Jordan canonical form of x on R/Z(R)
consists of two a-by-a Jordan blocks that are the same where one leaves R1/Z(R)
invariant and the other leaves R2/Z(R) invariant. Suppose that 〈x〉 is irreducible
on both R1/Z(R) and on R2/Z(R), and x has order m. Then d(x) ≤ 1+(ra−1)/m.
Proof. The group R, which is a product of the maximal abelian subgroups R1 and
R2, acts absolutely irreducibly on the vector space V . We can diagonalize R1 (and
R2) on V and all eigenspaces are one dimensional.
Apart from a single eigenspace, the element x permutes all other eigenspaces in
regular orbits. This means that V is a direct sum of a single module of dimension
1 and some free 〈x〉-modules. Hence, d(x) ≤ 1 + (ra − 1)/m. 
Let us modify the proof of the Hall-Higman theorem to include the case when
x is an element of order a power of r. In this case we cannot assume irreducibility.
Instead, suppose that the Jordan canonical form of our element x ∈ G \ R viewed
as a linear transformation of R/Z(R) consists of a unique Jordan block of size 2a
or of two Jordan blocks each of size a. In the latter case suppose that x leaves two
maximal totally singular subspaces of R/Z(R) invariant, both of order ra.
Notice that a Jordan block of an r-element is a matrix with 1’s in the main
diagonal, 1’s in the diagonal just above the main diagonal, and 0’s elsewhere. Hence
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the order of x is rk and rℓ, respectively, where k and ℓ are the smallest non-negative
integers such that rk ≥ 2a and rℓ ≥ a, respectively.
Observe (as in the previous two cases) that the Jordan canonical form of x viewed
as a linear transformation on V is a diagonal matrix. Hence if a1, . . . , am denotes
the list of the multiplicities of the distinct eigenvalues of x, then ra =
∑m
i=1 ai.
Again let E be the enveloping algebra of R. Since x can be diagonalized on V ,
we certainly have dim(CE(x)) =
∑m
i=1 a
2
i . However, dim(CE(x)) is not necessarily
equal to the number d of 〈x〉-orbits of the set R/Z(R).
Let us number the 〈x〉-orbits of the set of all r2a vectors of R/Z(R) from 1 to
d, and for all 1 ≤ i ≤ d let vi be a representative of a coset in the i-th orbit. If
ℓi denotes the length of the i-th orbit, then the elements v
xj
i form a set of coset
representatives for the cosets of R/Z(R) where i and j run through the set of
numbers 1, . . . , d and 1, . . . , ℓi, respectively.
We claim that dim(CE(x)) is equal to the number of i’s for which vi = vi
xℓi .
For each i let Ei be the 〈x〉-invariant subspace of E generated by the vector vi.
It is easy to see that CE(x) =
∑d
i=1 CEi(x). This implies that, in order to prove
the claim, it is sufficient to show that dim(CEi(x)) = 1 for all 1 ≤ i ≤ d for which
vi = vi
xℓi and that dim(CEi(x)) = 0 otherwise. This is clear for those i’s for which
ℓi = 1. It is also clear that if i is so that vi = vi
xℓi , then dim(CEi(x)) ≥ 1. So let
i be such that ℓi > 1 and that dim(CEi(x)) > 0. Let v ∈ CEi(x) be an arbitrary
non-zero element. Write v in the form
∑ℓi
j=1 cjv
xj
i for some field elements cj of F .
Since v is 〈x〉-invariant and since the vxji ’s are linearly independent, it follows that
all the cj’s are equal. Hence CEi(x) is indeed 1-dimensional. This proves our claim.
It remains to find an expression for d. Recall that there are two cases we are
interested in: if the Jordan canonical form of x considered as a linear transformation
on the vector space R/Z(R) consists of a unique 2a-by-2a Jordan block or if it
consists of two a-by-a Jordan blocks. In the first case let us denote d by d1 while
in the second case denote d by d2.
First suppose that the Jordan canonical form of x consists of a unique Jordan
block. Then, as noted before, the order of x is rk where k is the smallest positive
integer such that rk ≥ 2a. Every 〈x〉-orbit has prime power length. It is easy to
see that the number of orbits of length 1 is r = rmin{r
0,2a}, and for each 1 ≤ i ≤ k
the number of orbits of length ri is (1/ri) · (rmin{ri,2a} − rmin{ri−1,2a}). This gives
(1) d1 = r +
k∑
i=1
(1/ri) · (rmin{ri,2a} − rmin{ri−1,2a}).
By a similar argument, if the Jordan canonical form of x consists of two a-by-a
Jordan blocks, then
(2) d2 = r
2 +
ℓ∑
i=1
(1/ri) · (r2min{ri,a} − r2min{ri−1,a})
where ℓ is the smallest positive integer such that rℓ ≥ a.
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In the first case it is easy to see that d1 ≤ (1/4) · r2a unless a = 1 and x has
order 2, 3, 5, or 7. Let a = 1. If x has order 2, then d(x) = maxi{ai} = 1. If x has
order 3 or 5, then d(x) ≤ 2. If x has order 7, then d(x) ≤ 3. In all cases we have
d(x) ≤ ((r + 1)/2r) · ra. In fact, we have d(x) ≤ (1/2) · ra unless a = 1, r = 3 and
x has order 3 in which case d(x) ≤ (2/3) · ra holds. Let us summarize this result in
the following lemma.
Lemma 2.4. Let us use the notations and assumptions of the first paragraph of
this section. Let x be an element of G \R. Suppose that the Jordan canonical form
of x on R/Z(R) consists of a unique 2a-by-2a Jordan block, and that x has order a
power of r. Then d(x)/ dimF (V ) ≤ ((r+1)/2r). Moreover we have d(x) ≤ (1/2)·ra
unless a = 1, r = 3 and x has order 3 in which case d(x) ≤ (2/3) · ra holds.
In the second case, d2 ≤ (1/4) · r2a unless x has order 4 and a = 3 or a = 4, or
x has order 2 and a = 2, or x has order 3 and a = 2 or a = 3. In all cases we will
have d(x) ≤ ((r + 1)/2r) · ra.
Lemma 2.5. Let us use the notations and assumptions of the first paragraph of
this section. Let x be an r-element in G \ R, and let R1, R2 be two maximal
abelian subgroups of R whose intersection is Z(R). Suppose that the Jordan canon-
ical form of x on R/Z(R) consists of two a-by-a Jordan blocks that are the same
where one leaves R1/Z(R) invariant and the other leaves R2/Z(R) invariant. Then
d(x)/ dimF (V ) ≤ ((r + 1)/2r). Moreover we have d(x) ≤ (1/2) · ra unless a = 2,
r = 2 and x has order 2 in which case d(x) ≤ (3/4) · ra, or a = 2, r = 3 and x has
order 3 in which case d(x) ≤ (5/9) · ra.
Proof. Let the order of the non-identity element x be q. Since q is a power of r, the
element x can be diagonalized over V . Suppose there are m distinct eigenvalues.
Let ai be the multiplicity of the i-th eigenvalue. Then d(x) = max1≤i≤m{ai}. By
the above, we have ra =
∑
i ai and d2 ≥
∑
i a
2
i where d2 is as in (2).
If q = r, then we can say even more. Indeed, in this case it is easy to see that
r2a−1 + r2 − r = d2 = dimF (CE(x)) =
∑
i a
2
i .
By the remark made just before the statement of the lemma, it is sufficient to
consider the following five cases.
Let q = 2 and a = 2. Then we have the equations
∑m
i=1 ai = 4 and
∑m
i=1 a
2
i = 10.
Hence d(x) = 3.
Let q = 3 and a = 2. Then we have the equations
∑m
i=1 ai = 9 and
∑m
i=1 a
2
i = 33.
We see that d(x) ≤ 5.
Let q = 3 and a = 3. Then x acts on the set of distinct eigenspaces of R1 on V
having 8 cycles of length 3 and 3 fixed points. Hence d(x) ≤ 11.
Let q = 4 and a = 3. Then x acts on the set of distinct eigenspaces of R1 on V
having 1 cycle of length 4, 1 cycle of length 2, and 2 fixed points. Hence d(x) ≤ 4.
Let q = 4 and a = 4. Then x acts on the set of distinct eigenspaces of R1
on V having 3 cycles of length 4, 1 cycle of length 2, and 2 fixed points. Hence
d(x) ≤ 6. 
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Now let x be any element of G \ R of prime order. We will use the previous
lemmas of this section to show that d(x) ≤ ((r + 1)/2r) · ra. For this purpose and
for the rest of this section we will use yet another lemma.
Lemma 2.6 (Guralnick, Malle, [10]). Let V1 and V2 be an F 〈x1〉- and an F 〈x2〉-
module respectively for any field F and for group elements x1 and x2. Then V1⊗V2
can naturally be viewed as an F 〈(x1, x2)〉-module. Moreover, if d(x1) ≤ c ·dimF (V1)
for some constant c, then d((x1, x2)) ≤ c · dimF (V1 ⊗ V2).
Put c to be (r + 1)/2r. By Lemmas 2.4 and 2.2, it is easy to see that if x
acts indecomposably on R/Z(R), then d(x) ≤ c · ra. So we may (and do) assume
that x does not act indecomposably but decomposably on R/Z(R). We claim
that d(x) ≤ c · ra. We will argue by induction on the number of indecomposable
summands appearing in a direct sum decomposition of the 〈x〉-module R/Z(R).
First assume that the order of x is coprime to r. Let R1 be a minimal 〈x〉-
invariant subspace in R. If R1 is non-degenerate, then, by 19.2 of [1], so is R1
⊥
and R = R1 ◦ R1⊥. By the induction hypothesis, we conclude that d(x) ≤ c · ra.
So we may (and do) suppose that R1 is degenerate. By the minimality of R1,
we have R1 ⊆ R⊥1 (since R1 ∩ R⊥1 is a submodule of R1). Since R is completely
reducible, there exists an 〈x〉-submodule R2 of R so that R = R⊥1 R2. If R2 is
non-degenerate, then we can cook up the decomposition R = R2 ◦R⊥2 and use the
induction hypothesis as before. So we may (and do) assume that both R1 and
R2 are degenerate. Now R2 ∩R⊥2 is an 〈x〉-submodule in the completely reducible
module R2 so R2 ⊆ R⊥2 or there exists a non-degenerate submodule R3 such that
R2 = (R2 ∩ R⊥2 )R3. In the latter case we may write R = R3 ◦ R⊥3 and apply the
induction hypothesis to get the desired conclusion. From now on we assume that
both R1 and R2 are degenerate and R1 ⊆ R⊥1 , R2 ⊆ R⊥2 . Put R˜ = R1R2. We
claim that R˜ is non-degenerate. We must show that Rad(R˜) ⊆ Z(R). Clearly,
Rad(R˜) ⊆ R⊥1 . Since R = R⊥1 R2, we have R2 ∩ R⊥1 ⊆ Z(R). The previous two
statements imply R2∩Rad(R˜) ⊆ Z(R). From this it is not difficult to conclude that
Rad(R˜) ⊆ R1 ◦ Z(R). This means that whenever x ∈ Rad(R˜), then [x, y] = 1 for
all y ∈ R⊥1 ∪R2. Since R = R⊥1 R2, we conclude that Z(R) ⊆ Rad(R˜) ⊆ Rad(R) ⊆
Z(R) which is exactly what we wanted; R˜ is indeed non-degenerate. If R˜ 6= R,
then R = R˜ ◦ R˜⊥ where both R˜ and R˜⊥ are non-degenerate and we may use the
induction hypothesis to get what we want. So we may assume that R˜ = R.
Now assume that the order of x is r.
For r odd Hesselink [13] showed that in the Jordan normal form of x on R/Z(R)
each ‘indecomposable part’ consists of a Jordan block of even size or of two Jordan
blocks (of the same) odd size. (Note that [13, Remark, Page 172] points out that
the field of order r need not be quadratically closed.) In the first case, the Jordan
block of even size acts on a non-degenerate space, while in the second case, the two
Jordan blocks act on totally singular subspaces. By our induction hypothesis and
[1, 19.2], we may assume that every ‘indecomposable part’ consists of two Jordan
blocks of odd size.
If r = 2 and x is an involution then it is still true that in the Jordan normal form
of x on R/Z(R) each ‘indecomposable part’ consists of a single Jordan block (acting
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on a non-degenerate space) or of two Jordan blocks (acting on totally singular
subspaces). This is because any 2-dimensional subspace of R/Z(R) is either totally
singular or non-degenerate with respect to an alternating form. Again by our
induction hypothesis and [1, 19.2], we may assume that every ‘indecomposable
part’ of x consists of two Jordan blocks.
Write R = (R1R2) ◦ . . . ◦ (RℓRℓ+1) for some odd integer ℓ, where, for all odd
1 ≤ i ≤ ℓ, the cyclic group 〈x〉 acts indecomposably on each of the two totally
singular 〈x〉-modules Ri and Ri+1 with RiRi+1 acting absolutely irreducibly on a
vector space Vi where V = V1 ⊗ V3 ⊗ . . . ⊗ Vℓ. By Lemma 2.6, it is sufficient to
show that for each odd i the invariant d(x) is at most c · rai where rai = dim(Vi).
But this follows from Lemmas 2.3 and 2.5.
Let us summarize the results obtained so far in this section (with bounds on
dimF (CV (x)) rather than on d(x)).
Theorem 2.7. Let V be a faithful irreducible FG-module where F is an alge-
braically closed field of characteristic p > 0 and G is a finite group. Suppose that
G has a normal subgroup R of symplectic type with |R/Z(R)| = r2a for some prime
r and that R acts absolutely irreducibly on V , dimF (V ) = r
a and Op(G) = 1.
Suppose that R is the unique normal subgroup of G that is minimal with respect
to being non-central. Let x be an arbitrary non-identity element in G. Then
dimF (CV (x)) ≤ ((r + 1)/2r) · ra.
Proof. If 1 6= x ∈ R, then dimF (CV (x)) ≤ (1/2) · ra. If x ∈ G \R and x has prime
order, then dimF (CV (x)) ≤ ((r + 1)/2r) · ra. (These were shown earlier.)
Finally, if 1 6= x ∈ G is arbitrary and q is a prime proper divisor of the order m
of x, then dimF (CV (x)) ≤ dimF (CV (xm/q)) ≤ ((r + 1)/2r) · ra. 
However we will also need a more detailed result than Theorem 2.7. We start
with a lemma.
Lemma 2.8. Let E be a group of symplectic type with |E/Z(E)| = 22a. Let V be
an absolutely irreducible E-module of dimension 2a. If 1 6= x is a 2-element in the
normalizer of E in GL(V ) outside E then one of the following holds.
(1) dimCV (x) ≤ (1/2) dimV .
(2) x is an involution and in its action on E/Z(E) each of the 2m Jordan
blocks of size 2 act on totally singular subspaces. (All other Jordan blocks
have size 1.) In this case dimCV (x) = (1/2)(1 + 2
−m) dimV .
Proof. Since any element of E \Z(E) has trace 0 on V , the fixed point space of any
non-trivial element of E has dimension at most (1/2) dimV . It suffices to assume
that x has order 2 or 4. We may also assume that 〈x〉 ∩ E = 1.
First suppose that x is an involution. If x leaves a non-degenerate 2-space invari-
ant in its action on E/Z(E), then x normalizes a non-abelian subgroup of order 8,
say F . Then V restricted to J := 〈F, x〉 is a direct sum of 2-dimensional submod-
ules (because J/Z(J) is elementary abelian of order 8 and the derived subgroup of
J contains a non-trivial central element of E). Since x is an involution and does
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not act trivially (since the normal closure of x in J contains the derived subgroup
of J), x has trace 0, whence the result.
Thus we may assume that all Jordan blocks of x (in its action on E/Z(E))
act on totally singular subspaces. Let the number of Jordan blocks of size 2 be
2m. These form m pairs acting on the symplectic type 2-groups E1, . . . , Em whose
central product with another symplectic type 2-group E0 is E. (The element x acts
trivially on E0.) Then the 〈x〉-module V has the form V1 ⊗ · · · ⊗ Vm ⊗ V0 where Vi
is an irreducible Ei-module for every i with 0 ≤ i ≤ m. Now x has trace 2 on each
Vi with 1 ≤ i ≤ m and trace dimV0 on V0. Hence the trace of x on V is 2m dimV0
while tr(1) = dimV = 4m dimV0. But then
dimCV (x) = (1/2)(tr(x) + tr(1)) = (1/2)(1 + 2
−m) dimV.
So now assume that x has order 4. Let F/Z(E) be a 3-dimensional subspace of
E/Z(E) so that x acts as a single Jordan block on F/Z(E). Suppose that F/Z(E) is
totally singular (i.e. F is abelian). Then F has exactly 8 distinct eigenvalues on V
and x permutes them in orbits of sizes 1, 1, 2, 4, whence dimCV (x) ≤ (1/2) dimV .
So we may assume that F/Z(E) is not totally singular. Note that since [F, F ] ∩
Z(E) 6= 1, it follows that every irreducible F -submodule has dimension at least
2. Since F/Z(F ) is elementary abelian of order 8, it follows that every absolutely
irreducible F -submodule (in any characteristic) has dimension at most 2 (it suffices
to see this in characteristic 0, but then we know that every irreducible representation
has dimension at most [F : Z(F )]1/2 < 3). Thus, every irreducible F -submodule
(after extending scalars if necessary) of V has dimension 2.
Put J := 〈F, x〉. Let W be an irreducible J-submodule of V . So W is a direct
sum of irreducible F -submodules. If they are not isomorphic, then x is permuting
the homogeneous components and so dimCW (x) ≤ (1/2) dimW . Suppose that W
is homogeneous as an F -submodule. Let U be an F -irreducible submodule of W .
Thus, W embeds in X := UJF . If W is 2-dimensional, then as the normal closure of
x contains [F, F ], x is not trivial. Note that dimCW (x) ≤ dimCX(x) = 2. Thus,
the result holds for dimW > 2. This completes the proof. 
Let x be the identity or an arbitrary element of G \ R. View x as a linear
transformation on the vector space R/Z(R) and also as an element of Sp(2a, r).
We say that x is of type B(2a, k) if the GL(2a, r) Jordan canonical form of x
consists of two Jordan blocks each with minimal polynomial fk for some irreducible
polynomial f such that the GL(2a, r) Jordan canonical form of xq (where q is some
power of r) consists of 2k Jordan blocks that can be paired off in such a way that
each pair of blocks is of the kind treated in Lemma 2.3. Similarly, we say that
x is of type C(2a) (or D(2a)) if the GL(2a, r) Jordan canonical form of x is the
kind treated in Lemma 2.4 (or Lemma 2.5), respectively. We say that x has a part
of type B(2b, k), C(2b), or D(2b) if there exists an 〈x〉-invariant non-degenerate
subspace R1 of R such that the restriction of x to R1/Z(R1) is of type B(2b, k),
C(2b), or D(2b). Furthermore we say that x has a part of type I2b if there exists
an 〈x〉-invariant non-degenerate subspace R1 of R such that the restriction of x to
the vector space R1/Z(R1) of order r
2b is the identity.
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In the next two sections the following kinds of elements x ∈ Sp(2a, r) will play
a fundamental role. In each case, using Lemma 2.8, Lemmas 2.2, 2.3, 2.4, 2.5,
Lemma 2.6, and the argument above, we will give an estimate for rdim(x) =
dimF (CV (x))/ dimF (V ).
(i) Let r = 2, i be a positive integer at most 4, and 2i ≤ a ≤ 8. The element x
has i parts of type D(4) and a part of type I2(a−2i). rdim(x) = (1/2)(1 + 2
−i).
If r = 2, a ≤ 8, and x 6= 1 is not of case (i) then rdim(x) ≤ 1/2.
(ii) Let r = 3 and a ≤ 4. Let i and j be non-negative integers with 1 ≤ i+ j ≤ 4
and j ≤ 1. The element x has i parts of order 2 of type B(2, 1), j parts of type
C(2), and a part of type I2(a−i−j). rdim(x) ≤ 2/3.
If r = 3, a ≤ 4, and x 6= 1 is not of case (ii) then rdim(x) ≤ 5/9.
(iii) Let r = 5 and a ≤ 2. Let i be 1 or 2 with i ≤ a. The element x has i parts
of order 2 of type B(2, 1) and a part of type I2(a−i). rdim(x) ≤ 3/5.
If r = 5, a ≤ 2, and x 6= 1 is not of case (iii) then rdim(x) ≤ 11/25.
(iv) Let r = 7 and a = 1. The element x has a part of order 2 of type B(2, 1).
rdim(x) ≤ 4/7.
If r = 7, a = 1, and x 6= 1 is not of case (iv) then rdim(x) ≤ 3/7.
3. Counting certain elements
In this section we are going to keep all the notations and assumptions introduced
in Section 2. In particular, let R, F , V , and G be as before.
For our future purposes we need to obtain an upper bound for the number of
non-identity elements x ∈ G where dimF (CV (x)) is (relatively) large. We are only
interested in certain small cases, when a ≤ 8 and r = 2, a ≤ 4 and r = 3, a ≤ 2
and r = 5, and when a = 1 and r = 7.
The factor group G/R is isomorphic to a subgroup of the symplectic group
Sp(2a, r) or to a subgroup of one of the orthogonal groups Oǫ(2a, 2).
In this section let L be one of the groups Sp(2a, r) or Oǫ(2a, r) where ǫ is either
+ or −. By [25], [4] and [2], one can determine the number of elements of L with
a given Jordan canonical form.
Much of the following is due to Wall [25], but we also follow Fulman [3].
Let K be the field with r elements, and let φ(t) = α0 + α1t+ . . .+ t
deg(φ) be an
irreducible monic polynomial in K[t] such that φ(0) = α0 6= 0. Define φ¯(t) to be the
monic polynomial (α0
−1)tdeg(φ)φ(t−1) = α0
−1 + . . .+ (α0
−1α1)t
deg(φ)−1 + tdeg(φ).
Let x be an element of L. Consider its Jordan canonical form. To each power φi
of an irreducible monic polynomial φ one can associate a non-negative integerm(φi),
the multiplicity of a Jordan block with characteristic polynomial φi. Similarly, to
every irreducible monic polynomial φ 6= t one can associate a partition λφ of the
non-negative integer |λφ| such that for each i the number of parts equal to i in
λφ is m(φ
i). For convenience, put mi = m(φ
i). In this way we can associate an
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(ordered) sequence Λx of ℓ(a, r) partitions to every element x ∈ L where ℓ(a, r)
is the number of (monic) irreducible polynomials in K[t] different from t whose
degrees are no greater than 2a. (Note that ∅ is also considered to be a partition.)
Fix such a sequence of partitions Λ. In what follows we will count N (Λ), the
number of elements of L whose associated sequence of partitions is Λ.
Our first observation (probably due to Wall) is that N (Λ) = 0 unless Λ is
such that for all irreducible polynomials φ different from t we have λφ = λφ¯ and∑
φ 6=t |λφ|deg(φ) = 2a.
The Jordan canonical form of x ∈ L alone does not determine the conjugacy
class of x in L.
In this paragraph let r 6= 2. Wall [25] showed that a conjugacy class of Sp(2a, r)
corresponds to the following data. To each monic, non-constant, irreducible poly-
nomial φ 6= t ± 1 associate a partition λφ (as before), and to φ = t ± 1 associate
a symplectic signed partition λ±φ , by which is meant a partition of some natural
number |λ±φ | such that the odd parts have even multiplicity, together with a choice
of sign for the set of parts of size i for each even i > 0. These data represent
a conjugacy class of Sp(2a, r) if and only if (1) |λt| = 0, (2) λφ = λφ¯ and (3)∑
φ 6=t |λφ|deg(φ) = 2a.
Again, let r 6= 2. The orthogonal groups are the subgroups of GL(m, r) preserv-
ing a non-degenerate symmetric bilinear form. For m = 2l + 1 odd, there are two
such forms up to isomorphism, with inner product matrices A and δA, where δ is
a non-square element of K and A is equal to1 0 00 0l Il
0 Il 0l
 .
Denote the two corresponding orthogonal groups by O+(m, r) and O−(m, r). This
distinction will be useful, even though these groups are isomorphic. For m = 2l
even, there are again two non-degenerate symmetric bilinear forms up to isomor-
phism with inner product matrices (
0l Il
Il 0l
)
and 
0l−1 Il−1 0 0
Il−1 0l−1 0 0
0 0 1 0
0 0 0 −δ

where δ is a non-square element in K. Denote the corresponding orthogonal groups
by O+(2l, r) and O−(2l, r). These groups are not isomorphic.
Consider the following combinatorial data. To each monic, non-constant, irre-
ducible polynomial φ 6= t± 1 associate a partition λφ of some non-negative integer
|λφ| (as above), and to φ = t ± 1 associate an orthogonal signed partition λ±φ , by
which is meant a partition of some natural number |λ±φ | such that all even parts
have even multiplicity, and all odd i > 0 have a choice of sign. Wall [25] proved
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that these data represent a conjugacy class of some orthogonal group if r 6= 2 or if
r = 2 and λt+1 = ∅.
From now on let Λ be the associated sequence of partitions of an element x of
L. For an irreducible polynomial φ such that λφ 6= ∅, φ 6= t and φ 6= t + 1 when
r = 2, define
B(φ) = rdeg(φ)
(∑
i<j imimj+
1
2
∑
i(i−1)m
2
i
)∏
i
A(φi),
where
A(φi) =

|Sp(mi, r)| if i ≡ 1(mod2), r 6= 2, φ = t± 1 and L = Sp(2a, r);
r
1
2mi |O(mi, r)| if i ≡ 0(mod2), r 6= 2, φ = t± 1 and L = Sp(2a, r);
|O(mi, r)| if i ≡ 1(mod2), r 6= 2, φ = t± 1 and L = Oǫ(2a, r);
r−
1
2mi |Sp(mi, r)| if i ≡ 0(mod2), r 6= 2, φ = t± 1 and L = Oǫ(2a, r);
|U(mi, rdeg(φ))| if t± 1 6= φ = φ¯;
|GL(mi, rdeg(φ))|1/2 if t± 1 6= φ 6= φ¯.
where, in the second and third cases above, |O(mi, r)| is |O+(mi, r)| if the sign
chosen for the parts equal to i is +, and is |O−(mi, r)| if the sign chosen for the
parts equal to i is −.
We are now in the position to state the first theorem of this section.
Theorem 3.1 (Wall, [25]). Use the notations of this section. If Λ is such that
N (Λ) 6= 0 and λt+1 = ∅ when r = 2, then the number of elements in L with
associated sequence of partitions Λ is |L|/∏φB(φ).
We will demonstrate Theorem 3.1 with two-three examples, but only after the
statement of Theorem 3.2.
We also need some information on proportions of unipotent elements in the group
L when r = 2. The GL(2a, r) Jordan canonical form of a unipotent element in L
can be labelled by a partition µ of 2a.
Let µ be a partition of a non-negative integer. Let µi be the i-th largest part of
µ, and let o(µ) be the number of odd parts of µ. The symbol mi will denote the
number of parts of µ of size i, and µ′ is the partition dual to µ in the sense that
the i-th largest part µ′i of µ
′ is mi+mi+1+ . . .. Let n(µ) =
∑
i
(
µ′i
2
)
. Then we have
Theorem 3.2 (Fulman, Guralnick, [4]). The number of elements of Sp(2a, r) which
are unipotent and have GL(2a, r) rational canonical form of type µ is 0 unless all
odd parts of µ occur with even multiplicity. If all odd parts of µ occur with even
multiplicity, it is
ra
2 ∏a
i=1(r
2i − 1)
rn(µ)+a+o(µ)/2
∏
i(1− 1/r2) . . . (1− 1/r2[mi(µ)/2])
.
Note that this theorem holds even when r is a prime power, however, we are
only interested in the case when r is a prime and mostly when r = 2.
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Next we will give a few examples on how Theorems 3.1 and 3.2 can be used to
estimate the numbers of certain kinds of elements. For the reader’s convenience we
recall the formulas for the orders of the classical groups we will be working with.
|Sp(2m, r)| = rm2
m∏
i=1
(r2i − 1);
|Oǫ(2m, r)| = 2rm(m−1)(rm − ǫ)
m−1∏
i=1
(r2i − 1);
|Oǫ(2m+ 1, r)| = 2rm
m−1∏
i=0
(r2m − r2i).
Example (i). Using Theorem 3.2 we count elements x of Sp(2a, 2) of type (i)
of Section 2. (The group Sp(2a, 2) has two 2-transitive permutation representa-
tions, one with point-stabilizer O+(2a, 2) and one with point-stabilizer O−(2a, 2).
So the groups Oǫ(2a, 2) can be considered as subgroups of Sp(2a, 2).) Here µ =
(22i, 12a−4i), o(µ) = 2a − 4i, m2 = 2i, m1 = 2a − 4i, µ′1 = 2a − 2i, µ′2 = 2i, and
n(µ) = (a − i)(2a − 2i − 1) + i(2i − 1). Thus the number of elements x we are
looking for is (at most)
2i(i+1)
∏a
j=1(2
2j − 1)(∏a−2i
j=1 (2
2j − 1)
)
·
(∏i
j=1(2
2j − 1)
) .
Example (ii). Using Theorem 3.1 we count elements x of Sp(2a, 3) of type (ii) of
Section 2. If φ = t+1 then m1 = 2i and B(φ) = |Sp(2i, 3)| where |Sp(0, 3)| = 1. If
φ = t− 1 then m1 = 2(a− i − j), m2 = j and
B(φ) = 32(a−i−j)j+(1/2)j(j+1) |Sp(2(a− i− j), 3)| · |Oǫ(j, 3)|
where |Oǫ(0, 3)| = 1 and ǫ is the sign chosen for the parts of size 2. Hence the
number of elements x we are looking for is (at most)(
|Sp(2a, 3)|
32(a−i−j)j+(1/2)j(j+1) · |Sp(2i, 3)| · |Sp(2(a− i− j), 3)|
)(
1
|O+(j, 3)|+
1
|O−(j, 3)|
)
.
Example (iii). Using Theorem 3.1 we count elements x of Sp(2a, r) of types (iii) and
(iv) of Section 2. (We have r = 5 in the first case and r = 7 in the second.) Suppose
first that (r, a, i) 6= (5, 2, 1). Then φ = t + 1, m1 = 2a, and B(φ) = |Sp(2a, r)|.
Hence the number of such elements x is 1. Now let (r, a, i) = (5, 2, 1). Then the
number of such elements x is 52(52 + 1).
Consider the table below. The star in a row corresponding to the group Sp(2a, r)
stands for the positive integer |Sp(2a, r)|. Let A and B be two consecutive entries
in the row corresponding to Sp(2a, r). Suppose that A (respectively B) lies in the
column corresponding to the fraction cA (respectively cB). (Clearly cA < cB.) Now
|R|B is an upper bound for the number of elements x in G with cA < rdim(x) ≤ cB.
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3/7 11/25 1/2 17/32 5/9 9/16 4/7 3/5 2/3 5/8 3/4
Sp(16, 2) * 272 267 253 231
Sp(14, 2) * 255 245 227
Sp(8, 3) * 329
Sp(12, 2) * 243 237 223
Sp(10, 2) * 229 219
Sp(6, 3) * 313
Sp(4, 5) * 651
Sp(8, 2) * 221 215
Sp(4, 3) * 982
Sp(6, 2) * 211
Sp(2, 7) * 1
Sp(2, 5) * 1
Sp(4, 2) * 27
Sp(2, 3) * 10
Sp(2, 2) *
4. The proof of Theorem 1.1
Let k(X) denote the number of conjugacy classes of a finite group X . This is
also the number of complex irreducible characters of X . We will use the following
important result.
Lemma 4.1. Let G be a group of linear transformations of the finite vector space
V , and let GV be the semidirect product of V and G. Then
k(GV ) =
∑
k(StabG(λ))
where λ is a complex irreducible character of V and the sum is over a set of repre-
sentatives (λ ∈ Irr(V )) of the G-orbits of Irr(V ).
Notice that, in the previous two sections, our vector space was finite dimensional
over an algebraically closed field. If F is a finite subfield of an algebraically closed
field K and V is an F 〈x〉-module for some cyclic subgroup 〈x〉, then, in a natural
way, V also has the structure of an K〈x〉-module where dimK(V ) = dimF (V ).
Notice that we also have dimK(CV (x)) = dimF (CV (x)).
In this section G will denote a slightly different subgroup as in the previous
two sections. Let r be a prime and let R be an r-group of symplectic type with
|R/Z(R)| = r2a for some positive integer a. Let V be a faithful, absolutely irre-
ducible KR-module of dimension ra for some finite field K. View V as an F -vector
space where F is the prime field of K. Let G be a subgroup of GL(V ) which
contains R as a normal subgroup. Let A = CG(K
∗).
The group A is such that A/R ≤ Sp(2a, r) or A/R ≤ Oǫ(2a, 2) (latter only if
r = 2 and |Z(R)| = 2) and |G/A| ≤ k where |K| = pk and p is prime. We have
dim(CV (x))/ dim V ≤ 1/2 for every x ∈ G \ A. (Indeed, there exists z ∈ K∗ with
1 6= [x, z] ∈ K∗ and thus CV ([x, z]) = 1. Hence CV (x−1) ∩ CV (xz) = 1. This
implies |V | ≥ |CV (x−1)CV (xz)| = |CV (x−1)||CV (xz)| = |CV (x)|2.) By this fact, by
Theorem 2.7, and by the Orbit-Counting Lemma, the number of G-orbits on V is
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at most (|V |/|G|) + |V |c where c = (r + 1)/2r. By Brauer’s Permutation Lemma,
the number of G-orbits on Irr(V ) is also at most (|V |/|G|) + |V |c.
Let m be the maximum of the k(StabG(λ))’s as λ runs through the set of all
non-trivial linear characters of V . Then Lemma 4.1 gives
(3) k(GV ) ≤ k(G) +m((|V |/|G|) + |V |c − 1).
Let λ be a non-trivial character in Irr(V ). Then R∩StabG(λ) is an Abelian subgroup
of R of order rt for some non-negative integer t at most a. Hence |G : StabG(λ)| ≥
r2a+1−t. This gives m ≤ |G|/ra+1. Applying these estimates to (3) we get
(4) k(GV ) ≤ |G| + (|V |/ra+1) + (|G|/ra+1)(|V |c − 1).
It is possible to see that the right-hand-side of (4) is less than |V | unless a ≤ 8 and
r = 2, a ≤ 4 and r = 3, a ≤ 2 and r = 5, or a = 1 and r = 7. (Here we used the
fact that r | (|K| − 1) and that |K| ≥ 5 in case |Z(R)| = 4.)
Now let (a, r) be such an exceptional pair.
For r = 3, 5, 7 let c1 = 2/3, 3/5, 4/7 and c2 = 5/9, 1/2, 1/2 respectively. By use
of the table of the previous section, we may give an upper bound d1 for the number
of elements x in G with c2 < dim(CV (x))/ dim V ≤ c1. Using this, Lemma 4.1 and
our bound for m, we get
k(GV ) ≤ k(G) +m((|V |/|G|) + (d1/|G|)|V |c1 + |V |c2)
≤ |G|+ (|V |/ra+1) + (d1/ra+1)|V |c1 + (|G|/ra+1)|V |c2 .
(5)
For r = 2 we use a slightly more detailed bound for k(GV ). For each integer i
with 1 ≤ i ≤ 4 let di be the upper bound (coming from the table of the previous
section) for the number of elements x in G with
dim(CV (x))/ dim V = (1/2)(1 + 2
−i).
Note that di = 0 whenever a < 2i. Then, as before,
k(GV ) ≤ k(G) +m((|V |/|G|) +
4∑
i=1
((di/|G|)|V |(1/2)(1+2
−i)
) + |V |1/2)
≤ |G|+ (|V |/2a+1) +
4∑
i=1
((di/2
a+1)|V |(1/2)(1+2−i)) + (|G|/2a+1)|V |1/2.
(6)
Now let a = 8 and r = 2. By the last paragraph of Section 2 and the table of Sec-
tion 3, there are at most 249 elements x in G with rdim(x) = dim(CV (x))/ dim V =
3/4, at most 271 elements x with rdim(x) = 5/8, at most 285 elements x with
rdim(x) = 9/16, and at most 290 elements x with rdim(x) = 17/32. This together
with (6) shows that k(GV ) is at most
|G|+(|V |/29)+240|V |3/4+262|V |5/8+276|V |9/16+281|V |17/32+(|G|/29)|V |1/2 ≤ |V |.
Now let a = 7 and r = 2. By the last paragraph of Section 2, the table of Section
3, and (6) we have
k(GV ) ≤ |G|+(|V |/28)+235|V |3/4+253|V |5/8+263|V |9/16+(|G|/28)|V |1/2 ≤ |V |.
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Now let a = 4 and r = 3. By the table of the previous section, Theorem 2.7,
and (5) we have
k(GV ) ≤ |G|+ (|V |/35) + (333)|V |2/3 + (|G|/35)|V |5/9 ≤ |V |.
Now let a = 5 and r = 2. By the last paragraph of Section 2, the table of Section
3, and (6) we have
k(GV ) ≤ |G|+ (|V |/26) + 225|V |3/4 + 235|V |5/8 + (|G|/26)|V |1/2.
This is at most |V | for |V | ≥ 1732. Notice that the possible prime divisors of |G|
are 2, 3, 5, 7, 11, 17, 31, and the prime divisors of k. Thus by the (classical) k(GV )
theorem we have k(GV ) ≤ |V | unless |K| = 3, 5, 7, 9, or 11. In all these exceptional
cases we have k(GV ) ≤ 2119.
Now let a = 3 and r = 3. By the table of the previous section, Theorem 2.7,
and (5) we have
k(GV ) ≤ |G|+ (|V |/34) + 316|V |2/3 + (|G|/34)|V |5/9.
This is at most |V | for |V | ≥ 1327. Notice that the possible prime divisors of |G| are
2, 3, 5, 7, 13, and the prime divisors of k. Thus by the (classical) k(GV ) theorem
we have k(GV ) ≤ |V | unless |K| = 4 or 7. In all these exceptional cases we have
k(GV ) ≤ 282.
Now let a = 2 and r = 5. By the table of the previous section, Theorem 2.7,
and (5) we have
k(GV ) ≤ |G|+ (|V |/53) + 651 · 52|V |3/5 + (|G|/53)|V |1/2 ≤ |V |.
Now let a = 4 and r = 2. By the last paragraph of Section 2, the table of Section
3, and (6) we have
k(GV ) ≤ |G|+ (|V |/25) + 220|V |3/4 + 226|V |5/8 + (|G|/25)|V |1/2.
This is at most |V | for |V | ≥ 4116. Notice that the possible prime divisors of |G| are
2, 3, 5, 7, 17, and the prime divisors of k. Thus by the (classical) k(GV ) theorem
we have k(GV ) ≤ |V | unless |K| = 3, 5, 7, 9, 17, 25, or 27. In all these exceptional
cases we have k(GV ) ≤ 282.
Now let a = 2 and r = 3. By the table of the previous section, Theorem 2.7,
and (5) we have
k(GV ) ≤ |G|+ (|V |/33) + 8838|V |2/3 + (|G|/33)|V |5/9.
This is at most |V | for |V | ≥ 319. Notice that the possible prime divisors of |G|
are 2, 3, 5, and the prime divisors of k. Thus by the (classical) k(GV ) theorem we
have k(GV ) ≤ |V | unless |K| = 4, 16, or 25. In all these exceptional cases we have
k(GV ) ≤ 244.
Now let a = 3 and r = 2. By the last paragraph of Section 2, the table of Section
3, and (6) we have
k(GV ) ≤ |G|+ (|V |/24) + 215|V |3/4 + (|G|/24)|V |1/2.
This is at most |V | for |V | ≥ 1918. Notice that the possible prime divisors of |G|
are 2, 3, 5, 7, and the prime divisors of k. Thus by the (classical) k(GV ) theorem
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we have k(GV ) ≤ |V | unless |K| = 3, 5, 7, 9, 25, 27, 49, 81, or 125. In all these
exceptional cases we have k(GV ) ≤ 258.
Now we turn to the treatment of the case a = 6 and r = 2. We need a couple of
lemmas.
Lemma 4.2 (Nagao, [21]). Let N be a normal subgroup in a finite group X. Then
k(X) ≤ k(N) · k(X/N).
Lemma 4.3. Let H be a subgroup of a finite group X. Then k(H) ≤√|X | · k(X).
Lemma 4.3 is an easy consequence of a result of Gallagher [6] saying that k(H) ≤
(X : H)k(X).
Recall what m and k were above.
Lemma 4.4. Let a = 6 and r = 2. Then m ≤ 250k.
Proof. Let λ be a non-trivial linear character of V with k(StabG(λ)) = m. Put
T = StabG(λ). Since R∩T is normal in T , we have k(T ) ≤ k(R∩T ) ·k(T/(R∩T ))
by Lemma 4.2, which is at most ra · k(TR/R). By Lemma 4.2 again, we see that
k(TR/R) ≤ k ·k((TR∩A)/R). Now H := (TR∩A)/R can be viewed as a subgroup
of X := Sp(12, 2), and thus, by Lemma 4.3, we have k(H) ≤ √|X | · k(X) < 244.
(Here the estimate for k(X) came from [5, Theorem 3.13].) Summing up, we have
k(T ) ≤ 250k. 
By the last paragraph of Section 2, the table of Section 3, and (6) we have that
k(GV ) ≤ |G|+ (|V |/27) + 234|V |3/4 + 252|V |5/8 + 262|V |9/16 +m|V |1/2.
By using the bound of Lemma 4.4 for m, we see that this is at most |V | provided
that |V | ≥ 564, and is less than 2120 if |V | = 364.
Finally we turn to the treatment of the cases a = 1 and (a, r) = (2, 2). The
following lemma can be verified by GAP [7].
Lemma 4.5. Let a = 1. If r = 7, 5, 3, 2, then m is at most 98k, 50k, 9k, 6k in
the respective cases. If (a, r) = (2, 2) then m ≤ 44k.
Now let a = 1 and r = 7. By the table of the previous section, Theorem 2.7, (5),
and Lemma 4.5 we have
k(GV ) ≤ |G|+ (|V |/72) + 7|V |4/7 +m|V |1/2 ≤ |V |.
Now let a = 1 and r = 5. By the table of the previous section, Theorem 2.7, (5),
and Lemma 4.5 we have
k(GV ) ≤ |G|+ (|V |/52) + 5|V |3/5 +m|V |1/2 ≤ |V |.
Now let a = 1 and r = 3. By the table of the previous section, Theorem 2.7, (5),
and Lemma 4.5 we have
k(GV ) ≤ k(G) + (|V |/32) +m|V |2/3,
which is at most |V | whenever |V | ≥ 133. If |V | = 73 then |G| is coprime to |V | and
hence we have k(GV ) ≤ |V | by the (classical) k(GV ) theorem. If |V | = 43 then the
inequality k(GV ) ≤ |V | can be checked by GAP [7].
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Now let a = 1 and r = 2. By the last paragraph of Section 2, the table of Section
3, (6), and Lemma 4.5 we have
k(GV ) ≤ k(G) + (|V |/22) +m|V |1/2,
which is at most |V | provided that |V | ≥ 132. By the (classical) k(GV ) theorem, we
may assume that the action of G on V is non-coprime, that is, the cases remaining
are |V | = 32 and |V | = 92. In both these cases we have k(GV ) ≤ max{|V |, 11} by
use of GAP [7].
Finally let a = 2 and r = 2. By the last paragraph of Section 2, the table of
Section 3, (6), and Lemma 4.5 we have
k(GV ) ≤ |G|+ (|V |/23) + 44k|V |3/4.
This is at most |V | for |V | > 2434. Notice that the possible prime divisors of |G|
are 2, 3, 5, and the prime divisors of k. Thus by the (classical) k(GV ) theorem
we have k(GV ) ≤ |V | unless |K| = 3, 5, 9, 25, 27, 81, 125, or 243. In all these
exceptional cases we have k(GV ) ≤ 232.
This completes the proof of Theorem 1.1.
5. Another estimate for k(GV )
Let t ≥ 2 be a positive integer. For all integers i such that 1 ≤ i ≤ t define ri,
Ri, ai, Vi, Gi in the following way. Let ri be a prime and let Ri be an ri-group
of symplectic type with |Ri/Z(Ri)| = r2aii for some positive integer ai. Suppose
also that ri 6= rj whenever i 6= j. Let Vi be a faithful, absolutely irreducible KRi-
module of dimension raii for some finite field K. View Vi as an F -vector space
where F is the prime field of K. Let Gi be a subgroup of GL(Vi) which contains
Ri as a normal subgroup. Let G be the central product of the Gi’s with Z for some
group of scalars Z. (Put A = CG(K
∗).) Then the vector space V = V1⊗F · · ·⊗F Vt
can be considered as an FG-module.
In this section we will bound k(GV ) using Lemma 4.1.
Let R be the central product of all the Ri’s and Z. Moreover put n =
∏t
i=1 r
ai
i
which is the K-dimension of the vector space V .
Lemma 5.1. Use the notations of this section. If λ is a non-trivial linear character
of V then |StabG(λ)| ≤ |G/R| · n.
Proof. The inertia group StabR(λ) of a non-trivial linear character λ of V in R
is abelian since it embeds injectively into the abelian group R/Z(R). For all i
the subgroup StabR(λ) ∩ Ri is abelian of order at most raii . Hence |StabG(λ)| ≤
|G/R||StabR(λ)| ≤ |G/R| · n. 
By [19, Pages 82-83] we have dim(CV (x))/ dim V ≤ 3/4 for all non-identity
elements x in G. This and Lemma 4.1 imply (as in the previous section) that
k(GV ) ≤ |G|+m((|V |/|G|) + |V |3/4)
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where m is the maximum of the k(StabG(λ))’s as λ runs through the set of non-
trivial linear characters of V . By Lemma 5.1 this number is at most |G/R| · n,
hence we get
(7) k(GV ) ≤ |G|+ ((|V | · n)/|R|) + ((|G| · n)/|R|)|V |3/4.
Now n2 ≤ |R| ≤ n3|K| and
|G/R| ≤ k ·
t∏
i=1
|Sp(2ai, ri)| ≤ k · n3 log2 n
where |K| = pk and |F | = p. Hence (7) gives
k(GV ) ≤ pk · k · n3+3 log2 n + (|V |/n) + pk · k · n1+3 log2 n|V |3/4
which is, by inspection, at most max{|V |, 21344}.
Summarizing the content of this section with Theorem 1.1 we get the following.
Theorem 5.2. Use the notations of this section with allowing t = 1. Then
k(GV ) ≤ max{|V |, 21344}.
6. The meta-cyclic case
In this section we prove Theorem 1.2.
Let p be a prime. Let X be GL(1, pn).n for some positive integer n. Then
X has a maximal abelian normal subgroup S which is cyclic of order pn − 1 and
|X | = n(pn − 1). Furthermore, X is meta-cyclic and any element x of X can be
written in the form x = akbl for some integers k and l with 0 ≤ k < pn − 1 and
0 ≤ l < n where 〈a〉 = S, 〈bS〉 = X/S, and apb = ba.
Let G be a subgroup of X . Then G/(S ∩ G) is cyclic of order d for some d
dividing n and 1 ≤ d ≤ n. Suppose that S ∩G = 〈am〉 where m is an integer with
0 < m ≤ pn− 1 and is as small as possible. By our choice of m the integer pn− 1 is
divisible by m. Let c ∈ G so that c(S ∩G) generates G/(S ∩G). Then there exists
an integer k with 0 ≤ k < pn − 1 so that c is of the form akbn/d.
The group G acts in a natural way on the n-dimensional vector space V over
GF (p). Let the semidirect product of G with the abelian (additive) group V be GV .
Let us view V as a field of order pn and let a0 be a generator of the multiplicative
group of V so that the equations b−1at0b = a
tp
0 and a
−1at0a = a
t+1
0 hold for every
integer t with 0 ≤ t < pn − 1.
In order to prove Theorem 1.2 we wish to bound the number k(GV ) of complex
irreducible characters of the group GV . By [7], Theorem 1.2 can be verified for all
prime powers pn at most 1024. Hence from now on in our considerations we will
assume that pn > 1024.
We will use several lemmas to show Theorem 1.2.
Lemma 6.1 (Gallagher, [6]). Let H be a finite group, N be a normal subgroup in
H, χ be an irreducible character of N , and I(χ) be its inertia subgroup. Then the
number of irreducible characters of H which lie over (H-conjugates of) χ is at most
k(I(χ)/N).
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Clearly, to apply the above lemmas, we are interested in the G-orbits of the
set Irr(V ). In case |G| is not divisible by p, then Irr(V ) and V are permutation
isomorphic G-sets, however this is not always so in case p divides |G|. In any case,
the following two consequences of Brauer’s Permutation Lemma ([14, Theorem
6.32]) will be used.
Lemma 6.2. The number of G-orbits on Irr(V ) is equal to the number of G-orbits
on V .
Lemma 6.3. Let H be a finite group, N be an abelian normal subgroup in H, and
suppose that H/N is cyclic. Then there is a size preserving bijection between the
set of H/N -orbits of Irr(N) and the set of H/N -orbits of N .
We may assume that d > 1. Indeed, if d = 1, then G = S ∩ G, and so G
acts semiregularly on the set of non-zero vectors of V . Since p does not divide
|G|, the G-sets V and Irr(V ) are permutation isomorphic. Hence, by Lemma 4.1,
k(GV ) = k(G) +m = ((pn − 1)/m) +m ≤ pn which is exactly what we wanted.
From now on assume that d > 1 and let q be the smallest prime divisor of d.
Lemma 6.4. With the above notations and assumptions we have
k(G) ≤ q
2 − 1
q2
d(pn/d − 1) + d(p
n − 1)
q2m
.
Proof. We see that
[am, c−1] = [am, b−n/d] = a−mbn/damb−n/d = am(p
n/d−1) ∈ G′.
Hence |G′| ≥ pn−1
m(pn/d−1)
and so |G/G′| ≤ d(pn/d − 1). This means that the number
of linear complex irreducible characters of G is at most d(pn/d − 1). By the fact
that
∑
χ∈Irr(G) χ(1)
2
= |G| and by Ito’s Theorem ([14, Corollary 6.15]) we have
|Irr(G)| ≤ d(pn/d − 1) + |G| − d(p
n/d − 1)
q2
=
q2 − 1
q2
d(pn/d − 1) + d(p
n − 1)
q2m
.

Lemma 6.5. Use the above notations and assumptions. Let g be a non-identity
element of G. Then |CV (g)| ≤ |V |1/q.
Proof. Let g = albr(n/d) be a non-identity element of G for some integers l and r
with 0 ≤ l < pn − 1 and 0 ≤ r < d. We may assume that 0 < r.
Let t be an integer with 0 ≤ t < pn − 1 so that a0t is centralized by g. Then
at0 = g
−1at0g = b
−r(n/d)a−la0
talbr(n/d) = b−r(n/d)a0
t+lbr(n/d) = a0
(t+l)pr(n/d) .
This implies that t ≡ (t+ l)pr(n/d) (mod pn − 1), that is,
(pr(n/d) − 1)t ≡ −lpr(n/d) (mod pn − 1).
Let s0 be the smallest positive integer s so that p
n − 1 | s(pr(n/d) − 1). Then
s0 | pn − 1.
ON THE NON-COPRIME k(GV ) PROBLEM 21
It is easy to see that for any integer x there is either no solution t to the con-
gruence
(pr(n/d) − 1)t ≡ x (mod pn − 1)
or there are exactly (pn − 1)/s0 solutions t in the range 0 ≤ t < pn − 1. For x = 0
there is a solution hence there must be (pn−1)/s0. So in order to maximize |CV (g)|
we may assume that s0 = 1 and thus −lpr(n/d) ≡ 0 (mod pn − 1), that is, l = 0
and thus g = br(n/d). But in this case CV (g) can be considered as a subfield of V
of order at most pn/q (where q is the smallest prime divisor of d). 
Lemma 6.6. The number of G-orbits on Irr(V ) is at most (|V |/|G|) + |V |1/q.
Proof. This follows from Lemmas 6.2 and 6.5. 
We may assume thatm < pn−1. For otherwise |G| = d andG = 〈c〉. By Lemmas
6.3, 6.5, and 6.6, there are at most |V |1/q G-invariant irreducible characters of V
and all other complex irreducible characters of V lie in G-orbits of lengths at least
q. By Lemmas 6.1 and 6.6 we find that
k(GV ) ≤ d
q
|V |
d
+ d|V |1/q = |V |
q
+ d|V |1/q ≤ |V |
unless pn ≤ 64 (but we assumed that pn > 1024).
Lemma 6.7. Let χ be an irreducible character of V . Then I(χ)/V is a cyclic group
of order at most d.
Proof. This follows from the fact that (I(χ)/V )∩ (S ∩G) is trivial since S ∩G acts
semiregularly on V \ {1} and hence acts semiregularly on Irr(V ) \ {1} (since V and
Irr(V ) are permutation isomorphic S ∩G sets). 
Lemma 6.8. Use the above notations and assumptions. We have
k(GV ) ≤ q
2 − 1
q2
d(pn/d − 1) + (p
n − 1)d
q2m
+
pn
pn − 1m+ dp
n/q.
Proof. By Lemmas 6.1, 6.6, and 6.7 we have k(GV ) ≤ k(G)+d((|V |/|G|)+ |V |1/q).
Finally, the claim follows from Lemma 6.4. 
Using Lemma 6.8 and our assumptions including the hypothesis that pn > 1024,
we may assume that m < d. Indeed, if m = (pn − 1)/2, then k(GV ) ≤ |V |. (Cases
d = 2, d = 3, and d ≥ 4 should be treated separately.) Also, if m = (pn − 1)/3,
then k(GV ) ≤ |V |. Finally, if d ≤ m ≤ (pn−1)/4, then k(GV ) ≤ |V |. (Cases d = 2
and d ≥ 3 should be treated separately.)
Let n = 2. Then d = 2 = n. Since m < d, we have m = 1, and so G = X .
There are p − 1 fixed points of 〈b〉 on S and (p2 − p)/2 orbits of length 2. Hence,
by Lemmas 6.3 and 6.1, we have k(G) ≤ 2(p− 1) + (p2 − p)/2. This and the proof
of Lemma 6.8 gives
k(GV ) ≤ 2(p− 1) + p
2 − p
2
+
p2
p2 − 1 + 2p
which is at most p2 (provided that p2 > 1024).
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By the previous paragraph we may assume that n > 2.
By Zsigmondy’s Theorem, there is a primitive prime divisor pn of p
n − 1. By a
primitive prime divisor we mean a prime which divides pn − 1 but divides none of
the integers pr− 1 where 1 ≤ r < n. Such a primitive prime divisor is congruent to
1 modulo n, in particular, pn ≥ n + 1. Since m < d ≤ n < pn, the prime pn does
not divide m.
For every integer t with 1 ≤ t ≤ (pn−1)/m and for every integer r with 1 ≤ r ≤ d
we have
cramtc−r = ap
nr/dmt.
If pn ∤ t, then pn ∤ mt(p
nr/d − 1) for r < d, and so pn − 1 ∤ mt(pnr/d − 1) for
r < d. This means that amt is not fixed by any element cr for r < d. We conclude
that if pn ∤ t, then a
mt lies in a 〈c〉-orbit of S ∩ G of length d. There are at most
(pn− 1)/mpn elements of S ∩G which lie in 〈c〉-orbits of lengths less than d. Hence
there are at most
pn − 1
mpn
+
pn − 1
md
− p
n − 1
mdpn
〈c〉-orbits of S ∩G.
Lemma 6.9. By the above notations and assumptions including m < d, we have
k(GV ) ≤ d(p
n − 1)
mpn
+
pn − 1
md
− p
n − 1
mdpn
+
pn
pn − 1m+ dp
n/q.
Proof. This follows from Lemmas 6.3, 6.1, and 6.6. 
By Lemma 6.9, we may assume that m = 1. This follows by treating the three
cases m ≥ 3, m = 2 and d = 2, and m = 2 and d ≥ 3 separately. Since m = 1, we
may assume that c = bn/d.
Lemma 6.10. If m = 1, then
k(GV ) <
∑
r|d
( d
r2
pnr/d
)
+ 2 + dpn/q.
Proof. By Lemma 6.9 and its proof it is sufficient to show that
k(G) <
∑
r|d
( d
r2
pnr/d
)
.
For any positive integer r dividing d and any integer t the element at of S is fixed
by c−r if and only if pn − 1 | t(pnr/d − 1). Hence there are less than pnr/d/r orbits
of length r of 〈c〉 on S. Now apply Lemma 6.3 and Lemma 6.1 to obtain the desired
conclusion. 
Using Lemma 6.10 and the assumption that pn > 1024, we find that k(GV ) ≤ |V |
for d a prime and for d = 4, 6, 8, and 9. Hence we may assume that d ≥ 10.
Finally, again by Lemma 6.10, if d ≥ 10 and pn > 1024, we have
k(GV ) <
pn
d
+
4pn/2
d
+
9 · pn/3
d
+ n2pn/4 + 2 + n · pn/2 ≤ pn.
This finishes the proof of Theorem 1.2.
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7. Primitive linear groups
Let V be a finite faithful irreducible primitive FG-module. Suppose that the
generalized Fitting subgroup of G is nilpotent. In this section we will prove the
estimates k(GV ) ≤ max{|V |, 21344}. This will verify Theorem 1.3.
Put q = |F | and let n be the F -dimension of V . We may consider G as a primi-
tive (irreducible) subgroup of GL(n, q). We may also assume that G is absolutely
irreducible. (For suppose that F 6= K := EndFG(V ). Then V can be viewed as
a K-vector space of dimension n/|K : F |. In fact V is an absolutely irreducible,
primitive and faithful KG-module. So if we prove the bound for k(GV ) where V
is a KG-module, then the same bound will hold when V is an FG-module.)
Let us recall a consequence of Clifford’s theorem. A normal subgroup of a prim-
itive (irreducible) linear group acts homogeneously on the underlying vector space.
This means that any two simple submodules of the normal subgroup are isomorphic.
One importance of this observation is that if N ≤ GL(n, q) is a normal subgroup of
a primitive group, then N is irreducible or N can be considered to be an irreducible
subgroup of GL(d, q) where d < n and d | n.
First suppose that whenever N is a normal subgroup of G, then every irreducible
FN -submodule of V is absolutely irreducible.
As we have noted before, every normal subgroup of G acts homogeneously on V .
In particular, any abelian normal subgroup acts homogeneously, and so is cyclic by
Schur’s lemma. Furthermore, by our hypothesis on the normal subgroups of G, an
abelian normal subgroup of G must be central (in G).
If all normal subgroups of G are central, then G is abelian, n = 1 and |G| ≤ qn−1.
In this case k(GV ) ≤ |V |.
From now on suppose that G has at least one non-central normal subgroup.
Let R be a normal subgroup of G that is minimal with respect to being non-
central. We see that R is non-abelian. Since Z(R) is abelian and normal in G,
we have Z(R) ≤ Z(G). By the minimality of R, the factor group R/Z(R) is
characteristically simple. So either R is a central product of say ℓ quasi-simple
groups Qi (with Qi/Z(Qi) all isomorphic), or R/Z(R) is an elementary abelian r-
group for some prime r. The previous case does not occur since we assumed that G
has no non-abelian component. In the latter case it follows that R is of symplectic
type with |R/Z(R)| = r2a for some prime r and some positive integer a.
Let J1, . . . , Jt denote the distinct normal subgroups of G that are minimal with
respect to being non-central in G. Put J = J1 · · · Jt. Then CG(J) = Z(G). (The
containment CG(J) ⊇ Z(G) is clear. Suppose that CG(J) properly contains Z(G).
Since CG(J) is a normal subgroup of G which is not central, CG(J) contains a
normal subgroup of G which is minimal with respect to being non-central. Without
loss of generality, let such a subgroup be J1. Then J1 must be abelian and so
central (by the fifth paragraph of this section).) Thus, G/Z(G)J embeds into
the direct product of the outer automorphism groups of the minimal normal non-
central subgroups. If R is of symplectic type with |R/Z(R)| = r2a, then this outer
automorphism group is isomorphic to Sp(2a, r) or to Oǫ(2a, 2) in case r = 2 and
|Z(R)| = 2.
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Since G is primitive on V , the normal subgroup J acts homogeneously on V . Let
W be an irreducible constituent for J . It follows thatW ∼= U1⊗· · ·⊗Ut where Ui is
an irreducible FJi-module. Furthermore, W is an irreducible faithful FG-module
as the one treated in Section 5; hence Theorem 5.2 applies.
Lemma 7.1. Use the notations and assumptions of this section. Suppose that G
is an absolutely irreducible subgroup of GL(n, q) and that whenever N is a normal
subgroup of G, then every irreducible FN -submodule of V is absolutely irreducible.
Then k(GV ) ≤ max{|V |, 21344}.
There are two cases remaining: G either preserves a field extension structure on
V or it does not. (We say that G preserves a field extension structure on V if there
is an F -subalgebra K ⊆ EndF (V ) (properly containing F ) so that G preserves K
(and there is a homomorphism from G into Gal(K|F )).)
Suppose that G preserves no field extension structure. Let N be a normal sub-
group of G. Then N must act homogeneously on V (since G acts primitively on
V ) and moreover, the irreducible constituents for N must be absolutely irreducible
(otherwise the center of EndN (V ) is K for some field extension of F , and would be
normalized by G, whence G preserves a field extension structure on V ). Hence, in
this case, Lemma 7.1 gives the desired conclusion.
Now suppose that G preserves a field extension structure on V over a field K
with K as large as possible. Let |K| = qe with e > 1. Let A = G ∩ GL(n/e, qe).
Let U denote V considered as a vector space over K (and as a KA-module). Then
G embeds in GL(n/e, qe).e. Let W = V ⊗F K. Now W ∼= ⊕σ∈Gal(K|F )Uσ as an
FA-module. Then G permutes the Uσ. Moreover, A acts irreducibly on U (or G
acts reducibly on W , a contradiction to the fact that V is absolutely irreducible as
an FG-module). Also A acts faithfully on U (x trivial on U implies that x is trivial
on Uσ for all σ, whence x is trivial on W ). By the maximality of K it follows that
A preserves no field extension structure on U . We may assume that A is absolutely
irreducible on U . The group A has no non-abelian component for such a subgroup
would also be a component of G. Hence the generalized Fitting subgroup of A is
nilpotent.
Suppose that A is not abelian. Then A and G are as in Sections 4 and 5. Hence
Theorem 5.2 gives k(GV ) ≤ {|V |, 21344}.
Finally, if A is abelian, then G is meta-cyclic. Hence, by Theorem 1.2, we have
k(GV ) ≤ max{|V |, 5}.
8. The imprimitive case
In this section we prove Theorem 1.4.
Let F be a finite field, V an n-dimensional vector space over F and also an
irreducible FG-module for a finite group G. Suppose that V admits a direct sum
decomposition V = V1 ⊕ . . . ⊕ Vt as an FG-module. Let H be the kernel of this
linear G-action on the t direct summands. In particular, H is a normal subgroup
in G and G/H can be considered as a permutation group of degree t. Suppose
that V1 is an irreducible FL-module where L is the stabilizer of V1 in G. Then
H is a subdirect product of irreducible subgroups H1, . . . , Ht on the vector spaces
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V1, . . . , Vt, respectively. This means that H is such a subgroup of H1 × . . . × Ht
that projects onto every direct factor. Suppose that for every normal subgroup
N of any Hi we have k(N) < |Vi|/
√
3. We will prove by induction on t that
k(H) < (|V1|/
√
3)
t
. The case t = 1 is trivial. Suppose that t > 1 and the statement
is true for t − 1. Let H∗ be the projection of H onto all but the last direct factor
of H1 × . . . × Ht. Let the kernel of this map be K. Then H/K ∼= H∗ which in
turn is a subdirect product of H1, . . . , Ht−1. By the induction hypothesis we have
k(H∗) < (|V1|/
√
3)
t−1
. Now K ✁Ht hence k(K) < (|Vt|/
√
3). By Lemma 4.2, we
have k(H) < (|V1|/
√
3)
t
. By [20] this gives
k(G) ≤ k(H)k(G/H) < (|V |/(
√
3)
t
)(
√
3)
t−1
= |V |/
√
3
for t > 2 and k(G) < (2/3)|V | for t = 2.
This proves Theorem 1.4.
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