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Abst ract - -A  numerical technique for the calculation of the frequency of an oscillatory problems 
is shown. This new technique is useful to improve the numerical results obtained when this kind of 
problems are integrated with special codes, such as Bettis or SMF methods. © 2000 Elsevier Science 
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1. INTRODUCTION 
In this paper, we are interested in oscillatory problems whose equations can be written in the 
form 
x" + w2x = ~/(x ,  x ') ,  x(0) = x0, x'(0) = x~. (1) 
The coefficients of the numerical codes specially designed to integrate these problems depend on 
the frequency of the oscillation. Therefore, they require a previous knowledge of the frequency 
of the problem or of an accurate approximation to this frequency. A first approximation to 
the frequency is obviously w, but in most of the cases this is not a good approximation. Some 
analytical tools have been devised in order to obtain a better approximation. One of them, based 
on Lindstedt-Poincar~ technique (see [1,2]), was developed by Ferrgmdiz and Novo [3] to improve 
the results of Bettis method [4]. Another one is based on the first approximation of Kryloff and 
Bogoliuboff (see, e.g., [5,6]) and was developed by Martin and Farto [7]. All these techniques are 
analytical, and then, they are useful only in particular cases. 
In this paper, we show a way to obtain an approximation to the frequency based on the first 
approximation of Kryloff and Bogoliuboff. This new technique is a numerical technique and it 
does not need any analytical calculation, thus, it can be applied to a wide class of problems. We 
show the improvement provided by the new technique when integrating with the SMF method [8] 
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some oscillatory problems, such as the satellite problem with the perturbation due to the earth's 
oblateness. 
2. F IRST  APPROXIMATION 
Let us consider a and ~o in the expressions 
x(t) = a sin(cot + 
x'(t) = cos(wt + 
OF KRYLOFF-BOGOLIUBOFF  
(2) 
(3) 
as new unknown functions of the time which are to be determined so that (2) becomes a solution 
of (1). We have first 
x'(t) = da sin(cot + ~) + a + w cos(cot + ~o). (4) 
Hence, if we impose (2), then 
da 
sin(cot + ~o) + a~ cos(cot + ~o) = 0. (5) 
dt 
From these relations we deduce 
d2Xdt 2 co cos(cot + q0) - aw ~-  + co sin(cot + ~o), (6) 
to the equations 
da _ ~ [2~ 
dt 21rco f(a sin 0, aco cos 0) cos 0 dO, Ju 
dt o _ ~ [2~ 
dt 27rcoa Jo f(a sin 0, aco cos 0) sin 0 dO. 
(lo) 
(11) 
These equations make up the first approximation of Kryloff-Bogoliuboff [5,6] for the functions a
and ~ of the solution (2). 
and so finally from (1) 
da 
cos(wt + ~) - wa~t  sin(wt + ~) = ef(a sin(at + ~), a~ cos(wt + ~)). (7) co?7 
By combining with (1) we have 
da = e_.f( a sin(cot + ~), aco cos(cot + ~)) cos(cot + qa), (8) 
dt co 
d--( = f(a sin(cot + ~o), aw cos(cot + ~o)) sin(cot + ~o). (9) 
Notice that da and d_~ are both proportional to the small parameter e, so that a(t) and ~o(t) 
will be slowly varying functions during the period 21r/co. That is, during an interval of time of 
length 21r/co, the functions a(t) and ~(t) are almost constant while O(t) = cot + ~o(t) increases by 
approximately 21r. Thus, for a first approximation, in the righthand sides of (1) and (2) we can 
consider a(t) and ~o(t) as constants during an interval of 27r in 0 and then we can substitute the 
functions in the righthand sides for their average values over the said interval of 0. This takes us 
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3. NUMERICAL  CALCULAT ION OF THE FREQUENCY 
We are interested in the frequency of the problem. In a first approximation, let us consider a
as a constant and 
= ¢ + Ct, (12) 
with ¢ and ¢ constants. Then, we will have from (2) 
x(t )  = a sin((w + ¢)t + ¢) (13) 
and ~ = w + ¢ will be the frequency. From (2) and (1) we have that 
d~ e f02~ = w + ¢ = w + ~ = w 27rwa f (as inO,  awcosO) sin 0dO. (14) 
We can approximate he integral by means of the trapezoidal rule for n subintervals, and we 
obtain: 
n--1 
~-- w 2nwa f as in  n awcos sin n (15) 
The value of a is easily computed from the initial conditions: 
a = + ~-~. (16) 
The process for a system of perturbed oscillators: 
t/ Oj2iX = C i f i  (Xl , .  Xm,X i , . . . ,X~m) ,  xi(O) x~(O) ' .. (17) Xi + . . ,  = Xio, = Xio, i = l . m,  
is similar, and we obtain the approximation to the frequencies by means of the formula: 
n--1 2~rj 
12i ~- wi 2nwiai~i E f i  (p i j l , . . .  ,Pijm, qi j i , . . . ,  qijm) sin - - ,n (18) 
j= l  
where 
ak= Z~o + ~ , 
f~ xko~ 
vk = a~ctan ~, k Xlo ) "  
4. NUMERICAL  EXPERIMENTS 
The frequency that we obtain with the previous formulae can be used to improve the numeri- 
cal results provided for special codes when integrating orbital problems. We shall consider three 
problems and the special code designed by Martin and Ferr~diz [8] called SMF. In the figures 
we have denoted by F1 the results obtained when the coefficients of the SMF method are calcu- 
lated with the frequency of the unperturbed problem and by F2 the results with the frequency 
calculated with the technique that we have described. The first problem is the Duffin oscillator: 
x" + x = ~3,  ~(0) = 1, ~'(0) = 0. (19) 
In Figure 1, we show the errors obtained for this problem taking E = 10 -3. The computation 
was made with the SMF method in PE mode, order 4 and 60 steps per revolution. It is clear the 
improvement of the method with the new frequency (~ = 0.999625). 
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Figure 1. Error vs. number of revolutions, x" + x = ex 3, x(0) = 1, x'(0) = 0, 
---- 10 -3.  SMF method, order 4, step-size 27r/60. 
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Figure 2. Error vs. number of revolutions, x" + x = ex 3, x(0) = 1, z'(0) = 0, 
= 10 -3.  SMF method, order 4, step-size 2~/60. 
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Figure 3. Error vs. number of revolutions. Satellite problem. Eccentricity 0.9, 
perturbation J2. SMF method, order 5, step-size 27r/50. 
The second problem is a system of coupled oscillators: 
x" + x = ¢(x 3 - y2), 
y" + y = ¢(y 5 - 2xy),  
x(0) = 0, x ' (0)  = 1, 
(20) 
y(0) = 0, y'(0) = 1. 
Figure 2 shows the errors obtained when integrating this problem with the SMF method in 
explicit form with order 6 and 40 steps per revolution. One can perceive the great accuracy 
provided by the method with the frequencies calculated with formula (2). 
The last example is the satellite problem in focal variables (see [9]). We have chosen a highly 
eccentric low Earth equatorial satellite with the perturbation due to the earth's oblateness (the 
zonal harmonic J2)- In focal variables the problem is written in the form of four perturbed 
oscillators. In Figure 3, we show the position error when computing the solution with the SMF 
method in PE mode, with order 5 and 50 steps per revolution. Once more the results provided 
by the numerical technique that we here present are clearly, better than those obtained with the 
frequencies of.the unperturbed problem, giving a remarkable stabilization of the error. 
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