Abstract. In 1971, Chartrand, Geller, and Hedetniemi conjectured that the edge set of a planar graph may be partitioned into two subsets, each of which induces an outerplanar graph. Some partial results towards this conjecture are presented. One of which, that a planar graph may be thus edge partitioned into two series-parallel graphs, has nice generalizations for graphs embedded onto an arbitrary surface and graphs with no large clique-minor. Several open questions are raised.
one of which has only one vertex. It is easy to see that if T is an internally 4-connected plane triangulation, and V 3 is the set of vertices of T of degree three, then T ? V 3 either is isomorphic to K 4 or is 4-connected. Thus, it may be possible to nd an edge partition of T into two outerplanar graphs by using a Hamilton cycle of T ? V 3 .
For the rst main lemma, a special kind of Hamilton cycle is needed that Tutte's theorem does not guarantee. Given a cycle C of a plane graph G, let int(C) be the subgraph of G consisting of the cycle C and all the vertices and edges embedded in its interior. Lemma 2.2. Let G be a 4-connected plane graph. If C is a cycle of G of length at least four, and int(C) is 3-connected, then int(C) has a Hamilton cycle containing any three edges of C.
A proof of Lemma 2.2 appears in 25].
The next lemma will be used in some induction arguments. Given a triangle T on vertices ft; u; vg, let tuv := T. Lemma 2.3. Let G be an internally 4-connected plane triangulation such that the vertex z on the outer cycle xyz of G has degree greater than three. Then G has an edge partition fA; B; V g such that each of A; B contains xyz and is outerplanar;
V is a vee-forest; every path in A from x or y to z uses xz or yz; B has no path between any of x; y; z, except those contained in xyz; each edge of V is incident with a distinct vertex of degree three; and no edge of V is incident with any of x; y; z. Proof: Let G; x; y; z be as in the statement of the lemma. Let V 3 be the vertices of G of degree three. Let J := G ? V 3 . Let C be the outer cycle of J ? z. If C contains x and y, then let v x (v y ) be the neighbor of x (of y) in C not in fx; yg, and let D := fv x x; v y y; xyg. If C contains x, but not y, (similarly if y, but not x) then let v y be the common neighbor of x and y other than z, let v x be the neighbor of x in C other than v y , and let D := fv x x; xv y g. Since G is internally 4-connected, v x 6 = v y , and also, since deg(z) > 3, either jV (J ? z)j = 3, or jE(C)j 4. Thus, J ? z has a Hamilton cycle H 0 through all of D, either trivially, or by Lemma 2.2. This is easily modi ed to a Hamilton cycle H through v x x; v y y; xy in the graph induced by the vertices of J ? z and fx; yg.
Let X be the edges of J inside or on H together with E(xyz), and let Y be the edges of J outside H together with E(xyz).
Each v 2 V 3 not adjacent to z has its three neighbors in H. Let l(v); m(v); r(v) respectively be its neighbor closest to x, in the middle, and closest to y on H ? xy. For each neighbor w of z in V 3 with its three neighbors in (H ? y) + v y z, let l(w); m(w); r(w) respectively be its neighbor closest to x, in the middle, and closest to z on (H ? y) + v y z. Note that for a; b 2 V 3 which are on the same side of H, m(a) 6 = m(b).
Let u be the vertex adjacent to all of v y ; y; z, if it exists. Let A be X together with uy (if appropriate), and for every v 2 V 3 ? u, vl (v) . Let B be Y together with uv y ; uz (if appropriate), and for every v 2 V 3 ? u, vr (v) . Let V the graph induced by vm(v), for every v 2 V 3 ?u. Then fA; B; V g satisfy the conclusion of the lemma.
The next lemma is similar to the previous one, except that the conditions on A are strengthened, but an edge of V is allowed to be incident with z. This will also be used in an induction argument.
Lemma 2.4. Let G be an internally 4-connected plane triangulation such that no vertex on the outer cycle xyz of G has degree three. Then G has an edge partition fA; B; V g such that each of A; B contains xyz and is outerplanar; V is a vee-forest; neither of A; B has a path between any of x; y; z, except those contained in xyz; no edge of V is incident with either of x; y; exactly one edge zw of V is incident with z; and w has degree one in V . Proof: Let G; x; y; z be as in the statement of the lemma. Let V 3 be the vertices of G of degree three. Let J := G?V 3 . Let w be the vertex of J di erent from x which is adjacent to both y and z in G. Let v y (v z ) be the vertex of J adjacent to both x and y (both x and z). Below, we construct subsets X and Y of E(G) as follows. If J is isomorphic to K 4 , then let X and Y both be E(xyz). If J is 4-connected, the construction of X and Y is more elaborate, and is presented below.
Suppose J is 4-connected. Let = v y x, let = v z x, and let be the edge of We may now assume that a triangle xyz whose interior has at least three vertices, and whose exterior has at least two vertices. Let I be xyz and its interior, and let E be xyz and its exterior. Let E 0 be E with a single vertex w added adjacent to each of x; y; z. Clearly, E 0 has fewer vertices than G, and thus has an edge partition fO 1 A possible next step toward Conjecture 1.1 would be to nd an edge partition into two outerplanar graphs and a matching, but this appears di cult using this technique. The next theorem will instead consider a partition with only two subgraphs, and relax the condition of outerplanarity on them.
It is well-known that a graph is outerplanar if and only if it has no subdivision of K 4 or K 2;3 . A larger class of graphs are the series-parallel graphs, or those with no subdivision of K 4 . If two series-parallel graphs S; T have exactly one edge in common, and exactly two vertices (the ends of this edge) in common, then S T is series-parallel as well. This simple property allows an edge partition to be found.
Although Kedlaya 16] . There are two nice ways to generalize series-parallel graphs. The next section will look at graphs of bounded tree-width, while the nal section will consider graphs with no large clique-minor.
and Seymour 20] . In particular, many NP-hard problems such as maximum independent set, chromatic number, and Hamilton cycle, can be solved in linear time for graphs of bounded tree-width (see 2]). There are several equivalent de nitions of tree-width; the following is due to Arnborg and Proskurowski.
Let a k-clique be a clique on k vertices. For a non-negative integer k, a k-tree is de ned inductively as follows: A k-clique (the complete graph K k ) is a k-tree. Any graph obtained from a k-tree G by adding a new vertex and joining it to all the vertices of some k-clique of G is a k-tree. A partial k-tree is a subgraph of a k-tree. The tree-width of a graph G, in symbols tw(G), is the minimum integer k such that G is a partial k-tree.
Another important class of graphs are graphs embeddable on a given surface. Note that the n by n planar grid embeds on every surface, and has tree-width n, as shown by Robertson and Seymour 21] . Thus there are graphs of arbitrarily large tree-width that are embeddable on every surface.
On the other hand, Chartrand, Geller, and Hedetniemi 6] showed that every planar graph can be vertex partitioned into two partial 2-trees. Also, Theorem 2.2 shows that every planar graph can be edge partitioned into two partial 2-trees. Note that there are planar graphs which cannot be edge or vertex partitioned into two partial 1-trees (forests An edge partition of the planar subgraph will be found by peeling layers o the outside of the graph. Each layer will have small tree-width. This is formalized in the following.
Let a graph G be generalized outerplanar if G can be embedded in the plane so that there is a face F, such that every edge of G is incident with a vertex which is incident with F. An excluded minor characterization of generalized outerplanar graphs was given by Sedlacek 29] . In most cases, the layers will be generalized outerplanar graphs. To take care of some special cases, however, the de nition of a layer must be just a bit more general.
Let a graph L be a layer if L is connected, L can be embedded in the plane so that there is a face F bounded by a cycle C of L, and there is a subset S of the edges of L, such that the following are satis ed: Each edge in E(L) n S is incident with a vertex which is incident with F. Either jSj 1, or there is a vertex v of L which is incident with each edge of S, and no edge of E(L) n S. A simple result on tree-width is useful. Given two disjoint graphs, G; H, a graph J is a k-sum of G and H if it can be obtained from G and H by identifying the vertices of a k-clique in G with the vertices of a k-clique in H, and possibly deleting some of the edges of the now common k-clique. The following lemma is easy.
Lemma 3.4. If J is a k-sum of G and H, then tw(J) maxftw(G); tw(H)g.
The following is the bound mentioned above.
Lemma 3.5. The tree-width of a layer is at most three.
Proof: Let L be a layer embedded in the plane, with terminology as in the de nition of layer, such that L is a layer on the fewest vertices which has tree-width at least four.
Checking a few cases, performing a Zero, One, or Series reduction to a layer produces another layer. By Lemma 3.2, the minimum degree of L is at least three.
If V 3 6 = ;, let P be the vertex of V 3 . If V 3 = ;, but E 4 6 = ;, let P be a point of the edge 2 E 4 . Otherwise let P be an arbitrary point inside C, but not on L. If V 2 = ;, L is outerplanar, and thus has tree-width at most two. Thus, V 2 6 = ;. Let thus L has tree-width at most three.
Another simple structure is needed. To de ne this structure, it is useful to describe an embedding of a graph in the projective plane in an alternate way. Let 9 the plane with a crosscap be the plane with a special point P designated as its crosscap. Let a graph G be embedded in the plane with a crosscap, if the following are satis ed: The intersection of the embeddings of two distinct edges is a subset of fPg. If two edges and intersect (at P), then there is a closed curve in the plane separating P from the vertices of G which alternately meets and (each twice). It should be clear that a graph embeds in the projective plane if and only if it embeds in the plane with a crosscap.
The embedding in the plane with a crosscap, however, provides more structure. Given a graph G embedded in the plane with a crosscap, let the cap edges of G be the edges which pass through the crosscap, i.e., whose embeddings contain P. Let a capwheel be a graph G embedded in the plane with a crosscap such that the non-cap edges of G form a Hamilton cycle of G. Let a top layer be a graph T embedded in the plane with a crosscap such that there is a capwheel W such that the cap edges of T are also the cap edges of W, and the non-cap edges of T form a triangle. Let a top layer graph be a top layer without its embedding. Lemma 3.6. The tree-width of a top layer graph is at most three.
Proof: Let G be a top layer on the fewest vertices with tree-width at least four.
If there is a vertex x incident with exactly one cap edge, then G has either a One or a Triangle. Perform the reduction as follows: Delete the vertex x and its incident edges. If x had been incident to non-cap edges (necessarily two of them), add two edges to form a triangle on the neighbors of x, embedding them as to avoid the crosscap (i.e. the new edges become non-cap edges). Performing the reduction in this fashion gives a smaller top layer. By Lemmas 3.2 and 3.3, this contradicts the minimality of G.
Next, note that if G has a vertex incident with three or more cap edges, that implies the existence of a vertex incident with exactly one cap edge, already shown not to exist. Thus each vertex of G is incident with either zero or two cap edges, and either zero or two edges of the triangle. This type of graph is easily seen to have tree-width two, another contradiction.
A stronger version of what is needed for the projective plane will be proved for use in dealing with the Klein bottle. To prove this result, a simple lemma is required. A graph is outerprojective if it can be embedded in the projective plane such that all of its vertices are incident with a common face. Let V k be the set of vertices in G which are distance k from R. By the choice of R, it follows that the graph induced by V 0 has only one edge not in D, and that that edge may be reembedded in D to give an outerplanar graph. Also, for k > 0, the graph induced by V k is also seen to be outerplanar, as each of its edges is already embedded in D. Let Although a graph embedded on the torus or the Klein bottle must be 5-connected to guarantee a planarizing cycle, the following result, which appears in 36, see also 27], gives a similar structure that is just as useful, although more complicated to state. Given a subgraph S of a graph G, let A(G; S) be the set of vertices of attachment of S in G. Also, a trivial bridge of S is an edge not in E(S) joining two vertices in V (S). a non-trivial bridge of S is a component C of G n S, together with the edges between C and S. A bridge of S is either a trivial bridge of S or a non-trivial bridge of S. Proof: The result for the plane follows from Lemma 3.9 and Theorem 2.2; the result for the projective plane follows from Lemma 3.8. Let G be a graph embedded on a surface of Euler characteristic zero with the fewest vertices which has no edge partition into two graphs of tree-width at most three. Without loss of generality, by adding edges, G is 3-connected.
If G is not 4-connected, then there is a 3-cut Z := fx; y; zg. Now the case where there is no such disk D will be handled. It follows that is the Klein bottle, and there is a curve U in meeting the graph in Z such that U separates G into two 3-connected projective planar graphs. By adding edges, and re-embedding as necessary into U, it may be assumed that xyz bounds a face of each of these graphs. By Lemma 3.8, each of these projective planar graphs has an edge partition into two graphs of tree-width at most three, each of which contains the edges of the triangle xyz. Thus the union of these edge partitions is a 3-sum of the individual edge partitions, and is thus an edge partition of G into two graphs of tree-width at most three, by Lemma 3.4.
Also by Lemma 3.8, each of these graphs has a vertex partition into two graphs of tree-width at most three, one of which contains each of x; y; z while the other contains none of these. Thus the union of these vertex partitions is respectively a 3-sum and a 0-sum of the individual vertex partitions, and is thus a vertex partition of G into two graphs of tree-width at most three, by Lemma 3.4.
Assume that G is 4-connected. Note that each component of A and B is outerplanar plus an edge. Thus fA; Bg is a vertex partition of G into two graphs of tree-width at most three.
For Case 2, assume that there is no such cycle. It follows from Lemma 3.10, that there is a cycle K which bounds a closed disk S and a non-trivial bridge R of K embedded in cl( n S) satisfying V (G n R) S, jA(G; R)j = 4, and R can be embedded in the plane with A(G; R) all incident with the same face. Assume that there is no such cycle bounding a disk containing S which is distinct from K.
Let V k be the set of vertices in V (G) \ S which are distance k from K. Let E k be the set of edges embedded in S which are incident to two vertices of V k , and let D k be the set of edges which are incident to one vertex of V k and one vertex of V k+1 . Let W k be the set of vertices of R which are distance k + 1 from A(G; R). Let M k be the set of edges of R which are incident to two vertices of W k , and let N k be the set of edges which are incident to one vertex of W k and one vertex of W k+1 . Let G ?1 be the graph induced by the edges of G which are not in E(R) and The following theorem shows that, for the torus, the previous theorem cannot be improved in the fashion indicated. Theorem 3.3. There is a toroidal graph which has no edge partition and no vertex partition into two series-parallel graphs. Proof: Consider K 7 , which triangulates the torus. This graph has 21 edges. Since each series-parallel graph on n vertices has at most 2n ? 3 edges, if K 7 has an edge partition fA; Bg into two series-parallel graphs, without loss of generality, jE(A)j = 11 and jE(B)j = 10. There are twelve series-parallel graphs on seven vertices and eleven edges. The complement of each has tree-width at least three.
Note that for each vertex partition of K 7 into two graphs, one of them has at least 4 vertices, and thus contains K 4 , and is not series-parallel.
To get the results for general surfaces, generalizations of outerplanar graphs and layers for other surfaces will be useful. Similar to the fact that outerplanar graphs have tree-width at most two and layers have tree-width at most three, the generalizations will also have low tree-width. Given a surface , a graph is outerif it can be embedded in such that there is a face which is incident with each of its vertices. Given a surface , a graph G is a -layer if it can be embedded in such that there is a special face F, such that every edge of G is incident with a vertex which is incident with F; if F is bounded by a cycle, call it the outer cycle of G.
The following is a useful fact about -layers. Given a cycle C, two paths P 1 ; P 2 are disjoint crossed paths on C if P 1 is totally disjoint from P 2 , and for i 2 f1; 2g, P i goes from x i to y i , P i is internally disjoint from C, and x 1 ; x 2 ; y 1 ; y 2 are in that order on C. The verity of the result follows from the famous 2-linkage theorem, a proof of which appears in 30].
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Lemma 3.11. If G is a -layer with outer cycle C, and every Buddy in G uses an edge of C, then either G can be embedded in the plane with C bounding a face, or there are disjoint crossed paths on C. Let G be an embedded graph G with a path P = v 1 1 v 2 2 v k such that each of v 1 ; v k is incident exactly once with a face F. Then the graph G k P is the graph obtained from G as follows: First, for i < k, add an edge i parallel to i , embedded so that there is a new face F i which is bounded by v i ; v i+1 ; i ; i . Then split the vertices of P, each into two new vertices not in V (G), so that F and F 1 ; : : : ; F k merge into one face E. See Figure 2 . Lemma 3.12. Every -layer has tree-width at most 9 ? 3 ( ). Every outergraph has tree-width at most 6 ? 2 ( ).
Proof: Let be a surface of Euler characteristic . The proof will be given for -layers; the outer-case is similar. Assume the lemma is false. Let be a surface of maximum Euler characteristic where the lemma fails. By Lemma 3.5, is not the plane. Let G be a -layer on the fewest vertices where the lemma fails. Let F be a special face of G. Without loss of generality, by adding edges (which may be parallel, if necessary), F is bounded by a cycle C.
Note rst that G has no Buddy which is edge-disjoint from C. For if it did, performing it would, by Lemma 3.3, give a smaller -layer of the same tree-width, contradicting the minimality of G.
Thus, by Lemma 3.11, G has disjoint crossed paths P 1 ; P 2 on C. For i 2 f1; 2g, let E i be the face of G k P i not in G. If E i is a projective plane with a hole, then the surface 0 obtained from by replacing E i with a plane with a hole is a surface such that ( 0 ) = ( ) + 1. Note that G k P i is a 0 -layer. From the maximality of , tw(G k P i ) 9 ? 3 ( 0 ) = 6 ? 3 ( ). Since G can be obtained from G k P i by deleting at most six vertices (which can only lower the tree-width) and then adding at most three vertices, tw(G) tw(G k P i ) + 3. Thus, tw(G) 9 ? 3 ( ), a contradiction.
Thus, without loss of generality, each of E 1 ; E 2 is a plane with two holes. Thus if E is the face of H = (G k P 1 ) k P 2 not in G, then E is a torus with a hole. The surface obtained from by replacing E with a plane with a hole is a surface with
Euler characteristic two larger than . Thus, similar to above, tw(H) 3 ? 3 ( ), and tw(G) tw(H) + 6, yielding a contradiction.
Note that this is best possible for at least one case other than the plane; K 5 is outerprojective, and tw(K 5 ) = 4. Theorem 3.4. Every graph G has a vertex partition into two graphs with treewidth at most 6 ? 2 (G) and an edge partition into two graphs with tree-width at most 9 ? 3 . 
Clique-Minors and Partitions.
A graph G is a minor of H if G can be obtained from H by deleting edges, contracting edges, and deleting isolated (degree zero) vertices. Given a graph G, a graph H is G-minor free if G is not a minor of H. Also, given a set S of graphs, a graph H is S-minor free if H is G-minor free for every G 2 S.
Partial k-trees have excluded minor characterizations. Partial 0-trees are K 2 -minor free graphs (edgeless graphs). Partial 1-trees are K 3 -minor free graphs (forests). Partial 2-trees are K 4 -minor free graphs (series-parallel graphs). The seemingly obvious generalization of these to partial 3-trees is not true.
For n 3, let the n-prism be the graph formed from two copies of the cycle on n vertices, adding an edge between the two copies of each vertex. For n 2, let V 2n be the graph with vertex set fv 1 ; : : : ; v 2n g and edge set fv 1 v 2 ; : : : ; v 2n?1 v 2n ; v 2n v 1 ; v 1 v n+1 ; : : : ; v n v 2n g. Arnborg, Corneil, and Proskurowski 4, 3, independently 28] showed that partial 3-trees are the fK 5 , 5-prism, octahedron, V 8 g-minor free graphs. Robertson and Seymour 22] showed that, for every k, there is a nite set S k of graphs such that the partial k-trees are precisely the S k -minor free graphs. Partial 4-trees have been studied by Sanders 24, 26] ; but even here, the complete list is not known (Sanders 24] showed that jS 4 j > 75).
Instead of looking at partial k-trees, this section will continue the obvious generalization of partial 2-trees as K 4 -minor free graphs. There are some results on the structure of graphs with no K n -minor, for small values of n. In particular, Wagner 35 ] characterized the class of K 5 -minor free graphs.
Lemma 4.1 (Wagner) . If G is K 5 -minor free, it can be constructed by 0-, 1-, 2-, and 3-summing 4-connected planar graphs and V 8 .
Structural characterizations are not known for K n -minor free graphs for n 6, but some results are known and mentioned below. Using these results and Wagner's theorem, several results on vertex partitions can be proven which lead the authors to believe that the following conjecture is true. This conjecture is made in the spirit of Chartrand, Geller, and Hedetniemi's (m; n)-conjecture 6, see also 12] and appears to be new. The point arboricity of a graph G is the minimum number k such that G has a vertex partition into k forests. Chartrand, Kronk, and Wall 8] showed that every planar graph has point arboricity at most three. A generalization of point arboricity is the concept of an acyclic coloring. A graph G has an acyclic k-coloring if there is a map of the vertices of the graph into f1; : : : ; kg, the colors, such that for j 2, for every set S of j colors, the graph induced by the vertices mapped to a color in S is K j+1 -minor free. Clearly, if a graph has an acyclic k-coloring, its point arboricity is at most d k 2 e. Borodin 5] This can be easily extended to all K 5 -minor free graphs, using Wagner's theorem. Theorem 4.1. Every K 5 -minor free graph has an acyclic 5-coloring.
Proof: By Lemma 4.4, every planar graph has an acyclic 5-coloring. An acyclic 5-coloring of V 8 can be obtained by mapping v k to ((k ? 1) mod 5) + 1 for each k 2 f1; : : : ; 8g. Finally, note that for any two graphs G; H, and a j-sum J of G and H for some j 2 f0; : : : ; 3g, if both G and H have acyclic n-colorings, then J also has an acyclic n-coloring, just by permuting the colors of H to match G over the j-clique, and combining the colorings together.
For n 8, it is known that K n -minor free graphs have few edges. In the following lemma, Mader 17] rst showed the cases n = 6 and n = 7, while Joergensen 13] proved the case n = 8. Lemma 4.6 (Joergensen). For 6 n 8, every K n -minor free graph has point arboricity at most n ? 2. Proof: Let n 2 f6; 7; 8g be given. Let G be a graph on the fewest number of vertices which is K n -minor free, and has point arboricity greater than n ? 2. By Lemma 4.5, G has a vertex x which has degree at most 2n ? 5 . By the minimality of G, let A be a vertex partition of G ? x into n ? 2 forests. Since deg(x) < 2jAj, there is a P 2 A such that x is adjacent to at most one vertex of P. Thus the graph induced by V (P) fxg is a forest. This implies that the point arboricity of G is at most n ? 2, a contradiction.
The following theorem implies an in nite case both of Conjecture 4.1 and of Chartrand, Geller, and Hedetniemi's (m; n)-conjecture 6 This implies the n = m + 1 case of the (m; n)-conjecture, and it seems to be its rst in nite case to be settled.
The following theorem combines the values of m and n such that Conjecture 4.1 is known to be true. A simple result will be required, that a graph of tree-width at most k contains a vertex of degree at most k. Proof: For n = 4 and m = 2, the result that every series-parallel graph is 3-colorable can be obtained by deleting a vertex of degree at most two and then coloring it a color that no neighbor of it has.
For n = 5 and m = 2, the result follows from Lemma 4.2. For n = 5 and m = 3, the result can be obtained as follows: Let G be a K 5 -minor free graph. By Theorem 4.1, G has an acyclic 5-coloring, and thus can be vertex partitioned into two K 3 -minor free graphs and one K 2 -minor free graph.
For n = 6 and m = 2, the result follows from Lemma 4.3. For 6 n 8 and m = 3, the result follows from Lemma 4.6. For n = m + 1, the result follows from Theorem 4.2. Note that Theorem 4.2 also implies that every K n -minor free graph has a vertex partition into 2 n?m K m -minor free graphs. Thus, as the referee noted, the problem can be thought of as determining the minimum number of subgraphs in such a vertex partition.
The remainder of the section is concerned with edge partitions. First will be a clique version of Conjecture 1.1. Note that this generalizes a recent result of Junger, Mutzel, Odenthal, and Scharbrodt 15], who showed that every K 5 -minor free graph has an edge partition into two planar graphs. As previously mentioned, Theorem 2.2 is a corollary. Theorem 4.4. Every K 5 -minor free graph has an edge partition into two K 4 -minor free graphs. Proof: Let G be a K 5 -minor free graph with the fewest number of vertices that has no edge partition into two K 4 -minor free graphs. Let H be a supergraph of G with V (G) = V (H) and the maximum number of edges. B + xy is isomorphic to V 8 . Let J be the union of all bridges of X except B.
Since G was minimal, J has an edge partition fP J ; Q J g such that each of P J ; Q J is K 4 -minor free. If jXj = 2, then without loss of generality, xy 2 E(P J ). Let The only remaining cases are thus one, that G is 4-connected and planar, for which Lemma 2.3 gives an edge partition, or two, that G is isomorphic to V 8 , for which an edge partition is easy to nd.
The arboricity of a graph G, in symbols arbor(G), is the minimum number k such that G has an edge partition into k forests. Results on arboricity can be easily proven by means of the following result, a proof of which has been given by Nash- Williams 18] . Given a graph G, let q k (G) be the maximum number of edges in a subgraph of G on k vertices. . By Lemma 4.8, there is an n q such that there is a K n -minor free graph G on v vertices that has e 0:265n p lg(n)v edges. Since n q, e 2:915m p lg(m)nv. Thus in every edge partition A of G such that jAj = n ? m + 1 n, there is a P 2 A such that jE(P)j 2:915m p lg(m)v. By Lemma 4.9, P has a K m minor.
On the other hand, the authors see no reason why the following conjecture should not be true. Theorems 4.4 and 4.5 con rm this conjecture for n 5.
Conjecture 4.2. For integer n 3, every K n -minor free graph has an edge partition into two K n?1 -minor free graphs.
In 32] Thomas made a conjecture related to the past two sections. Note that it is veri ed for n 5 by Theorems 4.3, 4.4, and 4.5. Conjecture 4.3 (Thomas) . There is a function f such that every K n -minor free graph has an edge partition and a vertex partition into two graphs of tree-width at most f(n).
Note to referees: The authors hope to include the statement, \In a future paper x] the authors show that this conjecture is true." in the nal version of this paper, but a few details remain.
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