Abstract. A simple proof of Ramanujan's formula for the Fourier transform of |Γ(a + it)| 2 is given where a is fixed and has positive real part and t is real. The result is extended to other values of a by solving an inhomogeneous ODE and we use it to calculate the jump across the imaginary axis.
Introduction
The behavior of the modulus of the gamma function along vertical lines plays an important role in analytic number theory ( [6, pp 767-775] .) Whenever the real number a is not a negative integer or zero, the function t → |Γ(a + it)| 2 is an even function in the Schwartz class, i.e., it decays rapidly at infinity along with all derivatives. When a > 0, one can prove the following estimate due to Lerch ([3, p. 15]):
where λ satisfies 1 < λ < √ 1 + t 2 , and if a = 
It is natural to ask what we can say about the Fourier transform of the Schwartz class function t → |Γ(a + it)|
2 . The following beautiful formula was proved by Srinivasa Ramanujan in [10] . For a > 0, we have .
This gives the Fourier transform of the rapidly decreasing (i.e., Schwartz class) function t → |Γ(a + it)| 2 , and by Fourier Inversion, also the Fourier transform of
. The existence of either of these transforms as a closed form expression is a minor miracle. Setting a = In this note we consider what happens to the formula (1.1) when −1 < Re(a) < 0. It is clear that the formula as it stands must fail when Re(a) is negative and a / ∈ Z since for such a, the function t → |Γ(a+it)| 2 is rapidly decreasing, but ξ → cosh −2a ξ on the right hand side blows up exponentially. We obtain, using Fourier analysis, an inhomogeneous ordinary differential equation for the integral when −1 < Re(a) < 0. The formula assumes a very different form when Re(a) < 0. To make the paper self-contained we offer using techniques of Fourier analysis, an alternate proof of (1.1) when Re(a) > 0.
We will prove Ramanujan's formula in the following form, where we allow a to be complex:
When a is real, the left hand side of (1.2) reduces to that of (1.1), since Γ(z) = Γ(z) for all z in the domain of Γ, and therefore
and in the right hand side, the two expressions coincide, thanks to the classical duplication formula for the gamma function ( [11, p. 35 ], [13, formula 3.8]):
If we try to prove Theorem 1.1 by formally computing the Fourier transform, we soon run into a familiar obstacle, namely, the appearance of an oscillatory integral
The standard way to cope with this (see [14, p. 37] ) is to introduce a Gaussian convergence factor exp(−ǫx 2 ) (with ǫ > 0) in the integrand, compute the integral, and let let ǫ → 0 + . This is done in Section 2 below. We then ask how to modify (1.2) when Re(a) is negative. We show that in Section 3 the question can be reduced to the solution of an inhomogeneous linear ODE, whose solution can be reduced to (repeated) quadratures. When −1 < Re(a) < 0 we prove the following:
As a consequence, we find the jump in the Fourier transform of t → Γ(a−it)Γ(a+ it) as a crosses the imaginary axis in Corollary 4.1. Theorem 1.2 shows that when a < 0, the Fourier transform is no longer in closed form, but can still be expressed in terms of quadratures. It will be seen in the proof that this method can be extended to obtain similar formulas for vertical strips of the form −(n + 1) < Re(a) < −n, for any positive integer n in terms of multiple quadratures.
Proof of Theorem 1.1
We begin with a useful formula that goes back to Binet ([2, p.136]). We recall that the beta function B(p, q) is defined for Re(p) > 0 and Re(q) > 0 to be 
Proof. We set s = (1 + e 2u ) −1 in the integral defining B(p, q):
(1 + e 2u ) p+q du, since the beta function is symmetric in p and q. Multiplying the numerator and denominator of the integrand in the last integral by exp (−u(p + q)), we get (2.2).
We now prove Theorem 1.1. By virtue of the beta-gamma relation (2.1):
Invoking Lemma 2.1, we see that the left hand side
Where in the last line, we have inserted a convergence factor exp(−ǫt 2 ) (with ǫ > 0). Note that the function
(e u + e −u ) 2a du is rapidly decreasing, since it can be interpreted as the sum of Fourier transforms of rapidly decreasing functions, and therefore is in particular in L 1 . Therefore, we are justified in applying the dominated convergence theorem, and writing (2.3) as
where in the last line the use of Fubini's theorem to interchange the order of integration is easily justified, since t → exp(−ǫt 2 ) is integrable. Inserting the well-known formula ( [14, p. 41 
for the Fourier transform of the Gaussian into each term of the second integral factor, we get (2.4)
The change of variables u = Since the denominator is always greater than or equal to 1, in this integral, the integrand is dominated by the L 1 function w → e −w 2 . We may therefore apply the dominated convergence theorem and conclude that the integral (2.5) converges as
The change of variables v = −u shows that the second integral in (2.4) is equal to the first for each ǫ > 0, and therefore, its limit as ǫ → 0 + is also equal (2.6), and therefore, the upshot of our computation is that the expression in (2.4), and therefore, the Fourier transform on the left hand side of (1.2) is equal to 2πΓ(2a)
which is the required right hand side. Remark: That the first integral in (2.4) converges as ǫ → 0 + to the quantity in (2.6) may also be deduced from the following fact: for a fixed ξ, as ǫ → 0 + , the first factor u → ǫ , where for p ∈ R, we denote by δ p the delta distribution on R supported at the point p.
Proof of Theorem 1.2
Suppose that Re(a) is not a negative integer or 0. For real ξ, we define
This is well-defined, since the integrand is easily seen to be a rapidly decreasing function of t. When Re(a) > 0, Theorem 1.1 along with the duplication formula (1.3) shows that
where we denote
and sech(t) = (cosh(t)) −1 . The basic property of the function I(a, ξ) is given in the following lemma:
is not a negative integer or zero, we have
Proof. Using the functional relation Γ(z) = Γ(z + 1) z twice, the right hand side of (3.1) can be rewritten as
To get rid of the factor a 2 + t 2 in the denominator in the integrand in (3.4) we differentiate under the integral twice with respect to ξ, and subtract a 2 I(a, ξ). We obtain d
We now consider the situation in which Re(a) > −1, and Re(a) = 0. Then Re(a + 1) > 0, and consequently, putting the value of I(a + 1, ξ) from (3.2) into (3.3) we obtain that
We have thus obtained the following inhomogeneous linear differential equation satisfied by the function ξ → I(a, ξ):
The general solution of the associated homogeneous equation
is ξ → Ae aξ + Be −aξ , where A and B are constants. We proceed to find a particular solution of (3.5) by the standard method of variation of parameters. We seek the particular integral in the form
where the functions v 1 and v 2 are determined by the system of equations
Solving the above pair of equations for v The complete solution of (3.5) is thus
The constants A and B are to be determined by side conditions such as initial or boundary conditions. The Riemann Lebesgue lemma ([14, p. 106 ff]) which asserts that the Fourier transform of an integrable function decays at infinity, provides the requisite boundary conditions Taking the limits as ξ → ∞ and ξ → −∞ in (3.7), and using (3.8) we get the following values of A and B, we see that if Re(a) < 0, we have
For use in the next section, we note that when Re(a) > 0, the same method gives us that (3.10)
Substitution of the values of A and B obtained in (3.9) in (3.7), and simplifying the expression, gives us that for −1 < Re(a) < 0, we have
and this is equivalent to Theorem 1.2 in view of the definitions of I(a, ξ) and Φ(a).
Remark: Note that the method of proof can be used to generate formulas for I(a, ξ) (and consequently the left hand side of (1.4)) for Re(a) < −1 by a recursive process. These formulas will involve repeated quadratures. For example, suppose for a positive integer n that I(a, ξ) has been determined for Re(a) ∈ (−n, −n + 1). Then the right hand of (3.3) is known when Re(a) ∈ (−n − 1, n). Consequently, we have a linear inhomogeneous ordinary differential equation to find I(a, ξ) when Re(a) ∈ (−n − 1, n), and this can again be solved using the method of variation of parameters, yielding a solution in terms of multiple quadratures, where the integrands now involve only elementary functions.
The Jump Across the Imaginary Axis
As we have seen in the previous section, for fixed real ξ, the left hand side of (1.2) is a holomorphic function of a, provided Re(a) is not a negative integer or zero, and the technique of the last section may be used to obtain formulas representing this function in terms of integrals of elementary functions. Therefore we can find the jump of this function of a along the lines {Re(a) = −n}, where n is a non-negative integer. We now carry out this program for the simplest case of n = 0. Denote for convenience
and for a point p on the imaginary axis consider the jump
J(a, ξ). Proof. Notice that, the function J above and the function I of (3.1) are related by aJ(a, ξ) = I(a, ξ). 
I(a, ξ).
In order to prove the result, it suffices to show that for every nonzero real c, we have [[I(ic, ξ)]] = 2π cos cξΓ(1 + 2ic). The integrals in (3.7) are continuous functions of a since the real part of a + 1 is positive. Hence contribution to the jump of I(·, ξ) at the point ic on the imaginary axis arises from the discontinuity in the coefficients A and B. From equations (3.9) and (3.10) 
