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Abstract
We present a stochastic model predictive control (MPC) framework for central heating, venti-
lation, and air conditioning (HVAC) plants. The framework uses real data to forecast and quantify
uncertainty of disturbances affecting the system over multiple timescales (electrical loads, heat-
ing/cooling loads, and energy prices). We conduct detailed closed-loop simulations and system-
atic benchmarks for the central HVAC plant of a typical university campus. Results demonstrate
that deterministic MPC fails to properly capture disturbances and that this translates into eco-
nomic penalties associated with peak demand charges and constraint violations in thermal storage
capacity (overflow and/or depletion). Our results also demonstrate that stochastic MPC provides
a more systematic approach to mitigate uncertainties and that this ultimately leads to cost savings
of up to 7.5% and to mitigation of storage constraint violations. Benchmark results also indicate
that these savings are close to ideal savings (9.6%) obtained under MPC with perfect information.
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1 Introduction
Commercial buildings are responsible for over 20% of the total energy consumption in the U.S. and
annual expenditures of over $200 billion [1]. In this context, heating, ventilation and air-conditioning
(HVAC) systems are the largest source of energy use (nearly 50%) [2]. Central HVAC plants are
sophisticated systems that connect multiple energy carriers (water, electricity, natural gas, cooling
water, hot water, steam) and equipment units (pumps, heat exchangers, cooling towers, chillers, and
boilers) to meet the cooling and heating loads of single buildings or collections of buildings (e.g., uni-
versity campuses and urban districts) [3]. A central HVAC plant is the equivalent of a utility plant in
a manufacturing facility. Besides total energy use, temporal profiles and peak use are also key factors
that affect the efficiency and sustainability energy infrastructures. In particular, temporal profiles and
peaks might push infrastructures to their design limits (e.g., capacity and ramping) and this might
force operators to use inefficient back-up systems. Time-varying market prices and demand charges
are used by operators and utility companies to try to mitigate such impacts. These pricing structures
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create an incentive for HVAC plants to incorporate thermal energy storage (TES) in order to shift
loads in time and manipulate peak demands [4–8]. Effective operation of HVAC plants requires care-
ful real-time management of the multiple components of the central plant; this is a challenging task
because of the tight interconnection of equipment units, the presence of constraints, and the presence
of multiple time-varying disturbances (e.g., energy loads and prices). Specifically, disturbances can-
not be perfectly anticipated and thus complicate the planning process. All these factors are forcing
commercial buildings to incorporate more sophisticated automation systems.
Model predictive control (MPC) is becoming a established automation technology in HVAC cen-
tral plants [3, 9–13]. MPC can anticipate and counteract disturbances and accommodate complex
models, constraints, and cost functions [3,14,15]. However, existing MPC implementations for HVAC
central plants use deterministic representations of the disturbances. In particular, a most likely value
(e.g., mean forecast obtained from autoregressive models) is used to compute control actions. Un-
certainty associated with forecast errors is thus ignored during the computation of the control action
and, instead, errors are counteracted through feedback. This deterministic approach is intuitive and
works well in practice but might lead to cost degradation and failure to satisfy constraints [16, 17].
These issues are often overlooked in the MPC literature because benchmarking procedures often fail
to systematically account for the effect of uncertainty (e.g., perfect forecasts are often assumed).
Uncertainty can be explicitly captured in the controller formulations such as stochastic MPC and
robust MPC formulations [18–22]. Robust MPC seeks to find optimal control actions to counteract
extreme scenarios, whereas stochastic MPC seeks to determine the optimal actions by taking into
consideration the probability of all possible occurrences. In a general multi-stage stochastic MPC,
one assumes that uncertainty reveals progressively over time (at every stage) and this effect is mod-
eled in the form of a scenario tree. This approach is intuitive as it captures how recourse would be
implemented in an ideal setting but the scenario tree grows exponentially with the length of the pre-
diction horizon [20]. The computational intractability of multi-stage MPC is often handled by using a
two-stage approximation. Here, it is assumed that all uncertainty reveals after the first time stage and
thus recourse is simplified. Some other alternatives for representing recourse include affine decision
rules but these approaches tend to decrease flexibility [23, 24]. In this work, we focus on a scenario-
based two-stage stochastic MPC for HVAC central plants because we must consider long planning
horizons.
In the context of energy systems, it has been recently reported that stochastic MPC can system-
atically mitigate constraint violations and improve economic performance [14, 25]. The benefits of
stochastic MPC have also been widely reported in the context of building climate (airside) con-
trol [26–29] and energy management [30–34]. We highlight that these studies have focused on the
building (airside); to the best of our knowledge, stochastic MPC formulations for HVAC central
plants have not been reported.
In this work, we present a computational framework for stochastic MPC for HVAC central plants.
Our framework addresses HVAC plants for university campuses and seeks to assess the benefits of
stochastic MPC over deterministic MPC. The framework uses real disturbance data to conduct fore-
casting and uncertainty quantification of disturbances. Our benchmarking procedure uses extensive
closed-loop simulations under myriad realizations of disturbances in order to properly account for
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the effect of uncertainty in controller performance. Results indicate that deterministic MPC leads to
violations of storage capacity constraints (overflow or drying up) of the hot and chilled water tanks
and that stochastic MPC mitigates this issue. We find that storage capacity violations can be partially
mitigated in deterministic MPC by adding buffer (back-off) terms but also that stochastic MPC con-
sistently outperforms deterministic MPC in terms of cost. Specifically, we show that stochastic MPC
achieves savings in total cost of up to 7.52%. When these savings are disaggregated, we find consis-
tent reductions in electricity cost (of 6.89%), in peak demand charges (of 29.8%), in natural gas cost
(of 8.57%). We also find that stochastic MPC achieves significant reductions in natural gas usage and
thus provides an effective approach to manipulate both electricity and natural gas demand profiles.
2 Computational Framework
In this section, we describe the computational framework used in our studies. We describe the
decision-making setting, physical dynamic model, and disturbance forecasting and uncertainty quan-
tification procedures. The framework incorporates deterministic, stochastic, and perfect information
MPC formulations.
2.1 Decision-Making Setting
The central HVAC plant for a typical university campus needs to produce chilled water and hot water
in order to meet the time-varying loads (demands) from all buildings. The HVAC plant that we con-
sider in this work consists of a chiller subplant that produces chilled water and a heat recovery (HR)
chiller subplant that produces both chilled water and hot water, a hot water generator to produce hot
water, cooling towers to reduce the temperature of the water purchased from the market, a dump
heat exchanger (dump HX) for rejecting heat from the hot water, and storage tanks (one for chilled
water and one for hot water). The goal is to determine hourly operating strategies for all equipment
units so that the total cost of the external utilities that need to be purchased from the market (elec-
tricity, water, and natural gas) is minimized. Water and natural gas are charged on a total demand
basis (at time-constant price) while total electricity is charged based on time-varying prices and the
monthly peak electrical load is charged based on demand charges.
The various cost components faced by the central plant are:
• Electricity transactions (hourly): The central plant purchases electricity required by the equip-
ment for their operation. The transactions are charged at the time-varying market price, piet .
• Water transactions (hourly): The central plant needs to purchase water to make up for evapora-
tive losses of water in the cooling towers. Water is purchased from the utility at a fixed price of
piwt = $0.009/gal.
• Natural gas transactions (hourly): The central plant needs to purchase natural gas to run the hot
water generator to satisfy the campus heating load. Natural gas is available from the utility at
a fixed price of pingt = $0.018/kWh.
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• Peak Electrical Demand Charges (monthly): The total electrical load (i.e., the central plant and
attached campus load) is charged for the peak demand incurred over a month by the utility
company (at a fixed demand charge price of piD= $4.5/kW).
The HVAC central plant considered in this work is illustrated in Figure 1. This shows the energy
flows between all the units and interactions with campus loads and utilities. The chiller subplant,
HR chiller subplant, hot water generator, and cooling towers consume electricity in their operation.
The cooling towers also consume utility water to make up for evaporative losses. The hot water
generator is the only unit that consumes natural gas. The electricity, water, and natural gas con-
sumption of these units is tied to their operating loads. The chiller subplant and HR chiller subplant
consume αecs and αehrc kW of electricity per kW of chilled water produced, respectively; the hot water
generator consumes αehwg kW of electricity and α
ng
hwg kW of natural gas per kW hot water produced,
respectively; and the cooling towers consume αect kW of electricity and αwct utility water per kW of
condenser water input, respectively.
The chilled water load (Lcwt ) of the campus is met by the chilled water production from chiller
subplant (Pcs,t), the HR chiller subplant (Phrc,t), and the discharge from chilled water storage (Pcw,t).
The hot water load of the campus is met by hot water production from the HR chiller subplant
(αhhrcPhrc,t), the hot water generator (Phwg,t), and the discharge from the hot water storage (Phw,t). The
dump heat exchanger (HX) recycles excess hot water (Phx,t) in the system by cooling it and producing
condenser water which, together with the condenser water produced by the chiller subplant and HR
chiller subplants, is cooled further by the cooling towers (total Pct,t condenser water is cooled by the
towers). The manipulated variables for the system are the operating loads of all units, which include
the chilled water production by the chiller and HR chiller subplants, hot water production by the hot
water generator, discharge rates from the two storage tanks, the cooling load of the cooling towers
and the heat exchange load of the dump HX.
The HVAC plant operations are driven by uncertain and time-varying disturbances, which are
given by the campus loads for electricity (Let ), chilled water (Lcwt ), and hot water (Lhwt ), and by the
electricity prices (piet ). The goal of the control (management) system of the plant is to determine
operating loads for all units and storage levels to meet campus loads and to minimize the overall
plant cost. The appendix provides a detailed description of all the variables and quantities involved.
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Ehw
<latexit sha1_base64="K/+gSnTm5yoONvd0dkr/CR1XwMA=">AAAEDHicbVPdbtMwFPYafkb52+CSm4hqEhdR1HZIcMGkSQiJyyHRblIXVS fOSWLq2JHt0EVRXwFxC8/BHeKWd+AteASctGJNOkuWjj+f7/jz5+Mw50yb4fDPXs+5dfvO3f17/fsPHj56fHD4ZKploShOqORSXYSgkTOBE8MMx4tcIWQhx/Nw8bbeP/+MSjMpPpoyxyCDRLCYUTAWmr6bV+lyNT8YDP1hM9zdYLQJBmQzzuaHvb+XkaRFhsJQDlrPRsPcBBUowyjHVf+y0JgD XUCCMxsKyFAHVSN35R5ZJHJjqewUxm3QbUYFmdZlFtrMDEyqW3uY65glnk2pydpb1+zSa54XZjdVmBUmfh1UTOSFQUHXcuKCu0a6tUNuxBRSw0sbAFXM3silKSigxvrYOqiurXSs28dnBTdMyeWqf7QN61QuOYTIO+mUGdzRX1/fc3Pg9pmE9NwEZYZGlV6heCeZJ9KKTDNG27YLqVCjobIQxq vbI/JCeYVRcE0Zo7296/t+8xj/4bZdjcGWv9AnRhVYl1o02EnI7bKWv7W0+q5XQZVaQ5XCuK25ViNkG0Nhu0lB14uYSzBtKFGQp4xedXxQCso2lHOgyETXb8jr1m+DughvxGMQtEwj22D2j4y6P2I3mI790bE//vBycPpm81v2yTPynLwgI/KKnJL35IxMCCWfyFfyjXx3vjg/nJ/Or3Vqb2/D eUpaw/n9D6frZZ8=</latexit>
26400 kW cooling
↵ehrc = 0.4 kWele/kWcool
↵hhrc = 1.4 kWhot/kWcool
<latexit sha1_base64="MASGCt+ybwQX3AEBnedb7yvgw18=">AAAEbXicbVNdb9MwFPW2AqN8dSCeQMiim+AhCmmZ+HioNIkXHodE10ltqW 7cm8SqY0e2w1ZF/YX8An4F8AovOG1hTTpLka6Pz705Pr43zAQ3Ngi+7+zuNW7cvLV/u3nn7r37D1oHD8+MyjXDPlNC6fMQDAousW+5FXieaYQ0FDgIZx/K88FX1IYr+dnOMxynEEsecQbWQZMWjhhKi5o2u2+Og4DOBpQp5arFo1HzcAQiS+BLgYtJkWi26AX+8aHjoMBXs0FJ3GQl/1idFStR ds2atNqBHywX3Q4666BN1ut0crD7czRVLE+dOCbAmGEnyOy4AG05E7hojnKDGbAZxDh0oYQUzbhY+rGgRw6Z0khp90lLl+hmRgGpMfM0dMwUbGIqZ5iZiMeeo5TJxlvVrKeXeV6YXldhmNvo3bjgMsstSraSE+WCWkXLJ6BTrpFZMXcBMM3djShLQANz71DVUtbWJjLV36e5sFyri0XzaBM2ib oQEKKo0Rm3uKW/vL5HMxCuD6TyaIwqRavnXq5FjSxi5UQmKWdV26XSaNAylUvrlf039UJ1idPxVUoX3e2p7/vLx/gPV+1aGuzyZ6ZndY5lqdkS64XCbUv5G1un72o3LhJnqNYYVTWXaqSqYihdN2moexEJBbYKxRqyhLPLmg9aw7wKZQIYcln3G7JytqqgycNr8QgkmydT12BuRjr1idgOzrp+ 57Xf/dRtn7xfT8s+eUKek5ekQ96SE/KRnJI+YeQb+UV+kz97PxqPG08bz1bU3Z11ziNSWY0XfwHLx4WT</latexit>
47500 kW condenser
↵wct = 1.57 gph/kWcond
↵ect = 0.017 kWele/kWcond
<latexit sha1_base64="xyBSKaXr7CKqW1jiylwzi+pX/fw=">AAAEbnicbVNdb9MwFPW2AqN8dSDxghAW3aQ9RCEpTIOHSZN44XFIdJ3Uls pxbhIrjm3ZDlsV9R/yB/gXE6/wgNNVrElnKdL18bk3x8f3RoozY4Pg19b2Tufe/Qe7D7uPHj95+qy39/zcyFJTGFLJpb6IiAHOBAwtsxwulAZSRBxGUf65Ph/9AG2YFN/sXMG0IKlgCaPEOmjWSyYUhAWNux+Oj4IA5yNMpYhBGNCTSXd/QrjKyPfqcjGrqF2chP7R8T5OVfYuH9XEdQ6sOIEf hI6Uj4DDijbr9R26XHgzCFdBH63W2Wxv+3oSS1oWTh3lxJhxGCg7rYi2jHJYdCelAUVoTlIYu1CQAsy0WhqywAcOiXEitfuExUt0PaMihTHzInLMgtjMNM5AmYSlnqPUyca7qdlOr/O8qLirwri0ycdpxYQqLQh6IycpObYS12+AY6aBWj53AaGauRthmhFNqHuIppa6tjaJaf6+KLllWl4uug frsMnkJScR8BadMgsb+uvre1gR7hpBSA+nIAuweu6VmrfIPJVOZFYw2rRdSA0GLJWlsF7dgLEXySuIp7cpA3C3x77vLx/jP9y0a2mwy8/NidUl1KXyJXYScbet5a9tnb7b3bTKnKFaQ9LUXKsRsomBcN2kSduLhEtim1CqicoYvWr5oDWZNyHFCQUm2n4TVQ9XEzRldCeeEEHnWewazM1I2J6I zeB84Ifv/cHXQf/002padtEr9BYdohAdo1P0BZ2hIaLoJ/qN/qC/O9edl53XnTc31O2tVc4L1Fidw3+F2YV2</latexit>
53200 kW hot water
↵nghwg = 1.18 kWng/kWhot
↵ehwg = 0.0068 kWele/kWhot
<latexit sha1_base64="VS+zMJtt87oaEBDgj2hn+Avv7+c=">AAAEcXicbVNdb9MwFPW2AqN8dfCEeLHWTUIiCkknYDxUmsQLj0Ni66S1VD fuTWLVsSPboaui/kae+RdIiFfAaQtrslmKdH187s3x8b1RLrixQfB9a3undefuvd377QcPHz1+0tl7em5UoRmeMSWUvojAoOASzyy3Ai9yjZBFAgfR9EN1PviK2nAlP9t5jqMMEsljzsA6aNzhQ4bSoqbtN0e9IKDTAU2VpTNw2HDYPhiCyFP4UspkMS7TWbLoh354fOB4Mnk9HTjuJgv/kQI/ CN4uaShwxRt3uhVaLXozCNdBl6zX6Xhv+8dwoliROYFMgDGXYZDbUQnaciZw0R4WBnNgU0jw0oUSMjSjcunJgh46ZEJjpd0nLV2imxklZMbMs8gxM7CpqZ1hbmKeeI5SJRtvVbOZXuV5UXZbhcvCxsejksu8sCjZSk5cCGoVrZ6BTrhGZsXcBcA0dzeiLAUNzPle11LV1iY29d9nhbBcq9mifb gJm1TNBEQoGnTGLd7QX13fozkI1wtSeTRBlaHVc6/QokEWiXIi04yzuu1SaTRomSqk9aoenHiRusLJ6Dqlh+721Pf95WP8h+t2LQ12+VPTt7rAqtR0ifUj4baV/I2t03e9G5WpM1RrjOuaKzVS1TGUrps0NL2IhQJbhxINecrZVcMHrWFeh3IBDLls+g15NV910BTRrXgMks3TiWswNyNhcyJu Buc9Pzzye5963ZP362nZJS/IPnlJQvKOnJCP5JScEUa+kV/kN/mz87P1vEVb+yvq9tY65xmprdarv3tShnA=</latexit>
42000 kW cooling
↵ecs = 0.143 kWele/kWcool
↵condcs = 1.143 kWcond/kWcool
<latexit sha1_base64="qck9k5fDRcdNE+kXz4fgI7qhPCc=">AAAEc3icbVPPb9MwFHa7AqP8WAfHXaytkziEkHSTgMOkSVw4Domtk9pSOc 5LYsWxI9thq6L+kRz5L7ggrthdYU06S5GeP3/v5fPn96KSM22C4Genu9N79PjJ7tP+s+cvXu4N9l9daVkpCpdUcqmuI6KBMwGXhhkO16UCUkQcxlH+yZ2Pv4PSTIqvZlHCrCCpYAmjxFhoPsinFIQBhfunoyAIcD7GVEpbLZ1O+8Mp4WVGvtWwnNdUL88CPzw9GVoScHiXjx1zk0aliNfM8B/T YWvqfHAU+MFq4e0gXAdHaL0u5vvdX9NY0qqwEiknWk/CoDSzmijDKIdlf1ppKAnNSQoTGwpSgJ7VK1eW+NgiMU6ksp8weIVuZtSk0HpRRJZZEJPpxhmUOmGpZykuWXt3NdvpLs+LiocqTCqTfJjVTJSVAUHv5CQVx0Zi9xA4Zgqo4QsbEKqYvRGmGVGE2tdoanG1lU508/dFxQ1T8mbZP96EdS ZvOImAt+iUGdjS767v4ZJw2w1CejgFWYBRC69SvEXmqbQis4LRpu1CKtBgqKyE8VwXxl4kbyGe3aeMwN4e+76/eoz/cNOulcE2P9dnRlXgSuUr7Cziduvkb2ytvvvdrM6soUpB0tTs1AjZxEDYblKk7UXCJTFNKFWkzBi9bfmgFFk0oZITCky0/Salm7AmqKvoQTwhgi6y2DaYnZGwPRHbwdXI D0/80ZfR0fnH9bTsogN0iN6gEL1H5+gzukCXiKIf6E8HdTo7v3sHvcPe8I7a7axzXqPG6r39C7hJhVo=</latexit>
Pct,t
<latexit sha1_base64="VlnvH4ZTlvaGT2CpoSmM0PDwaQI=">AAAEDnicbVPdbtMwFPYaYKP8bXDJTUQ1iYsoajskdsGkSdxwWSS6Veqiyn FOEquOHdknbFHUd0DcwnNwh7jlFXgLHgEnrViTzpKl48/nO/78+TjMBTc4HP7Z6zn37j/YP3jYf/T4ydNnh0fPL4wqNIMpU0LpWUgNCC5hihwFzHINNAsFXIbL9/X+5WfQhiv5CcscgowmksecUbTQbLKoGHq4WhwOhv6wGe5uMNoEA7IZk8VR7+9VpFiRgUQmqDHz0TDHoKIaOROw6l8VBnLK ljSBuQ0lzcAEVSN45R5bJHJjpe2U6DboNqOimTFlFtrMjGJqWnuQm5gnnk2pycZb1+zSa54XZndVmBcYnwYVl3mBINlaTlwIF5Vbe+RGXANDUdqAMs3tjVyWUk0ZWidbB9W1tYlN+/isEMi1ul71j7dhk6prQUMQnXTGEXb019f33JwK+1BSeW4CKgPUpVdo0UkWibIi04yztu1SaTCATBUSvb pBIi9UNxAFt5Qx2Nu7vu83j/EfbtvVGGz5S3OGuoC61LLBzkJhl7X8raXVd7sKqtQaqjXEbc21GqnaGEjbTZp2vYiFotiGEk3zlLObjg9a07IN5YIy4LLrN83r5m+DpgjvxGMqWZlGtsHsHxl1f8RucDH2Ryf++OObwfm7zW85IC/JK/KajMhbck4+kAmZEkYE+Uq+ke/OF+eH89P5tU7t7W04 L0hrOL//AUv1ZlY=</latexit>
Phx,t
<latexit sha1_base64="QgAWwn6doW7rX9JOlEuulRRwGwM=">AAAEDnicbVPLitswFNXEfUzT10y77MY0DHRhTJIptIsODHTTZQrNTCBjwr V8bYvIkpHkTozJP5Ru2+/ornTbX+hf9BMqO6ETOyMQXB3dc3V0dBXmnGkzHP456Dl37t67f/ig//DR4ydPj46fXWhZKIpTKrlUsxA0ciZwapjhOMsVQhZyvAyX7+v9y8+oNJPikylzDDJIBIsZBWOh2WRRpSvPrBdHg6E/bIa7H4y2wYBsx2Rx3Pt7FUlaZCgM5aD1fDTMTVCBMoxyXPevCo05 0CUkOLehgAx1UDWC1+6JRSI3lspOYdwG3WVUkGldZqHNzMCkurWHuY5Z4tmUmqy9Tc0uveZ5YXZbhXlh4rdBxUReGBR0IycuuGukW3vkRkwhNby0AVDF7I1cmoICaqyTrYPq2krHun18VnDDlLxe9092YZ3Kaw4h8k46ZQb39NfX99wcuH0oIT03QZmhUaVXKN5J5om0ItOM0bbtQirUaKgshP HqBom8UK4wCm4oY7S3d33fbx7jP9y2qzHY8pf6zKgC61LLBjsLuV3W8neWVt/NKqhSa6hSGLc112qEbGMobDcp6HoRcwmmDSUK8pTRVccHpaBsQzkHikx0/Ya8bv42qIvwVjwGQcs0sg1m/8io+yP2g4uxPzr1xx9fD87fbX/LIXlBXpJXZETekHPygUzIlFDCyVfyjXx3vjg/nJ/Or01q72DL eU5aw/n9D2zQZl8=</latexit>
Phx,t
<latexit sha1_base64="QgAWwn6doW7rX9JOlEuulRRwGwM=">AAAEDnicbVPLitswFNXEfUzT10y77MY0DHRhTJIptIsODHTTZQrNTCBjwr V8bYvIkpHkTozJP5Ru2+/ornTbX+hf9BMqO6ETOyMQXB3dc3V0dBXmnGkzHP456Dl37t67f/ig//DR4ydPj46fXWhZKIpTKrlUsxA0ciZwapjhOMsVQhZyvAyX7+v9y8+oNJPikylzDDJIBIsZBWOh2WRRpSvPrBdHg6E/bIa7H4y2wYBsx2Rx3Pt7FUlaZCgM5aD1fDTMTVCBMoxyXPevCo05 0CUkOLehgAx1UDWC1+6JRSI3lspOYdwG3WVUkGldZqHNzMCkurWHuY5Z4tmUmqy9Tc0uveZ5YXZbhXlh4rdBxUReGBR0IycuuGukW3vkRkwhNby0AVDF7I1cmoICaqyTrYPq2krHun18VnDDlLxe9092YZ3Kaw4h8k46ZQb39NfX99wcuH0oIT03QZmhUaVXKN5J5om0ItOM0bbtQirUaKgshP HqBom8UK4wCm4oY7S3d33fbx7jP9y2qzHY8pf6zKgC61LLBjsLuV3W8neWVt/NKqhSa6hSGLc112qEbGMobDcp6HoRcwmmDSUK8pTRVccHpaBsQzkHikx0/Ya8bv42qIvwVjwGQcs0sg1m/8io+yP2g4uxPzr1xx9fD87fbX/LIXlBXpJXZETekHPygUzIlFDCyVfyjXx3vjg/nJ/Or01q72DL eU5aw/n9D2zQZl8=</latexit>
Pcw,t
<latexit sha1_base64="rKcWRfO77pEbeOBpuOQTcc5VUws=">AAAEDnicbVPLitswFNXEfUzT10y77MY0DHRhTJIptIsODHTTZQrNTCBjgi xf2yKyZKTrZozJP5Ru2+/ornTbX+hf9BMqO6ETOyMQXB3dc3V0dBXmghscDv8c9Jw7d+/dP3zQf/jo8ZOnR8fPLowqNIMpU0LpWUgNCC5hihwFzHINNAsFXIbL9/X+5WfQhiv5CcscgowmksecUbTQbLKo2MrD9eJoMPSHzXD3g9E2GJDtmCyOe3+vIsWKDCQyQY2Zj4Y5BhXVyJmAdf+qMJBT tqQJzG0oaQYmqBrBa/fEIpEbK22nRLdBdxkVzYwps9BmZhRT09qD3MQ88WxKTTbepmaXXvO8MLutwrzA+G1QcZkXCJJt5MSFcFG5tUduxDUwFKUNKNPc3shlKdWUoXWydVBdW5vYtI/PCoFcq9W6f7ILm1StBA1BdNIZR9jTX1/fc3Mq7ENJ5bkJqAxQl16hRSdZJMqKTDPO2rZLpcEAMlVI9O oGibxQXUMU3FDGYG/v+r7fPMZ/uG1XY7DlL80Z6gLqUssGOwuFXdbyd5ZW380qqFJrqNYQtzXXaqRqYyBtN2na9SIWimIbSjTNU86uOz5oTcs2lAvKgMuu3zSvm78NmiK8FY+pZGUa2Qazf2TU/RH7wcXYH53644+vB+fvtr/lkLwgL8krMiJvyDn5QCZkShgR5Cv5Rr47X5wfzk/n1ya1d7Dl PCet4fz+B1bnZlk=</latexit>
Phw,t
<latexit sha1_base64="lKWCjvHdkefkn2PFuRasJWSMlYE=">AAAEDnicbVPLitswFNXEfUzT10y77MY0DHRhTJIptIsODHTTZQrNTCBjwr V8bYvIkpHkZozJP5Ru2+/ornTbX+hf9BMqO6ETOyMQXB3dc3V0dBXmnGkzHP456Dl37t67f/ig//DR4ydPj46fXWhZKIpTKrlUsxA0ciZwapjhOMsVQhZyvAyX7+v9y8+oNJPikylzDDJIBIsZBWOh2WRRpSvPrBdHg6E/bIa7H4y2wYBsx2Rx3Pt7FUlaZCgM5aD1fDTMTVCBMoxyXPevCo05 0CUkOLehgAx1UDWC1+6JRSI3lspOYdwG3WVUkGldZqHNzMCkurWHuY5Z4tmUmqy9Tc0uveZ5YXZbhXlh4rdBxUReGBR0IycuuGukW3vkRkwhNby0AVDF7I1cmoICaqyTrYPq2krHun18VnDDlFyt+ye7sE7likOIvJNOmcE9/fX1PTcHbh9KSM9NUGZoVOkVineSeSKtyDRjtG27kAo1GioLYb y6QSIvlNcYBTeUMdrbu77vN4/xH27b1Rhs+Ut9ZlSBdallg52F3C5r+TtLq+9mFVSpNVQpjNuaazVCtjEUtpsUdL2IuQTThhIFecrodccHpaBsQzkHikx0/Ya8bv42qIvwVjwGQcs0sg1m/8io+yP2g4uxPzr1xx9fD87fbX/LIXlBXpJXZETekHPygUzIlFDCyVfyjXx3vjg/nJ/Or01q72DL eU5aw/n9D2kqZl4=</latexit>
Pcs,t
<latexit sha1_base64="VW0GcZsZW/L5EnFJwH7s6UnZ2JY=">AAAEDnicbVPdbtMwFPYaYKP8bXDJTUQ1iYsoajskdsGkSdxwWSS6Veqi6s Q5Saw6dmQ7bFHUd0DcwnNwh7jlFXgLHgEnrViTzpKl48/nO/78+TjMOdNmOPyz13Pu3X+wf/Cw/+jxk6fPDo+eX2hZKIpTKrlUsxA0ciZwapjhOMsVQhZyvAyX7+v9y8+oNJPikylzDDJIBIsZBWOh2WRRUe2Z1eJwMPSHzXB3g9EmGJDNmCyOen+vIkmLDIWhHLSej4a5CSpQhlGOq/5VoTEH uoQE5zYUkKEOqkbwyj22SOTGUtkpjNug24wKMq3LLLSZGZhUt/Yw1zFLPJtSk7W3rtml1zwvzO6qMC9MfBpUTOSFQUHXcuKCu0a6tUduxBRSw0sbAFXM3silKSigxjrZOqiurXSs28dnBTdMyetV/3gb1qm85hAi76RTZnBHf319z82B24cS0nMTlBkaVXqF4p1knkgrMs0YbdsupEKNhspCGK 9ukMgL5Q1GwS1ljPb2ru/7zWP8h9t2NQZb/lKfGVVgXWrZYGcht8ta/tbS6rtdBVVqDVUK47bmWo2QbQyF7SYFXS9iLsG0oURBnjJ60/FBKSjbUM6BIhNdvyGvm78N6iK8E49B0DKNbIPZPzLq/ojd4GLsj0788cc3g/N3m99yQF6SV+Q1GZG35Jx8IBMyJZRw8pV8I9+dL84P56fza53a29tw XpDWcH7/A0hPZlU=</latexit>
Phwg,t
<latexit sha1_base64="UTWDeKm+AfpdGrlriqirnDZzWdw=">AAAED3icbVPLjtMwFPVMeAzlNQNLNhHVSCyiqi1IsGCkkdiwLBKdGdSJqh vnJrHqR2Q7dKKoH4HYwnewQ2z5BP6CT8BJK6ZJx5Kl6+N7ro+Pr6OcM2OHwz97+96t23fuHtzr3X/w8NHjw6MnZ0YVmuKUKq70RQQGOZM4tcxyvMg1gog4nkeLd/X++WfUhin50ZY5hgJSyRJGwTro02ReZcs0sKv5YX84GDbD3w1Gm6BPNmMyP9r/exkrWgiUlnIwZjYa5jasQFtGOa56l4XB HOgCUpy5UIJAE1aN4pV/7JDYT5R2U1q/QbcZFQhjShG5TAE2M609zE3C0sCl1GQTrGt26TUviMRNFWaFTd6EFZN5YVHStZyk4L5Vfm2SHzON1PLSBUA1czfyaQYaqHVWtg6qa2uTmPbxouCWabVc9Y63YZOpJYcIeSedMos7+uvrB34O3L2UVIGfohJodRkUmneSeaqcyEww2rZdKo0GLVWFtE HdIXEQqSuMw2vKGN3t/cFg0DzGf7htV2Ow4y/MidUF1qUWDXYScbes5W8tnb7rVVhlzlCtMWlrrtVI1cZQum7S0PUi4QpsG0o15BmjVx0ftIayDeUcKDLZ9RvyuvvboCmiG/EEJC2z2DWY+yOj7o/YDc7Gg9HLwfjDq/7p281vOSDPyHPygozIa3JK3pMJmRJKBPlKvpHv3hfvh/fT+7VO3d/b cJ6S1vB+/wMKLGbP</latexit>
Phrc,t
<latexit sha1_base64="synvLlKzVh61XIjPiWiwUXXTJ7c=">AAAED3icbVPLjtMwFPU0PIbymoElm4hqJBZR1BYkWDDSSGxYFonODOpEle PcNFb9iOwbZqKoH4HYwnewQ2z5BP6CT8BJK6ZJx5Kl6+N7ro+Pr+NccIvD4Z+9nnfr9p27+/f69x88fPT44PDJqdWFYTBlWmhzHlMLgiuYIkcB57kBKmMBZ/HyXb1/9hmM5Vp9xDKHSNKF4ilnFB30aTKvMsMCXM0PBsNw2Ax/NxhtggHZjMn8sPf3ItGskKCQCWrtbDTMMaqoQc4ErPoXhYWc siVdwMyFikqwUdUoXvlHDkn8VBs3FfoNus2oqLS2lLHLlBQz29qD3KZ8EbiUmmyDdc0uveYFsbypwqzA9E1UcZUXCIqt5aSF8FH7tUl+wg0wFKULKDPc3chnGTWUobOydVBd29jUto+XhUBu9OWqf7QN20xfChqD6KQzjrCjv75+4OdUuJdSOvAXoCWgKYPCiE6yWGgnMpOctW1X2oAFZLpQGN QdkgSxvoIkuqaMwd3eD8OweYz/cNuuxmDHX9pjNAXUpZYNdhwLt6zlby2dvutVVGXOUGMgbWuu1SjdxkC5bjK060UqNMU2tDA0zzi76vhgDC3bUC4oA666ftO87v42aIv4RjylipVZ4hrM/ZFR90fsBqfjcPQyHH94NTh5u/kt++QZeU5ekBF5TU7IezIhU8KIJF/JN/Ld++L98H56v9apvb0N 5ylpDe/3P+lCZsY=</latexit>
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<latexit sha1_base64="l3RC6qkUTkiLwv7kTmHGWHnw9Q4=">AAA ELnicbVPLjtMwFPVMeAzlMR1YsrFoB7GISloWMItKI7FhOUh0ZqSmVI57k1h17Mh26ERR/4CPQWzhO5BYILYs+QTstmKadCxFuj6+5+bcY98o 50ybIPi5t+/dun3n7sG91v0HDx8dto8en2tZKAojKrlUlxHRwJmAkWGGw2WugGQRh4to/tadX3wCpZkUH0yZwyQjiWAxo8RYaNp+HlIQBhRud cOcfawWy2lllsOgFwQnXRx2XyaE4zCctjsOcgvvBv1N0EGbdTY92v8bziQtMludcqL1uB/kZlIRZRjlsGyFhYac0DlJYGxDQTLQk2rV0BIfW2 SGY6nsJwxeoduMimRal1lkMzNiUl07g1zHLPFtiiNrf12zSXc8P8puqjAuTPxmUjGRFwYEXcuJC46NxM5DPGMKqOGlDQhVzHaEaUoUodbIuhZ XW+lY13+fFdwwJRfL1vE2rFO54CQC3kinzMCOfte+j3PC7UUK6eMEZAZGlX6heCOZJ9KKTDNG67YLqUCDobIQxncPaOZH8gpmk2vKAGz3uNfrr S7jP1y3a2Ww5c/10KgCXKn5ChtG3G6d/K2t1Xe9m1SpNVQpiOuanRoh6xgI+5oUaXoRc0lMHUoUyVNGrxo+KEXKOpRzQoGJpt8kd8NRB3UR3Y jHRNAyndkHZmek35yI3eB80Ou/6g3eDzqnJ5tpOUBP0TP0AvXRa3SK3qEzNEIUfUZf0Tf03fvi/fB+eb/Xqft7G84TVFven39vznC7</latex it>
⇡ngt = 0.018 $/kWh<latexit sha1_base64="24NzyNNOXCAwIR8BRgXmZs+Ian8=">AAA EL3icbVPLjtMwFPVMeQzlMR1YsrFoR7CIQlMWDItKI7FhOUh0OlJTKse5Saw6tmU7zFRRP4GPQWzhOxAbxJYdn4DTVkyTjqVI18f33Jx77Bsp zozt93/u7bdu3b5z9+Be+/6Dh48OO0ePz40sNIURlVzqi4gY4EzAyDLL4UJpIHnEYRzN31bn40+gDZPig10omOYkFSxhlFgHzTrPQwrCgsbtX qjYx1Kky1lpl8O+3w9OejjsvZyPMxyGs07XQauFd4NgE3TRZp3Njvb/hrGkRe7KU06MmQR9Zacl0ZZRDst2WBhQhM5JChMXCpKDmZarjpb42C ExTqR2n7B4hW4zSpIbs8gjl5kTm5naGSiTsNRzKRXZeOuaTXrF86L8pgqTwiYn05IJVVgQdC0nKTi2Elcm4phpoJYvXECoZq4jTDOiCXVO1rV UtbVJTP33ecEt0/Jy2T7ehk0mLzmJgDfSKbOwo79q38OKcHeTQno4BZmD1Quv0LyRzFPpRGY5o3XbhdRgwFJZCOtVLyj2InkF8fSaMgDXPfZ9f 3UZ/+G6XSuDHX9uhlYXUJWar7BhxN22kr+1dfqud9Myc4ZqDUldc6VGyDoGwr0mTZpeJFwSW4dSTVTG6FXDB63Jog4pTigw0fSbqGo66qApoh vxhAi6yGL3wNyMBM2J2A3OB37wyh+8H3RP32ym5QA9Rc/QCxSg1+gUvUNnaIQo+oy+om/oe+tL60frV+v3OnV/b8N5gmqr9ecf1mFxGQ==</l atexit>
Figure 1: Schematic representation of central HVAC plant under study.
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2.2 Forecasting and Uncertainty Quantification
The proposed MPC formulations solve discrete-time optimal control problems at every time t ∈ Z+.
These problems use a forecast (prediction) horizon of length N and denoted by the set T := {t, t +
1, t+ 2, ..., t+N − 1}. Here, index t corresponds to the time instant t ·h, where h is the sampling time
(assumed to be one hour). We implement zero-order hold for all quantities (these are held constant
over the time interval [(t − 1) · h, t · h]). We implement the MPC schemes under a receding-horizon
framework (updated every sampling instant) over a simulation horizon of one year (denoted by the
set Y := {0, ..., Y }).
The control actions are the equipment operating loads while the states are the storage levels and
other carryover quantities (e.g., peak demand). The decision to determine the operating loads is com-
plicated by the fact that the time-varying electricity prices piet and the campus electrical load, chilled
water load, and hot water load exhibit uncertainty. The loads are denoted as Lt = (Let , Lcwt , Lhwt ).
These disturbances are modeled as random variables with realizations indexed by ξ. At time t, a
realization of the disturbances over a forecast horizon T is denoted as LT (ξ), pieT (ξ). The forecast tra-
jectory used in deterministic MPC is a specific realization (usually the one with highest probability)
and is denoted as LˆT and pˆieT . To enable compact representation, we encapsulate all disturbances in
the random vector dT := (pieT , LT ). We denote a realization of the disturbance dT vector as dT (ξ) and
we denote the entire set of disturbance realizations using notation dT (Ξ).
We assume that the campus electrical load, chilled water load, hot water load, and electricity
prices are Gaussian (normal) variables of the form LT ∼ N (LˆT ,ΣLT ), and pieT ∼ N (pˆieT ,ΣeT ). Time
correlations in these disturbances are captured by the covariance matrices. Gaussian uncertainty
descriptions are standard in autoregressive models and we have found them to provide satisfactory
results in our studies. The mean and covariance matrices are updated using a receding-horizon
scheme based on historical and real-time data (as it becomes available). We denote the observed
(actual) disturbance history of H hours at time t as dH, whereH := {t−H, t−H + 1, ..., t− 1}.
In our implementation, the mean and covariance matrices for LT and pieT are obtained using
autoregressive (AR) models. Specifically, we use time series models of the form:
Lt =
q∑
k=1
φLkLt−k + c
L + Lt (2.1a)
piet =
q∑
k=1
φekpi
e
t−k + c
e + et , (2.1b)
where q is the order of the model; φLt , φTt , cL and ce are coefficients that are learned (estimated) from
historical data; and Lt and et are white noise sequences. The mean forecasts LˆT and pˆieT (most likely
realizations for Gaussian variables) are obtained by using the maximum likelihood estimates of the
coefficients. Maximum likelihood procedures also provide estimates of the covariance matrices ΣLT
and ΣeT . Explicit techniques for performing maximum likelihood estimation are provided in [35]. In
this work, we use standard procedures provided in the R software package. We highlight that, in
this work, we only consider measured disturbances and states. Consequently, no state estimation
procedure is needed.
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2.3 Deterministic MPC
The deterministic MPC controller uses the mean disturbance forecast dˆT to find the control policy.
This policy minimizes the total cost that is forecast over the prediction horizon T . This is done by
solving an optimization problem at time t ∈ Y . If the prediction horizon T at time t spans a month,
the following optimization problem is solved (with the initial conditions provided by the already
known current state values at time t, Ej,t, ulj,t, olj,t, j ∈ {cw, hw} and Rt):
min
∑
k∈T
∑
j={e,w,ng}
pˆijkr
j
k +
piD
σt
Rt+1 +
∑
k∈T
∑
j∈{cw,hw}
ρj(ulj,k + olj,k). (2.2a)
s.t. rek =
∑
j∈{cs,hrc,hwg,ct}
αejPj,k + Lˆ
e
k, k ∈ T (2.2b)
rjk = α
j
ij
Pij ,k, j ∈ {w, ng}, k ∈ T , iw = ct, ing = hwg (2.2c)
Pct,k = α
cond
cs Pcs,k + Phx,k, k ∈ T (2.2d)
Pcs,k + Phrc,k + Pcw,k + S
un
cw,k − Sovcw,k = Lˆcwk , k ∈ T (2.2e)
αhhrcPhrc,k + Phwg,k − Phx,k + Phw,k + Sunhw,k − Sovhw,k = Lˆhwk , k ∈ T (2.2f)
Ej,k+1 = Ej,k − Pj,k, j ∈ {cw, hw}, k ∈ T (2.2g)
ulj,k+1 = ulj,k − Smj,k, m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T (2.2h)
olj,k+1 = olj,k − Smj,k, m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T (2.2i)
Rt+1 ≥ rek (2.2j)
Rt+1 ≥ Rt (2.2k)
Ej,k ≤ Ej,k ≤ Ej,k, j ∈ {cw, hw}, k ∈ T (2.2l)
P j ≤ Pj,k ≤ P j , j ∈ {cs, hrc, hwg, ct, hx, cw, hw}, k ∈ T (2.2m)
Smj,k ≥ 0, m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T (2.2n)
ulj,k ≥ 0, j ∈ {cw, hw}, k ∈ T (2.2o)
olj,k ≥ 0, j ∈ {cw, hw}, k ∈ T (2.2p)
The constraints (2.2b)-(2.2c) compute the demands of electricity, water, and natural gas (ret , rwt , r
ng
t )
that need to be purchased from the utility companies. Constraints (2.2d)-(2.2f) impose the energy bal-
ance for the condenser water. Constraints (2.2e) and (2.2f) are used to ensure that the chilled and hot
water loads are met. Slack variables Smj,k, m ∈ {un, ov}, j ∈ {cw, hw} are added in order to maintain
feasibility in case of unmet (under-production) or overmet (over-production) of chilled water or hot
water. The amount of under-production or over-production of chilled and hot water are carried over
using the state variables ulj,k and olj,k, j ∈ {cw, hw}. These amounts are computed using constraints
(2.2h) and (2.2i). The unmet and overmet load state variables are penalized in the objective function
by using the factors ρj , j ∈ {cw, hw}.
The constraints (2.2g) describe the dynamics of the state-of charge (SOC) for chilled and hot wa-
ter TES. Constraint (2.2j) ensures that Rt+1 is the peak residual electricity demand over the hori-
zon T . The parameter Rt is the carryover peak demand (the largest demand seen so far in the
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month). The peak residual demand is also considered a state of the system and is updated as
Rt+1 = max{Rt, rt+1(ξ)}. Constraints (2.2l)-(2.2p) provide bounds on the controls and states. The
lower bounds for the operating loads of all units are zero except for the chilled water and hot wa-
ter storage units (i.e., P j = 0 for j ∈ {cs, hrc, hwg, ct, hx}). For the storage units, the lower bounds
of discharge rates correspond to the maximum charging rates, which are negative of the maximum
discharging rates (i.e, P j = −P j , j ∈ {cw, hw}). The demand charge is weighted by a time-varying
discounting factor σt := min{(tm−t)/N, 1} (where tm denotes the last hour of the monthm). The dis-
counting factor σt is used to adjust the demand charge because the prediction horizon N of the MPC
formulation is shorter than a month (the period for which the peak electrical demand is charged).
Also, it is desired to avoid the occurrence of a peak demand closer to the end of the month. Con-
sequently, the time-varying factor σt = min{(tm − t)/N, 1} is defined such that the demand charge
is penalized higher when the current time reaches closer to the end of the month than that at the
beginning of the month.
An important consideration when benchmarking the performance of deterministic MPC is that
the associated control policy might give rise to constraint violations in the storage levels (when the
policy faces actual realizations of loads are observed in the time period (t, t+ 1)). This is because the
control policy only satisfies constraints under the mean forecast. To avoid such constraint violations,
the bounds on the chilled and hot water TES in (2.2l) are modified to include a buffer capacity (a
back-off term). A buffer value β ∈ [0, 1] forces the storage capacity of chilled and hot water to vary
between a fraction β and (1-β) of the maximum capacity (a value of β = 0 gives a standard MPC
formulation). Such back-off terms are used to tune constraint violations under uncertain disturbances
in applications of control and scheduling [25,36,37]. The buffer is updated after every sampling time
in order to prevent the controller from being overly conservative. Specifically, when disturbances
push the system outside of the standard constraints, the bounds are adjusted until the optimizer
restores feasibility (the following discussion provides more details).
Another important consideration when benchmarking performance is that the demand charge
is accounted for based on the peak demand carried over at the end of the month. Consequently, the
peak demand needs to be reset at the beginning of each month. To implement this over the simulation
horizon Y , we introduce the set TM of ending time indices for all months. Index tm ∈ TM denotes
the last hour of the month m. If the prediction horizon T at the current time t spans two months (i.e.,
t < tm and t+N − 1 > tm for some tm ∈ TM ), then the optimization problem at time t will consider
peak demand variables R1,t+1 and R2,t+1 for the two months spanned. If at time t in the simulation,
t < tm and t+N − 1 > tm for some tm ∈ TM , we modify constraints (2.2j) and (2.2k) as follows:
R1,t+1 ≥ rek, k = t+ 1, t+ 2, . . . , tm (2.3a)
R2,t+1 ≥ rek, k = tm + 1, tm + 2, . . . , t+N − 1 (2.3b)
Ri,t+1 ≥ Ri,t, i = 1, 2. (2.3c)
where R2,t = 0 for t = tm. The objective function (2.2a) is also modified to include the demand
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charges as:
min
∑
k∈T
∑
j={e,w,ng}
pijkr
j
k +
2∑
i=1
piDi
σt
Ri,t+1 +
∑
k∈T
∑
j∈{cw,hw}
ρj(ulj,k + olj,k). (2.4)
When t > tm + 1 and t < tm + 2, the optimization formulation (2.2a)-(2.2n) is solved (with Rt =
R2,tm+1) because the prediction horizon spans only a single month (m+ 1).
We denote the optimization problem solved in deterministic MPC at time t as Pdet(xt, dˆT ). Here,
the input arguments are the current state, control information, and disturbance forecast needed to
solve the problem. We define the control action generated from the solution of the problem as ut =
(Pj,t, j ∈ {cs, hrc, hwg, ct, hx, cw, hw}) and the predicted states as xt+1 = (Ej,t+1, ulj,t+1, olj,t+1, Rt+1, j ∈
{cw, hw}) (obtained assuming forecast dˆt+1). The control action ut is implemented in the system but
the actual disturbance realized dt+1(ξ) will tend to deviate from the forecast dˆt+1. As a result, the
state at time t + 1 will differ from that predicted by the MPC controller. To account for the error in
the prediction, the horizon is shifted forward to update the disturbance forecast using the new data
history.
After obtaining the solution of Pdet(xt, dˆT ), during the zero-order hold step (inter-optimization
period), the current time decisions, ut, for all units are held constant between (t, t + 1). During this
inter-optimization period, the loads in real time can be varying, and the load balance constraints
(2.2c) (production equal to consumption) will not hold. The loads will be balanced by charging
or discharging the storage tanks as required in real time. Because the actual discharge does not
exactly follow the discharge predicted by the optimization, the states will be at a different level than
that predicted by the model at the end of zero-order hold. The amount of the difference is equal to
the integrated difference between the constant discharge rate assumed by the optimization model
and the actual time-varying discharge rate resulting from load following. We propose to model this
integrated difference between the predicted discharge rate and the actual discharge rate by a normal
random variable that is added to the predicted energy levels of the TES to simulate an actual energy
level in the TES prior to solving the optimization problem on the next time step. The random variable
is given by vj,t = N (−0.5(Ljt+1−Ljt ), 0.25σ2j,err,t+1 +σ2j,int), j ∈ {cw, hw}, where σ2j,err,t is the variance
of load prediction error for t + 1 and σ2j,int is the variance of integrated load for one-hour periods
(obtained from historical data). The mean of the random variable vj,t is negative if the load rises in
real time during the zero-order hold as the discharge from the TES will increase to make up for the
higher load, and similarly, the mean of vj,t is positive if the load falls during the zero-order hold.
We summarize the receding-horizon scheme for deterministic MPC as:
1. START at t = 0 with the given Ej,0, and, ulj,0 = 0, olj,0 = 0 for j ∈ {cw, hw}, R0 = 0. Set
Ej,0 = βEj , Ej,0 = (1− β)Ej , j ∈ {cw, hw}. REPEAT for t ∈ Y :
2. Use disturbance history dH to obtain forecast dˆT .
3. Solve Pdet(xt, dˆT ) to obtain decisions ut = (Pj,t, j ∈ {cs, hrc, hwg, ct, hx, cw, hw}).
4. Implement controls ut over (t, t+ 1).
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5. Update storage states to actual states as Ej,t+1 = Ej,t − Pj,t + vj,t, j ∈ {cw, hw}.
6. Obtain the actual realized storage states by subtracting any unmet load from storage states
obtained in previous step: Ej,t+1 = Ej,t+1 − ulj,t+1, j ∈ {cw, hw}.
7. Update the unmet and overmet load states to ulj,t+1, olj,t+1, j ∈ cw, hw from Eq. (2.2h) and
(2.2i).
8. Modify the bounds on Ej,k for j ∈ {cw, hw} in constraints (2.2l) as follows:
If βEj ≤ Ej,t+1 ≤ (1− β)Ej , set Ej,t+1 = βEj , Ej,t+1 = (1− β)Ej .
If (1− β)Ej ≤ Ej,t+1 ≤ Ej , set Ej,t+1 = βEj , Ej,t+1 = Ej,t+1.
If 0 ≤ Ej,t+1 ≤ βEj , set Ej,t+1 = Ej,t+1, Ej,t+1 = (1− β)Ej .
If Ej,t+1 ≥ Ej ,set Ej,t+1 = Ej , Ej,t+1 = βEj , Ej,t+1 = Ej , and update olj,k+1 = olj,k+1 +
(Ej,t+1 − Ej).
IfEj,t+1 ≤ 0, setEj,t+1 = 0, Ej,t+1 = 0, Ej,t+1 = (1−β)Ej , and update ulj,k+1 = ulj,k+1−Ej,t+1.
9. If the current prediction horizon T spans a single month, update the carry over demand charge
Rt+1 = max{Rt, ret }, else update asRt+1 = (max{Rt, ret+1}, 0) with ret+1 being the actual realized
residual electrical demand calculated from Eq. (2.2b) using actual realized electrical loadLet+1(ξ).
10. Set t← t+ 1. If t = M , STOP, otherwise RETURN to Step 2.
In this scheme, the actual realized disturbances are obtained from a set of validation scenarios Ξ˜.
These scenarios are generated from actual disturbance data (not from the forecast). The performance
of the MPC controller thus depends on the selection of the realized disturbances and is thus random.
We run the scheme for the entire set of validation samples to obtain probability distributions for
diverse performance metrics such as cost.
2.4 Stochastic MPC
In stochastic MPC, uncertainty representations for disturbances are directly captured in the optimiza-
tion formulation by using multiple realizations (scenarios) dT (ξ), ξ ∈ Ξ¯, where Ξ¯ is a set of sample
scenarios. The control decisions ut = (Pj,t, j ∈ {cs, hrc, hwg, ct, hx, cw, hw}) for the next immediate
hour (t+1) are here-and-now (commitment) decisions that need to be made prior to observing uncer-
tainty. The controls uk(ξ) = (Pj,k(ξ), j ∈ {cs, hrc, hwg, ct, hx, cw, hw}) at subsequent times k ∈ T \{t}
are modeled as wait-and-see (recourse) variables that can be corrected when the actual disturbance
realization is observed. The stochastic MPC problem is thus formulated as a two-stage problem.
The residual and peak demands are also recourse decisions that are expressed as rT (ξ) and
maxk∈T rk(ξ). The SOC of the chilled water and hot water TES at time t + 1 only depend on the
previous storage Ej,t and discharge rates Pj,t, j ∈ {cw, hw}. Consequently, Ej,t+1, j ∈ {cw, hw} are
also here-and-now variables. The rest of the trajectories Ej,k(ξ), j ∈ {cw, hw} for k ∈ T \ {t, t + 1}
are recourse variables because the corresponding Pj,k(ξ), j ∈ {cw, hw} are recourse variables for
k ∈ T \ {t}.
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We usePsto(xt, dT (Ξ¯)) to denote the optimization problem solved in stochastic MPC at time t. The
variables and constraints of the formulation are the same as those of the deterministic counterpart but
are replicated for the set of realizations ξ ∈ Ξ¯. We use non-anticipativity constraints to enforce the fact
that the control actions ut are here-and-now (commitment) decisions that need to be implemented in
the system.
In the proposed stochastic MPC formulation, we solve a stochastic program at time t ∈ Y to mini-
mize the expected total forecast cost of the system and satisfy the constraints under all scenarios over
the prediction horizon T . If the prediction horizon T at time t spans a single month, the following
problem is solved with the initial conditions provided by the already known current state values at
time t, Ej,t, ulj,t, olj,t, j ∈ {cw, hw} and Rt:
min E
∑
k∈T
∑
j={e,w,ng}
pˆijk(ξ)r
j
k(ξ) +
piD
σt
Rt+1(ξ) +
∑
k∈T
∑
j∈{cw,hw}
ρj(ulj,k(ξ) + olj,k(ξ))
 . (2.5a)
s.t. rek(ξ) =
∑
j∈{cs,hrc,hwg,ct}
αejPj,k(ξ) + Lˆ
e
k(ξ), k ∈ T , ξ ∈ Ξ¯ (2.5b)
rjk(ξ) = α
j
ij
Pij ,k(ξ), j ∈ {w, ng}, k ∈ T , ξ ∈ Ξ¯where iw = ct, ing = hwg (2.5c)
Pct,k(ξ) = α
cond
cs Pcs,k(ξ) + Phx,k(ξ), k ∈ T , ξ ∈ Ξ¯ (2.5d)
Pcs,k(ξ) + Phrc,k(ξ) + Pcw,k(ξ) + S
un
cw,k(ξ)− Sovcw,k(ξ) = Lˆcwk (ξ), k ∈ T , ξ ∈ Ξ¯ (2.5e)
αhhrcPhrc,k(ξ) + Phwg,k(ξ)− Phx,k(ξ) + Phw,k(ξ) + Sunhw,k(ξ)− Sovhw,k(ξ) = Lˆhwk (ξ), k ∈ T , ξ ∈ Ξ¯
(2.5f)
Ej,k+1(ξ) = Ej,k − Pj,k(ξ), j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5g)
ulj,k+1(ξ) = ulj,k − Smj,k(ξ), m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5h)
olj,k+1(ξ) = olj,k − Smj,k(ξ), m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5i)
Rt+1(ξ) ≥ rek(ξ), ξ ∈ Ξ¯ (2.5j)
Rt+1(ξ) ≥ Rt, ξ ∈ Ξ¯ (2.5k)
Ej,k ≤ Ej,k(ξ) ≤ Ej,k, j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5l)
P j ≤ Pj,k(ξ) ≤ P j , j ∈ {cs, hrc, hwg, ct, hx, cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5m)
Smj,k(ξ) ≥ 0, m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5n)
ulj,k(ξ) ≥ 0, j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5o)
olj,k(ξ) ≥ 0, j ∈ {cw, hw}, k ∈ T , ξ ∈ Ξ¯ (2.5p)
Pj,t(ξ) = Pj,t(ξ
′), j ∈ {cs, hrc, hwg, ct, hx, cw, hw}, ξ 6= ξ′, ξ ∈ Ξ¯ (2.5q)
The expected value E[·] is defined over the set of scenarios Ξ¯. We implement the same approach
as described for deterministic MPC for resetting the peak electrical demand charge at the beginning
of each month, and for updating the bounds on the chilled water and hot water TES in every step
of the MPC simulation. For consistency, here we present a stochastic MPC formulation that also
accounts for a storage buffer β. In Section 3 we will see that stochastic MPC with no buffer (β = 0)
can outperform deterministic MPC and significantly reduce constraint violations. This is because
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the controller naturally backs-off from the constraints when multiple disturbance realizations are
accounted for.
We summarize the stochastic MPC scheme as:
1. START at t = 0 with the given Ej,0, and, ulj,0 = 0, olj,0 = 0 for j ∈ {cw, hw}, R0 = 0. Set
Ej,0 = βEj , Ej,0 = (1− β)Ej , j ∈ {cw, hw}. REPEAT for t ∈ Y :
2. Use disturbance history dH to obtain forecast dT (Ξ¯).
3. Solve Psto(xt, dT (Ξ¯)) to obtain decisions ut = (Pj,t, j ∈ {cs, hrc, hwg, ct, hx, cw, hw}).
4. Implement the decisions, ut over (t, t+ 1).
5. Update the storage states to the actual states as Ej,t+1 = Ej,t − Pj,t + vj,t, j ∈ {cw, hw}, where
vj,t is the random variable as defined in Section 2.3.
6. Obtain actual realized storage states by subtracting any unmet load from storage states obtained
in previous step: Ej,t+1 = Ej,t+1 − ulj,t+1, j ∈ {cw, hw}.
7. Update the unmet and overmet load states to ulj,t+1, olj,t+1, j ∈ {cw, hw} from Eq. (2.5h) and
(2.5i).
8. Modify the bounds on Ej,k for j ∈ {cw, hw} in constraints (2.5l) as follows:
If βEj ≤ Ej,t+1 ≤ (1− β)Ej , set Ej,t+1 = βEj , Ej,t+1 = (1− β)Ej .
If (1− β)Ej ≤ Ej,t+1 ≤ Ej , set Ej,t+1 = βEj , Ej,t+1 = Ej,t+1.
If 0 ≤ Ej,t+1 ≤ βEj , set Ej,t+1 = Ej,t+1, Ej,t+1 = (1− β)Ej .
If Ej,t+1 ≥ Ej , set Ej,t+1 = Ej , Ej,t+1 = βEj , Ej,t+1 = Ej , and update olj,k+1 = olj,k+1 +
(Ej,t+1 − Ej).
IfEj,t+1 ≤ 0, setEj,t+1 = 0, Ej,t+1 = 0, Ej,t+1 = (1−β)Ej , and update ulj,k+1 = ulj,k+1−Ej,t+1.
9. If the current prediction horizon T spans a single month, update the carry over demand charge
Rt+1 = max{Rt, ret }, else update asRt+1 = (max{Rt, ret+1}, 0) with ret+1 being the actual realized
residual electrical demand calculated from Eq. (2.5b) using actual realized electrical loadLet+1(ξ).
10. Set t← t+ 1. If t = M STOP, otherwise RETURN to Step 2.
In this scheme, the actual realized disturbances are obtained from the set of validation samples
Ξ˜. Importantly, these validation samples differ from the realizations used in the MPC controller
formulation Ξ¯. By running the stochastic MPC scheme for all validation samples, we can compute
probability distributions for performance metrics that are compared with those from deterministic
MPC. This systematic procedure ensures fair comparisons between different MPC implementations.
2.5 Perfect Information MPC
We also consider a perfect information MPC implementation to evaluate the ideal performance of
MPC. Under perfect information MPC, we compute commitment policies ut(ξ) at every time t for
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every realization ξ ∈ Ξ˜ of the loads and prices. These policies can be computed by removing the
nonanticipativity constraints (2.5q) from the stochastic MPC formulation (2.5) and replacing the dis-
turbance forecast model with the true disturbance signals corresponding to each realization d(ξ), and
implementing the same scheme as the stochastic MPC run over a year period Y [25].
2.6 Handling Constraint Violations
The deterministic MPC controller can violate the constraints during the transition (t, t + 1) if the
forecasts are poor or if the scenarios used. The stochastic MPC formulation can also incur violations
if the scenarios used do not capture the actual realizations. To capture this issue in our closed-loop
simulations, an auxiliary MPC controller is used to correct the control actions and restore feasibility.
At time t, this controller solves the feasibility restoration problem:
min
∆Pj ,
j∈{cs,hrc,hwg,ct,hx,cw,hw}
∑
j
|∆Pj | (2.6a)
s.t. Ej,t+1 = Ej,t − Pj,t + ∆Pj , j ∈ {cw, hw} (2.6b)∑
j∈{cs,hrc,cw}
(Pj,t + ∆Pj,t) = L
cw
t (2.6c)∑
j∈{hwg,hw}
(Pj,t + ∆Pj) + α
h
hrc (Phrc,t + ∆Phrc)− Phx,t −∆Phx = Lhwt (2.6d)
0 ≤ Ej,t+1 ≤ Ej , j ∈ {cw, hw} (2.6e)
P j ≤ Pj,t + ∆Pj ≤ P j , j ∈ {cs, hrc, hwg, ct, hx, cw, hw}. (2.6f)
This formulation uses the actual realizations for the chilled water and hot water loads over the time
interval (t, t + 1). The feasibility restoration problem seeks to find a net rate correction ∆Pj , j ∈
{cs, hrc, hwg, ct, hx, cw, hw} that satisfies the storage constraints. If the auxiliary controller fails to
remain feasible even after solving the restoration problem, we assume that no action is taken. In
other words, we set Pj,t = 0 for j ∈ {cs, hrc, hwg, ct, hx, cw, hw} and correct the states Ej,t+1 for
j ∈ {cw, hw} and Rt+1 accordingly. This leads to loss of performance because there is a failure to
meet the campus loads during time (t, t+ 1).
2.7 Benchmarking Procedure
We extend the benchmarking procedure given in [14] for battery management systems. To distin-
guish the policies obtained from the three MPC schemes, we denote the policies obtained from the
deterministic MPC as udett and rdett (ξ) = (r
j,det
t , j ∈ {e, w, ng}), those from stochastic MPC scheme
as ustot and rstot (ξ) = (r
j,sto
t , j ∈ {e, w, ng}), and those from perfect information MPC as uperft (ξ) and
rperft (ξ) = (r
j,perf
t , j ∈ {e, w, ng}) (corresponding to each realization ξ).
Each realization in the validation set Ξ˜ generates an annual cost for the MPC controllers. The
annual cost under stochastic MPC for a given realization ξ ∈ Ξ˜ and under a given closed-loop policy
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uM, rM is given by:
Φsto(ξ) :=
∑
t∈Y
∑
j={e,w,ng}
pijk(ξ)r
j,sto
k (ξ) +
12∑
m=1
piD max
t∈{1,...,tm}
re,stot (ξ). (2.7)
The annual cost for deterministic MPC is denoted as Φdet(ξ) and is defined as in (2.7) (but with
its corresponding closed-loop policy udett and rdett (ξ) = (r
j,det
t , j ∈ {e, w, ng})). The annual cost for
perfect information MPC is:
Φperf (ξ) :=
∑
t∈Y
∑
j={e,w,ng}
pijk(ξ)r
j,perf
k (ξ) +
12∑
m=1
piD max
t∈{1,...,tm}
re,perft (ξ). (2.8)
The costs for the different validation realizations are used to create empirical probability distributions
and cumulative probability distributions for diverse quantities of interest and to compute statistics
such as expected costs E[Φdet(Ξ˜)], E[Φsto(Ξ˜)], and E[Φperf (Ξ˜)].
Of particular interest in our benchmark studies is a metric that we call the expected cost of the HVAC
central plant. To compute this value, we evaluate the total cost under the assumption that there is no
HVAC central plant serving campus. For a particular validation realization ξ ∈ Ξ˜, this cost is denoted
as Φnocp(ξ). The ideal expected cost of the central plant is defined as CCPperf (ξ) := Φperf (ξ)−Φnocp(ξ).
The cost of the central plant under stochastic MPC is CCPsto(ξ) := Φsto(ξ) − Φnocp(ξ) and under
deterministic MPC is CCPdet(ξ) := Φdet(ξ)−Φnocp(ξ). As in the case of cost, the realizations are used
to obtain probability distributions and to compute statistics such as E[CCPperf (Ξ˜)], E[CCPsto(Ξ˜)],
and E[CCPdet(Ξ˜)]. The cost of the central plant is a metric that reflects losses/gains in asset value due
to the use of better control policies (it isolates the effect of the control from that of the equipment).
We also consider the value of the stochastic MPC, which is defined as VSMPC(ξ) := CCPdet(ξ) −
CCPsto(ξ), and the expected value of stochastic MPC as E[VSMPC(Ξ˜)].
3 Benchmark Results
We now present closed-loop simulation results for deterministic, stochastic, and perfect information
MPC for an entire year of operation. The controllers use a prediction horizon of 168 hours (seven
days), which is chosen based on the observation that the data for the loads and electricity prices ex-
hibit weekly periodicity (e.g., high load in weekdays and low load in weekends). In other words, a
horizon of seven days captures periodic effects [25]. The stochastic MPC problem contains 100 fore-
cast scenarios and a total of 168,450 variables and 143,750 constraints (the realizations are obtained
using Monte Carlo sampling). A total of 200 closed-loop year-long runs were performed for each
MPC implementation (using the same validation scenarios). The number of forecast and validation
scenarios are chosen considering a trade-off between performance and computational cost. Specifi-
cally, using few scenarios leads to fast ccomputations but the full uncertainty space is not well repre-
sented and this limits the benefits of stochastic MPC. Having a larger number of scenarios increases
the computational time but the controller performance improves. Hence, we use a heuristic-based ap-
proach to chose a suitable number of forecast and validation scenarios to benchmark stochastic MPC.
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The simulations were run on a 32-core machine with Ubuntu 14.04, Intel Xeon 2.30 GHz processors
and 188 GB RAM. The schemes are implemented in Julia and leverage the algebraic modeling ca-
pabilities of JuMP [38]. The optimization problems are solved in extensive form using Gurobi 8.1.
We use time series forecasting procedures provided in the R software package. Specifically, we
use the ar function in R to estimate the coefficients of the AR model of order q with the settings
as aic=false, order=q, and method="ols" (ordinary least-squares). The forecasts are obtained
using the forecast function with prediction horizon ofN , and covariance matrices for the forecasts
are obtained using var.pred function. With this information, we generate a set of disturbance
realizations Ξ¯ by sampling from the corresponding estimated probability density functions. Forecasts
and scenarios for the electrical load, chilled water load, hot water load, and the electricity price are
obtained using a q =168 order AR model and predicts the loads over an horizon of N =168 hours.
The parameters of the AR models are estimated by using a data history of 184 days (i.e., 6 months) at
every time step in the closed loop of MPC.
Each MPC problem instance takes, on average, about one second to solve for deterministic MPC
and about 6-7 seconds to solve for stochastic MPC. Despite these fast solutions, we note that year-
long closed-loop simulations required approximately 2 hours for deterministic MPC and 10 hours for
stochastic MPC. These computational times comprise forecasting, optimization solution, and feasi-
bility checks. These computational times are serial but can be partially parallelized (this is left as a
topic of future work since the computational workflows involved are complex).
3.1 Forecasting of Loads and Electricity Prices
Figures 2-4 show historical data for the campus electrical load, hot water load, and chilled water load
for the entire year. Figure 5 shows historical electricity prices for the same period. The vertical red
lines represent monthly periods.
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Figure 2: Historical electrical load of the campus. Red vertical lines denote end of each month.
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Figure 3: Historical hot water load of the campus. Red vertical lines denote end of each month.
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Figure 4: Historical chilled water load of the campus. Red vertical lines denote end of each month.
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Figure 5: Historical electricity price data. Red vertical lines denote end of each month.
A single instance for the 1-week forecasts for electrical load, cold water load, hot water load, and
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electricity price is shown in Figures 6, 7, 8 and 9. The mean forecasts are represented by the dark
bold curves and the 99% confidence intervals are shown in grey color. Sample scenarios are shown
as light black curves. From these results we see that the AR models can capture the trends of the
disturbances but that significant uncertainty exists. In particular, we notice that the magnitude of the
confidence interval (the range) rises sharply within the first few hours. As we show next, this will be
a major factor that drives constraint violations.
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Figure 6: A single instance of electrical load forecast for 1-week with AR model. Vertical red line
denotes the current time. In the top panel, dark bold curve represents mean forecast, the grey band
denotes 99% confidence interval and the light black curves within the band represent a few sample
scenarios. The bottom panel shows the trajectory of the 99% confidence range with prediction time.
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Figure 7: A single instance of chilled water load forecast for 1-week with AR model. Vertical red line
denotes the current time. In the top panel, dark bold curve represents mean forecast, the grey band
denotes 99% confidence interval and the light black curves within the band represent a few sample
scenarios. The bottom panel shows the trajectory of the 99% confidence range with prediction time.
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Figure 8: A single instance of hot water load forecast for 1-week with AR model. Vertical red line
denotes the current time. In the top panel, dark bold curve represents mean forecast, the grey band
denotes 99% confidence interval and the light black curves within the band represent a few sample
scenarios. The bottom panel shows the trajectory of the 99% confidence range with prediction time.
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Figure 9: A single instance of electricity price forecast for 1-week with AR model. Vertical red line
denotes the current time. In the top panel, dark bold curve represents mean forecast, the grey band
denotes 99% confidence interval and the light black curves within the band represent a few sample
scenarios. The bottom panel shows the trajectory of the 99% confidence range with prediction time.
3.2 Closed-Loop Performance
We compare the closed-loop policies for deterministic and stochastic MPC. In these results, a storage
buffer of β = 0 is used for stochastic MPC and a buffer of 10% (β = 0.1) is used for deterministic
MPC. Figure 10 provides a snapshot for a given validation scenario for deterministic MPC. Here, we
note that the controller uses the storage buffer fairly frequently to counteract uncertainty in the dis-
turbances. Figure 11 shows a snapshot for stochastic MPC under a given validation scenario. Here,
we note that the controller does not require an explicit buffer for storage, which results in a better uti-
lization of the storage. An animation of the closed-loop performance of deterministic and stochastic
MPC can be found at https://github.com/zavalab/JuliaBox/tree/master/HVAC_Plant
(these help visualize the closed-loop dynamics).
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Figure 10: Closed loop profile for deterministic MPC with β = 0.1. Black lines represent forecasts
and model predictions. Blue lines represent actual realizations. For the control policies, red lines
represent the actual implemented policy. For the state of charge, red horizontal lines represent the
storage buffer. For the residual electrical load, the green line represents the running peak Rt.
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Figure 11: Closed loop profile for stochastic MPC with β = 0. The grey regions represent uncer-
tainty forecasts with black representing mean forecasts. Blue lines represent realized observations
or committed policies. For the control policies, red lines represent the actual implemented policy
and usually overlap with committed policy. For the residual load, the green line represents the peak
observed residual electricity demand.
3.3 Economic Performance and Constraint Violations
In Table 1 we compare utility usage of the campus together with the HVAC central plant under the
MPC implementations. We observe that the system would ideally (under perfect information) con-
sume 264,800 MWh of electricity, 197,839 million gallons of water, and 29,067 MWh of natural gas
in the year. These numbers represent the best possible performance under a finite horizon MPC and
highlight the high resource use of these systems. The system under a deterministic MPC implemen-
tation has a higher consumption for each of the utilities. This is expected because deterministic MPC
faces forecast errors. The stochastic MPC implementation reduces natural gas use of the determin-
istic counterpart by a significant amount. Specifically, under stochastic MPC, we observe reductions
in natural gas use of 8.57% (2,840 MWh). These results highlight that stochastic MPC can reduce the
resource footprint by better handling of disturbances. Stochastic MPC achieves modest reductions
in electricity and water consumption of 0.07% (187 MWh) and 0.96% (1,927 million gallons), respec-
tively. We will see, however, that significant cost reductions are achieved (due to the time-varying
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nature of electricity prices).
Table 1: Utility usage analysis for different MPC implementations.
Expected Utility
Campus With Central Plant
Usage
Perfect
Information
Stochastic
β = 0
Deterministic
β = 0.1
Savings by
Stochastic MPC
Electricity
(MWh/year)
264,800
(-0.2%)
265,137
(-0.07%)
265,324
(Base)
187
Water
(MMgal/year)
197,839
(-1.8%)
199,593
(-0.96%)
201,520
(Base)
1,927
Natural Gas
(MWh/year)
29,067
(-12.3%)
30,315
(-8.57%)
33,155
(Base)
2,840
The economic performance of the MPC implementations is summarized in Table 4. Here, we
present the expected total cost and we disaggregate the this cost in its different components. The
expected total cost of the campus (without the central plant) is 11,815,567 $/year and the expected
total cost for the campus with the central plant (operated with perfect information MPC) is 16,047,162
$/year. This indicates that the operation of the HVAC central plant alone costs 4,231,595 $/year (this
shows the large costs associated with the plant). We factor out the cost of the central plant from the
total cost because the MPC controllers can only help reduce the central plant costs (the campus costs
are exogenous).
From Table 4 we also see that the expected cost of the central plant is improved by 7.52% by using
stochastic MPC (relative to deterministic MPC). The associated cost savings total 349,000 $/year.
These savings represent 75% of the possible improvement over deterministic MPC (obtained with
perfect information MPC).
Table 2 disaggregates the costs of the central plant. Here, we observe that stochastic MPC achieves
an improvement of 29.8% in the demand charge cost over deterministic MPC and achieves improve-
ments in electricity cost of 6.88%, in natural gas cost of 8.57%, and in water cost of 0.96%. We thus see
that, even if reductions in electricity use are moderate, reductions in cost are significant. We also note
that reductions in natural gas use and cost are both 8.57% (because the price of gas is not varying
over time). The dramatic reduction in demand charge costs indicates that disturbance uncertainty
has a strong effect on peak electricity load (we recall that disturbance uncertainty rises sharply over
time).
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Table 2: Economic performance analysis for different MPC implementations (central plant only).
Campus Only
Central Plant Only
(No Central Plant)
Perfect
Information
Stochastic
β = 0
Deterministic
β = 0.1
Value of
Stochastic MPC
Expected Electricity
Cost
($/year)
9,764,251 1,605,815 1,658,335 1,780,771
122,436
(6.88%)
Expected Water Cost
($/year)
- 1,780,554 1,796,342 1,813,681
17,339
(0.96%)
Expected Natural Gas
Cost
($/year)
- 523,210 545,679 596,801
51,122
(8.57%)
Expected Demand
Charge
($/year)
2,051,316 222,015 315,637 449,206
133,569
(29.8%)
Cost of
Central Plant
($/year)
- 4,231,595 4,291,497 4,640,460
348,963
(7.52%)
Savings in
Central Plant Cost
- 9.66% 7.52% Base 7.52%
The probability distribution and cumulative distribution for the costs of the HVAC central plant
and for the peak demand charges are shown in Figures 12 and 13. From the cumulative distributions
we observe that the probability of taking a smaller cost and a smaller demand charge for the central
plant is higher under stochastic MPC compared to deterministic MPC. Similarly, the probability of
obtaining a higher cost and a higher demand charge for the central plant is much higher under deter-
ministic MPC than under stochastic MPC. This clearly illustrates that the performance of stochastic
MPC consistently dominates that of deterministic MPC.
We then evaluated constraint violations (in terms of storage overflow or drying up) obtained with
deterministic and stochastic MPC for all the validation scenarios. We recall that the MPC controllers
take no action when the control policy becomes infeasible. This can result in either overflow or drying
up of the chilled water and hot water storage tanks, and therefore can lead to loss of energy. Figure
14 shows how often infeasibility occurs per 100 hours over the year for the 200 validation scenarios.
The results highlight that stochastic MPC without a storage buffer is more reliable at maintaining a
feasible operation than deterministic MPC with a 10% buffer.
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Figure 12: Probability and cumulative distributions for total cost of central plant.
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Figure 13: Probability and cumulative distributions for demand charges.
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Figure 14: Probability and cumulative distributions for constraint violations (per 100 hours).
In the above case study, we chose a buffer of 10% for deterministic MPC as this was the best pos-
sible buffer value found. To see this, we examined the effect of using different buffers on economic
performance. Table 3 compares results for buffers of 0-20% for deterministic MPC. As can be seen,
deterministic MPC performs poorly without any buffer and results in a very high cost (compared to
performance obtained with a buffer of 10%). This is because a deterministic MPC implementation
with 0% storage buffer tries to utilize the full capacity of the TES in each optimization step but, after
the actual realization of the loads is observed, it has to adjust the control actions because of frequent
constraint violations which in turn leads to higher demand charges. Increasing the buffer initially
leads to lower total cost for deterministic MPC because the controller is able to avoid infeasibility
issues but eventually becomes detrimental because the fraction of the storage capacity available de-
creases (thus limiting flexibility). This inherent trade-off is shown in Table 3 and Figures 15. Here, it
is clear that a buffer of 10% achieves the best cost. We note, however, that even this best tuned cannot
achieve the performance of stochastic MPC. In other words, stochastic MPC consistently dominates
deterministic MPC.
Table 3: Expected costs for deterministic MPC with varying buffers.
Item
Deterministic
(ρ = 0)
Deterministic
(β = 0.05)
Deterministic
(β = 0.08)
Deterministic
(β = 0.1)
Deterministic
(β = 0.13)
Deterministic
(β = 0.15)
Deterministic
(β = 0.2)
Total Cost
($/year)
17,583,658 17,050,005 16,558,117 16,456,027 16,604,521 17,212,421 17,950,255
Cost of Central Plant
($/year)
5,768,091 5,234,438 4,742,550 4,640,461 4,788,954 5,396,854 6,134,688
Improvement in
Cost of Central Plant
-24.3% -12.8% -2.20% Base -3.21% -16.3% -32.2%
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Figure 15: Economic performance (cost of central plant) of deterministic MPC with varying buffers.
4 Conclusions and Future Work
We presented a stochastic MPC framework for a HVAC central plant of a typical university campus.
We use the framework to rigorously assess of the benefits of stochastic MPC over deterministic MPC
in terms of economic performance and constraint violations. Our framework uses real historical data
to conduct forecasting and uncertainty quantification tasks. Our results show that stochastic MPC
reduces overall energy consumption and cost by better handling of storage and better integration of
electricity, natural gas, and water. Specifically, we found that stochastic MPC can reduce the natural
gas cost by 8.57%, electricity cost by 6.89%, and peak demand charges by 29.8% (relative to determin-
istic MPC). We find that deterministic MPC leads to frequent constraint violations in storage capacity
(causing overflow or drying up) of the hot and chiller water tanks. Stochastic MPC is able to avoid
constraint violations because it anticipates the uncertainty by explicitly incorporating it in the model.
As part of future work, we will seek to implement parallel decomposition and simulations in or-
der to accelerate simulations. The use of affine decision rules and multi-stage formulations are also
interesting future directions.
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Table 4: Economic performance analysis for different MPC implementations (campus with central
plant).
Campus Only
Campus With Central Plant
(No Central Plant)
Perfect
Information
Stochastic
β = 0
Deterministic
β = 0.1
Value of
Stochastic MPC
Expected Electricity
Cost
($/year)
9,764,251 11,370,066 11,422,586 11,545,022 122,436
Expected Water Cost
($/year)
- 1,780,554 1,796,342 1,813,681 17,339
Expected Natural Gas
Cost
($/year)
- 523,210 545,679 596,801 51,122
Expected Demand
Charge
($/year)
2,051,316 2,273,331 2,342,457 2,500,522 133,569
Expected Total
Cost
($/year)
11,815,567 16,047,162 16,107,064 16,456,027 348,963
Cost of
Central Plant
($/year)
- 4,231,595 4,291,497 4,640,460 348,963
Savings in
Central Plant Cost
- 9.66% 7.52% Base 7.52%
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B Nomenclature
Sets and indices:
• T := {t, t+1, t+2, . . . , t+N−1}: Prediction horizon time set, whereN is the prediction horizon
length, t is the current time.
• Y := {1, 2, . . . , Y }: Planning horizon time set, where Y is the planning (or simulation) horizon
length.
• H := {t−H, t−H + 1, . . . , t}: Historical horizon set, with H being the length.
• TM := {t, t+ 1, t+ 2, . . . , t+N − 1}: Set of ending time indices for all months.
• Ξ¯: Set of scenarios in stochastic MPC formulation.
• Ξ˜: Set of scenarios used for validation.
• t: Time instant index.
• tm: Ending time index (hour) of month m.
• ξ: Realization index.
Model Parameters and Data:
• piet and piet (ξ) ∈ R+: Electricity price [$/kWh] over the time interval [t, (t+ 1)].
• pˆiet ∈ R+: Forecast electricity price [$/kWh].
• piwt ∈ R+: Price of water [$/gal] over the time interval [t, (t+ 1)].
• pingt ∈ R+: Price of natural gas [$/kWh] over the time interval [t, (t+ 1)].
• piD ∈ R+: Rate of demand charge [$/kW].
• αecs ∈ R+: kW of electricity used by chiller subplant per kW chilled water produced [-].
• αehrc ∈ R+: kW of electricity used by HR chiller subplant per kW chilled water produced [-].
• αehwg ∈ R+: kW of electricity used by hot water generator per kW hot water produced [-].
• αect ∈ R+: kW of electricity used by cooling towers per kW condenser water input [-].
• αwct ∈ R+: Gallons of water used by cooling towers per kW condenser water input [-].
• αnghwg ∈ R+: kW of natural gas used by hot water generator per kW hot water produced [-].
• αcondcs ∈ R+: kW of condenser water produced by chiller subplant per kW chilled water pro-
duced [-].
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• αhhrc ∈ R+: kW of hot water produced by HR chiller subplant per kW chilled water produced
[-].
• ρcw ∈ R+: Penalty for unmet chilled water load [$/kWh].
• ρhw ∈ R+: Penalty for unmet hot water load [$/kWh].
• σt := min{(M − t)/N, 1}: Discounting factor for the monthly demand charge price [-].
• β ∈ [0, 1]: Storage buffer for the chilled water and hot water TES [-].
• Let and Let (ξ) ∈ R+: Electrical load of campus [kW] over the time interval [t, (t+ 1)].
• Lˆet ∈ R+: Forecast electrical load [kW].
• Lcwt and Lcwt (ξ) ∈ R+: Chilled water load [kW] over the time interval [t, (t+ 1)].
• Lˆcwt ∈ R+: Forecast chilled water load [kW].
• Lhwt and Lhwt (ξ) ∈ R+: Hot water load [kW] over the time interval [t, (t+ 1)].
• Lˆcwt ∈ R+: Forecast hot water load [kW].
• Ecw ∈ R+: Energy storage capacity of chilled water energy storage [kWh].
• Ehw ∈ R+: Energy storage capacity of hot water energy storage [kWh].
• P cs ∈ R+: Maximum load of chiller subplant [kW].
• P hrc ∈ R+: Maximum load of heat recovery (HR) chiller subplant [kW].
• P hwg ∈ R+: Maximum load of hot water generator [kW].
• P ct ∈ R+: Maximum load of cooling towers [kW].
• P cw ∈ R+: Maximum discharging rate of chilled water energy storage [kW].
• P hw ∈ R+: Maximum discharging rate of hot water energy storage [kW].
• Rt ∈ R+: Peak electrical load observed until time t ∈ TM [kW].
• vcw,t: Random variable used to update chilled water storage from predicted value to simulated
actual value.
• vhw,t: Random variable used to update hot water storage from predicted value to simulated
actual value.
• σ2cw,err,t+1: Variance of chilled water load prediction error for t+ 1.
• σ2hw,err,t+1: Variance of hot water load prediction error for t+ 1.
• σ2cw,int: Variance of integrated chilled water load for 1-hour periods.
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• σ2hw,int: Variance of integrated hot water load for 1-hour periods.
Controls:
• Pcs,t ∈ R+: Amount of chilled water produced by chiller subplant [kW] over the time interval
[t, (t+ 1)].
• Phrc,t ∈ R+: Amount of chilled water produced by heat recovery (HR) chiller subplant [kW]
over the time interval [t, (t+ 1)].
• Phwg,t ∈ R+: Amount of hot water produced by hot water generator [kW] over the time interval
[t, (t+ 1)].
• Pct,t ∈ R+: Amount of condenser water input to the cooling towers [kW] over the time interval
[t, (t+ 1)].
• Pcw,t ∈ R: Net charge/discharge rate [kW] of the chilled water energy storage over the time
interval [t, (t+ 1)]. If Pcw,t > 0, the chilled water is being discharged and if Pcw,t < 0 the chilled
water is being charged.
• Phw,t ∈ R: Net charge/discharge rate [kW] of the hot water energy storage over the time inter-
val [t, (t + 1)]. If Phw,t > 0, the hot water is being discharged and if Phw,t < 0 the hot water is
being charged.
• Phx,t ∈ R+: Amount of hot water input to the dump heat exchanger (HX) [kW] over the time
interval [t, (t+ 1)].
• ret ∈ R: Residual electrical load [kW] over the time interval [t, (t+ 1)].
• rwt ∈ R: Residual water demand [gal/h] over the time interval [t, (t+ 1)].
• rngt ∈ R: Residual natural gas demand [kW] over the time interval [t, (t+ 1)].
• Suncw,t ∈ R: Slack variable for unmet chilled water load [kW] over the time interval [t, (t+ 1)].
• Sovcw,t ∈ R: Slack variable for overmet (or over-produced) chilled water load [kW] over the time
interval [t, (t+ 1)].
• Sunhw,t ∈ R: Slack variable for unmet hot water load [kW] over the time interval [t, (t+ 1)].
• Sovhw,t ∈ R: Slack variable for overmet (or over-produced) hot water load [kW] over the time
interval [t, (t+ 1)].
States:
• E5,t ∈ R+: Energy level of the chilled water energy storage [kWh] at time t.
• E6,t ∈ R+: Energy level of the hot water energy storage [kWh] at time t.
• Rt: Peak residual electrical load observed up to time t [kW].
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• ulcw,t ∈ R: State variable integrating the slack variable for unmet chilled water load [kW] over
the time interval [t, (t+ 1)].
• olcw,t ∈ R: State variable integrating the slack variable for overmet (or over-produced) chilled
water load [kW] over the time interval [t, (t+ 1)].
• ulhw,t ∈ R: State variable integrating the slack variable for unmet hot water load [kW] over the
time interval [t, (t+ 1)].
• olhw,t ∈ R: State variable integrating the slack variable for overmet (or over-produced) hot
water load [kW] over the time interval [t, (t+ 1)].
Economic metrics:
• Φnocp(ξ) := piD maxt∈M Lt(ξ): Total cost when there is no HVAC central plant in campus [$].
• Φsto(ξ): Total cost for stochastic MPC under the realization ξ [$].
• Φdet(ξ): Total cost for deterministic MPC under the realization ξ [$].
• Φperf (ξ): Total cost for perfect information MPC under the realization ξ [$].
• CCPperf (ξ): Ideal cost of central plant under perfect information MPC under realization ξ [$].
• CCPsto(ξ): Cost of central plant under stochastic MPC and realization ξ [$].
• CCPdet(ξ): Cost of central plant under deterministic MPC and realization ξ [$].
• VSMPC(ξ): Value of stochastic MPC under the realization ξ [$].
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