if hadronization is described by string fragmentation.
Independent fragmentation schemes give (r,=.lO-.14, and give poor agreement with the data. A leading-log shower fragmentation model is found to describe the data well. 
.
Several experiments 2--8 have studied QCD processes by examining the EEC for hadronic events in e+e-annihilation. Simple qij events will produce back-to-back jets which will contribute to the EEC predominantly near x = O" and x = 180°.
Events with hard gluon radiation, however, will populate the EEC at intermediate angles as well. In this way, the shape of the EEC is sensitive to as.
The advantage of the EEC over jet counting methods is that all hadronic events are used in the measurement and no special algorithms are required to distinguish jets or clusters. The EECA has the additional advantage that many of the effects of fragmentation and experimental error contribute symmetrically to the EEC, and thus cancel in the EECA. This leads to the expectation that an (Ye measurement from the EECA should be much less fragmentation dependent than other measurements. In simulations, however, even the EECA shows sensitivity to the way the gluon is imbedded in the fragmentation scheme and how energy and momentum are conserved in an event.g-ll Nonetheless, the EECA remains a useful tool for studying hadronic events in e+e-annihilation.
-We examine the EEC in e+e-collisions at a center-of-mass energy (Ecm) of 29 GeV. We use data from the original Mark II experiment at the PEP storage ring and from a PEP run of the Mark II after its recent SLC Upgrade. We compare our measured EEC and EECA with the predictions of second-order quantum chromodynamics (QCD) plus fragmentation models and determine as. We also compare our results with a leading log shower QCD model.
In 1982, the Mark II collaboration published a measurement of the EEC and -EECA and made a first-order measurement of cys. l2 Since that time the amount of data has increased four-fold and significant improvements have been made in QCD calculations and fragmentation models. The present results supersede the earlier ones.
II. APPARATUS
The Mark II detector has operated in several different configurations. From
Fall 1981 through Spring 1984, it accumulated 211 pb-l in a configuration to which we refer by its experiment number, PEP-5. This detector is described in detail elsewhere.13 Momenta of charged particles are measured with a sixteen-layer cylindrical drift chamber and a high-resolution vertex drift chamber immersed in a 2.3 kG axial magnetic field. The combined information provides a momentum resolution of (o~/P)~ = (0.025)2 + (0.011~)~ (p in GeV/c).
In preparation for its impending run at SLC, the Mark II was extensively The barrel calorimeter, common to both configurations, consists of eight modules of lead liquid argon shower counters and covers a range in polar angle of about 1 cos 81 < 0.7. Electromagnetic energy is measured in this region with a resolution of about 0.14/a.
Apart from the increased solid angle, the most important consequence of the upgrade is greatly improved two-track separation. The Upgrade drift chamber, with multiple hit readout capability and many more samples to aid in track identification, has much higher efficiency for sorting out tracks in the core of a jet.
III. TRACK AND EVENT SELECTION
All tracks are required to pass fairly tight quality and solid-angle cuts. This ensures that the momenta and angles are well measured and that the detection efficiency for these tracks is reliably described by the Monte Carlo detector simulation.
The cuts used for both the PEP-5 and Upgrade detectors are identical except for the solid angle and sphericity axis cuts.
We accept only those charged and neutral tracks whose polar angles at their production points satisfy 1 cos81 2 0.68 (0.85) for PEP-5 (Upgrade) data. This guarantees that only the highest efficiency region of the detector is used. For neutral particles with 1 cos 81 2 0.7, we require in addition that the detected shower be at least 3O from any of the eight cracks in 4 between the barrel calorimeter modules.
Charged particles must have minimum transverse momenta with respect to the beam axis (pzy) greater than 0.1 GeV/c. We cut on the distance of closest approach to the beam axis (rdccr) as follows: and ICpZI/Ech < 0.25. These requirements help to eliminate highly-boosted events such as those which arise from initial-state radiation and the two-photon production process. Since any direct photon radiation can alter the EEC, we also discard events in which hard isolated photons are detected. Such photons are defined as those with E shower > 2.5 GeV which are separated by more than 30 degrees from all charged tracks with pch > 0.5 GeV/c.
These event cuts are chosen to remove backgrounds from QED interactions, two-photon collisions, Andy beam gas collisions, and also to select well-measured events which contain ample information about the energy flow structure.
Finally, a special cut is used to remove remaining tau pairs. The charged particles' are separated into two hemispheres by a plane perpendicular to the sphericity axis. For plausible tau topologies the invariant mass in each hemisphere is calculated. If this mass is less than 1.8 GeV/c2 in both hemispheres, the event is rejected.
Only the highest quality data sets are used for this analysis. Notably, we omit PEP-5 runs in which the drift chamber was operated at reduced voltage. The samples which remain represent about 100 pb-l of PEP-5 data and 24 pb-l of Upgrade data. The cuts select 13,823 and 5,024 events, respectively. We estimate the contamination from two photon events to be about l%, with negligible contributions from tau pairs and beam gas events.
-IV.
ENERGY-ENERGY CORRELATION MEASUREMENT
The EEC is accumulated from all accepted charged and neutral particles according to the formula EEC(x,)= + for 50 discrete bins in x (Ax = 3.6'). lQ Note that the detected charged plus neutral energy (E,;,) is used to normalize each weight rather than EC, so that undetected particles have less influence on the EEC.
The uncorrected EEC and EECA distributions for both detector configurations are shown in Fig. 1 . The self-correlation contribution is responsible for the spike which appears in the lowest bin in Fig. l(a) . The large peaks near 0' and 180° show the predominance of two-jet events. The width of these peaks can be attributed to both fragmentation effects and the emission of soft and collinear gluons. At intermediate angles (30° < x < 1500), however, QCD predicts that major contributions come. from three-and four-parton events produced by hard gluon radiation. The large difference between the two EEC measurements near 90° is expected from the larger solid angle coverage of the Upgrade.
Before we draw conclusions from our data, we must take account of detector effects. This is accomplished by applying a simple multiplicative correction factor to the data:
The EEC itself is corrected separately in the same manner. The correction factors, C, are used to compensate for the effects of initial state radiation, detector acceptance, track and event selection bias, detection efficiency, and resolution.
The corrections are determined with a Monte Carlo simulation, and in principle they can depend on the parameters that go into the simulation, including the value of oS.2o Ideally, we would completely reevaluate the factors C(x) for each value of os and each model that we consider. The computer time required is prohibitive, 0.08 however, if we employ a complete detector simulation in each instance. Consequently, the correction factor C is taken to be the product ClC2 of two separate factors whose precise definitions will be given below, following a more detailed description of our Monte Carlo simulation. Qualitatively, the factor C2 takes account of initial state radiation and the gross geometry of the detector. It is sensitive to simulation model parameters and the value of os. On the other hand, the factor Cl, which provides the relation between full detector simulation and the gross geometric corrections included in C2, is close to unity and relatively insensitive to model assumptions. Thus the time-consuming calculation of Cl need be done for only one set of model parameters, while the determination of C's, which has to be repeated for many parameter and os choices, is relatively modest in its computer time requirements.
The Monte Carlo simulation is used in three modes: the event generator alone (GEN), the generator with gross geometric acceptance corrections and initial state 1 radiation (AC), and a detailed full detector simulation (FS). The event generator produces a list of four-vectors for the final state particles (including neutrinos) and is completely independent of the detector configuration.
It includes the effects of QCD, fragmentation, and decays of short-lived particles. When the FS is included, the trajectory of each of the particles produced by the event generator is traced and the interactions with the active and passive material in the detector are simulated in detail. A simulated raw data image is produced which is subsequently processed by the same event reconstruction program as is used for the real data. This simulation has been extensively studied and tuned to reproduce reliably the observed detector performance.
The AC accounts for the detector effects in a simpler but more approximate manner. It uses the particle four-vectors directly from the event generator, but accepts only the detectable, stable particles (e*, p*, x*, K*, p, p, 7) that are pointed into the acceptance region of the detector. Momenta and energies are not smeared, the detection efficiency is assumed to be 100% within the specified solid angle, and the pion mass is assigned to all charged particles. Track and event selection cuts, based on quantities determined from these accepted particles, are applied subse- The two factors Cl and C2 (described in the text) are shown separately with solid and dashed curves respectively. The hashed regions show the errors assigned to these factors.
We define the correction factors Cl and C2 for the EECA as follows: In addition, Cl is checked for model dependence. Cr with string fragmentation and shower models.
For the PEP-5 detector, the tracking efficiency has been studied in detail. In hadronic events, the Monte Carlo has been found to overestimate the true single track efficiency by 1.5% f 3.0%. 25 The effects of overestimating the efficiency are evaluated by analyzing a large block of data (not used elsewhere in our analysis) for which the drift chamber was operated at reduced voltage, resulting in a 10% degradation in efficiency. From a comparison between this and the higher quality data, we conclude that the efficiency uncertainties can be neglected in the EEC and EECA measurements.
For the Upgrade data, we study the effect of the two-track separation on the efficiency. The two-hit resolution is altered in the detector Monte Carlo to be slightly worse than what is observed in the data, and this is found to have a negligible effect on Cl.
We make an explicit check for any bias remaining from a dependence of Cl upon as. We calculate Cl for Monte Carlo samples in which the two-, three-, and four-parton components are reweighted to simulate values of os from .ll to .20. Our fully corrected EEC and EECA distributions with separate statistical and systematic errors are given in Table 1 and .0306 f .OOlO f .0006 f .OOlO, Upgrade, where the first error is statistical and the second and third are the systematic errors which result from the uncertainties on Cl and C2, respectively.
The fully corrected data are shown with combined errors in Fig. 4 . The agreement between the two detector configurations is quite good. In Fig. 5 , we compare our EECA directly to those of MAC,6 JADE,4 CELL0,2 and PLUTO8 who correct their data in a similar fashion. Note that only the MAC results were obtained at the same energy. 
where rn: = (m2 + p",) and z is the fraction of (E + ~11) acquired by the hadron. The transverse momenta are distributed according to a gaussian of width aq. The fragmentation parameters A and B are strongly correlated, and therefore B is left fixed at 0.7 GeVv2 while A is varied over a range that agrees with the observed charged particle multiplicity, namely .6 < A 5 1.2. A small correlation exists between the multiplicity and the input value of os which is accounted for in the systematic errors. If both A and B are varied so as to maintain a constant multiplicity, the variations in the EEC are negligible. The range of aq is confined to be between .240 GeV and .290 GeV in order to give reasonable agreement with the distribution of particle momenta normal to the sphericity plane (PT~) .~~ The detailed shape of the EECA for x > 30° is insensitive to small changes in these parameters, and therefore the integrated EECA is used to investigate the systematic errors. Figure 8 shows the changes introduced by varying A and oq.
We have also tried using Peterson 37 fragmentation functions for heavy quarks.
The measured spectra of D* mesons provide strong limits on the fragmentation function parameter ec,38 and the fractional uncertainty on cys introduced by the allowed variations is less than 1%.
The contributions from tau pair and two photon backgrounds are estimated with Monte Carlo simulations. They are found to have negligible effects on the cys measurement. It has been shown recently that the second order QCD matrix elements underestimate the ratio of four-jet to three-jet events .3Q The deficiency in the four-jet rate presumably results from the lack of higher order contributions. Thus we can roughly estimate the size of higher order effects by artificially increasing the hard four-parton cross section accordingly. We carry out this procedure by doubling the four-parton rate40 in the Monte Carlo and then determining os. This results in a decrease of .005 in the measured value of cys. We do not include this effect in our systematic errors, however, because we are quoting cys at O(os2).
The sources and their estimated contribution to the uncertainty in cr, are summarized in Table 3 . The data correction errors are derived from the uncertainties on The results are grouped according to the matrix element calculations used, which are indicated at the left. All measurements are at &=34 GeV, except for Mark II and MAC which are resealed from 29 GeV to 34 GeV according to Eqn. 8 (Aas w-0.005). Where two points appear for the same experiment, they are not statistically independent.
VI. MODEL COMPARISONS
Several alternatives exist to the string fragmentation model which enjoy varying degrees of success in describing hadronic events at these energies. We examine some of these briefly in regard to the EEC and EECA. The agreement of this model with the EEC and EECA data is quite good, as shown in Fig. 9 and Fig. 10 .
In the shower model, the amount of gluon emission is determined by the QCD Scale parameter ALLA. We determine this parameter from the EECA just as we measure a,. We find ALLA = 390530 MeV (statistical). The definitions of Am and ALLA are sufficiently different that the agreement should be viewed as fortuitous.
-The best agreement between the global features of the data and the shower model is obtained at a very low shower cutoff value (Qo=l GeV). 28 The EECA, however, shows little sensitivity to this cutoff for Qo 5 4 GeV, as shown in Fig. 12 .
In contrast to the results of PLUT0,8 who showed that an earlier shower model was unable to describe their EECA, this good agreement reflects recent improvements in leading-log models.
0.06 0.00 We have studied the energy-energy correlation in e+e-annihilation into hadrons at 29 GeV. We have used data from the Mark II detector both before and after its upgrade for the SLC, and we find good agreement between the two data sets.
We also compare our data to the published results of other experiments. We find reasonable agreement with the EEC and EECA distribution from MAC, which has also operated at 29 GeV. The agreement is best in the perturbative region of the EECA (x 2 300). PETRA experiments at 34 GeV also compare well in this region.
We determine cys from our EECA measurement.
The results from the PEP-5 and Upgrade data agree well, and give a combined value of cr,= 0.158f0.003f0.008 when we use the matrix element calculation of Gottschalk and Shatz and string fragmentation. This result is in reasonable agreement with similar measurements made with the ERT matrix elements, and is about 10% lower . than FKSS/GKS determinations. Independent fragmentation models yield considerably lower values of cr, (0.11-0.14).
Both the EECA and EEC are described well by the Lund string model, but cannot be simultaneously fit with independent fragmentation models. The recent Lund leading-log shower model also describes both distributions well with a QCD scale parameter of ALLA = 390 f 30 MeV.
