Abstract. The aim of this paper is to study a family of linear operators which are built from left and right * -multiplication on the space of slice semi-regular functions RM(Ω) on a circular domain Ω contained in the skew-symmetric algebra of quaternions H; this class of operators includes the family of Sylvester-type operators S f,g . Our strategy is to give a matrix interpretation of these operators as we are able to see RM(Ω) as a 4-dimensional vector space on the field RM R (Ω). We thus have the possibility to study the rank of S f,g and to prove a collection of results describing the kernel and the image of the Sylvester operators when they are not of maximal rank, connecting this notion with the fact that the functions f and g are either equivalent under * -conjugation or intertwined by means of a zero divisor. We also provide a complete classification of idempotents and zero divisors on product domains of H.
Introduction
The aim of this paper is to study a family of Sylvester-type operators, and related equations, on the space of slice semi-regular functions RM(Ω) on a circular domain Ω contained in the skew-symmetric algebra of quaternions H; in particular, we single out such a family in a more general class of operators which are obtained as generalizations of left and right * -multiplication. One of our main motivations for this study is the fact that these operators are of crucial importance in the investigation of the orbit of slice (semi)-regular functions under conjugation; as an example, we remark that this strategy could be applied in the investigation of the problem exp * (g) = f , given a never vanishing regular function f .
In the most common use, Sylvester equations are particular matrices equations, introduced by Sylvester himself [27] , which are used in several subjects, including similarity, commutativity, control theory and differential equation (see [7] ). In the quaternionic setting, such equations were studied with different purposes: without claiming any completeness of references, we point out the works of Bolotnikov [8, 9] and Janovská-Opfer [24] regarding the quaternionic matricial equation and He-Liu-Tam [23] and references therein for the multitude of employments in applied sciences. For the operatorial equation in quaternionic function spaces we mention [1, Chapter 4] and references therein.
We now give an outline of the plan of the paper. Section 2 contains definitions and preliminary material: here we recall properties of slice semi-regular functions, the definition of the * -product and the interpretation given in terms of the operators ., . * and ∧ * defined and developed in [4, 5] . Moreover, following the approach originally due to Colombo, Gonzales Cervantes and Sabadini, we prove that the family RM(Ω) of slice semi-regular functions on a symmetric domain is in fact a vector space over the set RM R (Ω) of slice semi-regular functions that preserves all the complex lines in H (see Proposition 2.10). Thanks to this result we can write any slice semi-regular function f as a sum f = f 0 + f v , where f 0 ∈ RM R (Ω) can be interpreted as the "real part" of f and f v as the "vector part" of f . Afterwards we deal with idempotents for the * -product: in particular we prove (see Proposition 2.13), that any semi-regular idempotent f ∈ RM(Ω) is regular and that f is an idempotent if and only if it is a zero divisor whose "real part" f 0 is identically equal to 1 2 . This characterization allows us to describe all zero divisors in terms of idempotents in Propositions 2.14.
In the following section we define the class of RM R (Ω)-linear operators L F ,G : RM(Ω) → RM(Ω) as L F ,G (χ) := f [1] * χ * g [1] + · · · f [N ] * χ * g [N ] , for any N -tuples F = (f [1] . . . , f [N ] ), G = (g [1] , . . . , g [N ] ) ⊂ (RM(Ω) \ {0}) N . We then study the initial case N = 1, that is the multiplicative operators given by L f,g (χ) = f * χ * g; in particular we prove that L f,g is an isomorphism if and only if f and g are not zero divisors (see Proposition 3.2) and in Theorem 3.3 and Proposition 3.5 we describe the image and the kernel of this operator when it is not an isomorphism. In Section 4 we present an interpretation of L F ,G via coordinates, being thus able to find necessary and sufficient conditions on F , G in order to have that L F ,G is an isomorphism.
We later turn to the study of the Sylvester operators, which corresponds to the case F = (f, 1) and G = (1, g) thus giving S f,g (χ) = f * χ + χ * g. After defining the equivalence relation ≃ given by f ≃ g when there exists an invertible h such that g = h − * * f * h, we prove that S f,g is not an isomorphism if and only if either f ≃ −g or there exist a zero divisor σ such that f * σ + σ * g = 0.
Section 6 contains a detailed analysis of the rank of the Sylvester operator. By accurately scrutinizing the matrix associated to S f,g we prove that its rank is always strictly greater than 1 and show that S f,g is not an isomorphism if and only if
where f s v and g s v denote the symmetrized functions of f v and g v , respectively (see formula (2.1)). In particular we prove that Proposition 1.1. If Ω is a slice domain, then the following conditions are equivalent
• f ≃ g, • f 0 = g 0 and f s = g s , • S f,−g is not an isomorphism.
We then show (see Proposition 6.3 and Theorem 6.6) the following characterization of the rank of S f,g when the operator is not invertible. Proposition 1.2. Suppose that S f,g is not an isomorphism. If f 0 + g 0 ≡ 0 the operator S f,g has rank 2, otherwise it has rank 3.
The succeeding section is devoted to the study of the Sylvester operators of maximal rank. In this case we are able to write explicitly the solution of the equation S f,g (χ) = b in terms of suitable functions λ L and λ R built by means of f and g.
Section 8 contains the final characterization of the equivalence relation ≃: after describing the kernel of S f,g when f 0 = −g 0 and f Moreover, if f c * b + b * g ≡ 0, then for any h = h 0 + h v , k = k 0 + k v ∈ RM(Ω), such that h 0 = k 0 and f, h * + g, k * ≡ 0, we have that
is a solution of S f,g (χ) = b.
Thanks to the results obtained about rank 2 Sylvester operators, in Section 9 we are able to show that a function f is equivalent to a one-slice preserving function if and only if f s v has a square root; in particular this implies that all idempotents are equivalent. Last result allows us to give a different and more detailed description of the kernel of L f,g when both f and g are idempotents.
Finally, Section 10 contains a detailed description of the behavior of Sylvester operators of rank 3. First of all we show that if f 0 + g 0 ≡ 1 and S f,g is not an isomorphism we can find τ ∈ RM R (Ω) such that f In order to give a coincise overview of the behavior of the Sylvester operator, we summarize the results of Sections 5 − 10 in the following statement:
) is always strictly greater than 1. Moreover we have
) contains only zero divisors (this case can occur only if Ω is a product domain);
) contains at least an invertible element in RM(Ω). In the last case, ker(S f,g ) contains also zero divisors if and only if Ω is a product domain and one of the following holds (1) f v = g v and f s v has a square root;
s ≡ 0 and f s v has a square root.
Preliminary results
In this section we recall some basic notion and result on slice regular and semi-regular functions and prove a couple of preliminary results. We start by recalling some relevant subset of H and the family of domains where we will define our functions. In the space of quaternions we denote by i, j, k the usual defining basis, so that any quaternion q ∈ H can be written as q = q 0 + q 1 i + q 2 j + q 3 k, where q ℓ ∈ R, ℓ = 0, 1, 2, 3, and i, j, k satisfy i 2 = j 2 = k 2 = −1 and ij = −ji = k. If q = q 0 + q 1 i + q 2 j + q 3 k, then its usual quaternionic conjugate will be denoted by q c = q 0 − (q 1 i + q 2 j + q 3 k). The square norm of q is then given by |q| 2 =c . The set of imaginary units, i.e. the set of quaternions whose square equals −1, is denoted by S: S := {q ∈ H | q 2 = −1}.
For any q = q 0 + q 1 i + q 2 j + q 3 k ∈ H, we define its vector part as
Moreover, if q v = 0, we can also write q = q 0 + |q v | qv |qv | and qv |qv | 2 = −1. Thus, for any q ∈ H, we have
It is then clear that the space of quaternions can be unfolded as H = ∪ I∈S C I , where
Given q = x + Iy ∈ H, we set S q := {x + Jy | J ∈ S}.
Definition 2.1. We say that a domain Ω ⊂ H is circular, if, for any q = x+ Iy ∈ Ω, we have that S q ⊂ Ω.
If Ω ∩ R = ∅, a circular domain Ω is called a slice domain, otherwise it is called a product domain.
For any circular set Ω ⊂ H and I ∈ S, we write Ω I = Ω ∩ C I and Ω
A subset of Ω of the form Ω I (respectively Ω + I ) will be called a slice (respectively a semi-slice) of Ω. Notice that, if Ω is a product domain, then, for any I ∈ S, we have Ω = Ω + I × S. We have now set up all the notation we need to recall the definition of regularity (for an extensive approach to the subject of slice regular functions see [12, 13, 16] ). Definition 2.2. Let Ω ⊂ H be a circular domain. A function f : Ω → H is said to be slice regular if all its restrictions f I = f | ΩI are holomorphic, i.e., for any I ∈ S, it holds 1 2
The family of slice regular functions over a fixed circular domain Ω will be denoted by R(Ω).
Examples of slice regular functions are given by polynomials with quaternionic coefficient on the right. Among the several properties that have been proved for slice regular functions we will make use of the so-called Identity Principle [2, 10, 16] stating that if a regular function f equals 0 on a set containing two accumulation points living in two different semi-slices then f ≡ 0. In particular, if f vanishes identically on an open set, then it vanishes everywhere.
It is well known that pointwise product does not preserve slice regularity. This issue can be solved by working with the * -product which generalizes the usual product of polynomials on a ring. Given f, g ∈ R(Ω), we define f * g ∈ R(Ω) as
In general, the * -product is not commutative, however, if f and g are such that there exists I ∈ S for which f (Ω I ) ⊂ C I and g(Ω I ) ⊂ C I , then f * g = g * f . Moreover, if f is such that for any I ∈ S f (Ω I ) ⊂ C I , then f * g = g * f = f g, for any g ∈ R(Ω). The previous properties characterize two remarkable sets of slice regular functions.
Definition 2.3.
A function f ∈ R(Ω), such that there exists I ∈ S for which f (Ω I ) ⊂ C I is said to be one slice preserving or C I -preserving; the set of C I -preserving regular functions is denoted by R I (Ω). A function f ∈ R(Ω) such that f (Ω I ) ⊂ C I , for any I ∈ S, is said to be slice preserving; the set of slice preserving regular functions is denoted by R R (Ω).
A special regular function that will be widely used next is presented in the following definition.
Definition 2.4. We define the slice regular function J : H \ R → H as J (q) = qv |qv | , for all q ∈ H \ R. It is easily seen that J is slice preserving and slice constant in the sense of [2, Definition 13] . Moreover, notice that J * 2 = J 2 = −1.
Remark 2.5. The function J given in Definition 2.4 can be interpreted in the sense of stem functions (see [18] ) as follows: let us consider the stem function J :
then J induces the slice regular function J := I(J).
2.1. R as a 4-rank free module over R R . Let (1, i, j, k) be any basis of H. We recall from [11, Proposition 3.12] and [17, Lemma 6.11] , that any slice regular function f ∈ R(Ω) can be written in a unique way as a sum f = f 0 + f 1 i + f 2 j + f 3 k, where f ℓ ∈ R R (Ω), and ℓ = 0, 1, 2, 3. In particular R(Ω) is a 4-rank free module on R R (Ω). Given f ∈ R(Ω), by means of the previous formalism, it is possible to write the regular conjugate f c and the symmetrized function f s (see [16, Definition 1 .33]), as
Moreover, if (1, i, j, k) ⊂ H is an orthonormal basis, the previous formulas simplifies as explained in [4,
. A further consequence of this result is a more intuitive representation of the * -product, similar to the usual quaternionic product in its "scalar-vector" form. First of all, given f ∈ R(Ω), notice that f 0 = (f + f c )/2 and f v = f − f 0 (in particular f 0 ≡ 0 holds if and only if f ≡ −f c ). For any regular function f we will sometimes informally call f 0 as its "real part" and f v as its "vector part", even if f 0 and f v are quaternionic valued and not real or pure-imaginary valued functions.
where ., . * and ∧ * are defined as follows
The following remark can be interpreted as a non degeneracy result of the "scalar product" ·, · * given in formula (2.3). 
and hence f ≡ 0.
The representation of the * -product give in formula (2.2) makes possible to prove the following result which will be useful in some of the computations to come. Lemma 2.7. Let f and g be regular functions defined on the same domain Ω. Then we have
Proof. The following chain of equalities yields the thesis
2.2. Semi-regular functions. Another interesting property of a regular function f is the structure of its zero set V (f ) [15, 16, 18, 20] and of its singularities [16, 21, 22, 26] . Ghiloni, Perotti and Stoppato proved the following statement in [22, Theorem 3.5] , generalizing results due to several authors.
Assume that Ω is either a slice or a product domain and let f ∈ R(Ω).
J is closed and discrete in Ω J for all J ∈ S with at most one exception J 0 , for which it holds f | Ω
is a union of isolated points or isolated spheres of the form S q .
In the same paper, Ghiloni, Perotti and Stoppato also developed a theory of singualarities for slice regular functions, which is a consequence of a detailed study of Laurent expansions around spheres S q and real points; the notion of meromorphic function can thus be translated in this context as that of semi-regular function. We now briefly recall the notions of removable singularity and pole at non real points; the case of real points is completely analogous. For more detailed statements and complete proofs see [22, Section 6] .
Let Ω be a circular domain and p ∈ Ω \ R. Any f ∈ R(Ω \ S p ) can be written around S p as
with b n , u ν , v ν ∈ H, for any n and ν. The point p is called a removable singularity if f extends to a slice regular function in a circular open set containing S p . If it is not a removable singularity, the point p is said to be a pole for f if there exists an n 0 ≥ 0 such that b n = 0 for all n < n 0 ; the minimum of such n is called the order of the pole and denoted as ord f (p). If p is neither a removable singularity nor a pole, then it is called an essential singularity for f and ord f (p) is set to be +∞. Finally, the spherical order of f at S p is the smallest even natural number 2ν 0 such that u ν = v ν = 0 for all ν < −ν 0 . If no such ν 0 exists, then we set ord f (S p ) = +∞. Non-real singularities for slice regular functions can be classified as follows (see [22, Theorem 6.4] ). Let Ω be a circular domain, p ∈ Ω \ R and set Ω := Ω \ S p . If f ∈ R( Ω) then one of the following holds:
• every point of S p is a removable singularity for f ; in this case ord f (S p ) = 0 = ord f (w), for any w ∈ S p ; • every point of S p is a non removable pole for f . There exists n ∈ N \ {0} such that the function ∆ n p (q)f (q) extends to a slice regular function g defined on Ω that has at most one zero in S p ; in this case ord f (S p ) = 2k; moreover, ord f (w) = k and lim Ω∋x→w |f (x)| = +∞ for all w ∈ S p except the possible zero of g, which must have order less than k;
• every point of S p , except at most one, is an essential singularity for f ; in this case ord f (S p ) = +∞ and there exists at most one point w ∈ S p such that ord f (w) < ∞.
In the particular case of a slice preserving function f , for any pointp belonging to the sphere S p , it holds ord f (S p ) = ord f (p), i.e. all the points of S p have the same order. Notice that, the set of singularities has different structure with respect to the zero set: indeed there are no non-real isolated singular points for a slice regular function. We now give the definition of semi-regular function.
Definition 2.9. A function f is said to be slice semi-regular in a nonempty circular domain Ω, if there exists a circular open subset Ω ⊆ Ω such that f ∈ R( Ω) and such that each point of Ω \ Ω is either a pole or a removable singularity for f . The set of slice semi-regular functions on Ω will be denoted as RM(Ω); the sets of slice preserving and of C I -preserving (for some I ∈ S) semi-regular functions on Ω as RM R (Ω) and RM I (Ω), respectively.
2.3. RM as a 4-dimensional vector space over RM R . We now pass to analyze some algebraic properties of RM(Ω). First of all consider the action R R (Ω)×R(Ω) → R(Ω), given by (f, g) → f * g = f g. Thanks to the Identity Principle and the fact that the zero set of a non-constant regular function has empty interior, the equality f g ≡ 0 implies that either f or g is identically zero (this is a particular case of [22, Proposition 3.8] ). In particular (R R (Ω), +, * ) is an integral domain and RM R (Ω) is a field. Moreover, recalling [22, Theorem 6 .6], we have that if Ω is a slice domain then RM(Ω) is a division algebra and, also when Ω is a product domain, any f ∈ RM(Ω) such that f s ≡ 0 has a multiplicative inverse given by f − * = (f s ) −1 f c . In the case of semi-regular functions, we can describe the structure of the algebra RM(Ω) adjusting to this situation the already mentioned results given in [11, Proposition 3.12] and [17, Lemma 6.11].
Proposition 2.10. Let (1, i, j, k) be a basis of H. The map
Proof. Let f ∈ RM(Ω). Let Ω ′ be a circular subdomain of Ω such that f ∈ R(Ω ′ ) and such that every point of Ω \ Ω ′ is either a pole or a removable singularity for f . Proposition 3.12 in [11] guarantees the existence of a unique 4-tuple
We are left to prove that f 0 , . . . , f 3 ∈ RM R (Ω). If S q0 is a spherical pole of f then there exists m ∈ N such that ∆ 
and the uniqueness given in [11, Proposition 3.12] ensures ∆ m q0 · f n = g n on U \ S q0 , for n = 0, 1, 2, 3. Last equality shows that f 0 , . . . f 3 have a pole (or a removable singularity) at S q0 . The case of a real pole is treated analogously, showing that f 0 , . . . f 3 belong to RM R (Ω).
The uniqueness of the above statement gives as an immediate consequence that RM R (Ω) is the center of RM(Ω) and that R R (Ω) is the center of R(Ω).
Remark 2.11. The above proof shows that if f = f 0 +f 1 i+f 2 j +f 3 k ∈ RM(Ω) has a sphere of poles S q0 of spherical order 2m, then any point of S q0 is either a pole of spherical order at most 2m or a removable singularity for each of the functions f 0 , . . . , f 3 and that ord f (S q0 ) = max{ord f0 (S q0 ), . . . , ord f3 (S q0 )}.
2.4.
Zero divisors and idempotents. From [22, Theorem 6.6] we have that RM(Ω) contains zero divisors if and only if Ω is a product domain (for a thorough study of the zero set of zero divisors see [19] , while [3, Example 3] contains explicit computations for relevant examples; for an interesting application of idempotents to function spaces see [25] which sets questions raised in [14] ). In this case f is a zero divisor if and only if f s ≡ 0. In the sequel of this paper, we will often make use of the "basic" idempotents given in the following definition. Definition 2.12. Let Ω be any product domain and I ∈ S. We define ℓ +,I : Ω → H and ℓ −,I : Ω → H as
where y > 0.
It is easily seen that ℓ +,I and ℓ −,I are idempotents and that the following equalities hold (see [6, Remark2.4] 
We now classify idempotents in RM(Ω) showing in particular that they have only removable singularities (and therefore, by a slight abuse of notation, we say they are regular).
Proposition 2.13. Let f ∈ RM(Ω) \ {0, 1}. The function f is an idempotent for the * -product if and only if f belongs to R(Ω) and it is a zero divisor such that f 0 ≡ 1 2 (and thus f
The previous equality can be written as (f − 1) * f ≡ 0 which entails that f is a zero divisor (since f ≡ 0, 1). Using the splitting f = f 0 + f v and the fact that
Last equality can be also written as (2f 0 − 1)f v ≡ 0 which gives either f v ≡ 0 or f 0 ≡ . Then we are left to prove that f is regular. Since f 0 ≡ 1 2 whenever defined, it can be extended regularly to the function 1 2 on the domain Ω, so it only has removable singularities. Now suppose f v has a spherical pole in S q0 of order k, thus there exists a function g v regular on a neighborhood U of S q0 which has at most one possible isolated zero in S q0 of orderk < k, such that 
where w 1 , . . . , wk ∈ S q0 , w n+1 = w c n (n = 1, . . . ,k − 1) and γ is never vanishing on S q0 . Computing the symmetrized function g s v from equalities (2.5) and (2.6), we obtain
Since γ s is never vanishing on S q0 , we then obtaink = k which is a contradiction to the above inequality. The case of a real pole is treated analogously. This shows that f v has no poles and thus f belongs to
The above statement allows us to give an explicit characterization of zero divisors in RM(Ω).
Proposition 2.14. Let f ∈ RM(Ω) be a zero divisor. For any δ ∈ H such that |δ| = 1 and (f δ) 0 ≡ 0, there exits σ = σ(δ) ∈ R(Ω) idempotent, such that
In particular, if f 0 ≡ 0, we can write f = (2f 0 )σ for a suitable idempotent σ.
Proof. Assume first that f 0 ≡ 0, then f
As f s = 4f 2 0 σ s ≡ 0, we also have that σ s ≡ 0, proving that σ is a zero divisor. Moreover, σ 0 ≡ 1 2 and Proposition 2.13 shows that σ ∈ R(Ω) is an idempotent. Now choose δ ∈ H with |δ| = 1 be such that (f δ) 0 ≡ 0; such a δ always exists thanks to Remark 2.6. The fact that (f δ) s ≡ f s ≡ 0 entails that f δ is a zero divisor and therefore we can apply the above reasoning obtaining
for a suitable idempotent σ and the thesis follows by multiplying both member of the last equality on the right by δ c .
Remark 2.15. We notice that the proof of the above proposition shows that formula (2.7) can be written as soon as (f δ) 0 ≡ 0. If δ andδ are unitary quaternions such that (f δ) 0 ≡ 0 and (fδ) 0 ≡ 0, then we have
for σ andσ suitable idempotents. Thus we can writẽ
where γ = (fδ)
Remark 2.16. Given f ∈ RM(Ω) a zero divisor and η a unitary quaternion such that (f η) 0 ≡ 0, from formula (2.7), we can also write
where ρ = η * σ * η c is again an idempotent.
The proof of Proposition 2.14 shows that if f is a zero divisor with f 0 ≡ 0, then we can choose δ = 1 and therefore formula (2.7) simplifies to f = 2f 0 σ.
RM R -linear endomorphisms
The aim of this section is to study a class of RM R (Ω)-linear operators in the space of slice semi-regular functions the will represented via suitable matrices in Section 4. The class of linear operators we are interested in is described as follows.
.
In particular the analysis of the image and the kernel of such operators will give complete information on the existence and uniqueness of the solution of the equation
Since RM R (Ω) is the center of RM(Ω), then (RM R (Ω) \ {0}) N acts on the N -tuples F and G of semi-regular functions as follows: given α = (α [1] 
). A straightforward computation shows that L F ,G = L α F ,α♦G , so that, when needed, we can suppose that G contains only regular functions without real and spherical zeroes.
We start our investigation from the easiest case N = 1; to simplify notation we denote L {f },{g} by L f,g . Our first result classifies the functions f and g such that L f,g is an isomorphism and gives explicitly the solution of L f,g (χ) = b in the case the operator is an isomorphism.
(1) Provided g ∈ R(Ω) has neither real nor spherical zeroes, then L f,g maps R(Ω) to R(Ω) if and only if f ∈ R(Ω). (2) The operator L f,g is an isomorphism if and only if neither f nor g are zero divisors.
and only if f and g are never vanishing.
Since g has neither real nor spherical zeroes, then f has neither real nor spherical poles and therefore f ∈ R(Ω), too.
is not an isomorphism; the same holds for g. Vice versa, assume that L f,g is not an isomorphism; then there exists
If f * χ = 0, then f is a zero divisor; otherwise the equality (f * χ) * g = 0 gives that g is a zero divisor.
(3) Since L f,g is an isomorphism, then f and g are not zero divisors and f − * and g − * belong to
, by taking b = g we obtain that f − * ∈ R(Ω), implying that f has no zeroes; the same holds for g.
Notice that if Ω is a slice domain, then L f,g is always an isomorphism thanks to (2) of the above proposition.
In the case L f,g is not an isomorphism we give a necessary and sufficient condition on the function b in order it belongs to the image of L f,g . Theorem 3.3. Let f, g ∈ RM(Ω) \ {0} be such that L f,g is not an isomorphism. If f is a zero divisor, for a suitable unitary δ ∈ H, we denote by σ f the idempotent given in formula (2.7). If g is a zero divisor, for a suitable unitary η ∈ H, we denote by ρ g the idempotent given in formula (2.8). Then there exists χ such that L f,g (χ) = b if and only if b = σ f * b, if f is a zero divisor, and b = b * ρ g , if g is a zero divisor.
Moreover, thanks to Remark 2.15, this condition does not depend on the unitary quaternion δ appearing in formula (2.7). Indeed, ifσ f is another such idempotent, we know thatσ
Vice versa if f is a zero divisor, b = σ f * b and g is not a zero divisor, we have the following chain of equalities
which shows that L f,g (χ) = b admits a solution. If f is not a zero divisor, g is a zero divisor and b = b * ρ g , the thesis follows by reasoning as before.
If both f and g are zero divisors, b = σ f * b = b * ρ g , writing f = 2(f δ) 0 σ f δ c and g = 2(gη) 0 η c * ρ g , the following chain of equalities yields the thesis
We now describe the kernel of L f,g when the operator is not an isomorphism.
If f is a zero divisor, for a suitable unitary η ∈ H, we denote by ρ f the idempotent given in formula (2.8). If g is a zero divisor, for a suitable unitary δ ∈ H, we denote by σ g the idempotent given in formula (2.7). Then χ ∈ ker(L f,g ) if and only if
(1) ρ f * χ ≡ 0, if f is a zero divisor and g is not a zero divisor; (2) χ * σ g ≡ 0, if g is a zero divisor and f is not a zero divisor; (3) ρ f * χ * σ g ≡ 0 if both f and g are zero divisors. 
The techniques used in the previous section to study the case N = 1 are not powerful enough even to study the next step N = 2. To tackle the general case we need to represent the linear equations we are dealing with by means of square matrices in the same spirit of [24] .
Since we want to use coordinates for RM(Ω) over RM R (Ω), from now on we choose an orthonormal basis B := (1, i, j, k) of H (which by Proposition 2.10 is a basis for RM(Ω) over RM R (Ω), too). Given f = f 0 +f 1 i+f 2 j +f 3 k, we will denote by
4 the usual coordinates isomorphism
Lemma 4.2. For any f, g, h ∈ RM(Ω), the following equalities hold.
Proof. The proof of all equalities can be performed by direct inspection.
Thanks to formula (4.1), for any two N -tuples F = (f [1] , . . . , f [N ] ), G = (g [1] , . . . , g [N ] ) ⊂ RM(Ω) \ {0}, the linear operator L F ,G given in formula (3.1) can be written as
and since F B is an isomorphism, the solvability of L F ,G (χ) = b is equivalent to the solvability of
. This interpretation allows us to characterize the cases in which the operator L F ,G is an isomorphism. 
and the second term is identically zero if and only if either f s or g s vanish identically, which is the condition that characterizes zero divisors and identically zero functions.
RM R -linear Sylvester operators
Starting with this section, we study a particular class of L F ,G , namely the cases when N = 2, F = (f, 1), G = (1, g).
Definition 5.1. Let f, g ∈ RM(Ω). The Sylvester operator S f,g associated to f and g is the RM R (Ω)-linear operator given by
The associated Sylvester equation with "constant term" b, is the RM R (Ω)-linear equation given by
The name of "Sylvester operator" is due to the fact that, when dealing with matrices, equation 
1 . In the case of slice (semi-)regular functions, the possible presence of zero divisors and the fact that the * -inverse of a regular function is not always a regular function is an obstruction to the reduction of the general case to the Sylvester case.
The following proposition shows that the Sylvester equation associated to f and g is also associated to a wider family of functions.
Proof. Indeed, for any χ ∈ RM(Ω), we have
We notice that, if
. Since the operators of the class L f,g were thoroughly studied in Section 3, from now on, without loss of generality, we shall work under the following Assumption 5.4. We consider S f,g where neither f nor g belong to RM R (Ω).
We now give two definitions that will be useful to study the invertibility of S f,g . Definition 5.5. Let f, g ∈ RM(Ω). We say that f and g are equivalent and write f ≃ g if there exists a * -invertible h ∈ RM(Ω), such that f = h − * * g * h.
. In particular, if f ≃ g, then f is a zero divisor if and only if g is.
Proof. If we write g = g 0 + g v , we then have
Then, in order to prove that f 0 = g 0 , it is enough to show that (h
and the equality f 0 = g 0 is proven. The equality f s = g s is now straightforward. Last assertion follows immediately from the fact that f is a zero divisor if and only if f s ≡ 0 and the same holds for g.
An accurate study of the operator S f,g will show that, if f, g ∈ RM R (Ω), then the equalities f 0 = g 0 and f We now pass to the announced second definition.
Definition 5.7. Let f, g ∈ RM(Ω). We say that the couple (f, g) intertwines with (a zero divisor) σ, if there exists a zero divisor σ such that f * σ = σ * g. 
Next proposition characterizes the non-invertibility of S f,g in terms of the previous definitions.
Proposition 5.9. Given f, g ∈ RM(Ω), then S f,g is not an isomorphism if and only if one of the two following conditions holds (1) f ≃ −g; (2) there exist a zero divisor χ such that (f, −g) intertwines with χ.
Proof. The operator S f,g is not an isomorphism if and only if there exists χ ∈ RM(Ω) \ {0} such that
If χ is not a zero divisor, then it is invertible in RM(Ω) and −g = χ − * * f * χ exactly means f ≃ −g. If χ is a zero divisor, then f * χ + χ * g ≡ 0 exactly means that the couple (f, −g) intertwines with χ.
Notice that the first condition says that there exists an invertible χ ∈ ker(S f,g ), while the second one means that a zero divisor belongs to ker(S f,g ).
Remark 5.10. Trivially, if Ω is a slice domain, for any f, g ∈ RM(Ω), the kernel of S f,g cannot contain zero divisors, so (2). can never take place and thus S f,g is not an isomorphism if and only if f ≃ −g.
Together with the previous remark, the following examples show that the two cases stated in Proposition 5.9 are not related.
Example 5.11. Let Ω be a product domain and set
It is easily seen that χ = f c ∈ ker(S f,g ), while f and −g have different "real parts" and therefore, thanks to Lemma 5.6, they are not equivalent.
Example 5.12. Let σ ∈ R(Ω) be an idempotent and set f = σ, g = −σ. Trivially any χ ∈ RM R (Ω) belongs to ker S f,g , as well as χ = σ c .
The rank of the Sylvester operator
We begin this section with a characterization of the invertibility of S f,g by means of the matrix representation given in Section 4. To simplify notation, from now on, we set
(Ω), the characteristic polynomial of the RM R (Ω)-linear operator S f,g is given by
In particular S f,g is an isomorphism if and only if
Moreover, the rank of S f,g is always strictly greater than 1.
Proof. First of all, given f = f 0 + f 1 i + f 2 j + f 3 k and g = g 0 + g 1 i + g 2 j + g 3 k, we write
A long but straightforward computation gives
Thanks to Proposition 4.3, we have that S f,g is an isomorphism if and only if det(
2 ≡ 0. Suppose now that S f,g has rank less than 2. Then λ = 0 is an eigenvalue of algebraic multiplicity at least 3, which gives (6.4)
The second equation is equivalent to either
In the first case, since either f v + g v or f v − g v are not identically zero because of Assumption 5.4, we can find a 2 × 2 submatrix of S f,g with determinant different from zero, which is a contradiction. In the second case, the first equation of system (6.4) together with (f 0
0, which again entails f 0 + g 0 ≡ 0 and we are back to the previous contradiction.
Last proposition allows us to prove that in the case of slice domains the relation f ≃ g means exactly f 0 = g 0 and f s ≡ g s . Indeed this holds even for product domains, but the proof of this fact will require a much deeper investigation on the kernel of S f,g . Corollary 6.2. Let f, g ∈ RM(Ω) and Ω be a slice domain. Then f ≃ g if and only if f 0 ≡ g 0 and
. Proof. The necessity of the condition was shown in Lemma 5.6. To prove its sufficiency, we notice that, if f 0 ≡ g 0 and f s ≡ g s , then det(S f,−g ) ≡ 0, hence S f,−g is not an isomorphism and therefore ker(S f,−g ) = ∅. As Ω contains real points, there are no zero divisors in RM(Ω) and therefore ker(S f,−g ) contains an invertible χ, which shows that f ≃ g.
Next result gives a more precise characterization of the rank of S f,g when f 0 + g 0 = 0. The hypotheses f 0 = −g 0 implies that S f,g is skew symmetric, then it is enough to compute the determinants of the first (m, n)-minors D m,n , with 1 ≤ m < n ≤ 4. Since
then the rank of S f,g is less than or equal to 2. As we proved in Proposition 6.1 that the rank of S f,g is always strictly greater than 1, we are done.
We now give two examples in which S f,g is not an isomorphism and f 0 + g 0 ≡ 0.
Example 6.4. Let Ω be a product domain and set f = J i and g = 1 + 2J k.
A direct computation shows that the characteristic polynomial in this case is equal to λ 4 − 4λ 3 − 4λ 2 + 16λ, thus λ = 0 has algebraic multiplicity 1 and rk(S f,g ) = 3.
Example 6.5. Let Ω be a product domain and define f and g as in Example 5.11. Then f 0 = g 2 = 1,
A direct computation shows that the characteristic polynomial is equal to λ 4 − 4λ 3 + 4λ 2 , thus λ = 0 has algebraic multiplicity 2. Nonetheless a direct computation of S f,g shows that also in this case we have rk(S f,g ) = 3.
We notice that in both examples, rk(S f,g ) equals 3, nonetheless in the first case the eigenvalue 0 has algebraic multiplicity equal to 1, whilst in the second one it has algebraic multiplicity equal to 2. Inspired by these instances we prove that the rank of S f,g is always equal to 3. Theorem 6.6. Let f, g ∈ RM(Ω) be such that S f,g is not an isomorphism. Then f 0 + g 0 ≡ 0 if and only if S f,g has rank 3.
Proof. If f 0 + g 0 ≡ 0 we already proved that the rank of S f,g is equal to 2. Now suppose that f 0 + g 0 ≡ 0 and consider the characteristic polynomial of S f,g . If 0 is an eigenvalue of algebraic multiplicity 1, then trivially the rank of S f,g is equal to 3.
Therefore we are left to deal with the case in which 0 is an eigenvalue of algebraic multiplicity at least 2, which by formula (6.3) and f 0 + g 0 ≡ 0 yields
which is equivalent to
Since RM R (Ω) is a field, then either f s v or g s v is identically zero. We perform the computation in the first case, being the second one completely analogous. Thus System (6.5) gives
Since rk(S f,g ) = 3 if and only if the cofactor matrix of S f,g is not identically zero, we suppose by contradiction that cof(S f,g ) = 0 which in particular implies cof(S f,g ) + cof(S f,g ) T = 0. Up to a factor 2(f 0 + g 0 ) ≡ 0, the elements of this matrix in positions (1, 2), (1, 3) and (1, 4) give the following system of equalities 
this is a contradiction which shows that rk(S f,g ) = 3.
Remark 6.7. Notice that, the fact that S f,g has rank 3 is symmetric in f and g. Indeed, Proposition 6.1, via Formula (6.1), guarantees that S f,g is an isomorphism if and only if S g,f is. Now it is enough to highlight that the condition on the sum of the "real parts" given in Theorem 6.6 is symmetric.
The solution of the Sylvester equation in the non-singular case
In this section, we study the case in which S f,g is an isomorphism, looking for the solution of the Sylvester equation L f,g (χ) = b, given f, g, b ∈ RM(Ω). Some of the tools we introduce are inspired by the work of Bolotnikov [8, 9] .
First of all, we notice that Proposition 5.3 allows us to consider the Sylvester equation only in the cases in which neither f nor g are zero divisors, as a consequence of the following Lemma 7.1. For any f, g ∈ RM(Ω) there exists α ∈ RM R (Ω) such that neither f + α nor g − α are zero divisors.
Proof. If neither f nor g are zero divisors, we can take α ≡ 0. If f is a zero divisor, then
is enough to choose α any real number such that α = 0, α ≡ − f0 2 and α 2 − 2g 0 α + g s ≡ 0 to obtain that neither f + α nor g − α are zero divisors.
Notice that Lemma 7.1 and equality (5.2) only deal with "real parts" of the functions f and g, while Assumption 5.4 only deals with their "vectorial parts", so that they are independent. Assumption 7.2. Without any loss of generality, in this section we shall consider only Sylvester operators associated to functions f, g ∈ RM R (Ω) none of which is a zero divisor.
If g is not a zero divisor, we define λ R ∈ RM(Ω), as
Notice that, if f is not a zero divisor, then λ L ≡ 0 if and only if λ L * f ≡ 0 if and only if f * 2 +2g 0 f +g s ≡ 0. Analogously, if g is not a zero divisor, then λ R ≡ 0 if and only if g * 2 + 2f 0 g + f s ≡ 0.
Proposition 7.4. Let f, g ∈ RM(Ω) be such that f ≃ −g. If f (and then g) is not a zero divisor, then
Proof. Thanks to Lemma 5.6, we know that f is a zero divisor if and only if −g is; moreover, f 0 ≡ −g 0 and f
If f is not a zero divisor, then λ L ≡ 0 if and only if f * 2 + 2g 0 f + g s ≡ 0. The following chain of equalities yields the first part of the equality in the statement Proof. First of all notice that, being Ω a slice domain and f, g ≡ 0, both λ L and λ R are well defined. Thanks to Proposition 7.4, we are left to prove that λ L ≡ 0 implies f ≃ −g. If λ L ≡ 0, we have that f * 2 + 2g 0 f + g s ≡ 0. Last quantity can also be written as f
and hence, by splitting in "real" and "vector" parts, we obtain the following system of equations If S f,g is an isomorphism we are now able to write explicitly the solution of S f,g (χ) = b. Recall that, by Assumption 7.2, neither f nor g are zero divisors. Theorem 7.6. Let f, g ∈ RM(Ω) be such that S f,g is an isomorphism. Then for any b ∈ RM(Ω), the unique solution of S f,g (χ) = b is given by
R , where λ L and λ R are given by Definition 7.3.
Proof. As f and g are not zero divisors, then both λ L and λ R are well defined. We now prove that both λ 
As S f,g is an isomorphism, by Proposition 6.1 we have that last term is not identically zero and hence λ L is invertible. An analogous computation gives that λ R is invertible. Now, for any χ ∈ RM(Ω) we have the following chain of equalities
The second equality of the statement is obtained analogously.
Sylvester operators of rank 2
We now consider the case when the Sylvester operator S f,g has rank 2; by Proposition 6.3 and Theorem 6.6 this means exactly that f 0 = −g 0 and f
We recall that, by Assumption 5.4 we have that both f v and g v are not identically zero.
Moreover, it is possible to find a basis of ker(S f,g ) consisting of invertible elements.
Proof. Notice that, since f 0 = −g 0 , for any h ∈ RM(Ω) we have S f,g = S fv ,gv and f
The hypotheses on f and g together with Proposition 6.3 guarantee that in order to prove the equality of the two subspaces in formula (8.1), it is enough to show that the
where the first summand belongs to RM R (Ω) and the second has "real part" equal to zero. If f v = g v we take δ ∈ S such that g v − f v , δ * ≡ 0. Then f v * 1 − 1 * g v and f v * δ − δ * g v are linearly independent since the first has "real part" equal to zero and it is not identically zero, while the second has "real part" equal to
As f v ≡ 0, we can find two imaginary units I, J ∈ S, such that 2f v ∧ * I and 2f v ∧ * J are linearly independent, showing that {f v * h − h * g v | h ∈ RM(Ω)} has dimension at least 2 and thus proving equality (8.1).
We now prove the existence of a basis of invertible elements. We start by computing explicitly (
For any unitary δ ∈ H, we set h ≡ δ and find
First of all we want to show that there exists an invertible element in ker(S f,g ). Indeed, if this is not, we
Since we found an invertible element τ 1 ∈ ker(S f,g ) we can complete it to a basis (τ 1 , τ 2 ). If both τ 1 and τ 2 are invertible, we are done. Otherwise consider the following linear combination ατ 1 + τ 2 which is linearly independent from τ 1 for any α ∈ RM R (Ω). We have
. Therefore it is enough to chose α ≡ 0 and α ≡ 2τ 
This equality can also be written as h
Under suitable hypotheses, it is possible to describe ker(S f,g ) in a simpler way.
). To show the equality it is sufficient to prove that
s ≡ 0, then we are done.
The above result allows us to understand when ker(S f,g ) contains a zero divisor; obviously what follows is of interest only if Ω is a product domain.
) contains a zero divisor if and only if one of the following conditions holds (1) f v = g v and f s v has a square root;
Since f v ≡ 0, we can choose an orthonormal basis (1, i, j, k) ⊂ H such that f 1 ≡ 0. Thus a basis of ker(S f,g ) is given by f v ∧ * j = −f 3 i + f 1 k and f v ∧ * k = f 2 i − f 1 j. Now suppose that ker(S f,g ) contains a zero divisor. If f v ∧ * j is a zero divisor, then f If f v ∧ * j is not a zero divisor, then there exists α ∈ RM R (Ω) such that α(f v ∧ * j) + f v ∧ * k is a zero divisor which can also be written as
. By multiplying last term by f
we equivalently obtain (α(f 
Since f v − g v has no "real part", we have
As a consequence we obtain Proof. If χ is a solution of S f,g (χ) = b, then b = f * χ + χ * g. We now have
We prove that b belongs to the image of S f,g by giving a different description of this linear subspace via the matrix S f,g . Thanks to our hypothesis and to Proposition 6.3, we have that S f,g is skew symmetric and has rank 2. We now look for a square matrix M whose kernel coincides with the image of S f,g , which means rkM = 2 and M · S f,g = 0. Then b belongs to the image of S f,g if and only if it belongs to ker M . Since f
In particular the image of S f,g is contained in the kernel of M which therefore has rank less or equal than 2. Since at least one between f v and g v is not identically zero, then, by direct inspection we have that rkM = 2 which ensures that the image of S f,g coincides with ker M . Then writing b = b 0 + b 1 i + b 2 j + b 3 k we obtain that S f,g (χ) = b has a solution if and only if
We now claim that the above system is a translation in coordinates of the equality f 
The properties of the scalar product ., . * and of the ∧ * -product yield
A direct check shows that, up to a rearrangements of lines, this last system coincides with system (8.2)
Next proposition describes a family of particular solutions of the equation S f,g (χ) = b.
is well defined. As f 0 = −g 0 and f v * b = b * g v , the thesis is an immediate consequences of the following chain of equalities
Remark 8.7. Notice that there always exist h, k ∈ RM(Ω), with h 0 = k 0 = 0, such that the condition
The following corollary describes two particular cases. (1) If f v is not a zero divisor, then χ = −(2f
Proof. In case (1) take h = f v and k ≡ 0 in the statement of Proposition 8.6; in case (2) take h ≡ δ and k ≡ 0.
Outcomes of rank 2 case
The following result, which allows us to classify all idempotents up to * -conjugation, is a first application of the characterization of the equivalence relation ≃ in terms of rank 2 Sylvester operators, namely Corollary 8.2. Then it is enough to notice that for a one-slice preserving function g / ∈ RM R (Ω) we have g v = γI for a suitable I ∈ S and γ ∈ RM R (Ω) \ {0}.
As for the second part of the statement, given an idempotent σ and any i ∈ S, we have σ 0 = ℓ
and σ
The previous proposition gives us the possibility to give a necessary and sufficient condition in order that the product of an idempotent with a function is identically zero. It is worth comparing this result with the statement of Proposition 3.5 in which the kernel of L f,g is characterized via a condition while next theorem gives an extensional description. Theorem 9.2. Given an idempotent σ ∈ R(Ω) and ρ ∈ RM(Ω), then (1) σ * ρ ≡ 0 if and only if there exists i, j ∈ S with i ⊥ j, α, β ∈ RM R (Ω) and f ∈ RM(Ω) invertible such that σ = f * ℓ +,i * f − * and ρ = f * ℓ −,i * (α + βj) * f − * . In particular, ρ is an idempotent if and only if α = 1. 
Vice versa, Proposition 9.1 entails that if σ is a idempotent, there exist f ∈ RM(Ω) invertible such that σ = f * ℓ +,i * f − * . As σ * ρ ≡ 0 iff f − * * σ * ρ * f ≡ 0, we can reduce ourselves to the case f = 1, that is σ = ℓ +,i . Now set ρ = ρ 0 + ρ 1 i + ρ 2 j + ρ 3 k and compute
Hence we obtain that ℓ +,i * ρ ≡ 0 if and only if
This system is equivalent to ρ 1 = J ρ 0 and ρ 3 = J ρ 2 and these last two equalities give
by setting α = 2ρ 0 and β = 2ρ 2 we get ρ = ℓ −,i * (α + βj). Finally, ρ = f * ℓ −,i * (α + βj) * f − * is an idempotent if and only if ℓ −,i * (α + βj) is, and a straightforward computation shows that this holds if and only if α = 1.
(2). Again a direct computation shows that the condition is sufficient. Vice versa, as above we can suppose that σ = ℓ +,i ; writing ρ = ρ 0 + ρ 1 i + ρ 2 j + ρ 3 k we obtain, since ℓ +,i is an idempotent and ℓ
Thus ℓ +,i * ρ * ℓ −,i ≡ 0 if and only if ℓ +,i * (ρ 2 + ρ 3 i) ≡ 0 which, thanks to (1), gives the existence of a suitable β ∈ RM R (Ω) such that (ρ 2 + ρ 3 i) * j = βℓ −,i * j and thus proves the first part of the assertion. Again ρ = f * (α 0 + α 1 i + βℓ −,i * j) * f − * is an idempotent if and only if α 0 + α 1 i + βℓ −,i * j is and this is equivalent to α 0 = . The sufficiency of the condition is proved by direct inspection, as above. We only give a short summary of the computations, since the procedure is the same as in case (2)
Thus ℓ +,i * ρ * ℓ +,i ≡ 0 if and only if (ρ 0 + ρ 1 i) * ℓ +,i ≡ 0 which is equivalent to ρ 0 + ρ 1 i = αℓ −,i for a suitable α ∈ RM R (Ω).
Remark 9.3. The above proposition classifies, up to conjugation, all functions σ, ρ such that σ is an idempotent and σ * ρ ≡ 0 showing that, up to conjugation, σ = ℓ +,i and ρ = ℓ −,i * (α + βj) with i, j ∈ S, i ⊥ j, α, β ∈ RM R (Ω). Notice that for these functions ρ * σ can be different from 0. Indeed, ρ * σ ≡ 0 iff
is an idempotent. Thus ρ * σ ≡ 0 iff β ≡ 0, which is equivalent to ρ = αℓ −,i . Again, ρ is an idempotent if and only if α = 1, that is ρ = σ c .
Sylvester operators of rank 3
We are now left to investigate the case when the Sylvester operator S f,g has rank 3, which, thanks to Theorem 6.6, corresponds to the fact that f 0 + g 0 ≡ 0 and S f,g is not an isomorphism. We recall that by Remark 5.10 and Proposition 6.3, this can happen only if Ω is a product domain. Since f 0 + g 0 ∈ RM R (Ω) \ {0} is invertible, with no loss of generality we can study the kernel and the image of the operator associated to the functions showing that g s v has also the required form and admits a square root. Last proposition gives us the possibility to study the behaviour of the Sylvester operator S f,g in a more accurate way when f 0 + g 0 ≡ 1. The main idea is that this analysis must be splitted in two parts, corresponding to Examples 6.4 and 6.5: indeed the crucial difference we will find is that in the first case f we easily obtain that ker(S f,g ) is spanned by J j + k and that the image of S f,g is spanned by 1, i and j + J k. Last assertion can also be rephrased by saying that b belongs to the image of S f,g if and only if b, J j − k * ≡ 0.
We recall that, thanks to Remark 6.7, S f,g has rank 3 if and only if S g,f has rank 3. Thanks to Corollary 8.2, this condition is equivalent to the fact that ker(S f,g ) contains only zero divisors. Under this hypothesis, notice that, if there exists a zero divisor in ker(S f,g ) whose "real part" is not identically zero, then ker(S f,g ) contains exactly one idempotent. Quite surprisingly, this property is not symmetric in f and g: in particular, we can find f, g ∈ RM(Ω) such that f 0 + g 0 = 1 and ker(S f,g ) contains an idempotent while ker(S g,f ) only contains zero divisor with "real part" equal to zero.
With the same notation as in the statement of Proposition 10.2, we have that ker(S g,f ) = αh − * * (J j + k) * h − * | α ∈ RM R (Ω) = αh c * (J j + k) * h c | α ∈ RM R (Ω) .
Let us compute the "real part" of the elements of ker(S f,g ) and ker(S g,f ). Factoring out the slice preserving function α we have, i) * h, we have that ker(S f,g ) contains only zero divisors with vanishing "real part", while ker(S g,f ) contains an idempotent.
We are now left to deal with the condition f Proof. Thanks to Propositions 10.1 and 9.1 we can find h ∈ RM(Ω) invertible and i ∈ S such that h − * * f v * h = −J i, and hence 1+f v is a zero divisor. Moreover, since S f,g (χ) = (f 0 +g 0 )χ+f v * χ+χ * g v = 1 · χ + f v * χ + χ * g v = (1 + f v ) * χ + χ * g v , a trivial computation shows that for any X ∈ RM(Ω) the following chain of equality holds
s * X * g v + (1 − f v ) * X * (−g s v ) = 0, and therefore (1 − f v ) * X * g v ∈ ker(S f,g ) for any X ∈ RM(Ω).
We now claim that there exist X ∈ RM(Ω) such that (1 − f v ) * X * g v is not identically zero. Indeed, since g v ≡ 0 we can find i ∈ S such that g v * i has non-zero real part, so there existsh ∈ RM(Ω) invertible thath − * * g v * i * h is a non-zero "real" multiple of 1 − J i. Moreover we already know that there exists h ∈ RM(Ω) invertible such that h − * * (1 + f v ) * h = 1 − J i. Thus (1 − f v ) * X * g v ≡ 0 if and only if h − * * (1 − f v ) * X * (g v * i) * h ≡ 0, so that last inequality is equivalent to (1 − J i) * h − * X * h * (1 − J i) ≡ 0. Now, up to a factor 4, we have σ * h − * X * h * σ ≡ 0 for the idempotent σ = 1 2 (1 − J i) and taking X = h * σ * h − * gives σ * σ * σ = σ ≡ 0. As ker(S f,g ) has dimension 1 and (1 − f v ) * X * g v is different from zero for some X ∈ RM(Ω), the equality in Formula 10.3 is established.
We are now left to consider the image of the operator S f,g . First of all notice that, given χ ∈ RM(Ω) we have that Reasoning as before, Theorem 9.2 ensures that the dimension of {b ∈ RM(Ω) | (1 − f v ) * b * g v ≡ 0} is equal to 3, and hence the image of S f,g coincides with {b ∈ RM(Ω) | (1 − f v ) * b * g v ≡ 0}, thus completing the proof of the statement.
