The complexity of the visual world creates significant challenges for comprehensive visual understanding. In spite of recent successes in visual recognition, a lack of common sense knowledge and the insufficiencies of joint reasoning still leave a large gap between computer vision models and their human counterparts for higher-level tasks such as question answering (QA). In this work, we build a multimodal knowledge base (KB) incorporating visual, textual and structured data, as well as their diverse relations for visual QA. Such a general-purpose approach presents major challenges in terms of scalability and quality. Our approach is to cast large-scale MRFs into a KB representation, and introduce a scalable knowledge base construction system by leveraging database techniques. We unify several visual QA tasks in a principled query language. Our KB achieves competitive results compared to purpose-built models, while exhibiting greater flexibility in visual QA.
Introduction
We have seen the recent and tremendous progress in perceptual tasks such as image classification and object detection [11, 15, 30, 37] . One next step forward is to focus on deeper understanding and visual reasoning. A number of new lines of work have emerged recently towards this goal. One is to cast the deeper understanding task into a sentence or story-generation task, such as image captioning trained with NLP inputs [7, 14, 17] . Another is to understand and recognize the image contents with more details or interconnected context, such as image recognition based on context [4, 24, 36] and joint learning and recognition of physical properties, functions, and appearance [34, 39, 42] .
In this paper, we focus on a related but distinct task, which is vision-based reasoning by question answering (QA), especially with large-scale real-world data. Consider an iconic image from WWII in Fig. 1 . While it is useful to label the picture with objects and scene classes, or even
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Man kissing woman on a street Q: Why are they kissing?
A: To celebrate V-J Day in Times Square.
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Q: What is the sailor doing?
A: He is kissing a nurse in a white dress.
Figure 1:
Visual QA is one direction towards a deeper visual understanding. Inspired by but going beyond the recent advances in image classification and captioning, our QA model performs a joint reasoning of visual, textual, and structured information to answer these questions.
with a short descriptive sentence, it is also valuable to build a framework that is capable of answering more fluid questions about the picture. These questions can be based both on its pixel contents (e.g., what is the sailor doing?) as well as the related meta-and textual data. QA is a natural form of communication between humans, and is becoming important between humans and machines. Recently, Geman et al. [9] and Malinowski and Fritz [23] have also suggested that QA can potentially serve as an evaluation task for visual understanding beyond classification [22, 23, 34] . There have been well-known successes in text-based QA applications such as IBM's Watson [8] and Google's search engine [6] . But despite the ubiquitous presence of pictures and videos, QA based on images and other multimodal data is still a new area of exploration. While Geman et al. [9] and Malinowski and Fritz [23] focus on proposing a visual QA test for object detection problems, Lin and Parikh [22] have looked into richer reasoning of image descriptions using cartoon data. The most relevant work to ours is by Zhu et al. [42] on reasoning about object affordances. But all of these early work use toy-sized datasets of a small number of images (on the order of one thousand images) and limited textual data (e.g., user-or researcher-generated phrases).
In this paper, we aim to build a scalable framework for visual QA tasks using multimodal data from the real world. In contrast to previous work [9, 22, 23] where questions come from a fixed pool and answers are restricted to text, our system aims to respond in the form of both text and images for a wider range of questions. Central to our model is the ability to perform joint learning and inference on a large amount of multimodal data, such as images, geolocations, time, textual labels, and other structured information, and to be able to perform various types of tasks with one unified query language. To do this, we use a Markov Random Field (MRF) representation. While MRFs have been widely used in a variety of vision tasks [4, 19, 20, 33] , applying them to a large scale QA framework means that we need to overcome two challenges mentioned in the following two paragraphs.
One crucial property of a QA system is to handle largescale multimodal data. There is a long history of influential work from the database and web communities, joined later by the NLP community, in using knowledge-base formulation for QA tasks [1, 2, 6] . In this paper, unless otherwise specified, we adopt the language of these communities and use the term Knowledge Base (KB) to refer to our MRF-based system. Previous visual KB works [3, 5, 42] use a standard representation [10, 29] from the NLP and database communities. This representation fails to incorporate continuous visual features in a probabilistic framework, which hinders us from expressing richer multimodal data. Our contribution is to cast the MRF model into a KB representation to accommodate a mixture of discrete and continuous variables in a joint probability model. Such a multimodal KB is the first attempt and a crucial step towards the goal of open-domain visual QA.
The second important challenge for a QA system is the model's ability to handle large-scale learning and inference. As we will show in Sec. 4.2, even a modest data source of tens of thousands of images and a lexicon of hundreds of labels yields millions of model parameters. Traditional KB learning and inference methods (e.g., MLNs [29] ) that rely on Boolean satisfiability cannot handle such largescale multimodal data. Sampling methods, such as Gibbs, have the advantage of being able to handle both discrete and continuous variables. However, they typically take a long time to converge on large models with millions of parameters. Our contribution is to unite the recent advances in high-speed sampling [38] and first-order methods [26] with database techniques to scale up learning and inference. We are able to build a KB that is four orders of magnitude larger than previous work [42] , while using only half of the training time. The resulting system has tenable scalability compared to previous KB systems used for large-scale NLP QA tasks [29, 41] , and is also capable of learning from multimodal data.
We demonstrate the efficiency and effectiveness of our system by first learning a KB from our data sources [28, 31, 35] in Sec. 3.2. We then formalize visual QA tasks as evaluating marginal probabilities of queries in our joint probability model [32] in Sec. 5. We show the system's flexibility in answering diverse types of questions in Sec. 6.1. We then perform a quantitative evaluation on two restricted QA tasks using the SUN dataset [35] in Sec. 6.2 and Sec. 6.3. Our experimental results illustrate that the general-purpose KB approach can achieve competitive performance with purposebuilt models. Furthermore, it can be easily extended to a more general QA task.
Previous Work
Joint Models in Vision A series of context models have leveraged MRFs in various vision tasks, such as image segmentation [20, 24] , object recognition [4, 19] , object detection [33] , pose and activity recognition [36] and other recognition tasks [13, 27] . Similarly, the family of And-Or graph models [34, 39] focus on parsing images and videos into a hierarchical structure. In this work, we use an MRF representation for joint learning and inference of our data, casting MRF models into modern KB systems.
Knowledge Bases Most knowledge base work in the NLP and database communities focuses on organizing and retrieving only textual information in a structured representation [2, 8, 21, 41] . Although a few large-scale KBs [2, 6] have made attempts to incorporate visual information, they simply cache the visual contents and link them to text via hyperlinks. In the vision community, Zitnick et al. [43] learned diverse relations from cartoon images based on occurrence and relative position. Chen et al. [3] , Divvala et al. [5] and Zhu et al. [42] have recently proposed KB-based frameworks for visual recognition tasks. However, they all represent visual data in discrete variables [42] and binary relations [3, 5] . PhotoRecall [18] proposed a pre-defined knowledge structure to retrieve photos from text queries. In contrast, our system allows us to define new KB structures and offers the flexibility of answering richer types of queries.
Question Answering Knowledge bases play an integral role in real-world natural language QA systems [6, 8] . In the domain of visual QA, Malinowski and Fritz [23] proposed a multi-world approach to answering factual queries of scene images. Tu et al. [34] built a query answering system based on a joint parse graph from text and videos. Lin and Parikh [22] leveraged visual common sense learned from cartoons to solve two textual tasks. These preliminary works tackle restricted question answering tasks by purpose-built models. Our work proposes a KB framework towards a general, open-domain visual QA system. 3. A Joint Probability Model: Casting a LargeScale MRF into a KB Representation
Our first task is to learn a knowledge base given a large amount of multimodal information, such as images, metadata, textual labels, and structured labels. As mentioned above, we would like our KB to possess a coherent probabilistic representation of both discrete and continuous variables, as well as a principled learning and inference method that is capable of large-scale computation. We address the first property in this section, and the second in Sec. 4.
Knowledge Base Representation
The knowledge base (KB) representation is an MRF model, where we represent the visual features as continuous variables, and textual and structured data as discrete variables. The structure of the MRF model captures the relations among these variables. This model provides an umbrella framework for visual QA, where we formalize question answering as evaluating corresponding marginals from the joint distribution. In comparison to MLNs used in previous KB work [29, 42] , this representation is more generic, allowing us to accommodate continuous random variables and real-valued factors. In this representation, a KB can be intuitively thought of as a graph of nodes connected by edges as in Fig. 2 , where the nodes are called "entities" and the edges are called "relations".
In practice, we use factor graphs [16] , a bipartite graph equivalence of an MRF. Factor graphs provide a simple graphical interpretation of the MRF model, which results in ease of implementation for large-scale inference later. Let I be a possible world where every variable takes a certain value. A factor graph defines a joint probability distribution over all possible worlds. Let a factor f be a real-valued function of variables. We define the probability of a possible word I to be proportional to a log-linear combination of factors. We describe all the factors used in our KB in Sec. 3.2. Formally, given the set of all factors F, we define the partition function Z of a possible world I as
where w i is the weight of the i-th factor f i . and the probability of a possible world can be written as
where I is the set of all possible worlds, and w corresponds to the factor weights that parameterize the joint distribution. In Fig. 2 , each node corresponds to a random variable; and a relation between variables corresponds to a factor f ∈ F. Each training image corresponds to a possible world I in I E . Our learning objective is to find the optimal weight w * = arg min w − I∈I E log Pr[I; w]. We discuss about how the gradient is computed with approximate inference in the supplementary material. We show in Sec. 4 that our system automatically creates a factor graph and performs scalable learning for knowledge base construction.
Data Sources for the KB
We now describe the entities and relations of our KB representation, and the data sources that we will use to populate the KB. For our purposes, SUN [35] is a particularly useful dataset because of a) its diverse set of images, and b) the availability of a number of category and attribute labels associated with the dataset.
Entities can be thought of as descriptors of the images. In the factor graph depicted in Fig. 2 , they are the nodes (variables) of the graph.
Image feature nodes -are represented by their 4096-dimensional activations from the last fully-connected layer in a convolutional network [37] . These are continuous variables. In total, there are 59,709 images from the SUN dataset [35] , where half are used for building the KB, and half are used for evaluation.
Image category labels -indicate scene classes. In our experiments, we use 15 basic-level categories (e.g., workplace and transportation), and 298 fine-grained level categories (e.g., grotto and swamp) from SUN [35] .
Attribute labels -characterize visual properties (e.g., material, layouts, lighting, etc.) of a scene. The SUN Attribute Dataset [28] provides 102 attribute labels (e.g., glossy and warm).
Affordance labels -describe the functional properties of a scene, i.e. the actions that one can perform in a scene. We used a lexicon of 227 affordances (actions). 1 We conducted a large-scale online experiment to annotate the possibilities of the 227 actions for each scene category. Six images with their augmented annotations are shown in Fig. 3 . We provide an exhaustive list of affordances in the supplementary material.
Relations link entities (variables) to each other, as depicted by the squares on the edges in Fig. 2 . The weights learned for the edges (factors) indicate the strength of the relations. We introduce three types of relations in our model.
Image -label -maps image features to semantic labels. Intra-correlations -capture co-occurrence between the pairwise attribute (affordance) labels.
Inter-correlations -characterize correlations between two different types of labels (category -affordance, affordance -attribute, category -attribute and relations between categories from different levels). Based on the representation described above, each image is associated with hundreds of attribute and affordance labels. Together, this amounts to a KB of millions of entities. Table 1 summarizes some of the basic statistics of the KB that will be learned. Comparing with Zhu et al. [42] , this is more than a hundred times larger in terms of the number of entities and relations.
The large size of our dataset presents a significant challenge of scalability. In theory, an MRF can be arbitrarily large. However, its scalability is often subject to the inefficiency of learning and inference. In addition, it is prohibitive to handcraft such a large-scale model from scratch. We, therefore, need a principled and scalable system for constructing the visual KB. 
Visual Knowledge Base Construction
A number of recent advances have been made in the database community to shed light on how to build a largescale knowledge base (KB) [6, 8, 25] . Our framework follows closely that of Niu et al. [25] . We apply their infrastructural setup for learning our visual KB. The challenge we particularly address here is to achieve efficient inference to make the KB construction task feasible. 
Scalable Construction
There are three key steps to make the knowledge base construction (KBC) scalable: data processing, factor graph generation and high-performance learning. Fig. 4 offers an overview of the KBC process illustrating these three steps, which are indicated by arrows. Data Processing The first step (the first arrow in Fig. 4 ) is to process raw data into a structured representation, and in particular, as database tables. This provides us access to database techniques like SQL queries and parallel computing. The implementation details are provided in the supplementary material. Factor Graph Generation It is prohibitive to handcraft a large KB structure. Instead, we develop a declarative language that allows us to define a factor graph model with a handful of human-readable rules. 3 This language is a simple but powerful extension to previous work like MLNs [29] and PRMs [10] , which enables us to express continuous variables and specify relations between entities in logical conjunctions. The KBC system parses these rules and creates a factor graph (the second arrow in Fig. 4) . High-Performance Learning We built a Gibbs sampler for high-performance learning and inference that is able to handle multimodal variables. Our system performs scalable Gibbs sampling based on careful system design and speedup techniques. We describe the technical details in the supplementary material. On the system side, we implemented the Hogwild! model [26, 38] which can run asynchronous stochastic gradient descent while still guaranteeing convergence. The system runs in parallel, allowing the sampler to achieve a high efficiency. On average, our Gibbs sampler processes 8.2 × 10 7 variables per second. This step produces a learned visual KB (the last arrow in Fig. 4 Figure 4 : An overview of the knowledge base construction pipeline. We first process the images and text, converting them into a structured representation. We write human-readable rules to define the KB structure. The system automatically creates a factor graph by parsing the rules. We then adopt a scalable Gibbs sampler to learn the weights in the factor graph. Figure 5: Efficiency of the knowledge base construction system. The curve is plotted in log-log scale, where the x-axis is the number of nodes in the factor graph, and the y-axis is the runtime to construct the knowledge base.
Learning Efficiency
The three steps (described in Sec. 4.1) together contribute to the high scalability of our KBC system. We now quantitatively analyze our system's learning efficiency. 4 We compare the scale of our KB with recent work [42] in building visual knowledge bases with MLNs [29] in Table 2 . 5 Our KB is four orders of magnitude larger in terms of the number of variables (in the grounded factor graph) and three orders of magnitude larger in terms of model parameters. At the same time, half of the learning time is required. Fig. 5 further demonstrates that the learning time grows steadily as the KB size increases. The end-to-end construction finishes in 5.2 hours on the whole dataset (Sec. 3.2), indicating the potential to build larger-scale KBs in the future. 4 The knowledge base construction is conducted on a Non-Uniform Memory Access (NUMA) machine [38] with four NUMA nodes. Each has 12 physical cores and 24 logical cores, with Intel Xeon CPU@2.40GHz and 1TB main memory. 5 Their KB construction [42] was done with Alchemy, an off-the-shelf MLN library [29] that cannot take advantage of the parallel system. 
Visual QA Setup
As we have mentioned in the introduction, one advantage of using a KB system is its ability to handle QA tasks that are open-domain and multimodal. From a user's perspective, the input to this system is a natural language question along with a set of one or more images. Similarly, the output (i.e. the answer) is a mixture of image(s) and text.
In practice, the space of possible QA tasks is huge (or even infinite). It is impossible to map each natural language question to the corresponding inference task in an ad-hoc manner. One solution is to reformulate the questions in a formal language [1] , such as a probabilistic query language based on conjunctive queries [32] . This language allows us to express KB queries and to compute a ranked list of answers based on their marginal probabilities.
We briefly describe how this works by an example query that retrieves images of a sunny beach. This query is formed by a conjunction of two predicates (Boolean-valued functions) of sceneCategory and hasAttribute:
Given such a query, our task is to find all possible images i where both predicates are true -i.e. image i comes from the scene category beach and has the attribute sunny. Following this example, more complex queries can be expressed by joining several predicates together. 6 Let Q be a conjunctive query such as the one above. We compute a ranked list of answers (e.g., images of sunny beaches) based on their marginal probabilities. Formally, the marginal probability of a tuple t (a list of variable assignments) being an answer to Q is defined as:
where I and Pr[I] are defined in Eq. (2), 1 is the indicator function, and Q(I) is the set of variable assignments of Q in the possible world I such that Q evaluates to true. We use the same Gibbs sampler as in Sec. 4.1 to estimate tuple marginals. The technical details of query evaluation can be found in the supplementary material. Each query evaluation produces a set of tuple-probability pairs {(t 1 , p 1 ), (t 2 , p 2 ), . . .}, where we retrieve the top answers by sorting the pairs based on their probabilities in a descending order.
Experiments
Now that we have learned a large KB from multimodal data sources, and have established a probabilistic query language that unifies different QA tasks, we can demonstrate how a KB can be useful in a number of different tasks. Ideally, we would have a standard open-domain visual QA benchmark, similar to the datasets [1] for NLP-based QA, which covers a broad range of visual tasks with multimodal answers including images and text. Such benchmark does not yet exist in the vision community. Hence, we perform several types of evaluations.
Answering Questions of Diverse Types
We start with a qualitative demonstration of using the KB to query a wide variety of questions based on image appearance, as well as metadata like geolocations, timestamps, and business information. 7 Fig. 6 provides a few query examples that depict the rich questions the system can handle. A user can ask the KB a question in natural language, such as "find me a modern looking mall near Fisherman's Wharf." While the photos of the malls are not part of the training data in Sec. 3.2, our system is capable of linking the appearances of the photos to other metadata, and is able to offer the names and locations of the shopping malls. Similarly in the second example "find me a place in Boston where I can play baseball", our system predicts the affordances from the appearances of the photos, and combines them with geolocation information to retrieve a list of places for playing baseball. In Fig. 6 , the answers are shown in a ranked list by their marginal probabilities. Without a joint probability model, 7 These metadata are either acquired from existing databases or automatically scraped online. Detailed descriptions of the experimental setups and the conjunctive queries (Sec. 5) for Fig. 6 Find me a sunny and warm beach during Christmas Day last year.
Larger Probability
Find me a cozy bar to drink beer near AT&T Plaza. Larger Probability Figure 6 : Proof-of-concept queries in the question answering application. We incorporate external data to enrich our knowledge base, and demonstrate its flexibility in answering real-world questions.
Subterranean
previous work such as NEILL [3] and LEVAN [5] cannot produce such probabilisitic outputs.
Single-Image Query Answering
While QA by KB is designed for answering a wide variety of questions, we can still evaluate how our system performs quantitatively in several standard visual recognition tasks, which is the focus of previous KB work [3, 5, 42] . Based on the KB we have learned from data sources such as SUN (see Sec 3.2), here we show two experiments for scene classification and affordance prediction. Both of these two tasks can be thought of as answering queries for a single image, where these queries can be expressed by a single predicate with the semantic labels taken as random variables -i.e. sceneCategory(img, c) and hasAffordance(img, a). We show that our system outperforms the state-of-the-art baseline methods trained for each of these tasks.
For both experiments, we use the data in Sec. 3.2 for training and an evaluation set of 29,781 images from the same 298 categories of SUN [35] for testing. We measure scene classification by mean accuracy (mAcc) over classes [40] . SUN [35] provides two ways of classification: basic-level (15 categories) and fine-grained (298 categories). Table 3 provides a summary of the results, comparing our full model (KB -Full) with a number of different settings and state-of-the-art models.
• CNN Fine-tuned We fine-tuned a CNN [37] on a subset of SUN397 dataset [35] of 107,754 images. We train 2 -logistic regression classifiers on the activations from the last fully-connected layer. We also use this as image features for all the other baselines.
• Attribute-based model. We predict the scene attributes and affordances from the CNN features, and use a binary vector of the predicted values as an intermediate feature. This is the strategy adopted by Zhu et al. [42] to discretize visual data.
• Attributes + Features We concatenate the predicted labels in Attribute-based model with CNN features as a combined representation.
• KB -Affordance (Attributes) A smaller KB learned without affordances (attributes).
• KB -Full Our full KB model defined in Sec. 3.2.
The Attributes + Features model (the third row in Table 3) outperforms the Attribute-based model (the second row in Table 3 ) by 11.7%, indicating the importance of modeling continuous features in the KB. The full model KB -Full achieves the state-of-the-art performance on both basic-level and fine-grained classes with more than 2% improvement over the CNN baseline. Fig. 7 offers some insight as to why a KB-based model performs well in a scene classification task. The class label is one of the many labels jointly inferred and predicted by the KB system, including attributes and affordances. So to predict an auditorium, attributes such as indoor lighting, enclosed area, and affordances such as taking class for personal interest can all help to reassure the prediction of an auditorium, and vice versa.
As mentioned in Sec. 3.2, we have collected annotations of 227 affordance classes for each of the 298 scene categories. We report the performance of affordance prediction by mean average precision (mAP) and mean F1 score (mF1) over the 227 affordance classes. The results are presented in Table 4 . Here we compare our full KB model with the CNN Fine-tuned model [37] , where we trained an 2 -logistic regression classifier on the CNN features for each of the 227 affordance classes. The KB -Full model outperforms the CNN baselines on both metrics.
Recall that the KB framework learns the weights of the relations between entities (e.g., scene classes, attributes and affordance, etc.) in a joint fashion. We can then examine the strength of these relations by looking at the factor weights of the underlying MRF. A large positive weight between two entities indicate a strong co-occurrence relation, whereas a large negative weight indicates a strong negative correlation. Fig. 8 provides examples of both the strongest and the weakest correlations between scene classes and attributes ( Fig. 8(a) ), as well as scene classes and affordances ( Fig. 8(b) ). For example, the KB has learned that the class beach has a strong co-occurrence relation with the attribute sand, and the class railroad track lacks correlation with the affordance teaching.
Image Search by Text Queries
Using the same model and framework, we can also query our KB for sets of images, instead of just one (Sec. 6.2), such as "find me images of a sunny beach where I can read books." Here we use the same dataset as in Sec. 6.2.
We randomly generate 100 queries of a single label (scene category, affordance or attribute), and 100 queries of a pair of labels, each having at least 50 positive samples in the test set. Given a set of query labels, we aimed to retrieve the test images that are annotated with all the semantic labels in the set. We compare with two nearest neighbor baseline methods [12] . NNall ranks the test images based on the minimum Euclidean distance to any individual positive sample in the training set. NNmean ranks the images based on the distance to the centroids of the features of the Relations between scene classes (left column) and scene affordances (right column). In both (a) and (b), the number at the beginning of each row indicates the actual factor weight in the underlying MRF. The more positive the number, the stronger the correlation. We show relations with the largest positive and negative weights in the KB. To be consistent with Fig. 7 , we use the same color scheme for attributes and affordances. positive samples. We report the mean precision at k, the mean fraction of correct retrievals out of the top k over all queries, where k goes from 1 to 50.
As shown in Fig. 9 , our method outperforms both simple nearest neighbor baselines when k > 5. NNmean performs better than ours among the top five retrievals; however, the false positive rate grows as the number of retrievals increases. In contrast, the relations in the KB compensate the weak and noisy visual signals, and, as a result, maintain stable and good performance on lower-ranked retrievals. 
Conclusion
This paper presents a principled framework to learn and perform inference on a large-scale knowledge base (KB). Our contribution is to cast an MRF-based model into a KB by leveraging a number of recent advances in the database and NLP communities. By doing joint and contextual reasoning, our KB is capable of making predictions on a number of visual recognition tasks, on par with state-of-the-art models trained specifically for those tasks. In addition to these custom-trained classifiers, it is also interesting to explore these general-purpose, query-based knowledge representations as an initial attempt towards AI-complete opendomain visual QA tasks. Furthermore, this platform can be used to explore image-based reasoning. Towards these goals, future directions include a tighter integration between NLP and visual QA, and a more robust model for incorporating richer information.
A. Scalable Knowledge Base Construction
There are three key steps to make the knowledge base construction (KBC) scalable: data processing, factor graph generation and high-performance learning. Sec. 4.1 provides an overview of the KBC process illustrating these three steps. Here we provide more detailed explanations of the database schema and the human-readable rules.
A.1. Database Schema
The first step (the first arrow in Fig. 4) is to process raw data into a structured representation. This representation enables us to perform structured queries (e.g. SQL) on the data. Each database table stores entities of a certain type. We build a database table for each of the four entity types in Sec. 3.2, where continuous variables (visual features) are stored as double precision numbers, and discrete variables (meta-and textual data) are stored as bigint in Greenplum database. 8 We represent images by their activations extracted from a fine-tuned CNN [37] . Each dimension is one row in the database table. We provide the complete database schema in Fig. 10 The id column is a unique identifier for each row, which is used to create the factor graph. The stars (*) indicate the distribution keys for parallel data processing.
We choose Greenplum as the underlying database sys-tem due to its power in massive parallel data processing. sample id in Fig. 10 is a unique identifier of each training sample. These identifiers are used as a distribution key in the database system, where the data is distributed across segments as per the distribution keys.
A.2. Human-readable Rules
To define the KB with ease, we develop a declarative language, which serves as a human-readable interface for specifying the KB structure. The syntax of the declarative language is an extension to first-order logic in order to accommodate continuous variables.
We introduced in Sec. 3.2 three types of relations. We define each type of relations by a group of rules, where each rule R j is a set specified with first-order logic formulas. For example, to define the co-occurrence relations between sceneCategory and hasAffordance, we can simply write a rule like R = {(i, w(s, a), 1) | sceneCategory(i, s) ∧ hasAffordance(i, a)} which specifies the strength of the co-occurrence relations between a scene category s and an affordance a. This rule indicates that an imageî should have both sceneCategory(î,ŝ) and hasAffordance(î,â) to be true with a confidence score of w(ŝ,â). More generally, each rule R j is a set in a given possible world I: I(R j ) = {(x, w(ȳ), f (z))}
wherex,ȳ,z are sets of variable in the domain (the set of all possible values the variables can take), and w(·) and f (·) are real-valued functions. Here f (·) are essentially factors in the factor graph model (see Sec. 3.1), and w(·) are the corresponding factor weights. All three types of relations can be specified as rules written in this declarative language. Fig. 11 provides the complete list of rules that we have used to build the visual KB. To be more specific, we express image -label relations using two sets of rules corresponding to the linear terms and the bias terms as in logistic regression. For intra-and intercorrelations, we express them as conjunctions of two different predicates, which capture the co-occurrence between these two labels. In total, the proposed declarative language enables us to define the KB structure with eighteen firstorder logic rules.
Our KBC system automatically parses these rules and creates a factor graph (the second arrow in Fig. 4 ). Now we have the structure of the factor graph model, the next step is to learn the model parameters (i.e., factor weights). We will talk about the details of learning and inference in the next section.
