Abstract. We investigate the spectrum of three-dimensional Schrödinger operators with δ-interactions of constant strength supported on circular cones. As shown in earlier works, such operators have infinitely many eigenvalues below the threshold of the essential spectrum. We focus on spectral properties for sharp cones, that is when the cone aperture goes to zero, and we describe the asymptotic behavior of the eigenvalues and of the eigenvalue counting function. A part of the results are given in terms of numerical constants appearing as solutions of transcendental equations involving modified Bessel functions.
Introduction and main results
For θ ∈ 0, π 2 we introduce the conical surface of half-aperture θ defined by C θ := (x 1 , x 2 , x 3 ) ∈ R 3 : x 3 = cot θ x 2 1 + x 2 2 . In the present paper we are interested in some spectral properties of the Schrödinger operator with an attractive δ-potential supported on C θ . The respective operator L θ,α is the unique self-adjoint operator in L 2 (R 3 ) associated with the closed lower semibounded sesquilinear form ℓ θ,α given by
where σ is the two-dimensional Hausdorff measure on C θ and α > 0 is a constant measuring the strentgh of the interaction. Informally, the operator L θ,α acts as the Laplacian, u → −∆u, in R 3 \ C θ on the functions u satisfying the boundary condition [∂u] + αu = 0 on Σ, where [∂u] is a suitably defined jump of the normal derivative, see [8] for details. As the conical surface C θ is invariant with respect to the dilations, the operator L θ,α is unitarily equivalent to α 2 L θ, 1 , thus in what follows we restrict ourselves to the study of the operator L θ := L θ,1 and of the form ℓ θ := ℓ θ, 1 . It seems that the operator L θ was first considered in [3] : it was shown that its essential spectrum covers the half-axis [− 1 4 , +∞) and it has infinite many eigenvalues in (−∞, − 1 4 ). It was shown in [16] that the eigenvalues are increasing in θ and that the associated eigenfunctions are invariant under the rotations around the x 3 -axis, and the accumulation rate of the eigenvalues to the bottom of the essential spectrum was described: if N (L θ , E) stands for the number of eigenvalues of L θ in (−∞, E), then
The results were then extended to δ-potentials supported by non-circular conical surfaces in [9, 18] , and we refer to [5, 6, 11, 15, 19] for the discussion of other types of differential operators in conical geometries. The goal of the present paper is to describe the behavior of the eigenvalues of L θ for the sharp cones, i.e. for the case θ → 0 + . In order to present the main results we need to introduce several numerical constants. As usual, by I n and K n we denote the n-th order modified Bessel functions. Let A > 0 be the unique (as shown below) solution to I 0 (A)K 0 (A) + A I 1 (A)K 0 (A) − I 0 (A)K 1 (A) = 0, A ≃ 1.0750,
and set a 0 := A 2 I 0 (A) 2 K 0 (A) 2 ≃ 0.2845,
Denote the n-th eigenvalue of L θ by E n (L θ ), then the behavior of the individual eigenvalues is as follows: Theorem 1. For any fixed n ∈ N one has E n (L θ ) = −a 0 + a 1 (2n − 1)θ + O(θ 
Remark 3.
One can also show, by a technically involved but standard Agmontype approach, see e.g. [13] , that the eigenfunctions are localized near the point (0, 0, ξ 0 /θ): in the simplest version, if u n,θ is an L 2 -normalized eigenfunction of L θ for the eigenvalue E n (θ) with a fixed n, then for small θ there holds, with suitable a, b, c > 0,
Our proofs are based on a rather straightforward application of the Born-Oppenheimer strategy, see e.g. [21] for an extensive discussion. In Section 2 we recall some constructions related to the min-max principle and provide a detailed study of several one-and two-dimensional operators. A part of the study is based on involved operations with modified Bessel functions. The information obtained is then used in Section 3 to prove Theorems 1 and 2. The proof scheme is quite close to the one used in [7] for the study of the two-dimensional counterpart of the problem, i.e. for the δ-interaction supported on the boundary of a sharp infinite sector, but with essential differences due to the properties of the associated models operators.
Auxiliary constructions
2.1. Min-max principle. Let us recall some constructions related to the min-max principle for self-adjoint operators, see e.g. [22, Chapter XIII.1] .
Let H be an infinite-dimensional Hilbert space and E ∈ R. If T is a self-adjoint operator in H, then we denote by D(T ) its domain and by E n (T ) we denote the n-th eigenvalue of T when enumerated in the non-decreasing order and counted according to the multiplicities. The symbol N (T, E) will stand for the dimension of the range of the spectral projector of T on (−∞, E). If T is lower semibounded and E < inf σ ess (T ), then N (T, E) is exactly the number of eigenvalues of T (counting the multiplicities) in (−∞, E), otherwise one has N (T, E) = +∞. Remark that N (T 1 ⊕ T 2 , E) = N (T 1 , E) + N (T 2 , E) for any two self-adjoint operators T 1 and T 2 and any E ∈ R. The function E → N (T, E) is usually called the eigenvalue counting function for T .
If the operator T in H is generated by a closed lower semibounded sesquilinear form t defined on the domain D(t), then the following variational characterization of the eigenvalues holds (min-max principle): for n ∈ N set
For two sesquilinear forms t 1 and t 2 , their direct sum t 1 ⊕ t 2 is the sesquilinear form defined on
If T 1 and T 2 are the operators associated with t 1 and t 2 , then the operator associated with t 1 ⊕ t 2 is T 1 ⊕ T 2 . The form inequality t 1 ≥ t 2 means that D(t 1 ) ⊆ D(t 2 ) and t 1 (u) ≥ t 2 (u) for all u ∈ D(t 1 ). By the min-max principle, the form inequality implies the respective inequality for the eigenvalues, E n (t 1 ) ≥ E n (t 2 ) for any n ∈ N, and the reverse inequality for the eigenvalue counting functions,
2.2. One dimensional semi-classical operator. Let us recall a classical result on the harmonic approximation of one-dimensional operators, see [13] . ∞ function having a unique minimum at ξ ∈ (a, b), which is non-degenerate, i.e.
and such that lim inf
dx 2 + U with any self-adjoint h-independent boundary conditions at a and b, then for any fixed n ∈ N there holds
2.3.
Two dimensional δ-interaction on a circle of varying radius. The operator B R,β that will be of importance in what follows is the two-dimensional Schrödinger with a δ-interaction of strength (−β) supported by a circle of radius R > 0. It is defined via the associated sesquilinear form
with dσ being the arclength element. One may show that the operator B R,β is the Laplacian acting of the functions u satisfying the transmission conditions
with r := |x|, see e.g. [10] . It is easy to see that the essential spectrum of B R,β is [0, +∞). We will need some information about the dependence of the first eigenvalues on the radius R. In what follows we set µ n (R; β) := Λ n (B R,β ).
Recall that the constants a 0 , a 1 and ξ 0 are defined in (2).
Proposition 5. (a) For any R > 0 and β > 0 one has µ 1 (R, β) < 0, i.e. it is the first eigenvalue, which is simple, and the map (0, +∞) ∋ R → µ 1 (R; β) ∈ R is C ∞ . Furthermore, if Φ R,β is the associated eigenfunction chosen normalized and non-negative, then the map
(b) The function (0, +∞) ∋ R → µ 1 (R; β) has a unique minimum at
with µ 1 (ξ; β) = −β 2 a 0 and µ
, and
Proof. During the proof we will omit the dependence on the parameter β.
Recall first that the operator can be studied using a separation of variables, and we reproduce briefly a part of computations from [10, §2.1]. By introducing the polar coordinates (r, θ) centered at the origin one may look for eigenfunctions of the form φ(r, θ) = ρ m (r)e inθ , m ∈ Z. Outside the ring r = R the function φ must satisfy the free Schrödinger equation −∆φ = −k 2 φ, k > 0, hence, one should look for the functions ρ n having the form
with I m and K m being the modified Bessel functions of the respective orders and c 1 , c 2 ∈ R. Taking into account the transmission conditions (3) and the Wronskian identities 
Recall that one has the identities I −m = I m and (a) The first eigenvalue
By [17, Sections 10.30 and 10.40] we have
implying H 0 (t) → +∞ for t → 0 and H 0 (t) → 0 for t → +∞. Furthermore, by [1, Theorem 1] the function H is strictly completely monotonic on (0, +∞), that is for any t ∈ (0, ∞) and n ∈ N one has (−1) n H (n) 0 (t) > 0. In particular, it follows that H 0 : (0, ∞) → (0, ∞) is a diffeomorphism and a strictly decreasing function. Moreover, thanks to (6), when t → 0 we get
Thus k 1 is uniquely defined by
and is infinitely smooth. The respective positive normalized eigenfunction Φ R is given then by
where α R > 0 is a normalization constant, and a simple computation shows that it can be differentiated in R.
(b) The analysis is based on the implicit equation (5). Consider the function
which is strictly increasing and infinitely smooth on (0, +∞) with
By multiplying both sides of (5) by βg(R) one arrives at
Combining (6), (11) and (7) we get the expected limit for R → 0 and for R → +∞
which gives the asymptotic behaviour of µ 1 (R) for R → +∞. Remark that the functions t → tH m (t) were studied earlier by various authors, see e.g. [4, 12] . In particular, by [12, Theorem 4.2] there exist t 0 and t 1 with
and it follows that t 0 is the unique maximum of F on (0, +∞) and is the unique solution of F ′ (t) = 0, and that F ′′ (t 0 ) < 0. Due to identities
see [17, Eq. 10.29.3] , one has
, which implies that t 0 coincides with the constant A in (1) .
Using the expression
(15) one concludes that the function (0, +∞) ∋ R → µ 1 (R) has a unique minimum at R = ξ, where ξ is chosen by the condition g(ξ) ≡ ξk 1 (ξ) = A. Using the identity (5) for R = ξ one has then
Furthermore, with the help of (15) one has
and using g(ξ) = A and F ′ (A) = 0 we arrive at µ
It follows from (10) and (12) that
We have
With the help of the identities (14) and 
Using the definition of A one arrives at
To simplify further we rewrite the condition (1) for A as
then by using the Wronskian identity (4) combined with (14) one arrives at
which then gives
and
Hence, by (16) ,
(c) Thanks to (a) it is sufficient to show that lim sup
We start by an auxiliary estimate: for any n, m ∈ N and α > 0 there holds, for t → +∞,
In fact, from [17, Eqs. 10.40.1 and 10.40.2] we know that when t → +∞
Where for all k ∈ N we set
Moreover, from [17, Eq. 10.29.3], we have
By combining L'Hôpital's rule with (18) and (19) we arrive at
The second estimate in (17) is proved in an analogous way. We change slightly the representation (9) for Φ R . Namely, denote
with k 1 (R) defined in (8) and
Assume that there exist b 1 , b 2 ∈ (0, +∞) such that for large R there holds
then using the triangle inequality one can estimate
Furthermore,
Therefore, it is sufficient to prove the inequalities (21) and (22) . Thanks to (17) , the function
Using the change of variable s = k 1 (R)r we arrive at
Using lim R→+∞ k 1 (R) = 1 2 β and combining (24) with (23) we conclude that lim R→+∞ c R = 2β −3 , which proves (21). We now prove the remaining inequality (22) . Let us study first the asymptotic behavior of k
Since
, thanks to (18) we can affirm that
which, combined with (13), implies that
The direct derivation of (20) with the help of (14) gives
with
Set, for t > 0,
Thanks to (17) we get F (t) ∼ 1 4 t and G(t) ∼
Using the triangle inequality in (26) one has
(d) As follows from the separation of variables given at the beginning of the proof, the second eigenvalue of B R is written as E 2 (B R ) = −k 2 (R) 2 with k 2 (R) > 0 determined by the condition 2 ) is invertible. It follows that the solution k 2 (and, hence, the second eigenvalue of B R ) exists if and only if βR > 2. Furthermore, by multiplying both sides of (27) by βRk 2 (R) one arrives as k 2 (R) = βF Rk 2 (R) with F (t) = tH 1 (t), and by [12, Theorem 4.1] one has 0 < F (t) < 1 2 for all t > 0. 2.4. Weyl-type asymptotics with a moving threshold. We are going to prove the following result inspired by the constructions of [14] : Proposition 6. Let a > 0 and v ∈ L ∞ (a, +∞) be real-valued with
Denote by T h the operator in L 2 (a, +∞) acting by
u(x) with any self-adjoint boundary condition at a, then for any γ ∈ (0, 2) and C > 0 there holds
During the proof we adopt the following notation: for a non-empty open interval Ω ⊂ R (bounded or unbounded), a potential V : Ω → R and parameters h > 0 and E ∈ R we denote by N h 2 D 2 + V, Ω, E the number, counting the multiplicities, of the eigenvalues in (−∞, E) of the self-
with Dirichlet boundary conditions. By 1 Ω we denote the indicator function of Ω.
We need a couple of preliminary assertions.
Lemma 7.
Let Ω ⊂ R be a non-empty open interval and
(Ω) be real-valued, then for any h > 0, E > 0 and ε ∈ (0, 1) one has
The proof is given in [14, Proposition 5] for Ω = R and extends literally to the case of an arbitrary interval Ω.
Lemma 8. Let a > 0, C > 0 and γ ∈ (0, 2). For h > 0 we set
then
Proof. Due to the min-max principle we have
, (B, +∞), −1 + σ 1 (h) with σ 1 (h) ∈ {0, 1}, and for the second term on the right-hand side we have
therefore, using Sturm's oscillation theorem, see e.g. [23, Theorem 3.4] we obtain
with σ 2 (h) ∈ {−1, 0}. Therefore,
and an elementary computation yields
which concludes the proof.
Lemma 9. Let a > 0, C > 0 and γ ∈ (0, 2), then
Proof. We continue using the notation (29). Consider the unitary map
then in view of
Now we prove separately the upper and lower bounds for N (h).
To obtain an upper bound for N (h), we apply first Lemma 7,
and one remarks that the last term is equal to 0. Furthermore, one has A + > A, and the min-max principle gives
with σ 1 (h) ∈ {0, 1}. For the first term on the right-hand side we have
while due to Lemma 8 one has
Therefore,
To obtain a lower bound for N (h) we use again Lemma 7,
The last term can be easily estimated using the min-max principle and the positivity of the Dirichlet Laplacian, which gives, with some σ 2 (h) ∈ {0, 1},
It remains to estimate the first term on the right-hand side of (30). As A − < A, using the min-max-principle one can estimate, with σ 3 (h) ∈ {0, 1},
Finally, by an explicit computation,
which concludes the proof of the lower bound.
Proof of Proposition 6. As changing the boundary condition at a can alter the eigenvalue counting function at most by one, it is sufficient to consider the case of Dirichlet boundary conditions. Let us pick ε ∈ (0, 1) and set
To obtain the upper bound we remark that due to the assumption (28) one can find b > a such that
Furthermore, denote
, then due to the min-max principle one has
An explicit computation gives
while due to Lemma 9 for h → 0 + one has
and the substitution into (31) shows that
For the lower bound we remark that one can find some b > a such that
As ε ∈ (0, 1) in both (32) and (33) can be taken arbitrarily small, the claim follows.
Proofs of the main results

3.1.
Reduction to a domain independent on θ. Before passing to the proof of Theorem 1 we reformulate the problem in a domain independent of θ. To this aim, consider the unitary transform V θ :
then V θ is an isomorphism of H 1 (R 3 ), and for u ∈ H 1 (R 3 ) one has
where the sesquilinear form q h is defined on
Let Q h be the self-adjoint operator associated with the sesquilinear form q h , then due to (34) one has the unitary equivalence
, +∞ .
As mentioned in the introduction, the discrete spectrum of Q h is infinite for any h, in particular
for all n ∈ N and h ∈ (0, 1). 
The analysis will be essentially based on a special decomposition of the form q h . Namely, recall that the forms b R,β , the operators B R,β and the eigenvalues µ j (R; β) are defined in Subsection 2.3, and in the present section we denote
Remark that due to Proposition 5 the function (0, +∞) ∋ R → µ 1 (R) satisfies
and has a unique minimum at R = ξ 0 with
For subsequent constructions, let us pick an arbitrary ρ ∈ (0, ξ 0 ) such that
which exists due to the above properties of µ 1 . Let Φ R denote the normalized non-negative eigenfunction of C R for the eigenvalue µ 1 (R). In virtue of the spectral theorem and Proposition 5(d) we have
Furthermore, by Fubini's theorem one can can represent
3.2. Upper bound for the eigenvalues of Q h . For h > 0, denote by T h the operator in L 2 (ρ, +∞) acting as
on the functions satisfying the Dirichlet boundary condition at ρ. Remark that the associated sesquilinear form is
The goal of this subsection is to obtain the following upper bound for the eigenvalues of Q h in terms of T h . Recall that due to the result of [14] and the asymptotics (37) the operator T h has infinitely many eigenvalues in (−∞, − 1 2 ) for any h ∈ (0, 1). Proposition 11. There exists M > 0 such that for any n ∈ N and any h ∈ (0, 1)
belongs to H 1 (R 3 ) due to Proposition 5(a,c), and one has
Using the representation (41) we arrive at
Due to the normalization one has
thus taking the derivative with respect to x 3 one obtains
and, consequently,
where we set m(
. By virtue of Proposition 5(c) one has M := sup x3>ρ m(x 3 ) < ∞, hence,
Now using the min-max principle and (42) we have, for any n ∈ N,
3.3. Lower bound for the eigenvalues of Q h . Denote by s h the sesquilinear form in L 2 (ρ, ∞) given by
and by S h the associated self-adjoint operator in L 2 (ρ, ∞), which acts as
with Neumann boundary condition at ρ. Recall that due to the result of [14] and the asymptotics (37) the operator S h has infinitely many eigenvalues in (−∞, − 
for ∈ (0, 1) and n ∈ N.
with sesquilinear forms q j,h defined on
Furthermore, define the decoupled sesquilinear form
q j,h (u j , u j ), u = (u j ) j∈{0,1,2} ∈ ⊕ j∈{0,1,2} H 1 (Ω j ).
By construction one has q h ≥ q h , and by the min-max principle one has E n (q h ) ≥ E n ( q h ). Remark that E n ( q h ) is the n-th smallest element of the disjoint union ⊔ (n,j)∈N×{0,1,2} E n (q j,h ) and that due to (36) there holds E n (q h ) < − 1 4 for all n ∈ N and h ∈ (0, 1).
Notice that for u ∈ H 1 (Ω 1 ) one has q 1,h (u, u) ≥ 0, while for u ∈ H 1 (Ω 2 ) there holds q 2,h (u, u) = h 
where the last inequality holds due to the condition (39) for the choice of ρ. It follows that E n ( q h ) = E n (q 0,h ) and then E n (Q h ) ≥ E n (q 0,h ) for all n ∈ N, h ∈ (0, 1). Now let us now focus on the quadratic form q 0,h . Introduce an orthogonal projector P in L 2 (Ω 0 ) by P u(x 1 , x 2 , x 3 ) = f (x 3 )Φ x3 (x 1 , x 2 ), where f (x 3 ) = u(·, ·,
and set P ⊥ := 1 − P . Remark that P u L 2 (Ω0) = f L 2 (ρ,∞) .
For u ∈ H 1 (Ω 0 ) using (40) one obtains
For a.e. x 3 ∈ (ρ, ∞) we have P ∂ x3 u = f ′ (x 3 )Φ x3 − u, ∂ x3 Φ x3 L 2 (R 2 ) Φ x3 . Consequently, for ε ∈ (0, 1) we obtain
where M = sup x3∈(ρ,∞) ∂ x3 Φ x3 2 R 2 is finite thanks to Proposition 5(c). Combining (43) and (44) and choosing ε = h 1 2 , we obtain
which rewrites as
Introduce a new quadratic form a h in L 2 (ρ, ∞) ⊕ ran P ⊥ defined for (f, v) ∈ H 1 (ρ, ∞) ⊕ ran P ⊥ by
The map V : L 2 (Ω 0 ) → L 2 (ρ, ∞) ⊕ ran P ⊥ , u → (f, P ⊥ u), is unitary, and as just shown we have q 0,h (u, u) + M h This implies by the min-max principle E n (q 0,h ) ≥ E n (A h ) − M h 3 2 for any n ∈ N, where A h is the operator associated with a h , which is simply A h = S ⊕ − 1 2 . As noted above, for ∈ (0, 1) the operator S has infinitely many eigenvalues in (−∞, − 1 2 ), therefore, E n (A h ) = E n (S ) for any n ∈ N.
