An adaptive moving mesh method is developed for the numerical solution of an enthalpy formulation of heat conduction problems with a phase change. The algorithm is based on a very simple mesh modi cation strategy that allows the smooth evolution of mesh nodes to track interfaces. At each time step the nonlinear enthalpy equation is solved using a novel semi-implicit moving mesh discretisation which is shown to possess a unique solution. Numerical examples are given for a two-phase freezing problem, a model of a spot-welding process, and a three phase problem with a varying number of interfaces. These test cases demonstrate the accuracy and e ectiveness of the overall strategy.
Introduction
A large number of important physical processes involve heat conduction and materials undergoing a change of phase. Examples include semiconductor design, geophysics, cryosurgery, and industrial applications involving metals, oil, and plastics 18]. These problems are often collectively called Stefan or moving boundary value problems. Unfortunately, analytical solutions are only available for a limited number of model examples and hence the solution of most practical cases requires the use of numerical techniques.
What makes these problems di cult to solve is the presence of the moving boundary at which the material is changing phase. A number of numerical methods have been proposed which essentially fall into two categories; front-tracking methods and enthalpy methods (see 8] , 14]).
Front tracking techniques is the term usually applied to methods that explicitly require the Stefan, or equivalent jump condition, to be satis ed on the moving boundary while solving the heat conduction equations in either phase. The location of the boundary is therefore central to the accuracy and applicability of this approach. However, in multidimensions it is not uncommon for the phase boundary to develop cusps and to double back on itself and generally become di cult to track.
In an attempt to avoid the need to know the location of the phase boundary, the heat conduction equations can be reformulated in terms of the enthalpy which is the sum of speci c and latent heats. Using this formulation the energy balance at the phase boundary is satis ed automatically and if the location of the boundary is required then it can be determined a posteriori. Enthalpy methods therefore appear to avoid some of the di culties of front-tracking methods.
However, if the material in question changes phase at a speci ed temperature then the temperature-enthalpy relationship has a jump discontinuity at the melting temperature (see Fig. 1 ). For these materials a naive discretisation of the enthalpy equation on a uniform grid is well known to predict non-physical features such as a step-like movement of the phase boundary and spurious temperature plateaux 8] . Various ways of eliminating these undesirable features have been proposed including specialised post-processing techniques 21] and the judicious choice of time steps. These methods work reasonably work well for one-dimensional problems but their application to multidimensional examples seems less clear.
A second approach is to smooth the temperature-enthalpy relationship so that it is at least continuous (see for example 17] and section 2). A smoothed temperature-enthalpy relationship can also be used to model materials that change phase over a temperature range rather than at a speci ed temperature 12] . If one uses a stationary grid then smoothing the enthalpy function has to be done carefully as it has been observed that if the amount of smoothing is too large then the numerical results can become inaccurate 20] . Reducing the level of smoothing improves the accuracy but eventually the step-like behaviour of the movement of the phase boundary reappears.
The simplest way of avoiding non-physical behaviour using the enthalpy formulation is to reduce the spatial step size. However, if this is done uniformly over the whole domain then the overall method would be computationally expensive. The mesh spacing need only be re ned around the position of the moving phase change boundary which suggests some form of mesh movement algorithm would be useful.
There has been much recent interest in the development of moving mesh methods for the solution of problems with steep solution fronts such as travelling wave solutions in reaction-di usion systems and boundary and shear layers in uid dynamics calculations 1], 3], 22]. At the heart of these methods is the grid movement strategy which is usually based on the idea of mesh equidistribution where a positive monitor function is evenly distributed between the available mesh nodes.
The rst aim of this paper is to show how a very simple moving mesh method can be used to solve a smoothed enthalpy formulation of the heat conduction equations. The mesh movement algorithm is based on the equidistribution of an analytically integrable monitor function which avoids the need to discretise the equidistribution principle and automatically leads to grids that evolve smoothly in time. The approach is similar to that used by Farrell and Drury 13] to solve nonlinear hyperbolic problems.
As the moving grid method aims to cluster mesh points around the phase change interface, it is clear that we require some form of an implicit discretisation. Even on a stationary grid one has to be careful that unique solutions exist of the resulting nonlinear algebraic systems. Using a moving grid introduces convection-like terms from the semiLagrangian formulation of the original problem. A second aim of this paper is to consider a novel semi-implicit discretisation of these equations and to prove that the resulting nonlinear algebraic systems arising at each time step have unique solutions.
The layout of the rest of this paper is as follows: in the next section we present a smoothed enthalpy formulation of the heat conduction equations. In section 3 we describe the semi-implicit discretisation of the enthalpy equation on a moving mesh. In section 4 we describe the mesh movement strategy. Finally, in section 5 we apply the moving mesh method to the solution of a two-phase freezing problem, to a model of a spot-welding process, and to a three phase problem with a varying number of interfaces.
The governing equations
The governing equations for multiphase one-dimensional heat conduction are
where the index i = 1; : : : ; N corresponds to the N separate phases. Here C i (T i ) = c i , and , c i , k i (T i ), and T i (x; t) denote the volumetric heat capacities, the density (assumed the same in each phase), the speci c heats, the thermal conductivities, and the temperatures, respectively. Here, ' i represents possible body heating or cooling terms. If a phase change occurs between phase i and phase i + 1 at a speci c temperature T = T m i , and we denote the position of the phase change boundary by x = s i (t), then an energy balance gives rise to the conditions
dt ; (2.3) where i is the latent heat per unit volume involved in the phase change.
To reformulate this problem we introduce an enthalpy function which represents the sum of speci c and latent heats and is given by where " ? i and " + i determine the rates at which the temperature-enthalpy function asymptotes to the linear relationship away from the phase change temperature T m i (see Fig. 1 ). (2.12)
In the limit that C i+1 ! C i we have " + i ! " ? i = " i =2. Figure 1 shows the smoothed enthalpy function of a three phase problem considered in section 5. The original motivation for this model was to describe mixtures and glassy substances that have a continuous enthalpy transition as a function of temperature from a pure solid phase to a pure liquid phase. 3 An semi-implicit moving mesh discretisation
We now consider the numerical solution of (2.7) for (x; t) 2 = (x L ; x R ) (0; T). We assume that the domain is partitioned into strips such that = 0 n Nt?1 (x L ; x R ) t n ; t n+1 ):
Each strip is made up of two spatial grids x n = fx L = x n 0 < x n 1 < < x n N?1 < x n N = x R g and x n+1 = fx L = x n+1 0 < x n+1 1 < < x n+1 N?1 < x n+1 N = x R g:
In the next section we describe how the grid is generated at time level t n+1 . For the moment we will assume that it is given. In order to incorporate the movement of the grid we require a discretisation of the semi-Lagrangian formulation of (2.7) which takes the form @H @t ? dx dt @H @x = @ 2 u @x 2 + '(u):
To describe the discretisation we rst introduce some notation. Let h n j = x n j ? x n j?1 , h n j = (h n j+1 + h n j )=2 and t n = t n ? t n?1 . We will also denote u n = (u n 0 ; u n 1 ; : : : ; u n N ) T ; (3.2) where u n j represents the approximation of u(x n j ; t n ). Similarly, let and
We consider the following discretisation of (3.1) is speci ed at x = x L then this is discretised at t = t n+1 by introducing the ctitious unknown u n+1 ?1 outside the domain at x = x L ? h n+1 1 and a central di erence is used to write u n+1 1 ? u n+1 ?1 2h n+1 1 = n+1 u n+1 0 + g n+1 :
We then apply the di erence scheme (3.5) at j = 0 so that u n+1 ?1 can be eliminated. A similar procedure can be carried out if a derivative condition of the form @u @x = (t)u + g(t);
is speci ed at x = x R .
Note that the terms on the righthand side of (3.5) are treated implicitly, whereas the term introduced from the mesh movement it treated explicitly. Since the grid will be clustered around the moving front we require an implicit discretisation of the heat conduction and source terms to allow the use of reasonably large time steps. We will see below that the explicit treatment of the _ xH x term allows us to establish the existence and uniqueness of a solution of the equations (3.5).
Iterative solution of the nonlinear system of equations
The calculation of u n+1 requires the solution of the nonlinear algebraic equations (3.5) which after multiplying through by t n+1 can be written in the form F(u n+1 ) Au n+1 + H n+1 ? t n+1 ' n+1 + r n = 0; (3.9) where r n is a vector that is independent of u n+1 . The tridiagonal matrix A has positive diagonal elements and negative o -diagonal elements and can easily be shown to be an irreducibly diagonally dominant M-matrix. An immediate question is whether a unique solution of (3.9) exists. If '(u) = 0 we can write (3.9) in the form F(u n+1 ) = Au n+1 + (u n+1 ) = 0; (3.10) where is continuous, diagonal, and monotone in each component. Existence and uniqueness is given in the following theorem ( 19] Note that an implicit discretisation of the _ xH x term would lead to a system similar to (3.10) but the mapping would not be diagonal and we could not use the above theorem. In practice, we use Newton's method to solve (3.9). Since the smoothed enthalpy function (2.8) is continuously di erentiable we have no di culty in de ning the Newton iteration. If Newton's method fails to converge then we apply the nonlinear Jacobi iteration which requires the solution of the equations (3.11). The next question is whether unique solutions exist to these scalar nonlinear equations. This is clearly the case since j is a monotonically increasing function and a jj > 0 and hence G ! 1 as v j ! 1 and so a solution exists. These scalar problems are solved using Newton's method which again is well de ned due to the smoothness properties of H. If Newton's method fails to converge then we use a bisection procedure to provide an adequate initial guess. 4 Moving the mesh 4.1 Grid equidistribution
The discretisation described in the previous section can be used when grids x n and x n+1 are available. Assuming that x n has already been determined it remains to describe how to calculate x n+1 . At each time step a new grid is generated based on the idea of mesh equidistribution. A computational grid is said to be equidistributing if
M(x)dx; j = 1; : : : ; N; (4.1) where M(x) > 0 is a monitor function which should be related to the local di culty in solving the problem. The theoretical basis of mesh equidistribution has been established for a number of approximation problems such as optimal knot placements for spline collocation approximations of two-point boundary value problems 9], and the characterisation of optimal grids for piecewise polynomial interpolation 6].
In practice the monitor function is based on the numerical solution and the equidistribution conditions are discretised. For example, use of the mid-point rule to discretise (4.1) gives rise to the set of equations We can see clearly that the e ect of increasing 1 while keeping 2 xed is to reduce the mesh spacing around x and to widen the mesh spacing away from x . We also note that the main e ect of increasing 2 is to reduce the extent over which the mesh clustering occurs around the front position. In all of these graphs we observe a very smooth evolution of the grid nodes.
Often a phase will appear or disappear during the lifetime of a simulation. Figure 5  (a) shows the behaviour of the mesh trajectories as a phase front exits the domain. Note the rapid redistribution of the mesh points within the interior of the domain when the front leaves the domain which potentially can lead to inaccuracies close to the boundary. To avoid this problem, when a front exits the domain the redistribution of the grid nodes is done smoothly by exponentially decreasing the value of 1 to zero. As we have seen in Figure 3 , this allows a smooth transition from a signi cant amount of mesh clustering to a uniform grid. Figure 5 (b) shows the e ect of setting 1 = 1 e ? (t?t ) 2 , > 0, where t is the time when the front reaches the boundary. We can see clearly that the mesh points are reallocated in a very smooth manner. Figure 5 (c) shows that this process can also be run in reverse to smoothly introduce a phase front into the domain.
When a front appears from a boundary then It is clear from Fig. 2 that these are just mirror images of the original monitor function re ected over the respective boundaries. Therefore, whatever amount of monitor function is lost from the domain, an equal amount is re ected back in. This composite monitor function can again be analytically integrated and the grid points found by Newton's method. The grid shown in Fig. 5 (b) was obtained using this approach and we can see that the aforementioned problem close to the initial time has now been completely avoided. Finally, Fig. 5 (d) shows that the mirror grid procedure can be used to adapt to the position of fronts re ecting o the boundary and also to fronts that interact. In the numerical examples that follow in the next section we will use the mirror grid modi cation to the basic equidistribution procedure outlined above.
Figure 2: Mirror grids.
The complete algorithm
Each time step of the adaptive algorithm requires the solution of (4.6) and (3.9). One could solve these simultaneously as one large nonlinear algebraic system. The alternative is to decouple the calculation of the grid points from the solution. In a decoupled algorithm the moving mesh partial di erential equations are solved using approximations to x n+1 . The approximate solution at time level n + 1 is then used to form the monitor function at time n + 1. This monitor function is then equidistributed to give a new estimation of x n+1 . This cycle is then repeated until some measure of convergence is reached. There are two advantages of decoupling. First the size of the algebraic systems that arise at each time step are smaller. This is of great importance for the extension to multidimensional problems. The second advantage is that decoupling allows exibility in the choice of iterative methods used to calculate the grid and the solution of the moving mesh equations. In particular, by decoupling it is possible to use iterative methods with di erent tolerances when determining the grid and the solution. The numerical results in section 5 were obtained using the following algorithm:
1. Perform the simple prediction x n+1 ( ;0) = x n + t n+1 x n ? x n?1 t n ! ; (4.8) Set s = 0.
2. Let x = x n+1 ( ;s) and solve (4.6) to give x n+1 ;s .
3. Solve (3.9) for u n+1 ;s and then determine x = x n+1 ( ;s+1) using linear interpolation for the phase change temperature.
4. If jx n+1 ( ;s+1) ? x n+1 ( ;s) j < Tol grid then u n+1 = u n+1 ;s , x n+1 = x n+1 ;s , and x n+1 = x ( ;s+1) .
Otherwise s = s + 1 and goto 2.
There is rarely any need to use a very strict tolerance for the convergence of the grid points and in all the calculations presented in the following section we set Tol grid = 10 ?3 .
The simple initial extrapolation step is extremely useful to speed up convergence. By only extrapolating the estimate of x we of course ensure that we have a non-overlapping grid. Clearly the e ciency of this approach depends on how quickly convergence is reached. The calculations for u n+1 ;s+1 and x n+1 ;s+1 can be accelerated if the initial guesses for these calculations are u n+1 ;s and x n+1 ;s .
5 Numerical experiments
Example 1
The rst test case we consider is a classical Stefan problem describing the freezing of water. This example has also been considered by Bonacina et al. 4 ] and has been used by Furzeland 14] to compare the performance of di erent numerical techniques for solving moving boundary value problems. Equation (2.1) is solved subject to boundary and initial conditions The similarity solution for this problem is given in Carslaw & ? p
To avoid any di culties with the discontinuity in the initial and boundary conditions, and to compare the results with those of Furzeland 14] , the problem was solved for 0:0012 t 0:288. Figure 6 (a) shows the computed mesh trajectories with t = 0:0012, N = 40, " 1 = " + 1 + " ? 1 = 0:25 and the mesh has been generated with 1 = 2 = 200. We can see that the mesh has followed smoothly the movement of the phase boundary and from Fig. 6 (b) we see that the clustering of mesh points has led to a very accurate prediction of the position of the front, whereas the use of a stationary uniform grid leads to an unphysical step-like behaviour. to the increased number of Newton and Jacobi steps. Table 2 shows the sensitivity of the numerical results to the choice of " 1 with = 200 xed. When " 1 is large we see that the resulting nonlinear systems are relatively easy to solve but this is at the cost of reduced accuracy. As we decrease " 1 we nd that the problem becomes slightly more di cult to integrate forward but that we get a considerable improvement in accuracy. Eventually if " 1 is taken too small then we see an increase in the overall cost of the algorithm with little improvement in accuracy. The two tables do show that very accurate solutions can be obtained e ciently without the need for the grid being overly re ned and for moderate values of " 1 .
Finally, Table 3 compares the predicted front position with the four methods considered by Furzeland 14] . Methods (i), (ii), and (iii) are based on front-tracking techniques whereas method (iv) is based on a discretisation of an unsmoothed enthalpy formulation using a stationary uniform grid. It should be noted that the results for Method (i) are for N = 80 and the results for Method (iii) are obtained by a method of lines approach using adaptive time stepping. We see clearly that the moving mesh results are a signi cant improvement over method (iv) and are very competitive with the three front-tracking methods.
Example 2
The second test case considered involves the simulation of the spot-welding of two large sheets of steel using a high electric current as a body heating source. The model used was proposed by Atthey 2] and this example has also been used as a test case in the numerical work of Li 16] . In non-dimensionalised form the governing equation is given by (2. Before the melting temperature is reached at x = 0 this is just a simple heat conduction problem. Once the melting temperature is reached it remains xed for a time t = C=(A + E) = 0:11305 while enough heat is added for the material to change phase.
During this time other parts of the material reach the melting temperature due to the body heating term thus leading to a nite mushy region. The interfaces between the solid-mush regions and the liquid-mush regions will be referred to as the solidus and liquidus interfaces, respectively. After the liquidus interface appears at x = 0 it rapidly moves across the domain and eventually merges with the solidus interface.
Numerically, we de ne the position of the solidus and liquidus interfaces as x s (t) = x(H(B)) and x l (t) = x(H(B + C)), where H is the smoothed enthalpy function. Using the smoothed enthalpy function the temperature at x = 0 increases continuously during the change of phase rather than remaining xed. To calculate the times when the solidus and liquidus interfaces appear at x = 0 we use linear extrapolation in time from the solid and liquid phases, respectively. Figure 7 shows the computed solutions and mesh trajectories with N = 40, t = 0:001, and " 1 = 0:001. Before the temperature at the lefthand boundary reaches the melting temperature we can see that a stationary uniform grid is being used. To ensure that the computational grid is in the correct position to track the solidus interface, the method rst detects the presence of the interface at x = 0 and then retakes a number of time steps such that 1 is increased exponentially to its nal value. When a su cient amount of heat has been added the liquidus interface appears at x = 0 and moves very rapidly across the domain. At this stage some of the grid points migrate smoothly from the solidus interface to resolve the liquidus interface. Thereafter, we can see that the adaptive algorithm follows accurately both interfaces which converge towards each other. The predicted interface positions are shown in Fig 8 (b) which move very smoothly. By comparison , Fig 8 (a) shows the unphysical step-like movement of the computed interfaces using a uniform grid.
No exact solution exists for this test case so Fig 7 (b) compares the computed enthalpy with the solutions obtained using a ne grid with N = 320. We see excellent agreement and note that the enthalpy at the solidus interface is continuous whereas it is almost discontinuous at the liquidus interface. An analytical argument to explain this behaviour is given in 15]. Tables 4 and 5 show the convergence of a number of parameters describing the simulation. Here, t 0 and t 1 are the times of the appearance of the solidus and liquidus interfaces, respectively. The positions of the solidus interface at t = t 1 and t = 1 are denoted by S(t 1 ) and S(1). The prediction of S(1) appears to be converging to around x = 0:76 which is in reasonable agreement with the experimental value of 0:6 < x < 0:7 and is closer then the predictions of Atthey (x 0:85), and Li (x 0:784).
Example 3
The nal case we consider involves the appearance and disappearance of four phase fronts. This example was originally proposed by Duncan 11] . Figure  10 compares the predicted front positions using the moving grid with those of a stationary uniform mesh and again we see that the adaptive grid leads to a much smoother predictions.
Extensions
A major bene t of an adaptive moving mesh approach will be for problems in more than one dimension. To generate an adaptive moving mesh it is useful to regard the physical domain p as the image of a computational (logical) domain c under the invertible maps x = x( ; ); y = y( ; ) and = (x; y); = (x; y); (6.1) where (x; y) and ( ; ) are the physical and computational coordinates, respectively. A mesh covering p is obtained by applying the mapping given in where r = (@=@x; @=@y) and G(x; y) is a 2 2 symmetric positive de nite matrix, often referred to as a monitor matrix. The idea in adaptive mesh generation is to choose G to concentrate mesh points in p where the solution of the PDE is di cult to solve. Such an approach has been used recently by Cao et al 5] as the basis of an r-adaptive nite element method. To apply these ideas to two dimensional problems work is underway to initially consider the monitor matrix
where I is the 2 2 identity matrix, and x is the closest point on the phase boundary to the point x. Preliminary results in this direction are very encouraging.
Conclusions
In this paper we have developed a very simple adaptive moving mesh method for phase change problems in one dimension. The method uses a smoothed enthalpy-temperature relationship and the grid is moved to equidistribute an analytically integrable monitor function. The algorithm gives rise to smoothly clustered mesh trajectories which allow a very accurate prediction of the position of phase change boundaries. We have used a novel semi-implicit discretisation that gives rise to systems of nonlinear algebraic equations that can be solved e ciently using Newton's method. We have also shown theoretically that a unique solution of these systems exist. Future work will include a detailed convergence analysis of the method and the extension of the moving mesh methodology to multidimensional problems. 
