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Abstract:
This thesis is concerned with the question, whether for every point P of a fibred
surface over a ring of p-adic integers O there exists a fundamental system of
Zariski-neighborhoods of type K(pi, 1) for a set of primes S. A positive answer
is given in the case of a normal fibred surface with semi-stable reduction X over
a ring of p-adic numbers O containing all lth roots of unity for all l ∈ S for a
set of primes S not containing p. In order to prove this, explicit coverings of X
are constructed and the e´tale cohomology together with the maps between the
cohomology groups of open subsets of these coverings are computed.
Zusammenfassung:
Diese Doktorarbeit bescha¨ftigt sich mit der Frage, ob fu¨r eine gefaserte Fla¨che
X u¨ber einem p-adischen Zahlring O um jeden Punkt P von X eine Zariski-
Umgebungsbasis von K(pi, 1)en fu¨r eine Menge von Primzahlen S existiert. Es
wird eine positive Antwort gegeben, fu¨r den Fall, dass p 6∈ S und X eine normale
gefaserte Fla¨che mit semi-stabiler Reduktion ist und O die l-ten Einheitswur-
zeln entha¨lt fu¨r jedes l ∈ S. Dazu werden U¨berlagerungen der gefaserten Fla¨che
X konstruiert und die e´tale Kohomologie sowie die Abbildungen zwischen den
e´talen Kohomologiegruppen offener Teilmengen der U¨berlagerungen beschrie-
ben.
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0 Einleitung
Aufbauend auf den Arbeiten von A. Grothendieck [SGA1], in denen die e´tale
Fundamentalgruppe eingefu¨hrt wurde, entwickelten A. Artin und B. Mazur in
[AM] eine e´tale Homotopietheorie und daraus abgeleitet eine Definition ho¨her-
er e´taler Homotopiegruppen. Dabei wird jedem punktierten lokal noetherschen
Schema (X,x) eine punktierte pro-simpliziale Menge (Xet, x), die wir im fol-
genden den e´talen Homotopietyp von (X,x) nennen werden, zugeordnet. Die
Homotopiegruppen von (X,x) werden definiert als die Homotopiegruppen der
topologischen Realisierung des e´talen Homotopietyps (Xet, x).
Als Beispiel sei hier der Fall X = SpecK fu¨r einen Ko¨rper K und x =
Spec K¯ fu¨r einen separablen Abschluss K¯ von K angegeben:
pii(SpecK,Spec K¯) =
{
Gal(K¯/K), falls i = 1,
0, sonst.
Die Definition einer e´talen Homotopietheorie ermo¨glicht die U¨bertragung ei-
niger aus der Topologie bekannten Termini in die algebraische Geometrie. Dazu
geho¨rt unter anderem der Begriff des einer Gruppe G und einer natu¨rlichen Zahl
n ≥ 1 zugeordneten Eilenberg-MacLane-Raumes K(G,n). Diese Ra¨ume existie-
ren fu¨r jede Gruppe G und n = 1 und fu¨r jede abelsche Gruppe G und jedes
n ∈ N und haben fu¨r jeden Punkt x ∈ K(G,n) die folgende Eigenschaft:
pii(K(G,n), x) =
{
0, falls i 6= n,
G, falls i = n.
Ist X ein beliebiger topologischer Raum, so sagen wir, dass X ein K(G,n) ist,
falls X homotopiea¨quivalent zu K(G,n) ist. Ist X ein Schema, so sagen wir,
dass X ein K(G,n) ist, falls der e´tale Homotopietyp Xet homotopiea¨quivalent
ist zu K(G,n). Aus obigen Beispiel sehen wir, dass SpecK ein K(Gal(K¯/K), 1)
ist.
Betrachtet man eine Mannigfaltigkeit M , so sieht man leicht, dass es um
jeden Punkt m ∈ M beliebig kleine offene Umgebungen gibt, die zusammen-
ziehbar sind, also nur triviale Homotopiegruppen besitzen. Diese Beobachtung
u¨bertra¨gt sich allerdings nicht auf die algebraische Geometrie, da sogar ein-
punktige Ra¨ume wie SpecK fu¨r einen Ko¨rper K, eine nicht triviale Funda-
mentalgruppe besitzen ko¨nnen. Statt zu fragen, ob es um jeden Punkt eines
Schemas X eine Umgebungsbasis von einfach zusammenziehbaren Teilmengen
gibt, ist es natu¨rlicher, zu fragen, ob es um jeden Punkt eine Umgebungsbasis
von K(G, 1)en gibt. Wie oben bemerkt ist dies fu¨r SpecK gegeben, und auch
fu¨r glatte Varieta¨ten u¨ber Ko¨rpern [Fr] und Ringe von ganzen Zahlen [Sch1]
und [Sch2] ist dies der Fall.
Eine weitere Problematik, die in der algebraischen Geometrie auftritt, ist
die folgende: Ist C eine glatte projektive Kurve vom Geschlecht g u¨ber einem
algebraisch abgeschlossenen Ko¨rper F der Charakteristik p, so wird die maxi-
male prim-zu-p Faktorgruppe von pi1(C, z¯) durch 2g Erzeuger und eine Relation
beschrieben, aber die maximale p-Faktorgruppe von pi1(C, z¯) ist im Allgemeinen
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keine endlich erzeugte pro-p-Gruppe. Diese Diskrepanz macht es oftmals no¨tig
den p-Teil der Fundamentalgruppe zu ignorieren und nur den prim-zu-p-Teil,
oder auch nur den l-Teil fu¨r eine Primzahl l 6= p zu betrachten.
Dazu fu¨hrten A. Artin und B. Mazur in [AM] den Begriff der C-Vervollsta¨ndi-
gung eines pro-topologischen Raumes fu¨r eine vollsta¨ndige Klasse C von Grup-
pen ein. Hierbei wird jedem pro-topologischen Raum X ein pro-topologischer
Raum XC , die C-Vervollsta¨ndigung, zugeordnet. Fu¨r XC gilt, dass jede stetige
Abbildung von X in einen pro-topologischen Raum Y mit pii(Y, y) ∈ pro − C
durch XC faktorisiert. Wir sagen, dass ein pro-topologischer Raum X ein
K(G,n) fu¨r C ist, falls XC ein K(G,n) ist.
Da fu¨r eine Menge S von Primzahlen die Klasse, bestehend aus den endlichen
Gruppen, deren Ordnungen nur Primfaktoren in S haben, eine vollsta¨ndige
Klasse ist, kann man um die Restklassenko¨rpercharakteristiken eines Schemas
X zu vermeiden die Vervollsta¨ndigung von X nach der zu einer Primzahlmenge
S assoziierten Klasse betrachten.
Ziel dieser Arbeit ist es fu¨r jeden semi-stabilen Punkt eines regula¨ren zwei-
dimensionalen Schemas X, projektiv u¨ber dem Ring der ganzen Zahlen eines
p-adischen Zahlko¨rpers k, eine Umgebungsbasis von K(G, 1)en fu¨r eine Prim-
zahlmenge S mit p 6∈ S zu finden.
Um dieses Ziel zu erreichen wird benutzt, dass fu¨r ein Schema X die folgen-
den Aussagen a¨quivalent sind ([AM, Theorem 4.3]):
(i) X ist ein K(pi1(X
S , x¯), 1) fu¨r eine Primzahlmenge S.
(ii) H i(pi1(X
S , x¯),M)→ H i(X,M) ist ein Isomorphismus fu¨r jedes i ≥ 0 und
jeden S-torsion pi1(X
S , x¯)-Modul M und die zu M assoziierte e´tale Garbe
M auf X.
(iii) Fu¨r die universelle pro-e´tale S-U¨berlagerung X˜S von X und jede kon-
stante S-Torsionsgarbe M auf X˜S gilt: H i(X˜S ,M) = 0 falls i > 0.
Da fu¨r jede konstante S-Torsionsgarbe M auf X˜S gilt
H i(X˜S ,M) = lim−→
Y
H i(Y,M),
wobei der Limes alle endlichen e´talen S-U¨berlagerungen von X durchla¨uft,
ko¨nnen wir (iii) umformen zu:
(iv) Fu¨r jede endliche e´tale S-U¨berlagerung Y von X und jede konstante S-
Torsionsgarbe M auf Y , gibt es eine endliche e´tale S-U¨berlagerung Y ′
von Y , so dass H i(Y,M)→ H i(Y ′,M) identisch Null ist fu¨r jedes i > 0.
Um die no¨tigen U¨berlagerungen zu konstruieren wird in dieser Arbeit wie
folgt vorgegangen: Zuerst werden einige Konventionen und Bezeichnungen ein-
gefu¨hrt und allgemeine Sa¨tze der e´talen Kohomologie sowie der Theorie der
gefaserten Fla¨chen, insbesondere der gefaserten Fla¨chen mit semi-stabiler Re-
duktion, angegeben. Besonders herauszustellen ist dabei die absolute kohomo-
logische Reinheit ([Fu, Theorem 2.1.1]):
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Theorem 0.1 Sei X ein regula¨res Schema und D ein regula¨res abgeschlossenes
Unterschema von reiner Kodimension d. Dann gibt es einen Isomorphismus
zwischen den e´talen Kohomologiegruppen
H iD(X,Z/nZ)→ H i−2det (D,Z/nZ(−d))
fu¨r jedes auf X invertierbare n ∈ N und alle i ∈ N.
Außerdem wird kurz auf die e´tale Homotopietheorie eingegangen und [AM,
Theorem 4.3] genauer dargestellt. Damit sind die theoretischen Grundlagen
gelegt und die Arbeit wendet sich der folgenden Situation zu:
• X ist eine gefaserte Fla¨che u¨ber einem p-adischen Zahlring O.
• P ist ein abgeschlossener Punkt von X.
• U ist eine offene Umgebung von P .
Es wird die e´tale Kohomologie von U mithilfe der absoluten kohomologischen
Reinheit berechnet. Dabei wird sich zeigen, dass diese sich aus der Kohomologie
von X und der Kohomologie der in X−U enthaltenen Divisoren von X zusam-
mensetzt. Damit die von den Divisoren aus X kommende Kohomologie in der
universellen S-U¨berlagerung zu Null wird, ist es ausreichend, S-U¨berlagerun-
gen zu finden, so dass die Divisoren einen beliebig großen Verzweigungsindex
in diesen besitzen.
Um dies zu bewerkstelligen werden Wurzelu¨berlagerungen konstruiert, die
u¨ber U e´tale sind und so, dass jeder Divisor von X, der in X− U enthalten ist
einen beliebig hohen Verzweigungsindex in den Wurzelu¨berlagerungen hat.
Mithilfe dieser Wurzelu¨berlagerungen wird das folgende Theorem 2.34 ge-
zeigt:
Theorem 0.2 Es sei S eine Menge von Primzahlen mit p 6∈ S und X eine
semi-stabile gefaserte Fla¨che u¨ber einer Erweiterung O von Zp mit endlichem
Verzweigungsindex, die die l-ten Einheitswurzeln entha¨lt fu¨r jedes l ∈ S. Dann
gibt es um jeden Punkt P ∈ X eine Umgebungsbasis von K(pi, 1)en fu¨r S.
Eine weitere Frage, die in dieser Arbeit partiell beantwortet wird, ist:
Welche lokalen Erweiterungen werden in der maximalen S Erweiterung von
U realisiert?
Hierauf wird folgende Antwort in 2.36 gegeben:
Theorem 0.3 Es sei S eine Menge von Primzahlen mit p 6∈ S und X eine
semi-stabile gefaserte Fla¨che u¨ber einer Erweiterung O von Zp mit endlichem
Verzweigungsindex, die die l-ten Einheitswurzeln entha¨lt fu¨r jedes l ∈ S. Dann
gibt es um jeden Punkt P ∈ X eine Umgebungsbasis von K(pi, 1)en fu¨r S, so
dass fu¨r jeden abgeschlossenen Punkt Q der generischen Faser von X− U und
jedes Q′ ∈ XK(US) − US u¨ber Q der Ko¨rper k(Q′) die maximale S-Erweiterung
von k(Q) ist.
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1 Grundlagen
1.1 Konventionen
In diesem Kapitel wird zur Vermeidung von Unklarheiten die in dieser Arbeit
verwendete Terminologie und Notation eingefu¨hrt, sowie einige Konventionen
getroffen.
Definition 1.1 Fu¨r eine Teilmenge Y eines topologischen Raumes X bezeich-
net Y
X
den topologischen Abschluss von Y in X. Besteht keine Verwechselungs-
gefahr, in welchem Raum der topologische Abschluss gebildet wird, so schreiben
wir einfach Y . Dies ist im folgenden vor allem dann relevant, wenn wir einen
Morphismus X → Y integrer Schema haben und einen Punkt P der generischen
Faser Xη von X. Dann bezeichnet {P}X den Abschluss von P in X und {P}Xη
den Abschluss von P in Xη.
Eine abgeschlossene Teilmenge V eines Schemas X betrachten wir (falls nicht
explizit anders angegeben) immer als abgeschlossenes Unterschema mit redu-
zierter Struktur.
Konvention 1.2 Der Begriff Schema bezeichnet im folgenden immer ein lokal
noethersches Schema.
Konvention 1.3 In den folgenden Kapiteln benutzen wir fu¨r ein Schema X
nur die e´tale Kohomologie, das heißt Hr(X,F) bezeichnet die e´tale Kohomolo-
gie von X mit Werten in einer e´talen Garbe F .
Fu¨r eine Gruppe G und einen G-Modul M bezeichnen wir, da keine Verwech-
selungsgefahr mit der e´talen Kohomologie besteht, die Gruppenkohomologie von
G mit Werten in M mit Hr(G,M).
Bezeichnung 1.4 Fu¨r jedes Schema X bezeichne X1 die Menge aller Kodi-
mension 1 Punkte von X.
Bezeichnung 1.5 Fu¨r eine Menge S von Primzahlen, bezeichnet N(S) die
Menge aller natu¨rlichen Zahlen in deren Primfaktorzerlegung nur Primzahlen
aus S vorkommen.
Konvention 1.6 Unter einem p-adischen Zahlring verstehen wir in dieser Ar-
beit den Ring der ganzen Zahlen Ok einer nicht notwendigerweise endlichen
Erweiterung k von Qp mit endlichem Verzweigungsindex ek/Qp. Insbesondere
ist in dieser Arbeit jeder p-adische Zahlring ein Diskreter Bewertungsring.
Definition 1.7 Eine Kurve X u¨ber einem Ko¨rper k ist ein eindimensionales
k-Schema von endlichem Typ.
Definition 1.8 Eine U¨berlagerung Y → X eines Schemas X ist ein endlicher,
flacher und surjektiver Morphismus.
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Bezeichnung/Notation 1.9 Es sei X ein integres Schema, K(X) ein alge-
braischer Abschluss von K(X), a ∈ K(X) und L eine endliche Erweiterung von
K(X). Wir benutzen die folgenden Notationskonventionen:
• Xreg := {x ∈ X | OX,x ist regula¨rer Ring}: regula¨rer Ort von X,
• Xsing := X −Xreg: singula¨rer Ort von X,
• XL: Normalisierung von X in L,
• X[a]: Normalisierung von X in K(X)(a) und,
• falls dimX ≤ 2, so ist XL,ds die minimale Desingularisierung von XL.
Bemerkung 1.10 Es ist also Xds,L die Normalisierung der minimalen Desin-
gularisierung von X in L, XL,ds die minimale Desingularisierung von XL und
genauso Xds[a] die Normalisierung der minimalen Desingularisierung von X
in K(X)(a) und X[a]ds die minimale Desingularisierung von X[a].
Wir haben die folgenden kanonischen Abbildungen:
XL,ds // Xds,L //

XL

Xds // X
Definition 1.11 [Liu, Defintion 9.1.6] Sei X ein regula¨res noethersches Sche-
ma und D ein effektiver Divisor auf X. Wir sagen dass D normale U¨berkreu-
zungen an einem Punkt x ∈ X hat, wenn es ein Parametersystem f1, . . . , fn bei
x gibt, also eine regula¨re Folge f1, . . . , fn ∈ mx mit (f1, . . . , fn) = mx, so dass
OX(−D)x von f r11 · . . . · f rmm fu¨r ein m ≤ n und ganze Zahlen r1, . . . , rm erzeugt
wird.
Bemerkung 1.12 Wir folgen hier der Notation aus [Liu], da wir auch im fol-
genden Sa¨tze aus [Liu] zitieren. Es sei aber angemerkt, dass obige Definition in
der Literatur auch strikte normale U¨berkreuzungen genannt wird, und normale
U¨berkreuzungen fu¨r den allgemeineren Fall, dass D e´tale lokal strikte normale
U¨berkreuzungen hat.
1.2 Sa¨tze aus der arithmetischen Geometrie
1.2.1 Reinheit des Verzweigungsortes
Da der Satz u¨ber die Reinheit des Verzweigungsortes im folgenden mehrmals
benutzt wird, wird er der Vollsta¨ndigkeit halber hier erwa¨hnt.
Satz 1.13 (Reinheit des Verzweigungsortes) [SGA1, Expose´ X, The´ore`me
de purete´ 3.1] Sei X ein regula¨res, Y ein normales Schema und f : Y → X ein
quasi-endlicher Morphismus mit dichtem Bild. Sei U die maximale offene Teil-
menge von Y , so dass F |U e´tale ist. Dann ist Y −U von reiner Kodimension 1
in Y .
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1.2.2 Gefaserte Fla¨chen
In diesem Kapitel wird die Theorie der gefaserten Fla¨chen, wie sie in [Liu]
behandelt wird und soweit sie fu¨r diese Arbeit no¨tig ist, vorgestellt.
Definition 1.14 Ein Dedekindschema S ist ein noethersches, integres, nor-
males Schema der Dimension ≤ 1.
Definition 1.15 Eine gefaserte Fla¨che X → S ist ein integres zweidimensio-
nales Schema X zusammen mit einem flachen projektiven Morphismus X → S
in ein Dedekindschema S. Wir sagen, dass X eine normale (regula¨re) gefaserte
Fla¨che ist, wenn X normal (regula¨r) ist.
Satz 1.16 [Liu, Proposition 8.3.4] Sei X → S eine gefaserte Fla¨che
(i) Ist x ∈ Xη ein abgeschlossener Punkt der generischen Faser, so ist {x}X →
S ein endlicher surjektiver Morphismus irreduzibler Schemata.
(ii) Ist D eine irreduzible abgeschlossene Teilmenge von X der Dimension 1,
so ist D entweder eine irreduzible Komponente einer speziellen Faser,
oder D = {x}X fu¨r einen abgeschlossenen Punkt x ∈ Xη der generischen
Faser.
(iii) Ist x ∈ X ein abgeschlossener Punkt, so ist dimOX,x = 2.
Theorem 1.17 [Liu, Theorem 8.3.44] Es sei X ein exzellentes, reduziertes,
noethersches Schema der Dimension 2 und U ein offenes Unterschema. Dann
gibt es ein exzellentes noethersches zweidimensionales Schema X ′ und einen
projektiven Morphismus pi : X ′ → X, so dass pi−1(U ∪ Xreg) → U ∪ Xreg ein
Isomorphismus ist und die singula¨ren Punkte von X ′ in pi−1(U) enthalten sind.
Definition 1.18 Einen Morphismus pi : X ′ → X wie in 1.17 nennen wir eine
starke Desingularisierung der Singularita¨ten außerhalb von U .
Theorem 1.19 [Liu, Theorem 9.2.26] Sei X → S eine regula¨re gefaserte Fla¨che
u¨ber einem exzellenten Dedekindschema S und D ein effektiver reduzierter Car-
tierdivisor. Dann gibt es einen projektiven birationalen Morphismus f : X ′ → X
bestehend aus einer endlichen Folge von Aufblasungen in singula¨ren Punkten
von D, so dass X ′ regula¨r und f∗D ein Divisor mit normalen U¨berkreuzungen
ist.
1.2.3 Gefaserte Fla¨chen mit semi-stabiler Reduktion
Im Folgenden wird der Begriff einer gefaserte Fla¨che mit semi-stabiler Reduk-
tion eingefu¨hrt, sowie beschrieben, welche Singularita¨ten in einer U¨berlagerung
einer gefaserten Fla¨che mit semi-stabiler Reduktion auftreten ko¨nnen.
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Definition 1.20 Es sei C eine reduzierte Kurve u¨ber einem algebraisch abge-
schlossenen Ko¨rper k und pi : C ′ → C die Normalisierung von C. Einen Punkt
x ∈ C nennen wir gewo¨hnlichen Mehrfachpunkt von C, wenn δx = ]pi−1(x)−1,
wobei δx die La¨nge des Moduls Sx = O′C,x/OC,x u¨ber OC,x ist. Wir sagen, dass
x ein gewo¨hnlicher Doppelpunkt von C ist, falls x ein gewo¨hnlicher Mehrfach-
punkt von C ist und ]pi−1(x) = 2.
Satz 1.21 ([Liu, Proposition 7.5.15]) Es sei C eine reduzierte Kurve u¨ber ei-
nem algebraisch abgeschlossenen Ko¨rper k, x ∈ C ein abgeschlossener Punkt,
pi : C ′ → C die Normalisierung von C und pi−1(x) = {y,1 , . . . , yn}. Dann sind
die folgenden Aussagen a¨quivalent:
(i) Der Punkt x ist ein gewo¨hnlicher Mehrfachpunkt.
(ii) Ist U ⊂ C eine affine offene Umgebung von x mit U ∩Csing = {x}, so ist
OC(U) = {f ∈ OC′(pi−1(V )) | f(y1) = . . . = f(yn)}
(iii) Es gibt einen Isomorphismus
OˆC,x ∼= k[[T1, . . . , Tn]]/(TiTj)i 6=j
(iv) Es gibt ein m > 0 und einen Isomorphismus
OˆC,x ∼= k[[T1, . . . , Tm]]/(TiTj)i 6=j
Definition 1.22 (i) Eine Kurve C u¨ber einem algebraisch abgeschlossenen
Ko¨rper k nennen wir semi-stabil, falls C reduziert ist, und alle singula¨ren
Punkte von C gewo¨hnliche Doppelpunkte sind.
(ii) Eine Kurve C u¨ber einem beliebigen Ko¨rper k nennen wir semi-stabil,
falls Ck¯ semi-stabil ist.
(iii) Wir nennen ein Schema X
f→ S eine semi-stabile Kurve u¨ber S, falls f
von endlichem Typ und flach ist und falls fu¨r jedes s ∈ S die Faser Xs
eine semi-stabile Kurve u¨ber k(s) ist.
Definition 1.23 Wir sagen, dass eine Kurve ∆ u¨ber einem Ko¨rper k eine
Kette von P1k ist, wenn fu¨r die irreduziblen Komponenten ∆1, . . . ,∆n von ∆
gilt:
• ∆i ∼= P1k,
• ∆i ∩∆j = ∅ falls |i− j| ≥ 2,
• ∆i ∩∆i+1 besteht aus genau einem rationalen Punkt.
Ist ∆ ⊂ C eine abgeschlossene Teilmenge einer Kurve C, so nennen wir ∆ eine
Kette von P1k in C, falls ∆ eine Kette von P1k ist und fu¨r T :=
⋃
Ti, wobei
Ti die irreduziblen Komponenten 6= ∆j fu¨r alle j von C durchla¨uft, gilt, dass
∆ ∩ T = {x1, x2} mit x1 ∈ ∆1 und x2 ∈ ∆n.
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Lemma 1.24 [Liu, Lemma 10.3.21] Es sei X eine integere flache Kurve u¨ber
einem diskreten Bewertungsring OK mit Restklassenko¨rper k. Es sei x ∈ X ein
abgeschlossener Punkt derart, dass OˆX,x ∼= OK [[u, v]]/(uv − c) fu¨r ein c ∈ OK
mit e = v(c) > 0 gilt und X−{x} regula¨r ist. Dann gibt es eine Folge eigentlicher
birationaler Morphismen
Xn → . . .→ X1 → X0 = X,
wobei jedes Xi normal ist, genau einen abgeschlossenen singula¨ren Punkt xi ∈
Xi besitzt und Xi+1 → Xi die Aufblasung von Xi entlang xi. Die Folge stoppt
bei n = [ e2 ] und die Faser von Xn → X u¨ber x ist eine Kette von e−1 projektiven
Geraden u¨ber k der Multiplizita¨t 1 in (Xn)s, die sich transversal in rationalen
Punkten schneiden.
Lemma 1.25 [Liu, Corrolary 10.3.22] Es sei X ein semi-stabiles Schema u¨ber
einem Dedekindschema S der Dimension 1. Weiterhin sei s ∈ S und x ∈ Xs
ein singula¨rer Punkt. Dann gilt
(i) Es gibt ein Dedekindschema S′, das e´tale u¨ber S ist, so dass jeder Punkt
x′ ∈ X ′ := X×S S′, der u¨ber x liegt, ein gewo¨hnlicher Doppelpunkt in der
Faser X ′s′ ist, in der er liegt.
(ii) Mit der Notation aus (i), gibt es einen Isomorphismus
OˆX′,x′ ' OˆS′,s′ [[u, v]]/(uv − c)
fu¨r ein c ∈ ms′. Ist Xη glatt, so ist c 6= 0.
Theorem 1.26 [Liu-Lorenzini, Theorem 2.3] Es sei R ein diskreter Bewer-
tungsring mit Quotientenko¨rper K und Restklassenko¨rper k. Weiterhin sei fK :
XK → YK eine zahme Galoisu¨berlagerung einer Kurve YK mit semi-stabler Re-
duktion und wir nehmen an, dass der Verzweigungsort BK von fK in YK(K)
enthalten ist. Es sei Y ein semi-stabiles Modell von YK , so dass der Zariskiab-
schluss B von BK in dem glatten Ort von Y enthalten ist. Dann gibt es eine
zahm verzweigte Erweiterung R′ von R, so dass die Normalisierung X von Y
in K(XK) semi stabil ist und X → Y außerhalb von B ∪ (Yk)sing e´tale ist.
Folgerung 1.27 Es sei X eine semi-stabile Kurve u¨ber einem diskreten Be-
wertungsring O mit Quotientenko¨rper K und algebraisch abgeschlossenen Rest-
klassenko¨rper k und Y → X eine zahme Galoisu¨berlagerung. Fu¨r jede starke
Desingularisierung pi : Y˜ → Y und jeden abgeschlossenen Punkt y ∈ Y gilt
dann, dass pi−1(y) entweder endlich oder eine Kette von mehreren P1k ist.
Beweis: Nach dem vorherigen Theorem 1.26 gibt es eine Ko¨rpererweiterung L
von K, so dass YOL := Y ×OOL eine semi-stabile gefaserte Fla¨che ist. Es sei Y˜
eine beliebige starke Desingularisierung von Y . Wir betrachten das Diagramm
Y˜OL //

Y˜

YOL // Y.
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Da YOL → Y flach ist, ist Y˜OL → YOL eine Folge von Aufblasungen in abge-
schlossenen Punkten. Fu¨r die semi-stabile gefaserte Fla¨che YOL und fu¨r jeden
abgeschlossenen Punkt y ∈ YOL ist das Urbild von y unter Y˜OL → YOL eine Ket-
te von P1k oder endlich. Da nach Basiswechsel mit k die Abbildungen YOL → Y
und Y˜OL → Y˜ Isomorphismen induzieren, gilt also auch fu¨r jedes y ∈ Y , dass
das Urbild von y unter Y˜ → Y endlich ist oder aus einer Kette von P1k besteht. 2
1.3 Sa¨tze der E´tale Kohomologie
Hier werden die verwendeten Ergebnisse der e´talen Kohomologie, wie sie in [Mi]
zu finden sind, dargestellt.
Lemma 1.28 [Mi, III.1.16] Es sei (Xi)i∈I ein projektives System quasi-kompakter
Schemata mit affinen U¨bergangsabbildungen (d.h. die Morphismen Xi → Xj
sind affin). Wir setzen X∞ := lim←−i∈I Xi. Fu¨r eine Garbe F auf X bezeichnen
wir die inversen Bilder von F auf Xi und X∞ mit Fi und F∞. Dann ist
lim−→
i∈I
H i(Xi,Fi) ∼−→ H i(X∞,F∞).
Satz 1.29 Sei X ein zusammenha¨ngendes Schema, und x¯ ein geometrischer
Punkt von X. Dann gilt fu¨r jeden pi1(X,x)-Modul A und die zu A assoziierte
lokal konstante Garbe A, dass H1(X,A) = Homstetig(pi1(X,x), A).
Satz 1.30 [Mi, Proposition III.1.25] Sei X ein Schema, U ⊂ X ein offenes
Unterschema mit abgeschlossenen Komplement V := X −U und F eine Garbe
auf X. Dann gibt es eine exakte Folge
. . .→ H iV (X,F)→ H i(X,F)→ H i(U,F|U )→ H i+1V (X,F) . . .
Diese nennen wir die Ausschneidungsfolge von F zu U ⊂ X.
Satz 1.31 [Mi, Remark III.1.26] Sei X ein Schema, W ⊂ V zwei abgeschlos-
sene Unterschemata und F eine Garbe auf X. Dann gibt es eine exakte Folge
. . .→ H iW (X,F)→ H iV (X,F)→ H iV−W (X −W,F|X−W )→ . . .
Satz 1.32 [Mi, Proposition III.1.27] Seien Z ( X und Z ′ ( X ′ zwei abge-
schlossene Unterschemata und f : X ′ → X ein e´taler Morphismus, so dass die
Einschra¨nkung von f auf Z ′ ein Isomorphismus f |Z′ : Z ′ → Z und f(X−Z ′) ⊆
X − Z ist. Dann ist H iZ(X,F)→ H iZ′(X ′, f∗F) ein Isomorphismus fu¨r jedes i
und jede Garbe F .
Theorem 1.33 [Mi, Theorem VI.1.1 und VI.7.2] Sei X ein Schema von endli-
chem Typ u¨ber einem separabel abgeschlossenen Ko¨rper k. Dann ist Hn(X,F) =
0 fu¨r jede l-Torsionsgarbe F und jedes n > 2·dimX. Ist X daru¨ber hinaus affin,
so ist Hn(X,F) = 0 fu¨r jedes n > dimX.
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Satz 1.34 [Mi, Corollar VI.2.7] Sei S = SpecA fu¨r einen henselschen lokalen
Ring A und s ∈ S der abgeschlossene Punkt. Ist X ein eigentliches Schema u¨ber
S und F eine Torsionsgarbe auf X, so gibt es einen kanonischen Isomorphismus
H i(X,F) ' H i(Xs,F|Xs).
Definition 1.35 [Mi, Chapter VI.3] Es sei k ein Ko¨rper und X
j // X¯ eine
offene Immersion eines k-Schemas von endlichem Typ in ein eigentliches k-
Schema von endlichem Typ. Wir definieren die Kohomologie mit kompakten
Tra¨ger von X mit Werten in einer Garbe F als H ic(X,F) := H i(X¯, j!F).
Bemerkung 1.36 [Mi, Proposition VI.3.1] Fu¨r ein k-Schema von endlichem
Typ und eine Torsionsgarbe F ist H ic(X,F) unabha¨ngig von der Wahl eines
eigentlichen k-Schemas X¯ und der offenen Immersion j : X → X¯.
Satz 1.37 [Mi, Remark III.1.30] Sei X ein Schema von endlichem Typ u¨ber
einem Ko¨rper k, V ⊆ X ein abgeschlossenes Unterschema und U das offene
Komplement von V in X. Dann gibt es eine exakte Folge
. . .→ H ic(U,F|U )→ H ic(X,F)→ H ic(V,F|V )→ . . .
fu¨r jede Torsionsgarbe F auf X.
Theorem 1.38 (Poincare´ Dualita¨t)[Mi, Theorem VI.11.1] Es sei k ein sepa-
rabel abgeschlossener Ko¨rper und X eine glattes, separiertes, d-dimensionales
k-Schema von endlichem Typ. Dann ist fu¨r jedes n ∈ N, das teilerfremd zu
char k ist, und jede konstruierbare Garbe F von Z/nZ-Moduln auf X die Paa-
rung
H ic(X,F)× Ext2d−rX (F ,Z/nZ(d))→ H2dc (X,Z/nZ(d)) ' Z/nZ
perfekt.
1.4 Die Chernklasse und Absolute Kohomologische Reinheit
Im Folgenden wollen wir fu¨r ein integres Schema X, einen irreduziblen Cartier-
divisor D mit Y := supp(D) ⊂ X und ein auf X invertierbares n ∈ N die in
[SGA412 , La classe de cohomologie associe´e a` un cycle] gegebene Konstruktion
der Chernklasse cl(Y ) ∈ H2Y (X,µn) rekapitulieren, sowie einige damit verbun-
dene Sa¨tze, Folgerungen und Eigenschaften angeben. Der Schwerpunkt liegt
dabei auf der absoluten kohomologischen Reinheit ([Fu, Theorem 2.1.1]) und
der auf der relativen Kohomologie induzierten Abbildung.
Es sei K×X die zur Pra¨garbe U 7→ Quot(OX(U))× assoziierte Garbe. Dann
ist H0(X,K×X/O×X) die Cartierklassengruppe von X und wir haben die kurze
exakte Folge
0→ O×X → K×X → K×X/O×X → 0
13
und erhalten die exakte Folge
H0Y (X,K×X)→ H0Y (X,K×X/O×x )→ H1Y (X,O×X)→ H1Y (X,K×X).
Da X integer ist, ist H0Y (X,K×X) = ker(K×X(X) → K×X(X − Y ) = 0 und
H1(X,K×X) = H1(K(X),K(X)×) = 0 (siehe [Mi, Example III.2.22]) und wir
erhalten einen Isomorphismus
H0Y (X,K×X/O×x ) = ker(H0(X,K×X/O×x )→ H0(X−Y,K×X/O×x ))
∼−→ H1Y (X,O×X).
Fu¨r jeden Cartierdivisor D mit D|X−Y = 0, also D ∈ H0Y (X,K×X/O×x ), be-
zeichnen wir das Bild von D in H1Y (X,O×X) mit cl(D). Aus der Kummerfolge
1→ µn → Gm → Gn → 1 erhalten wir den Verbindungshomomorphismus
H1Y (X,O×X)
δ→ H2Y (X,µn).
Definition 1.39 Wir setzen cln(D) := δ(cl(D)) fu¨r jeden Cartierdivisor D mit
D|X−Y = 0.
Ist X ′ → X ein Morphismus, so dass D′ := f∗(D) wieder ein effektiver
Cartierdivisor ist, so ist f∗(cln(D)) = cln(f∗(D)) ([SGA412 , La classe de coho-
mologie associe´e a` un cycle]) Die Zykelklasse erlaubt es die Kohomologie von
X mit Tra¨ger in Y zu berechnen, falls sowohl X als auch Y regula¨r sind.
Theorem 1.40 [Fu, Theorem 2.1.1] Ist i : Y → X die abgeschlossene Im-
mersion eines irreduziblen regula¨ren abgeschlossenen Unterschemas Y der Ko-
dimension 1 in ein regula¨res Schema X, so induziert die Zykelklasse cln(Y )
einen Isomorphismus
Z/nZ→ i!Z/nZ(1)[2]
in D+(Yet,Z/nZ) fu¨r jedes auf X invertierbare n ∈ N.
Als Spezialfall des vorherigen Theorems erhalten wir das
Theorem 1.41 [Fu, Theorem 2.1.1 (Absolute kohomologische Reinheit)] Sei
X ein regula¨res Schema und D ein regula¨res abgeschlossenes Unterschema von
reiner Kodimension d. Dann gibt es einen Isomorphismus
H iD(X,Z/nZ)→ H i−2d(D,Z/nZ(−d))
fu¨r jedes auf X invertierbare n ∈ N und alle i ∈ N.
Wir wollen nun einige Folgerungen der absoluten kohomologischen Reinheit
auflisten. Die erste befasst sich mit der induzierten Abbildung auf der Koho-
mologie mit Tra¨ger. Dafu¨r seien X,X ′ zwei regula¨re Schemata und Y ⊂ X ein
regula¨res irreduzibles abgeschlossenes Unterschema der Kodimension 1 von X.
Weiterhin sei f : X ′ → X ein Morphismus, so dass f−1(Y ) wieder ein regula¨res
irreduzibles abgeschlossenes Unterschema von X ′ ist. Dann induziert f eine
Abbildung auf der Kohomologie mit Tra¨ger
H i−2(Y,Z/nZ(−1)) = H iY (X,Z/nZ)→ H iY ′(X ′,Z/nZ) = H i−2(X ′,Z/nZ(−1),
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die aber nicht mit der von f |Y ′ : Y ′ → Y induzierten Abbildung
H i(Y,Z/nZ(−1))→ H i(X ′,Z/nZ(−1)
u¨bereinstimmen muss, wie das folgende Beispiel zeigt.
Beispiel 1.42 Wir wollen fu¨r jedes zu p teilerfremde n ∈ N den von SpecZp[ n√p]→
SpecZp auf der Kohomologie mit Tra¨ger (p) induzierten Morphismus
H i( n√p)(SpecZp[ n
√
p],Z/nZ) −→ H ip(SpecZp.Z/nZ)
und die auf der Kohomologie der abgeschlossenen Unterschemata Fp → Fp
induzierte Abbildung
H i(Fp,Z/nZ(−1)) −→ H i(Fp,Z/nZ(−1))
bestimmen. Die auf den Unterschemata induzierte Abbildung ist, da die Erwei-
terung rein Verzweigt ist die Identita¨t und so ist auch
H i(Fp,Z/nZ(−1)) −→ H i(Fp,Z/nZ(−1))
die Identita¨t.
Die Kohomologiegruppen mit Tra¨ger sind trivial in den Gerade 0, 1 und
≥ 4, liegen im Grad 2 in den exakten Folgen
0 // H1(Zp,Z/nZ) // H1(Qp,Z/nZ) // H2(p)(Zp,Z/nZ) // 0
und
0 // H1(Zp[ n
√
p],Z/nZ) //// H1(Qp[ n
√
p],Z/nZ) // H2( n√p)(Zp[ n
√
p],Z/nZ) // 0,
und sind im Grad 3
H3(p)(Zp,Z/nZ) = H
2(Qp,Z/nZ)
H3( n√p)(Zp[ n
√
p],Z/nZ) = H2(Qp[ n
√
p],Z/nZ).
Von der Gruppenkohomologie lokaler Ko¨rper ist bekannt, dass fu¨r jedes i ∈ N
H i(Qp,Z/nZ) // H i(Qp[ n
√
p],Z/nZ)
die Nullabbildung ist. Wir sehen somit, dass
H i(p)(Zp,Z/nZ) // H
i
( n
√
p)(Zp[ n
√
p],Z/nZ)
fu¨r jedes i ∈ N die Nullabbildung ist, und somit die durch absolute kohomolo-
gische Reinheit 1.41 induziere Abbildung
H i(p)(Zp,Z/nZ) //
o

H i( n√p)(Zp[ n
√
p],Z/nZ)
o

H i−2(Fp,Z/nZ(−1)) H i−2(Fp,Z/nZ(−1))
nicht mit der von Zp → Zp[ n√p] zwischen den abgeschlossenen Punkten indu-
zierten Abbildung u¨bereinstimmt.
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Wir wollen die auf der Kohomologie mit Tra¨ger induzierte Abbildung im Fol-
genden genauer beschreiben.
Folgerung 1.43 Es sei f : X ′ → X ein Morphismus regula¨rer Schemata,
n ∈ N eine natu¨rliche Zahl, die teilerfremd zu den Restklassenko¨rpercharak-
teristiken von X ist und Y ⊂ X ein regula¨res irreduzibles abgeschlossenes Un-
terschema der Kodimension 1, so dass Y ′ := f−1(Y ) wieder ein irreduzibles
abgeschlossenes Unterschema der Kodimension 1 ist. Dann ist die von f indu-
zierte Abbildung
H2Y (X,Z/nZ)→ H2Y ′(X ′,Z/nZ)
gegeben durch
cln(Y ) 7→ eY ′/Y cln(Y ′).
Insbesondere sind die Abbildungen
H iY (X,Z/nZ)→ H iY ′(X ′Z/nZ)
identisch Null, falls n|eY ′/Y .
Beweis: Es seien i : Y → X und i′ : Y ′ → X ′ die abgeschlossenen Immer-
sionen. Wir betrachten die durch cln(Y ) 7→ cln(f∗Y ) = eY ′/Y cln(Y ′) gegebene
Abbildung f∗(i!Z/nZX(1)[2]) → i′!Z/nZX′ [2] und erhalten das kommutative
Diagramm
1 ,_

Z/nZ //

f∗(i!Z/nZX(1)[2]),

cln(Y ),_

eY ′/Y , Z/nZ // i′!Z/nZX′ [2], eY ′/Y cln(Y ′)
und daher die Behauptung. 2
Folgerung 1.44 Unter den Voraussetzungen von 1.43 erhalten wir ein kom-
mutatives Diagramm
H iY (X,Z/nZ)

H i−2(Y,Z/nZ(−1))∼oo
α

H i−2(Y ′,Z/nZ(−1))
β

H iY ′(X
′,Z/nZ) H i−2(Y ′,Z/nZ(−1)),∼oo
wobei H iY (X,Z/nZ) → H iY ′(X ′,Z/nZ) die durch f induzierte Abbildung ist,
die waagerechten Isomorphismen durch die absolute kohomologische Reinheit
1.41 gegeben sind, α die durch f |Y ′ : Y ′ → Y induzierte Abbildung und β die
Multiplikation mit eY ′/Y ist.
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Beweis: Wir bezeichnen die maximale bei Y unverzweigte Teilerweiterung von
X ′ → X mit Xnr und betrachten X ′ → Xnr → X. Da Xnr → X e´tale ist, sind
Xnr und Y nr := Y ×X Xnr regula¨r und Y nr hat Kodimension 1 in Xnr. Da
X ′ → Xnr bei Y rein verzweigt ist, ist Y ′ → Y nr ein Isomorphismus und daher
ist Y nr irreduzibel. Aus absoluter kohomologischer Reinheit 1.41 erhalten wir
das kommutative Diagramm
H iY (X,Z/nZ)

H i−2(Y,Z/nZ(−1))∼oo
α

H iY nr(X
nr,Z/nZ)

H i−2(Y ′,Z/nZ(−1))∼oo
β

H iY ′(X
′,Z/nZ) H i−2(Y ′,Z/nZ(−1)),∼oo
wobei α nach 1.43 die von Y ′ = Y nr → Y induzierte Abbildung und β die
Multiplikation mit eY ′/Y nr = eY ′/Y ist. 2
Folgerung 1.45 Es sei X ein regula¨res Schema, V
i−→ X ein regula¨res ab-
geschlossenes Unterschema von reiner Kodimension d in X und W
j−→ V ein
regula¨res abgeschlossenes Unterschema von reiner Kodimension d′ in V . Dann
gibt es fu¨r jedes i ∈ N einen Isomorphismus
H iW (X,Z/nZ)→ H i−2dW (V,Z/nZ(−d))
fu¨r jedes auf X invertierbare n ∈ N. Dieser induziert einen Isomorphismus
zwischen der exakten Folge aus 1.31 mit Koeffizienten in Z/nZ und der um −2d
verschobenen Ausschneidungsfolge fu¨r W ⊂ V mit Koeffizienten in Z/nZ(−d).
Wir erhalten also ein kommutatives Diagramm
H iV (X,Z/nZ) → H iV−W (X −W,Z/nZ) → H i+1W (X,Z/nZ)
↓ ↓ ↓
H i−2d(V,Z/nZ(−d))→H i−2d(V −W,Z/nZ(−d))→H i−2d+1W (V,Z/nZ(−d))
Beweis: Wir haben Isomorphismen
H iW (X,Z/nZ)
∼−→ H i−2d−2d′(W,Z/nZ(−d− d′)) ∼←− H i−2dW (V,Z/nZ(−d)).
die von den Spektralfolgen
Hp(W,Rq(i ◦ j)!Z/nZ)⇒ Hp+qW (X,Z/nZ)
und
Hp(W,Rq(j)!Z/nZ(−d))⇒ Hp+qW (V,Z/nZ(−d))
kommen. Fu¨r Rq(i ◦ j)!Z/nZ haben wir die Spektralfolge
Rpj!Rqi!Z/nZ⇒ Rp+q(i ◦ j)!Z/nZ
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und wegen absoluter kohomologischer Reinheit 1.41 ist Rqi!Z/nZ = Z/nZ(−d)
falls q = 2d und = 0 falls q 6= 2d. Wir erhalten so das obige kommutative Dia-
gramm exakter Folgen. 2
Wir wollen nun die Kohomologie einer Kette von P1k (Definition 1.23)untersuchen.
Dies ist fu¨r diese Arbeit interessant, da die Singularita¨ten die bei zahmen U¨ber-
lagerungen von semi-stabilen gefaserten Fla¨chen entstehen, in jeder Desingula-
risierung zu einer Kette von P1k aufgeblasen werden.
Lemma 1.46 Es sei k ein algebraisch abgeschlossener Ko¨rper, l eine Primzahl
ungleich char(k) und X eine Kette von P1k (Definition 1.23). Es sei {p1, . . . , pr}
eine nicht-leere Menge von abgeschlossenen Punkte von X, die die singula¨ren
Punkte umfasst. Es seien E1, . . . , Em die Zusammenhangskomponenten von
X−{p1, . . . , pr}. Dann gilt fu¨r die freien Z/nZ-Moduln
⊕m
i=1H
1(Ei,Z/nZ(−1))
und
⊕r
i=1H
0(pi,Z/nZ(−2)), dass
rkZ/nZ(
m⊕
i=1
H1(Ei,Z/nZ(−1)) = rkZ/nZ
r⊕
i=1
H0(pi,Z/nZ(−2)− 1 = r − 1.
Beweis: Da in den Punkten p1, . . . , pr die singula¨ren Punkte von X enthalten
sind, ist jedes Ei 6= P1k und somit ist
rkZ/nZH
1(Ei,Z/nZ(−1)) = ](P1k − Ei)− 1.
Ist r = m − 1, sind p1, . . . , pr genau die singula¨ren Punkte von X, so gilt fu¨r
die beiden a¨ußeren irreduziblen Komponenten Ei0 und Ei1 von X−{p1, . . . , pr}
jeweils
H1(Ei0 ,Z/nZ(−1)) = 0 = H1(Ei1 ,Z/nZ(−1))
und fu¨r alle anderen Komponenten E gilt
rkZ/nZH
1(E,Z/nZ(−1) = 1,
also
rkZ/nZ(
m⊕
i=1
H1(Ei,Z/nZ(−1)) = m− 2 = r − 1.
Wir nehmen nun an, wir ha¨tten die Behauptung schon fu¨r ein r ∈ N gezeigt und
wollen sie nun fu¨r r + 1 zeigen. Wir bezeichnen die irreduziblen Komponenten
von X−{p1, . . . , pr} mit Ti und die von X−{p1, . . . , pr+1} mit Ei und nehmen
an, dass Ei ⊆ Ti fu¨r jedes i. Wir ko¨nnen ohne Einschra¨nkung annehmen, dass
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pr+1 ∈ T1 ist, und haben
rkZ/nZ
m⊕
i=1
H1(Ei,Z/nZ(−1)) =
m∑
i=1
rkZ/nZH
1(Ei,Z/nZ(−1)) =
= rkZ/nZH
1(E1,Z/nZ(−1)) +
m∑
i=2
rkZ/nZH
1(Ti,Z/nZ(−1)) =
= rkZ/nZH
1(T1,Z/nZ(−1)) + 1 +
m∑
i=2
rkZ/nZH
1(Ti,Z/nZ(−1)) =
=
m∑
i=1
rkZ/nZH
1(Ti,Z/nZ(−1)) + 1
= r + 1− 1.
2
1.5 E´tale Homotopietheorie und die K(pi, 1)-Eigenschaft
In diesem Kapitel wird die Verbindung dieser Arbeit zur e´talen Homotopietheo-
rie dargestellt. Zentrale Aussage ist die Einfu¨hrung der K(pi, 1)-Eigenschaft und
die Umformulierung derselben in die Sprache der e´talen Kohomologie, wie in
[AM] dargestellt, in [Fr] verfeinert und in [Sch1] verwendet. Des weiteren geben
wir eine direkte Folgerung fu¨r eine glatte gefaserte Fla¨che u¨ber der maximal
unverzweigten Erweiterung eines p-adischen Zahlringes der in [Fr] bewiesenen
exakten Homotopiegruppenfolge einer geometrischen Faserung an.
Definition 1.47 [AM, Definition 3.1] Eine volle Unterkategorie C der Kate-
gorie der Gruppen nennen wir eine vollsta¨ndige Klasse, falls
(i) Es gilt 0 ∈ C.
(ii) Ist G ∈ C, so ist auch jede Untergruppe U von G in C.
(iii) Ist 0→ G′ → G→ G′′ → 0, so ist genau dann G ∈ C, falls G′, G′′ ∈ C.
(iv) Sind G,H ∈ C, so ist auch ∏h∈H G ∈ C.
Die beiden Beispiele fu¨r vollsta¨ndige Klassen, die wir benutzen werden sind:
• Die Kategorie E aller endlichen Gruppen.
• Fu¨r eine Menge von Primzahlen S die Kategorie E(S) aller endlichen
Gruppen, deren Ordnung nur von Primzahlen p ∈ S geteilt wird.
• Ist S = {l} fu¨r eine Primzahl l, so schreiben wir auch E(l) fu¨r die Kate-
gorie aller endlichen l-Gruppen.
Fu¨r eine Gruppe G und eine vollsta¨ndige Klasse C bezeichnet G(C) die C-
Vervollsta¨ndigung von G. Statt G(E(S)) schreiben wir einfach G(S) und statt
G(E(l)) auch G(l).
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Bezeichnung 1.48 Es sei C eine vollsta¨ndige Klasse endlicher Gruppen. Fu¨r
eine Gruppe G und einen G-Modul M sagen wir, dass M ein C-torsions G-
Modul ist, falls M aufgefasst als Gruppe in C liegt.
Konvention 1.49 In diesem Kapitel bezeichnet C immer eine vollsta¨ndige
Klasse von endlichen Gruppen.
Fu¨r ein zusammenha¨ngendes Schema X werden in [AM] der e´tale Homotopietyp
Xet von X, die C-Vervollsta¨ndigung X
C
et des e´talen Homotopietyps von X,
sowie fu¨r eine Gruppe G und eine natu¨rliche Zahl n (G abelsch falls n > 1) der
Eilenberg-MacLane Raum K(G,n) eingefu¨hrt. Wir benutzen im folgenden die
Bezeichnungen
• X(S)et := XE(S)et und
• X(l)et := XE(l)et .
Wir sagen, dass X ′ → X eine (pro-)C-U¨berlagerung ist, wenn X ′ → X galoissch
ist, und AutX(X
′) eine (pro-)C Gruppe ist. Wir bezeichnen die maximale pro-
C-U¨berlagerung von X mit X˜(C), beziehungsweise X˜(S), falls C = E(S) und
X˜(l), falls C = E(l). Dabei gilt, dass die Projektion X˜(C) → X galoissch ist
mit Gruppe pi1(X, x¯)(C) fu¨r jeden geometrischen Punkt x¯ von X ([AM, 3.7]).
Jeder diskrete C-torsions pi1(X, x¯)(C)-Modul M definiert eine lokal kon-
stante Garbe M auf X. Aus der Hochschild-Serre-Spektralfolge erhalten wir
Morphismen
φM,i : H
i(pi1(X, x¯)(C),M)→ H i(X,M).
Fu¨r i = 0, 1 ist φM,i ein Isomorphismus und fu¨r i = 2 injektiv.
Satz 1.50 [AM, Theorem 4.3] Die folgenden Bedingungen fu¨r ein zusammenha¨ngen-
des Schema X sind a¨quivalent.
(i) Die klassifizierende Abbildung XCet → K(pi1(X, x¯)(C), 1) ist eine schwache
A¨quivalenz.
(ii) pii(X
C
et , x¯) = 0 fu¨r jedes i ≥ 2.
(iii) H i(X˜(C),M) = 0 fu¨r jedes i ≥ 1 und jedes M ∈ C.
(iv) φM,i : H
i(pi1(X, x¯)(C),M) → H i(X,M) ist ein Isomorphismus fu¨r jedes
i ≥ 0 und jeden diskreten C-torsions pi1(X, x¯)(C)-Modul M .
(v) Fu¨r jede e´tale C-U¨berlagerung X ′ von X ist φM,i,X′ : H i(pi1(X ′x¯)(C),M)→
H i(X ′,M) ein Isomorphismus fu¨r jedes i ≥ 0 und jedes M ∈ C aufgefasst
als trivialer pi1(X
′x¯)(C)-Modul.
Ist C = E(l) fu¨r eine Primzahl l, so sind die obigen Eigenschaften nach [Sch1]
auch a¨quivalent zu
(vi) φZ/lZ,i : H
i(pi1(X, x¯)(C),Z/lZ)→ H i(X,Z/lZ) ist ein Isomorphismus fu¨r
jedes i ≥ 0, wobei Z/lZ als trivialer pi1(X, x¯)(l)-Modul aufgefasst wird.
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Definition 1.51 Wir sagen, dass ein zusammenha¨ngendes Schema X ein K(pi, 1)
fu¨r C ist, wenn X die a¨quivalenten Bedingungen des Satzes 1.50 erfu¨llt. Ist
C = E(l) oder C = E(S) fu¨r eine Primzahl l oder eine Menge von Primzahlen
S, so sagen wir auch das X ein K(pi, 1) fu¨r l beziehungsweise fu¨r S ist.
Lemma 1.52 Es sei X ein zusammenha¨ngendes Schema mit H i(X,Z/lZ) = 0
fu¨r i ≥ 2. Dann ist X ein K(pi, 1) fu¨r l.
Beweis: Da H2(pi1(X, x¯)(l),Z/lZ) injektiv in H2(X,Z/lZ) = 0 liegt, ist
H2(pi1(X, x¯)(l),Z/lZ) = 0
und die pro-l-Gruppe pi1(X, x¯)(l) somit eine freie pro-l-Gruppe. Also ist
H i(pi1(X, x¯)(l),Z/lZ) = 0 = H i(X,Z/lZ)
fu¨r jedes i ∈ N. Dies zeigt, dass X ein K(pi, 1) fu¨r l ist. 2
Ist X → Y ein glatter eigentlicher Morphismus normaler Schemata mit zusam-
menha¨ngender geometrischer Faser Xy¯, so ist die Folge
pi1(Xy¯, y¯)→ pi1(X, y¯)→ pi1(Y, y¯)→ 1
exakt ([SGA1, Corolaire X.1.4]. Vervollsta¨ndigt man Xet und Yet nach der Men-
ge S aller Primzahlen ungleich den Restklassenko¨rpercharakteristiken von Y
und gilt fu¨r Y
(S)
et , dass pi1(Y
(S)
et , y¯) = 0, so setzt sich obige Folge zu einer langen
exakten Homotopiegruppenfolge
pii((Xy¯)
(S)
et , y¯)→ pii(X(S)et , y¯)→ pii(Y (S)et , y¯)→ pii−1((Xy¯)(S)et , y¯)
fort ([Fr, Theorem 11.5]). Die Forderung, dass X → Y ein glatter eigentlicher
Morphismus ist, la¨sst sich noch folgendermaßen abschwa¨chen.
Definition 1.53 [Fr, 11.4] Einen Schemamorphismus f : X → Y nennen wir
eine spezielle geometrische Faserung, falls f die Einschra¨nkung eines eigentli-
chen glatten Morphismus f¯ : X¯ → Y auf X = X¯ − T ist, wobei T ein abge-
schlossenes Unterschema von X¯ ist, das die Vereinigung abgeschlossener Un-
terschemata Ti von reiner Kodimension ci ist, so dass jeder nicht leere Schnitt
Ti1 ∩ . . . ∩ Tin glatt u¨ber Y und von reiner Kodimension ci1 + . . .+ cin ist.
Wir nennen f : X → Y eine geometrische Faserung, wenn Y eine offe-
ne U¨berdeckung {Yi}i∈I hat, so dass f |f−1(Vj) : f−1(Vj) → Vj eine spezielle
geometrische Faserung ist.
In [Fr] wird das folgende Theorem bewiesen fu¨r den Fall, dass S die Menge
der zu den Restklassenko¨rpercharakteristiken von Y teilerfremden Primzahlen
ist, formuliert, aber fu¨r jede Menge von Primzahlen, die keine der Restklas-
senko¨rpercharakteristiken von Y entha¨lt, bewiesen.
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Theorem 1.54 [Fr, Theorem 11.5] Es sei f : X → Y eine geometrische
Faserung noetherscher normaler Schemata mit zusammenha¨ngender geometri-
scher Faser Xy und {Y (i)}i∈I das pro-Objekt, das aus einer Isomorphismus-
Klasse fu¨r jede e´tale Galoisu¨berlagerung Y (i) → Y von Y besteht. Wir setzen
X(i) := X ×Y Y (i). Dann haben wir eine exakte Folge von Homotopiegruppen
pin(X
(S)
y , x¯y)→ pin({X(i)(S)}, x¯(i))→ pin({Y (i)}(S), y¯(i))→ pin−1(X(S)y , x¯y)
wobei S eine Menge von zu den Restklassenko¨rpercharakteristiken von Y teiler-
fremden Primzahlen ist.
Auf eine glatte gefaserte Fla¨che X→ Onrk angewendet erhalten wir die
Folgerung 1.55 Es sei U ein offenes Unterschema einer glatten gefaserten
Fla¨che X→ Onrk u¨ber der maximalen unverzweigten Erweiterung Onrk des Rings
der ganzen Zahlen Ok eines p-adischen Zahlko¨rpers k. Ist U = X vom Geschlecht
g ≥ 2 oder V := X − U eine nicht-leere disjunkte Vereinigung horizontaler
Divisoren, die glatt u¨ber Onrk sind, so ist U ein K(pi, 1) fu¨r S = {l Primzahl |
l 6= p}.
Beweis: In beiden Fa¨llen ist U → Ok eine spezielle geometrische Faserung,
und das pro-Schema {Onrk i}i∈I , bestehend aus den Isomorphieklassen der e´talen
U¨berlagerungen von Onrk , besteht nur aus dem einen Element Onrk . Wir erhalten
die exakte Folge
. . .→ pin(U(S)s¯ , x¯s¯)→ pin(U(S), x¯)→ pin(Onrk (S), s¯)→ pin−1(U(S)s , x¯s¯)→ . . .
Ist U = X, oder V die nicht-leere disjunkte Vereinigung horizontaler regula¨rer
Divisoren, so ist Us¯ ein K(pi, 1) fu¨r S. Auch Onrk ist ein K(pi, 1) fu¨r S und somit
sind pin(U
(S)
s¯ , x¯s¯) und pin(Onrk (S), s¯) beide gleich Null fu¨r n ≥ 2. Also ist auch
pin(U×Ok Onrk (S), x¯) = 0 fu¨r n ≥ 2 und somit U ein K(pi, 1) fu¨r S. 2
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2 E´tale Kohomologie und U¨berlagerungen gefaser-
ter Fla¨chen
In diesem Kapitel befindet sich der Beweis der Hauptsatz (Theorem 2.34) dieser
Arbeit. Es ist in drei Teile gegliedert. Im ersten Teil wird die Kohomologie
einer offenen Teilmenge einer gefaserten Fla¨che in Termen des abgeschlossenen
Komplements berechnet, im zweiten Teil werden Wurzelu¨berlagerungen von
gefaserten Fla¨chen konstruiert und das Verzweigungsverhalten der Divisoren
beschrieben und im dritten Teil der Hauptsatz bewiesen.
2.1 E´tale Kohomologie gefaserter Fla¨chen
Es wird die Kohomologie einer offenen Teilmenge einer gefaserten Fla¨che in
Termen der im abgeschlossenen Komplement enthaltenen Divisoren beschrieben
und eine erste Folgerung angegeben, na¨mlich, dass jeder Punkt einer gefaserten
Fla¨che u¨ber einem p-adischen Zahlring, der fu¨r eine Primzahl l 6= p die l-ten
Einheitswurzeln entha¨lt, eine offene Umgebung besitzt, die ein K(pi, 1) fu¨r l ist.
In diesem Kapitel sei S eine Menge von Primzahlen, p eine Primzahl mit
p 6∈ S, X eine gefaserte Fla¨che u¨ber dem Bewertungsring O der maximal un-
verzweigten S-Erweiterung k eines p-adischen Zahlko¨rpers (daher ist der Rest-
klassenko¨rper F von O die maximale S Erweiterung eines endlichen Ko¨rpers),
U ⊂ X ein offenes Unterschema von X, V := X−U das abgeschlossene Komple-
ment von U und P ∈ X ein abgeschlossener Punkt, so dass
• P ∈ U,
• X− {P} regula¨r ist und
• Vs normale U¨berkreuzungen in X hat.
Wir wollen im folgenden die e´tale Kohomologie von U mit Werten in der kon-
stanten Garbe Z/nZ fu¨r ein n ∈ N(S) bestimmen und benutzen dazu sukzessive
die Ausschneidungsfolge (1.30) und absolute Kohomologische Reinheit (1.41).
Wir betrachten die abgeschlossene Teilmenge Vs als Vereinigung abgeschlos-
sener Punkte mit abgeschlossenen Punkten der generischen Faser und regula¨ren
horizontalen Divisoren, also Vs = {q1, . . . qk}
.∪ {Q1, . . . Qm}
.∪ D1
.∪ . . . .∪ Dr,
wobei
• die Qi abgeschlossene Punkte der generischen Faser Xη sind,
• die qi abgeschlossene Punkte von X sind und alle singula¨ren Punkte von
Vs, sowie alle Spezialisierungen der Qi umfassen und
• Di irreduzible horizontale Divisoren von X − {q1, . . . , qk} sind, also irre-
duzible Komponenten von (X− {q1, . . . , qk})s.
Wir fixieren ein n ∈ N(S) und benutzen, da wir immer Kohomologie mit Ko-
effizienten in Z/nZ, oder Z/nZ(−i) betrachten, im folgenden fu¨r jedes Schema
X, jedes abgeschlossene Unterschema D ⊂ X und jedes j ∈ Z die folgende
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Notation 2.1
H i(X) := H i(X,Z/nZ)
H i(X)(j) := H i(X,Z/nZ(j))
H iD(X) := H
i
D(X,Z/nZ)
Wir wollen zuerst H i(X) bestimmen. Wegen der Spezialisierungsabbildung
(1.34) haben wir einen Isomorphismus
Hr(X) ' Hr(Xs),
und bestimmen daher zuerst die e´tale Kohomologie der eventuell singula¨ren
Kurve Xs u¨ber der maximalen S-Erweiterung eines endlichen Ko¨rpers.
Lemma 2.2 Es sei C eine zusammenha¨ngende projektive Kurve u¨ber der ma-
ximalen S-Erweiterung F eines endlichen Ko¨rpers der Charakteristik p, Creg
das offene Unterschema der regula¨ren Punkte und Csing := C − Creg. Dann
haben wir die exakte Folge
0 → H2(Creg,Z/nZ(1))ˇ → H0(C) →
⊕
x∈Csing H
0(x) →
→ H1(Creg,Z/nZ(1))∨ → H1(C) → 0
und den Isomorphismus
H0(Creg,Z/nZ(1))∨ = H2(C).
Beweis: Da C eine projektive Kurve ist, ist Hr(C) = Hrc (C). Da Csing end-
lich ist, ist Csing insbesondere projektiv u¨ber F und somit ist Hrc (Csing) =⊕
x∈Csing H
r(x). Aus 1.37 haben wir die exakte Folge
Hrc (Creg)→ Hr(C)→ Hrc (Csing)→ Hr+1c (Creg).
Da C eine Kurve u¨ber F ist, ist H i(x) = 0 fu¨r jedes i 6= 0 und jeden abgeschlos-
senen Punkt x aus C, da jede endliche Erweiterung von F keine nicht-triviale
S-Erweiterung besitzt. Obige Folge ist somit
0 → H0c (Creg) → H0(C) →
⊕
x∈Csing H
0(x) →
→ H1c (Creg) → H1(C) → 0
und
H2c (Creg) = H
2(C).
Durch Poincare´ Dualita¨t 1.38 erhalten wir
H0c (Creg) = Ext
2
Creg(Z/nZ,Z/nZ(1))
∨ = H2(Creg,Z/nZ(1))∨,
H1c (Creg) = H
1(Creg,Z/nZ(1))∨ und
H2c (Creg) = H
0(Creg,Z/nZ(1))∨.
Daraus folgt die Behauptung. 2
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Bemerkung 2.3 Das Unterschema Creg besteht aus einer Zusammenhangs-
komponente fu¨r jede irreduzible Komponente von C und wir erhalten einen
Isomorphismus zwischen H2(C) und
⊕
T H
0(T,Z/nZ(1))∨, wobei T die irre-
duziblen Komponenten von C durchla¨uft.
Um nun die Kohomologie von U zu berechnen, bestimmen wir die Kohomolo-
giegruppen mit Tra¨ger in qi, Qi und Di.
Lemma 2.4 Wir haben
(i) Hrqi(X) =
{
0, falls r 6= 4
Hr(qi)(−2), falls r = 4.
(ii) HrQi(X− {q1, . . . , qk}) =

0, falls r 6= 2, 3
H0(Qi)(−1), falls r = 2
H1(Qi)(−1), falls r = 3
(iii) HrDi(X− {q1, . . . , qk}) =

0, falls r 6= 2, 3, 4
H0(Di)(−1), falls r = 2
H1(Di)(−1), falls r = 3
H2(Di)(−1), falls r = 4,
wobei H2(Di)(−1) = 0 falls DiX ∩ {q1, . . . , qk} 6= ∅.
Beweis: Da P 6∈ V, sind die Kohomologiegruppen HrV ′(X) mit Tra¨ger V ′ ⊆
V nach 1.32 isomorph zu HrV ′(X − {P}). Ist V ′ ein regula¨res abgeschlossenes
Unterschema von reiner Kodimension des regula¨ren Schemas X−{P}, so ko¨nnen
wir absolute kohomologische Reinheit (1.41) verwenden und erhalten:
(i) Fu¨r {qi} ⊂ X (eigentlich {qi} ⊂ X− {P}):
Hrqi(X) =
{
0, falls r 6= 4
H0(qi)(−2), falls r = 4,
da k(qi) eine endliche Erweiterung von F ist und somit Hr(qi)(−2) = 0 fu¨r
i > 0.
(ii) Fu¨r {Qi} ⊂ X− {q1, . . . , qk, P}:
HrQi(X− {q1, . . . , qk}) =

0, falls r 6= 2, 3
H0(Qi)(−1), falls r = 2
H1(Qi)(−1), falls r = 3,
da k(Qi) eine endliche Erweiterung von k ist und somit keine nicht trivialen
unverzweigten Erweiterungen besitzt, also Hr(Qi)(−1) = 0 fu¨r r ≥ 2.
(iii) Fu¨r Di ⊂ X− {q1, . . . , qn, P}:
Da {q1, . . . , qk} alle singula¨ren Punkte von Vs entha¨lt, ist Di ein regula¨res
Schema und wegen absoluter kohomologischer Reinheit fu¨rDi ⊂ X−{q1, . . . , qk, P}
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erhalten wir
HrDi(X− {q1, . . . , qk}) =

0, falls r 6= 2, 3, 4
H0(Di)(−1), falls r = 2
H1(Di)(−1), falls r = 3
H2(Di)(−1), falls r = 4,
da Di eine Kurve u¨ber der maximalen S-Erweiterung eines Ko¨rpers ist und
somit Hr(Di)(−1) = 0 fu¨r r ≥ 3 gilt. Ist DiX ∩ {q1, . . . , qk} 6= ∅ so ist Di eine
regula¨re nicht projektive Kurve u¨ber einem algebraisch abgeschlossenen Ko¨rper
und somit affin, was H2(Di)(−1) = 0 impliziert. 2
Folgerung 2.5 Fu¨r einen abgeschlossenen Punkt Q ∈ Xη und die zugeho¨rige
Spezialisierung q mit qi 6= P ist
Hr{Q,q}(X) =
{
H0(Q)(−1), falls r = 2,
0, sonst.
.
Beweis: Wir betrachten die exakte Folge
Hrq (X)→ Hr{Q,q}(X)→ HrQ(X− {q})→ Hr+1q (X)
aus 1.31 fu¨r {q} ⊂ {Q, q} ⊂ X und erhalten, da Hrq (X) = 0 fu¨r r 6= 4 und
HrQ(X− {q}) = 0 fu¨r r 6= 2, 3, den Isomorphismus
H2{Q,q}(X)
∼−→ H2Q(X− {q})
und die exakte Folge
0→ H3{Q,q}(X)→ H3Q(X− {q})→ H4q (X)→ H4{Q,q}(X)→ 0.
Dabei ist die Abbildung H3Q(X− {q})→ H4q (X) durch den 2-Twist der Bewer-
tungsabbildung
k(Q)×/k(Q)×n
x7→v(x) // Z/nZ = H0(q)
gegeben und ist damit surjektiv. Da H3Q(X− {q}) und H4q (X) dieselbe Anzahl
von Elementen haben, ist H3Q(X − {q}) → H4q (X) also ein Isomorphismus und
Hr{Q,q}(X) = 0 fu¨r r 6= 2. 2
Lemma 2.6 Wir haben die exakte Folge
0→ H1(X)→ H1(U)→
(
m⊕
i=1
H0(Qi)(−1)⊕
r⊕
i=1
H0(Di)(−1)
)
→
→ H2(X)→ H2(U)→
(
m⊕
i=1
H1(Qi)(−1)⊕
r⊕
i=1
H1(Di)(−1)
)
→
→
(
n⊕
i=1
H0(qi)(−2)
)
→ H3(U)→
(
r⊕
i=1
H2(Di)(−1)
)
→ 0
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und Hr(U) = 0 fu¨r r ≥ 4.
Beweis: Wir betrachten die Ausschneidungsfolge fu¨r {q1, . . . , qk} ⊂ X und
erhalten, da H3(X) = 0 und Hjqi(X) = H
j−4(qi)(−2), die Isomorphismen
Hj(X− {q1, . . . , qk}) =

Hj(X), falls j = 0, 1, 2⊕k
i=1H
0(qi)(−2), falls j = 3
0, sonst.
Nun betrachten wir die Ausschneidungsfolge fu¨r die disjunkten, regula¨ren Un-
terschemata Qi und Di von reiner Kodimension 1 in X − {q1, . . . , qk} und er-
halten die Behauptung. 2
Wir sehen, dass H3(U) genau dann trivial ist, wenn Di ∩ {q1, . . . , qk} 6= ∅ fu¨r
alle i = 1, . . . , r, also H2(Di)(−1) = 0 gilt, und
m⊕
i=1
H1(Qi)(−1)⊕
r⊕
i=1
H1(Di)(−1)→
n⊕
i=1
H0(qi)(−2)
surjektiv ist. Das na¨chste Lemma gibt ein hinreichendes Kriterium hierfu¨r.
Lemma 2.7 Ist in jeder Zusammenhangskomponente von Vs mindestens ein
qi enthalten, dass Spezialisierung eines Qj ist, so ist H
3(U) = 0.
Beweis: Ist qi eine Spezialisierung von Qj , so ist
H1(Qj)(−1)→ H0(qi)(−2)
der 2-Twist des Morphismus
k(Qj)
×/(k(Qj)×)n
vQj−→ Z/nZ
und somit surjektiv. Wir setzen I := {i ∈ N | qi ist Spezialisierung eines Qj}
und betrachten wir die Ausschneidungsfolgen fu¨r {qi | i ∈ I} ⊂ X und {Q1, . . . , Qm} ⊂
X− {qi | i ∈ I}. Wir erhalten
m⊕
i=1
H1(Qi)(−1)
(vQi )−→
⊕
i∈I
H0(qi)(−2)→ H3(X− {Q1, . . . , Qn})→ 0,
und sehen H3(X− {Q1, . . . , Qn}) = 0, da (vQi) surjektiv ist .
In Vs − {qi | i ∈ I} haben alle Zusammenhangskomponenten Dimension 1.
Es sei E =
⋃r1
i=1Ei eine Zusammenhangskomponente der Dimension 1 von Vs
mit den irreduziblen Komponenten E1, . . . Er1 . Nach Voraussetzung finden wir
ein i ∈ I, so dass qi ∈ Ej fu¨r ein 1 ≤ j ≤ r1. Wir nehmen ohne Einschra¨nkung
an, dass j = 1, und setzen E′1 := E1 − {qi | i ∈ I}. Da E′1 eine affine Kurve ist,
zeigt absolute kohomologische Reinheit (1.41), dass fu¨r j ≥ 4:
Hj
E′1
(X− {qi | i ∈ I}) = Hj−2(E′1)(−1) = 0.
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Betrachtet man die Ausschneidungsfolge fu¨r E′1 ⊂ X−{qi | i ∈ I}, so sieht man
H3(X − ({qi | i ∈ I} ∪ E1)) = 0. Fu¨r jede irreduzible Komponente Ej , die E1
schneidet, gilt ebenfalls, dass E′j := Ej− ({qi | i ∈ I}∪E1) eine affine Kurve ist
und somit H3(X−({qi | i ∈ I}∪E1∪Ej)) = 0. Als na¨chstes werden dann die Ek
entfernt, die mit den schon entfernten Ei einen Schnittpunkt haben. Dies setzt
man fort, bis man ganz E herausgenommen hat. Auf diese Art und Weise sieht
man, dass H3(X− ({qi | i ∈ I}∪E)) = 0 ist. Wendet man dieses Argument auf
die anderen Zusammenhangskomponenten an, so erha¨lt man die Behauptung. 2
Lemma 2.8 Fu¨r jeden Punkt P einer geometrisch zusammenha¨ngenden nor-
malen gefaserten Fla¨che X u¨ber Ok fu¨r einen p-adischen Zahlko¨rper k mit X−P
regula¨r gibt es eine Umgebung U von P , so dass U ein K(pi, 1) fu¨r jede Primzahl
l 6= p ist.
Beweis: Wir fixieren eine Primzahl l 6= p. Es sei k der maximale p-adische
Zahlko¨rper, so dass X u¨ber Ok definiert ist und kl die maximale unverzweigte l-
Erweiterung von k. Da SpecOkl → SpecOk eine unverzweigte l-Erweiterung ist,
genu¨gt es zu zeigen, dass XO
kl
ein K(pi, 1) fu¨r l ist. Im folgenden ist X = XO
Kl
.
Es seien T1, . . . , Tr die irreduziblen Komponenten von Xs und Q1, . . . , Qr
abgeschlossene Punkte von Xη, so dass {Qi}X ∩ Xsreg = {qi} fu¨r einen abge-
schlossenen Punkt qi in Ti. Insbesondere ist
{Qi}X ∩ Ti = {qi}
und
{Qi}X ∩ Tj = ∅
fu¨r j 6= i. Wir setzen U := X − {Q1, q1, . . . , Qk, qk} und wollen zeigen, dass
Hr(U,Z/lZ) = 0 fu¨r r ≥ 2 ist und berechnen hierzu zuerst Hr{Qi,qi}(X,Z/lZ).
Dazu betrachten wir die Folge aus 1.31 fu¨r {qi} ⊂ {Qi, qi}:
0 // H2{Qi,qi}(X,Z/lZ)
// H2Qi(X− {qi},Z/lZ) // 0
0 // H3{Qi,qi}(X,Z/lZ)
// H3Qi(X− {qi},Z/lZ) // H4qi(X,Z/lZ) // 0
und sehen, dass Hr =
{
HrQi(X− {qi},Z/lZ), falls r = 2,
0, sonst.
Da jede irreduzible Komponente von Us nicht projektiv ist, ist Us eine affine
Kurve und H2(Us,Z/lZ) = 0. Vergleichen wir die Ausschneidungsfolge von
{Q1, q1, . . . , Qk, qk} ⊂ X mit der von {q1, . . . , qk} ⊂ Xs, so erhalten wir das
kommutative Diagramm
0 //
⊕n
i=1H
2
{Qi,qi}(X,Z/lZ)
//

H2(X,Z/lZ) //

H2(U,Z/lZ) //

0
0 //
⊕n
i=1H
2
qi(Xs,Z/lZ) // H
2(Xs,Z/lZ) // 0.
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Da
H2(X,Z/lZ) ∼ // H2(Xs,Z/lZ)
und
H2(Xs,Z/lZ)
∼ //⊕n
i=1H
2
{qi}(Xs,Z/lZ)
Isomorphismen sind, und
rkZ/lZ
(
n⊕
i=1
H2{Qi,qi}(X,Z/lZ)
)
= rkZ /lZ
(
n⊕
i=1
H2{qi}(Xs,Z/lZ)
)
,
ist auch ⊕n
i=1H
2
{Qi,qi}(X,Z/lZ)
∼ // H2(X,Z/lZ)
ein Isomorphismus und H2(U,Z/lZ) = 0. Dies zeigt Hr(U,Z/lZ) = 0 fu¨r r ≥ 2
und somit, dass U ein K(pi, 1) fu¨r l ist. 2
2.2 Konstruktion von U¨berlagerungen
Auch fu¨r dieses Kapitel fixieren wir eine Primzahl p und eine Primzahlmenge S
mit p 6∈ S, sowie eine normale gefaserte Fla¨che X einen Punkt P ∈ X und eine
offene Umgebung W von P . Wir wollen uns mit den folgenden beiden Fragen
bescha¨ftigen:
(i) Finden wir eine offene Umgebung U ⊂ W von P , so dass wir fu¨r jedes
n ∈ N(S) S-U¨berlagerungen Xn → X haben, fu¨r die gilt, dass fu¨r jeden
Divisor D von X mit D∩U = ∅ und jeden Divisor Dn von Xn mit Dn 7→ D
gilt, dass der Verzweigungsindex eDn/D von n geteilt wird?
(ii) Finden wir eine offene Umgebung U ⊂ W von P , so dass wir fu¨r jedes
n ∈ N(S) U¨berlagerungen fn : Xn → X haben, fu¨r die gilt, dass fu¨r jeden
Punkt Q ∈ X−U und jeden Punkt Qn ∈ f−1n (Q) der Grad der Erweiterung
k(Qi)/k(Q) von n geteilt wird?
Diese beiden Fragen ha¨ngen mit der Eigenschaft ein K(pi, 1) fu¨r eine Primzahl-
menge S, mit p 6∈ S, zu sein, folgendermaßen zusammen: Fu¨r eine Erweiterung
Xn → X, und einen Divisor D,Dn wie oben gilt, dass die induzierte Abbildung
HrD(X,Z/nZ)→ HrDn(Xn,Z/nZ) die Nullabbildung ist.
Im folgenden bezeichnet X eine normale gefaserte Fla¨che u¨ber dem Ring
der ganzen Zahlen Ok eines p-adischen Zahlringes. Den Quotientenko¨rper von
O bezeichnen wir mit k und den Funktionenko¨rper von X mit K. Außerdem
fixieren wir einen algebraischen Abschluss K¯ von K, und fassen alle endlichen
Erweiterungen von K immer als Teilerweiterungen von K¯ auf.
Wir wiederholen kurz die Notationskonventionen aus 1.9:
• XL: Normalisierung von X in L,
• Xds: Minimale Desingularisierung von X,
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• Xds,L Normalisierung von Xds in L und
• XL,ds minimale Desingularisierung von XL.
Wir haben die folgenden Morphismen:
XL,ds // Xds,L //

XL

Xds // X
Wir wollen uns zuna¨chst mit der ersten Frage bescha¨ftigen. Dazu erinnern wir
an den
Satz 2.9 [Liu, Proposition 3.3.36] Fu¨r ein quasi-projektives Schema X u¨ber
einem Ring A und eine endliche Menge F von Punkten von X, gibt es immer
ein affines offenes Unterschema W von X mit F ⊂W .
Diesen Satz wollen wir ausnutzen um das gesuchte offene Unterschema U und
die U¨berlagerungen Xn im folgenden Lemma zu konstruieren.
Lemma 2.10 Es sei X eine normale gefaserte Fla¨che, P ∈ X ein Punkt und
W eine offene Umgebung von P . Dann gibt es eine offene Umgebung U ⊂ W
von P und fu¨r jedes n ∈ N(S) eine U¨berlagerung fn : Xn → X, so dass
• fn|Un : Un → U e´tale ist (Un := f−1n (U)),
• fu¨r jeden Divisor D von X mit U∩D = ∅ und jeden Divisor Dn in X u¨ber
D der Verzweigungsindex eDn/D durch n teilbar ist.
Diese U¨berlagerungen ko¨nnen so konstruiert werden, dass es fu¨r n|m kommu-
tative Diagramme fnm : Xm //
fm $$
Xn
fn

X
gibt.
Beweis: Wir fixieren eine natu¨rliche Zahl n ∈ N(S). Wir setzen Z := X−W und
sehen, dass in Z nur endlich viele Divisoren von X enthalten sind. Die Punkte
ξ1, . . . , ξr seien die generischen Punkte der Divisoren von X, die in Z enthalten
sind.
Nach dem vorigen Lemma (2.9) finden wir eine affine offene Umgebung
SpecA von P , die die Punkte ξ1, . . . , ξr, P entha¨lt. Im folgenden benutzen wir
fu¨r die ξ1, . . . , ξr und P entsprechenden Primideale von A wieder dieselben
Buchstaben. Da W eine offene Umgebung von P ist, mit ξi 6∈W , ist das Prim-
ideal P von A nicht in einem der Primideale ξi enthalten und wir finden ein
Element x ∈ A ⊂ K(X) mit x ∈ ξi fu¨r jedes i = 1, . . . , r und x 6∈ P . Wir setzen
U := (X− supp(x))∩W . Ist D ein Divisor von X, der in V := X−U enthalten
ist, so ist D ⊆ supp(x), da jeder Divisor von W nach der Konstruktion von x
in supp(x) enthalten ist.
Es sei m ∈ N(S) beliebig. Wir setzen L := K[ m√x] und wollen nun die
Verzweigungsindizes von vi := vξi (i = 1, . . . , r) in L bestimmen.
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Gilt m - vi(x), so verzweigt vi in L, da fu¨r eine Fortsetzung wi von vi auf
L gilt, dass wi(x) =
m
ev/vi
vi( m
√
x) eine ganze Zahl ist, und somit ewi/vi 6= 1.
Man sieht auch, dass n ein Teiler von ewi/vi ist, wenn m ein Vielfaches von
n · ggT (m, vi(x)) ist. Wir setzen mn := n · S(kgV (v1(x), . . . , vr(x))), wobei
S(k) =
∏
l∈S l
vl(k) fu¨r eine natu¨rliche Zahl k. Offensichtlich ist mn ∈ N(S) und
wir haben n · ggT (m, vi(x)) | m und somit n|ew/v fu¨r jedes v ∈ {v1, . . . , vn} und
jede Fortsetzung w von v.
Ist Q ∈ X1 mit Q 6= ξi fu¨r i = 1, . . . , r, so ist vQ(x) = 0, also x ∈ O×X,Q
und fu¨r jedes m ∈ N(S) ist die Erweiterung K[ m√x]/K u¨ber Q unverzweigt,
insbesondere auch fu¨r mn.
Somit definieren die U¨berlagerungen XLn → X fu¨r Ln := K[ mn
√
x] das ge-
suchte System, wenn man die Wahl der m
√
x konsistent ha¨lt, das heißt, wenn
man fu¨r n | m die Elemente n√x und m√x in K¯ so wa¨hlt, dass n√x = m√xmn in
K¯ gilt. 2
Lemma 2.11 Es sei D ⊂ X ein vertikaler Divisor und P ∈ X ein abgeschlosse-
ner Punkt mit P 6∈ D. Dann gibt es ein f ∈ K, so dass fu¨r jedes n ∈ N(S) der
Divisor D in X[ n
√
f ]/X verzweigt vom Grad n ist und P in X[ n
√
f ] unverzweigt
ist.
Beweis: Nach 2.9 wa¨hlen wir eine affine Umgebung SpecA von P und dem
generischen Punkt ξ von D und ein f ∈ A, so dass f in dem zu ξ korrespondie-
renden Primideal pξ enthalten ist, aber nicht in dem zu P korrespondierenden
pP und nicht in p
2
ξ . Da f ∈ pξ − p2ξ , ist ξ in X[ n
√
f ]/X rein verzweigt vom Grad
n. Außerdem ist f 6∈ pP und P daher in X[ n
√
f ]/X unverzweigt. 2
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Lemma 2.12 Es sei P ein abgeschlossener Punkt von X und D1, . . . , Dn irre-
duzible Divisoren von X mit P 6∈ supp(Di) fu¨r i = 1, . . . , n. Ist X regula¨r, so
gibt es ein offenes Unterschema U ⊂ X mit
• P ∈ U,
• Di ⊂ X− U
• X− U ist Vereinigung endlich vieler Divisoren D1, . . . Dm und
• fu¨r jedes Di und jedes n ∈ N gibt es eine U¨berlagerung Xi,n → X e´tale
u¨ber U, so dass Di in Xi,n rein verzweigt vom Grad n ist.
Beweis: Wie im vorherigen Lemma wa¨hlen wir fu¨r die Divisoren D1, . . . , Dn
Elemente f1, . . . , fn ∈ K(X), so dass fi ∈ O×X,P und vDi(fi) = 1. Wir setzen
Ei := div(f) =
∑
x∈X1 vx(f). Fu¨r jedes n ∈ N setzen wir Li,n := K(X)[ n
√
fi]
und Xi,n := X
Li,n .
Fu¨r i = 1, . . . , n ist Di in Xi,n rein verzweigt vom Grad n und Xi,n → X
ist e´tale u¨ber X − Ei. Ist D ein irreduzibler Divisor mit vD(fi) = um 6= 0 mit
(u, n) = 1 und m > 0, so ist D in Xi,nm rein verzweigt vom Grad n. Somit ist
die Behauptung fu¨r U := X− (⋃ni=1 supp(Ei)) gezeigt. 2
Wir wenden uns nun der zweiten Fragestellung zu:
Finden wir eine offene Umgebung U ⊂ W von P , so dass wir fu¨r jedes
n ∈ N(S) U¨berlagerungen fn : Xn → X haben, fu¨r die gilt, dass fu¨r jeden
Punkt Q ∈ X − U und jeden Punkt Qn ∈ f−1n (Q) der Grad der Erweiterung
k(Qi)/k(Q) von n geteilt wird?
Definition 2.13 Fu¨r ein offenes Unterschema Y ⊂ X setzen wir
MnY := {f ∈ L | n|vQ(f) ∀ Q ∈ Y} und V nY = MnY /L×n.
Lemma 2.14 Fu¨r ein offenes Unterschema Y ⊂ X und abgeschlossene Kodi-
mension 1 Punkte x1, . . . , xm ∈ Y mit Y′ := Y− {x1, . . . , xm} ist die Folge
0 // V nY
// V nY′
α //
m⊕
i=1
Z/n β // Cl(Y)/n // Cl(Y′)/n // 0 (∗)
fu¨r jedes n ∈ N exakt. Hierbei bezeichnet Cl(X) die Weil-Klassengruppe eines
Schemas X und α bzw. β sind durch f 7→ (vx1(f), . . . , vxm(f)) bzw. (a1, . . . , am) 7→∑m
i=1 ai[xi] gegeben.
Beweis: Es sei n ∈ N beliebig. Mit
α : MnY′
//
⊕m
1 Z, α(f) = (vx1(f), . . . , vxm(f)) und
β :
⊕n
1 Z // Cl(Y), β((a1, . . . , am)) =
∑m
i=1 ai[xi]
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haben wir exakte Folgen
0 //MnY
//MnY′
α //
m⊕
i=1
Z und
m⊕
i=1
Z β // Cl(Y) // Cl(Y′) // 0.
Da L×n ⊂MnY , ist somit auch
0 // V nY
// V nY′
α //
m⊕
i=1
Z/n und
m⊕
i=1
Z/n β // Cl(Y)/n // Cl(Y′)/n // 0.
exakt.
Es bleibt zu zeigen, dass
V nY′
α //
m⊕
1
Z/n β // Cl(Y)
exakt ist. Ist f ∈ V nY′ , so ist β(α(f)) =
∑m
i=1 vxi(f)[xi] =
∑
x∈Y1 vx(f)[x], da fu¨r
jedes x ∈ Y′1 gilt n|vx(f). Ist umgekehrt (a1, . . . , am) ∈ ker(β), so gibt es ein
f ∈ L×, mit (f) = ∑x∈Y1 vx(f)[x] ≡ ∑mi=1 vx1(f)[xi] mod n Fu¨r dieses f gilt
somit n|vx(f) fu¨r jedes x ∈ Y′1. Daher ist f ∈ V nY′ . Dies zeigt die Exaktheit der
Folge. 2
Gilt k|n, so haben wir ein kommutatives Diagramm
0 // V kY
// V kY′
//
m⊕
i=1
Z/k // Cl(Y)/k // Cl(Y′)/k // 0
0 // V nY
//
OO
V nY′
//
OO
m⊕
i=1
Z/n //
OO
Cl(Y)/n //
OO
Cl(Y′)/n //
OO
0
und erhalten fu¨r jede Primzahlmenge S ein projektives System exakter Folgen
und im Limes eine nicht notwendigerweise exakte Folge
0 // V SY
// V SY′
//
m⊕
i=1
ZS // Cl(Y)S // Cl(Y′)S // 0
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wobei
VS = lim←−
n∈N(S)
V n, Cl( )S = lim←−
n∈N(S)
Cl( )/n und ZS :=
∏
l∈S
Zl.
Wir wollen nun zeigen, dass diese Folge exakt ist fu¨r jede Primzahlmenge
S mit p 6∈ S und jedes Y mit Yη 6= Xη. Ein hinreichendes Kriterium hierfu¨r ist,
dass alle Gruppen in der Folge (∗) endlich sind. Da V nY′ eine Untergruppe der
endlichen Gruppe L×/L×n ist, sind V nY und V
n
Y′ endlich. Um die Endlichkeit
der Gruppen Cl(Y)/n und Cl(Y′)/n zu zeigen betrachten wir fu¨r ein offenes
Unterschema U von X mit Uη 6= Xη die exakte Folge⊕
pi0(Us)
Z→ Cl(U)→ Cl(Uη)→ 0
und sehen, dass es genu¨gt zu zeigen, dass Cl(Uη)/n endlich ist fu¨r jedes n ∈
N(S). Wir werden sogar zeigen, dass ](Cl(Uη)/n) beschra¨nkt wird durch eine
Konstante die unabha¨ngig von n ist. Dies wird es uns ermo¨glichen eine obere
Schranke fu¨r den ZS =
∏
l∈S Zl-Rang von Cl(Uη) anzugeben.
Lemma 2.15 Fu¨r ein offenes Unterschema Y ⊂ X mit Yη 6= Xη sind die Grup-
pen Cl(Yη)/n fu¨r jedes n ∈ N(S) endlich, und ihre Gro¨ße wird beschra¨nkt durch
eine Konstante, die unabha¨ngig von n ist.
Beweis: Da X und Y regula¨r sind, sind Xη und Yη regula¨re Kurven und es
gilt Cl(Xη) = Pic(Xη) und Cl(Yη) = Pic(Yη). Die Zusammenhangskomponen-
te Pic0(Xη) der 1 von Pic(Xη) entha¨lt Og als offene Untergruppe (also mit
endlichem Index) [Mi2, Lemma 3.3]. Fu¨r jedes n ∈ N(S) ist daher Pic0(Xη)/n
endlich (da p 6∈ S, ist O/n = 0) und fu¨r n  0 ist Pic(Xη)0/n eine endliche
Gruppe, deren Ordnung unabha¨ngig von n ist. Wir haben eine exakte Folge
0→ Pic0(Xη)→ Pic(Xη)→ NS(Xη)→ 0,
wobei NS(Xη) die Neron-Severi-Gruppe von Xη ist. Diese ist u¨ber die Gradab-
bildung isomorph zu Z.
Da Yη eine dichte offene Teilmenge von Xη ist, ist Pic(Xη) → Pic(Yη) sur-
jektiv. Da Yη 6= Xη gibt es einen abgeschlossenen Punkt s ∈ Xη − Yη und
fu¨r diesen gilt, dass das Bild von s in Pic(Yη) Null ist. Wir haben damit eine
Surjektion Pic(Xη)/[s]→ Pic(Yη) und eine exakte Folge
Pic0(Xη)→ Pic(Xη)/[s]→ NS(Xη)/deg[s]→ 0.
Da deg[s] 6= 0, hat das Bild von Pic0(Xη) endlichen Index in Pic(Xη)/[s] und
damit auch endlichen Index in Pic(Yη). Also ist Pic(Yη)/n eine endliche Grup-
pe, und fu¨r n 0 ha¨ngt die Ordnung von Pic(Yη)/n nicht von n ab. 2
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Folgerung 2.16 Es sei Y ( X ein offenes Unterschema mit Yη 6= Xη. Dann
haben wir fu¨r n 0 eine exakte Folge
r⊕
i=1
Z/n→ Cl(Y)/n→ F → 0, (*)
wobei F eine endliche Gruppe ist, deren Ordnung nicht von n abha¨ngt.
Beweis: Dies folgt sofort aus der exakten Folge
r⊕
i=1
Z→ Cl(Y)→ Cl(Yη)→ 0,
wobei die Abbildung
⊕r
i=1 Z → Cl(Y) gegeben ist durch die Inklusion der
vertikalen Divisoren, d.h. der irreduziblen Komponenten der speziellen Faser.
2
Wir wissen somit, dass die Folge von ZS-Moduln
0 // V SY
// V SY′
α //
m⊕
i=1
ZS
β // Cl(Y)S // Cl(Y′)S // 0
exakt ist und ko¨nnen sogar aufgrund obiger Folgerung und der Tatsache, dass⊕r
i=1 Z → Cl(Y) nicht injektiv ist, da die spezielle Faser ein Hauptdivisor ist,
eine obere Schranke fu¨r den ZS-Rang von Cl(Y)S angeben:
rkZSCl(Y)
S < r.
Falls m > r, ist daher die Abbildung V SY → V SY′ nicht mehr surjektiv, und wir
erhalten ein Element (fn) ∈ V SY′ − V SY .
Nun wollen wir das Verzweigungsverhalten der U¨berlagerung X[ n
√
fn] → X
untersuchen, wobei X[ n
√
fn] die Normalisierung von X inK(X)(
n
√
fn) bezeichnet.
Lemma 2.17 Es sei Y ⊆ X ein offenes Unterschemata einer normalen ge-
faserten Fla¨che X u¨ber O, Y′ ( Y ein offenes Unterschema von Y, so dass
ein (fn)n∈N(S) ∈ V SY′ − V SY existiert. Wir nehmen an, dass µn ⊂ O fu¨r jedes
n ∈ N(S). Dann definiert dass projektive System X[ n√fn] eine ZS-U¨berlagerung
von X die u¨ber Y unverzweigt ist.
Beweis: Fu¨r jedes n ∈ N(S) sind die n-ten Einheitswurzeln in K(X) enthalten,
und somit ist K(X)( n
√
fn) unabha¨ngig von der Wahl von
n
√
fn in K(X) und
X[ n
√
fn] ist galoissch u¨ber X. Da (fn)n∈N(S) ∈ V SY′ − V SY gibt es ein m ∈ N mit
fm ∈ V mY′ − V mY und es ist K(X)( n
√
fn) 6= K(X)( m
√
fm) fu¨r jedes n > m. Also
ist X( n
√
fn) eine ZS-U¨berlagerung von X.
Da n|vQ(fn) fu¨r jeden Kodimension 1 Punkt Q von Y′, ist
fn = g
n
nu
fu¨r ein u ∈ O×Y′,Q.
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Der lokale Ring an jedem Punkt Q′ ∈ Y′[ n√fn] u¨ber Q ist eine Lokalisierung
des ganzen Abschlusses von OY′,Q in K(OY′,Q)( n
√
fn) = K(OY′,Q)( n
√
u). Dies ist
eine unverzweigte Erweiterung. Also ist Y′( n
√
fn)→ Y′ unverzweigt u¨ber jedem
Punkt der Kodimension 1 von Y, und somit nach 1.13 u¨berall unverzweigt, da
die Punkte von Kodimension 1 von Y′[ n
√
fn] u¨ber Punkten von Kodimension 1
von Y′ liegen. 2
Lemma 2.18 Es sei X eine normale gefaserte Fla¨che und Y ( X ein echtes
offenes Unterschema, so dass Cl(Y)S = lim←−n∈N(S)Cl(Y)/n endlich ist. Wei-
terhin seien x, x1, . . . , xr ∈ Yη paarweise verschiedene abgeschlossene Punkte
mit {x} ∩ {x1, . . . , xr} = {z} fu¨r einen abgeschlossenen Punkt z ∈ Y mit re-
gula¨rem lokalen Ring OX,z. Wir setzen Y′ := Y − {x1, . . . , xr, z}. Dann gibt es
ein (fn)n∈N(S) ∈ V SY′ − V SY , so dass der Punkt x in der ZS-Erweiterung X[ n
√
fn]
nicht voll zerlegt. Insbesondere ist k = lim−→n∈N(S) k(yn) eine ZS-Erweiterung von
k(x) fu¨r jedes projektive System (yn)n∈N(S) ∈ {X[ n
√
fn]}n∈N(S) mit y0 = x.
Beweis: Wir bezeichnen die x1, . . . , xn entsprechenden Primideale von OX,z
mit p1, . . . , pr, das x entsprechende Primideal mit q und das z entsprechende
Maximalideal von OX,z mit m. Da OX,z ein regula¨rer lokaler Ring ist, ist OX,z
faktoriell und die Ideale q, p1, . . . , pr somit Hauptideale. Wir wa¨hlen Elemente
T, T1, . . . , Tr ∈ OX,z mit q = (T ) und pi = (Ti).
Fu¨r jedes Element [fn] ∈ V nX−W∪{x1,...,xr,z} betrachten wir die Primfaktorzer-
legung eines Vertreters fn = T
a(n)T
a
(n)
1
1 · . . . · T a
(n)
r
r unhn, wobei un eine Einheit
und hn eine n-te Potenz in OX,x und OX,xi (i = 1, . . . r) ist. Dass nur die
Ti als Primelemente auftauchen, liegt daran, dass fu¨r alle anderen Primideale
p′ 6= m und zugeho¨rige Punkte x′ ∈ X gilt, dass x′ ∈ X−W ∪ {x1, . . . , xn}. Da
[fn] ∈ V nX−W∪{x1,...,xr,z} und x ∈ X−W ∪{x1, . . . , xr, z} ist, gilt n | a(n) und wir
finden in jeder Klasse [fn] einen Vertreter der Form fn = T
a
(n)
1
1 · . . . · T a
(n)
r
r un,
also einen Vertreter, der nicht im Maximalideal qOX,x von OX,x liegt. Da die
Vertreter fn nur bis auf n-te Potenzen bestimmt sind, sind auch a, a1, . . . , an
nur modulo n bestimmt. Denn fu¨r fng
n, mit g = T bT b11 · . . . ·T brr u fu¨r ein u ∈ L
welches eine Einheit in OX,x und OX,xi ist, gilt
fng
n = T a
(n)
T
a
(n)
1
1 · . . . · T a
(n)
r
r un(T
bT b11 · . . . · T brr u)n =
= T a
(n)+nbT
a
(n)
1 +nb1
1 · . . . · T a
(n)
r +nbr
r unu
n.
Wir wollen nun die Bewertung von fn in dem Restklassenko¨rper k(x) an der
Stelle x berechnen. Da k(x) eine algebraische Erweiterung von Qp mit nur
endlicher Verzweigung ist, bezeichnen wir die normierte Bewertung von k(x)
mit vp. Wir definieren eine Abbildung ϕn : V
n
C−W∪{x1,...,xr,z} → Z/nZ durch
ϕn([fn]) = a
(n)
1 vp(T1) + . . .+ a
(n)
r vp(Tr).
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Dann ist ϕn ein wohldefinierter Z/nZ-Modulmorphismus, da aus
fngn = T
a(n)T
a
(n)
1
1 · . . . · T a
(n)
r
r unT
b(n)T
b
(n)
1
1 · . . . · T b
(n)
r
r u
′
n =
= T a
(n)+b(n)T
a
(n)
1 +b
(n)
1
1 · . . . · T a
(n)
r +b
(n)
r
r un
folgt, dass ϕn(fngn) = ϕn(fn) + ϕ(gn).
Ist fn ein Vertreter von [fn] ∈ V nX−W∪{x1,...,xr,z}, der nicht im Maximalideal
qOX,x von OX,x liegt, so ist ϕn([fn]) ≡ vp(f¯n), wobei f¯n das Bild von fn in k(x)
ist.
Es seien fn+1 ∈ V n+1X−W∪{x1,...,xr,z} und fn ∈ V nX−W∪{x1,...,xr,z} zwei Elemente
mit fn+1 = fng
n
n (also wird fn+1 unter V
n+1
X−W∪{x1,...,xr,z} → V nX−W∪{x1,...,xr,z}
auf fn abgebildet). Wir schreiben gn = T
b
(n)
1
1 · . . . ·T b
(n)
r
1 vn, wobei vn eine Einheit
in OX,x und OX,xi fu¨r alle i = 1, . . . , r ist. Wir erhalten dann
fn+1 = T
a
(n+1)
1
1 · . . . · T a
(n+1)
r
r un+1
= T
a
(n)
1
1 · . . . · T a
(n)
r
r ung
n
n
= T
a
(n)
1
1 · . . . · T a
(n)
r
r unT
nb
(n)
1
1 · . . . · Tnb
(n)
r
1 v
n
n
= T
a
(n)
1 +nb
(n)
1
1 · . . . · T a
(n)
r +nb
(n)
r
r unv
n
n,
was a
(n+1)
i ≡ a(n)i mod n und damit ϕn([fn + 1]) ≡ ϕn([fn]) mod n impliziert.
Dies zeigt, dass (ϕn)n∈N(S) einen ZS-Modulmorphismus
ϕ = lim←−
n∈N(S)
ϕn : V
S
X−W∪{x1,...,xr,z} → ZS
induziert.
Ist ([fn])n∈N ∈ V SY , so gilt n | a(n)r und daher ϕn([fn]) = 0. Also faktori-
siert ϕ durch coker(V SY → V SX−W∪{x1,...,xr,z}). Der ZS-Rang von coker(V SY →
V S
X−W∪{x1,...,xr,z}) ist r, da in der exakten Folge
0→ coker(V SY → V SX−W∪{x1,...,xr,z})→ ZrS → Cl(X−W)S
die Gruppe Cl(X−W)S endlich ist. Daru¨ber hinaus ist eine ZS-Modulbasis von
coker(V SY → V SX−W∪{x1,...,xr,z}) durch Vielfache der Ti gegeben, da auch in der
exakten Folge
0→ coker(V SY → V SX−W∪{xi})→ ZS → Cl(X−W)S
die Gruppe Cl(X−W)S endlich ist, und damit coker(V SY → V SX−W∪{xi}) einen
ZS-Rang von 1 hat. Also liegt ein Vielfaches von Ti im coker(V SY → V SX−W∪{xi}).
Der ZS-Modulmorphismus ϕ : V SX−W∪{x1,...,xr,z} → ZS ist gegeben durch
Ti 7→ vp(Ti) und somit nicht trivial. Also gibt es ein ([fn])n∈N(S) 6∈ ker(ϕ).
Wa¨hlen wir nun einen Vertreter (fn)n∈N von [fn], der nicht im Maximalideal
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qOX,x von OX,x liegt, so haben wir n - vp(fn) fu¨r n 0. Also ist die Erweiterung
k(x)[ n
√
fn]/k(x) eine echte Erweiterung fu¨r n 0, und da {X[ n
√
fn]}n∈N(S) eine
ZS-U¨berlagerung von X ist, ist die Zerlegungsgruppe von x in {X[ n
√
fn]}n∈N(S)
endlich und {k(x)[ n√fn]}n∈N(S)/k(x) eine ZS-Erweiterung. 2
Bemerkung 2.19 Ein offenes Unterschema Y ⊂ X mit P ∈ Y zu finden, so
dass Cl(Y)S endlich ist, ist immer mo¨glich, wenn P ein glatter Punkt der gefa-
serten Fla¨che X u¨ber O ist. Man wa¨hle einfach einen beliebigen abgeschlossenen
Punkt Q ∈ Xη aus, der nicht auf P spezialisiert und setze
Y := X− {P}X ∪
⋃
irreduzible Komponenten von Xs, in denen P nicht liegt.
Tatsa¨chlich ist Cl(Y)S endlich, da eine Obergrenze fu¨r den ZS-Rang von Cl(Y)S
gegeben war durch
Anzahl der irreduziblen Komponenten von Ys − 1
und da P ein glatter Punkt ist, Ys nur eine irreduzible Komponente besitzt.
Wir haben somit fu¨r den Fall, dass P ein glatter Punkt von X ist eine positive
Antwort auf die zweite Frage gegeben. Insbesondere haben wir die U¨berlagerun-
gen intrinsisch in Termen der gefaserten Fla¨che X gegeben. Wir wollen nun eine
allgemeine Antwort geben, allerdings werden die U¨berlagerungen nicht direkt
u¨ber X definiert, sondern u¨ber P1O und dann u¨ber den Basiswechsel mithilfe
einer rationalen Abbildung X 99K P1O auf ein nur außerhalb von P vera¨ndertes
Modell von X u¨bertragen.
Hierzu wenden wir den Obigen Satz 2.18 auf den P1O an.
Folgerung 2.20 (X = P1O) Es seien x1, x2, x3 drei paarweise verschiedene ab-
geschlossene Punkte von (P1O)η = P1k mit {x1} ∩ {x2} ∩ {x3} = {z} (in P1O)
und y1, . . . yn von x1, x2 und x3 verschiedene abgeschlossene Punkte von P1k,
mit {yi} = {yi, z}. Dann gibt es fu¨r jedes n ∈ N(S) eine S-U¨berlagerung
Wn
g−→ P1O,
die u¨ber P1O − {x1, x2, x3, z} unverzweigt ist, d.h.
g−1(P1O − {x1, x2, x3, z})→ P1O − {x1, x2, x3, z}
ist e´tale, so dass k(w)/k(x) eine Erweiterung vom Grad mw ist mit n | mw fu¨r
jedes x ∈ {x1, x2, x3, y1, . . . , yn} und jedes w ∈ g−1(x).
Beweis: Wir fixieren zuerst ein n ∈ N(S). Wie wir gerade gesehen haben,
finden wir fu¨r jedes i 6= j und jedes x ∈ {x1, x2, x3, y1, . . . , yn} − {xi, xj} eine
S-U¨berlagerung
gxi,xj ,x : Wxi,xj ,x → P1O,
die u¨ber P1O − {xi, xj , z} unverzweigt ist, so dass fu¨r jedes w ∈ g−1xi,xj ,x(x) die
Erweiterung k(w)/k(x) eine S-Erweiterung vom Grad mw mit n | mw ist.
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Bezeichnen wir das Faserprodukt aller Wxi,xj ,x u¨ber P1O mit Y, so ist
Y
g−→ P1O
ho¨chstens u¨ber {x1, x2, x3, z} verzweigt und fu¨r jedes y ∈ g−1(yi) ist k(y)/k(yi)
eine S-Erweiterung vom Grad my mit n | my. Die Normalisierung von P1O in
dem Funktionenko¨rper einer beliebigen Zusammenhangskomponente von Y ist
dann die gesuchte U¨berlagerung. 2
Bemerkung 2.21 Dieselbe Argumentation funktioniert fu¨r den Fall, dass Ys
nur eine irreduzibel Komponente besitzt.
Lemma 2.22 Sei X eine normale gefaserte Fla¨che u¨ber O, V ⊂ X eine abge-
schlossene Teilmenge, die nur aus horizontalen Divisoren besteht, und P ∈ X
ein abgeschlossener Punkt mit P 6∈ V . Dann gibt es eine rationale Abbildung
h : X 99K P1O, eine normale gefaserte Fla¨che Y u¨ber O, einen birationalen
projektiven Morphismus α : Y→ X und einen Morphismus β : Y→ P1O, so dass
Y
β

α

X
h
// P1O
kommutiert und β(α−1(Vη)) ∩ β(α−1(P )) = ∅ ist. Daru¨ber hinaus gilt, dass
fu¨r jeden Punkt der Kodimension 1 x ∈ X der Morphismus α|α−1(SpecOX,x) :
α−1(SpecOX,x)→ SpecOX,x ein Isomorphismus ist.
Beweis: Wir konstruieren zuerst eine rationale Abbildung h : X 99K P1O und
betrachten dann die Normalisierung des Graphen von h. Wir wa¨hlen eine affine
Umgebung SpecA von P und Vη = {x1, . . . , xn} ([Liu, Proposition 3.3.36(b)])
und bezeichnen die zu P, x1, . . . , xn geho¨renden Primideale von A wieder mit
P, x1, . . . , xn.
Es sei Q ⊂ A ein Primideal, dass in der generischen Faser Xη von X liegt und
sich auf P spezialisiert. Wir wa¨hlen Elemente h0, h1, . . . , hn ∈ A mit h0 ∈ Q
und h0 6∈ xi fu¨r alle i = 1, . . . , n und hi ∈ xi und hi 6∈ P fu¨r jedes i = 1, . . . , n.
Fu¨r das Element
h := h0h
−1
1 · . . . · h−1n ∈ Q(A) = K(X)
gilt dann, dass
• h ∈ OX,P und
• vxi(h) < 0.
Durch h definieren wir einen Morphismus (den wir wieder h nennen)
h : Xη → P1η
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wie in [Liu, Chapter 7.3. Morphisms to P1k] beschrieben. Es gilt dann h(xi) =∞
und h(Q) = 0.
Wir wollen nun zeigen, dass die rationale Abbildung h : X 99K P1O an dem
Punkt P definiert ist. Dazu mu¨ssen wir nach [Liu, Exercise 3.3.13 (b)] zeigen,
dass es ein y ∈ P1O gibt, so dass das Bild von OP1O,y unter K(P
1
O) → K(X) ein
lokaler Ring ist, der von OX,P dominiert wird. Die Abbildung
K(P1O) = k(
T0
T1
)→ K(X)
ist per Definition gerade gegeben durch T0T1 7→ h. Daher ist das Bild vonO[T0T1 ](T0T1 ,t)
=
OP1O,(0,t) (wobei t eine Uniformisierende von O ist, und (0, t) den Punkt 0 von
P1F¯p in P
1
O bezeichnet) unter dieser Abbildung O[h](h,t), also enthalten in OX,P ,
da f, t ∈ P .
Wir sehen, dass die rationale Abbildung h : X 99K P1O auf der ganzen gene-
rischen Faser Xη und an dem Punkt P definiert ist, und dass h(P ) = (0, t) (der
Punkt 0 in der speziellen Faser) ist.
Es sei W die gro¨ßte offene Teilmenge von X auf der h definiert ist und Γ
der Graph von h, d.h.
Γ = im(U → X×O P1O) ⊆ X×O P1O,
versehen mit der reduzierten Struktur. Nach [Liu, Exercise 3.3.13 (c)+(d)] gibt
es einen birationalen projektiven Morphismus f : Γ→ X und einen Morphismus
g : Γ→ P1O, so dass
Γ
g

f

X
h
// P1O
kommutiert. Wir bezeichnen die Normalisierung von Γ mit Y und erhalten das
kommutative Diagramm
Y

α

β

Γ
g
  
f

X
h
// P1O,
wobei α und β als die jeweiligen Kompositionen definiert sind. Da O ein exzel-
lenter Ring ist, ist der Morphismus Y → Γ endlich und somit ist α birational
und projektiv.
Da h auf der gesamten generischen Faser Xη definiert ist, ist Γη → Xη ein
Isomorphismus (siehe [Liu, Exercise 3.3.14]) und somit auch Yη → Xη, da Xη
eine normale Kurve u¨ber k ist. Da β(xi) = h(xi) = ∞, ist β(z) = (∞, t) fu¨r
jede Spezialisierung z von einem der xi in Y (wobei (∞, t) den Punkt Unendlich
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von P1F¯p in P
1
O bezeichnet). Insbesondere ist β(z) 6= β(P ′) = h(P ) = (0, t) fu¨r
jedes P ′ ∈ α−1(P ). Also ist β(α−1(Vη)) ∩ β(α−1(P )) = ∅.
Nach [Liu, Theorem 8.1.24] ist der birationale projektive Morphismus α :
Y → X die Aufblasung von X entlang V (I) fu¨r eine Idealgarbe I auf X. Wir
wollen nun zeigen, das α u¨ber jedem Punkt der Kodimension 1 ein Isomorphis-
mus ist. Dazu betrachten wir fu¨r jeden Punkt x ∈ X der Kodimension 1 die
Abbildung
αx = α|α−1(SpecOX,x) : α−1(SpecOX,x) = Y×X SpecOX,x → SpecOX,x.
Nach [Liu, Corollary 8.1.14] ist αx die Aufblasung von SpecOX,x entlang V (Ix).
Da OX,x ein ganzabgeschlossener eindimensionaler lokaler Ring ist, ist jede Ide-
algarbe 6= 0 auf SpecOX,x invertierbar und αx ist nach [Liu, Proposition 8.1.12]
ein Isomorphismus. 2
Lemma 2.23 Es sei X eine normale gefaserte Fla¨che, x1, . . . , xn ∈ Xη abge-
schlossene Punkte und P ∈ X ein abgeschlossener Punkt, mit P 6∈ {xi} fu¨r
jedes i = 1, . . . , n. Dann gibt es eine offene Umgebung U ⊂ X von P mit
{x1, . . . , xn} ∩ U = ∅ und fu¨r jedes n ∈ N eine U¨berlagerung f : Xn → X, so
dass f |f−1(U) : f−1(U) → U e´tale ist und k(x′)/k(x) eine echte S-Erweiterung
vom Grad mx′ mit n | mx′ ist fu¨r jedes x ∈ Xη − Uη und jedes x′ ∈ f−1(x).
Beweis: Wie wir gerade gesehen haben gibt es eine rationale Abbildung h 99K
P1O, eine normale gefaserte Fla¨che Y u¨ber O, einen birationalen projektiven
Morphismus α : Y→ X und einen Morphismus β : Y→ P1O, so dass
Y
β

α

X
h
// P1O
kommutiert, β(α−1(Vη)) ∩ β(α−1(P )) = ∅ ist und so dass α|α−1(SpecOX,x) :
α−1(SpecOX,x) → SpecOX,x ein Isomorphismus ist fu¨r jeden Kodimension-1-
Punkt x von X. Der Morphismus β wurde sogar so konstruiert, dass β(α−1(xi)) =
∞ fu¨r i = 1, . . . , n und β(α−1(P )) = (0, t), wobei ∞ den Punkt ∞ in P1k be-
zeichnet und (0, t) den Punkt 0 in P1F¯p .
Wir hatten gesehen 2.20, dass es eine U¨berlagerung W
g−→ P1O gibt, die
nur u¨ber den Punkten q1 und q2 verzweigt, wobei q1 6= q2 zwei beliebige von
∞ verschiedene Punkte in der generischen Faser P1k sind, die auf (∞, s) (den
Punkt ∞ in P1F¯p) spezialisieren, so dass fu¨r jedes w ∈ g−1(∞) die Erweiterung
k(w)/k(∞) eine echte Erweiterung ist. Die U¨berlagerung w : W ×P1O Y → Y
verzweigt somit ho¨chstens u¨ber den Punkten in β−1({q1, q2}). Es sei W ′ die
Normalisierung einer der Zusammenhangskomponenten von W ×P1O Y. Auch
W ′ → Y ist eine U¨berlagerung die ho¨chstens u¨ber den Punkten aus β−1({q1, q2})
verzweigt.
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Wir bezeichnen mit X′ die Normalisierung von X in W ′. Wir wollen nun
die Punkte bestimmen, an denen die U¨berlagerung X′ → X verzweigt. Wie
wir gesehen haben, ist Y→ X ein Isomorphismus u¨ber jedem Kodimensions-1-
Punkt von X, d.h. OX,x → OY,y ist ein Isomorphismus fu¨r jedes y ∈ α−1(x). Sei
nun x ein Kodimensions-1-Punkt von X und x′ ein Urbild von x unter X′ → X,
w ∈W ′ ein Urbild von x′ unter W ′ → X′ und y das Bild von w unter W ′ → Y.
Wir haben dann das kommutative Diagramm
OW ′,w ← OY,y
↑ ↑
OX′,x′ ← OX,x,
wobei die waagerechten Abbildungen die jeweiligen Normalisierungen in K(W ′)
sind und OX,x → OY,y ein Isomorphismus ist. Also ist auch OX′,x′ → OW ′,w
ein Isomorphismus und X′ → X verzweigt ho¨chstens u¨ber den Punkten aus
α(β−1({q1, q2})) = h−1({q1, q2}).
Da h(xi) =∞, aber q1, q2 6=∞, ist
h−1({q1, q2}) ∩ {x1, . . . , xn, P} = ∅.
Wir setzen U := X − h−1({q1, q2}) und U′ := U ×X X′. Also ist U′ das Urbild
von U in X′ und U′ → U damit eine e´tale U¨berlagerung.
Da wir fu¨r jedes n ∈ N(S) die S-U¨berlagerung W g−→ P1O so wa¨hlen ko¨nnen,
dass fu¨r die Punkte w ∈W mit g(w) =∞ und [k(w) : k(∞)] = mw gilt, dass
[k(xi) : k(∞)] · n | mw,
ko¨nnen wir W so wa¨hlen, dass n | [k(x′) : k(x)] fu¨r jedes x ∈ {x1, . . . , xn} und
jedes x′ ∈ f−1(x). 2
2.3 E´tale Kohomologie von U¨berlagerungen
In diesem Teil wird die Hauptaussage (Theorem 2.34) dieser Arbeit bewiesen.
Wir wollen nun eine U¨bersicht u¨ber die Struktur des Beweises geben und be-
sonders herausstellen, wo die vorhergegangenen Kapitel einfließen.
Zuerst gilt es fu¨r eine U¨berlagerung f : X1 → X von gefaserten Fla¨chen
und eine offene Teilmenge U ⊂ X die induzierte Abbildung H i(U,Z/nZ) →
H i(f−1(U),Z/nZ) zu beschreiben. Dazu wird die Beschreibung der e´talen Ko-
homologie von U und f−1(U) in Termen der im jeweiligen Abgeschlossenen
Komplement enthaltenen Divisoren aus 2.6 benutzt.
Hierbei tritt das Problem auf, dass X zwar regula¨r sein kann, aber X1 nicht
regula¨r sein muss, sondern Singularita¨ten enthalten kann. Um dieses Problem
zu behandeln, wird benutzt, dass X1 nur einfache Singularita¨ten besitzt, insbe-
sondere in jeder Desingularisierung von X1 die exzeptionellenen Divisoren eine
Kette von P1k bilden (1.26 und 1.27).
Wir hatten in 2.8 gesehen, dass jeder Punkt P eine K(pi, 1)-Umgebung fu¨r
jede Primzahl l 6= p besitzt. Dazu hatten wir gezeigt, dass es eine Umgebung
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U von P gibt, so dass H i(U,Z/lZ) = 0 fu¨r jedes i > 1 ist. Insbesondere war
die Abbildung H2(X,Z/lZ)→ H2(U,Z/lZ) die Nullabbildung. Das zweite Pro-
blem das auftritt ist, dass, selbst wenn H2(X,Z/lZ) → H2(U,Z/lZ) die Nul-
labbildung ist, es sein kann, dass H2(X1,Z/nZ)→ H2(f−1(U),Z/nZ) nicht die
Nullabbildung ist. Dies tritt auf, wenn sich in der speziellen Faser von X1 eine
neue Singularita¨t befindet.
Diesem Problem wird begegnet, indem mithilfe der im letzte Kapitel kon-
struierten U¨berlagerungen eine U¨berlagerung f2 : X2 → X1 gefunden wird, so
dass die Komposition
H2(X1,Z/nZ) // H2(f−1(U),Z/nZ) // H2((f2 ◦ f)−1(U),Z/nZ)
die Nullabbildung ist.
Schließlich werden die im letzten Abschnitt konstruierten U¨berlagerungen
dazu benutzt, den Hauptsatz zu zeigen.
Es sei S eine Menge von Primzahlen und p 6∈ S eine weitere Primzahl. Es
sei X eine regula¨re gefaserte Fla¨che u¨ber dem Ganzheitsring Ok der maximal
unverzweigten S-Erweiterung k eines p-adischen Zahlko¨rpers. Es sei K := K(X)
und L eine pro-S-Erweiterung von K.
Lemma 2.24 Wir haben Isomorphismen
H i(XOknr ,Z/nZ)
∼−→ H i(X,Z/nZ) und
H i((XOknr )
L,Z/nZ) ∼−→ H i(XL,Z/nZ),
die in das kommutative Diagramm
H i((XOknr )
L,Z/nZ) //

H i(XL,Z/nZ)

H i(XOknr ,Z/nZ) // H i(X,Z/nZ)
passen.
Beweis: Die Isomorphismen sind eine direkte Folge der Hochschild-Serre-Spektralfolge
Hn(Gal(knr/k), Hm(XOknr ,Z/nZ))⇒ Hn+m(X,Z/nZ)
und der Tatsache, dass
Gal(knr/k) ⊂
∏
q 6∈S
Zq
und somit
Hn(Gal(knr/k),M) =
{
M, i = 0
0, sonst
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fu¨r jede S-Torsionsgruppe M , welche als trivialer Gal(knr/k)-Modul aufgefasst
wird. Die Kommutativita¨t des Diagramms folgt aus dem obigen Isomorphismus
und den Hochschild-Serre-Spektralfolgen
Hn(Gal(L/K), Hm(XL,Z/nZ))⇒ Hn+m(X,Z/nZ) und
Hn(Gal(Lknr/Kknr), Hm(XLk
nr
,Z/nZ))⇒ Hn+m(XKknr ,Z/nZ)
und dem Isomorphismus Gal(L/K)→ Gal(Lknr/Kknr). 2
Da die U¨berlagerungen, die wir im letzten Kapitel definiert haben, alle u¨ber
der maximalen unverzweigten S-Erweiterung definiert sind, ko¨nnen wir im fol-
genden annehmen, dass X u¨ber dem Ganzheitsring der maximal unverzweigten
Erweiterung eines p-adischen Zahlko¨rpers definiert ist.
Wir ko¨nnen somit die folgende Situation betrachten:
Es sei p eine Primzahl, S eine Primzahlmenge mit p 6∈ S und X eine regula¨re
gefaserte Fla¨che mit geometrisch zusammenha¨ngenden Fasern u¨ber der maxi-
mal unverzweigten Erweiterung Ok eines p-adischen Zahlringes O, wobei wir
annehmen, dass µl ⊂ Ok fu¨r jedes l ∈ S. Wir bezeichnen den Quotientenko¨rper
von Ok mit k und den Restklassenko¨rper mit F¯p. Weiterhin sei U ⊂ X ein of-
fenes Unterschema von X, V := X − U das abgeschlossene Komplement von U
und P ∈ X ein abgeschlossener Punkt, so dass
• P ∈ U,
• X− {P} regula¨r ist und
• Vs normale U¨berkreuzungen in X hat.
Außerdem sei f : UL → U eine endliche e´tale U¨berlagerung mit Funktio-
nenko¨rper L := K(UL) und XL die Normalisierung von X in L und V1 := XL−
UL, sowie XL,ds eine starke Desingularisierung der Singularita¨ten in XL − UL,
so dass die spezielle Faser von V1
′
:= XL,ds−UL normale U¨berkreuzungen hat.
Wir haben das folgende kommutative Diagramm
XL,ds
fL,ds ##
∆L // XL
fL

X
Wie oben betrachten wir die abgeschlossene Teilmenge V als Vereinigung ab-
geschlossener Punkte mit abgeschlossenen Punkten der generischen Faser und
regula¨ren horizontalen Divisoren, also
Vs = {q1, . . . qn}
.∪ {Q1, . . . Qm}
.∪ D1
.∪ . . . .∪ Dr,
wobei
• die Qi abgeschlossene Punkte der generischen Faser Xη sind,
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• die qi abgeschlossene Punkte von X sind und alle singula¨ren Punkte von
Vs, sowie alle Spezialisierungen der Qi umfassen und
• Di ist eine irreduzible Komponente der speziellen Faser von X−{q1, . . . , qn}.
Genauso betrachten wir V1
′
s als disjunkte Vereinigung abgeschlossener Punkte
aus XL,ds mit abgeschlossenen Punkten der generischen Faser von XL,ds und
vertikalen Divisoren der speziellen Faser. Dabei differenzieren wir bei den ver-
tikalen Divisoren zwischen denjenigen, deren generischer Punkt auf den generi-
schen Punkt von einem der Di abgebildet wird, und solchen, fu¨r die dies nicht
der Fall ist.
Wir benutzen dabei die folgenden Bezeichnungen:
V′′s = {q11 ′, . . . , q1n1′
′} .∪ {Q11′, . . . , Q1m1′
′} .∪ D11 ′
.∪ . . . .∪ D1
r1′
′ .∪ E11 ′
.∪ . . . .∪ E1
k1′
′
,
wobei
• die Q1i ′ sind abgeschlossene Punkte der generischen Faser XL,dsL ,
• die q1i ′ sind abgeschlossene Punkte von XL,ds, die alle singula¨ren Punkte
von V1
′
s enthalten,
• die D1i ′ sind irreduzible Komponenten von V1′s − {q11 ′, . . . , q1n1′
′}, deren
generische Punkte auf die generischen Punkte der Dj abgebildet werden
und
• die E1i ′ sind irreduzible Komponenten V1′s mit f(E1i ′) = x fu¨r einen ab-
geschlossenen Punkt x von X.
Anders ausgedru¨ckt, sind die Q1i
′
die Urbilder der Qi unter f , die q
1
i
′
sind
die Urbilder der qi unter f sowie alle neuen singula¨ren Punkten, die D
1
i
′
sind
vertikale Divisoren von XL,ds − {q11 ′, . . . q1n1′
′}, die endlich u¨ber einem Di liegen
und die Ei sind vertikale Divisoren von X
L,ds die bei der Desingularisierung
entstehen.
Des weiteren besteht V1 := XL − UL ebenso aus abgeschlossenen Punkten
und horizontalen, sowie vertikalen Divisoren. Genauer ist V1 = {q11, . . . , q1n1}
.∪
{Q11, . . . , Q1m1}
.∪ D11
.∪ . . . .∪ D1r1 , wobei
• die Q1i sind abgeschlossene Punkte der generischen Faser XLL,
• die q1i sind alle abgeschlossenen Punkte von XL, die Bild von einem der
q1i
′
sind und
• die D1i sind irreduzible Komponenten von V1s −{q11, . . . , q1n1}, deren gene-
rische Punkte auf die generischen Punkte der Dj abgebildet werden.
Man beachte dabei, dass Q1i = Q
1
i
′
, und D1i = D
1
i
′
. Schematisch ko¨nnen wir
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uns das folgendermaßen vorstellen:
UL,ds⊂XL,ds

V 1
′⊃ ={Q11′, . . . , Q1m1′
′} ∪⋃D1i ′ ∪ {q11 ′, . . . , q1n1′ ′}

∪⋃E1i ′
zz
UL ⊂

XL

V 1⊃ = {Q11, . . . , Q1m1}

∪ ⋃D1i

∪ {q11, . . . , q1n1}

U ⊂ X V⊃ = {Q1, . . . , Qm} ∪
⋃
Di ∪ {q1, . . . , qn}.
Des weiteren setzen wir
Q := {Q1, . . . , Qm}, Q1 := {Q11, . . . , Q1m1}, Q1
′
:= {Q1′1, . . . , Q1′m1′},
q := {q1, . . . , qn}, q1 := {q11, . . . , q1n1}, q1
′
:= {q1′1, . . . , q1′n1′},
D :=
r⋃
i=1
Di, D
1 :=
r1⋃
i=1
D1i , D
1′ :=
r1
′⋃
i=1
D1i
′
und
E1
′
:=
k1
′⋃
i=1
E1i
′
.
Im Folgenden wollen wir die Folgen aus 2.6 fu¨r U ⊂ X und UL ⊂ XL,ds verglei-
chen. Da wir nur an einer kleinen Umgebung von P interessiert sind, nehmen
wir an, dass U ⊂ X die Bedingungen von 2.7 erfu¨llt, und somit H3(U) = 0 ist.
Das folgende Lemma zeigt dann, dass auch H3(UL) = 0.
Lemma 2.25 Ist in jeder Zusammenhangskomponente von Vs mindestens ein
qi enthalten, dass Spezialisierung eines Qj ist, so ist auch in jeder Zusammen-
hangskomponente von V1
′
s ein q
1
i
′
enthalten, dass Spezialisierung eines Q1j
′
ist.
Beweis: Eine Zusammenhangskomponente Z1
′
von V1
′
s bildet sich immer sur-
jektiv auf eine Zusammenhangskomponente Z von Vs ab. Ohne Einschra¨nkung
sei q1 ∈ Z eine Spezialisierung von Q1. Damit ist Q1 in Z enthalten und somit
ist eines der Q1i
′
in Z ′′ enthalten, da Z1′ → Z surjektiv ist. 2
Wir setzen
H i(Q,D)(j) := H i(Q)(j)⊕H i(D)(j),
H i(Q1, D1)(j) := H i(Q1)(j)⊕H i(D1)(j) und
H i(Q1
′
, D1
′
, E1
′
)(j) := H i(Q1
′
)(j)⊕H i(D1′)(j)⊕H i(E1′)(j)
und betrachten das Diagramm exakter Folgen
H2(X) //

H2(U) //

H1(Q,D)(−1) //

H0(q)(−2)

// 0
H2(XL,ds) // H2(UL) // H1(Q1
′
, D1
′
, E1
′
)(−1) // H0(q1′)(−2) // 0
und die nicht notwendigerweise exakte Folge
H2(XL) // H2(UL) // H1(Q1, D1)(−1) // H0(q1)(−2) // 0.
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Wir erhalten so das folgende kommutative Diagramm in dem die erste und
die letzte Zeile exakt sind:
H2(X) //

H2(U) //

H1(Q,D)(−1) β //

H0(q)(−2)

// 0
H2(XL) //

H2(UL) // H1(Q1, D1)(−1) β
1
//

H0(q1)(−2)

// 0
H2(XL,ds) // H2(UL) // H1(Q1
′
, D1
′
, E1
′
)(−1) β
1′
// H0(q1
′
)(−2) // 0.
Das folgende Lemma zeigt, dass
H2(XL) // H2(UL) // H1(Q1, D1)(−1) β
1
// H0(q1)(−2) // 0
exakt ist.
Lemma 2.26 Die von
H1(Q1, D1)(−1)→ H1(Q1′, D1′, E1′)(−1)
auf ker(β1)→ ker(β1′) induzierte Abbildung ist ein Isomorphismus. Insbeson-
dere ist die Folge
H2(XL,ds)→ H2(UL)→ H1(Q1)(−1)⊕H1(D1)(−1)→ H0(q1)(−2)→ 0
exakt. Außerdem ist die von H2(XL)→ H2(XL,ds) induzierte Abbildung
coker(H2XL−U (X
L)→ H2(XL))→ coker(H2XL,ds−U(XL,ds)→ H2(XL,ds))
ein Isomorphismus. Insbesondere ist
H2(XL)→ H2(UL)→ H1(Q1)(−1)⊕H1(D1)(−1)→ H0(q1)(−2)→ 0
exakt.
Beweis: Die Abbildung
H1(Q1, D1)(−1)→ H1(Q1′, D1′, E1′)(−1)
ist injektiv, da Q1 = Q1
′
und D1 = D1
′
. Außerdem ist jedes der q1i Bild eines
der q′′j und somit ist auch
⊕
iH
0(q1i )(−2)→
⊕
iH
0(q1i
′
)(−2) injektiv.
Um zu zeigen, dass die injektive Abbildung ker(β1)→ ker(β1′) ein Isomor-
phismus ist, genu¨gt es zu zeigen, dass die Z/nZ-Moduln ker(β1) und ker(β1′)
dieselbe Kardinalita¨t haben, also
]ker(β1) =
](H1(Q1)(−1)⊕H1(D1)(−1))
]H0(q1)(−2) =
=
](H1(Q1
′
)(−1)⊕H1(D1′)(−1)⊕H1(E1′)(−1))
]H0(q1′)(−2)
= ]ker(β1
′
).
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Wegen Q1 = Q1
′
und D1 = D1
′
ist dies gleichbedeutend mit
1
]H0(q1)(−2) =
]H1(E1
′
)(−1)
]H0(q1′)(−2) .
Die Punkte aus q1 teilen sich in zwei Arten auf, einmal diejenigen, deren Urbild
unter fds : XL,ds → XL wieder ein abgeschlossener Punkt ist und diejenigen,
deren Urbild eine Kette von P1F¯p ist (1.27). Fu¨r Punkte q
1
i der ersten Art ist
H0(q1i )(−2) = H0(fds−1(q1i ))(−2) und es bleibt zu zeigen, dass fu¨r Punkte q1i
der zweiten Art und Eq1i
:=
⋃
E1i
′⊂fds−1(q1i )E
1
i
′
die Gleichung
]H1(Eq1i
)(−1)
]
⊕
q1i
′∈fds−1(q1i )H
0(q1i
′
)(−2) =
1
n
,
gilt. Dabei ist fds
−1
(q1i ) = Eq1i
∪ {q1i ′ ∈ fds−1(q1i )} eine Kette von P1F¯p , und da
H1(Eq1i
)(−1) und
⊕
q1i
′∈fds−1(q1i )
H0(q1i
′
)(−2)
freie Z/nZ-Moduln sind, ist dies Gleichbedeutend mit
rkZ/nZH
1(Eq1i
)(−1)− rkZ/nZ
⊕
q1i
′∈fds−1(q1i )
H0(q1i
′
)(−2) = −1.
Dies ist der Fall einer Kette von P1F¯p aus der eine Menge von Punkten gelo¨scht
wurden. Diesen haben wir schon in 1.46 behandelt. Dies zeigt den ersten Teil
der Behauptung.
Betrachten wir nun das kommutative Diagramm, in dem die untere Folge
exakt ist, und die obere ho¨chstens bei H2(UL)→ ker(β1) nicht exakt ist:
H2
XL−UL(X
L)

α1 // H2(XL)

// H2(UL) // ker(β1) // 0
H2
XL,ds−UL(X
L,ds)
α1
′
// H2(XL,ds) // H2(UL) // ker(β1
′
) // 0,
so erhalten wir aus den hinteren Isomorphismen sofort, dass das Bild von
H2(XL) in ker(H2(UL) → ker(β1)) enthalten ist. Um zu zeigen, dass auch
die obere Folge exakt ist, genu¨gt es somit zu zeigen, dass das Kompositum
H2(XL)→ ker(H2(UL)→ ker(β1)) := A
surjektiv ist. Dazu betrachten wir das kommutative Diagramm exakter Folgen:
H2
XL−UL(X
L)

α1 // H2(XL)

// A
H2
XL,ds−UL(X
L,ds)
α1
′
// H2(XL,ds) // A // 0.
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Die Abbildung
H2(XL) ∼=
⊕
irred.Komp vonXLs
Z/nZ −→
⊕
irred.Komp vonXL,dss
Z/nZ ∼= H2(XL,ds)
ist dabei gegeben durch die Inklusion der irreduziblen Komponenten von (XLs )reg
in die irreduziblen Komponenten von (XL,dss )reg und somit injektiv. Um zu zei-
gen, dass
H2(XL) −→ A
surjektiv ist, genu¨gt es zu zeigen, dass fu¨r jede irreduzible Komponente D von
X
L,ds
s mit D ⊂ V1′ der zu D geho¨rige direkte Summand von H2(XL,ds) unter
H2(XL,ds) → A auf 0 abgebildet wird, d.h. dass der zu D geho¨rige direkte
Summand von H2(XL,ds) im Bild von
H0(Q1
′
)(−1)⊕H0(D1′)(−1) −→ H2(XL,ds)
liegt. Dies zeigt das folgende Lemma. 2
Lemma 2.27 Sei C eine regula¨re gefaserte Fla¨che u¨ber einem lokalen Dede-
kindring A mit geometrisch integrer generischer Faser und D ein irreduzibler
vertikaler Divisor mit D 6= Cs. Dann ist die Abbildung H2D(C, µn)→ H2(C, µn)
nicht die Nullabbildung fu¨r jedes in A invertierbare n ∈ N.
Beweis: Wir betrachten das kommutative Diagramm, das wir aus der Aus-
schneidungsfolge fu¨r D ⊂ C und der langen exakten Kohomologiefolge fu¨r
1→ µn → Gm ()
n
→ Gm → 1
erhalten:
OC(C)× //
()n

OC(C −D)×
()n

0 //

OC(C)× //

OC(C −D)×

OC(C)× //
()n

OC(C −D)× //
()n

Z //
·n

Pic(C) //
(·n)C

Pic(C −D)
(·n)C−D

OC(C)× //

OC(C −D)× //

Z //

Pic(C) //

Pic(C −D)

H1(C, µn) // H1(C −D,µn) // H2D(C, µn) // H2(C, µn) // H2(C −D,µn)
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Dabei gilt es zu beachten, dass
Pic(C)→ Pic(C −D)
surjektiv und
Pic(C) ·n→ Pic(C) und
Pic(C −D) ·n→ Pic(C −D)
injektiv sind, da H1D(C, µn) = 0.
Nach [Liu, Excercise 9.3.9] ist OC(C)× → OC(C − D)× ein Isomorphismus
und wir erhalten das kommutative Diagramm exakter Folgen:
OC(C)× //
()n

OC(C −D)×
()n

0 //

OC(C)× //

OC(C −D)×

0 // Z //
·n

Pic(C) //
(·n)C

Pic(C −D)
(·n)C−D

// 0
0 // Z //

Pic(C) //

Pic(C −D)

// 0
H2D(C, µn) // H2(C, µn) // H2(C −D,µn).
Aus dem Schlangenlemma erhalten wir die exakte Folge
0 // ker((·n)C) // ker((·n)C−D) // Z/nZ // coker((·n)C).
Da OC(C)× = OC(C −D)×, ist das Kompositum
coker(OC(C)× ()
n
−→ OC(C)×) −→ coker(OC(C −D)× ()
n
−→ OC(C −D)×)
ein Isomorphismus und somit auch
ker((·n)C)→ ker((·n)C−D),
da
ker((·n)C) = coker(OC(C)× ()
n
−→ OC(C)×) und
ker((·n)C−D) = coker(OC(C −D)× ()
n
−→ OC(C −D)×)
und wir erhalten eine Injektion Z/nZ ↪→ coker(·n)C und daher auch eine In-
jektion Z/nZ ↪→ coker(·n)C ↪→ H2(C, µn), weswegen H2D(C, µn) → H2(C, µn)
nicht die Nullabbildung ist. 2
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Folgerung 2.28 Wir erhalten das kommutative Diagramm exakter Folgen
H2(X) //

H2(U) //

H1(Q)(−1)⊕H1(D)(−1) //

H0(q)(−2)

// 0
H2(XL,ds) // H2(UL) // H1(Q1)(−1)⊕H1(D1)(−1) // H0(q1)(−2) // 0,
das die von der U¨berlagerung XL → X auf H2(U)→ H2(UL) induzierte Abbil-
dung beschreibt.
Betrachten wir nun nicht nur die Normalisierung von X in einer endlichen
Erweiterung L1 von K sondern auch in einer endlichen Erweiterung L2 von L1
mit den Notationen
UL2⊂

XL2

V 2⊃ ={Q21, . . . , Q2m2}

∪⋃D2i

∪ {q11, . . . , q2n2}

UL1⊂

XL1

V 1⊃ ={Q11, . . . , Q1m1}

∪⋃D1i

∪ {q11, . . . , q1n1}

U ⊂ X V⊃ = {Q1, . . . , Qm} ∪
⋃
Di ∪ {q1, . . . , qn}
und
Q := {Q1, . . . , Qm}, Q1 := {Q11, . . . , Q1m1}, Q2 := {Q21, . . . , Q2m2},
q := {q1, . . . , qn}, q1 := {q11, . . . , q1n1}, q2 := {q21, . . . , q2n2},
D :=
k⋃
i=1
Di, D
1 :=
k1⋃
i=1
D1i und D
2 :=
k2⋃
i=1
D2i ,
so erhalten wir das kommutative Diagramm mit exakten Zeilen
H2(X) //

H2(U) //

H1(Q,D)(−1) //

H0(q)(−2)

// 0
H2(XL1,ds) //

H2(UL1) //

H1(Q1, D1)(−1) //

H0(q1)(−2)

// 0
H2(XL2,ds) // H2(UL2) // H1(Q2, D2)(−1) // H0(q2)(−2) // 0.
Wir wollen nun zeigen, dass es zu jeder endlichen Ko¨rpererweiterung L1 und
jedem D aus {D1i , Q1j} eine Ko¨rpererweiterung L2 gibt, so dass H1(D)(−1)
unter
H1(Q1)(−1)⊕H1(D1)(−1)→ H1(Q2)(−1)⊕H1(D2)(−1)
auf Null abgebildet wird. Die dafu¨r ausreichenden Ko¨rpererweiterungen haben
wir im letzten Kapitel definiert.
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Lemma 2.29 Es sei L1 eine endliche Ko¨rpererweiterung von K mit U
L1 → U
e´tale und D ∈ {Q11, . . . , Q1m1 , D11, . . . , D1r1}, dann gibt es eine endliche galois-
sche S-Erweiterung L2 von L1, so dass D verzweigt ist vom Grad n in L2.
Insbesondere gilt H1(D)(−1) wird unter
H1(Q1)(−1)⊕H1(D1)(−1)→ H1(Q2)(−1)⊕H1(D2)(−1)
auf Null abgebildet.
Beweis: Wir hatten die gesuchte U¨berlagerung in 2.10 konstruiert und in 1.43
gesehen, dass unter der auf der Kohomologie mit Tra¨ger induzierten Abbildung
H1(Q1)(−1)⊕H1(D1)(−1)→ H1(Q2)(−1)⊕H1(D2)(−1)
H1(D)(−1) auf Null abgebildet wird. 2
Folgerung 2.30 Zu jeder endlichen Erweiterung L1 von K, mit U
L1 → U e´tale
gibt es eine endliche galoissche S-Erweiterung L2 von L1, so dass die induzierte
Abbildung
H1(Q1)(−1)⊕H1(D1)(−1)→ H1(Q2)(−1)⊕H1(D2)(−1)
die Nullabbildung ist.
Beweis: Wir setzen L2 als das Kompositum der im vorigen Lemma beschrie-
benen Ko¨rpererweiterungen. Es ist dann L2/L1 eine endliche galoissche S-
Erweiterung und
H1(Q1)(−1)⊕H1(D1)(−1)→ H1(Q2)(−1)⊕H1(D2)(−1)
die Nullabbildung, da jedes D ∈ {Q11, . . . , Q1m1 , D11, . . . , D1r1} verzweigt vom
Grad m mit m | n in XL2 ist. 2
Wir haben damit gesehen, dass die Anteile von H2(U1), die von H3V 1(X
1) kom-
men, in einem H2(U2) verschwinden. Aber H2(U1) beinhaltet auch Kohomo-
logieklassen, die von Kohomologieklassen aus H2(X1) kommen. Diese tauchen
auch dann auf, wenn H2(X) → H2(U) die Nullabbildung ist. Anders ausge-
dru¨ckt, bedeutet dies, dass die Eigenschaft
”
H2(X)→ H2(U) ist die Nullabbil-
dung“ nicht stabil unter U¨berlagerungen ist.
Beispiel 2.31 Es sei X eine glatte projektive Kurve u¨ber O und Q1, Q2, Q3
abgeschlossene Punkte von Xη mit {Qi}∩{Qj} = {q} fu¨r einen abgeschlossenen
Punkt z ∈ X und i 6= j. Wir setzen U := X − {Q1, Q2, Q3, z}. Wir hatten in
2.20 gesehen, dass
• H2(X)→ H2(U) die Nullabbildung ist und
• wir U¨berlagerungen haben, die genau u¨ber zwei der drei PunkteQ1, Q2, Q3
verzweigen.
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Entsteht bei einer U¨berlagerungen f : X1 → X, welche e´tale u¨ber U ist, ein
singula¨rer Punkt in der speziellen Faser bei q, so ist die Abbildung H2(X1) →
H2(U1) im Allgemeinen nicht mehr die Nullabbildung. Um dies zu sehen, setzen
wir Q1 := f−1(Q1, Q2, Q3) und betrachten die Ausschneidungsfolge fu¨r V 1 :=
f−1(Q1, Q2, Q3, q) aus X1
H0(Q1)(−1) // H2(X1) // H2(U) //// H1(Q1)(−1)
Hierbei ist,
H0(Q1) ∼=
⊕
Q∈Q1
Z/nZ //
⊕
T irred. Komp. v. X1s
Z/nZ = H2(X1)
gegeben durch (aQ)Q 7→ (
∑
Q aQ)T mit  ∈ {1, 2} (je nachdem, ob Xs eine
( = 2) oder zwei ( = 1) irreduzible Komponenten hat). Ist n = 2n′ oder hat
X1s zwei irreduzible Komponenten, so ist diese Abbildung nicht mehr surjektiv
und somit H2(X1)→ H2(U1) nicht die Nullabbildung.
Dieses Problem lo¨st das na¨chste
Lemma 2.32 Es sei X eine normale gefaserte Fla¨che q ∈ X ein abgeschlosse-
ner Punkt, so dass q in Xs ein gewo¨hnlicher Doppelpunkt ist und Q ∈ Xη ein
abgeschlossener Punkt der auf q spezialisiert. Wir nehmen an, dass X regula¨r
ist bei q und dass es eine U¨berlagerung f : X1 → X gibt, so dass eQ1/Q|n fu¨r
einen Punkt Q1 u¨ber Q. Dann werden unter der Abbildung
H2(X,Z/nZ)→ H2(X1,Z/nZ)
die zu den durch q gehenden irreduziblen Komponenten von Xs geho¨renden Klas-
sen auf Null abgebildet.
Beweis: Wir betrachten Kohomologie mit Z/nZ-Koeffizienten und erhalten aus
den Morphismen X′s
pi // Xs // X , wobei pi : X
′
s → Xs die Normalisierung
von Xs ist, und mit {q1, q2} = pi−1(q) das folgende kommutative Diagramm
exakter Folgen
H2{Q,q}(X) //

H2(X) //
o

H2(U)

H2q (Xs) //
o

H2(Xs) //
o

H2(Us)

H2q1(X
′
s)⊕H2q2(X′s) // H2(X′s) // H2(U′s).
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Hierbei ist die Abbildung
H2{Q,q}(X)→ H2q1(X′s)⊕H2q2(X′s)
die Diagonaleinbettung. Und
H2qi(X
′
s)→ H2(X′s)
bildet in den zu der irreduziblen Komponente von X′s, in der qi, liegt geho¨renden
Summanden ab.
Wir benutzen die folgenden Bezeichnungen:
• X1′s ist die Normalisierung von X1s,
• V 1 := f−1({Q, q}),
• U1 = X1 − V 1 und,
• q1i ist das Urbild von qi in X1
′
s .
Aus dem kommutativen Diagramm
X1
′
s
//

X1

X′s // X
erhalten wir das kommutative Diagramm
H2{Q,q}(X) //
α
''
β

H2(X) //

∼
!!
H2(U)
!!

H2q1(X
′
s)⊕H2q2(X′s) //
β′

H2(X′s) //

H2(U′s)

H2V 1(X
1) //
α1
''
H2(X1) //
∼
!!
H2(U1)
!!
H2
q11
(X1
′
s )⊕H2q12 (X
1′
s ) // H
2(X1
′
s ) // H
2(U′s).
Wir sehen, dass H2qi(X
′
s)→ H2q11 (X
1′
s ) die Nullabbildung ist. Somit werden auch
die Kohomologieklassen von H2(X) von den irreduziblen Komponenten von Xs,
die durch q gehen, unter H2(X)→ H2(X1) auf Null abgebildet. 2
Satz 2.33 Es sei S eine Menge von Primzahlen mit p 6∈ S und X eine semi-
stabile gefaserte Fla¨che u¨ber einer Erweiterung O von Zp mit endlichem Ver-
zweigungsindex, die die l-ten Einheitswurzeln entha¨lt fu¨r jedes l ∈ S. Es sei P
ein Punkt von X und U′ eine offene Umgebung von P . Dann gibt es eine offene
Umgebung U ⊂ U′ von P , die ein K(pi, 1) fu¨r S ist.
54
Beweis: Es sei pi : X′ → X eine Desingularisierung der außerhalb von P lie-
genden Singularita¨ten. Dann ist X′ → X ein Isomorphismus u¨ber einer offenen
Teilmenge W ⊂ X mit P ∈ W . Wir setzen U′′ := U′ ∩W und fassen U′′ als
offene Teilmenge von X′ auf. Durch U¨bergang von X zu X′ und U′ zu U′′ ko¨nnen
wir annehmen, dass X außerhalb von P regula¨r ist.
Es sei V ′ := X−U′. Wir verkleinern U′ noch um weitere horizontale Punkte,
so dass in jeder Zusammenhangskomponente von V ′ und in jeder irreduziblen
Komponente von Xs ein Punkt aus Xη enthalten ist. Nach 2.7 haben wir
H3(U′′,Z/nZ) = 0
fu¨r jedes n ∈ N(S) und jede e´tale U¨berlagerung U′′ von U′ .
Zu jedem Divisor D von X, der in V ′ enthalten ist, wa¨hlen wir ein Element
xD ∈ K = K(X), so dass fu¨r jedes n ∈ N(S) und Ln,D := K[ n√xD, µn] der
Morphismus XLn → X e´tale u¨ber P ist. Dass dies mo¨glich ist, hatten wir in
2.10 gesehen. Wir setzen U := U′ − ⋃xD supp(xD). Wir hatten gesehen, dass
ULn,D e´tale u¨ber U ist und es zu jedem m ∈ N(S) ein k ∈ N(S) existiert, so
dass D in XLk,D verzweigt vom Grad m ist.
Es sei nun F eine lokal konstante S-Torsionsgarbe auf U und U1 e´tale u¨ber U,
so dass F|U1 konstant ist, also F|U ∼=
⊕m
i=1 Z/kiZ mit ni ∈ N(S) und µki ⊂ OU
fu¨r jedes i = 1, . . . ,m. Es sei U2 eine endliche e´tale U¨berlagerung von U1 und
α ∈ H2(U2,F) = H2(U2,⊕mi=1 Z/niZ). Wir wollen nun eine endliche e´tale
U¨berlagerung U3 von U2 angeben, so dass α unter H2(U2,F)→ H2(U3,F) auf
Null abgebildet wird.
Dazu setzen wir Li := K(U
i),Xi = XLi , V i = Xi − Ui und schreiben V 2
als Vereinigung der singula¨ren Punkte {q21, . . . , q2n2} = q2 von V 2 mit den (re-
gula¨ren) horizontalen Divisoren {Q21, . . . , Q2m2} = Q2 von X2 − q2, die in V 2
enthalten sind, und den (regula¨ren) vertikalen Divisoren {E21 , . . . , E2r2} = E
von X2−q2, die in V 2 enthalten sind. Wir betrachten die exakte Folge aus 2.28:
H0(Q2, E2)(−1) // H2(X2) // H2(U2) // H1(Q2, E2)(−1) // H0(q2)(−2),
wobei H( )(−k) = H( ,F(−k)) ist.
Es sei α ∈ H2(U2). Ist
α ∈ ker(H2(U2) −→ H1(Q2, E2)(−1)) = im(H2(X2) −→ H2(U2)),
so finden wir nach 2.32 eine U¨berlagerung X3 von X2, die e´tale u¨ber X2 ist, so
dass jedes Urbild α′ ∈ H2(X,F) von α unter der Abbildung
H2(X2,F) // H2(X3,F)
auf Null abgebildet wird. Insbesondere wird α unter
H2(U2,F) // H2(U3,F)
auf Null abgebildet.
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Ist α nicht in ker( H2(U2) // H1(Q2, E2)(−1) ), so finden wir nach 2.30
eine U¨berlagerung X4 von X2, welche e´tale u¨ber U2 ist, so dass das Bild α′′ ∈
H1(Q2, E2,F(−1)) von α unter
H1(Q2, E2,F(−1)) // H1(Q4, E4,F(−1))
auf Null abgebildet wird. Dies bedeutet, dass das Bild α′′′ von α unter
H2(U2,F) // H2(U4,F)
in ker( H2(U4) // H1(Q4, E4)(−1) ) enthalten ist. Daher gibt es eine U¨berla-
gerung X5 von X4, welche e´tale u¨ber U4 ist, so dass α′′′ unter H2(U4,F) // H2(U5,F)
auf Null abgebildet wird. Da X5 eine U¨berlagerung von X2 ist, die e´tale u¨ber
U2 ist, wird sicherlich α unter
H2(U2,F) // H2(U5,F)
auf Null abgebildet.
Dies zeigt, dass
H i(pi1(U, P )(S),M)
φM,i // H i(U,M)
ein Isomorphismus fu¨r jeden diskreten pi1(U, P )(S)-S-Torsionsmodul M und je-
des i ∈ N ist. 2
Folgerung 2.34 (Theorem 0.2)
Es sei S eine Menge von Primzahlen mit p 6∈ S und X eine semi-stabile gefaserte
Fla¨che u¨ber einer Erweiterung O von Zp mit endlichem Verzweigungsindex, die
die l-ten Einheitswurzeln entha¨lt fu¨r jedes l ∈ S. Dann gibt es um jeden Punkt
P ∈ X eine Umgebungsbasis von K(pi, 1)en fu¨r S.
Beweis: Es sei P ein beliebiger Punkt in X und U′ eine offene Umgebung von
P . Dann finden wir nach dem vorhergehenden Satz 2.33 eine offene Umgebung
U von P , die in U′ enthalten ist und die ein K(pi, 1) fu¨r S ist. 2
Die letzten beiden Sa¨tze dieser Arbeit beantworten die Frage nach den reali-
sierten lokalen Erweiterungen beim U¨bergang zur universellen S-U¨berlagerung.
Satz 2.35 Es sei S eine Menge von Primzahlen mit p 6∈ S und X eine semi-
stabile gefaserte Fla¨che u¨ber einer Erweiterung O von Zp mit endlichem Ver-
zweigungsindex, die die l-ten Einheitswurzeln entha¨lt fu¨r jedes l ∈ S. Es sei P
ein Punkt von X und U′ eine offene Umgebung von P . Dann gibt es eine offe-
ne Umgebung U ⊂ U′ von P , die ein K(pi, 1) fu¨r S ist, und so dass fu¨r jeden
abgeschlossenen Punkt Q ∈ (X − U)η und jedes Q′ ∈ XK(US) − US u¨ber Q die
k(Q′) die maximale S-Erweiterung von k(Q) ist.
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Beweis: Wie in 2.33 ko¨nnen wir durch die Wahl einer starken Desingularisie-
rung der außerhalb von P liegenden Singularita¨ten von X ohne Einschra¨nkung
davon ausgehen, dass X außerhalb von P regula¨r ist. Nehmen dann eventuell
weitere horizontale Divisoren {Qi, qi} (i = 1, . . . , r) heraus um zu erreichen,
dass H3(U,Z/nZ) = 0 fu¨r jedes n ∈ N(S), verkleinern U noch um alle irredu-
ziblen Komponenten von Us in denen P nicht enthalten ist um schließlich U
noch wie in 2.10 und 2.23 zu verkleinern. Danach geht der Beweis genauso wie
in 2.33, nur mit den U¨berlagerungen aus 2.10 und 2.23.
Da k(Q) ein Erweiterung von Qp die maximal unverzweigte Erweiterung
einer endlichen Erweiterung von Qp ist, ist die maximale S Erweiterung von
k(Q) eine ZS =
∏
l∈S Zl-Erweiterung. In 2.23 wurde gezeigt, dass fu¨r jeden
Punkt Q′ in XK(US) u¨ber Q die Erweiterung k(Q′)/k(Q) eine ZS-Erweiterung
ist, weswegen k(Q′) die maximale S-Erweiterung von k(Q) sein muss. 2
Folgerung 2.36 (Theorem 0.3)
Es sei S eine Menge von Primzahlen mit p 6∈ S und X eine semi-stabile gefaserte
Fla¨che u¨ber einer Erweiterung O von Zp mit endlichem Verzweigungsindex,
die die l-ten Einheitswurzeln entha¨lt fu¨r jedes l ∈ S. Dann gibt es um jeden
Punkt P ∈ X eine Umgebungsbasis von K(pi, 1)en fu¨r S, so dass fu¨r jeden
abgeschlossenen Punkt Q der generischen Faser von X − U und jedes Q′ ∈
XK(U
S) − US u¨ber Q der Ko¨rper k(Q′) die maximale S-Erweiterung von k(Q)
ist.
Beweis: Es sei P ein beliebiger Punkt in X und U′ eine offene Umgebung von
P . Dann finden wir nach dem vorhergehenden Satz 2.35 eine offene Umgebung
U von P , die in U′ enthalten ist und die ein K(pi, 1) fu¨r S ist, so dass fu¨r jedes
Q ∈ X−U und jedes Q′ ∈ XK(US)−US u¨ber Q der Ko¨rper k(Q′) die maximale
S-Erweiterung von k(Q) ist. 2
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