Introduction
A fundamental result of the theory of absolute-valued algebras (AVA) asserts that every finite-dimensional AVA has dimension n = 1, 2, 4 or 8 and is isotopic to one of the classical AVA R, C, H Recently a complete classification in dimension 8 held [CKMMRR 11] . In this same work a duplication process, characterizing the eight-dimensional AAV which contain four-dimensional subalgebras, has been introduced. This process will plays a decisive role in this present work.
It was also shown [CR 08, Theorem 4.10] that every AVA with left-unit satisfying an identity of the form (x p , x q , x r ) = 0, is finite-dimensional. Concretely Under these conditions, A is finite-dimensional of degree ≤ 4.
Theorem. Every absolute-valued algebra
Above theorem, the duplication process, and [Roc 03] allowed us to have an expression of an eight-dimensional AVA with left-unit satisfying (x 2 , x 2 , x 2 ) = 0 through a pair of isometries of the euclidean space H (Proposition 6). We specify these isometries and reduce the isomorphism classes. The list is reduced to algebras O, * O, * O(i, 1) more two new ones
Notations and preliminary results
An algebra is a vector space A over the real numbers R endowed with a bilinear mapping A × A → A (x, y) → xy, the product of A. Let f, g : A → A be linear mappings, we denote by A f,g the algebra obtained by endowing the space A with the product x y = f (x)g(y). Also we denote by Aut(A) the automorphism group of A. An involutive automorphism of A which is different from the identity is said to be a reflection of A. A non-zero algebra A is said to be a division algebra if for all non-zero a ∈ A the linear operators of A, L a : x → ax, R a : x → xa are bijective.
The identity (x
2 , x 2 , x 2 ) = 0. Let A be an algebra and let (x, y, z) be the associator (xy) − x(yz) of x, y, z ∈ A. There are mappings f 1 , . . . , f 5 : A × A → A for which the following equality holds for all x, y ∈ A and λ ∈ R :
The identity (
2 ) = 0 by linearization. The first ones f 1 ≡ 0, f 2 ≡ 0 are expressed, respectively, by:
where z denotes the element xy + yx. Proof. By putting x = e in the equality (2.1) we get: 0 = (y + ye, e, e) = (y + ye)e − (y + ye) e = (ye)e − y e. A the AVA obtained by endowing the normed space of A with the products x y := xy, x y := xy and x y := x y, respectively, where x → x means the standard involution denoted by σ . Note that the orthogonal decomposition of A into a direct sum of eigenspaces
Lemma 2. Let
We denote by Re(a) the real part of arbitrary element a in A.
The degree of a finite-dimensional algebra A is the smallest natural number n such that all single-generated subalgebras of A have dimension ≤ n. By Albert's paper [ 
We consider now the following subsets of O :
Let S(H), S Im(H) be the unit spheres of the normed spaces H and Im(H), respectively. We have the following preliminary result:
Proof. Assertions (1), (2) are shown in [HKR 91, p. 215] and assertions (3), (4) are immediate consequences of the previous ones.
Let now norm-one a, b ∈ H, we have:
To prove the assertions (5), (6), (7), (8) we first note the following facts:
This shows assertion (5) in the first case and assertion (6) in the second one by taking into account assertions (1), (2) . Assertions (7), (8) are deduced from (5) and (6). In the rest of this section A will be assumed to be an absolute-valued algebra with left unit and we keep the notations as in Theorem 1.
Remarks 1. .

The following equalities, deduced from the ones in
xy, z = − y, xz (3.3)
Particularly, the following equalities hold for all x ∈ e ⊥ :
xe, x = − e, x 2 (3.5)
Linearizing (3.6), we get, for all x, y, z ∈ A with x, y ∈ e ⊥ , the following equality:
2. Equality x * (xy) = ||x|| 2 y gives:
Linearizing (3.8), we get the following equality for all x, y ∈ A :
x(ye) + y(xe) = 2 e, x ye + 2 e, y xe − 2 x, y e. 
If, moreover, x is orthogonal to e, then
Proof. .
For all x ∈ A, we have:
(xe)x = (xe) (xe)e = 2 e, xe (xe)e − ||xe|| 2 e by (3.8)
= 2 e, x e, e (xe)e − ||x|| 2 e = 2 e, x x − ||x|| 2 e.
Therefore (xe)x e = 2 e, x xe − ||x|| 2 e (3.8)
= x(xe).
2.
We have x(xe) e = (xe.x)ee = (xe)x.
3. Assume first that x is orthogonal to e, and we have In the sequel of the proof x will be assumed to be orthogonal to e.
4. Immediate consequence of (3). 5. Keeping in mind that xe ∈ e ⊥ , we put (y, z) = (xe, x) in (3.7) to get
The result follows from equalities (xe)x = x(xe) = −||x|| 2 e and x, xe = − e, x 2 .
6. We put (y, z) = (xe, e) in (3.7). The result follows from equality x, xe = − e, x 2 and by taking into account that xe ∈ e ⊥ . 7. We just establish the equality (xe) 2 = 2 e, x 2 e − x 2 for all x ∈ e ⊥ . So x 2 (xe) = −(xe) 2 (xe) + 2 e, x 2 xe. By comparison with x 2 (xe) = ||x|| 2 x + 2 e, x 2 xe we get (xe) 2 (xe) = −||x|| 2 x for all x ∈ e ⊥ . As xe is also orthogonal to e, and (xe)e = x, we have: 1 (a, b) , Proof. Let a be norm-one in H. The algebra H(a, 1) = (H, ) has left unit a and we have:
On the other hand the algebra * H(a, 1) = (H, * ) has left unit a and we have:
By using Theorem 2 we see that H(a, 1) satisfies to (x 2 , x 2 , x 2 ) = 0 if and only if H(a, 1) = H(±1, 1), which is equal to H (1, 1) Any nonzero subalgebra of A contains 1 and so is invariant under σ . As A is alternative, Artin's theorem [Sc 66, Theorem 3.1] shows that for any x, y ∈ A, the set {x, y, x, y} is contained in an associative subalgebra of A. Also this fact will be used in the sequel without further reference.
If
a 2 = −1 then * H(a, 1) is equal to * H(i, 1) according to Proposition 1 and the fact that
Proposition 4. For a, b ∈ S(O) the following two assertions are equivalent:
is an isomorphism such that Φ(1) = 1.
Proof. (1) ⇒ (2).
For all x, y ∈ O we have: 
Corollary 1. For every a, b ∈ S(O) the following assertions are equivalent:
Proof. Consequence of Proposition 1 and Lemma 1.
Corollary 2.
*
Proposition 5. Let a be in S(O).
The following assertions are equivalent: 
Proof. (1) ⇒ (3).
* O l (a, 1) has left unit a and for all x ∈ O, we have: According to Corollary 2 we can state:
Duplication process
Consider the Cayley-Dickson product • in O that we often denote H × H. For arbitrary linear isometries f, f , g, g of H with f (1) = f (1) = 1 we define on the space H × H the product
.
) is said to be obtained from algebra H f,f by the duplication process [CKMMRR 10]. Among algebras H × H (f,g),(f ,g ) the ones having left-unit, necessarily equal to (1, 0) 
It is shown [CKMMRR 10, Theorem 6.4] that an 8-dimensional AVA contains a 4-dimensional subalgebra if and only if is obtained by duplication process.
We denote by
with left-unit (1, 0). By Theorem 3 we check easily that they satisfy the identity (x 2 , x 2 , x 2 ) = 0. In order to show that they provide new examples of eight-dimensional absolute-valued algebras with left-unit satisfying the identity (x 2 , x 2 , x 2 ) = 0, we proceed as follows:
Let A be an arbitrary algebra with left-unit e, we set A e = {x ∈ A : xe = x}.
Assume now that Φ is an isomorphism from A onto another algebra B. Then B contains a left-unit Φ(e) and we have: Φ(A e ) = A Φ(e) . If, moreover, A is finite-dimensional then dim(A Φ(e) ) = dim(A e ).
The following table illustrates the subspaces A e corresponding to the alge- 
The pair (ϕ, ψ) satisfies to following equalities:
Proof. Let be the product in algebra H × H (ϕ,ψ) . For every x, y ∈ H we have:
Now, the result is concluded by Theorem 3.
We have a first precision on the pair (ϕ, ψ) :
So 0
As x is arbitrary and ϕ(1) = 1 it follows that ϕ 2 = I À . In the other hand the equality (6.13) gives ψ 2 = I À , by putting x = 1.
Remarks 2. We can easily verify the following properties:
1. (I À , ψ) satisfies (6.11), (6.12) for all linear isometry ψ of space H. 2. (I À , I À ) satisfies (6.11), (6.12), (6.13). 3. (I À , −I À ) does not satisfy (6.13). 4. (σ À , ±I À ) satisfies (6.11), (6.12), (6.13).
In the following we will give an accurate list for couples (ϕ, ψ) that satisfy (6.11), (6.12), (6.13). Proof. We check easily that every isometry in {I À } ∪ I − 1 satisfies (6.11). Assume now that ϕ satisfies (6.11) with ϕ ∈ I 2 1 and ϕ = I À . By Lemma 3 the isometry ϕ can be written T a,a for norm-one a in Im(H) and the equality (6.11) gives (ax) 2 = (xa) 2 for all x ∈ H. This leads to an absurdity by x = a + u for norm-one u in Im(H) with u orthogonal to a. The result follows by Lemma 9 and Remark 2 (1).
Let T (x) = x + x ∈ R be the trace of x ∈ H, we have T (xy) = T (yx) for all 
Proof. The if part of our Lemma follows from Remark 2 (1) and the fact that T (x.ya) = T (ya.x). Assume now, for the only if part, that (I À , ψ) satisfies (6.13) and distinguish the following two cases:
But this can not occur by Lemma 11.
If ψ ∈ I
− , then ψ can be written T a,b • σ À for norm-one a, b ∈ H with b = ±a. The equality (6.13) gives xbyab + x yb = ybx + ayx.
We distinguish the following two subcases:
Case b = −a. The equality (6.14) expresses the fact that x(ay) and (ay)x have the same trace. So (6.13) is true for all x, y ∈ H, ψ ∈ {−T a,a • σ À : a ∈ S(H)}.
Case b = a. We put y = 1 in (6.14) and we have Proof. The if part of our Lemma follows from Remark 2 (4). Conversely, we show that (σ À , ψ) does not satisfy (6.11), (6.12), (6.13) 
We distinguish the following two cases:
The equality (6.12) gives xaxb ∈ R for all x ∈ H.
By putting x = 1 in (6.15) we get b = ±a and therefore (xa) 2 ∈ R for all x ∈ Im(H). But this cannot occur for x = a + u with norm-one u in Im(H) ∩ a ⊥ .
− then ψ can be written ψ = T a,b • σ À for norm-one a, b ∈ H with b = ±a. The equality (6.12) gives (xa)
2 ∈ R for all x ∈ H, absurd. Proof. .
Lemma 12. Let a be in S(H) and
2. We distinguish the following two cases: We distinguish the following two subcases:
(ii) If aza − czc := u = 0, for some z ∈ H, we put (aza − czc) −1 : = y in (6.16) and we get c = −b. For x = z equality (6.16) gives byu = yub for all y ∈ H. We deduce that bz = zb for all z ∈ H, but this can not occur for b ∈ S Im(H) . 
To study the isomorphism classes, we begin with the following results:
Proof. We note the product in * O(a, 1) and * the one in O 
Moreover Φ u is an automorphism. Indeed, let • be the product in algebra H × H and let x, y, x , y be in H, we have 
In other hand
The result is concluded from Proposition 3. The following table specifies the isomorphism classes:
