We give new results for Lyapunov and asymptotic stability of nonlinear systems. In addition, we also give results for convergence and semistability. Convergence is the property whereby every trajectory of a system converges to a limit point that may depend upon the initial condition. Semistability is the additional requirement that the limit points of the trajectories of a convergent system also be Lyapunov stable. Our results do not make assumptions of sign defbiteness on the Lyapunov function. Instead, our results use a novel nontangency condition between the system dynamics and the level sets of the Lyapunov function or its derivative. Using this nontangency condition, we extend previously known Lyapunov stability and asymptotic stability results involving semidefinite Lyapunov functions.
Introduction
Stability theory and the associated methods of Lyapunov are essential components of modern systems and control theory. There are two notions of stability that are of primary importance, namely, Lyapunov stability and asymptotic stability. Reference [l considered an additional sense, lies between Lyapunov Stability and asymptotic stability.
The relationship between these three notions of stability can be understood by considering the motion of a particle translating along a fixed direction. Such a particle, when moving under the action of a linear elastic spring, possesses a unique equilibrium, which is Lyapunov stable. In the additional presence of viscous damping, all motions of the particle converge to the equilibrium state, which is thus asymptotically stable. On the other hand, a particle moving under the action of viscous damping in the absence of stifFness can remain at rest in any position and thus exhibits a continuum of equilibria, each of which is Lyapunov stable. All motions of such a particle converge to rest, and the equilibrium that the particle converges to is decided by the initial position and velocity of the particle. The motion of the particle is thus semistable.
Besides the damped motion of a particle, there are several applications in which semistability is the appropriate notion of stability. For example, we can consider the stability of the lateral dynamics of an aircraft in level trimmed flight. For disturbances affecting the angle between the longitudinal axis and the velocity vector, the vertical tail is designed to influence yaw so as to cause the sideslip angle to converge to zero. However, the heading angle will not generally converge to the pre-disturbance value. The offset in the final heading angle is an indication of semistability. Another application of semistability involves the dynamics of chemical reactions. While periodic or chaotic behavior can occur [2] , it is of interest to determine conditions under which the concentrations converge. In this case, the limiting concentrations are not completely determined by the dynamics, but depend upon the initial concentrations as well. The stability of chemical kinetics with respect to a stoichiometric subspace is considered in [3, 41, while IS] applies Lyapunov theory to study the semistability of mass action chemical kinetics.
For liiear systems, semistability was originally defined in [SI and applied to matrix second-order systems in [ I .
The concept of semistability was extended to nonlinear systems in [l] , which introduced the property of convergence to capture the notion that every trajectory of the system converges to an equilibrium that might possibly depend on the initial conditions. In a convergent system, the limit points of trajectories may not be Lyapunov stable. Semistability is the additional requirement that the limit points of the trajectories of a convergent system also be Lyapunov stable. More precisely, an equilibrium is semistable if it is Lyapunov stable and every trajectory starting in a neighborhood of the equilibrium converges to a (possibly different) Lyapunov stable equilibrium, while the system is semistable if all of its equilibria are Lyapunov stable and it is convergent. Note that if the system is semistable, then all of its equilibria are semistable, but the converse is not generally true. It can be seen that asymptotic stability implies semistability, while semistability implies Lyapunov st ability. It is easy to see that if a system is convergent, then all of its trajectories converge to the set of equilibria. However, as the following example from [l] shows, the converse is not true.
Consider the system y(t) = f(y(t)), where f : R2 -+ R2 is given by Example 1.1.
with cr,p 2 1 and the vector fields fr and fe given by
The vector fields fr and fe point in the radial and circumferential directions, respectively, and thus the parameters a and , 5 decide the relative rates at which solutions move in the radial and circumferential directions. This can be seen Figure 1 shows the phase portrait of the system for Q = 2 and p = 1, while Figure 2 shows the phase portrait of the system for a = p = 1. Figure 1 is clearly not convergent and, moreover, every equilibrium on the unit circle is unstable.
In contrast, all trajectories in Figure 2 have finite arc length and approach the unit circle nontangentially, the system is convergent, and all equilibria on the unit circle are semistable. Figures 1 and 2 suggest that finite arc length of trajectories and nontangency of trajectories to the, set of equilibria may be additional conditions under which convergence to the set of equilibria implies convergence and semistability. In [lJ, Lyapunov tests for convergence and semistability based on arc length were presented. In this paper, we consider convergence and semistability results based on nontangency.
Intuitively, a vector field is nontangent to a set at a point if the vector field at the point is not contained in the tangent space t o the set at that point. However, this intuitive notion presents two chief difficulties when the set under consideration is the set of singular points of the vector field, that is, the set of equilibria of the system. First, the vector field at an equilibrium is zero and hence it is always contained in the tangent space to the set of equilibria. To capture the notion of nontangency in such a case, we introduce the direction cone of a vector field in Section 2. The second difficulty is that, unlike a8 in figures 1 and 2, the set of equilibria may not be regular enough to possess a linear tangent space at the equilibrium point under consideration. For instance, the set of equilibria may have corners. We overcome this difficulty by considering the tangent cone [8, 91, which extends the notion of a tangent space to a nonsmooth setting. The condition that the tangent cone to a set at a point and the direction cone of the vector field at that point have only the zero vector in common serves to formalize our intuitive notion of nontangency.
We apply this notion of nontangency in Section 3, where we show that the solution starting from a point converges if and only if the vector field k nontangent to the positive limit set of the point at a positive limit point. While this result is not directly useful in applications, we use it along with well-known properties of positive limit sets to show that, if the vector field is nontangent to the largest invariant subset of the zero-level set of the derivative of a Lyapunov function that is nonincreasing along the solutions, then every bounded solution converges to a limit.
In Section 4, we consider applications of nontangency to Lyapunov stability. Here, prolongations [lo, 111 play a role analogous to that played by positive limit sets in Section 3. More specifically, we introduce the restricted prolongation of a point and show that an equilibrium point is Lyapunov stable if and only if the vector field is nontangent at the equilibrium to its restricted prolongation. The restricted prolongation of a point is a subset of its positive prolongation as defined in [lo, 111. Positive prolongations have been used before for studying stability. See, for instance, [lo]. However, the invariance properties of restricted prolongations make them especially useful for the 'results that we present.
In Section 5, we use the results of sections 3 and 4 to obtain novel Lyapunov results for Lyapunov stability, semistability and asymptotic stability of nonlinear systems. These results do not make any assumptions about the sign dehiteness of the Lyapunov function. Instead, these results only require the Lyapunov function derivative to be nonpositive and the equilibrium to be a local minimizer of the Lyapunov function on the set of points where the Lyapunov function derivative is negative. For Lyapunov stability, the weaker assumptions on the Lyapunov function are supplemented by assuming nontangency of the vector field to the level set of the Lyapunov function containing the equilibrium and, for semistability, to the zero-level set of the Lyapunov function derivative. These results extend known results for Lyapunov stability and asymptotic stability involving semidefinite Lyapunov functions and Lyapunov function derivatives [12, 13, 141.
As mentioned above, chemical kinetics form one of the application areas for semistability theory. Since the ki- concentrations of species, all solutions of physical interest take values in the nonnegative orthant. For such systems, which evolve on subsets of R", it is natural to consider relative stability, that is, stability with respect to initial perturbations that belong to the subset on which the system evolves. Therefore, with applications to nonnegative dynamics in mind, we consider relative stability of dynamical systems that evolve on (not necessarily open) subsets of Rn . Relative stability has been considered previously in [lo, 141.
Finally, we mention that the proofs of our results are not presented due to space limitations.
Preliminaries
Let 11 . 11 denote the standard Euclidean norm on Rn.
The notions of openness, convergence, continuity, boundedness and compactness refer to the topology generated on Bn by the norm 11 -11. Let 9 C Rn. A subset U of 9 is open relative to P if there exists an open set V C R" such that U = V n 9. A set U E 9 is bounded relative to if its closure a is compact and contained in 8. A point x E R" is a subsequential limit of a sequence {xi} in R" if there exists a subsequence of {xi} that converges to x. A sequence {xi} in 9 is bounded relative to 9 if there exists a set that is bounded relative to 9 and contains all the elements of the sequence. Every sequence that is bounded relative to 9 has at least one subsequential limit, and all of its subsequential limits are contained in 0. Given a function V : 6 + JR, a point x E 9 is a local minimizer of V relative to 9 if there exists a neighborhood U 9 of x that is open relative to
Consider the system of differential equations
where f : 2) + Iw" is continuous on the open set 2) 5 Rn.
We assume that, for every initial condition y(0) E 2, and every a-> 0, the differential equation (5) A set U c l P is positively invariant under ( 5 ) if $t(U) U for all t 2 0. The set U is negatively invariant under (5) if, for every x E U and t 2 0, there exists
In the rest of the paper, we let Q C_ V be positively invariant under (5) so that 0, C 9 for all x E 9. We further assume that 9 is locally compact, that is, every point in E is contained in a set U C_ 9 that is open and bounded relative to G. In particular, if 9 is either open or closed, then B is locally compact.
Given a continuous function V : 9 + n$ we define satisfies @(O, z) = x and $(t, @(h, x f ) = $(t + h, x) I or all whenever the limit exists. . The system (5) is convergent relative to 9 if, for every x E 4, limt-,, $(t, x) exists and is contained in 9.
An equilibrium point of ( 5 ) is a point x E 2> satisfying f(x) = 0 or, equivalently, $(t,x) = x for all t 1 0. We let E = f-l(O), the set of all equilibrium points of (5 Given x E 0, the direction cone of f at x relative to is the intersection e of all sets of the form coco (f(U)\{O}),
where U C B is a neighborhood of x that is open relative to 9 and coco K denotes the union of convex cones generated by the connected components of the set K c Rn. It is easy to see that e is a closed cone containing f(x). If x E int E , then e = (0).
Give x E o\int E , a vector v E R" is a limiting direction of f at x if there exists a sequence {xi} in G\E.such that limiting directions of f at x 19 the limiting direction set of f at x relative to 9. It is easy to show that 13: is closed and contained in the direction cone of f at 5. The following result shows that if the limiting direction set at a point is finite, then the direction cone at that point is the cone generated by the limiting direction set. This result provides a convenient means for determining the direction cone. L e m m a 2.1. Let x E Q\int E. If L : is finite, then Ff is the cone generated by Lf.
The vector field f is nontangent to the set K 9 at the point x E K relative to 9 if T, K n F$ = (0). The following example illustrates direction cones and nontangency.
Example 2.1. Consider the system described in Example 1.1 and let x E S1. As 
S1 is a differentiable submanifold of It2. Hence, for every x E S ' , T,S1 is the tangent line to S' at x . Since the vector field fo points in the circumferential direction at every point x # 0, it follows that, for every x E S ' , TzS1 = span { f e ( x ) ) . It now follows from (7) that Thus, for every x E S1, f is nontangent to S1 at x relative to Q if and only if a 5 p. It can be observed that figures 1 and 2 reflect this fact.
The main results of this paper depend on the following key proposition involving nontangency. 
3.
Given x E Q, the positive limit set of x relative to Q is the set of oints z E Q such that there exists a divergent sequence fti> in [o, oo) satisfying limi+m @(tt, x ) = z. The following result gives a nontangency-based necessary and sufficient condition for a solution of (5) to converge to a limit. The proof uses propositions 2.1 and 3.1.
is nonempty. Then limt-,, q ( t , x ) exists and is contained in Q if and only if there exlsts z E such that f is nontangent to 02 at z relative to 8.
Example 3.1. Consider the system described in Example 1.1 and assume a > P + 1. Let 9 = R2 and consider x E Q\S'. As discussed in Example 1.1, limt+w @(t, z)
does not exist. Indeed, OF = S ' . As discussed in Example 2.1, f is not nontangent to 0,-= S ' at x , thus illustrating Proposition 3.2.
Positive Limit Sets and Convergence
Proposition 3.2. Let x E 9 and suppose that It should be noted that in order to apply Proposition 3.2 to a solution of (5), the positive limit set of the solution needs to be known. Since it is not generally possible to find the positive limit sets of solutions, Proposition 3.2 is not directly useful in applications. However, Lyapunov functions can sometimes be used to obtain sets that contain the positive limit sets of solutions. The following proposition gives two such containment results for positive limit sets. The first of these is well known and proofs can be found in [12, 161. The proof of the second is straightforward and has been left to the reader. The proofs use the invariance properties of positive limit sets given in Proposition 3.1. 
Q : V ( z ) 5 V ( x ) } that is invariant under (5).
We now apply propositions 3.2 and 3.3 to obtain a sufficient condition for convergence. The result uses Proposition 3.3 to obtain a set containing d l positive limit sets and then uses Proposition 3.2 to show convergence. The fo I owing proposition plays the same role in this section that Proposition 3.1 played in the last. The first part of the proposition relates restricted prolongations to Lyapunov stability, while the second part gives invariance properties of restricted prolongations of equilibrium points.
Proposition 4.1. Suppose x E 0 and let U C Q be a neighborhood of x that is open and bounded relative to 8.
Then the following statements are equivalent.
Given a point x E Q and a neighborhood U i) z is a Lyapunov stable equilibrium relative to Q.
Moreover, if x is an equilibrium, then the following statements hold.
iu) 722 is negatively invariant under (5). v) R, is invariant under (5).
The following result characterizes Lyapunov stable equilibrium points in terms of nontangency and is analogous to Proposition 3.2. The proof makes use of propositions 2.1 and 4.1.
Let x E Q, and let U C 0 be a neighborhood of x that is open and bounded relative to 8.
Then the following statements are equivalent. i) x is a Lyapunov stable equilibrium relative to Q. di) The vector field f is nontangent to R, at x relative to 5.
iaa) The vector field f is nontangent to 72: at x relative to 9.
Example 4.1. Consider the system described in Example 1.1 and assume 01 = 2, / 3 = 1. Let 5 = R2. As discussed in Example 1.1, every point in S1 is an unstable equilibrium. &om Figure 1 , we observe that, for every z E S ' , 72, = S'. Since S1 consists only of equilibrium points, it follows that R, is invariant for every z E S ' .
This illustrates U) of Proposition 4.1. As seen in Example 2.1, the vector field f is not nontangent to S' at any z E S ' , thus illustrating the equivalence of i) and ii) in Proposition 4.2.
It should be noted that since it is not generally possible to find the restricted prolongation of an equilibrium, Proposition 4.2 cannot be directly used in applications. However, as the following proposition shows, Lyapunov functions can be used to obtain sets that contain the re- iii) M C N .
Stability Theorems
In this section, we use the results of the previous two is a local minimizer of V relative t0.K. We know from Example 2.1 that f is nontangent to V-'(0) at every z € S1 relative to 4. Hence by Corollary 5.2, iii), it follows that every x E S' is semistable relative to 9 = R2.
The following theorem gives stability conditions in terms of invariant sets rather than negatively invariant sets as in Theorem 5.1. Also, the first part of the Theorem does not require the equilibrium to be a local minimizer of the Lyapunov function. tive to G such that every equilibrium in U is contained in P and f is nontangent to P at every point in U n P relative to 4, then x is semistable relative to 9.
iii) If x is an isolated point of P and an isolated equilibrium, then x is asymptotically stable relative to 4.
If, in addition, z is a local minimizer of V relative to the set K: = {z E 9 : V ( z ) < 01, then the following statements hold.
iv)
Iff is nontangent to PnV-l(v(x)) at x relative to 9, the following statements ho I d. then x is Lyapunov stable relative to 4.
vi)
E f is nontangent to P n V-'(O) at x relative to g , then x is Lyapunov stable relative to G.
If there exists a neighborhood U of z that is open relative to 4 and such that every equilibrium in U is a local minimizer of V relative to the set K: apd is contained in P, and f is nontangent to P n V-'(O) at everv Doint in U n P. then x is semistable relative to .I.
4.
The next result follows from the second part of Thecrem 5.2. 
