The role and the contribution of Shannon Information Theory to the development of Molecular Biology has been the object of stimulating debates during the last thirty years. This seems to be connected with some semantic charms associated with the use of the word "information" in the biological context. Furthermore information itself, if viewed in a broader perspective, is far from being completely defined in a fashion that overcomes the technical level at which the classical Information Theory has been conceived. This review aims at building on the acknowledged contribution of Shannon Information Theory to Molecular Biology, so as to discover if it is only a technical tool to analyze DNA and proteinic sequences, or if it can rise, at least in perspective, to a higher role that exerts an influence on the construction of a suitable model for handling the genetic information in Molecular Biology.
Introduction
Almost sixty years have been passed since the publication, in 1948, of the most celebrated paper in communication theory, "A Mathematical Theory of Communications", by Claude Elwood Shannon (Shannon, 1948) . The importance of this work is inherent to the fact that with this contribution Shannon laid, in fact, the foundation of a new discipline, Information Theory (IT ), which influenced very broadly the entire process of developing, enhancing and partial results became in any case a solid starting point for the development of an informational-theoretic approach to the corresponding discipline. This is also the case of Molecular Biology (MB ), for which the concept of information plays a central role in all the profound aspects pertaining to this fascinating scientific area. As a matter of fact biologists frequently speak about information content of genetic heritage, information conservation among the members of a species, information content of the gene (exons, introns,...) . Moreover, information is the subject of an important assumption in MB, the so called Central Dogma of Molecular Biology. It roughly states that the flow of "biologic information" is from DNA towards proteins, in the sense that the DNA carries information that, after transcription and translation, drives the synthesis of the proteins. In this sense, one is tempted to evoke an appealing metaphor: the flow of information that starts from DNA and reaches the proteins, in the biological communication system outlined by the Central Dogma, is analogous to the flow of information that starts from the sender and reaches the receiver (at the other side of the channel) in the communication system introduced by Shannon. In this metaphor the DNA, which is a sequence of nucleotides called Adenine, Thymine, Cytosine and Guanine (A, T, C, G), is interpreted as a sequence based on a 4-letters alphabet, while a protein, which is a sequence based on 20 amino acids (Metionine, Serine, Threonine ecc.), is interpreted as a 20-letters alphabet sequence. This approach seems to offer the opportunity of using Information Theory as a tool to build a model of biological information transmission and correction. However, Information Theory can potentially be used also at a syntactic level, in the sense that we can use methods, ideas and tools of IT to gain information about the statistical regularities of data derived from biological sequences of nucleotides or amino acids.
On the other hand, even if biologists frequently speak about "the information content of . . . DNA, introns, exons" and so on, we have to note that, till now, the tools developed in the Shannon frame has been employed in Molecular Biology only at a syntactic level, that is only to manage data on sequences. As a matter of fact very few attempts have been made to generate, in a molecular biological sense, a complete model of information transmission, conservation and correction based on the Shannon approach, so as to develop a modellingtool employment of IT, and these attempts have not lead to a new theory of informational molecular biology.
The lack of a complete informational model for explaining the behavior of biological information under a clear and accepted framework, could depend essentially on the situation that the problems, the subjects and the contexts of MB should be re-defined, if possible, in terms of the Shannon functions and tools in a more precise way. On the other hand this tentative (modelling-tool) approach, even if far from being accomplished, seems to be very natural and likely, since information has a nature that does not depend on the material substrates over which it is generated and transmitted, being silicon systems or biochemical systems. Moreover, information laws are universal, they have been tested very well from the experimental point of view in real communication systems, and the foundations of IT are very solid from the mathematical point of view. Furthermore, this suggests that in a tentative modelling-tool approach we should only reshape the classical information tools so as to render them useful for the new context, ceasing to reinvent a different "kind" of information or a different measure for it. Note, indeed, that the definition of classical information measures, such as entropy and mutual information, and the coherence of the whole Shannon mathematical context, find their ultimate justification through the existence of the coding theorems, which give a character of substantiality to Information Theory.
Note further that the two situations, the artificial one regarding communication systems designed by engineers, and the natural one regarding biological systems arising from natural selection, are characterized by obvious differences from all the possible aspects. As a matter of fact the communication engineer has to design a system capable of satisfying the project specifications, that can assume the form of system constraints. Also, the source of information and the channel can be considered as system constraints, since the engineer cannot modify them. So, the aim of the project is that of conceiving the encoders and the decoders that have the finality of working so as to satisfy this set of constraints. On the contrary, the MB context shows a native, well developed and very complex system, and one has (only!) to discover the secrets of its wonderful working, in terms of information transmission, conservation and correction. We do not know if the system has any finality, nor do we know if there are any "project specifications" or system constraints (at least if we exclude the trivial ones, such as temperature or pressure range typical for biological life). This means, also, that we are in fact unable to identify clearly the single components of the informational model for the MB system, since it is a topic of debate what are the encoders, the decoders, or even the codewords. Also the intuitive assumption that the (unique) goal of the biological system is that of keeping itself in existence is only one of many possible ways to tackle the problem, but we are not sure it is the correct one, even though we can observe that it is consistently pursued for almost 4 billion years.
In spite of these deep differences between the motivations associated with the two contexts, one should be able to study the MB mechanisms of exchanging information also from an informational theoretic perspective; this could help to outline a model of the biological exchange of information, so as to explain, at least in part, the behavior of what Nature built.
To evaluate the contribution of Information Theory to Molecular Biology, we should also reflect on the kind of current research in MB. As a matter of fact, nowadays biologists need to study with great depth the single "words" of the genome, that is the genes and the networks of co-expressed and co-regulated genes, or the folding properties of the proteinic sequences, so as to acquire immediate utility in medical applications. But this requires a fine analysis of the data derived from DNA or proteinic sequencing, memorized in the data banks all over the world. At this (syntactic) level we are concerned with the fine structure of DNA, or with the proteinic sequence, that is with the structure of the "message" sent on the biomolecular "channel" (if we want to keep the analogy), rather than with the global performance of the whole MB system, that starts from DNA and arrives at the proteins. At this (syntactic) level even a little change in a nucleotide can dramatically change the function of a protein, thus contributing, for example, to the destruction of the corresponding biological organism. On the contrary, the mathematical flavor of classical IT is related to a statistical description of the various objects; as a consequence, the employment of IT methods are confined to those cases in which a statistical analysis is part of the framework, and gathers something of relevance from the biological point of view. This is precisely the field in which IT methods obtained their major successes, as we shall illustrate later. This state of things enlightens the main theoretical drawback of Information Theory, that is the fact that it handles efficiently only the description of a class of sequences based on specified statistics, rather than the description of one single sequence associated to its structure 2 . Also Entropy and Mutual Information in classical IT are always defined and employed on the basis of a statistical model. This reflects the point of view of the communication engineer, that optimizes the average behavior of the system over a class of messages, rather than over a single message.
This review is intended to explore the main acknowledged contributions of Shannon-information methods and tools, which have been developed over the years, in the solving of several problems of modern Molecular Biology. In particular, we want to check whether the concepts and methods already used with full satisfaction in the area of communications, can be used as a syntactic tool or as a modelling-tool in an analysis pertaining Molecular Biology.
As a result of our investigation, we shall discover that, till now, almost all these contributions are clearly situated at no more than a purely syntactic level. As a consequence, it is not simple to deduce if an information-theoretic approach could potentially be use to build a model for biological information conservation and transmission, so accomplishing a modelling-tool use of IT.
We arbitrarily decided to review only (some of) those contributions that lead to results clearly accepted and acknowledged by the community of biologists. We shall see that this choice, at the price of excluding some (also interesting) contributions, has the merit of consolidating the incontestable role of IT in MB. Moreover, note we shall not compare the methods here described, which use functions and tools derived from Shannon Information Theory, with other approaches developed in the broad area of Bioinformatics; this because our scope is not comparing performances among several methods, but only to put into evidence the Shannon taste of some methods that are acknowledged to work well. Readers interested in other Bioinformatics approaches can be delivered to several books concerning this matter (()).
The remainder of the paper is self-contained, with two beginning sections containing some preliminaries about Shannon measures of information and some basics about Molecular Biology. Then we discuss the concept of information in biology, and give for each of the remaining sections, one single contribution to MB obtained by using a Shannon oriented approach.
Shannon measures of information
Even if Entropy (H ) and Mutual Information (MI ) are well known among the community of information theorists, we need to evoke their definitions and properties for self-containment. This gives the readers not familiar with such a functions the necessary background.
Suppose we have a source S of information, which outputs letters from an alphabet X = {x 1 , x 2 , ..., x K }. It is customary to associate a random variable (rv ) to the source working, say X, in such a way that, when a letter x ∈ X is emitted (the symbol ∈ means "belongs to"), we can describe this event by saying that the random variable X assumes the value x. Then we can assign (or estimate) the a-priori probability of generating the letter x, that is the probability that X assumes the value x; this is abbreviated by using the notation Pr{X = x} = p X (x), or p(x), if this cause no confusion. With this conventions, the source working is described by the probability vector P X = {p(x 1 ), p(x 2 ), ..., p(x K )}, which means that the source S generates letter x i with probability p(x i ).
If one needs to define an information function I i , associated with the occurrence of a letter (or of an another event) with probability p(x i ), it is reasonable to suppose that when p(x i ) → 1 the information tends to become negligible, since an almost sure event gives almost no information, once occurred; exactly, we set I i = 0 when p(x i ) = 1. On the contrary, when p(x i ) → 0 we reasonably set that information tends to become greater and greater. This because we tend to associate high information to an event that is scarcely probable, low information to an event that is almost sure. A good function to describe this qualitative behavior is the autoinformation I i = − log p(x i ), which is equal to zero when p(x i ) = 1, and tends to infinity when p(x i ) → 0. Now, if we take the weighted sum (the mean) over all the letters, we define the entropy H(X) of the source
Entropy can be interpreted as the average measure of the (a-posteriori ) information supplied by the source, or the average (a-priori ) uncertainty associated to the source output. If we are dealing with a couple of events that we need to consider jointly (for example the output of two sources of information), then we can define the joint distribution P XY (relative to the couple X and Y of random variables) as P XY = {p XY (x, y)} x,y , where x belongs to X , y belongs to Y, and with p XY (x, y) = Pr{X = x, Y = y}, that we reduce to p(x, y) if this cause no confusion. Recall also that x,y p(x, y) = 1 and x p(x, y) = p(y),
In this case the joint entropy is defined as
If p(y/x) is the conditional probability that Y = y, given that X = x, then we can define also the conditional entropy
which can be interpreted as a measure of information on the rv Y , knowing the rv X. In the case of Molecular Biology we have the set of nucleotides X = N = {A, C, G, T } (Adenine, Cytosine, Guanine, Thymine) as an alphabet for DNA sequences, while for sequences of amino acids the alphabet A contains twenty letters, corresponding to twenty amino acids (see table  5 ). Furthermore, the probability distributions above defined, based on some hypotheses about the model of the source of information, are almost always substituted by effective relative frequencies of occurrence of the alphabet letters, evaluated inside an assigned sequence or inside a data base of sequences. In other words, in Molecular Biology we are working with vectors of empirical probabilities.
As for the channel capacity, we can say it is a measure of the maximal amount of information that a noisy communication channel can carry from its input to its output. To evaluate it, we need to introduce the Mutual Information (MI ), that measures the rate of (stochastic) dependence between two sources of information. In the channel context the first source is the input of the channel, whose functioning is described by the random variable X, that assumes its values over the alphabet X . The second source is the output of the channel, described by the random variable Y , that assumes its values over the alphabet Y. The two random variables are correlated in some sense, since the output of the channel depends from its input. This dependence can be described by the joint distribution P XY relative to X and Y .
The context just defined assumes that the process associated to the rv s is stationary, that is the random mechanism generating the sequences work in a way that is invariant with time; so the probability scheme does not vary in time. Moreover we frequently use the hypothesis of a memoryless process, in which each output of the source does not depend on the preceding outputs (Bernoullian process).
To introduce Mutual Information, suppose that P = P X = {p(x 1 ), p(x 2 ), ..., p(x K )} and Q = P Y = {p(y 1 ), p(y 2 ), ..., p(y K )} are probability distributions; we preliminarily define as Informational Divergence ID (or Kullback-Leibler divergence) (Kullback, 1997 ) the quantity
. ID is non-negative, and it is equal to zero if and only if P = Q; see Csiszár I. and Körner (1981) ; Cover and Thomas (1991) . Further it cannot be bounded above, as D(P//Q) → +∞ when it exists i such that p(y i ) → 0. We can summarize this in the following way
The fact that D(P//Q) = 0 if and only if P = Q suggests the idea of interpreting ID as a pseudo-distance between pd. It is only "pseudo" since it lacks symmetry, that is D(P//Q) = D(Q//P ) in general, and the triangular property is not ensured; this means that if R is another pd, it is not guaranteed that D(P//R) + D(R//Q) is greater than D(P//Q)).
In order to introduce Mutual Information, now we are going to apply ID to a special pair of pd s. If P X and P Y are pd s associated to the rv X and Y , the stochastic independence between them is determined by the validity of the equality p XY (x, y) = p X (x)p Y (y), for every pair x ∈ X , y ∈ Y. Another way to deduce independence is to verify that we can obtain the joint pd P XY solely from the marginals P X and P Y . Then, if we have an assigned P XY , it is interesting to evaluate the distance from the condition of independence. Translating this in terms of ID, we have to compute the quantity D(P XY //P X P Y ). In case of independence we have P XY = P X P Y , and the divergence is zero. On the contrary, if the two pd exhibit some degree of dependence, then it is measured by
The quantity I(X; Y ) so defined is the Mutual Information between the rv X and Y . It is symmetric, that is I(X; Y ) = I(Y ; X), and non-negative, since it is a special kind of informational divergence. Moreover, since it is zero if the joint pd coincides with the product of the marginals, it can be interpreted as a measure of stochastic dependence between rv s. Since independence means that the rv do not exchange information, the mutual information can be thought of as the amount of average information exchanged by X and Y . The Channel Capacity is then defined as the maximum amount of Mutual Information between the input and the output of the channel.
Summary of molecular biology
Let us start by recalling some basics about molecular biology.
Each cell of every living organism contains two different kinds of nucleic acids, the deoxyribonucleic acid (DNA) and the ribonucleic acid (RNA), which are unidimensional chain polymers. DNA is responsible for preserving the phylogenetic information necessary to "assemble" correctly the corresponding biological organism. It is constituted by a double sequence of the nucleic acid bases A, C, G, T, where the second sequence is complementary and paired to the first sequence, and the entire structure is similar to a twisted ladder. The bonds between the sequences, the direct one and the (paired) complementary one, are based on the chemical complementary A-T and C-G, and are the "rungs" of the ladder. The uprights of the ladder is made by a concatenation of sugars, ribose or deoxyribose (R and D of the acronyms DNA and RNA refer to them), put together by phosphodiesteric bonds (or P bonds), which tie carbon 5' (the fifth) of the preceding sugar to carbon 3' of the following one (see figure 1 ). Since the bases are tied with the sugars, each sequence has a reading direction, i.e. the one from 5' to 3' for which we use the notation 5'→3'. The DNA-containing linear body of the cell nuclei of plants and animals, responsible for the determination and transmission of hereditary characteristics, is called a chromosome.
Using the DNA sequence, the organism can construct the RNA sequences (mRNA, tRNA, rRNA), constituted by the basis A, C, G, U (in the RNA sequence, Uracil U substitutes Thymine T), which have different functions; the most important of which is the protein synthesis, made up by the messenger RNA (mRNA). A protein is a long chain of amino acids, assembled on a mold constituted by the mRNA; the proteins support the cellular metabolism, since they can carry out antibody and enzymatic action, oxygen conveyance, and Fig. 1 . Bonds between sequences of DNA based on the complementarity A-T and C-G so on. As a first approximation, we can imagine that inside the DNA sequence there are some contiguous substrings, called genes, from which the organism can generate, by means of the so-called transcription process, the different types of RNA necessary for cellular metabolism. Genes are intercalated with non-coding parts whose function is not completely clear, even if recent studies tend to attribute to this parts important functions in genes regulation (see figure 2 ).
An important distinction among genes is based on the type of the associated organism, i.e. procaryotic or eucaryotic. Procaryotes are the simpler organism (virus, bacteria, algae), often of unicellular kind, in which the cell is without nucleus and the genetic material is wandering inside. Eucaryotes are the most advanced organisms (from yeast to mammalian), and the genetic material is enclosed in the nucleus, inside the cell. The main structural difference between the two classes of genes is that procaryote genes sequence is made up as a compact string, from which we directly extract the mRNA sequence; on the contrary eucaryotic genes sequence is made up by several substrings, the exons, alternated with introns, that are portions of DNA which are not decoded (see figure 3 ). Exons are merged together during the splicing phases, which give rise to the complete structure of the mRNA. We have to note that introns at the beginning of the gene sequence frequently contain information necessary to locate the Transcription Start Site (TSS), that is the site from which the transcription begins. This information is concealed inside the so-called 5'-UTR and 3'-UTR regions of the gene (UTR stands for Untranslated Region), and we find it at the (5') head and at the (3') tail of the gene sequence (see figure 3 ). To summarize, the process of synthesizing proteins requires copying the DNA Fig. 3 . 5'-UTR and 3'-UTR regions of the gene gene sequence from DNA to mRNA, that is the transcription, followed by the construction of the amino acidic chain made up by using mRNA as a mold. In case of eucaryotic genes, the primary transcript is called pre-mRNA, and the organism extracts RNA from it by getting rid of the introns (splicing of the RNA); RNA is so formed by the concatenation of the sole exons (see figure 4). Since a protein is a chain of amino acids, each of which can be chosen from a set of 20 members, the correspondence between the mRNA sequence, that is the mold, and the protein chain, that is the target, is fixed by the Genetic Code, in which for each triplet RNA nucleotides, or codon (and we have 4 3 = 64 of them) corresponds to a single amino acid. The table in figure 5 illustrates the Genetic Code, together with the 1-letter and 3-letters code for identifying amino acids. The mapping between RNA codons and proteinic amino acids is called coding, and it is accomplished by segmenting the RNA sequence into a sequence of words of length three, that is the codons. The coding process is possible due to the mediation of tRNA molecules. The particular four-leaved clover shape of tRNA allows one of its arms to receive three nucleotides, each of one is complementary to that of the codon which is going to be translated (the anticodon). Anticodons allow the tRNA to join the chain of mRNA by exploiting the bond between A-U and C-G. On the antipode arm of the tRNA we find the amino acid corresponding (in the Genetic Code table) to the codon of the RNA processed by the anticodon. Another tRNA molecule, that is going to bond with the RNA molecule, is able to build up the peptidic bond that ties the protein chain (see figure 6 ). A proteinic chain, once generated, is a long filament constituted by the sequence of translated amino acids. Its sequence is the primary structure of the protein. Since the amino acids are in a chemicalphysical interaction with one another, they feel the effects of the reciprocal bonds, and these bonds induce a spatial geometric deformation of the chain. This deformation determines the strength of some bonds and the weakening of some others, due to the changed distances among parts of molecule. This dynamic situation finds a stability when the bonds are settled in, and this induces a local folding of the protein, which can create helices, strands etc.; this is the secondary structure of the protein. The concatenation and the interaction among these local folded blocks, give the protein a global folding of superior level, that is the tertiary structure of the protein. As a consequence the protein acquires a typical macroscopic shape, that determines in great part the protein functionality; indeed the three-dimensional geometric form of the protein is mainly responsible for the different kind of interactions with the molecules that the metabolic process assigns as a target to the protein.
Biological information
In spoken language, when we refer to the term "information" we think about semantic information, while the purely syntactic level is scarcely considered. This double nature of information, that lies on two different non-intersecting planes, is the main cause of confusion about what we intend when we speak about "biological information". As a matter of fact it is not completely clear if we are considering only the level of data, or if we want to attribute a biological semantics to this data.
At the beginning, as soon as the first DNA sequencing was accomplished, it was natural to ask what is the information content of DNA. This was a consequence of the strict analogy between the information flow of MB outlined by the Central Dogma, and the information flow over the communication system as modeled by Shannon. This was also the starting point for a systematic use of IT oriented tools for discovering something of remarkable from the biological point of view.
The 1953 publication by Henry Quastler "Information theory in Biology" (Quastler, 1953) was, at the best of our knowledge, the first technical contribution in which we find IT used as a tool to explore biology. Quastler was "the first to see the importance of information theory and coding theory in molecular biology", as stated by Hubert Yockey in the dedication made in the first page of his book "Information Theory and Molecular Biology" (Yockey, 1992) . Later, in 1958, Yockey, Quastler and Platzman organized the Sym-posium on Information Theory in Biology (Yockey, Platzman and Quastler, 1958) . Another important contribution, based on a Shannon approach, was the paper "An application of information theory to the Central Dogma and the sequence hypothesis", by H. Yockey, published in 1974 by the Journal of Theoretical Biology (Yockey, 1974) .
Some years before, the same journal published a couple of important papers with a Shannon theoretical taste, that is the ones by Lila Gatlin "The information content of DNA: I and II", respectively in 1966 and 1968 (Gatlin, 1966 (Gatlin, , 1968 , but see also (Gatlin, 1972) . They followed another paper by the same author (Gatlin, 1963) , in which the frequency of triplets (codons) was estimated by using a probabilistic model based on memory, called "first order Markov model", on the basis of the frequencies of doublets and the frequencies of the bases A, C, G, T. In the above mentioned couple of papers, Gatlin suggested giving a numerical measure of the information content of the DNA, as a specific characteristic of the different biologic organisms. Given the information source N , modelled on the basis of a first order Markov chain {p(x), p(y/x)}, where x is a nucleotide, y the nucleotide which follows x, and p(y/x) is the conditional probability of finding nucleotide y that follows nucleotide x. If X and Y are the random variables that take their values on the set A, C, G, T, H(X) is the entropy (2), and H(Y /X) is the conditional entropy (3), Gatlin used the divergence from equiprobability
and the divergence from independence
as components of the Shannon redundancy
in order to classify organisms, from viruses to vertebrates, in some clusters occupying non-overlapping regions of the D 2 versus R plane (see figure 7) . In the diagram D 2 is the discriminating parameter, which is higher in vertebrates than, e.g., in bacteria, while the values of R assumed by vertebrates are clustered about the middle of the range. So, D 2 can be thought of as an evolutionary index which separates various classes of organisms, especially vertebrates from all others. . Divergence from independence D 2 versus redundancy R shows non-overlapping regions for phage, bacteria and vertebrates (Gatlin, 1966) . Dotted lines separate the regions Tsai and Zhou (1988), Rowe and Trainor (1983) , Sibbald, Banerjee, and Maze (1989) , Sitaram and Varma (1984) , Subba Rao J., Geevan and Subba Rao G.
(1982), Weber, Depew and Smith (1998) , Wiley (1988) , Yano and Hasegawa (1974) , (but see also Campbell (1982)), and others. The works by Gatlin were also used by Guiaşu in his famous book Guiaşu (1977) , concerning Information theory and its application, to organize a subchapter on the DNA-toprotein communication system. For a review of the contributions in this area see Roman-Roldan, Bernaola-Galvan and Oliver (1996).
However, even if interesting and correct from the mathematical point of view, Gatlin's approach was successively criticized from the biological point of view with coherent arguments, since it was not clear what was the ultimate biological significance of the "information content of DNA". For example Barry (Barry, 1986) and Wicken (Wicken, 1989) stressed the fact that the structure of the organism itself is information containing, so it may not be correct to consider DNA as the only site where biological information is concentrated. These criticisms seem to be appropriate, since the "environmental information" of the nucleus in the eucaryotic cell is here completely neglected. Furthermore this approach lacks the fundamental information deriving from the spatial properties of the DNA, and we know that the vast majority of molecular interactions are played at this level. Furthermore, several critical and lucid essays were published, which admonished against the illusion of a thoughtless employment of Information Theory in Molecular Biology, justified on the sole basis of a metaphoric and ingenuous description of the complex molecular biological schemes that govern life. Among these essays we cite, at a technical level, the work by Hariri, Weber and Olmsted III (1990) , who started from the above mentioned papers (Barry, 1986; Wicken, 1989) , in which the validity of some information-theoretic analysis, aimed at evaluating "the information contents of DNA" (Gatlin, 1972; Brooks, Leblond and Cumming, 1984) , had been contested.
Thinking at the very content of Gatlin's papers, we can say that her model is extremely simple as only taking into account the correlation between neighboring nucleotides. However, the fact that as simple a quantity as D 2 can result in discriminating between classes of organisms, as shown in figure 7 , is astonishing, and undeniable shows that this parameter captures a valuable biological information about living beings. But referring to such a rough and partial measure as the "information content of the DNA", this phrase being moreover the title of her papers, is utterly misleading, and probably had a very bad impact on the way biologists perceived information theory. A simplistic model is confused here with an extremely complex reality. The fact that so many papers followed Gatlin's approach is interesting, but it is not surprising that many criticisms arose. Many of their authors hastily concluded, from this single early attempt, that biology had almost nothing to receive from information theory.
This attempt of quantifying the content of biological information inside DNA, has not been attacked at a technical level only; indeed, it was the starting point for broader criticism, at a philosophical level, that fired the debate about the concept of "biological information". The discussion touches several critical points, such as the already stressed difference, under a biological perspective, between syntactic (call also causal ) information and semantic (called also intentional ) information (Godfrey- Smith, 2000; Griffiths, 2000) , or the concept of intentionality of genetic information, that forces Maynard Smith to argue that "a DNA molecule has a particular sequence because it specifies a particular protein" (Maynard Smith, 2000) . This last idea grew in a framework of a teleosemantic approach, which reduces meaning to biological function under a teleofunctional perspective (Millikan, 1993; Griffiths, 2000) . The basis of this thought, when applied to biology, is more or less that of attempting to naturalize semantics, that is to show that semantic properties can arise out of the non-semantic ones, as a consequence of the phylogenetic pressure in natural selection.
The core of the debate is, in the end, the holistic attempt of opposing a strict reductionistic point of view, in which the DNA nucleotides specify the proteins, the gene is a sort of a computer program, everything is inscribed in the DNA sequence, and the complete development of the organism is the natural consequence of a suitable environment. The culmination of this holistic perspective is summarized by Sarkar, who states that "there is no clear, technical notion of information in molecular biology" (Sarkar, 1996) , or by
Griffiths, that reduces genetic information to "a metaphor in search of a theory" (Griffiths, 2000) . The debate is well rendered by Downes' essay (Downes, 2003) , and by other important contributions necessary to follow the different points of view, those of Godfrey-Smith (1999), Gray (1992) , Griffiths and Gray (1994) , Keller (1995) , Maclaurin (1998 ), Oyama (2000 , Sarkar (2000) , Starelny (2000) , Boniolo (2003) and Barbieri (1985) .
This debate proves that "biological information" is far from being completely defined in a fashion that touches the critical points of biological interest. Moreover, there is a diffuse misunderstanding even about the technical use of the word information, since biologists tend to define it as the difference between the maximum possible entropy and the observed entropy (see (Gatlin, 1966), p.284) , that corresponds to the redundancy, following the classical information theoretic language introduced by Shannon. This confusion in language, that in our opinion shades something more than a terminological dispute, cannot help in pointing out the contribution of IT to MB.
So, without entering into further technical details, we think the work by Gatlin was in the right direction, in the sense of using informational-mathematical tools to explore the profound regularities shared by the DNA sequences, even if the statistical flavor that stays behind these tools seems not to be sufficient for isolating the core of the "biological information". In any case we prefer to avoid a deeper inspection of the entire chapter related to "the informational contents of DNA", since the suitability of the IT tools and/or the results obtained in this case are not completely acknowledged by biologists and by philosophers of science.
5 The DNA-to-protein bio-molecular channel
The most qualified attempt of using IT under a modelling perspective can be found in the paper by Yockey (Yockey, 1974) , where Shannon model of a unidirectional communication system is rendered at a biological level. Even if this work did not have a concrete impact in the research that followed, due to the metaphoric fashion of the approach, we think the work is interesting, since it fixes some key points that could become important in the attempt of building a more realistic model of the bio-molecular channel from DNA to protein. Figure 8 shows the famous block diagram illustrating the structure of the unidirectional communication system introduced by Shannon. We have the source of information S, that generates a sequence of alphabet symbols. This primary sequence is translated and compacted into a secondary sequence, whose symbols belong to a channel alphabet that is (usually) binary. This is accomplished by the source coding device SC, which supplies the channel by means of a channel coding device CC, whose role is that of inserting structural redundancy; the recovered secondary sequence, being compacted and without redundancy, is in fact very weak when attacked by the noise on the channel. At the receiver side of the channel, the sequence corrupted by the noise is processed by the channel decoder CD, which expunges errors (when possible) and delivers the secondary sequence to the source decoder SD, whose task is that of reconstructing the primary sequence based on the source alphabet, the only suitable for interpretation by the user U. Now, let us analyze the DNA- to-protein synthesis process depicted in figure 4 , under an IT perspective. We obtain the schematic diagram of figure 9 , in which transcription, splicing and translation become functional blocks. As it happens in the original block diagram of figure 8, the noise is distributed over all the system, but the model accepts the hypothesis of a noise lumped in the channel. In the biological case the communication channel C consists of the medium outside the cell nucleus, that is the cytoplasm; it carries the mRNA molecules towards the ribosomes, where translation is accomplished by means of tRNA. Genetic noise has several causes; for example one base of the DNA or of the RNA (before or after splicing) can be destroyed, added or changed due to high energy events, as X-rays, gamma radiation, or chemical factors which alter the chain. The effect is that a different amino-acid can be decoded and, at least in principle, a different function for the corresponding protein can be obtained.
Nevertheless, the biological mechanism of synthesizing a protein does have some mechanisms for DNA error correction, in which damaged or inappropriate bases (added or inserted) can be repaired by several mechanisms. The Direct Chemical Reversal of the damage works to repair the most frequent cause of point mutations in humans, that is the spontaneous addition of a methyl group (CH3-) to a C, that transform a C in a T after deamination; in this case most of these changes are repaired by enzymes, called glycosylases, that remove the mismatched T restoring the correct C. This is done without the DNA backbone needs be broken. Another important mechanism is the Excision Repair, in which the damaged base or bases are removed and then replaced with the correct ones in a localized burst of DNA synthesis. In this last case there is the need to break the DNA backbone. A change in the RNA sequence can also occur, and such a change cannot be corrected. Nevertheless, up to a certain point, the effect of the errors can be cancelled by Genetic Code redundancy, since there are generally more than one codon for each amino acid (see figure 5 ). For example Proline P is associated to CCA, CCU, CCG and CCC. So, if we send CCU on the channel and the last letter is changed with a G, the CCG is still decoded as a Proline (see also the example of figure 10).
Leu CUG Fig. 10 . Effect of the Genetic Code redundancy: some errors in some positions (in bold italic) always lead to the correct amino acid Leu
Even if this error correcting technique does not seem too efficient from a theoretic point of view (the code corrects only some errors in some positions, and not for all the codons), the stability of biological organisms shows that in practice synergism among various techniques used by Nature is adequate to the scope. Indeed several other mechanisms seem to enter in the global strategy of error control, but a deep knowledge of the schemes employed by Nature for correcting errors and for maintaining stability of its biological organisms is far from being completely understood.
As an example of this statement, we can cite another source of genetic noise, that is due to an alteration of the correspondence between (anti)codons and amino acid in a tRNA molecule. Even if we can distinguish, from the biological point of view, between alteration of the anticodon and mischarging of the amino acid bonded with tRNA, the effect is the same, that is the correspondence between the (anti)codon and the amino acid fixed by the genetic coding table fails (see figure 5 ). This means, for example, that if CUG is the codon that the tRNA molecule is being to translate, from table 5, we see that the corresponding amino acid should be Leu; since the anticodon of CUG is its reverse complementary, i.e. CAG, we should have a tRNA with a CAG on the anticodon leaf, and Leu on the opposite leaf. If this correspondence fails (for example we have Val instead of Leu), tRNA molecule will put the mischarged amino acid Val in the site of the proteinic sequence that should have been occupied by Leu. This might have almost no effect if the protein folds in the same manner, but could also induce a different structure of the folded protein, that is a different function, if the site affected by the error is strategic in folding the protein. This last fact is probably the most important in practice, since the final folded configuration of the protein is highly responsible for the biological and physiological functions associated to the same protein. So, in principle, it can happen that two (completely) different DNA sequences lead to two (different) protein sequences of amino acids, that nevertheless, once folded, produce the same three-dimensional protein structure, which could accomplish the same task. This means that, from the physiological point of view, the two DNA sequences are equivalent, and we are unable to identify in a clear way the correction mechanism. As for the problem of the error correcting capabilities of the bio-molecular channel, we can cite the reflections by Battail (Battail, 1997 (Battail, , 2001 (Battail, , 2003 , that are the first attempt to go towards a model (but see also (Ball, 2002) ).
In the model suggested by Yockey, the effect of the noise distributed over the DNA-to-protein communication system can be thought of as a mischarged tRNA noise, with the effect of lumping it in the last block. Another possible choice is to lump all the noise (mischarged tRNA and other kinds of noise) on the bio-molecular channel C, so that the decoding is made without errors, but the entry codon is wrong due to an error on the bio-channel. This last approach is more adherent to the communication system like model of the bio-molecular channel depicted in figure 9 .
The redundancy of the Genetic Code, implicitly illustrated in figure 5 , and explained in figure 10 , is the starting point for constructing the transition probability matrix of the bio-molecular channel, the first rows of which are depicted in figure 11 . . Transition probability matrix of the Yockey bio-molecular channel (Yockey, 1974 (Yockey, , 1992 . α = α(x/y) is the probability of passing from nucleotide y to nucleotide x This matrix was introduced by Yockey in his 74' work (Yockey, 1974) , and it assumes, as a first approximation, that the probability α of exchanging one nucleotide is constant for any nucleotide. In this matrix we can check that the codon CUG of figure 10 becomes respectively Gln, Pro, Arg, Met and Val with probability α, and this leads to a miscoding, while it is correctly decoded as Leu with probability 1 − 5α. The transition matrix of figure 11 would suggest to compute the average information exchanged between input and output, i.e. mutual information, or its maximum, the "capacity" of the bio-molecular channel. This was made by Yockey in his paper (Yockey, 1974 ) (see also page 124 in Yockey (1992) ). Nevertheless, the numbers so obtained are of obscure biological meaning, at least as soon as we are unable to give a reliable model for quantifying the effects of lumping the various kinds of noise in terms of the mischarged tRNA. This could be improved, in principle, by evaluating in a precise way the exact probability transition α(x/y) from one nucleotide x to another nucleotide y, taking into account the effect of all the kinds of possible noises.
In any case, the major problem of this model is that the Genetic Code table of figure 5, is not sufficient for singling out the set of codewords associated to the error correction scheme of the bio-code. At a first look the table suggests that the 20 amino acids are in fact the codewords; this implies that an error on a codon that leads to a different amino acid is formally a failure of the error correcting bio-code. However, as already stated, a (proteinic) sequence P 1 obtained as a concatenation of the decoded amino acids, could in fact be considered strictly equivalent in a biological sense (the only that matters) to another different proteinic sequence P 2 , at least if it has the same biological function. In other words we have also the problem of deciding what are the codewords having an effective biological meaning, since from this last remark one could consider the target functions of the proteins as the correct set of codewords, instead of the simple codons associated to the amino acids. This would mean that, sending on the bio-molecular channel a DNA sequence corresponding to P 1 , successively corrupted by several kinds of noises in such a way we decode the sequence as P 2 , should in any case be considered as a success of the error correcting bio-code.
We suggest that a correct quantification of the "capacity" of the bio-molecular channel, provided that it has a biological sense, and the evaluation of the error correcting capabilities of the bio-code, should take into account also these facts, that are fundamental in practice, since they are vastly responsible for the great capability of biological organisms to suffer translational or transcriptional errors without affecting the ontogenetic stability of the associated organisms.
Finding splicing sites in precursor mRNA
In section 3 we discussed the sequence of events that, starting from the DNA strands of eucaryotic cells, leads to the folding of the synthesized protein. This process is briefly summarized in figure 4 , where the precursor mRNA, obtained from the transcription of the DNA helix, generates the mRNA after splicing of exons. Subsequently the mRNA is segmented into a concatenation of codons, that are successively translated into a sequence of amino acids by using the Genetic Code table of figure 5. This sequence is called a protein, and since the component amino acids are in a chemical-physical interaction, the protein folds in order to obtain a stable geometric configuration, corresponding to a minimization of the potential energy associated to the chemical bonds.
A key point in synthesizing the protein is the splicing of the precursor mRNA. As a matter of fact the precursor mRNA is constituted by the concatenation of introns and exons. Introns are long strings (up to tens of thousands of bases long) that are removed before translation, while the final sequence that is going to be translated is obtained by the concatenation of the exons, i.e. the brief portions of the pre-mRNA (< 200 bases) that express the gene. This phenomenon was quite surprising when discovered, and it is typical only of eucaryotic organisms.
The points of the pre-messenger RNA where introns are cut are known as splicing sites or splicing junctions. Obviously, some collateral information is needed in order to identify a splicing site. The cut is made at a biochemical level by the spliceosome, which is able to recognize this collateral information, or pattern, inside the sequence, and it is accomplished after the spliceosome has bound to the pattern. Since this splicing operation needs to be very accurate, the organism cannot tolerate the risk that a pattern can be found by chance, since this would lead to an error in reconstructing the mRNA sequence. This implies that each pattern is characterized by a specific conserved sequence motif, called also consensus sequence, that is a conventional way to represent which residues are conserved and which residues are variable. For example, in the DNA string represented as G[AT]N{C}, the first nucleotide is always a G, the second one is either A or T, N stands for any base, while {C} means any base except C. These conserved motifs are expected to be quite complex and very stable under evolutionary pressure. Conservation of the sequence patterns is very frequent in biology, and is the basis for searching homology among (sequences derived from) different genes and/or different organisms. In general a consensus sequence is a way of representing the results of a multiple sequence alignment, in which many sequences are aligned and a composite subsequence is obtained based on preceding conventions. This is in fact what happens also in the exons/introns concatenation, since for example an intron almost always begins with GU and end with AG, also if this information is only part of the complete consensus sequence. An example of this concatenation is given in figure 12 , where the GU that corresponds to the beginning of the intron is embedded in a more complex consensus sequence. Finding this consensus sequence is the problem we are dealing with. Even if there exist several methods for finding splicing sites, we mention here an approach followed in (Farach, Noordewier, Savari, Shepp, Wyner and Ziv, 1995) , in which conditional entropy becomes the key tool to obtain reliable prediction of the splicing site. This is made by evaluating to which extent the nucleotides surrounding splice-junctions are relevant for detecting a true splicing site. In other words we are referring to the string x −j . . . x −2 x −1 GUx 1 x 2 . . . x h , with the problem of finding j, h and the x's.
The details of the method are clearly explained in (Farach, Noordewier, Savari, Shepp, Wyner and Ziv, 1995) , and in this context we only want to stress the success of Shannon approach. The procedure has been developed by means of a search on a biological database (Genbank), from which 39439 strings beginning with a GU were acquired. This set contained 579 introns. Suppose now we want evaluating the conditional entropy H(X n /X 1 X 2 . . . X n−1 ) from the set, where positions 1, 2, . . . , n are those following a GU (or preceding it, in a symmetric way). Since H(X n /X 1 X 2 . . . X n−1 ) ≤ H(X n ) ≤ 2 (recall that the alphabet is N = {A, C, G, U } and so |N | = 4), if we observe a conditional entropy next to 2, then the n th letter is chosen with a nearly uniform probability, and it is almost independent from the preceding. The authors arbitrarily choose H(X n /X 1 X 2 . . . X n−1 ) ≈ 2 if H(X n /X 1 X 2 . . . X n−1 ) > 1.8. Figure 13 illustrates the obtained results. When we are working with all the GU pairs found on the complete set of strings, the values of the conditional entropy are greater than the threshold in all positions. On the contrary, when we are dealing with the GU pairs pertaining to introns, then the values of the entropy fall below the threshold in the three positions before and the four positions after the GU. So it appears that the relevant beginning of an intron has the form x −3 . . . x −2 x −1 GU x 1 x 2 x 3 x 4 , where the x are nucleotides all relevant for the intron detection. This means that we have a 7-tuple which characterizes the intron. Let S 7 denote the set of all the possible 4 7 = 16384 7-tuples. The authors use a Neyman-Pearson criterion for constructing the subset Z ∈ S Fig. 13 . Conditional entropy related to all GU pairs (above) and GU pairs at introns (below)
The method just described allows one to increase the patterns known to be associated to the beginning of an intron, from the four depicted in figure 12 , that are AAGGUAAGU, AAGGUGAGU, CAGGUAAGU and CAGGUGAGU, to a set of 265 patterns, which performs a p D = 1 and a p F = 0.0232.
Site redundancy for locating binding sites
We already met the concept of consensus sequence, that is a conventional way to represent the results of a multiple sequence alignment, in which many sequences are aligned and a composite subsequence is obtained, that show conserved sequence motifs. These motifs can function as regulatory sequences controlling biosynthesis, or as signal sequences that direct a molecule to a specific site within the cell or regulate its maturation. As an example we can look again at figure 12, where we illustrated the structure of the consensus sequence given out by a collection of sequences pertaining to the exon/intron boundary of some genes.
When two bases are stacked in the consensus pattern, as A and C of the first exon of figure 12, then both of them are possible in that position. In the same example there are four possible sequences associated to the intron/exon boundary, that is AAGGUAAGU, AAGGUGAGU, CAGGUAAGU and CAGGUGAGU (letters in boldface remain unchanged). But, following this approach, we loose information about the frequency of occurrences of the stacked bases, that could be important in evaluating the consensus sequence reliability. Suppose now that f (h A ), f (h C ), f (h G ), f (h T ) are the relative frequencies pertaining to the four basis in the h i column of a set of aligned (ungapped) sequences. Then we can evaluate the redundancy in each position h by means of the formula
Note again that biologists usually say that R(h) is a measure of the information content of the location (of the site), in the sense that picking up a location with high redundancy is highly informative, since we have a little a priori uncertainty about the nucleotides. The redundancy assumes its maximum value when the corresponding entropy is zero, that is when we have no uncertainty about the content of the column. This occurs only when all the sequences have the same nucleotide in position h. So we can plot a histogram of R(h), that will show high values in correspondence to positions belonging to the consensus sequence, that is high sequence conservation. In Schneider and Stephens (1990) , the authors also suggest to visualize the bases frequency by stacking them on top of each other, so that the height of each nucleotide j is proportional to its relative frequency f (h j ). The height of the four stacked letters is then proportional to the redundancy in the site. This visual composition is called the logo of the site. In figure 14 we can see the visual representation of the histogram relative to the bacteriophage λ cI and cro binding sites; from the logo we can also read the relative consensus sequence. Figure 15 illustrates the logo for E. coli ribosome binding sites, that is obtained from 149 aligned sequences (Schneider, Stormo, Gold, and Ehrenfeucht, 1986) . Moreover, under the (heavy) hypothesis of a memoryless sequence, we can sum up the redundancy pertaining to several positions, so as to obtain the global redundancy of the binding site; this parameter can be useful for identifying the site, and for evaluating its correct position. The evaluation of the site redundancy (10) was used also to construct a heuristic algorithm for multiple alignment, used to detect the DNA binding sequences of the OxyR and Fis proteins, whose sequences are not well conserved (Schneider and Mastronarde, 1996) . The main limitation of this approach is related to the inability to deal with insertions and deletions, since the sequences of the data base need to be ungapped. So it can be used only for simple and very short sites, mainly in the field of procaryotic organisms.
Another IT oriented attempt of finding the transcription start site of procaryotic organisms is related to the (unverified) hypothesis that genetic information in the DNA sequence is encoded in a manner equivalent to block coding. See Rosnick, 1999, 2003) for further details.
Discriminating between coding and non-coding regions
It is well known that a large fraction of the DNA is not used for protein synthesis. Figure 2 , shows a schematic of this phenomenon, where coding islands are concatenated with large portions of non-coding DNA. So, a key problem in modern molecular biology is that of discriminating coding regions from non-coding ones. In principle one could expect that coding regions are more structured, since they lead, at the end of the process, to a sequence of amino acid, that is to a protein. On the other hand some non-coding portions of DNA seem to have an important role in gene regulation, while other seem to have no utility, or, at most, they could represent a sort of "garbage collection" that accumulates fragments of old genes switched off by the phylogenetic pressure. As a consequence of this, several techniques were developed to extract information about the (coding/non-coding) status of the DNA; all of them are essentially based on finding statistical patterns that are different in the two cases, but none of these approaches seems to be species independent. Note that species dependence means we need to train the gene finding program on organism-specific data sets.
Recently it was discovered (Grosse, Herzel, Buldyrev and Stanley, 2000) that the mutual information can also be used to recognize species independent statistical patterns. Consider the formula
where p k (x, y) is the joint probability of finding a pair x, y of nucleotides of the set N = {A, C, G, T } spaced by a gap of k nucleotides, p(x) = y∈N p k (x, y) is the marginal relative to the first position, and p(y) = x∈N p k (x, y) is the marginal of the position after the k nucleotides gap. If the sequence under investigation is random and with uncorrelated symbols, then each nucleotide is independent from any other nucleotide of the sequence, and the mutual information (11) will be next to zero for all k. On the contrary, if the process exhibits memory up to a certain order m, then we expect to have a high rate of I k (X, Y ) for all the k up to the value m.
The authors Grosse, Herzel, Buldyrev and Stanley (2000) selected all human, non-mitochondrial DNA sequences found in the GenBank release 111, cutting non-overlapping fragments of length 500 bp, and starting at the 5'-end. They successively computed the mutual information (11) for each fragment thus obtained, let it be from coding or non-coding regions. Figure 16 shows, separately, the average MI over all the MI s pertaining to both regions. We can appreciate that, while the I k (X, Y ) relative to non-coding regions seems to decay around a small constant as k increases, the same quantity referred to coding regions shows a persistent period-3 oscillation between two extremes of a band; they are the in-frame MI at distances k that are multiple of 3, and the out-of-frame MI at other k. This period-3 oscillation can be explained in terms of the presence of the Genetic Code, which handle codons, and from the non-uniformity of the codons frequency distribution. The authors were able also to check a substantial species independence of this function, by showing that the average MI over all the k has a distribution that does not depend from species (primates, vertebrates, invertebrates, plants) .
9 tRNA secondary structure prediction
There are several kinds of RNA molecules, that perform several functions in cellular metabolism. The most important are the precursor messenger RNA (pre mRNA) and the messenger mRNA, both already met in the preceding sections. Then we have the ribosomal rRNA, that is a globular cytoplasmic RNA containing particles active at the beginning of the protein synthesis. Last but not least there is the transfer tRNA, that is the molecular vector which builds the proteinic sequence of amino acids, derived from the translation of the codons; this is illustrated in figure 6 . The tRNA has a very typical fourleaved clover shape; among these leaves (or arms) the most important is the anticodon arm, which bonds the DNA, and the acceptor arm, which carries the amino acid associated to the (anti)codon by the Genetic Code. In figure 17 the structure of the yeast tRNA-Phe is shown, that is the yeast tRNA that carries Phenylalanine and the corresponding anticodon GAA. This anticodon bonds on a UUC belonging to the mRNA strand, since UUC is its complementary reverse. As a matter of fact UUC and Phe are coupled by the Genetic Code (see figure 5 ). The structure depicted in figure 17 is the secondary structure, since the primary structure corresponds to the simple linear strand of figure  18 . When the strand is in its primary structure configuration and is relaxed in a suitable physiologic environment, it assumes the configuration corresponding to the secondary structure; this is due to the complementary hydrogen bonds A-U and C-G, which stabilize the shape of the arms. Since each pair A-U and C-G cooperates in strengthening the global bond, then we have to search for AGCUCAGUUGGGAGAGCGCCAGACU GAA AAUCUGGAGGUCCUGUGUUCGAUCCACAGAAU Fig. 18 . Primary structure of the yeast tRNA-Phe molecule the configuration with the maximum number of complementary pairs of this type. This means that, in principle, by starting from the primary strand we should be able to forecast the secondary structure. This is what we know as secondary structure prediction.
As we are going to illustrate, also in this case the tools developed by Shannon can attain good performance, if compared with other methods developed to solve the problem. Note at first that the structure depicted in figure 17 could be obtained also from a completely different sequence; the sole thing that matters is to satisfy the complementarity of the A-U and C-G bonds. So, we can effectively find in nature several different sequences that fold in conformity with the structure of figure 17, where each pair tied by the complementarity of the hydrogen bonds could be in the form N − N , with N ∈ {A, C, G, U } and N its complementary. In other words we have, also in this case, the concept of consensus structure, in which many sequences of different tRNA of the same kind are aligned, and a composite subsequence is obtained by taking the complementarity at each position. Figure 19 gives an example of this. The 
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where x, y ∈ {A, C, G, U }, f (x) (f (y)) is the relative frequency of x in X i (y in Y j ) and f (x, y) is the joint frequency of the pair x, y. The computation of I(X i ; Y j ) leads to low values (next to zero) when the two columns are almost independent; on the contrary high values (next to log 2 4 for a uniform probability distribution of the nucleotides) are obtained when there is a strong correlation between the columns, for example when we have a lot of pair complementary N − N . This method was used with success by Chiu and Kolodziejczak (Chiu and Kolodziejczak, 1991) , and by Gutell and others (Gutell, Power, Hertz, Putz and Stormo, 1992 ) (see also (Durbin, Eddy, Krogh and Mitchison, 1998) ). The result is reproduced in figure 20 , where a plot of the mutual information of the columns (derived from a data bank of 1415 sequences), clearly illustrated four clusters of high values, that correspond to the four arms of tRNA. This gives the opportunity of finding the correct coupling between pairs, since a high value for the couples 1-72, 2-71, 3-70, etc. means that they need to be paired, and so on. 
BLOSUM matrices of similarity between proteins
A key task in molecular biology is that of finding similarities among nucleotides and/or amino acid sequences. This is important because a reasonable conjecture says that if a sequence is preserved under the phylogenetic pressure, then it (probably) has (or had) a biological function. But, since the biological organisms have very reliable methods for tolerating mutations of the sequences (that is addition, deletion or substitution of a nucleotide or amino acid in a sequence) without affecting the biological functionality, it happens frequently that the sequences are conserved only to a certain extent. So we have to find out sequences that are not only identical to the assigned probe, but are also "similar" in a suitable sense. Furthermore we have also to assign a "measure" of this similarity.
As an example of this, let us take into consideration the case of proteinic sequences similarity, where the similarity is referred to two aligned sequences (of equal length). It is a sort of generalization of the Hamming distance+ 20 = 210 entries are necessary, and the matrix is symmetrical. As a consequence, the scoring of the proteins X and Y of length n is given, in general, by the simple formula
with X(h), Y (h) ∈ A. When two proteins X and Y are very similar, for example they have 80% of identity, then they probably have a common ancestor, say Z, that was the starting point for generating both proteins after several events of mutations and several generations; this means that also Y is attainable starting from X by means of a suitable set of mutations. But the biological data sets pertaining to proteins of the same family and with a great degree of similarity, show that not all the mutations are equally probable. So, if the joint probability p AW (of finding a mutation from an Alanine A to a Tryptophan W) of the population is very low (for example), and we do have a mutation from A to W in our couple of proteins, we should assign a low score to the pair AW. This was the key idea in the development of the BLOSUM matrices, by Henikoff and Henikoff (Henikoff and Henikoff, 1992) (BLOSUM is an acronym that stands for BLOck SUbstitution Matrix ). To be more precise, the score associated to the pair i, j of amino acids is proportional to the log-ratio between the a priori joint probability p ij of the pair, and the product p i p j of its marginals, that is the probability of the same pair under the hypothesis of independence:
The computation of the p ij , p i and p j was made by the authors by using the special data base BLOCKS, in which we can find blocks of proteins with the same length and with a certain degree of identity (50%, 60%, 80% . . . ). The value p ij is computed by reading all the aligned pairs pertaining to different sequences, while p i is the pd of the amino acid family within the population. The corresponding matrices are then called BLOSUM50, BLOSUM60, BLOSUM80. . . . The score below is then rounded, so as to obtain only integer numbers; in figure 21 we can see the structure of the BLOSUM 62 matrix (62 is a parameter that will be explained later). Note that the log is to the base 2, but constant factors are used to adapt the dynamic of the range to a suitable interval. In the BLOSUM62 case the factor equals 2, but for other BLOSUM we can find also 3 or 4. If n ij is the number of occurrences of the pair i, j of
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amino acids in the pairwise alignment of the sequences, then we have
where f ij = n i,j /n is the relative frequency of i, j. Note that if the (a priori) probability p ij of the joint event is greater than in the case of independence, then the log-ratio is greater than zero, and the score is positive; on the contrary, when the joint probability is less than in the case of independence, the log-ratio is lower than zero, and the score is negative. We stress on the fact that while f ij corresponds to the observed relative frequency of amino acids inside the sequences of the assigned proteins (and it is an entry for the empirical vector of probabilities), the probabilities p ij , p i and p j need to be deduced from the population of proteins, and become a typical "character" of this population. Formula (15) is very similar to mutual information (6), but it is mixed in terms of probabilities, since the observed relative frequencies f ij are mixed with the a priori probability p ij , p i and p j . This is coherent with the fact that we want to assign a high score to pairs of amino acids that occur when they are highly correlated also inside the population.
It is worth noting that the goal of the BLOSUM matrices is that of tying the similarity score of two proteins to the character of the entire protein population, so that two proteins X and Y are associated to a high score if and only if they show a high degree of similarity and they show substitutions that are typical inside the protein family; in the sense that should there be any mismatch between the sequences, then it belongs to the class of the likelihood ones. So, in this case the simple evaluation of mutual information I(X; Y ) between the sequences, used as a crude index of stochastic correlation, is not satisfactory from the biological point of view.
The authors who conceived the BLOSUM matrices, were probably not fully aware about the deep meaning of the similarity score in terms of an informational approach. To get it we can manipulate formula (15) in such a way to find out I(X; Y ), plus the correction factors relative to probabilities of the population (see (Fabris, Sgarro and Tossi, 2007) for details). This is made by multiplying the normalized score S(X, Y ) = S(X, Y )/n by f ij /f ij and by f i f j /f i f j . After some simple steps we get the final formula
The last row shows us that the (normalized) score can be expressed as a function of the mutual information I(X; Y ), the divergence D(F XY //P AB ) between the joint observed frequency distribution F XY and the joint a priori probability P AB of the population, and the marginals' divergences. Note that A and B are dummy random variables referred to the population, and that in practice P A = P B = P . In this formula I(X; Y ) measures the degree of stochastic similarity between the sequences, while the divergence D(F XY //P AB ) is a measure of the (non-symmetric) distance between the joint pd s; in other words a high value for the divergence can be interpreted in terms of a low biological likelihood in passing form one sequence to the other. The two last divergences D(F X //P ) and D(F Y //P ) quantify the distance between the composition of each tested sequence and the composition of a typical proteinic sequence.
The first two terms in equation (16) are coherent with the task of evaluating the similarity of the sequences in terms of their pertaining to the protein class, since a strong stochastic correlation (high values for I(X; Y )) can lead to a modest scoring if the joints pd 's are very far one another (high values for D(F XY //P AB )); in other words the sequences are correlated, but the transition from one to the other is not typical in a biological sense. But, the divergences relative to the marginals pd s seem to have a sign that is not coherent with this task, since the greater the divergence from typicality is, the greater the score is. The only way to interpret this behavior is the need of admitting a good score also for similar sequences that have a high joint divergence D(F XY //P AB ), but are not typical in composition. This reflects the situation in which we do not want to penalize two sequences whose joint pd s F XY and P AB are distant, but this distance is induced by a non-typical composition F X and F Y , as it can happen for some families of antimicrobial peptides.
So the total score can be split into terms of biological significance by using ordinary informational tools, such as mutual information and informational divergence. The terms are related, respectively, to the degree of stochastic similarity between the two sequences, to the stochastic distance between the joint pd of the sequences and the joint pd of the database (the distance from the model of "nucleic acids proteinic substitution"), and to the distances between the empiric pd of the amino acids inside the two sequences, and the distribution of the amino acids inside the same database. If we define the set {I(X, Y ), D(F XY //P AB ), D(F X //P ), D(F Y //P )} to be the BLOSUM spectrum of the aligned sequences (or BLOSpectrum), figure 22 show how can differ spectra relative to couples of correlated proteins.
Conclusions
The evidence we have till now illustrated, shows that the contribution of IT to MB is clearly situated at no more than a purely syntactic level; wherever we need to outline biologic patterns or motifs that arise out of a statistical frame, then the IT tools such as mutual information, entropy and informational divergence, can be used with profit.
On the contrary, the attempt of using IT as a modelling tool to build models of biological information transmission and protection, has not led to significant results; this is a consequence of the ingenuous assumption of a substantial equivalence between the Shannon unidirectional transmission system and the DNA-to-protein communication system. This does not imply that a model is not possible at all, but one has to consider, in a deeper manner, the complex biological mechanisms that control all the cellular pathways and interactions. Note that, as a consequence of some deep laws of energy minimization and/or conservation, the biochemical reactions that develop the cellular cycle are able to read, to interpret and to use correctly the "meaning" of the "words" that are output by the DNA-to-protein channel; here the semantics is innervated inside the chemical bonds and interactions, and the final result is the development of the organism. This is similar to the situation of the User of the Shannon transmission system, which has his own semantics, reads the output of the channel and uses it for his purpose.
But biologists would like to forecast biological or biochemical behaviors (semantic information) directly from the DNA sequence (syntactic information). This is evident also from their mental inclination of interchanging what they call "biological information" with what is the Shannon redundancy: since the presence of a structure (that pertains to the semantic sphere) carries biological information (for example the presence of a binding site), then high structured sequences (which have high Shannon redundancy, i.e. low syntactical information content) are considered full of biologic information.
So, several attempts have been made to read the semantic information connected with the biologic meaning of the DNA "words", through the filter of the syntactic information distributed over the sequence of DNA symbols; this corresponds in part to the "information content of . . . " approach, already discussed in the section 4. To keep the Shannon analogy, this should be similar to the attempt of a third party to forecast the semantics of the User U by reading the syntactic information that flows through the Shannon channel. For artificial systems this is surely a wrong approach, since semantics is outside the sequence, and pertains to the external context, (let it be mental, as in the User of the Shannon channel, or biochemical, as in the DNA case). From this point of view the title of the Griffiths' essay "Genetic information: a metaphor in search of a theory" (Griffiths, 2000) is a valuable metaphor to depict the situation.
Nevertheless we have to be cautious with Biology, since it offers some degrees of freedom not present in ordinary artificial systems. As a matter of fact the (apparently unidirectional) DNA-to-protein communication channel has a heavy negative feedback from protein to DNA, that is constituted by the phylogenetic pressure of natural selection. In a sense, while in the artificial systems the semantics of the User is clearly separated by the syntactics of the messages, and it cannot influence the structure of the communication system or the messages themselves, on the contrary in the natural systems there is a phylogenetic perspective, which exerts a deep influence by means of the feedback channel, that selects the organisms capable of having a "more efficient" communication system and a "more useful" set of messages. So, one cannot exclude a priori the possibility that the feedback phylogenetic signal, that affects the DNA input of the system, can carry some traces of the semantics innervated outside the DNA, inside the chemical bonds and interactions of the biological system. In other words, this could be a particular case of a communication system where the information that flows over the channel is relevant to the phylogenetic evolution of the same channel, and conserves traces of User's external semantics. By assuming this point of view, it is reasonable to think that the steady state reached by the living system, after some cycles of evolution, can carry some portions of the biological semantics information inside the syntactic information of the DNA sequences. This is probably what Biologists are searching for, when they tend intuitively to extract meaning from syntactics.
This leaves partially open, at least at a potential level, the heavy door that separates semantics from syntactics, and could lead to a success of the teleosemantic approach. But, in any case, if we want to find a realistic model of genetic information transmission and correction, we have to re-formulate the classical Shannon model following a strict bio-molecular perspective, taking into account both phylogenetic and ontogenetic variables.
