We demonstrate a new technique for performing accurate Fourier transform interferometry with a 1-bit analog-to-digital ͑AD͒ converter that does not require oversampling of the interferogram, unlike in other 1-bit coding schemes that rely on delta-sigma modulation. Sampling aims at locating the intersections ͕ z i ͖ of the modulation term s͑z͒ of the interferogram and a reference sinusoid r͑z͒ ϭ A cos͑2f r z͒, where z is the optical path difference. A new autocorrelation-based procedure that includes the accurate recovery of the equally sampled amplitude representation ͕s͑k͖͒ of s͑z͒ from ͕ z i ͖ is utilized to calculate the square of the emission spectrum of the light source ͑sample͒. The procedure is suitable for interferograms that are corrupted with additive noise. Sinusoid-crossing sampling satisfies the Nyquist sampling criterion, and a z i exists within each sampling interval ⌬ ϭ 1͞2f r , if A Ն ͉s͑z͉͒ for all z, and f r Ն f c , where f c is the highest frequency component of s͑z͒. By locating a crossing at an accuracy of 1 part in 2
Introduction
Interferometry has a wide range of applications from optical thickness measurements and surface testing of precision optical components 1,2 to spectroscopy 3, 4 and quantum optics. 5 In optical thickness profiling, including the determination of refractive indices of highly transparent materials, interferometry yields results at subwavelength accuracy. Compared with a grating spectrometer, the Fourier transform ͑FT͒ spectrometer offers larger throughput and higher signal-to-noise ratios ͑SNR's͒, particularly with infrared and near-infrared light signals. In quantum optics, interferometry allows a straightforward illustration of the wave-particle duality of light and photon statistics.
Analog-to-digital ͑AD͒ conversion at high dynamic range and low-quantization error is essential in interferometry in which useful information is often obtained only after considerable postdetection data processing. In FT spectroscopy for example, AD conversion must be accurate enough to distinguish the distinct contributions of the detector noise and the low-frequency drift noise from the interferogram itself 6 so that the spectral characteristics of weak emission and absorption signals are measured precisely. Usually, the low-quantization error requirement is satisfied through the use of high-bit number ͑amplitude-sampling͒ AD converters that are either expensive ͑e.g., flash AD converters͒ or slow ͑AD conversion by successive approximation͒.
The purpose here is to demonstrate, for the first time to our knowledge, that high-accuracy FT interferometry with low-quantization errors can be performed with a 1-bit AD converter without the need to oversample the interferogram. Sampling the interferogram at a rate of 2f c , where f c is the highest frequency component of the interferogram, already satisfies the Nyquist sampling criterion. A 1-bit AD converter features a single bistable comparator and is the simplest. In addition to lower cost, the hardware simplicity of a 1-bit AD converter also leads to lower electronic noise and less power consumption.
The 1-bit AD converter determines the pathdifference locations ͕ z i ͖ where the modulation term s͑z͒ of the interferogram that is produced by a Michelson interferometer intersects with a reference sinusoid r͑z͒ ϭ A cos͑2f r z͒. Index i ϭ 1, 2, . . . , 2M. A crossing z i exists within each sampling interval ⌬ ϭ 1͞2f r , and sinusoid-crossing ͑SC͒ sampling satisfies the Nyquist sampling criterion if 7, 8 A Ն ͉s͑z͉͒ for all z within the sampling period T ϭ 2M⌬, and f r Ն f c .
Algebraically, the SC locations ͕ z i ͖ are solutions to s͑z͒ Ϫ r͑z͒ ϭ 0. An unequally sampled amplitude representation ͕r͑z i ͖͒ of s͑z͒ is obtained from ͕ z i ͖ through direct substitution. From ͕r͑z i ͖͒, an equally sampled amplitude representation ͕s͑k͖͒ of s͑z͒ is then reconstructed accurately with the ideal interpolation formula, 8 where k ϭ ͑2M Ϫ 1͒͑⌬͞2͒. The emission ͑absorption͒ spectrum S͑ f ͒ of the light source ͑sample͒ may be calculated directly as the FT of ͕s͑k͖͒ or from the FT ͉S͑ f ͉͒ 2 of the autocorrelation ␥͑k͒ of ͕s͑k͖͒, where f is the frequency. Here we use the autocorrelation technique that is suitable when the interferogram is corrupted with additive noise 9 to calculate the emission spectrum ͑also known as the optical power spectrum. 3 The merits of the autocorrelation-based procedure are discussed in detail in Subsection 2.B.
Our presentation proceeds as follows: In Subsection 2.A and 2.B, we discuss the parameters that determine the dynamic range and the amount of quantization errors in SC sampling together with the algorithm for recovering the equally sampled data representation ͕s͑k͖͒ from ͕ z i ͖. The measurements of infrared absorption spectra by a FT spectrometer with 1-bit AD converter have been reported previously with the delta-sigma modulation that relies on oversampling for accuracy and precision. 10 In Subsection 2.C we point out the advantages of SC sampling over delta-sigma modulation in the implementation of 1-bit AD conversion. In Section 3 we present experimental results concerning the visible spectra of a multimode argon-ion laser that were obtained with a Michelson-type FT spectrometer with a 1-bit AD converter that locates a SC at an accuracy of 1 part in 2 16 within ⌬.
Signal Recovery and Sinusoid-Crossing Sampling

A. Dynamic Range and Quantization Errors
The dynamic range of SC sampling is determined by the amplitude A of r͑z͒ and the accuracy in which a SC is located within ⌬. The largest change ⌬s max of s͑z͒ that can be measured is 2 A, and the sampling rate f s is given by f s ϭ 2f r . A SC is located by division of each ⌬ into N ϭ 2 q partitions of size
where q is a positive integer. The SC location in the ith interval ⌬ i is given by
where p i is the partition number ͓0 Յ p i Յ ͑2 q Ϫ 1͔͒ where s͑ z͒ ϭ r͑z͒. In practice, ␦ is never shorter than the electronic switching time ␦ c , which is always finite, and therefore a SC cannot be located with infinite accuracy within ⌬ i . The uncertainty leads to the presence of quantization error E͑ z i ͒ in the amplitude representation r͑z i ͒ of s͑z͒ within ⌬ i .
In the first-order approximation, the measured value of s͑z i ͒ is given by
where E͑z i ͒ ϭ ͑1͞2͉͓͒‫ץ‬r͑z͒͞‫ץ‬ z͔dz͉, evaluated at z ϭ z i . By noting that dz ϭ ␦, and f r ϭ 1͞2⌬ ϭ 1͑͞2 qϩ1 ␦͒, we obtain an expression for E͑z i ͒, which is given by
Equation ͑1͒ shows that quantization errors do not exist in SC sampling if 2 q is infinitely large. For large ͑but finite͒ 2 q , the error decreases with q according to
also reveals that the magnitude of E͑z i ͒ depends on the particular s͑t͒ value within ⌬ i , unlike in conventional amplitude-sampling ͑bipolar͒ q-bit AD converters in which the quantization error E q is always given by E q ϭ 2A͑͞2 q Ϫ 1͒ independent of the s͑t͒ value where ϮA are the supply voltages. For ͉s͑t͉͒ values that are close to A, the error in s͑ z i ͒ is small and is equal to zero for ͉s͑t͉͒ ϭ A. On the other hand, the quantization error becomes significant for ͉s͑t͉͒ values that are close to zero, where
It is largest for s͑t͒ ϭ 0 and at
Thus weak ac signals are the most susceptible to quantization errors in SC sampling.
Notice that E max Ͻ E q for sufficiently large q. However, for weak AC signals, SC sampling with 2 q partitions performs with slightly less accuracy than a q-bit amplitude-sampling AD converter because the former still involves postdetection data processing to obtain the representation ͕s͑k͖͒. Data processing also introduces rounding-off errors in the calculated s͑k͒ values. 11 We have shown previously that a SC sampling-based 1-bit AD converter performs like a 13-bit amplitude-sampling AD converter for N ϭ 2 15 . 8 For a given T and with the partition size already optimized to ␦ ϭ ␦ c , a trade-off exists between sampling rate f s and partition number 2 q since 2 qϪ1 f s ϭ 2 q f r ϭ 1͞␦ c .
Thus high sampling rates entail large quantization errors and vice versa.
B. Calculation of the Power Spectrum of s͑z͒ from ͕z i ͖ Figure 1 presents our procedure for calculating the power spectrum ͉S͑ f ͉͒ 2 of s͑z͒ from ͕ z i ͖. The equally sampled representation ͕s͑k͖͒ is derived from ͕r͑ z i ͖͒ by use of the ideal interpolation formula that is applicable when SC sampling satisfies the Nyquist sampling criterion. 8 Note that S͑ f ͒ may be also calculated with two other methods. It can be derived from ͕s͑k͖͒ as S͑ f ͒ ϭ Ᏺ͓͕s͑k͖͔͒ or directly from ͕ z i ͖ with Newton's formula, [12] [13] [14] where Ᏺ͓ ͔ is the FT operator. The use of the autocorrelation-based procedure is advantageous when the interferogram is corrupted by additive noise n͑ z͒. In such cases, the spectrum C͑ f ͒ ϭ Ᏺ͓͕s͑k͒ ϩ n͑k͖͔͒ that is obtained with the two alternative procedures also has a low SNR and the spectral lines due to s͑ z͒ are difficult to identify correctly.
The relevant spectral lines are easier to identify in the power spectrum
where ␥ s ͑k͒ is the autocorrelation of s͑z͒, ␥ n ͑k͒ is the autocorrelation of n͑z͒, and ␥ sn is the cross correlation of s͑ z͒ and n͑z͒. Because s͑z͒ and n͑z͒ are uncorrelated, both ␥ sn and ␥ ns are negligibly small compared to ␥ s ͑k͒ and ␥ n ͑k͒. Furthermore, ␥ n ͑k͒ peaks at k ϭ 0 and decays rapidly with k, whereas ␥ s ͑k͒ contains the periodicities of s͑z͒. Therefore, the spectral contributions due to Ᏺ͓␥ s ͑k͔͒ and Ᏺ͓␥ n ͑k͔͒ are easily separated from each other in
Another advantage of the autocorrelation-based procedure is in the measurement of weak oscillations. It can be combined with noise dithering to measure the ͉S͑ f ͉͒ 2 of weak oscillations with amplitudes that are less than the threshold E max of SC sampling 15 
For normalized spectra in which the maximum ͉S͑ f ͉͒ value is equated to unity, the ͉S͑ f ͉͒ 2 plot also offers better resolving power than its corresponding ͉S͑ f ͉͒ plot. For example, a full width of unity at half-maximum of a normalized spectral line in S͑ f ͒ is reduced by approximately 50% in the corresponding ͉S͑ f ͉͒ 2 plot. The autocorrelation-based procedure has the following disadvantages: ͑1͒ It is computationally more expensive than Newton's formula, and ͑2͒ it does not provide any phase information about S͑ f ͒. Newton's formula has a complexity of order ͑2M͒ 2 , where 2M is the number of elements in ͕ z i ͖. 11 On the other hand, the complexity of the autocorrelationbased procedure is an order of magnitude higher because of the interpolation scheme, which is of a complexity of order ͑2M͒
3
. 8 Direct calculation of S͑ f ͒ from Ᏺ͓͕s͑k͖͔͒ is also of a complexity of order ͑2M͒ 3 because it involves the same interpolation scheme to derive ͕s͑k͖͒. The autocorrelation process itself is of a complexity of order ͑2M͒ 2 , whereas the discrete fast Fourier transformation is of a complexity of order 2M log͑2M͒. The higher complexity of the autocorrelation-based procedure is disadvantageous only in terms of its longer computational time but not in terms of computational accuracy as we have verified earlier. 8 Thus the three possible ways of calculating S͑ f ͒ from the same ͕ z i ͖ have their own merits. If the interferogram has a good SNR value, then Newton's formula is preferable, particularly when it is important to know both the modulus and the phase spectra of s͑z͒ in which a knowledge of both the real and the imaginary components of S͑ f ͒ is required.
C. Comparison of Sinusoid-Crossing Sampling and Delta-Sigma Modulation
Single-bit coding of s͑z͒ with a ͑bistable͒ comparator and a feedback integrator circuit can be also implemented by use of delta-sigma modulation. 10, 16, 17 The integrator output traces the input signal s͑z͒ at amplitude intervals ⌬s ϭ 2E q and at sampling interval ⌬. At the start of the ith interval ⌬ i , the integrator output w͑⌬ i ͒ is compared with s͑z͒, and the comparator output Q͑⌬ i ͒ goes high ͑logic level 1͒ if s͑z͒ Ͼ w͑⌬ i ͒ or low ͑logic level 0͒ if s͑z͒ Յ w͑⌬ i ͒. Because of the feedback, the comparator output also modulates of the integrator voltage. The sampled representation ͕s͑k͖͒ of s͑z͒ is obtained by demodulation of the comparator output Q͑⌬ i ͒ as a function of ⌬ i .
One uses delta-sigma modulation to achieve accurate coding by oversampling ͑⌬ Ͻ Ͻ 1͞2f c ͒ to allow an accurate tracing of s͑z͒ by the integrator output. The quantization error E q in the sampled representation decreases proportionately with the size of ⌬. Figure 2 plots the normalized mean-squared error ͑NMSE͒ of the sampled amplitude representation ͕s͑k͖͒ of s͑z͒ ϭ A sin͑2f c z͒, where A ϭ 1, 0 Յ f c Յ 120 Fig. 1 . Procedure for calculating the power spectrum ͉S͑ f ͉͒ 2 of s͑z͒ from its equally sampled representation ͕s͑k͖͒, which is computed from ͕ z i ͖ by use of the ideal interpolation formula. The spectrum ͉S͑ f ͉͒ 2 is the discrete FT of the autocorrelation ␥͑k͒ of ͕s͑k͖͒. In FT spectroscopy, s͑z͒ represents the interferogram, and the emission ͑absorption͒ spectrum of the light source ͑sample͒ is given by S͑ f ͒ ϭ Ᏺ͓͕s͑k͖͔͒.
Hz, and 1͞⌬ ϭ 65536 Hz. The following ⌬s values were considered for a single-integrator delta-sigma 1-bit AD converter; ⌬s equal to 1͞2 For ⌬s ϭ 1͞2 8 , the effective cutoff frequency of sampling is 40 Hz, which is 1638 times slower than 1͞⌬. For ⌬s ϭ 1͞2 10 , a more precise tracing is achieved by use of the slower integration and a lower NMSE value. However, the effective cutoff frequency is also reduced to 10 Hz.
The accuracy and speed of delta-sigma encoders rely on the integrator design for dynamic resolution and faster integration. 16 -20 Although current designs work satisfactorily for specific applications, they still cannot achieve the efficiency of conventional AD converters, which provide accurate digitization of signals without the need for oversampling. Furthermore, the high switching rates required with oversampling and continuous feedback correspond to increased electrical power consumption.
Oversampling is not required in the 1-bit AD conversion with SC sampling. Complete information about s͑z͒ is contained in the equally sampled representation ͕s͑k͖͒, which is derived from ͕ z i ͖, even with ⌬ ϭ 1͞2f c . Figure 3 presents the FT spectrometer with a 1-bit AD converter for measuring the emission spectrum of the light source. The interference signal that is produced by the Michelson interferometer is collected by singlet L2 ͑focal length f 2 ϭ 60 mm, diameter d 2 ϭ 12.5 mm͒ and focused onto a phototransistor ͑Model FPT100͒. An interferogram I͑z͒ ϭ ϩ s͑z͒ is obtained with scanning mirror M1 relative to M2, where is a constant and z is the optical path difference of the waves that are coming from M1 and M2.
Experiments
Mirror M2 is driven by a piezoelectric actuator ͑Thorlabs͒, which is modulated with a 0.5-Hz triangular wave and a maximum voltage of 120 V ͑maxi-mum M2 displacement within half-period of triangular wave ϭ 15 m͒. The interferogram is high-pass filtered by C 1 ͑104 ϫ 10 Ϫ9 F͒ so that only the modulation term s͑z͒ is sampled by the 1-bit AD converter as a function of time t. The 1-bit AD converter consists of a comparator Q ͑Model LM 311͒ and a field-programmable gate array ͑FPGA͒.
Mirror displacement z is directly proportional to t. The SC's that occur at the extremes of the driving triangular wave are excluded in the collected data to remove any possible ͑nonlinear͒ effects arising from unavoidable changes in the scanning speed when M1 reverses its scan direction. Sets of 256 SC locations were collected for every period of the driving triangular wave ͑linear region͒, and a total of 4096 SC locations ͑2M ϭ 4096͒ are detected ͑16 consecutive periods͒.
The reference signal
is taken from a synthesized function generator ͑Stan-ford Research Model DS345͒ with A ϭ 5.0 V and f r ϭ 366.2 Hz. An integrator circuit ͑formed by resistor R and capacitor C 2 ͒ produces a 90°phase shift to generate the timing required for SC detection. 7 A rectifier circuit converts the phase-delayed signal to transistor-transistor logic voltage levels. The rectifier output and that of the 1-bit AD converter are both fed into the FPGA ͑XILINX Model XC3120; maximum clock speed 85 MHz͒, where a logic circuit is designed to determine the SC location in a given sampling interval ⌬. The FPGA is driven by 48-MHz quartz oscillator, permitting a SC to be located at an accuracy of one part in 2 16 ͑N ϭ 2 16 ͒ within ⌬ where ⌬ ϭ 1͞2f r ϭ 349.5 ms. The 4096 SC locations ͑2M ϭ 4096͒ are stored into a 16-bit ϫ 32-kbyte static random access memory ͑SRAM͒, which can be accessed by a computer for postdetection processing.
One obtains both the equally sampled representation of s͑z͒ and its power spectrum ͉S͑ f ͉͒ 2 by applying the signal recovery procedure outlined in Fig. 1 to the 4096 detected SC's. Normally, apodization is utilized to minimize the errors caused by the discontinuous sampling of the interferogram with respect to the triangular wave that drives the motion of M2. 3 In our case, the autocorrelation process automatically provides a triangular envelope to the data sequence as well as a twofold increase of the effective number of data points to 2M ϭ 8192. This results in a decreased noise level and an enhanced frequency accuracy in the power spectrum.
The FT spectrometer is calibrated with three He-Ne lasers ͑Melles-Griot͒ that emit at the following wavelengths: red ͑wavelength ϭ 632.8 nm, wave number ϭ 99291 cm Figure  4 shows the plot that yields a calibration formula ͑by linear regression͒
where index n ϭ 0, 1, 2, . . . , 4095 and frequency f ϭ n͞2M⌬. Index n represents the frequency location of the laser light source in the calculated power spectrum. The error bars denote a standard deviation of Ϯ1.5 for the calculated n values ͑number of trials ϭ 10͒.
For an unknown light source, its ͉S͉͑͒ 2 plot is obtained from the ͉S͑ f ͉͒ 2 that is calculated with the procedure depicted in Fig. 1 
Conclusions
We have proposed and demonstrated a new method for performing FT interferometry with a 1-bit AD converter. With this method, oversampling to achieve accuracy and precision is unnecessary. SC sampling locates the positions ͕ z i ͖ where the modulation term s͑z͒ of the interferogram intersects with a reference sinusoid. The equally sampled version of s͑z͒ and its power spectrum are recovered accurately from ͕ z i ͖ by use of a new procedure that combines the ideal interpolation method and the autocorrelation technique. The procedure is particularly suited to interferograms corrupted by additive noise.
A FT spectrometer with a 1-bit AD converter was developed to determine the lines of a multimode argon-ion laser. Each SC is located with an accuracy of one part in 2 16 , giving an effective dynamic range ͑in terms of the NMSE͒ that is at least equivalent to a 13-bit amplitude-sampling AD converter. 8 Compared with single-bit AD conversion by deltasigma modulation, our 1-bit AD conversion technique does not need oversampling to satisfy the Nyquist sampling criterion. Its cutoff frequency f r of sampling is easily selected because it is set by the frequency of the reference sinusoid. The accuracy of locating a SC position is relative to the size of ⌬ ϭ 1͞2f r and is easily adjusted by means of f r or by variation of the frequency of the oscillator that drives the FPGA. 
