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Abstract-some new oscillation criteria are established in this paper for the second-order non- 
linear neutral delay differential equation 
[I + dt)4t - 4,‘]’ + q(W(4t - 6)) = 0, 
where 7 and 6 are nonnegative constants, r,p,q E C([to,m),R), and f E C(R,R). These results 
are different from most known ones in the sense that they are based on the information only on a 
sequence of subintervals of [to, w), rather than on the whole half-line. Our results are sharper than 
some previous results about neutral and delay differential equations. In particular, several examples 
that dwell upon the sharp conditions of our results are also included. @ 2003 Elsevier Ltd. All 
rights reserved. 
Keywords-Neutral differential equation, Oscillation, Criteria. 
1. INTRODUCTION 
Consider the second-order neutral delay differential equation 
Hw4t) + dt>4t - #I’ + dWb4t - 6)) = 0, (El 
where t 2 to, r and 6 are nonnegative constants, r,p,q E C([to,oo), R), and f E C(R,R). 
Throughout this paper, we assume that 
(a) q(t) > 0; r(t) > 0, ~O”(l/~(s)) ds = co; f(z)/x 2 y > 0 for z # 0. 
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Second-order neutral delay differential equations are used in many fields such as vibrating 
masses attached to an elastic bar, variational problems, etc. (See [I].) 
Let u E C([tc - 6, co), R), where 0 = max{r, a}, be a given function and let ys be a given 
constant. Using the method of steps, the initial value problem associated with equation (E) 
has a unique solution 5 E C([to - 0, oo), R) in the sense that both s(t) + p(t)z(t - r) and 
r(t)(z(t) +p(t)z(t - 7))’ are continuously differentiable for t 2 to, s(t) satisfies equation (E), and 
4s) = 4s), for s E [to - e,to), 
b(t) + P(Mt - dLto = Yo. 
For questions concerning the existence and uniqueness of solutions of neutral delay differential 
equations, one can see [l]. 
A solution of equation (E) is called oscillatory if it has arbitrarily large zeros, and otherwise it 
is nonoscillatory. Equation (E) is oscillatory if all its solutions are oscillatory. 
There are some special cases of equation (E) as follows: 
l delay equation (p(t) = 0): 
[9-(w(t)]’ + q(W4t - 6)) = 0, (Ed 
l ordinary differential equation (p(t) E 0, 6 = 0): 
b-w’wl’ + cl(wMt)) = 0. 032) 
If r(t) = 1, f(z(t)) = z(t), equations (E), (El), and (Ez) are changed into (Es), (Ed), and (Es), 
respectively, as follows: 
[x(t) + p(t)x(t - T)]” + q(t)s(t - b) = 0, 
z”(t) + q(t)z(t - 6) = 0, 
s”(t) + q(t)z(t) = 0. 
(E3) 
(E4) 
(Es) 
The oscillation for equation (Es) has been discussed by many authors. Here are some important 
oscillation criteria. 
(1) Leighton [2]: (Es) is oscillatory if 
q(s) ds = cm. 
(2) Wintner [3]: (Es) is oscillatory if 
lim 1 
t s 
ss t+cQ t to to 
q(u) duds = 00. 
(3) Hartman [4]: (Es) is oscillatory if 
t * 
ss 
q(u) duds < lim sup 1 
t .¶ 
ss 
q(u) dud+ < cm. 
to to t-cc t to to 
(4) Kamenev [5]: (Es) is oscillatory if 
lip”,“p $ st(t - s)nq(u) ds = 00, 
to 
for some integer n > 1. 
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(5) Philos [6]: suppose that H :, D FZ {(t, s) : t 2 s > to} + R is a continuous function, which 
is such that 
q&t) E 0, for t 2 to, 
w, s) > 0, fort>s>te, 
and has continuous and nonpositive partial derivative on D with respect to the second 
variable. Let h : D -+ R be a continuous function with 
-g (t, s> = W, s>dm, for all (t,s) E D. 
If 
H(t, s)q(s) - ;h2(t, s) ds = co, 
then (Es) is oscillatory. 
For the oscillation of the nonlinear differential equation (Es), one can see [7] and references 
cited therein. 
In [8], Waltman generalized Leighten’s criterion of equation (Ed) and showed that (Ed) is 
oscillatory if q(t) 2 0 and 
l-00 
J q(s)ds = O”. to 
But, Travis [9] showed that Leighten’s criterion is not enough to ensure the oscillation of (Ed). 
Hence, the oscillation analysis of the delay differential equations is more complicated than that 
of ordinary differential equations. 
There has recently been an increase in the study of the oscillation of the second-order neutral 
delay differential equations. The results of Waltman and Travis have been extended to neutral 
delay differential equations by Grammatikopoulos, Ladas and Meimaridou [lo]. They proved 
that if 
1 2 p(t) 1 0, q(t) 2 0, 
and 
s 
O” q(s)[l - p(s - a)] ds = 00, 
to 
then (Es) is oscillatory. For some general oscillation criterion of second-order delay differential 
equations, one can see [ll-131 and references cited therein. 
However, on the one hand, oscillation criterion involves the integral of q and other functions. 
Hence, the information of q and other functions on the entire half-line [to, 00) is required. On the 
other hand, if q(t) = p/t2 in (Es), where p 2 0 is a constant, it is easy to see that none of the 
above oscillation criteria (Leighton, Wintner, Hartman, Kamenev and Philos) can be applied to 
the differential equation 
d’(t) + $z(t - a> = 0, 036) 
where p 2 0 is a constant and 6 = 0. In fact, the Euler differential equation is oscillatory if 
p > l/4, and nonoscillatory if ~1 5 l/4. 
Motivated by the work of Philos [6] and Kong [14], by using Riccati technique but from a 
different approach, we have obtained some other interval criteria of oscillation, that is, criteria 
given by the behavior of (E) only on a sequence of subintervals of [to, oo) (see Theorems l-3 and 
their corollary for details). The results obtained are presented in the form of a high degree of 
generality which admits rather wide possibilities for deriving various oscillation criteria with ap- 
propriate choices of the functions H(t, s), g(t), and k(t). Further, information of the distribution 
of the zeros of solutions of equation (E) is obtained, too. 
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For the sake of convenient notation, we let 
z(t) = x(t) + p(t)x(t - T), w(t)=exp{-2~g(S)ds}. 
41(t) = v(t) {WWP -PO - 611 +r(t - a72w - b-(t - ~M~r} ? 
42(t) = v(t) {Y?(t) + r(t - 4g2(t) - b-(t - QGJWI’} 
2. BASIC LEMMAS 
The following lemmas will be useful for establishing oscillation criteria of equation (E). 
LEMMA 1. If (a) holds and z(t) is an eventually positive solution of equation (E), then z(t) > 0, 
z’(t) 2 0, (r(t)z’(t))’ 5 0 on interval [To, co) for some To 2 to sufficiently large. Moreover, 
(i) if 0 5 p(t) 5 1, then 
(r(t)z’(t))’ + yq(t)[l - p(t - b)]z(t - 6) I 0; (1) 
(ii) if -1 < LY 5 p(t) < 0, then 
(r(t)z’(t))’ + yq(t)z(t - 6) I 0. (2) 
PROOF. Without loss of generality, one can assume that s(t) > 0 for all t 2 TO - T - 6. Since 
q(t) 2 0, equation (E) implies that (r(t)z’(t))’ 5 0 and (~(t)z’(t)) is decreasing. It follows that 
limt+oo r(t)z’(t) = 1. In the following, we prove that r(t)z’(t) > 0 and (1) and (2) hold. 
(i) If 0 5 p(t) 5 1, we first prove that r(t)z’(t) 2 0. Otherwise, there exists tl 2 2’0 such that 
z’(tl) < 0. From (r(t)z’(t))’ 5 0, it follows that 
Hence, by Condition (a), we have lim +m z(t) = -00, which contradicts that z(t) > 0 for 
t 2 to. 
Now observe that from (E) we have 
[r(t)z’(t)]’ + q(t)f(z(t - 6)) = 0. (3) 
From Condition (a) and (3), we get 
[r(t)?!(t)] + yq(t)[z(t - 8) - p(t - 6)x(t - 7 - S)] I 0, 
which, in view of the fact that z(t) 2 x(t) and z(t) is increasing, yields (1). 
(ii) If -1 < (Y 5 p(t) 5 0, we now prove that lim+,r(t)z’(t) = I > 0. 
Otherwise I < 0. Then it yields limt+oo z(t) = -co. We claim that z(t) cannot be 
eventually negative on [TO, oo) . If that is the case, one can consider two mutually exclusive 
cases. 
CASE 1. x(t) is unbounded; then there exists an increasing sequence {tk}, tk + 00 as k -+ co 
such that X(tk) = suptStk x(t) and z(tk) -+ co as tk + 00. We find that 
Z(tk) = X(tk) +p(tk)x(tk - T) 2 X(tk)(l +&k)) 2 o 
contradicts the fact that limt+oo z(t) = -oo. 
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CASE 2. z(t) is bounded; there exists a sequence {tk} such that limk,, z(&) = limsup,,, z(t). 
Since the sequences {Z(tk - T)} and {p(‘&)} are bounded, there exist convergent subsequences. 
Therefore, without loss of generality, we may suppose that limk+, Z(tk - T) and limk-,oo p(tk) 
exist. Hence, 
This is also a contradiction. Thus, we must have 1 2 0, which implies that z(t) must be 
eventually positive; i.e., there exists t, > to such that z(t) > 0 for all t 2 t,. Otherwise, 
since limt+oo r(t)z’(t) = 1 2 0 and r(t)z’(t) is nonincreasing, we must have z(t) < 0 for some 
t 2 to, which has just been ruled out by the preceding argument. (Note that if z(q > 0, then 
z(t) 1 z(f) L 0.) 
We therefore have z(t) > 0, z’(t) 2 0, (r(t)z’(t))’ 5 0 on [TO, 00) for some TO 2 to sufficiently 
large. From Condition (a), we have f(z(t - 6)) 2 yz(t - 6) 1 yt(t - 6) for t 2 t, + b sufficiently 
large. And we find equation (E) implies the equation for z(t): 
0 = [7-(t)z’(t).]’ -i- q(t).@@ - 6)) 2 [r(t)z’(t)]’ + mq(t)z(t - 6) 
at t E [L, 00). The proof is complete. 
REMARK 1. In Lemma 1, if z(t) is an eventually negative solution of (E), then the relevant 
results hold. 
In the sequel, we say that a function H = H(t, s) belongs to function class K, denoted H E K, 
if H E C(D, R+ = (0, oo)) and k E C1(D, R+) where D = {(t, s) : --00 < s 5 t < oo}, which 
satisfies 
H(t, t) = 0, H(t, s) > 0, for t > s, (JW 
and has partial derivatives w and 9 on D such that 
$ (H(h s)k(t)) = h@, shim, $ (II@, s)k(s)) = -k+, shim, (Hz) 
where hl, hz E C(D, R). 
LEMMA 2. Let (a) hold and s(t) be a solution of equation (E) such that z(t) # 0 on [TO --r--6, oo) 
for some To 2 to. For anyg E @([to, oo), R), let 
where t E [TO, oo). Then for any H E K, 
(i) if 0 5 p(t) 5 1 and t E [c, b) C [TO, oo), then 
1” HP, s)h(s) ds L: -H(b, c)k(c)w(c) + ; J6r(s - b)v(s)h;(b, s) ds; 
c c 
(ii) if -1 < a < p(t) I 0 and t E [c, b) C [To, co), then 
(4 
s c b H(b, s)42(s) ds I -H(b,c)k(c)w(c) + ; Jb T(S - b)v(s)h;(b, s) ds. c 
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PROOF. 
(i) Without loss of generality, one can assume that x(t) > 0 for all t > Tc - r - 6. Differenti- 
ating (4) and making use of (E) and Lemma l(i), we get that for s E [c, b) 
w’(s) = Zg(s)w(s) - v(s) 1 
(~W’(4)’ _ 
z(s - 6) r(s)zz::ss)fc;)- 6, + [T(S - li)g(s)]‘} 
2 2g(s)w(s) + w(s) { yq(s)[l -p(s - S)] + ““‘Z::s,‘~~)- @ - MS - Q?(s)I’ > 
From the fact that T(s)z’(s) is decreasing, we get 
T(S)Z’(S) < T-(s - 6)z’(s - 6), 
From the above, one knows that 
for s 2 To. 
w’(s) 2 2g(s)w(s) + w(s) v?(s)[l -PCS - @I + 
i 
l T(s ($yg2 - MS - 6)d41’} 
= WSMS) - ds)Hs - eds)l 
i Ycl(S)P -PCS - @I +& ( $f 
2 
+ 4s) - T(S - Q(s) 11 
= 41(s) + 
1 
T(S - b)w(s) 
w2(s). 
It follows that 
41(s) I w’(s) - 
1 
T(S - 6)TJ(s) 
w2(s). (5) 
Multiplying (5) by H(t, s)k(s), integrating it with respect to s from c to t for t E [c, b), and 
using (Hi) and (Hz), one can get 
J 
t 
WC s)k(sMl(s) ds I 
c 
I’ H(t, s)k(s)w’(s) ds - I’ T(s e&,cs, W, 4Ww2W ds 
= -qt, c)k(c)w(c) + J’ hz(t, s)J(s) ds 
- 
J 
t H(t, s)k(s) w2;s) ds 
T(S - 6)w(s) 
= -f& c)k(c)w(c) 
- [ [,/zw(s) - ;dmh2(t,s)]2 ds 
+; J 
t T(S - G)w(s)h;(t, s) ds c 
I -qt, c)qc)w(c) + 1 J’ r(s - qw(s)~@, s) ds. 
c 
Letting t + b- in the above, (i) is proved. 
(ii) Without loss of generality, one can assume that s(t) > 0 for all t L 7’0 - 7 - b. Differenti- 
ating (4) and making use of (E) and Lemma l(ii), we have that for s E [c, b), 
w’(s) = 2g(s)w(s) -w(s) 
{ 
(T(S>Z’(S>>’ _ r(s)z’(s)t’(s - 6) 
z(s - 6) S(s - 6) + KS - 49(9)1’) 
2 2LdsMs) + ‘u(s) { w(s) + $-J) 
~(Sb’(Sb-(S - WCS - 6) _ [T(s _ qg(s)]’ 
22(s - 6) > 
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Similar to the proof of Lemma (i), we can show the following inequality: 
42(s) L w’(s) - 
1 
T(S - @w(s) 
w2(s). (6) 
Multiplying (6) by X(t,s)k(s), integrating it with respect to s from t to c for t E [c,b), and 
using a similar proof method to that of Lemma 2(i), one can get Conclusion (ii). The details are 
omitted. 
LEMMA 3. Assume that (al holds and x(t) is solution of equation (E) such that x(t) # 0 on 
[To-T--6,co)forsomeTo>t~~. ForanygECl([ts,oo),R),let 
.w(t) = -w(t) 
{ 
e)Z’(t) 
;(t + r(t - Wt) > > 
where t E [TO, co). Then for any H E K, 
(i) if 0 5 p(t) 5 1 and t E (a, c] C [TO, co), then 
/‘H(s, 441(s) ds I WC, a)k(c)w(c) + ; 1’ T(S - S)w(s)h~(s, a) ds; 
a a 
(ii) if -1 < or < p(t) 5 0 and t E (a, C] C [To, m), then 
/‘H(s, a)&(s) ds 5 H(c, a)k(c)w(c) + ; /‘r(s - S)v(s)h~(s, CZ) ds. 
a a 
PROOF. 
(i) As in the proof of Lemma 2(i), one can multiply (5) by H(s, t)k(s) and integrate with 
respect to s from t to c for t E (a, c]. Then we obtain 
I ’ H(s, t)&(s) ds t 
5 1’ H(s, t)k(s)w’(s) ds - 1’ + -;jw(s, H(s, WW2(4 ds 
= H(c, t)k(c)w(c) - 1’ hl(s, t)dmw(s) ds - 1’ H(s’ t)k(s) w2(s) ds 
r(s - 6)w(s) 
= H(c, t)k(c)w(c) - lc [ ,/pw(s) + ;dmh&,t)] 2 ds 
+; 
I 
c 
T(S - Qo)h:(s, t) ds \ 
t 
5 H(c, t)k(c)w(c) - ; /‘r(s - G)v(s)h:(s, t) ds. 
t 
Letting t + a+ in the above, (i) is proved. 
(ii) Because the proof method is similar to that in Lemma 2(ii), proof details are omitted. 
LEMMA 4. (See 114, Lemma 3.11.) If qS( ) s is decreasing, k(t) = 1, H E K, and Ht(t,s) = 
-H,(t, s) 1 0 for t > s, then 
I 
t 
H(t, s)+(s) ds 2 
a I 
t 
W, ~MJ(s) ds, t 1 a. 
a 
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3. MAIN RESULTS 
In this section, we establish some new oscillation criteria of equation (E). The main results of 
this paper are the following theorems and corollaries. 
THEOREM 1. Let Assumption (a) hold. And suppose that for each To 2 to, there exist some 
H E K, g E C’([t 0, oo), R), and a, b, c E R with TO 5 a < c < b such that one of the following 
conditions is satisfied: 
(Yr) 0 5 p(t) 5 1 and the following inequality holds: 
1 
s H(c,a) a 
cH(w)4~(4ds + &~b~(~,~)~~(4ds 
c 
’ T(S - b)w(s)hf(s, u) ds + 1 
s 
b 
H(h4 c 
T(S - b)w(s)h;(b, s) ds . 
(Ys) -1 < (I 5 p(t) 5 0 and the following inequality holds: 
’ H(s, ah(s) ds + & 1” H(b, s)&(s) ds 
1 c 
c 1 b 
T(S - b)w(s)hf(s, u) ds + - J H(4c) c T(S - b)w(s)h;(b, s) ds . 
Then the neutral equation (E) is oscillatory. 
PROOF. 
CASE (Yi). The proof is by contradiction. Without loss of generality, one can assume that 
there is a solution z(t) of the neutral equation (E) such that x(t) > 0 for t E [TO - 7 - 6,oo) 
with TO > to. Pick a sequence {Ti} c [TO - r - b, co) such that T, + oo as i --+ 00. Prom 
Assumption (Yr), we know that for each i E N, there exist ai, bi, ci E R such that Ti 5 a, < 
ci < bi, and 
1 
s 
ci 
H(ci, ai) a; 
H(s, +/a(s) ds + ~ H(bi, s)&(s) ds 
1 1 ( J 
ci 1 
s 
bi (7) 
’ 4 H(ci,ai) oi 
r(s - b)w(s)hf(s, ui) ds + - 
Wi, 4 ci 
T(S - S)w(s)hi(bi, S) ds 
holds where a, b, c are replaced by ai, bi, ci, respectively. Prom Lemmas 2(i) and 3(i), it is easy to 
see that both 
Sbi H(bi, s)dl(s) ds 5 -H(bi,q)k(ci)w(G) + tSbi T(S - G)w(s)hi(bi, s) ds (8) 
ci G 
and 
J ci H(s, a&(s) ds I H(c+, ai)k(c&(c~) + ; lci T(S - b)v(s)h;(s, ui) ds (9) ai a, 
hold. Dividing (8) and (9) by H(bi 7 ci) and H(c~, ai), respectively, and adding them, we have the 
inequality 
1 
s 
ci 
Wci, 4 ai 
H(s, 441(s) ds + ~ Wi, s)&(s) ds 
1 bi 
T(S - S)w(s)h&, ui) ds + ~ 
H(bi, cd ., c; 
r(s - G)w(s)h;(bi, s) ds . 
This is a contradiction with assumption (7). So equation (E) is oscillatory. 
CASE (Yz). According to Lemmas 2(ii) and 3(ii), we can show that equation (E) is oscillatory. 
The proof is similar to that of Case (Yr). Details are omitted. 
As a consequence of Theorem 1, we get the following corollary. 
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COROLLARY 1. Let Assumption (a,) hold. Assume that for each 1 2 to, there exist some H E K, 
g E C’( [to, co), R) such that one of the following conditions is satisfied: 
(i) 0 I p(t) 5 1 and the following two inequalities hold: 
t 
lim sup J{ H(s, Z)4l(s) - ;r(s - G)w(s)h& 1) ds > 0 t-+03 1 
and t 
lim sup 
J{ 
H(t, s)&(s) - $(s - 6)w(s)h;(t, s) ds > 0. (11) t+m 1 
(ii) -1 < Q 5 p(t) 5 0 and the following two inequalities hold: 
lim sup J’ { H(s, Z)&(s) - ;r(s - b)v(s)h&, 1)} ds > 0 
t+m 1 
and t 
lim sup J{ H(t, s)&(s) - $(s - b)w(s)h;(t, s) ds > 0. t-w20 1 1 
(12) 
(13) 
Then the neutral equation (E) is oscillatory. 
PROOF. (i) For any T 2 to, set a = T. We choose I = a in (10). Then there exists c > a such 
that 
Jc { H(s, a)&(s) - $(s - qv(s)hf(s, a)} ds > o. 
a 
(14 
We choose 1 = c in (11). Then there exists b > c such that 
b 
St H(t, s)&(s) - ;,(s - S)v(s)h;(b, s) ds > 0. c > (15) 
From (14) and (15), we obtain that (Yl) of Theorem 1 holds. From Theorem 1, we get the 
conclusion. And the rest of the proof is similar to that of Case (i). 
REMARK 2. Corollary 1 improves Theorem 1 of [12]. 
With an appropriate choice of functions H, one can derive from Theorem 1 a number of 
oscillation criteria for equation (E). For example, if k(s) = 1 and H := H(t - s) E K, we know 
that hl(t - s) = hz(t - s) and denote them by h(t - s). The subclass of K containing such 
H(t - s) is denoted by Ko. Applying Theorem 1 to Ko, we get the following results. 
THEOREM 2. Let Assumption (a) hold. And assume that for each TO 2 to, there exist some 
H E Ko, g E C’(ko, m),R), and a, c E R with TO 5 a < c such that one of the following 
conditions is satisfied: 
(Ys) 0 5 p(t) 5 1 and the following inequality holds: 
J a ’ H(s - a){&(s) -t &(2c - s)} ds > i J’[r(s - b)v(s) + r(2c - s - 442~ - s)]h2(s - a) ds. a 
(Y4) -1 < cy 5 p(t) 5 0 and the following inequality holds: 
J a ’ H(s - a)[&(s) + &(2c - s)] ds > i J’[r(s - @v(s) + r(2c - s - 6)w(2c - s)]h2(s - a) ds. a 
Then the neutral equation (E) is oscillatory. 
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PROOF. Let b = 2c - a. Then H(b - c) = H(c - a) = H((b - a)/2), and for any f E L[a, b], we 
have 
~f(s)ds=~cf(2c-s)ds. 
Hence, 
J 
b 
H(b - s)&(s) ds = 
c J = H(s - a)&(2c - s) ds a 
and 
J 
b 
T(S - b)w(s)h’(b - s) ds = 
c J 
c 
r(2c - s - b)w(2c - s)h2(s - a) ds. 
a 
It follows that if (Yz) holds, then, by implication, (Yl) holds for H E KO and g E C’((to, oo), R). 
Therefore, equation (E) is oscillatory by Theorem 1. The rest of the proof is similar to that 
of (Ys) in Theorem 2. 
Now we choose g(t) = 0, k(t) = 1, and H(t - s) = (t - s)’ for X > 1, then v(t) = 1, H E I-&,, 
and h(t - s) = x(t - s) x/2-1 . Based on Theorem 2 above, we obtain the following oscillation 
criteria. 
COROLLARY 2. Let T-(t) z 1 and Assumption (a) hold. Then the neutral equation (E) is oscil- 
latory provided that for each 1 2 to and there exists X > 1 one of the following conditions if 
satisfied. 
(i) 0 5 p(t) 5 1 and the following inequality holds: 
lim sup & 
t-cc J 1 
t(s - ~)~~{~(s)[l - p(s - s)] + q(2t - s)[l - p(2t - s - 6)l)ds > &. (16) 
(ii) -1 < a 5 p(t) 5 0 and the following inequality holds: 
lim sup & t-+cc J 1 t(s - w-Y[n(s) + q(2t - 311 ds >g-q. (17) 
PROOF. 
(i) Note that 
J lt(s-l)“ads= &. (18) 
From (16) with (18), one knows that, for a > TO, 
1 
- J’ {(s - a)xr{q(s)[l - p(s - b)] + q(2t - s)[l - p(2t - s - d)]) - ;(s - &-l) ds > o. pi-1 
a 
It follows that 
t lim sup St t-m a (s - +/{q(s)[l - p(s - S)] -t q(2t - s)[l -z@ - s - (911 
- ;(s - a)+‘} ds > 0. 
Hence, there exists c > a such that 
J a ‘(s - a)‘r{q(s)[l - p(s - 6)] + q(2c - s)[l - p(2c - s - a)]} ds > T Jc(s - a)x-2 ds; 0 
that is, (Ys) holds. From Theorem 2, equation (E) is oscillatory. 
(ii) The proof of Case (ii) is similar to that of Case (i). The details are omitted. 
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Define t 
R(t) = 
J 
1 
- ds, 
1 T(S - 4 
tz12t0, (1% 
and let 
Wt, s) = [R(t) - Wlx, t 1 to, (20) 
where X > 1 is a constant. 
THEOREM 3. Let (a) and lim t+oo R(t) = 00 hold. Then the neutral equation (IS) is oscL!latory 
provided that for each 1 > to and there exists X > 1 one of the followjng conditions is satisfied. 
(Ys) 0 5 p(t) 5 1 and the following inequalities are true: 
1 
lim sup - 
J t-co RX-l(t) 1 
t [R(s) - Wl%d4 P - 14s - 41 ds > & 
1 
lirJp RX-l(t) l J 
t[R(t) - Wlxrq(4[1 - PCS - b)l ds ’ &. 
(Ys) -1 < cy 5 p(t) I 0 and the following inequalities are true: 
and 
liztp R&t) 1 J h4 - R(Oh(4 ds > & 
1 
liytp R&‘(t) 1 J bV) - Wl%dW > q&y 
(21) 
(22) 
(23) 
(24) 
PROOF. 
(Ys) Pick g(t) z 0 and k(t) E 1. Then v(t) = 1, $1(t) = yq(s)[l -p(s - 6)]. It is easy to see 
that 
hl(t, s) = X[R(t) - R(s)jAi2-‘-& 
and 
hz(t, s) = A[R(t) - R(s)]“/~-~--&. 
Noting that 
J 
t T(S - @l&s, 1) ds = I J 1 t ~(3 - S)X2[R(s), - R(Z)]“-2r2(s1- 6) ds = &[R(t) - R(l)]‘-’ 
and 
J 
t r(s - G)h;(t, s) ds = 
1 J 1 t T-(s - 6)X2@(t) - R(s)]“-~,~(,~_ 6) ds = &LR(t) - W1x-l, 
in view of lirnthoo R(t) = co, it follows that 
1 J 
t t%i @-l(t) l x2 T(S - b)hf(s, 1) ds = - 4(X - 1) 
and 
1 J 
t t’k 4RA-l(t) l x2 T(S - )h;(t, s) ds = -. 4(X - 1) 
(25) 
(26) 
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From (21) and (25), we have 
1 t 
y--p RX- 1 (Q St 1 
H(s, Z)&(s) - $(s - G)v(s)hf(s, 1) ds 
1 
= lizy &l(t) 1 
J 
t[R(s) - R(1)]%q(s)[l - p(s - 6)] ds - & > 0. 
It follows that 
t lim sup 
J-t t-Pm2 1 
[R(S) - R(l)]x7q(s)[1 - p(s - S)] - ;r(s - +(s)h:(s, l)} ds > 0, 
i.e., (10) holds. Similarly, (22) implies that (11) holds. From Corollary l(i), equation (E) is 
oscillatory. 
(Ys) The proof of Case (Ys) is similar to that of Case (Ys). 
REMARK 3. Theorem 3 gives an improvement of Kamenev’s criterion [14] to the second-order 
nonlinear neutral differential equation (E). 
REMARK 4. If f(z(t)) = z(t), then Theorem 3 improves Theorem 1 of Grammatikopoulos, Ladas 
and Meimaridov [lo]. If p(t) = 0, then Theorem 3 also improves the results of Waltman [B] and 
Travis [9]. 
REMARK 5. From Theorems l-3 and Corollaries 1 and 2, we can present diierent explicit suffi- 
cient conditions for the oscillation of the solutions of equation (E), by an appropriate choice of 
H(t, s), k(s), and g(s). For instance, if we choose H(t, s) = (t - s)“, H(t, s) = [R(t) - R(s)]’ 
or H(t, s) = [logQ(t)/Q(s)lX or H(t,s) = [~~(l/w(z))d.$’ or H(t,s) = ~(t - s), etc., for 
t > s 2 to; k(s), g(s) may be chosen 1, s, etc., where Q > 1 is a constant, R(t) = s,“, &, 
Q(t) = St” $J < 00, for t 2 to, w E C([to,ca), (0,~)) satisfy JtT(l/w(z))dz = 00, p(O) > 0, 
p(u) > 0, p’(u) 1 0 for u > 0. 
4. EXAMPLES 
In this section, we will give some applications of our oscillation criteria. We will see some 
equations that cannot be demonstrated by [l-21] and are oscillatory based on the results in 
Section 3. 
EXAMPLE 1. Consider the neutral delay equation 
[e-“+l(z(t) +pz(t - 2))‘]’ + q(t) [z(t - 1) + z2m+1(t - l)] = 0, 
where -1 < p < 1, 0 < m, and 
t 2 4, (27) 
1 
$t - 3n), 3n<tI3n+l, 
q(t) = &(-t+3n+2), 3n+l<tI3n+2, 
$1 sin 7rt1, 3n+2<i!I3n+3, 
n E NO = (0, 1,2,3,. . . }. 
For any T > 4, there exists n E NO such that n > msx{T/3, [(ln16 - ln(l - p))/(3 - ln2)]}. 
Setting a = 3n, c = 3n + 1, y = 1, k(t) = 1, g(t) = 0, and H(t - s) = (t - s)~, then v(t) = 1, 
h(t - s) = 2, &(s) = q(s)(l - p), 42(s) = q(s), and the following conditions are satisfied. 
(i) If 0 5 p < 1, we have 
J 
3n+l 
3n 
H(s - Sn)[q(s)(l - p) + q(6n + 2 - s)(l - p)] ds = y& 
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and 1 3n+1 
4 I [r(s - 1) + r(6n + 1 - s)]h’(s - 3n) ds = e-3n (e’ - 1) (28) 
3n 
Hence, (Ys) in Theorem 2 is true. Further, 
(ii) if -1 < p 5 0, we obtain 
I 
3n+l 
3n 
H(s - 3n)[q(s) + q(6n + 2 - s)] ds = a&. 
From the inequality above and (28), it is easy to see that (Y 4 in Theorem 2 is true. Therefore; ) 
equation (27) is oscillatory. However, the oscillation of the equation (27) cannot be demonstrated 
by other known criteria in [l-21]. 
EXAMPLE 2. Consider the neutral delay equation 
[ 1 
II w + &+ - 2) + &q(t - lb b(l+sinz(t-1)) = 0, t 2 4, (29) 
where -1 < a < 0, b > 0, and p > 0. Let y = 1, g(t) = 0, k(t) = 1, and R(t) = si(l/r(s--6)) ds = 
t - 4, then w(t) = 1 and H(t, s) = [R(t) - R(s)]’ = (t - s)‘. For some X > 1, we obtain 
1 
t% (t -4)X-l 
(t - 1)X 
t-+c=a (t - 4)x-2Jm 
P 
= x-l t-+co (t - 4)X-z @&ij = & 
lim (t - 1p2 (t - q2 
For any p > l/4, there exists X > 1 such that p/(X - 1) > X2/4(X - 1). This means that (23) 
holds. From Lemma 4, (24) holds for the same A. From Theorem 3 (Ys), we know that (29) is 
oscillatory for ~1 > l/4. 
REMARK 6. Because -1 < -u/a < p(t) < 0 holds and f’(y) 2 0 is not satisfied, the results 
in [l-21] fail to apply to equation (29). Further, we note that equation (29) with b = 0 has a 
nonoscillatory solution z(t) = fi if p = l/4. 
EXAMPLE 3. Let q(t) be decreasing for t 2 to = 1 + r + 6 and limt+oo t2q(t) = ~1. Consider the 
neutral delay equation 
[z(t) + az(t - T)]” + q(t)z(t - S) = 0, t L to, (30) 
where -1 < a < 1, r 2 0, 6 2 0, and p > 0. It is well known that equation (30) with a = 0 and 
7 = S = 0 and q(t) = p/t2 is oscillatory if and only if p > l/4. However, none of the oscillation 
criteria of Leighton, Wintner, Hartman, Kamenev, and Philos and some other criteria in [l-21] 
can be used to show that equation (30) is oscillatory. Now, by Theorem 3, the verification for 
equation (30) is simple. 
Let y = 1, k(t) = 1, g(t) = 0, and R(t) = $(l/r(s - 6))ds = t - to. Then w(t) = 1 and 
H(t, s) = [R(t) - R(s)]’ = (t - s)? F or some X > 1, the following conditions hold. 
(i) Let 0 5 a < 1, then 
1 
k.! (t -&-p-l 1 I 
t(s-l)xq(t)(l -a) ds = e J& (t ‘“,)“!_“,,, &n,t2q(t) = +$). (31) 
For any 1-1 > l/4(1 -a), there exists X > 1 such that ~(1 - a)/(A - 1) > X2/4(X - 1). This 
means that (21) holds. By Lemma 4, (22) holds for’the same A. Hence, (Ys) in Theorem 3 
holds. Moreover, 
(ii) letting -1 < a < 0, similar to Case (i), we obtain that (Ys) is true for any ~1 > l/4. 
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From Theorem 3 (Ys) and (Ys), we have the following conclusions: 
(i) if 0 < a < 1, equation (30) is oscillatory for p > l/4(1 - a); 
(ii) if -1 < a 5 0, equation (30) is oscillatory for p > l/4. 
In Example 3, we can obtain some interesting results. For example, 
(1) q(t) = (p/t2)(1 + n/(log t)“) where m 2 0, n 2 0; 
(2) q(t) = II/ vP+l(t - l)m-l, where m 2 1. 
EXAMPLE 4. Let -1 < p < 1. Consider the neutral delay equation 
&p(t) + IN -w] ’+ $$jT x(t - 1) [l + (sinz(t - 1))2] = 0, t 2 1. (32) 
It is easy to see that 
I 
t 
R(t) = 
1 t 
-dds = 
1 T(S 6) s 
2sds = t2 - 1, R’(t) = 2t, 
- 1 
lim R(t) = co, 
t-+00 
f(z) = z [l + (sinz(t - 1))2] , f(x) so - 2 1 =: y > 0. 
X 
Then the following conditions hold: 
(9 if 0 <p < 1, we have for X > 1 
1 
t’k Rx-l(t) 1 s 
t[R(s) - R(~)l%q(s)11 - p(s - 6)lds 
1 
= lim - 
s t-m RX-l(t) 1 
t [R(s) - R(1)]’ 2;~_d~ ds 
[R(s) - R(Ql’ 24 - P)t ds = Q(l -P) 
= ,1% (A - l)RX-2(t)R’(t) (t2 - 1)2 x-l’ 
Next, we will prove that 
s 1 t[R(t) - R(s)]’ 2;~--$s ds L l’[R(s) - R(~)lx2$--l;?” ds. 
Let 
F(t) = J /j {[R(t) - R(s)]’ - [R(s) - R(Ql’} 2$--l;?” ds. 
Then F(1) = 0, and for t 2 1 
s t F’(t) = 1 A[R(t) - R(s)]‘-lR’(t) ‘;e:$s ds - [R(t) - R(Z)]*2;~1m-l;;t 
J 
t 1 
1 
X[R(t) - R(s)]“‘R’(s)~$-~;~ ds - [R(t) - R(l)]*2;;1m;l;;t 
> 2a(l -p)t 
s 
t 
- (t2 - 1)2 1 X[R(t) - R(s)]‘-‘R’(s) ds - [R(t) - R(l)]’ 2;~1e-l;;t = 0. 
(ii) 
Hence, F(t) > F(I) = 0 for t 2 1, i.e., (34) holds. By (33) and (34), for any QI > l/4(1 - p), 
there exists X > 1 such that a(1 - p)/(X - 1) > X2/4(X - 1). This means that (Ys) holds 
for some X in Theorem 3. Further, 
if -1 < p 5 0, we obtain for X > 1 
(33) 
(34) 
1 
&k RX-“(t) 1 s 
t [R(s) - W)lXrq(s) ds = )& & l’[R(s) - R(01’ cs2252 ds 
[R(s) - WA 2at (35) -&=a:. 
= t’i% (A - 1)RA-2(t)R’(t) (t2 - 1)2 X-l 
Similar to Case (i), we obtain that (Ye) is true for any (Y > l/4. 
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From Theorem 3 (Ys) and (Ye), we have the following conclusions: 
(i) if 0 < p < 1, equation (32) is oscillatory for (Y > l/4(1 - p); 
(ii) if -1 < p 5 0, equation (32) is oscillatory for CY > l/4. 
However, oscillation cannot be demonstrated by other known criteria in [l-21]. 
We note that Li and Liu [ll] have obtained a sharp result for the oscillation of equation (E) 
with 0 < p(t) 2 1. For the sake of comparison with our Theorem 3, we list Li’s and Liu’s result 
here. 
THEOREM 4. Suppose (a), 0 5 p(t) 5 1, and the following inequality holds: 
lhnkf R(t) 
J 
tm yq(s)[l - p(s - @I ds > +, (36) 
where R(t) = s,“, (l/l-(s - 6)) ds. Th en every solution of equation (E) is oscillstory. 
Let 0 5 p(t) = p 5 1, 7 = 3, 6 = 1, and 
1 
r(t) = - 
2at 
2(t + 1) ’ q(t) = (t2 _ 1)2’ 
f(x) = x (1 + sin2 57) , t 2 1. 
Then 
and 
R(t) = J t 1 -ds=t2-1, f(x) T(S - 6) ->l=+/>O, 1 X 
j& R(t) lrn rq(s)[l - p(s - a)] ds = )ern (t2 - 1) lm(l -d ts22:;j2 ds 
J 
M 
= a(1 - p) t’& (t2 - 1) 1 
t (2 - q2 
d (s2 - 1) 
= cr(1 - p). 
By (36), we also have that (Y > l/4(1 - p). This implies that our Theorem 3 is sharp. 
We remark that Theorem 4 is an extension of Huang’s result [18, Theorem A] and Moore’s 
criterion 1211. 
APPENDIX 
Equation (28), found previously in thii paper, reads as follows. 
1 
4 3n J
3n+l 
[T(S - 1) + r(6n + 1 - s)]h2(s - 3n) ds = e-3n (e2 - 1) . 
In fact, a direct computation is as follows: \ 
(28) 
1 c 
z J [T(S c+o) - + r(2c - s b)w(2c s)]h2(s - - - u) ds a 
1 3n+l 
=- 4 J [r(s -‘l) + r(6n s)]h2(s 3n) + 1 - - ds 3n
1 3n+l 
=- 
4 J [ e -(s-l)+1 + e-(6n+l--s)+l 22 ,js 3n 1 
J 
3n+1 
= [epsf2 + es-6n] ds 3n 
=e -en+2 _ e-en 
=e -3n (e2 - 1) . 
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