1 Abstract-This document presents an energy forecast methodology using Adaptive Neuro-Fuzzy Inference System (ANFIS) and Genetic Algorithms (GA). The GA has been used for the selection of the training inputs of the ANFIS in order to minimize the training result error. The presented algorithm has been installed and it is being operating in an automotive manufacturing plant. It periodically communicates with the plant to obtain new information and update the database in order to improve its training results. Finally the obtained results of the algorithm are used in order to provide a shortterm load forecasting for the different modeled consumption processes.
I. INTRODUCTION
With the continuously growing demand of the energy, it is getting more important to develop systems capable to optimize the energy use. Energy management is nowadays a subject of great importance because of the facing problems of the global warming and oil shortage. In the industrial sector, the energy management systems have focused so far on the monitoring and off-line management of energy as it is outlined in [1] . The typical energy management systems are based on the collection of information about the plant's operation using energy meters. Those systems help to monitor the operation of the installations, collect data and generate reports to identify the possible critical points of the consumptions. However, intelligent systems can improve the operation of the energy management systems, offering further functionalities such as predictive maintenance, energy optimization, fault diagnosis and energy forecast.
Different approaches for energy savings and energy prediction have been studied over the past years. Evolutionary algorithms such as Particle Swarms (PSO), Gravitational Search Algorithms (GSA) and Simulated Annealing (SA) have successfully implemented in optimization and control applications [2] .
An implementation of a model based on Artificial Neural Network (ANN) was presented in [3] [4] and [5] in order to estimate the load forecast in an electrical distribution system while in [6] a comparison between ANN and Fuzzy Logic is made on applications of short-term and medium-term load forecasting. An application of Neuronal Networks (NN) is presented in [7] in which it faces Multi-Input-Multi-Output (MIMO) applications with single input and output (SISO) networks. An ANFIS implementation for energy prediction of regional electrical loads in Taiwan was presented in [8] , comparing its performance with other similar techniques (i.e., regression models, ANN-based models, Genetic algorithms and hybrid ellipsoidal fuzzy systems). A cellular multi-grid genetic algorithm is presented in [9] to face balancing problems in assembling lines. Techniques based on cultural algorithms are presented in [10] to resolve complex mechanical design optimization problems in an efficient and effective method.
This document presents the modeling and prediction algorithms that were developed in order to generate customizable mathematical models for different consumptions, as a way to improve the operation of a general energy monitoring system. The paper is organized as follows: section II describes an overview of the algorithm that has been used for the model's training and the energy forecast while section III outlines a brief explanation about the Genetic Algorithm's operation. In section IV, the proposed methodology is presented explaining the combination of the two algorithms in order to develop a system capable to train the consumption models autonomously. In Section V, the implementation of the system in the pilot plant is explained, presenting the different results that have been obtained during the test and the evaluation of the system. Finally, section VI summarizes the paper and discusses the different conclusions.
II. ENERGY PREDICTION USING ANFIS
The training and prediction method that was used in this paper is based on Adaptive Neuro-Fuzzy Inference Systems. This method is based on systems of the type Takagi-Sugeno, combining fuzzy logic and neural networks. The simple forms of the artificial neural networks (ANNs) are not able to give any explicit knowledge or causal relationships for a system and this is their major disadvantage [11] [12] . On 1993, Roger Jang [13] developed the ANFIS technique that could overcome the shortcoming of the ANNs and fuzzy systems.
The fuzzy part of the ANFIS is constructed by means of input and output variables, membership functions, fuzzy rules and inference method. The training inputs are also called energy drivers and are variables that can affect the output, such as, in case of the energy consumptions: the daily production, the climatic data, the day of the week, etc [14] . The membership functions of the system are the functions that define the fuzzy sets [15] [16] . The fuzzy rules have a form of if-then rule and define how the output must be for a specific value of membership of its inputs. In general, the fuzzy systems have different kind of inference methods but ANFIS is based on a particular type of fuzzy system with Takagi-Sugeno rules as inference method [17] .
The Fig. 1 shows the architecture of an ANFIS structure with two inputs, four if-else rules and one output. This structure has a maximum of four rules and they are defined in the equations (1)-(4).
The first part in the equation (1) is related to the antecedents and the second part of the equation to the consequents. During the training process of the ANFIS structure, these rules are executed in order to be calculated the output of the system. The first layer of the structure ( Fig.  1 ) is called fuzzification. In the second layer, the weight of each rule has to be computed by means of a fuzzy AND operation. In the layer 3, it is made the normalization of the values and in the layer 4 the defuzzification process. Finally in layer 5, the overall output of the system is obtained [18] . 
III. GENETIC ALGORITHMS
The Genetic Algorithms is a heuristic method, based on the mechanics of natural selection and natural genetics. They combine parts that present good solutions, in order to improve the final solution [19] . They work with a population of solutions rather than just one and they use selection, crossover and mutation operators to combine parts of parent chromosomes and produce offspring that intends to have the advantages of both parents. The operation of the genetic algorithm works as follows [20] :
a) The initial population is filled with individuals that are generally created at random. Sometimes, the individuals in the initial population are the solutions found by some method determined by the problem domain. In this case, the scope of the genetic algorithm is to obtain more accurate solutions. b) Each individual in the current population is evaluated using the fitness measure. c) If the termination criterion is met, the best solution is returned.
d) If it is not met, from the current population individuals are selected based on the previously computed fitness values using the selection function. A new population is formed by applying the genetic operators (crossover, mutation) to these individuals. The selected individuals are called parents and the resulting individuals offspring. Some implementations extend the current population by adding the new individuals and then create the new population by omitting the least fit individuals. Other implementations create a separate population of new individuals by applying the genetic operators. Moreover, there are GAs that do not use generations at all, but continuous replacement. e) Actions starting from step 2 are repeated until the termination criterion is satisfied. An iteration is called generation [21] [22] .
In the proposed methodology, the genetic algorithm has a fundamental role in the efficiency of the training results. During the time, the consumption´s behavior may be changed, being dependent on different external parameters (e.g., temperature). Its operation as it is described in more details in the next chapter is to filter the training database of the consumption. Using a binary vector (GA´s chromosome), it evaluates the prediction result of the ANFIS looking for the best training input combination that results the minimum prediction error.
IV. IEMS STRUCTURE
This paper presents a short-term load forecasting methodology based on Adaptive Neuro-Fuzzy Inference System (ANFIS) and Genetic Algorithms. The presented methodology has been implemented in the existed energy management system of an automotive manufacturing plant in order to continuously acquire information from the plant. The objective of the system is the generation of the mathematical models of different type of consumptions of the manufactory plant, taking into account different external variables that can affect with a direct or an indirect way the load's energy profile [23] (e.g., climatic data, work calendar, production schedule, etc.).
The system is divided in two main blocks: one of them relates to the part of the training and auto-tuning of the model and the other corresponds to the prediction algorithm.
Training Model: The training part of the methodology is based on a system that acquires periodically information from the database of the plant, in order to analyze the data and detect possible energy pattern behaviors. The period of the tuning of the models depends on the production conditions and the influence of the climatic change in the energy consumption.
The methodology for the training process consists on the use of a genetic algorithm that selects the inputs of the ANFIS system and evaluates its result. The equation of the root mean square error (RMSE), defined on (5) has been selected as the evaluation criterion of the training result. The vector Pi real includes the real values of the checking data set and the vector Pi prediction includes the corresponding prediction results.
The dataflow of the modeling process of the consumptions is presented on Fig. 2 .
Step 1: The first step of the dataflow is the initial configuration of the Genetic Algorithm. In this step, the population size, the crossover, the selection and the mutation functions are configured.
The mutation process is made of a uniform way, where the algorithm selects a fraction of the vector entries of an individual and replaces it with a random number from the entry´s range. For the crossover process, a random number of variables are selected from the vector´s entries in order to form the new chromosome.
During the selection process, random chromosomes are being selected in order to continue to the next population.
Step 2: During the second step, the filtering of the data input is made according to the selected chromosome of the population. The vectors that correspond to the 0 values of the chromosome are being filtered and they are not being used during the training of the model.
Step 3: In the step of the ANFIS configuration, the training and checking data are defined. The seventy percent of the input database is used for the model´s training and the rest thirty percent is used for the model validation.
Furthermore, numbers of membership functions and rules are defined.
Step 4: During this step, the algorithm applies a combination of the least-squares method and the backpropagation gradient descent method in order to train the FIS membership function and emulate the given training data set.
Step 5: After the finalization of the training process, the checking data are evaluated applying an over fitting model validation and calculating the RMSE of the obtained results. The process between 2 to 5 is being repeated for the whole number of population.
Step 6: In the sixth step, the RMSE of the evaluated chromosome is stored and compared with the rest ones. In case that the optimization criteria have not been reached, the selection, the mutation and the crossover process are applied in order to define the new population that will be evaluated.
In the case that the individual with the smaller RMSE is obtained and the criteria have been met, the algorithm finishes giving as a result the binary vector and its corresponding RMSE value.
Step 7: Finally the de-codification of the chromosome vector is made, defining the optimal data input configuration for the training of the consumption model. During the training process, the Genetic Algorithm forms a binary vector of seven digits with a total of 127 possible combinations. This vector defines the input parameters that are used during the training process of the model and can have binary values between 0000001 and 1111111. The Fig.  3 explains the parameters that correspond to each digit of the filter's vector.
Prediction Algorithm: Once the training process is done and the model inputs have been selected, the mathematical model of each consumption is calculated and stored in the plant's server. For the forecasting calculation, the ANFIS methodology is being used having as inputs the prediction values of the different training parameters that have been selected for each consumption model [24] . This process is being made manually by an operator when a short-term load forecasting is required. The user can carry out the prediction calculation by the use of a graphic user interface that permits to select the desired model and communicates with the server in order to detect the training inputs. After the introduction of the energy carrier's prediction data from the user, the ANFIS calculates the energy forecast for the selected consumption. The block diagram of the iEMS structure is presented in Fig. 4 .
V. IMPLEMENTATION AND RESULTS
The presented algorithm has been tested during nine months under real operation conditions in the automotive factory plant in order to obtain real data information and analyze the behavior of the energy consumption along the time. In this chapter, the obtained results are presented and the system´s process explained. As it was mentioned before, during the training process of the models, the genetic algorithm can take 127 different combinations of binary values for a vector of seven digits in order to define the dataset that will be used in order to train the model. During the evaluation of the algorithm, the training process has been executed in a total of nine times (one execution every month), completing each time its existing database with the dataset from the last month. The genetic algorithm was configured empirically after a serie of evaluations with a population of 20 individuals per iteration. The selection process uses a stochastic function, while in the mutation process the selection of the individual's fraction is made by the use of a uniform function. Finally the crossover process uses a scattered function to select the genes from the first and the second parent, and combine them to form the child. Fig. 5 depicts the chromosome´s value of the genetic algorithm, which presents the minimum RMSE during the nine months of operation. In order to evaluate the efficiency of the results of the presented algorithm, each selected chromosome was used to train all the different sets of data (dataset from one month till nine months) in order to calculate the root mean square that results in each case. Table I presents the results of this evaluation. The solution that present the minimum error for each training period has been marked in bold, indicating the optimal input configuration in each case.
From the table´s data, it can be observed that in all the cases the chromosome of the training data is changing during the time. This happens because the consumption´s behavior depends on different variables that vary during the time. Analyzing the genes of the chromosomes that are selected in each case (minimum RMSE), it results that the most important training inputs for the selected consumption is the scheduled production (9 times), the historic consumption of a day (8 times) and the historic consumption of a week (8 times). The following table highlights in detail the number of use of the different input vectors during the nine months of operation. The description and decodification of the genes is explained in Fig. 3 . Comparing the information of the Table I with the selection of the GA, it can be observed that the algorithm detects the changes that appear in the parameter´s correlations during the time and it selects in all the cases the chromosome that present the minimum error. [0001101]
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VI. CONCLUSION
This paper proposes a methodology for the modeling and energy prediction for consumptions using a combination of Genetic Algorithms and Adaptive Neuro-Fuzzy Inference Systems. The system is capable to run in an industrial plant, acquire information and detect possible correlations between the energy consumption and different external variables.
The methodology has been evaluated in an automotive factory plant using real consumption data.
The ANFIS is used in order to train the mathematical models and to provide a short-term load forecast while the GA is responsible to analyze the database and the possible correlations with the consumption and evaluate which parameters have to be used during the training and the prediction process.
Analyzing the real data it can be observed that in each training process during a specific period, the energy behavior of the load is changing. The use of the GA to evaluate the training data can offer an improvement in the prediction results, as it detects modifications in the consumption's behavior and selects always the input dataset that presents the minimum RMSE. Therefore, the system keeps updated with the best possible accuracy, using the new available energy data.
An important advantage of this methodology is that it permits to model different types of consumptions, defining the vectors of the training database and the number of the genes that combine the GA's chromosome.
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