This paper focuses on the asymptotic behaviors of the height for a birth-and-death process which related to a mean-field model [3](or the Anick-Mitra-Sondhi model [1] ). Recently, the asymptotic mean value of the height for the model is given in [7] . In this paper, first, the asymptotic variance of the height is given, and as a consequence, a weak Law of Large Number for the height is obtained. Second, the centered and normalized height is proved to converge in distribution to a degenerate distribution, this indicates that the desired Central Limit Theorem fails.
state space E = {0, 1, 2, · · · , N} and the following conservative Q-matrix
where µ, ν > 0. Note that a Q-matrix is called conservative, if its row summation is zero. Let ρ = ν µ . Clearly, the chain {X t : t ≥ 0} is ergodic and has stationary distribution π k := 1
Note that the transition probability matrix of its jump chain is given by
The process {X t , t ≥ 0} has been studied in statistical physics as a meanfield model (see [3] ), and as the Anick-Mitra-Sondhi model [1] which is related to data-handling system with multiple sources. When N = 2 and N = 3, {X t , t ≥ 0} is also considered as a genomic model in [4] .
The present paper focuses on the height of {X t : t ≥ 0}. Write {t :
N may be listed as 1, 2, · · · , N. By definition of H
N is the maximal value which X t can reach, before return to 0. H (i) N is called the height of [τ i , η i ), and can be regarded as the maximal number of jobs that are served concurrently during a busy period in task-allocation problems, or the maximal number of occupied nodes in a mean-field model before all nodes are free. {H (i) N , i ∈ N} are independent and identically distributed. This is due to the fact that X t is Markov chain and X η i = 0. The distribution of H
N is reduced to H N . The asymptotic behavior of H N is studied in the case when the number of states tends to infinity.
The asymptotic mean value of H N is considered in [7] :
Then,
In the present paper, following the work of [7] , we study and the fluctuations for H N . Firstly, we have the following asymptotic behavior of the variance of H N . 4) and lim N →∞
Secondly, we give a upper bound to the fluctuation of H N as follows.
Remark 1.1 Theorem1.3 indicates that the fluctuation for H N is upper bounded by log N. In the case when ϕ(N) = Var (H N ), (1.6) shows that the centered and normalized H N converges weakly to a degenerate random variable.
Proofs
Before giving proofs, we give some useful notations. For any x ∈ R, denote by [x] the integer part of x. For positive series {a n : n ≥ 1} and {b n : n ≥ 1}, write b n = O(a n ) if there exists some constant C > 0 such that b n ≤ Ca n for all large enough n; write b n = Θ(a n ), if b n = O(a n ) and a n = O(b n ). By the law of total probability and iteration, the distribution of H N is given in [7] as the following:
It is straightforward to check that r ρ,n (i) decreases strictly in i when i < [n/(ρ + 1)], and increases strictly in i otherwise. For 0 < ρ < 1, it was proved in [7] that α is the unique solution of equation
then by Stirling's formula, we have r ρ,n (h n ) = Θ( √ n).
(2.2)
Before giving proofs to the theorems, we shall give the following lemmas.
Lemma 2.2 Let ρ ∈ (0, 1), then for constants C 1 = 2 log α−log ρ(1−α) and C 2 = 3 log α−log ρ , we have r ρ,n (h n + [C 1 log n]) ≥ r ρ,n (h n )n 2 , (2.3) r ρ,n (h n − [C 2 log n]) ≤ r ρ,n (h n )n −3 .
(2.4)
Proof. First, we prove (2.3). By the definition of r ρ,n (i),
Second, we obtain (2.4) as the following:
and C 2 as given in Lemma 2.2, we have
for N large enough.
Proof. First, we prove the lower bound part of (2.5). By (2.4), r ρ,n (h n − [C 2 log n]) ≤ r ρ,n (h n )n −3 . For 2 ≤ i ≤ h n − [C 2 log n], we have r ρ,n (i) ≤ 2 ρ 2 (n−1)(n−2) , then
Thus, we have
Second, we prove the upper bound part of (2.5). For i ≥ h n , then i > [(n − 1)/(1 + ρ)]. Noticing the fact that r ρ,n (i) strictly increases in i, we have r ρ,n (i) ≥ r ρ,n (h n ). Hence, for k ≥ 1, we have
.
By the relation between harmonic series and natural logarithm, we have
where γ is Euler-Mascheroni constant. By (2.2), we have
then,
for N large enough. The inequality (2.5) follows from (2.7) and (2.9). For ρ ≥ 1, note that r ρ,n (i) ≤ n−1 i −1 , then
and then
(2.10) By (2.10), we obtain (2.6) and finish the proof of the lemma as the following.
Proof of Theorem 1.2. For ρ ≥ 1, first we have
then by (2.6)
Second, let c = c(ρ) be the constant such that r ρ,N (i)N 2 ≤ c N for all 3 ≤ i ≤ N − 4. Using the fact that
(2.13) Then (1.4) follows from (2.11) and (2.13).
For 0 < ρ < 1, first, by the lower bound given in (2.5) we have
Second, by (2.5) and (2.12), we have
Note that last inequality follows from (2.2) and (2.3). Thus
(2.15)
The equation (1.4) follows from (2.14) and (2.15). Finally, by using Chebyshev's inequality, we prove (1.5). Actually, for any ε > 0
Then, by ( 
