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Abstract—This paper aims to propose the GreenMACC, an
extension of MACC architecture (Metascheduling Architecture
To provide QoS in Cloud Computing) aimed at providing QoS in
a structure green computing services in a private cloud . To test
the new proposed architecture, this paper presents a performance
evaluation of policies of the four stages of scheduling with a
focus on energy consumption and the average response time.
The GreenMACC architecture was consistent in its operation
allowing multiple users to run various services on a large scale
private cloud and being able to control the energy consumption
and quality of services.
Keywords—Green Computing Architecture, Scheduling, Perfor-
mance Evaluation.
I. INTRODUC¸A˜O
A Computac¸a˜o Verde e´ uma abordagem estudada nos
u´ltimos anos que visa incentivar o uso de Tecnologia da
Informac¸a˜o (TI) com uma preocupac¸a˜o justa e legı´tima com
o meio ambiente. A questa˜o principal esta´ na economia de
recursos onde, nessa a´rea, tem-se a energia como o fator mais
relevante.
As preocupac¸o˜es nos dias atuais com as mudanc¸as
clima´ticas levam as pessoas a pensamentos ”verdes”, e sabe-se
que uma parte do consumo de energia dos Datacenters pode
ser reduzida, tornando-se, desta forma, uma questa˜o funda-
mental. Esta economia pode ser feita quando os servidores
na˜o estiverem em uso [1]. O metaescalonamento verde esta´
inserido nesse contexto, auxiliando na escolha de Datacenters
e na alocac¸a˜o adequada de Ma´quinas Virtuais (MVs) nos hosts.
Mesmo que as empresas na˜o tenham como foco a
preocupac¸a˜o com um planeta eco-sustenta´vel, e uma visa˜o
ambiental correta, a reduc¸a˜o de energia e, consequentemente,
a reduc¸a˜o de CO2 oferece uma outra vantagem: a reduc¸a˜o nos
custos operacionais.
A proposta deste trabalho de extender o MACC
(Metascheduler Architecture to provide QoS in the Cloud
Computing) [2] tem como objetivo permitir a` empresa que
utiliza´-lo trabalhar com computac¸a˜o verde em uma nuvem
privada de uma forma que possa oferecer qualidade de servic¸o
ao seu usua´rio. Como a arquitetura MACC ja´ oferece toda
a estrutura para oferta de QoS adequadas para nuvem, pode-
se aproveita´-la e extendeˆ-la para um panorama de Green IT,
resultando na proposta do GreenMACC.
Nos trabalhos que atualmente sa˜o encontrados na liter-
atura, podem ser observados pontos especı´ficos que visam
um escalonamento verde eficiente. Estes pontos, que neste
trabalho sa˜o chamados de Pontos de Ana´lise para Decisa˜o
no Escalonamento Verde (PADEVE), sa˜o: Processador, Rede,
Refrigerac¸a˜o e Emissa˜o de CO2.
O PADEVE mais estudado na literatura para metaescalon-
amento verde e´ o processador, sendo que uma das te´cnicas
mais utilizada para economia de energia e´ o DVFS (Dynamic
Voltage and Frequency Scaling) [3] [4].
Uma arquitetura, chamada Green Cloud [3], foi proposta
em 2009, utilizando um escalonamento que se baseia tambe´m
na economia de energia utilizando o DVFS. Neste trabalho
propo˜e-se primeiramente a distribuic¸a˜o da carga de trabalho e
depois o desligamento dos hosts inativos. Ja´ o escalonamento
proposto por Lago et al. (2011) propo˜e o desligamento de hosts
subutilizados, migrac¸a˜o de MVs e utilizac¸a˜o de DVFS.
Outros trabalhos focam exclusivamente no processador,
preocupando-se com a distribuic¸a˜o das MVs com o intuito
de sobrecarregar o processamento de alguns hosts para deixar
outros sem carga e desliga´-los, ou ate´ calcular a me´dia do
tempo de processamento necessa´rio da tarefa a ser executada
em um host e com base nessa informac¸a˜o fazer o escalona-
mento desligando os hosts sem uso [5].
Uma das principais preocupac¸o˜es existentes com o
PADEVE processador para economia de energia e´ tentar
reduzir a quantidade de processadores em uso ao ma´ximo. Para
isso existem diversas te´cnicas, desde o uso de redes neurais [1],
ou uso de migrac¸a˜o de ma´quinas virtuais [6] [7] [8] [9].
Outro PADEVE utilizado nos trabalhos de escalonamento
verde e´ a rede. Ha´ uma pesquisa [10] que comprova que
transporte e comutac¸a˜o em uma rede computacional podem
ter uma porcentagem significativa no consumo de energia na
nuvem. Uma forma de analisar e´ observando a quantidade de
migrac¸o˜es de ma´quinas virtuais. Existem va´rios trabalhos que
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propo˜em a utilizac¸a˜o de migrac¸a˜o para reduc¸a˜o do consumo
de energia [8] [4]. Outros trabalhos se preocupam com a
migrac¸a˜o, mas evitam seu excesso, o que gera maior economia
do que as demais [6] [7] [9].
Alguns trabalhos que teˆm a refrigerac¸a˜o como PADEVE
se preocupam com o consumo do ar condicionado dos Dat-
acenters [11]. Outros trabalhos, visam a reduc¸a˜o da rotac¸a˜o
do cooler do processador [4]. Uma terceira preocupac¸a˜o e´ a
reduc¸a˜o da temperatura gerada pelo processador [6]. Em todas
as a´reas avaliadas tem-se uma reduc¸a˜o no consumo de energia.
Ha´ trabalhos na literatura que teˆm a emissa˜o de ga´s
carboˆnico (CO2) como um dos focos principais. No trabalho
de Garg et al. (2010) faz-se uma proposta de escalonamento
onde analisa-se diversos pontos como: consumo do proces-
sador, consumo de ar condicionado, o custo de energia e a
emissa˜o de CO2. A ide´ia principal da ana´lise deste PADEVE,
e´ enviar ao metaescalonador um coeficiente de emissa˜o de
ga´s Carboˆnico dos Datacenters (disponibilizado pela ageˆncia
ambiental americana) e atrave´s desses dados tomar a decisa˜o
do escalonamento [11] [12].
As pro´ximas sec¸o˜es deste artigo esta˜o divididas em 4
temas. O primeiro define a estrutura do MACC, metaescalon-
ador que foi utilizado como base para o desenvolvimento
da arquitetura proposta neste artigo. O segundo apresenta
o GreenMACC explanando seus objetivos, a arquitetura e
uma breve comparac¸a˜o com o MACC. O terceiro apresenta a
avaliac¸a˜o da arquitetura incluindo a metodologia e os resulta-
dos obtidos nos experimentos realizados com o GreenMACC.
O u´ltimo apresenta a conclusa˜o desse trabalho.
II. MACC - METASCHEDULER ARCHITECTURE TO
PROVIDE QOS IN THE CLOUD COMPUTING
No trabalho onde o MACC e´ apresentado [2], tem-se uma
visa˜o geral da arquitetura, a qual pode ser observada na Figura
1. A camada mais acima e´ a de interac¸a˜o com o usua´rio, onde
sa˜o feitas as requisic¸o˜es e onde sa˜o oferecidos os servic¸os.
A camada logo abaixo e´ a que tem como finalidade controlar
o fluxo de servic¸os atrave´s de 2 componentes: controle de
admissa˜o e controle de valores. A terceira camada e´ onde sa˜o
gerenciadas as principais operac¸o˜es do metaescalonador. Na
quarta camada encontra-se o hypervisor, como por exemplo
Xen ou VMWare. E finalmente, a u´ltima e´ a camada de In-
fraestrutura Fı´sica. Os componentes intercamadas comunicam-
se entre si trocando informac¸o˜es visando a oferta do servic¸o
requisitado.
A sequeˆncia de execuc¸a˜o inicia-se com a requisic¸a˜o envi-
ada pelo usua´rio (cliente) com os crite´rios de QoS definidos. O
controle de admissa˜o recebe a requisic¸a˜o e verifica a disponi-
bilidade de recursos no MDSM (Monitoring and Discovery
System Manager). Em caso afirmativo, a requisic¸a˜o e´ enviada
ao controle de valores para negociac¸a˜o de prec¸o referente ao
servic¸o desejado. Caso o acordo seja fechado, encaminha-
se a requisic¸a˜o ao nu´cleo do metaescalonador que define as
polı´ticas de alocac¸a˜o e criac¸a˜o de Ma´quinas Virtuais (MVs)
e a forma que o servic¸o sera´ apresentado. Finalmente, com o
te´rmino da execuc¸a˜o do servic¸o, encaminha-se os resultados
ao cliente.
O MACC foi projetado para utilizar Federac¸o˜es, ou seja,
nuvens que possuem o mesmo servic¸o e, apesar de pertencerem
Fig. 1. Visa˜o Geral do MACC [2]
a` empresas distintas, se comunicam interagindo entre elas e
quando uma percebe que na˜o tera´ recursos suficientes envia a
requisic¸a˜o de servic¸os do cliente para outra nuvem processa´-la.
Outro foco caracterı´stico desse metaescalonador e´ que sua
negociac¸a˜o e escalonamento sa˜o voltados ao custo do servic¸o
prestado. Na sec¸a˜o seguinte sera´ apresentado o GreenMACC,
que tem o MACC como base de sua arquitetura, entretanto
com um foco diferente. Ao inve´s de ter uma Intercloud
com escalonamento visando o custo, a arquitetura proposta
possibilita a implementac¸a˜o de polı´ticas verdes em uma nuvem
privada.
III. GREENMACC - GREEN METASCHEDULER
ARCHITECTURE TO PROVIDE QOS IN THE CLOUD
COMPUTING
O GreenMACC e´ uma extensa˜o do MACC que permite
o uso de servic¸os disponibilizados na nuvem por usua´rios
e, de forma transparente, utiliza polı´ticas de escalonamento
verde, ou seja, com a preocupac¸a˜o no consumo de energia
e reduc¸a˜o de CO2. Seu fluxo de dados e´ diferenciado pois
foi projetado visando uma nuvem privada onde o interesse da
empresa pela economia de energia fica mais evidente devido
a` reduc¸a˜o de custos nas contas de energia ele´trica. As treˆs
subsec¸o˜es seguintes apresentam com mais detalhes o fluxo
de dados da arquitetura proposta, esclarece o funcionamento
dos seus 4 esta´gios de escalonamento e por u´ltimo faz uma
comparac¸a˜o qualitativa com outras arquiteturas propostas na
literatura.
A. Arquitetura e Fluxo de Dados
Entre o MACC e o GreenMACC podem ser observadas al-
gumas diferenc¸as. A arquitetura modificada pode ser observada
na Figura 2.
Na primeira camada de servic¸os e requisic¸o˜es na˜o ha´
nenhuma alterac¸a˜o, entretanto na segunda camada e´ retirado o
controle de valores, uma vez que a arquitetura proposta sera´
para uma nuvem privada, onde na˜o existe nenhuma aplicac¸a˜o
de regras de nego´cios para cobranc¸a de valores dos usua´rios.
No lugar entram o controle de autenticac¸a˜o e o controle de
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Fig. 2. Visa˜o Geral do GreenMACC
energia. O primeiro e´ responsa´vel pela autenticac¸a˜o do usua´rio
que pode ser feita por login ou outros me´todos ja´ conheci-
dos de autenticac¸a˜o automa´tica. O segundo fica responsa´vel
em determinar qual a necessidade de desempenho que um
usua´rio deve ter para cumprir um QoS desejado e com isso,
dependendo desse resultado, obter economia de energia. Essa
decisa˜o pode ser automa´tica, conforme a classe de usua´rio
(gerente, analista, digitador, etc), ou permitindo ao usua´rio
escolher possibilidades apresentadas onde existe uma interac¸a˜o
de desempenho com consumo de energia.
Na camada do nu´cleo do metaescalonador foi feita uma
adequac¸a˜o do mo´dulo de polı´ticas de escalonamento, pos-
sibilitando a implementac¸a˜o de polı´ticas verdes ale´m das
que se preocupam somente com a QoS. Para tanto, foram
incluı´dos dois novos componentes: um responsa´vel por conter
e atualizar todas as informac¸o˜es necessa´rias a` utilizac¸a˜o de
te´cnicas de metaescalonamento verde (Informac¸o˜es Verdes),
tais como: consumo especı´fico de cada processador existente
no Datacenter, uso de DVFS, o estado de todos os hosts
(ligado, desligado, standby), temperatura de um processador,
coeficiente de emissa˜o de CO2 de um Datacenter, etc; e outro,
o Previsor de Carga, responsa´vel pelos dados necessa´rios a`
previsa˜o de carga de trabalho de cada host ou nu´cleo de
processador, necessa´rios para tomada de decisa˜o de algumas
polı´ticas de migrac¸a˜o de ma´quinas virtuais e desligamento dos
hosts. Ainda no nu´cleo do GreenMACC, apresenta-se uma
alterac¸a˜o no LRAN, que diferente do MACC onde ele somente
fornecia as informac¸o˜es necessa´rias para o escalonador, no
GreenMACC ele ajuda na tomada de decisa˜o, escolhendo qual
polı´tica de escalonamento sera´ utilizada em cada uma dos 4
esta´gios: escolha do Datacenter, criac¸a˜o da ma´quina virtual,
alocac¸a˜o da ma´quina virtual e alocac¸a˜o do servic¸o na ma´quina
virtual, os quais sera˜o detalhados nas subsec¸o˜es seguintes.
Essa tomada de decisa˜o pode ser feita observando diversos
fatores como perfil e histo´rico do usua´rio ou analisando a carga
atual imposta a` nuvem. Para este trabalho a segunda opc¸a˜o foi
utilizada.
Fig. 3. Diagrama de Fluxo do GreenMACC
Para melhor entendimento de como a requisic¸a˜o do servic¸o
e´ processada e atendida, na Figura 3 pode-se observar um
diagrama de fluxo de toda arquitetura.
O processo e´ iniciado com a autenticac¸a˜o do usua´rio.
Em seguida, atrave´s da interface com o usua´rio, cria-se a
requisic¸a˜o de servic¸o pelo usua´rio. A requisic¸a˜o e´ enviada para
o Controle de Admissa˜o o qual consulta o MDSM (Monitoring
and Discovery System Manager) sobre a disponibilidade de
recursos e servic¸os. O MDSM consulta informac¸o˜es de re-
cursos no Servic¸o de Index, sobre os servic¸os disponı´veis no
mo´dulo de Informac¸o˜es dos Servic¸os e ainda sobre o tempo
necessa´rio para execuc¸a˜o do servic¸o requisitado no Gerenci-
ador de Carga de Trabalho. Nesse momento, o MDSM retorna
as informac¸o˜es para o Controle de Admissa˜o responsa´vel pela
decisa˜o sobre a admissa˜o ou descarte da requisic¸a˜o. No caso
de existir recursos suficientes e o servic¸o requisitado estiver
disponı´vel, a requisic¸a˜o e´ passada para o Controle de Energia.
O mo´dulo Controle de Energia tem como objetivo negociar
com o usua´rio uma forma para que o servic¸o seja atendido
e, ao mesmo tempo, seja possı´vel obter um consumo mais
reduzido de energia. Esse processo e´ chamado de Negociac¸a˜o
Verde. Para isso o Controle de Energia consulta o MDSM
que em seguida consulta o mo´dulo de Informac¸o˜es Verdes
sobre os PADEVEs. Esse u´ltimo retorna os dados ao MDSM
que em seguida sa˜o enviados ao Controle de Energia. Feita
a negociac¸a˜o com o usua´rio, que pode ser feita automati-
camente ou na˜o, as informac¸o˜es do contrato (SLA) e de
QoS sa˜o guardadas em local especı´fico para serem utilizadas
pelas polı´ticas de escalonamento. Nesse ponto a requisic¸a˜o
e´ passada ao nu´cleo do metaescalonador que gerencia todas
as informac¸o˜es contidas nos seus componentes. O nu´cleo
envia todas as informac¸o˜es necessa´rias ao LRAN, onde esses
dados sa˜o analisados e e´ tomada a decisa˜o de quais polı´ticas
implementadas no metaescalonador sera˜o utilizadas em cada
um dos 4 esta´gios de escalonamento. Feita a escolha, essa
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Fig. 4. Diagrama de Sequeˆncia - Visa˜o Geral
informac¸a˜o e´ passada ao escalonador local onde os esta´gios
de escalonamento sa˜o gerenciados. Quando o processamento
do servic¸o e´ finalizado, a resposta e´ enviada ao usua´rio.
Para melhor compreensa˜o de como e´ o processo como
um todo, desde o usua´rio requisitar o servic¸o ate´ a resposta
desse servic¸o, sa˜o apresentados dois diagramas de sequeˆncia.
O primeiro pode ser observado na Figura 4 onde demonstra-
se o processo como um todo. Nesse diagrama assume-se que
todas as consultas de disponibilidade de recursos e servic¸os
foram respondidas positivamente e considerou-se tambe´m que
a negociac¸a˜o verde com o cliente foi bem sucedida. Nesse
diagrama o processo interno do nu´cleo do metaescalonador
e´ omitido com o objetivo de oferecer uma visa˜o geral do
tempo de resposta da requisic¸a˜o do servic¸o. O detalhamento
do processo interno do metaescalonador e´ apresentado no
diagrama da Figura 5.
O diagrama da Figura 4 permite observar o quanto transpar-
ente e´ todo o processo para o usua´rio. Apo´s a autenticac¸a˜o, o
usua´rio envia a requisic¸a˜o do servic¸o onde todas as verificac¸o˜es
necessa´rias sa˜o feitas sem que este tome conhecimento do pro-
cesso. Em seguida, o usua´rio recebe as propostas de possı´veis
ofertas do servic¸o. Apo´s a escolha da proposta que melhor
se ade´qua as suas necessidades basta aguardar a resposta do
servic¸o. Esse processo pode ser ainda mais transparente se
a implementac¸a˜o da negociac¸a˜o for automatizada de acordo
com as caracterı´sticas ou histo´rico do usua´rio. Desta forma
o usua´rio apo´s a autenticac¸a˜o envia a requisic¸a˜o e na˜o se
preocupa com a negociac¸a˜o que envolve a economia de energia
e o SLA.
Na Figura 5 pode-se observar a sequeˆncia detalhada de
ac¸o˜es que ocorrem no nu´cleo do metaescalonador. Todo
esse processo tambe´m e´ transparente ao usua´rio. Quando a
requisic¸a˜o chega ao nu´cleo do processador o primeiro passo e´
enviar as caracterı´sticas da carga e, se for o caso, tambe´m do
usua´rio para o LRAN, o qual ira´ escolher a melhor polı´tica para
cada esta´gio de escalonamento para esse especı´fico caso. Apo´s
a escolha das polı´ticas o LRAN envia o nome das polı´ticas
escolhidas e em seguida essas sa˜o acionadas. As polı´ticas
escolhidas buscam todas as informac¸o˜es necessa´rias para sua
execuc¸a˜o nos mo´dulos QoS/SLA, Informac¸o˜es Verdes e Previ-
sor de Carga de Trabalho. A primeira polı´tica a ser executada
e´ a de escolha do Datacenter. Em seguida sa˜o enviadas as
informac¸o˜es e a requisic¸a˜o dos servic¸os ao escalonador local
Fig. 5. Diagrama de Sequeˆncia - Nu´cleo do Metaescalonador
que cria as Ma´quinas Virtuais. Logo apo´s criadas, as Ma´quinas
Virtuais sa˜o alocadas nos hosts do Datacenter escolhido e
finalmente os servic¸os requisitados sa˜o distribuı´dos nas MVs
para serem executados.
Como ja´ mencionado, o GreenMACC possui 4 esta´gios de
escalonamento: Escolha do Datacenter, Criac¸a˜o de Ma´quina
Virtual, Alocac¸a˜o de Ma´quina Virtual e, finalmente, de
Alocac¸a˜o do Servic¸o na Ma´quina Virtual. Nas pro´ximas
subsec¸o˜es sa˜o esclarecidos cada um desses esta´gios e as
polı´ticas implementadas em cada um deles.
B. Polı´ticas de Escolha do Datacenter
As polı´ticas desse esta´gio sa˜o responsa´veis pela tomada de
decisa˜o da escolha do Datacenter que recebera´ a requisic¸a˜o do
usua´rio e executara´ o servic¸o. Neste trabalho foram utilizadas
para avaliac¸a˜o da arquitetura proposta duas polı´ticas de escolha
do Datacenter: Round Robin e a Baseada na Capacidade da
Rede (BCR). As duas polı´ticas em questa˜o foram escolhi-
das com o objetivo de entender melhor o comportamento
de polı´ticas que inicialmente na˜o foram desenvolvidas para
computac¸a˜o verde em uma arquitetura voltada para esse fim.
A primeira polı´tica utilizada nesse esta´gio, a Round Robin
(RR), escalona de forma que as requisic¸o˜es sa˜o distribuı´das
para os Datacenters uma a uma, seguindo uma lista circular
simplesmente encadeada. Essa polı´tica tem como principal
vantagem a na˜o sobrecarga do metaescalonador, pois na˜o ha´
tomada de decisa˜o que demande processamento intensivo.
Entretanto, a escolha do Datacenter pode na˜o ser a ideal,
possibilitando que o servic¸o seja direcionado para um Dat-
acenter que ja´ esteja sobrecarregado ou acarretando-se em
uma situac¸a˜o onde os hosts fiquem subutilizados, o que pode
influenciar negativamente no consumo de energia.
A segunda polı´tica utilizada nesse esta´gio de escalona-
mento e´ a Baseada na Capacidade da Rede (BCR). Essa
polı´tica tem as informac¸o˜es da rede, neste caso a lateˆncia,
como ponto fundamental na tomada de deciso˜es de qual Data-
center sera´ escolhido para receber a requisic¸a˜o do servic¸o envi-
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ado pelo usua´rio. Essa polı´tica sempre escolhera´ o menor valor
de lateˆncia da rede. A vantagem e´ que sempre sera´ escolhida a
melhor opc¸a˜o, no entanto, a sobrecarga no metaescalonador e´
alta, pois todos os Datacenters sera˜o consultados para que seja
feita a tomada de decisa˜o. Apo´s a escolha do Datacenter, e´
necessa´rio escolher como sera˜o criadas as ma´quinas virtuais
nos hosts do Datacenter escolhido, para isso existem as
polı´ticas de Criac¸a˜o de MVs.
C. Polı´ticas de Criac¸a˜o de Ma´quina Virtual
Feita a escolha do Datacenter, segue-se para o segundo
esta´gio de escalonamento do Metaescalonador, a criac¸a˜o de
Ma´quinas Virtuais. Nesse trabalho sa˜o avaliadas duas polı´ticas
de criac¸a˜o, ambas do MACC, e sa˜o apresentadas nessa sec¸a˜o.
As duas polı´ticas escolhidas sa˜o a SD2c (Slotted Dynamic
2 vCores) e a SD4c (Slotted Dynamic 4 vCores). A diferenc¸a
entre elas esta´ na quantidade de vCPUs (CPUs virtuais) criadas
em cada Ma´quina Virtual (MV). Ambas as polı´ticas possuem
treˆs fases, onde a primeira e´ referente ao nu´mero de MV’s
criadas, nu´mero esse que depende da demanda apresentada
pelo cliente. A segunda fase caracteriza-se por ser a u´nica onde
as polı´ticas em questa˜o se diferem, pois e´ nessa fase que se
define o nu´mero de vCPUs para cada MV criada. Na polı´tica
SD2c sa˜o definidos duas vCPUs e na SD4c sa˜o quatro. Em
ambas, a poteˆncia computacional das vCPUs e´ fixa. A terceira
e u´ltima fase encarrega-se de decidir a quantidade de nu´cleos
do host fı´sico do Datacenter que sera´ destinado a cada vCPU
da ma´quina virtual criada. Esse nu´mero varia entre 2, 4 ou 8
nu´cleos, conforme a demanda de servic¸os apresentada.
A escolha dessas duas polı´ticas teve o mesmo propo´sito
da anterior, ou seja, entender melhor o comportamento de
polı´ticas com outro propo´sito em uma arquitetura pensada para
polı´ticas que possuam o foco na computac¸a˜o verde. Apo´s a
criac¸a˜o das MVs, torna-se necessa´ria a alocac¸a˜o das mesmas
nos hosts do Datacenter escolhido, caminhando dessa forma
para o pro´ximo esta´gio.
D. Polı´ticas de Alocac¸a˜o de Ma´quina Virtual
O terceiro esta´gio do metaescalonador e´ encarregado de
alocar as Ma´quinas Virtuais criadas no esta´gio anterior nos
hosts fı´sicos do Datacenter. Outra tarefa dessa fase e´ gerenciar
as migrac¸o˜es dessas MVs quando a polı´tica de escalonamento
implementada nesse esta´gio tem essa caracterı´stica. Neste
artigo, duas polı´ticas foram utilizadas. Uma com caracterı´sticas
de alocac¸a˜o esta´tica, ou seja, sem migrac¸a˜o de ma´quinas
virtuais, e a outra polı´tica com caracterı´sticas dinaˆmicas, essa
u´ltima utilizando a te´cnica de migrac¸a˜o. Ambas polı´ticas foram
apresentadas em trabalhos que visam avaliar polı´ticas com
preocupac¸o˜es na reduc¸a˜o do consumo de energia [7] [13].
Essa escolha fez-se com o intuito de entender melhor o
comportamento do GreenMACC quando utilizadas polı´ticas
que utilizam de te´cnicas de migrac¸a˜o de ma´quinas virtuais e
tambe´m de polı´ticas que na˜o utilizam dessas te´cnicas. Outro
objetivo dessa escolha foi comprovar que a arquitetura proposta
permite mesclar polı´ticas de caracterı´sticas bem distintas em
todos os esta´gios de escalonamento.
A polı´tica sem migrac¸a˜o aloca as Ma´quinas Virtuais de
forma esta´tica nos hosts seguindo uma lista simples. Ja´ a
polı´tica com migrac¸a˜o, Static Threshold, tem um limite fixo
de SLA (Service Level Agreements). Esse limite do contrato
e´ o fator determinante na tomada de decisa˜o da migrac¸a˜o de
uma ma´quina virtual. Apo´s a alocac¸a˜o das ma´quinas virtuais
nos hosts, finalmente pode-se decidir como sera´ a distribuic¸a˜o
dos servic¸os requisitados.
E. Polı´ticas de Alocac¸a˜o de Servic¸os
O u´ltimo esta´gio de escalonamento tem como objetivo
escolher a forma da alocac¸a˜o dos servic¸os nas ma´quinas
virtuais ja´ alocadas no esta´gio anterior, ou seja, nas ma´quinas
virtuais sa˜o alocadas todas as tarefas referentes aos servic¸os
requisitados. Para essa tarefa foram utilizadas 2 te´cnicas de
escalonamento: Time-share e Space-share. As duas polı´ticas ja´
foram utilizadas em trabalhos que se preocupam com economia
de energia [6][7] [13], apesar de na˜o terem sido desenvolvidas
para esse fim exclusivamente. Foi por esse motivo que ambas
foram escolhidas para esse nı´vel de escalonamento.
A polı´tica Time-share pode alocar mais de um servic¸o
em uma Ma´quina Virtual, na˜o sendo criada fila de servic¸os
aguardando alocac¸a˜o. Ja´ a polı´tica Space-share caracteriza-se
por alocar apenas um servic¸o para cada MV. Nesse u´ltimo
caso, cria-se uma fila de servic¸os para serem alocados nas MVs
criadas no terceiro esta´gio de escalonamento do GreenMACC.
F. Comparac¸a˜o do GreenMACC com Outras Arquiteturas
Na literatura existem diversos trabalhos relacionados ao
tema deste artigo. A func¸a˜o dessa subsec¸a˜o e´ fazer uma
comparac¸a˜o qualitativa utilizando-se de uma tabela onde pode-
se fazer uma distic¸a˜o entre a proposta deste artigo com os de-
mais trabalhos relacionados. Na Tabela I podem ser observadas
as arquiteturas avaliadas em relac¸a˜o a seis caracterı´sticas:
mecanismos de controle de mu´ltiplos Datacenters, controle
de usua´rios, consumo de energia (kWs), emissa˜o de Ga´s
Carboˆnico (CO2), Qualidade de Servic¸os (QoS) e finalmente
escolha automatizada das polı´ticas nos quatro esta´gios de
escalonamento (Auto).
A Tabela I permite observar as diferenc¸as entre as propostas
de arquiteturas para escalonamento em nuvem. O MACC [2],
arquitetura que serviu de base para o desenvolvimento do
GreenMACC, consegue trabalhar com mu´ltiplos Datacenters
visando a qualidade de servic¸os. Entretanto, na˜o tem mo´dulos
especı´ficos que permitam a implementac¸a˜o de polı´ticas verdes.
O MACC tambe´m na˜o tem autenticac¸a˜o e controle de usua´rios,
ja´ o GreenMACC possui, o que permite fazer escolhas au-
toma´ticas de quais polı´ticas podem ser executadas conforme o
perfil do usua´rio. Essa escolha automatizada pode ser feita
tambe´m conforme a carga de servic¸os imposta ao Green-
MACC. Ale´m do MACC e do GreenMACC o CAGCA (Car-
bon Aware Green Cloud Architecture) [12] tambe´m possui
a capacidade de gerenciar mu´ltiplos Datacenters. O CAGCA
apresenta uma arquitetura verde que permite o escalonamento
verde visando tanto o consumo de energia quanto o de emissa˜o
de Dio´xido de carbono ale´m de se preocupar com o QoS.
Entretanto na˜o possui autenticac¸a˜o e controle de usua´rios nem
a capacidade de escolha de mu´ltiplas polı´ticas nos quatro
esta´gios de escalonamento da nuvem. O GreenCloud [3] na˜o
foi projetado para mu´ltiplos Datacenters e tambe´m na˜o possui
controle de usua´rios. Entretanto sua arquitetura prioriza o
escalonamento visando a economia de energia e o QoS sem
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preocupar-se com a emissa˜o de CO2. O GCA (Green Cloud
Architecture) [9] oferece controle de usua´rios e te´cnicas para
economia de energia e respeito ao QoS, entretanto na˜o geren-
cia mu´ltiplos Datacenters e consequentemente na˜o oferece
automatizac¸a˜o na escolha de polı´ticas nos quatro esta´gios de
escalonamento, ale´m de na˜o ter em suas polı´ticas preocupac¸o˜es
com emissa˜o de ga´s carboˆnico.
TABLE I. COMPARAC¸A˜O DE TRABALHOS RELACIONADOS
Arquitetura Mu´ltiplos DCs Usua´rios Kws CO2 QoS Auto
GreenMACC X X X X X X
MACC[2] X X
CAGCA[12] X X X X
GreenCloud[3] X X
GCA[9] X X X
Diante do exposto pode-se concluir que o GreenMACC
e´ a arquitetura mais completa dentre as avaliadas, pois sua
configurac¸a˜o permite a implementac¸a˜o e gerenciamento au-
tomatizado de polı´ticas de escalonamento em todos os quatro
esta´gios sem perder a preocupac¸a˜o com a qualidade de servic¸os
oferecida aos usua´rios. No GreenMACC e´ possı´vel tambe´m
ter controle total sobre os usua´rios da nuvem permitindo a
implementac¸a˜o de uma personalizac¸a˜o na escolha das polı´ticas
a serem executadas.
Nessa sec¸a˜o foi apresentada a arquitetura do metaescalon-
ador proposto, ale´m das polı´ticas implementadas em cada
nı´vel de escalonamento e foi finalizada com uma comparac¸a˜o
entre trabalhos relacionados. Na sec¸a˜o seguinte encontra-se
a avaliac¸a˜o do GreenMACC onde e´ apresentado o me´todo
utilizado neste trabalho e os resultados obtidos.
IV. AVALIAC¸A˜O DA ARQUITETURA
Nessa sec¸a˜o e´ apresentada a metodologia utilizada para
a avaliac¸a˜o da arquitetura bem como os resultados deste
trabalho.
A. Metodologia
Para avaliar a arquitetura proposta neste trabalho foi uti-
lizada a te´cnica de simulac¸a˜o. A ferramenta utilizada foi o
CloudSim [14] [15] na versa˜o 3.0 que ja´ vem sendo utilizado
em diversos outros trabalhos na a´rea de computac¸a˜o em nuvem
[1] [16] [7].
O modelo utilizado para as simulac¸o˜es possui as seguintes
caracterı´sticas: 15 Datacenters com 1000 hosts cada. Os hosts
podem ter dois, quatro ou seis nu´cleos divididos igualmente
em cada Datacenter. As caracterı´sticas fixas dos hosts sa˜o
a memo´ria RAM de 16GB e Bandwich de 1 Gbit/s. As
simulac¸o˜es sa˜o feitas considerando a execuc¸a˜o de uma nu-
vem privada por 24 horas, com Datacenters espalhados pelo
mundo nos cinco continentes. Todos os Datacenters oferecem
o mesmo servic¸o. Os dados armazenados e as aplicac¸o˜es e
servic¸os na˜o esta˜o distantes geograficamente, ou seja, os dados
sa˜o replicados em todos os Datacenters. Todos os servic¸os
oferecidos sa˜o de aplicac¸o˜es com caracterı´sticas CPU-Bound.
Esse modelo de replicac¸a˜o de dados em todos os Datacenters
pode ser utilizado por empresas que oferecem os mesmos
servic¸os em todos os seus Datacenters. Cita-se como exemplo
uma empresa banca´ria onde os servic¸os oferecidos na nuvem
sa˜o os mesmos independente de sua localizac¸a˜o geogra´fica.
TABLE II. FATORES E N I´VEIS UTILIZADOS NA AVALIAC¸A˜O
Fatores Nı´veis
Escolha do Datacenter RR e BCR
Criac¸a˜o de Ma´quina Virtual SD2c e SD4c
Alocac¸a˜o de Ma´quina Virtual Sem Migrac¸a˜o e Com Migrac¸a˜o
Alocac¸a˜o de Servic¸os Space-share e Time-share
Carga de Trabalho Leve e Pesado
A implementac¸a˜o do GreenMACC no CloudSim fez-se
atrave´s da criac¸a˜o de classes, onde cada classe possui todos
os atributos e me´todos necessa´rios para funcionar exatamente
como um mo´dulo especı´fico da arquitetura apresentada neste
trabalho. A Figura 6 apresenta o diagrama de classes que
permite uma melhor visualizac¸a˜o, e consequentemente, um
melhor entendimento de como o GreenMACC foi implemen-
tado no CloudSim.
Fig. 6. Diagrama de Classes do GreenMACC
Com o GreenMACC implementado no CloudSim, tem-se
inı´cio a implementac¸a˜o e avaliac¸a˜o das polı´ticas dos 4 esta´gios
de escalonamento do metaescalonador. No total sa˜o 8 polı´ticas,
sendo duas para cada um desses esta´gios. Para essa avaliac¸a˜o
usou-se de 5 fatores (4 esta´gios de escalonamento e carga de
trabalho). Para cada fator, utilizou-se 2 nı´veis: nos esta´gios
de escalonamento sa˜o as pro´prias polı´ticas e para a carga de
trabalho foram utilizados os nı´veis leve e pesado. A carga leve
foi modelada em 30 usua´rios, com requisic¸o˜es de 500 servic¸os
por usua´rio com pouco processamento. A carga pesada tinha
60 usua´rios, com requisic¸o˜es de 1000 servic¸os por usua´rio e
com alta demanda de processamento. Os fatores e nı´veis sa˜o
apresentados na Tabela II.
As me´tricas consideradas no GreenMACC sa˜o o Tempo
Me´dio de Resposta (TMR) que considera o tempo de rede,
tempo de fila e o tempo de servic¸o, e o consumo de energia
em kiloWatts/segundo (kW/s). Para fazer a avaliac¸a˜o proposta
repetiu-se 10 vezes cada cena´rio utilizando-se de 10 sementes
distintas para cada repetic¸a˜o. As sementes referem-se a` forma
como sera´ feita a distribuic¸a˜o dos servic¸os requisitados pelos
usua´rios. Foi aplicada a forma de fatorial completo com todos
os fatores e nı´veis, ou seja, todos os cena´rios possı´veis foram
testados. Na pro´xima sec¸a˜o, sa˜o apresentados os resultados
obtidos das simulac¸o˜es dos cena´rios apresentados anterior-
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mente.
B. Resultados
Nessa sec¸a˜o sa˜o apresentados e discutidos os resultados das
simulac¸o˜es descritas na sec¸a˜o anterior. E´ feita uma avaliac¸a˜o
dos resultados obtidos atrave´s de uma comparac¸a˜o entre
cena´rios diferentes analisando-se a importaˆncia da escolha
correta da polı´tica de cada um dos esta´gios de escalonamento
em relac¸a˜o a carga utilizada.
Para se entender melhor como o LRAN toma sua decisa˜o
na escolha das polı´ticas tem-se nas Figuras 7 e 8 dois gra´ficos.
O primeiro refere-se a resultados obtidos com uma carga de
trabalho leve e o segundo apresenta valores obtidos utilizando-
se de carga de trabalho pesada. Em ambos os gra´ficos, no
eixo x esta˜o os valores referentes ao consumo de energia de
todos os casos possı´veis do cruzamento entre as polı´ticas dos
quatro esta´gios. No eixo y encontram-se os valores referentes
ao tempo me´dio de resposta. Os gra´ficos sa˜o divididos em 4
quadrantes. As linhas que separam os quadrantes sa˜o definidas
seguindo dois crite´rios diferentes, um para cada linha. A linha
paralela ao eixo x especifı´ca o limite ma´ximo do deadline
estabelecido no contrato com o usua´rio. A linha paralela ao
eixo y e´ definida pelo valor da me´dia dos valores de consumo
de energia obtidos com a carga especı´fica utilizada.
Fig. 7. Valores Analisados pelo LRAN para Tomada de Decisa˜o
Com os quadrantes definidos, o LRAN pode tomar a
decisa˜o seguindo as seguintes regras na ordem de prioridade:
1) Escolher o caso com o menor consumo de energia no
quadrante 1
2) Escolher o caso com o menor tempo me´dio de
resposta no quadrante 2
3) Escolher o caso com menor consumo de energia no
quadrante 3
4) Escolher o caso com menor valor resultante da me´dia
entre o TMR e o consumo de energia no quadrante 4
No Algoritmo a seguir pode-se observar como o LRAN
esta´ implementado para obter sempre o melhor caso possı´vel.
Primeiramente verifica se existe resultados no quadrante 1,
caso exista pegara´ o de menor consumo de energia uma vez
Fig. 8. Valores Analisados pelo LRAN para Tomada de Decisa˜o
que os casos do quadrante 1 esta˜o abaixo do tempo contratado.
Caso na˜o exista nenhum resultado no quadrante 1 o algoritmo
procura resultados no quadrante 2 pois o objetivo principal e´
a economia de energia. Caso exista valores nesse quadrante a
prioridade sera´ os casos de menor TMR. Essa decisa˜o visa
obter um valor de consumo de energia abaixo da me´dia e ao
mesmo tempo permitir que o contrato seja quebrado o menor
tempo possı´vel. Caso na˜o encontre tambe´m no quadrante
2 o pro´ximo quadrante e´ o 3. Nesse caso prioriza-se o de
menor consumo de energia ja´ que seu tempo esta´ abaixo do
deadline estabelecido no contrato. E se nenhum dos casos for
encontrado a u´ltima opc¸a˜o e´ o quadrante 4 onde o algoritmo
calcula a me´dia entre TMR e o consumo de energia e escolhe
o que resultar com menor valor.
while Existir valores do
Procure valores;
if Existe no quadrante 1 then
Use o de menor valor de consumo;
else if existe no quadrante 2 then
Use o de menor TMR;
else if Existe no quadrante 3 then
Use o de menor consumo;
else
Use o de menor me´dia entre TMR e consumo;
end if
end while
O LRAN, com base nas regras especificadas anteriormente,
escolhera´ o que na tabela III denomina-se por melhor caso.
O pior caso e´ definido utilizando-se das regras do LRAN de
forma invertida.
TABLE III. CENA´RIOS ESCOLHIDOS
Esta´gios Melhor Pior
Leve Pesado Leve Pesado
Escolha do Datacenter BCR BCR BCR RR
Criac¸a˜o de MV SD4c SD4c SD4c SD2c
Alocac¸a˜o de MV S/Migrac¸a˜o C/Migrac¸a˜o C/Migrac¸a˜o S/Migrac¸a˜o
Alocac¸a˜o de Servic¸os Space-share Time-share Time-Share Time-share
Na Figura 9 pode-se observar que quando se faz a melhor
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escolha das polı´ticas no caso de uma carga de trabalho leve,
pode-se obter um tempo seis vezes menor. Com a carga pesada,
caso a escolha das polı´ticas na˜o seja bem feita, pode-se ter um
tempo me´dio de resposta mais que dobrado.
Fig. 9. Comparac¸a˜o entre o Melhor e o Pior Caso para Tempo Me´dio de
Resposta
Observando-se os gra´ficos da Figura 10 verifica-se que com
uma escolha equivocada pode-se ter o consumo de energia do
Datacenter praticamente dobrado para servic¸os com carga de
trabalho leve. Analisando-se a composic¸a˜o das polı´ticas para
cada esta´gio de escalonamento com servic¸os de carga pesada,
pode-se piorar o consumo de energia do Datacenter em mais
que o dobro caso seja feita de forma na˜o otimizada.
Fig. 10. Comparac¸a˜oo entre o Melhor e o Pior Caso para Consumo de
Energia
Nesta sec¸a˜o foram apresentados os resultados obtidos dos
experimentos executados para avaliac¸a˜o do GreenMACC. Na
sec¸a˜o seguinte sa˜o expostas as concluso˜es finais deste trabalho
e sugesto˜es para trabalhos futuros.
V. CONCLUSA˜O FINAL
Este trabalho teve como objetivo apresentar e avaliar uma
nova arquitetura de um metaescalonador verde com provisa˜o
de QoS. Nessa sec¸a˜o sa˜o apresentadas as concluso˜es da
proposta e dos resultados apresentados neste artigo.
O GreenMACC e´ uma extensa˜o da arquitetura MACC
[2] para computac¸a˜o verde em nuvens privadas. Para que
fosse permitido o uso de polı´ticas que tenham preocupac¸o˜es
pertinentes a` computac¸a˜o verde a arquitetura do MACC foi
remodelada, criando-se novos mo´dulos e excluindo-se ou
modificando-se outros. Para a avaliac¸a˜o de desempenho do
GreenMACC e das polı´ticas de escalonamento implementadas
para este trabalho usou-se a te´cnica de simulac¸a˜o. A ferramenta
utilizada foi o CloudSim 3.0 [14] [15].
A arquitetura proposta se mostrou consistente, permitindo
a execuc¸a˜o dos servic¸os requisitados com diversas te´cnicas
de escalonamento em todos os seus esta´gios. Ale´m disso,
demonstrou a capacidade de obter e controlar o consumo de
energia e o tempo me´dio de resposta, me´trica importante para
controlar o QoS.
A carga de trabalho influencia diretamente no tempo me´dio
de resposta e no consumo de energia, ale´m de ser um fator
importante para a escolha da polı´tica de escalonamento em
todos os esta´gios.
A escolha adequada das polı´ticas de escalonamento atrave´s
da ana´lise do TMR e do Consumo de energia feitas no mo´dulo
LRAN do GreenMACC, mostrou-se um forte aliado para
se obter menores tempos de resposta, fator crucial para se
conseguir respeitar o contrato (SLA) com o usua´rio e tambe´m
para se obter economia de energia em uma nuvem privada.
Esse fatos permitem a` empresa que utilizar a arquitetura
proposta uma considera´vel reduc¸a˜o de custos com energia ale´m
de manter a qualidade do servic¸o prestado aos seus usua´rios.
Os trabalhos futuros tera˜o como foco implementac¸a˜o e
avaliac¸a˜o de outras polı´ticas verdes no GreenMACC, e a
criac¸a˜o de novas polı´ticas que possam ser otimizadas para a
arquitetura proposta neste trabalho.
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