Adiabatic global potential energy surfaces, for singlet and triplet states of AЈ and AЉ symmetries, were computed for an extensive grid for a total of 8469 conformations of H 3 ϩ system at full configuration interaction ab initio level and using an extended basis set that has also been optimized for excited states. An accurate ͑root-mean-square error lower than 20 cm Ϫ1 ) global fit to the ground-state potential is obtained using a diatomics-in-molecules approach corrected by several symmetrized three-body terms with a total of 96 linear parameters and 3 nonlinear parameters. This produces an accurate global potential which represents all aspects of ground-state H 3 ϩ including the absolute minimum, the avoided crossing and dissociation limits, satisfying the correct symmetry properties of the system. The rovibrational eigenstates have been calculated up to total angular momentum Jϭ20 using hyperspherical coordinates with symmetry adapted basis functions. The infrared spectra thus reproduced is within 1 cm Ϫ1 with respect to the experimental values for several transitions.
I. INTRODUCTION
Ion-molecule reactions are of great importance in gas phase environments such as molecular hydrogen plasmas occurring in interstellar clouds, planetary ionospheres, ion sources, and thermonuclear experiments. A very important reaction in the interstellar medium is the prototype reaction 1 H 2 ϩ ϩH 2 →H 3 ϩ ϩH, forming H 3 ϩ , which is a major cation in hydrogen plasmas and plays an important role, due to its simplicity, as a benchmark system for high accuracy ab initio molecular theory and reaction dynamics. Full reviews of the experimental and theoretical work on H 3 ϩ have been presented by McNab 2 and Tennyson. 3 New interest has arisen in highly rotationally excited states of H 3 ϩ motivated by the experimental investigations of the extraordinarily complex IR predissociation spectrum-almost 27 000 lines over the range 872 to 1094 cm Ϫ1 , grouped into four separated peaks when considering a pseudo-low-resolution spectrum-by Carrington and Kennedy. 4 Clary 5 has suggested that rotational effects play a key role in explaining the temperature dependence of ionmolecule reactions, especially at the low interstellar temperatures.
Very accurate H 3 ϩ electronic structure calculations in the near equilibrium geometry have been reported. 6 Local potential energy surfaces ͑LPES͒ on the highest level of sophistication have appeared recently, 7, 8 but covering only 69 points on the minimum region of the ground-state potential energy surface, based on previous full configuration interaction ͑FCI͒ calculations due to Meyer et al. ͑the so-called MBB LPES͒. 9 Dinelli et al., 10 using high-resolution spectroscopic data for H 3 ϩ , H 2 D ϩ , D 2 H ϩ , and D 3 ϩ , have determined effective mass-dependent LPES for each isotopomer. These potential surfaces are expressed as a sum of the massindependent Born-Oppenheimer potential and a massdependent adiabatic correction. Unfortunately, the study of highly rotationally excited states near dissociation, 11 with a high density of long-lived metastable levels lying in the continuum, above the lowest H 2 ϩH ϩ dissociation limit ͑and indeed maybe lying above higher dissociation limits corresponding to fragment H 2 molecules in higher rotational, or even vibrational, levels͒, 12 is impossible to do with LPES because their validity is only for energies below the lowest dissociation limit.
Despite the high symmetry and electronic simplicitytwo-electron system-of the H 3 ϩ ion, only a few ab initio FCI calculations of the global potential energy surfaces ͑GPES͒, including the correct behavior as the molecule dissociates and for all possible geometrical configurations, have been reported for ground (1 1 AЈ 13, 14 ͒ and excited (1 3 ⌺ u ϩ , present FCI calculations for the global H 3 ϩ system including 8469 different spatial geometries and, for each geometry, we compute a total of 36 states of AЈ and AЉ irreducible representations with both singlet and triplet multiplicities.
There are several global analytical representations of the adiabatic ground-state 1 1 AЈ potential for H 3 ϩ in the literature. 13, 22, 23 However, all of these GPES are unsatisfactory for several reasons: the diatomics-in-molecules ͑DIM͒ surface of Preston and Tully, 22 which is the most widely used in trajectory calculations, is qualitatively correct; it was the first study of the avoided crossing due to the presence of two dissociation channels, H 2 ( 1 ⌺ g ϩ )ϩH ϩ and H 2 ϩ ( 2 ⌺ u ϩ )ϩH, but it is not accurate even at low energies; the Schinke et al. GPES 13 is based on their ab initio calculations but the functional form used has discontinuous derivatives and contains unphysically deep minima for certain regions, probably due to the small number of ab initio points. The most recent GPES of Prosmiti et al. 23 is a combination of two potential forms using the energy switching approach of Varandas 24 to connect them. The first potential form, corresponding to the Born-Oppenheimer portion of the Dinelli et al. LPES, 10 reproduces the spectroscopic measurements with quantitative accuracy and is reliable for the minimum region of the global potential. The second potential form is represented by two terms, a short-range 32 parameters fit to 327 data points of Schinke et al. ͑with a standard deviation of about 280 cm Ϫ1 ) plus a long-range term to describe the charge-induced dipole and charge-quadrupole contributions obtained from perturbation theory. Unfortunately, this latter term does not reflect the symmetry of H 3 ϩ causing the global potential to contain unphysical behavior with respect to symmetry. In addition, the connection regions between the two potentials of very different accuracy may also be a problem for dynamical calculations.
The construction of an accurate GPES covering the whole configuration space up to and above dissociation, for the ground-state H 3 ϩ system, remains an important problem. In fact, the most recent dynamical study of this system using a quantum-mechanical approach 25 is based on the very approximate DIM GPES. 22 Moreover, in a first attempt to obtain a calculated spectrum for near-dissociation H 3 ϩ , 21 Henderson and Tennyson have used the MBB LPES 9 that lacks any representation of the regions near dissociation. In this paper we also present a global analytical representation of the adiabatic ground-state 1 1 AЈ potential for the H 3 ϩ system. Moreover, we have calculated the rovibrational levels of the ground-state H 3 ϩ system, using symmetry adapted basis functions in hyperspherical coordinates. The use of symmetry as well as an iterative Lanczos procedure allowed us to calculate levels up to an energy of about 14000 cm Ϫ1 and with high angular momentum (Jϭ20). The results thus obtained are used to check the accuracy of the GPES reported here, by comparison with the experimental infrared spectra as well as with previous theoretical studies of spectroscopic accuracy.
II. POTENTIAL ENERGY CALCULATIONS
The construction of a reliable GPES faces the problem that the absolute error of the energies, calculated with variational or perturbative procedures, is large. For the H 3 ϩ , a full configuration interaction ͑FCI͒ solution is trivial and nowadays it is possible to do the computational effort needed to obtain several thousands of FCI energies with an extended basis set. The single best FCI energy obtained for the H 3 ϩ minimum 9 is about 95 cm Ϫ1 higher than the very accurate result reported recently. 26, 7 Nevertheless, when constructing a GPES, we are not interested in total energies but in energy differences, which are usually small quantities. In forming the difference between two large quantities of similar size, we must consider that errors at each term of the difference are similar and will cancel to a large extent, with a final result for the difference that may have a lower error ͑with respect to the exact difference͒ than the absolute error obtained in the calculated total energy. Usually, the error in the energy differences involving electronic excited states increases with respect to that obtained for the ground state. This is due to the fact that basis sets are optimized, in general, for atomic ground state that correlate with molecular ground state and several molecular excited states. If we compute molecular excited states correlating with atomic excited states, then we need atomic basis sets optimized for both atomic ground state and several excited states.
In order to assess the relative accuracy which can be expected using different basis sets, we begin by comparing results of calculations for H 2 . We report FCI calculations obtained using the (10s4p2d)/͓7s4 p2d͔ basis of Meyer, Botschwina, and Burton ͑MBB͒ 9 and a new basis set (11s6 p2d)/͓8s6 p2d͔ obtained from the MBB basis set which is further augmented by a single s function with exponent 0.012 649 8, that has been optimized with respect to the energy of the hydrogen 2s orbital, and two sets of p functions with exponents 0.045 557 6 and 0.017 773 8, that have been optimized with respect to the energy of the hydrogen 2p orbitals. Figures 1 and 2 display errors in energy differences as a function of the internuclear distance ͑taking as reference the H 2 ground-state minimum energy͒, for singlet states and triplet states, respectively. We have taken as the exact energy differences those obtained from the most accurate potential curves for each state considered 27 ͑labeled Fig. 1 and Fig. 2͒ . From Fig. 1 we can see that errors in energy differences are very similar for the ground state (X 1 ⌺ g ϩ ) using both basis sets ͑see the upper panel for present results and the lower panel for MBB results͒. The same behavior is observed in Fig. 2 . If we compute these error curves with respect to their own minima, the resulting curves are all around the zero value error in energy differences.
We have carried out a similar study for the ground state (X 2 ⌺ g ϩ ) and several excited states (2
In the upper panel of Fig. 3 the errors in energy differences for all the mentioned doublet states are compared with the exact energy differences. The latter have been obtained from the exact potential energy curves. 28 The corresponding results using the MBB basis set have been plotted in the bottom panel of Fig. 3 . As for the H 2 system, there are several states (1 2 ⌸ u , 1 2 ⌸ g ) that fall out of the figure using the same energy scale as that used for our results. Moreover, using the MBB basis set, only two states (X 2 ⌺ g ϩ and 1 2 ⌺ u ϩ , see the bottom panel in Fig. 3͒ are in error lower than 20 cm Ϫ1 in the region of the potential well, while when using the basis set proposed in this paper all the states except 1 2 ⌸ u fulfill this condition. Finally, one important difference with respect to H 2 is that for H 2 ϩ we have a very low error for dissociation.
Using the (11s6 p2d) basis set, with the four innermost s functions contracted to ͓8s6 p2d͔, the total energy of H 3 ϩ at its ground-state equilibrium geometry ͑equilateral triangle, equilibrium bond length R e ϭ1.6500 a.u.͒ is Ϫ1.343 100 a.u., about 161 cm Ϫ1 above the exact energy. 7, 26 However, as we have stressed above, this absolute error is not as important as the error in energy differences with respect to a reference zero energy. Since we have computed the very accurate 69 points quoted recently by Cencek et al., 7 it is possible to obtain a root-mean-square ͑rms͒ deviation of our energy differences errors, taken as zero energy value the corresponding energy of the equilibrium geometry both for our energy differences ͑zero energy at Ϫ1.343 100 a.u.͒ as for the exact energy differences ͑zero energy at Ϫ1.343 835 a.u.͒. The resulting rms deviation is less than 17 cm Ϫ1 . Therefore, the expected rms errors for the H 3 ϩ ground-state well and its dissociation channels, H 2 shortest interatomic distance r 1 , the next-shortest distance r 2 , and the exterior angle between them, .
We have used the preliminary grid described by Boothroyd et al. 16 that comprised 540 conformations. Moreover, we have used also the more comprehensive grid that was specified as follows: r 1 and r 2 were chosen from 0.6 to 2.0 a 0 in increments of 0.1 a 0 (1a 0 ϭ0.529 177 Å͒, also for 2.15, 2.3, 2.45, 2.6, 2.8, 3.0, 3.2, 3.4, 3.7, 4.0, 4.3, 4.6, 5.0, and 5.5 a 0 , such that r 1 рr 2 рr 3 ; ran from 0°to 90°i nclusive in increments of 10°and continued from ϭ90°to р120°in one, two, or three equally spaced increments that did not exceed 10°. More conformations have been added to the ''comprehensive'' grid as described by Boothroyd et al. 16 totalizing 6548 conformations. Some of them are coincident with the preliminary grid.
We have added conformations corresponding to the H 3 van der Waals region, 29 filling in a region at large H-H 2 distances from 5.5 to 15.0 a 0 with r 1 chosen from 0.7 to 4.0 a 0 . The total number of different conformations was 7995 including the van der Waals grid.
Finally, we include a grid of conformations that are very close equilateral triangles ͑close to the D 3h minimum region͒ that we specify as follows: r 1 and r 2 were chosen from 1.61 to 1.69 a 0 in increments of 0.01 a 0 such that r 1 рr 2 ; ran from 56°to 64°inclusive in increments of 1°, totalizing 405 different conformations. If we add to all of these conformations the 69 proposed by Meyer et al. 9 and used by Cencek et al. 7 in their very accurate H 3 ϩ ground-state calculations, we obtain a total number of 8469 conformations and 36 FCI energy values for each one ͑304 884 energy values that we do not quote here for obvious reasons͒. A file containing the 8469 ground-state H 3 ϩ data points used to obtain the GPES reported in this paper has been placed in the electronic depository EPAPS.
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III. THE GROUND-STATE H 3 ؉ GLOBAL SURFACE
We write the global potential energy surface corresponding to the H 3 ϩ ground state (1 1 AЈ) as
where V DIM in Eq. ͑1͒ is the lowest eigenvalue of the symmetric 3ϫ3 matrix, corresponding to the diatomics-inmolecules approach with neglected overlap, given by
V H (1) being the energy of the 2 S state of H(1s) atom ͑Ϫ0.5 a.u. or Ϫ109 737 cm Ϫ1 ). The two-body energies V AB (2) ͑including the nuclear repulsion͒, may be written as a sum of two terms
where V short prevails for small internuclear distances ͑the short range of the potential͒, which must fulfill the next condition
A simple alternative is to choose for V short the shielded Coulomb potential
We choose for V long an expansion of order I in functions AB fulfilling that V long tends to zero when the internuclear distance R AB tends to zero or to infinity. Although the first condition is not strictly necessary, it allows us to eliminate possible oscillations of the potential in regions of small internuclear distances. We have found that the functions introduced by Rydberg
yield high accuracy fits of potential energy curves 32 for diatomic molecules.
The linear parameters c i , iϭ0,1, . . . ,I and the nonlinear parameters ␣ and ␤ AB (2) are determined by fitting the ab initio energies of the diatomic fragments for all the states considered in Eq. ͑1͒, computed using the same hydrogen basis set as for the triatomic system and using the same ab initio FCI procedure. In Tables I-III we report the parameters corresponding to the diatomic potentials for all the states needed to construct the DIM surface (H 2 :
Moreover, it is also feasible to construct higher order DIM matrices by using more diatomic potentials, corresponding to excited states of H 2 and H 2 ϩ , that have been calculated in the preceding section. This possibility has the advantage of a larger initial approximation to the GPES, mainly for the dissociation channels including the long-range behavior, and the disadvantage of a longer time consumed in calculating points of the final GPES.
For the three-body terms of the global potential, V ABC (3)L in Eq. ͑1͒, we choose an expansion of order K in product functions that decays exponentially with the distance. Therefore, the V ABC (3)L is neglected at all the dissociation limits and when the internuclear distances tends to zero
The variables AB , AC , and BC are the modified form of the Rydberg functions used to represent the long-range term of the two-body potential ͓see Eq. ͑5͔͒, but with different exponential parameters
In order to avoid the inclusion of terms that depend on only one interatomic distance in Eq. ͑7͒, which have been included in the two-body contributions, one must impose several constraints. 32 If the system under consideration has three identical atoms, further constraints in the linear d i jk L ͓Eq. ͑6͔͒ and nonlinear ␤ AB (3)L ͓Eq. ͑7͔͒ parameters must be added to ensure that the global potential is invariant with respect to permutations of all the equivalent nuclei. 32 In Table IV we present the rms values for different fits of the global H 3 ϩ ground-state potential using one or several three-body terms as indicated by the LM AX value in the corresponding column in this table ͓see also Eq. ͑1͒; in fact, we fit the three-body terms to V H 3 ϩϪ V DIM , where V H 3 ϩ are the 8469 calculated data points͔. We can see that, when only one three-body term is considered ͑see LM AXϭ1 column͒, the accuracy of the fit cannot reach the accuracy of the data points ͑which we have estimated at about 20 cm Ϫ1 ), even for high order expansions and a great number of linear parameters, the convergence being very slow. The reason for this behavior is that the functional form of the three-body term is unable to reproduce the long-range part of the global potential. However, when the accuracy of the data points is yexpected to be greater than 300 cm Ϫ1 ͑as usually occurs for the published GPES͒, this is not an important problem, because with only one three-body term we are able to obtain rms errors lower than the accuracy of the data. In this case we have estimated a better accuracy of the data points. Increasing the number of three-body terms, a better global fit can be reached with much fewer linear parameters. In fact, values of the rms lower than that of the data points can be achieved, as illustrated in Table IV (LM AXϭ2,3,4 columns͒. We can also see that the convergence is faster in this case. Moreover, when we go from LM AXϭ3 to LM AX ϭ4, we can see that, for a given number of linear parameters, we obtain a similar rms indicating that the process is also convergent with respect to the addition of more threebody terms. This result indicates that a linear combination of different three-body terms is able to reproduce the longrange part of the global potential. Therefore, we select as the final fit that underlined in Table IV (Kϭ8, LM AXϭ3), corresponding to 96 linear parameters and three nonlinear parameters with an rms value of 18.56 cm Ϫ1 that is similar to that estimated for the data points. In Table V we collect the parameters corresponding to this ''final'' fit. However, as we can see from Table IV, the procedure presented here is able to attain lower rms errors for the global fit. This is a very important result because if a great number of very accurate data points are obtained, 33 such a procedure would be needed to produce a very accurate analytical GPES. A FORTRAN program to generate the final GPES is available from the authors upon request. 34 To verify the accuracy of the final GPES we have compared some points with the exact Born-Oppenheimer ones given by Röhse et al. 35 The exact energy for dissociation into H 2 ϩH ϩ is 37 170 cm Ϫ1 , just 15 cm Ϫ1 higher than our potential energy ͑37 155 cm Ϫ1 ). Fig. 4͒ . We have also plotted, in the right-hand panels of the same figure and for the same ⌰ angles, the H 3 ϩ ground-state GPES obtained previously by Prosmiti et al. 23 As we can see from the comparison of both GPES in Fig. 4 , in both cases the minimum regions, corresponding to short r and R distances, are identical. However, if we fix our attention to long r and R distances, we can observe two very important differences. The first one is the presence of undesirable structures corresponding to nonsmooth contours that can produce discontinuous derivatives of the Prosmiti et al. GPES. 23 The second one is the lack of symmetry produced in the Prosmiti et al. GPES, 23 as we can see clearly in the right-hand upper panel in Fig. 4 if we pay attention to the different appearance of the dissociation channels, that should be identical to the present results ͑see left-hand upper panel in Fig. 4͒ .
Furthermore, in Fig. 5 we have plotted the same GPES as in Fig. 4 , but now using a ''stereographic projection'' in hyperspherical coordinates. 36 The three hyperspherical coordinates are , , and . 36 The coordinate can be said to / describe the overall size of the system, and and describe its shape. Pack and Parker 36 have noted that it is often advantageous to view the surface of the internal sphere as functions of and with fixed. The stereographic projection has X and Y defined as
The three internal coordinates, , , and , are easily related to Jacobi coordinates r , R , and ⌰ , with ϭA,B,C ͑A,B,C denoting the three particles of interest͒, through the expressions As we can see from these plots, the minimum region is practically identical and all the dissociation channels are also identical as corresponds to three identical nuclei, for both GPES. However, as we can see in the middle and bottom panels of Fig. 5 , when we enlarge the coordinate, a clear breakage of symmetry occurs in the Prosmiti et al. GPES 23 ͑right panels͒, while the GPES reported herein has the correct symmetry properties ͑left panels͒. 47, 48 fitted in the region of the well, which yield results within the experimental resolution, of the order of 0.001 cm Ϫ1 . However, the potential reported here is designed to describe the entire configuration space, including asymptotic regions as well as the existing conical intersections; this GPES does not have the same spectroscopic accuracy, but a reasonable global accuracy for dynamical calculations. The study of the infrared spectra, which we shall present below, only pretends to check the quality of the GPES presented in this work, in the region of the well, maintaining that we assume a similar accuracy for all the dissociation channels. Moreover, we are also interested in calculating higher rovibrational levels than those previously reported.
IV. ROVIBRATIONAL ANALYSIS AND INFRARED
The rovibrational energy levels and transitions of H 3 ϩ have mainly been studied using Jacobi coordinates 23, [47] [48] [49] and hyperspherical coordinates. [50] [51] [52] [53] [54] [55] In this work we shall use the hyperspherical coordinates of Pack and Parker, 56 ͑de-noted by APHJ͒, which are closely related to those described by Smith 57, 58 and Johnson. 59, 60 The body-fixed frame chosen corresponds to the principal axis system with the z-axis being perpendicular to the plane of the molecule, and it is related to the space-fixed frame through the ␣,␤,␥ Eulerian angles.
The three internal coordinates, , , and , are easily related to the Jacobi coordinates r , R , and ⌰ 36 ͓see Eq. 8͔͒. In these coordinates, the Hamiltonian takes the form 56 HϭT ϩT h ϩT R ϩT C ϩV͑,, ͒, ͑9͒ The contours range from 5000 to 75 000 cm Ϫ1 for the bottom panels, from 10 000 to 75 000 cm Ϫ1 for the intermediate panels, and from 15 000 to 75 000 cm Ϫ1 for the top panels, always in steps of 5000 cm Ϫ1 . Distances are given in atomic units.
FIG. 5. Stereographic projection of contour plots of the ground-state H 3
ϩ GPES in hyperspherical coordinates , , and ͑see the text for more details on these coordinates and for the definition of X and Y͒. For each contour map the distance is fixed ͑2.1715 a 0 , upper panels; 6 a 0 , intermediate panels; and 9 a 0 , bottom panels͒. The left-hand panels correspond to the present results; the right-hand panels correspond to the Prosmiti et al. GPES ͑Ref. 23͒. The solid curves are contours of the interaction potential. The contours go from 64 000 to 72 000 cm Ϫ1 for the bottom panels and from 49 000 to 58 000 cm Ϫ1 for the intermediate panels; in both cases the minimum contours is nearest to the equatorial region and the increment from each contour to the closest one is 1000 cm Ϫ1 . Finally, for the top panels the contours range from 0 cm Ϫ1 ͑the central point in both panels͒ to 26 000 cm Ϫ1 in steps of 2000 cm Ϫ1 .
where Ĵ x ,Ĵ y ,Ĵ z are the components of the total angular momentum operator in the body-fixed frame. The eigenstates of this Hamiltonian are expanded as
where the angular functions W ⍀,n JM are of the form
the D M ⍀ J * being Wigner rotation matrices. 61 In Eq. ͑11͒, the F k J,⍀,n () are related to the G k (p,q,x) Jacobi polynomials 62 as 
with Kϭ4kϩ2aϩ2b. Finally, the v () functions appearing in Eq. ͑11͒ are the solutions of the one-dimensional differential equation
where V ref ϵV(,ϭ0, ϭ0) in this case. Equation ͑15͒ is solved numerically in a large grid of equispaced points in . The Hamiltonian matrix elements in this basis set representation are of the form 
͑17͒
The integrals involved in the Hamiltonian matrix are evaluated numerically. A trapezoidal integration is used for while the integral on is carried out by means of a GaussLegendre quadrature with a large number of points (Ϸ300).
The permutational group of three identical particles is isomorphic with the D 3 group and when adding the symmetry under the inversion of spatial coordinates ͑isomorphic with the C i group͒ the group of all symmetry operations becomes isomorphic with the D 3h group. Hyperspherical coordinates are particularly well suited for treating the permu-tational symmetry of triatomic systems with three identical nuclei, which may yield a significant reduction in the size of the Hamiltonian matrices for a particular irreducible representation. Knowing the effect of the different symmetry operators on the hyperspherical coordinates, 51, [63] [64] [65] the symmetry adapted basis functions for the ⌫ irreducible representation of the D 3h group are written as linear combination of the functions of Eq. ͑12͒ as
where the A ⍀n J⌫ and B ⍀n J⌫ coefficients are obtained using the corresponding projection operator, taking the values
for ⍀ 0 and/or n 0, while for nϭ⍀ϭ0 these coefficients are given by
where ⌫ (C) is the character of the symmetry class C for the ⌫ irreducible representation.
The only good quantum numbers associated with each eigenstate are the total angular momentum, J, and the symmetry, characterized by the ⌫ irreducible representation of the D 3h group. Traditionally, for the classification of the eigenstates several approximated quantum numbers are used, 66 (v 1 ,v 2 l ) and G and U. v 1 and v 2 correspond to the symmetric and antisymmetric vibrations, respectively, while l labels the bending. Since in the present treatment the v () functions correspond to a prediagonalization of the symmetric stretch at the equilibrium values of and , v 1 corresponds to the dominant v in the expansion of Eq. ͑11͒. The asymmetric stretch, associated with the coordinate, is analyzed by comparing the full eigenstates with the monodimensional solutions of the problem for eq , eq and Jϭ0. The l is associated with the variable and is obtained from the dominant n and ⍀ values, n max and ⍀ max , respectively, in the expansion of Eq. ͑11͒ as lϭ͉⍀ max ϩn max ͉/2. Similarly, the G number is also obtained from n max and ⍀ max as G ϭ͉n max ϩ3⍀ max ͉/2. Finally, U is equal, in absolute value, to l, and its sign allows us to distinguish between the A 1 and A 2 components. Since we are using symmetry adapted functions, this latter number is not required to specify the character of the states, and in what follows we shall label the states by (v 1 , v 2 l ),J, G,⌫. It should be noted that the assignment is not a simple task, especially at high energies, and we have also used the data from previous assignments. 7, 48 In Table VI the eigenvalues for Jϭ0 are compared with those of previous works. The LPESs of Refs. 48 and 7 describe the region of the well, yielding results in very good agreement with the experimental transitions, within an error typically less than 0.1 cm Ϫ1 . However, these LPESs do not correctly describe the asymptotic regions and, therefore, they are not well suited for dynamical studies. The present GPES and that of Ref. 23 describe the entire configuration space and none of them includes adiabatic terms. The spectroscopic accuracy of these two GPES is lower than that of the previously LPES mentioned. However, the present GPES seems to yield results in better agreement with respect to the spectroscopically accurate LPESs of Refs. 48 and 7 than that of Ref. 23 . In particular, the maximum difference between the rovibrational levels obtained with this GPES and that of Ref. 7 is of the order of 1-2 cm Ϫ1 for energies of the order of 16 000 cm Ϫ1 above the minimum. This difference is considered to be reasonably good for spectroscopy, especially because the adiabatic corrections have not been introduced.
In order to determine more precisely the spectroscopic accuracy of the present GPES, the eigenstates up to Ϸ14 000 cm Ϫ1 have been calculated for total angular momentum in the range 0рJр20. The Hamiltonian matrix size increases very rapidly with J and it is therefore impossible to apply a variational method for such large Js. Instead, we use an iterative procedure based on the Lanczos algorithm 67 in two steps. The eigenvalues are obtained with a nonorthogonal Lanczos procedure following the method of Cullum and Willoughby. 68 The eigenstates are then obtained iteratively using the conjugate gradient method 69, 70 in a very efficient way. The nuclear spin of the nuclei is 1/2 and the total wave functions, including nuclear spin, must be antisymmetric under exchange of any pair of nuclei, according to the FermiDirac statistic. Following Watson, 66 this implies that the wave function ͑without the nuclear spin part͒ must be A 2 Ј or A 2 Љ for total nuclear spin Iϭ3/2 ͑ortho H 3 ϩ ) and EЈ or EЉ for Iϭ1/2 ͑para H 3 ϩ ). Up to Jϭ10, the allowed energy levels calculated following this method are in very good agreement with those reported by Dinelli et al., 48 which are of the highest spectroscopic accuracy available for this system; the typical rms deviations for 778 levels with Jр10 are listed in Table VII . As for Jϭ0, the typical error is usually lower than 1 cm Ϫ1 and it should be noted that the larger errors occur for JϾ10 values, as can be seen in Table VIII , where the energy levels for some selected Js are shown together with those of Dinelli et al. 48 As noted by Dinelli et al., 48 their calculations for high Js are not well converged, which can be the reason of the discrepancy. However, the method described above allows us the calculation of energy levels for high J values in a very efficient way, and in Table VIII the eigenvalues for Jϭ15 and Jϭ20 are also shown. Moreover, the use of symmetry adapted functions and hyperspherical coordinates yields a simple and nearly automatic procedure to assign the energy levels, almost always in good agreement with the previous assignment. 48 Finally, in Table IX , the deviation of the present results with respect to some experimental transitions 41, 43, 44, 46, 71, 72, 73 is shown and compared to that obtained using the levels of Dinelli et al. 48 The typical error of the present GPES is of the order of tenths of cm Ϫ1 . These are larger errors than those obtained by Dinelli et al. 48 Nevertheless, it should be noted that in the present potential, of global nature, adiabatic corrections have not been included. As has been recently discussed, 8, 74 in order to reproduce the experimental data for H 3 ϩ to within a few hundredths of cm Ϫ1 adiabatic corrections to the Born-Oppenheimer approximation should be included, for example using different masses for vibrational and rotational motions.
V. CONCLUSIONS
In this paper we have reported a new global potential energy surface for the ground-state of the H 3 ϩ system, based on a huge number of full configuration interaction energies, covering all the regions of the potential surface. The rms error of this GPES has been estimated to be lower than 20 cm Ϫ1 . The global fit is totally symmetric with respect to permutations of the hydrogen atoms and cover all regions of the GPES. To test the quality of this GPES at the absolute minimum region, we have also reported calculations of rovibrational levels up to higher J values than those reported previously and we have reproduced the infrared spectra within 1 cm Ϫ1 with respect to the experimental ones. We therefore conclude that the accuracy of the present GPES is very high, especially taking into account its ''global character,'' and very well suited for dynamical calculations, due to the accuracy and symmetrical behavior of the dissociation channels. he calculations have also been extended to several excited states using the same spatial conformations ͑8469 data points for each state͒. We plan to obtain analytical global potential energy surfaces and rovibrational analysis for excited states of the H 3 ϩ system using these data and the same procedure presented here for the ground state. Moreover, we plan to study the prototype reaction H 2 ϩ ϩH 2 →H 3 ϩ ϩH, for which the present H 3 ϩ study is a necessary step to obtain the H 4 ϩ GPES. 
