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Abstract Various events in the nature, economics and in other areas force us
to combine the study of extremes with regression and other methods. A useful
tool for reducing the role of nuisance regression, while we are interested in
the shape or tails of the basic distribution, is provided by the averaged regres-
sion quantile and namely by the average extreme regression quantile. Both are
weighted means of regression quantile components, with weights depending on
the regressors.
Our primary interest is the averaged extreme regression quantile (AERQ),
its structure, qualities and its applications, e.g. in investigation of a conditional
loss given a value exogenous economic and market variables. AERQ has sev-
eral interesting equivalent forms: While it is originally defined as an optimal
solution of a specific linear programming problem, hence is a weighted mean of
responses corresponding to the optimal base of the pertaining linear program,
we give another equivalent form as a maximum residual of responses from a
specific R-estimator of the slope components of regression parameter. The lat-
ter form shows that while AERQ equals to the maximum of some residuals of
the responses, it has minimal possible perturbation by the regressors.
Notice that these finite-sample results are true even for non-identically dis-
tributed model errors, e.g. under heteroscedasticity. Moreover, the representa-
tions are formally true even when the errors are dependent - this all provokes
a question of the right interpretation and of other possible applications.
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1 Introduction
Consider the linear regression model
Yni = β0 + x
⊤
niβ + eni, i = 1, . . . , n (1.1)
with observations Yn1, . . . , Ynn, independent errors en1, . . . , enn, possibly non-
identically distributed with unknown distribution functions Fi, i = 1, . . . , n.
The covariates xni = (xi1, . . . , xip)
⊤, i = 1, . . . , n are random or nonrandom,
and β∗ = (β0,β
⊤)⊤ = (β0, β1, . . . , βp)
⊤ ∈ Rp+1 is an unknown parameter.
We shall suppress the subscript n whenever it does not cause a confusion.
Occasionally we use the notation x∗ni = (1, xi1, . . . , xip)
⊤, i = 1, . . . , n.
The regression α-quantile in model (1.1) was originated by Koenker and
Bassett [14]. The extreme regression quantile (extreme RQ) was studied by
Smith [19] under iid model errors (under the name “nonregular regression”);
he found its asymptotic distribution under heavy-tailed distribution F and
under some conditions on the regressors. The extreme RQ under iid model
errors was later studied in [1], [4], [8], [9], [12], [16], among others, under various
distributions and under miscellaneous regularity conditions. The asymptotic
distributions of the intercept and slope components of the extreme RQ were
derived in [8] and [9] under iid errors for distributions with the tails lighter
than t-distribution with 4 degrees of freedom and under some conditions on
the regressors. In some cases the slope components of the extreme RQ even
consistently estimate the slope parameters.
The regression α-quantile
β̂
∗
n(α) =
(
βˆn0(α), (β̂n(α))
⊤
)⊤
=
(
βˆn0(α), βˆn1(α), . . . , βˆnp(α)
)⊤
is a (p+ 1)-dimensional vector defined by means of minimization
β̂
∗
n(α) = arg min
b∈IRp+1
{ n∑
i=1
[
α(Yi − x
∗⊤
i b)
+ + (1− α)(Yi − x
∗⊤
i b)
−
]}
where z+ = max(z, 0) and z− = max(−z, 0), z ∈ R1. (1.2)
Particularly, if α = 1, we get the extreme (maximal) regression quantile
β̂
∗
n(1) = arg min
b∈IRp+1
n∑
i=1
(Yi − x
∗⊤
i b)
+.
By (1.2), β̂
∗
n(1) can be alternatively described as any solution to the linear
program:
min
b∗∈IRp+1
n∑
i=1
x∗⊤i b
∗ s.t. Yi ≤ x
∗⊤
i b
∗, i = 1, . . . , n. (1.3)
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If
∑n
i=1 xij = 0, j = 1, . . . , p, then we only minimize the intercept component
b0, subject to the inequalities in (1.3). In the absence of regression, i.e. if
xi = 0, i = 1, . . . , n, the extreme regression quantile coincides with the ex-
treme observation Yn:n.
The weighted mean of components of β̂
∗
n(α), 0 ≤ α ≤ 1
Bn(α) = x
∗⊤
n β̂
∗
n(α) = β̂n0(α) +
1
n
n∑
i=1
p∑
j=1
xij β̂j(α) (1.4)
is called the averaged regression α-quantile. The behavior of Bn(α) with 0 <
α < 1 has been illustrated in [1] and [15], and summarized in [13]. Interesting
is the monotonicity of Bn(α) in α ∈ (0, 1).
In the present paper, we are primarily interested in the structure, proper-
ties and possible use of averaged extreme regression quantile (AERQ) Bn(1),
corresponding to α = 1. It is a useful tool when we are interested in the
extreme behavior of our observations while they are affected by a regression.
The quantile regression was considered by a host of authors in investiga-
tion of a conditional loss given a value of a covariate x, involving exogenous
economic and market variables (or otherwise the past observed returns). Such
problems we meet in the finance, but also in the insurance and in the social
statistics.
Particularly, in the context of the extreme regression quantile, we consider
Yi as the loss variable under realization xi, representing economic and market
(exogenous) variable. Assuming that the relation of the loss and covariates is
described by model (1.1), our primary goal is to find β̂
∗
= (βˆ0, β̂)
⊤ leading
to the minimum sum of positive residuals, those satisfying Yi > x
∗⊤
i β
∗. This
reflects greater concern about underestimating losses Y, rather than overesti-
mating, emphasized e.g. in [18]. Under continuous distribution functions Fi of
ei, i = 1, . . . , n, with probability 1 we obtain
Y n −Bn(1) =
1
n
n∑
i=1
(Yi − x
∗⊤
i β̂
∗
n(1))
=
1
n
n∑
i=1
(Yi − x
∗⊤
i β̂
∗
n(1))
+ −
1
n
n∑
i=1
(Yi − x
∗⊤
i β̂
∗
n(1))
− (1.5)
= −
1
n
n∑
i=1
(Yi − x
∗⊤
i β̂
∗
n(1))
− ≤ 0.
This can be interpreted as the expected conditional shortfall of the loss, which
is non-positive under β∗ = β̂
∗
n(1). We refer to [20], [2], [17], [18] for the dis-
cussions and various solutions, and to other papers cited in. For possible ap-
plications in the insurance we refer to [3].
The structure of Bn(1) is of interest. Because Bn(1) is an outcome of a
linear programming, it is identical to a weighted average of p+1 among obser-
vations (Y1, . . . , Yn), corresponding to the optimal base of the linear program
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(1.3). We shall give another equivalent form of Bn(1), which employs a suit-
able R-estimator of the slope components β. Combining two equivalent forms
indicates that Bn(1) never exceeds maxi≤n Yi, while relative to maxi≤n Yi it
has minimum possible perturbations caused by the regressors, with minimum
over values of β.
2 Finite-sample form of Bn(1) based on optimal base
Consider the linear program (1.3); let {xi1 , . . . ,xip+1} be its optimal base and
let {Yi1 , . . . , Yip+1} be the corresponding responses. It follows from the linear
programming theory that Bn(1) equals to a weighted mean of {Yi1 , . . . , Yip+1},
with the weights based on the regressors. However, in this special case are all
weights are positive, as it is specified in the following theorem.
Theorem 1 Assume that the regression matrix X∗n =
x∗⊤n1. . .
x∗⊤nn
 has full rank
p + 1 and that the distribution functions F1, . . . , Fn of model errors are con-
tinuous and increasing in (−∞,∞). Then with probability 1
Bn(1) =
p+1∑
k=1
wkYik , wk > 0, k = 1, . . . , p+ 1,
p+1∑
k=1
wk = 1 (2.1)
Y n ≤ Bn(1) < max
i≤n
Yi (2.2)
where Y n =
1
n
∑n
i=1 Yi and the vector Yn(1) = (Yi1 , . . . , Yip+1)
⊤ corresponds
to the optimal base of the linear program (1.3).
The vector w = (w1, . . . , wp+1)
⊤ of coefficients in (2.1) has the form
w⊤ = n−11⊤nX
∗
n(X
∗
n1)
−1; (2.3)
where X∗n1 is the submatrix of X
∗
n with the rows x
∗⊤
i1
, . . . ,x∗⊤ip+1 .
Proof. The dominance of Bn(1) over the average Y n follows directly from the
definition of Bn(1). The dominance of maxi≤n Yi over Bn(1) will follow from
the fact proven below that the coefficients in (2.1) are all positive and sum up
to 1.
To prove the identity in (2.1), consider the minimization (1.2) for 0 ≤ α ≤ 1
as a parametric linear programming. Then its dual program is a parametric
linear programming of the form
maximize Y⊤n aˆ(α)
under X∗⊤n aˆ(α) = (1 − α)X
∗⊤
n 1
⊤
n (2.4)
aˆ(α) ∈ [0, 1]n, 0 ≤ α ≤ 1.
The components of the optimal solution aˆ(α) = (aˆn1(α), . . . , aˆnn(α))
⊤ of (2.4),
called regression rank scores, were studied in [5], where it is shown that aˆni(α)
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is a continuous, piecewise linear function of α ∈ [0, 1] and aˆni(0) = 1, aˆni(1) =
0, i = 1, . . . , n.Moreover, aˆ(α) is invariant in the sense that it does not change
if Y is replaced with Y+Xnb, ∀b
∗ ∈ Rp+1 (see [5] for detail). The regression
quantile β̂
∗
n(α) is a step function of 0 ≤ α ≤ 1. If α is a continuity point of the
regression quantile trajectory, then we have the following identities, proven in
[11]:
Bn(α) =
1
n
n∑
i=1
x∗⊤i β̂
∗
(α) = −
1
n
n∑
i=1
Yiaˆ
′
ni(α) (2.5)
or Bn(α) − x
∗⊤
n β
∗ =
1
n
n∑
i=1
x∗⊤i (β̂
∗
(α) − β∗) = −
1
n
n∑
i=1
eiaˆ
′
ni(α)
where aˆ′ni(α)) =
d
dα
aˆni(α). Moreover, (2.4) implies
n∑
i=1
x∗ij aˆ
′
ni(α) = −
n∑
i=1
x∗ij , 1 ≤ i ≤ n, 1 ≤ j ≤ p, (2.6)
and particularly,
1
n
n∑
i=1
aˆ′ni(α) = −1. (2.7)
Notice that aˆ′ni(α) 6= 0 iff α is the point of continuity of β̂
∗
n(·) and Yi =
x∗⊤i β̂
∗
n(α), i = 1, . . . , n. There are exactly p + 1 such components pertaining
to a fixed continuity point α; those for which x∗i belongs to the optimal base
of program (2.4). The number of points of discontinuity of β̂n(·) is finite under
a finite n. Denote 1 − ε1 < 1 the largest point such that, for 1 − ε1 < α < 1
all aˆni(α) are non-increasing, and let 1 − ε2 ∈ (1 − ε1, 1) be the largest point
of discontinuity of β̂n(·). Then either aˆ
′
ni(α) = 0 or
1
ε1
< −aˆ′ni(α) <
1
ε2
for
1 − ε1 < α < 1; moreover, 1 − ε1 ≤ 1 −
1
n
≤ 1 − ε2 by (2.7). Hence, for
1 − ε1 < α < 1 are aˆni(α) decreasing and aˆ
′
ni(α) < 0 for exactly p+ 1 points
i1, . . . , ip+1, while aˆ
′
ni(α) = 0 otherwise.
Moreover, by (2.6) and (2.7)
n∑
i=1
aˆ′ni(1) = −n
n∑
i=1
xij aˆ
′
ni(1) = −
n∑
i=1
xij , j = 1, . . . , p
where aˆ′ni(1) is the left-hand derivative of aˆni(α) at α = 1. The identity (2.5)
particularly implies
Bn(1) = −
1
n
n∑
i=1
Yiaˆ
′
ni(1), (2.8)
while exactly p + 1 coefficients in (2.8) are different from zero, those corre-
sponding to the base. Hence we have Bn(1) =
∑p+1
k=1 wkYik .
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Notice that the inequalities among the constraints in (1.3) reconvert in
equalities for just p + 1 components of the optimal base x∗i1 , . . . ,x
∗
ip+1
. Let
X∗n1 be the submatrix of X
∗
n with the rows x
∗⊤
i1
, . . . ,x∗⊤ip+1 and let (aˆ
′(1))⊤ =
(aˆ′i1(1), . . . , aˆ
′
ip+1
(1)). Then X∗n1 is regular with probability 1 and
w⊤ = (aˆ′(1))⊤ = −1⊤nX
∗
n(X
∗
n1)
−1.
This and (2.8) imply (2.1) and (2.3). ✷
Remark 1 In the location case, where Yi = β0 + ei, i = 1, . . . , n, we have
X∗n = 1n and the regression rank scores have the form (so called Ha´jek’s rank
scores, see [6])
aˆni(α) =

1 . . . 0 ≤ α ≤ Ri−1
n
Ri − nα . . .
Ri−1
n
< α ≤ Ri
n
0 . . . IRi
n
≤ α ≤ 1
, i = 1, . . . , n
where Ri is rank of Yi, i = 1, . . . , n. Hence,
aˆ′ni(α) =
{
−n . . . Ri−1
n
< α < Ri
n
0 . . . 0 < α < Ri−1
n
or IRi
n
< α < 1
and particularly aˆ′ni(1) = −n if Ri = n, what corresponds to the maximal Yi,
and aˆ′ni(1) = 0 otherwise. Naturally, then Bn(1) = maxi≤n Yi. However, it fol-
lows from (2.1) that Bn(1) < maxi≤n Yi sharply in the presence of regression.
The asymptotic behavior of maxi≤n Yni − Bn(1) as n → ∞ in case of i.i.d.
errors is of interest, and will be a subject of a further study.
3 Finite-sample expression of Bn(1) using the R-estimator of slopes
The identity in (2.1) does not reveal any relation of Bn(1) to the extreme
Yn:n or to some extreme residuals, because the optimal base of the linear
program can be found only numerically, not explicitly. An alternative form of
the extreme regression quantile, considered by the author in [8], treats the slope
and intercept components in model (1.1) separately: We start with a specific
R-estimate β˜
+
nR of the slope components β, based on the ranks of residuals
Yi − x
⊤
i b, i = 1, . . . , n. This R-estimate β˜
+
nR is defined as the minimizer of
the Jaeckel [7] measure of the rank dispersion
β˜
+
nR = argmin{Dn(b) : b ∈ IR
p}, (3.1)
Dn(b) =
n∑
i=1
(Yi − x
⊤
i b)ϕn
(
Rni(Yi − x
⊤
i b)
n+ 1
)
with the “extreme” score function
ϕn(u) = I[u ≥ 1−
1
n
]− 1
n
, 0 ≤ u ≤ 1, (3.2)
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where Rni(Yi − x
⊤
i b) is the rank of the residual Yi − x
⊤
i b among
Y1−x
⊤
1 b, . . . , Yn−x
⊤
nb, b ∈ IR
p, i = 1, . . . , n. The corresponding rank scores
are
an(i) = ϕn
(
i
n+1
)
= I[i = n]− 1
n
, i = 1, . . . , n.
Hence,
Dn(b) =
n∑
i=1
(Yi − x
⊤
i b)I[Rni(Yi − x
⊤
i b) = n]− (Y¯n − x¯
⊤
nb), (3.3)
= max
1≤i≤n
{Yi − (xi − x¯n)
⊤b} − Y¯n =
(
Yi − (xi − x¯n)
⊤b
)
n:n
− Y¯n.
By Jaeckel [7], the measure Dn(b) is continuous, convex and piecewise linear
function of b ∈ IRp. The estimate β˜
+
nR is invariant to the shift in location,
thus it estimates only β1, . . . , βp. Define the additional intercept component
β˜+n0 as
β˜+n0 = max{Yi − x
⊤
i β˜
+
nR, 1 ≤ i ≤ n}. (3.4)
Denote
β˜
+∗
nR =
(
β˜+n0
β˜
+
nR
)
. (3.5)
By [10], β˜
+∗
nR coincides with the maximal regression quantile β̂
∗
n(1). The fol-
lowing theorem shows that Bn(1) is identical to the maximal residual of Yi’s
from the R-estimator β˜
+
nR. It further implies that Bn(1) is identical to the
weighted mean of components of the vector β˜
+∗
nR with coefficients based on the
regressors.
Theorem 2 Under the conditions of Theorem 1,
(i)
Bn(1) = max
1≤i≤n
{Yni − (xni − xn)
⊤β˜
+
nR} = max
1≤i≤n
(Yni − Y˜
R
ni), (3.6)
where Y˜ Rni = (xni − xn)
⊤β˜
+
nR, i = 1, . . . , n.
(ii)
Bn(1) = β̂n0(1) + x
⊤
n β̂(1) = β˜
+
n0 + x
⊤
n β˜
+
nR. (3.7)
Proof. Indeed, by(3.3), β˜
+
nR minimizes the extreme residual (Yi−(xi−x¯n)
⊤b)n:n
with respect to b ∈ Rp. Hence, by (3.4) and (3.5),
β˜+n0 + x
⊤
n β˜
+
nR = max
1≤i≤n
{Yi − (xi − x¯n)
⊤β˜
+
nR}.
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On the other hand, the extreme regression quantile minimizes b0+
1
n
∑n
i=1 x
⊤
i b
among all (b0,b
⊤)⊤ ∈ Rp+1 such that b0+x
⊤
i b ≥ Yi, i = 1, . . . , n. Because of
(3.3) and (3.4), if b0 + x
⊤
i b ≥ Yi for i = 1, . . . , n, then
b0 + x
⊤
nb ≥ max
1≤i≤n
{Yi − b0 − x
⊤
i b}+ b0 + x
⊤
nb = β˜
+
n0 + x
⊤
n β˜
+
nR
what confirms (3.7) and hence also (3.6). ✷
Corollary 1 Specifically, the AERQ satisfies the following inequalities:
(i) Bn(1) ≤ maxi≤n
{
Yi − (xi − xn)
⊤b
}
∀b ∈ Rp.
(ii) Bn(1) < en:n + β0 + x
⊤
nβ, where en:n = maxi≤n{e1, . . . , en}.
(iii) Bn(1) ≤ maxi≤n
{
Yi − (xi − x¯n)
⊤β̂n
}
for any estimator of β.
Hence, the AERQ is equal to maximum of perturbed observations Yi, i =
1, . . . , n, where the perturbation is minimum possible caused by the regression
with regressors x1, . . . ,xn.
Indeed, the inequalities follow from (3.3) for any b ∈ Rp, and particularly for
b = 0 and for any estimate β̂. The sharp inequality in (ii) follows from The-
orem 1. Though Bn(1) is less than maxi≤n Yi, the perturbations of maxi≤n Yi
are minimum possible.
Corollary 2 The expected conditional shortfall (1.5) of the loss Y under
β∗ = β̂
∗
n(1) can be alternatively written as
1
n
n∑
i=1
[
Yi − x
∗⊤
i β̂
∗
n(1)
]
= Y n −max
i≤n
{
Yi − (xi − xn)
⊤β˜
+
nR
}
≤ 0
Conclusion
The extreme (maximal) regression quantile in the linear regression model is
a value of the regression parameter which minimizes the sum of the positive
residuals. The averaged extreme regression quantile is a useful tool in simul-
taneous study of extremes and regression which indicates how the regression
affects the extreme observations. Two equivalent forms of the AERQ indicate
that in the presence of regression it is sharply smaller than maxi≤n Yi, but the
perturbations are the smallest possible over possible values of β. There are
promising applications in the analysis of the risk or losses.
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