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1. Introduction
Let G be a ﬁnite group and let B be a p-block of G with defect group D of order pd . We set the
p-part of the order of G by |G|p = pa . Let ϕ be any irreducible Brauer character in B . Then it is well
known that pa−d divides the degree ϕ(1). We call νp(ϕ(1)) − (a − d) the height of ϕ ∈ B , where νp
is the p-adic valuation. There exists an irreducible Brauer character of height zero for any p-block
of G [6, Theorem IV.4.5]. We note that the height of an irreducible Brauer character can exceed d
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29 ·7 in the principal 2-block, while its Sylow 2-subgroup is of order 27, see [6], p. 166). This is not the
case for irreducible ordinary characters in B , because the degree of an irreducible ordinary character
of G divides the order of G . In this paper, we consider the symmetric group Sn and p = 2. How many
irreducible Brauer characters of height zero in a 2-block of Sn are there? In the present paper we
prove that there is a unique irreducible Brauer character of height zero in every 2-block of Sn . For
general terminology and fundamental results on the representation theory of the symmetric groups,
we refer to [10] and [12].
Let F be a ﬁeld of characteristic 2. Let Ω = {1,2, . . . ,n} and Sn = SΩ be the symmetric group
on Ω . For a partition μ = (μ1,μ2, . . .), μ1  μ2  · · · of n, the Specht module Sμ is deﬁned as a
submodule of the permutation FSn-module Mμ = F [Sμ \Sn] where Sμ =Sμ1 ×Sμ2 × · · · is the
Young subgroup for μ. We call μ 2-regular if μ1 > μ2 > · · · (the deﬁnition for any prime p is written
in Section 2). If μ is 2-regular, then Sμ has a unique simple quotient Dμ . A 2-core is associated with
each partition and it does not contain any 2-rim hooks. The 2-cores are the following partitions:
δk = (k,k − 1,k − 2, . . .), k = 0,1,2, . . . .
A 2-block B of the symmetric group Sn is characterized by a 2-core δk and a 2-weight w where n =
k(k+1)
2 + 2w . Then a defect group D(B) of B is conjugate in Sn to a Sylow 2-subgroup of S2w ⊆Sn .
Let eB ∈ Z(FSn) be the block idempotent corresponding to B . Let μ0 = (k+2w,k−1,k−2, . . . ,2,1).
Then μ0 is 2-regular and its 2-core is δk . There exists the total order > on the set of partitions
of n (see Deﬁnition 3.4 in [10]). For any partition μ of n with 2-core δk , we have μ0  μ. Thus by
Theorem 12.1 and Corollary 12.2 in [10], we have
Mμ0 = Sμ0 ⊕ M ′, Sμ0 = Dμ0
where M ′ is an FSn-module with M ′eB = 0. Then we have the following.
Lemma 1.1. Dμ0 is of height 0 and has the trivial source FD(B) .
Proof. First we ﬁnd the hook length of each node for the Young diagram [μ0] (see Section 2 for the
deﬁnition). The entries of the ﬁrst row of the hook graph are h11 = 2w + 2k − 1, h12 = 2w + 2k − 3,
. . . , h1k = 2w + 1, h1,k+1 = 2w , . . . , h1,k+2w = 1. The entries of the second row are h21 = 2k − 3,
h22 = 2k − 5, . . . and so on. The entries of (k − 1)th row are hk−1,1 = 3, hk−1,2 = 1. The entry of the
last row is hk1 = 1. Thus by the hook formula [10, Theorem 20.1], we have
dim Sμ0 = n!
(2w)! (2w + 2k − 1) (2w + 2k − 3) · · · (2w + 1)
× (2k − 3) (2k − 5) · · · 3 · 1
× (2k − 5) · · · 3 · 1
· · · · · ·
× 3 · 1
× 1
The numbers except (2w)! in the denominator are odd. So we have that
(
dim Sμ0
)
2 =
(
dim Dμ0
)
2 =
(n!)2
((2w)!)2 =
|Sn|2
|S2w |2 = 2
a−d.
Here r2 is the 2-part of an integer r. We set |Sn|2 = 2a and |S2w |2 = 2d which is the order of a defect
group of B . Thus Sμ0 is of height 0. Furthermore, since Sμ0 is a direct summand of a permutation
module Mμ0 , Sμ0 = Dμ0 is a trivial source module. 
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1.1 of [9]:
Theorem 1.2. Let G be a ﬁnite group. Let F be a perfect ﬁeld with char(F ) = 2. Suppose that an absolutely
irreducible non-trivial F G-module V is self-dual. Then the dimension of V is even.
In particular, since every simple FSn-module Dμ is self-dual and absolutely irreducible by Theo-
rem 11.5 in [10], the following holds:
Theorem 1.3. (See Corollary 1.2 in [9], Theorem 11.8 in [10].) The dimension of every non-trivial 2-modular
simple module ofSn is even.
The purpose of this paper is to show the following theorem which states that Theorem 1.3 holds
blockwise:
Theorem 1.4. For any 2-block B of the symmetric group Sn, Dμ0 is the unique simple FSn-module in B of
height 0.
Theorem 1.3 implies that our Theorem 1.4 holds for the principal 2-block of Sn , and moreover
that 2-blocks of Sn with full defect are just only the principal 2-block. If k = 0, then n = 2w and B
is the principal block. If k = 1, then n = 1 + 2w and B is also the principal block. Thus in the cases
that k = 0,1, μ0 = (n) and Dμ0 = FSn . Thus Theorem 1.4 holds if k = 0,1.
Remark 1.5. Theorem 1.4 does not hold for an odd prime p. Let p = 3 and let B be the princi-
pal 3-block of S3 or S4. Then IBr(B) just consists of the trivial character and the sign character.
The principal 3-block B of S6 has irreducible Brauer characters of degree 1,1,4,4,6 in which four
height zero characters exist. The principal 3-block of S7 has irreducible Brauer characters of degree
1,1,13,13,20 in which all characters are of height zero and furthermore we note that 13 does not
divide the order of S7.
Recently there are important developments on modular representations of the symmetric groups
as [3] and [20], especially on Broué’s Conjecture [2] and on Donovan’s Conjecture [1]. On the other
hand, Theorem 1.4 states on the dimension of a simple module Dμ . Since the determination of the
dimension of a simple module is one of the main open problems in the modular representation
theory of the symmetric groups, it seems diﬃcult to prove Theorem 1.4 only by the results of these
categorical aspects. The main tools we have used in our proof are the Green correspondence, the
symplectic bilinear form and the induction argument on k.
In Sections 2 and 3, we introduce preliminary terminology again and give prerequisite results on
the representation theory of the symmetric groups. The outline of the proof of Theorem 1.4 is the
following: Given a simple FSn-module Dμ in B with 2-core δk , we divide the proof into two cases.
One is that μ has at least k + 1 nonzero parts. In this case we prove Theorem 1.4 in Section 4 by
considering the dimension of the Green correspondent of Dμ . The other one is that μ has just k
nonzero parts. In this case we prove Theorem 1.4 in Section 6 by making use of results of Section 5
and induction on k. In Section 7, we mention some related results including a motivation for ﬁnding
Theorem 1.4.
2. Preliminaries
We give here again general terminology and concepts on the ordinary or the modular representa-
tion theory of the symmetric groups. Permutations will be written on the right. Thus for i ∈ Ω and
σ ,τ ∈Sn , the permutation στ satisﬁes (i)(στ ) = ((i)σ )τ .
λ = (λ1, λ2, . . . , λm) is called a partition of n if λ consists of a sequence of nonnegative integers
with λ1  λ2  · · · λm  0 and λ1 + λ2 + · · · + λm = n. Let us denote by P(n) the set of partitions
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p-regular partitions of n is denoted by P∗(n). A partition is p-singular if it is not p-regular.
For λ = (λ1, λ2, . . .) ∈ P(n), the Young diagram [λ] is deﬁned to be the set {(i, j); i, j ∈ Z, 1 i,
1 j  λi}. If (i, j) ∈ [λ], then (i, j) is called a node of [λ]. If [λ] is a diagram, the conjugate diagram
t[λ] of [λ] is the diagram obtained by interchanging the rows and columns in [λ]. The conjugate
partition tλ of λ is a uniquely determined partition such that [tλ] = t[λ].
A λ-tableau is an array of integers obtained by replacing each node of [λ] by one of the integers
in Ω allowing no repeat. For λ-tableau t , let ti j ∈ Ω be the entry in the (i, j)-node of t . Denote by
t(i) = {ti1, ti2, . . . , ti,λi } ⊆ Ω the set of entries in the ith row of t . Then (tt)( j) is the set of entries in
the jth column of t .
Let Rt be the row stabilizer of t which is given by Rt =St(1) × · · · ×St(m) . Let Ct be the column
stabilizer of t , i.e. Ct = Rtt . For x ∈Sn , let tx be the λ-tableau such that (tx)i j = (ti j)x. T (λ) denotes
the set of λ-tableaux. A λ-tableau is called standard if the entries increase along the rows and down
the columns. Let ST (λ) be the set of standard λ-tableaux.
Let F be an arbitrary ﬁeld. Let G =Sn . Let λ ∈P(n). For t ∈ T (λ), set
ρt =
∑
x∈Rt
x, κt =
∑
y∈Ct
sgn(y)y.
In the following discussion, we ﬁx a standard λ-tableau s and set ρ = ρs . Consider the FG-module
Mλ = ρ F G.
Mλ is the permutation module corresponding to the transitive G-set Rs \ G . A basis of Mλ is given as
follows. For t ∈ T (λ), there exists a unique xt such that s · xt = t . For t, t′ ∈ T (λ), t(i) = t′(i) for all i if
and only if Rsxt = Rsxt′ . t ∈ T (λ) is called row standard if the entries increase along the rows. If we
denote by RST (λ) the set of row standard λ-tableaux, then the set
{
ρ · xt; t ∈RST (λ)
}
forms an F -basis of Mλ (ρ · xt is the same as a tabloid in [10]).
Deﬁne the bilinear form 〈 , 〉 on Mλ so that the basis given above is orthonormal. The form is
symmetric, nonsingular and G-invariant (see the proof of Corollary 4.7 in [10]).
For t ∈ T (λ), set
Et = ρ · xtκt = ρs · xtκt
(Et is the same as a polytabloid in [10]) and Sλ ⊂ Mλ is spanned by Et , t ∈ T (λ). We can see that
xs = 1, Es = ρsκs and Et = Esxt , as x−1t ρsxt = ρt and x−1t κsxt = κt . Thus
Sλ = Es F G ⊂ Mλ.
Sλ is called the Specht module for λ and the following theorem holds:
Theorem 2.1. (See 4.5 in [10].) The set {Et; t ∈ ST (λ)} forms an F -basis of Sλ .
If F is of characteristic 0, then the set {Sλ; λ ∈P(n)} is a complete set of isomorphism classes of
simple FG-modules [10, Theorem 4.12]. If the characteristic of F is p > 0, then simple FG-modules
are described as follows. It holds that Sλ ∩ Sλ⊥  Sλ if and only if λ is p-regular [10, Theorem 11.1],
where Sλ⊥ is the orthogonal complement of Sλ in Mλ . In this case, Sλ ∩ Sλ⊥ is a unique maximal
submodule of Sλ so that Dλ = Sλ/(Sλ ∩ Sλ⊥) is a simple FG-module. Then the set {Dλ; λ ∈ P∗(n)}
is a complete set of isomorphism classes of simple FG-modules (see Theorem 11.5 in [10]).
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In the rest of this paper, assume that F is a ﬁeld of characteristic 2. Set m = k(k+1)2 with k 2, and
set Ω2w = {1,2, . . . ,2w}, Ω ′m = {2w + 1,2w + 2, . . . ,n = 2w +m} and Ω = Ω2w unionsq Ω ′m and
G =SΩ ∼=Sn, G2w =SΩ2w ∼=S2w , K =SΩ ′m ∼=Sm.
All modules over a group ring are right modules. In this section we consider the 2-core δ = δk =
(k,k − 1, . . . ,2,1) and investigate some properties of FK-modules belonging to the block of FK with
2-core δ and with a nonsingular K -invariant symmetric bilinear form.
As δ is self-conjugate, the conjugate tableau to any δ-tableau is also a δ-tableau. In this section, we
turn our attention only to the partition δ. So a tableau means a δ-tableau. Set T = T (δ), S = ST (δ).
Set S = Sδ = Dδ which is a simple projective FK-module. We set f = dimF Dδ . We denote by e0 the
centrally primitive idempotent of FK such that Dδe0 = Dδ . We sometimes identify Ω ′m = {2w + 1,
2w + 2, . . . ,2w +m} and {1,2, . . . ,m} on which K =SΩ ′m Sm acts if there is no confusion.
3.1. S consists of f elements. We give a dictionary order < in S as follows. In a Young diagram,
we look at the ﬁrst row from the left to the right, then the second row from the left to the right, and
so on. If the (i, j)-nodes of two tableaux s, t ∈ S are the ﬁrst different one and si j < ti j , we deﬁne
s < t . This natural ordering is appeared in p. 122 of Hermann Weyl’s book [21] and recently it is seen
for example in Appendix I of [8]. For example, if k = 3, we have the following order:
Example 3.1.
1 2 3
4 5
6
<
1 2 3
4 6
5
<
1 2 4
3 5
6
<
1 2 4
3 6
5
<
1 2 5
3 4
6
<
1 2 5
3 6
4
<
1 2 6
3 4
5
<
1 2 6
3 5
4
<
1 3 4
2 5
6
<
1 3 4
2 6
5
<
1 3 5
2 4
6
<
1 3 5
2 6
4
<
1 3 6
2 4
5
<
1 3 6
2 5
4
<
1 4 5
2 6
3
<
1 4 6
2 5
3
We list up the elements of S and give an ordering as follows
S = {t1 > t2 > · · · > t f }.
Lemma 3.2. The smallest standard tableau t f is the one being put the symbols {1,2, . . . ,m − 1,m} in this
ordinary order. Then tt f is the largest standard tableau and tt f = t1 .
The example shows that the relation t < t′ does not imply tt′ < tt . We consider ρt , κt for t ∈ T (δ)
as in the previous section. The Young symmetrizer of t (see [21], (2.5), p. 120) is deﬁned by
et = ρtκt ∈ FK.
In the previous section, we ﬁxed a standard λ-tableau s. Then Es = es , but Et = Esxt = esxt . In the
ﬁeld Q of rational numbers, eˆt := dim Sm! et ’s for t ∈ S are primitive idempotents in QK (e.g. Theorem
3.1.10 in [12]). The integer m!dim S is odd, because S is a simple projective FK-module. Then it equals 1
in the ﬁeld F . So each eˆt = et is a primitive idempotent of FK .
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ρt′κt = 0 = κtρt′ , etet′ = 0.
Proof. The former statement is proved in Lemma 4.2.A of [21]. We show the latter statement. For any
subgroup H of a ﬁnite group G , set Hˆ =∑h∈H h. For two subgroups H, K of G , |HK | = |H||K |/|H∩K |.
Thus we have Hˆ Kˆ = |H ∩ K |∑g∈HK g . Now Ct ∩ Rt′ contains a transposition for t > t′ and t, t′ ∈ S .
So, |Ct ∩ Rt′ | is even. Hence ρt′κt = 0= κtρt′ , as char(F ) = 2. In particular, etet′ = 0. 
Since {tti; 1 i  f } equals S , there exists a permutation α on the index set {1,2, . . . , f } satisfy-
ing
tti = tα(i), 1 i  f .
3.2. Set
ei = eti , 1 i  f .
Then e2i = ei and eie j = 0 if i < j by Lemma 3.3. We use an anti-automorphism ∗ of FK .
For u =∑g∈K ug g ∈ FK , set
u∗ =
∑
g∈K
ug g
−1 ∈ FK.
Then the map ∗ is an anti-automorphism of the algebra FK over F . Since char(F ) = 2, it follows from
the deﬁnition that Rtt = Ct , Ctt = Rt , and ρt t = κt , κt t = ρt . It also holds ρ∗t = ρt , κ∗t = κt . Then we
have, for t ∈ T ,
e∗t = (ρtκt)∗ = κ∗t ρ∗t = κtρt = ρt tκt t = ett,
and therefore
e∗i = eα(i), 1 i  f .
3.3. Let V be an FK-module with V e0 = V and let us assume that there exists a symmetric bi-
linear form 〈 , 〉 on V which is K -invariant. We will consider the natural bilinear form introduced in
Section 2 and will apply the results of the subsection here in Section 4.
For t, t′ ∈ S , there exists a unique element x= xt,t′ ∈ K satisfying tx = t′ . Then
ρt x = xρt′ , κt x = xκt′ , etx = xet′ .
By deﬁnition, xtt,t t′ = xt,t′ and xt′,t = x−1t,t′ . Thus
et′x
−1 = x−1et, ett x = xett′ .
Then the map ft,t′ : V et → V et′ deﬁned by
V et  vet → vetxt,t′ = vxt,t′et′ ∈ V et′
is an isomorphism as F -spaces and we also have
〈
vet,ue
∗
t
〉= 〈vxet′ ,uxe∗t′ 〉, (1)
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〈
vet,ue
∗
t
〉= 〈vet,uett〉 = 〈vetx,uettx〉 = 〈vxet′ ,uxett′ 〉 = 〈vxet′ ,uxe∗t′ 〉.
We have the following decomposition of V as F -spaces:
Lemma 3.4. V =⊕∑ fi=1 V ei .
Proof. The sum of the right-hand side is a direct sum. For, let v1e1 + · · · + v f e f = 0 for vi ∈ V ,
1 i  f . We multiply ﬁrst e f from the right, then v f e f = 0, as eie f = 0 for all i < f by Lemma 3.3.
Next multiply e f−1 from the right. Then v f−1e f−1 = 0 and so on. Since V is isomorphic to a direct
sum of S , it suﬃces to prove that V is contained in the right-hand side when V = S = e1FK . In
this case e0 = e1 + · · · + e f does not necessarily hold. We note that primitive idempotents ei ’s are
in the block e0FK and then eie0 = ei for 1 i  f . Moreover, ei ’s are pairwise conjugate in K which
we say that ei ’s are isomorphic. It follows from dimF e1FK = f and dimF e1FKei = 1, 1  i  f that
e1FK =⊕∑ fi=1 e1FKei as F -spaces. 
As ei ’s are isomorphic idempotents, all dimF V ei ’s are equal. For v,u ∈ V , it holds
〈vei,ueα( j)〉 =
〈
vei,ue
∗
j
〉= 〈veie j,u〉,
as the bilinear form is K -invariant. Thus, if i < j, then 〈V ei, V eα( j)〉 = 0 by Lemma 3.3.
By Lemma 3.2, we see that α(1) = f and t f = tt1. Let x0 ∈ K be a unique element satisfying
t1x0 = t f = tt1. We note that x0 is an involution.
We deﬁne a bilinear form b on V e1 as follows. For ve1,ue1 ∈ V e1, deﬁne b(ve1,ue1) by
b(ve1,ue1) := 〈ve1,ue1x0e f 〉 = 〈ve1,ue1x0〉 = 〈ve1x0e f ,u〉 = 〈ve1x0,u〉 (2)
as x−10 = x0 and x0e f = e1x0. Then
b(ve1,ue1) = 〈ve1,ue1x0〉 = 〈ue1x0, ve1〉 = 〈ue1, ve1x0〉 = b(ue1, ve1).
Thus the form b is symmetric.
Let us take an F -basis Γ1 = {v1e1, v2e1, . . . , vse1} of V e1 (where s = dimF V e1) and we can
take {v1e1x0, v2e1x0, . . . , vse1x0} as an F -basis of V e f . Let (V e1)b⊥ = {ve1 ∈ V e1; b(ve1,ue1) =
0 for all ue1 ∈ V e1}. For a subspace U of V , U⊥ = {v ∈ V ; 〈v,u〉 = 0 for all u ∈ U } denotes an or-
thogonal complement of U for 〈 , 〉 in V . Then the following holds:
Lemma 3.5. (V e1)b⊥ = (V ∩ V⊥)e1 and V e1/(V e1 ∩ (V e1)b⊥) ∼= (V /(V ∩ V⊥))e1 .
Proof. Since if i < j then 〈V ei, V eα( j)〉 = 0, we have V e1 ⊂ (V ei)⊥ for all i = f . We show at ﬁrst
(V e1)b⊥ ⊇ (V ∩ V⊥)e1. Let v ∈ V ∩ V⊥ . For any u ∈ V ,
b(ve1,ue1) = 〈ve1,ue1x0〉 =
〈
v,ue1x0e
∗
1
〉= 0,
as v ∈ V⊥ . Thus ue1 ∈ (V e1)b⊥ . We show next (V e1)b⊥ ⊆ (V ∩ V⊥)e1. Let ve1 ∈ (V e1)b⊥ . Then, for
any u ∈ V ,
0 = b(ve1,ue1) = 〈ve1,ue1x0〉 = 〈ve1,ux0e f 〉.
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(V e1)b⊥ ⊆ (V ∩ V⊥)e1. The latter statement comes from the former one. 
The following does not need to precede our argument, but we would like to mention that the
information about dimF (V /(V ∩ V⊥))e1 is given if we start from et for any tableau t instead of
e1 = et1 . Let t ∈ T be any δ-tableau. And let x= xt,t t be a unique element in K satisfying tx= tt . Then
x is an involution. Let us deﬁne a bilinear form bt on V et as follows. For vet,uet ∈ V et , we deﬁne
bt(vet,uet) = 〈vet,uetx〉.
Then the form bt is symmetric by the similar reason as above.
Set (V et)bt⊥ = {vet ∈ V et; bt(vet ,uet) = 0 for all uet ∈ V et} as above. Then by Eq. (1) and by the
previous lemma, we have the following lemma:
Lemma 3.6. V et/(V et ∩ (V et)bt⊥) ∼= V e1/(V e1 ∩ (V e1)b⊥) ∼= (V /(V ∩ V⊥))e1 .
4. μ with at least k+ 1 nonzero parts
We follow the notations from Sections 2 and 3. Let B be a block of FSn with 2-core δk . Let μ be
a 2-regular partition with 2-core δk . The aim of this section is to prove the following proposition:
Proposition 4.1. Let μ = (μ1,μ2, . . . ,μk,μk+1, . . .) be a 2-regular partition with 2-core δk. Assume that
μk+1 = 0. Then the simple B-module Dμ has positive height.
We divide into two Subsections 4.1 and 4.2. In 4.1 we consider the Green correspondent of Dμ in
a general setting where μ is a 2-regular partition of n with 2-core δk and we prove Lemma 4.2. In
4.2 we return to the case where μ is a 2-regular partition with at least k + 1 nonzero parts and give
a proof of Proposition 4.1.
4.1. In this subsection μ is an arbitrary 2-regular partition with 2-core δk and we consider a simple
B-module Dμ . By a result of Knörr in [14], a vertex Q of a simple B-module Dμ can be taken as
a subgroup of D(B) satisfying Z(D(B)) ⊆ Q . Using the fact that Z(D(B)) contains an element which
is conjugate to σ = (1 2)(3 4) · · · (2w − 1 2w) in S2w , so does Q , we have that the ﬁxed points set
Ω Q of Q on Ω is Ω ′m . Since NG(Q ) acts on Ω Q , we see that NG(Q ) ⊆SΩ2w ×SΩ ′m = G2w × K . We
apply the theory of the Green correspondence for simple B-modules with respect to G and G2w × K .
A block of F (G2w × K ) is of the form b ⊗ c for a block b of FG2w and a block c of FK . As
CG2w (σ ) ∼= Z2 Sw , it has only one block (see the proof of Proposition (3.10) in [19]). Therefore, the
principal block b0 of FG2w is the only block of FG2w with defect group containing σ by the third
main theorem of Brauer. Thus the Green correspondent of Dμ belongs to a block b0 ⊗ c for some c
of FK . Then the block c of K must just be the block of defect zero of K containing S = Sδ = Dδ by
Theorem 5.3.12 in [17]. Hence, these facts show that the Green correspondent of Dμ is of the form
Tμ ⊗ S for some indecomposable FG2w -module Tμ in b0. Recall that we deﬁned e0 to be the block
idempotent of c of FK with 2-core δk . We consider the module Dμe0 which is a direct summand of
Dμ as an F (G2w × K )-module. So we can write Dμe0 = Uμ ⊗ S for some FG2w -module Uμ . Then
Tμ is a summand of Uμ and Uμ = Tμ ⊕Wμ . Here Wμ is an FG2w -module and any indecomposable
summand W of Wμ has vertex properly contained in D(B) = D(b0). Otherwise, a vertex of W is
G-conjugate to a Sylow 2-subgroup D(b0) of G2w . So, Q is a Sylow 2-subgroup of G2w and W ⊗ S is
also the Green correspondent of Dμ , this is impossible. In particular, by Theorem 5.1.9 of J.A. Green
in [17], dimF Tμ ≡ dimF Uμ (mod 2).
Lemma 4.2. In the notation above, Dμ has positive height if and only if dimF Tμ is even. Furthermore this
holds if and only if dimF Uμ is even.
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Green correspondent of Dμ is Tμ ⊗F S , we have that
(
Tμ ⊗ S)↑G = Dμ ⊕ V (3)
for some FG-module V . Then every indecomposable summand of V has a vertex A belonging to
X = {A; A ⊆ Q g ∩ Q for some g ∈ G − (G2w × K )}. So |A| < |Q |, hence dim V ≡ 0 (mod 2a−d+1). Let
us set H = G2w × K . Then by Eq. (3),
|G : H|dim Tμ · dim S ≡ dim Dμ (mod 2a−d+1).
We have
(|G : H|dim Tμ · dim S)2 = |Sn|2((2w)!)2(m!)2
(
dim Tμ
)
2(dim S)2.
As S is projective, we see that (dim S)2 = |K |2 = (m!)2. Thus the 2-part of the left-hand side is
|Sn|2
|S2w |2
(
dim Tμ
)
2 = 2a−d
(
dim Tμ
)
2.
Therefore, Dμ has positive height if and only if dim Dμ ≡ 0 (mod 2a−d+1) if and only if dim Tμ is
even. 
4.2. Now we assume that μ is a 2-regular partition with 2-core δk having at least k + 1 nonzero
parts and we use the notation in the beginning of this section. We show the following lemma.
Lemma 4.3. Under the notation above, we have the following statements:
(1) μ1 < 2w.
(2) For any μ-tableau t and for any x ∈ K =SΩ ′m ⊆ G =SΩ , C xt ∩ Ct contains a transposition.
Proof. Since μ has the 2-core δk , we can write μ = (k + u1, (k − 1) + u2, . . . ,1 + uk,μk+1, . . .) for
nonnegative integers ui ’s. Our assumption μk+1 = 0 implies that uk = 0, because μ is 2-regular. Then
uk−1 = 0 and so on. Thus ui = 0 for all i = 1, . . . ,k. So we have at least m nodes in and after the
second row, because
{
(k − 1) + 1}+ {(k − 2) + 1}+ · · · + {(2− 1) + 1}+ 1= k(k + 1)
2
=m.
Therefore, μ1 + m  n = 2w + m and so μ1  2w . Suppose that μ1 = 2w . We have μ = (2w,k,
k − 1, . . . ,2,1).
If 2w − k is odd, then we can remove (2w − k − 1)/2 row 2-rim hooks from the ﬁrst row and we
arrive at the 2-core δk+1. This contradicts that the 2-core of μ is δk .
If 2w − k is even, then we can remove ﬁrst (2w − k)/2 row 2-rim hooks from the ﬁrst row. Next,
we can remove a column 2-rim hook from the kth column. Then we can also remove a column 2-hook
from the (k − 1)th column. Continuing this process, we arrive at the 2-core δk−1 and this contradicts
our assumption. Thus we prove the statement (1).
From the statement (1), we have μi < 2w for all i. Then the columns of μ exist at most 2w − 1.
Now we recall that our group K =SΩ ′m means S{2w+1,2w+2,...,2w+m} , so x ∈ K =SΩ ′m ﬁxes the letters
1,2, . . . ,2w . Then some two letters a,b ∈ {1,2, . . . ,2w} must exist in some column of μ by the
pigeon hole principle. Therefore, the transposition (ab) ∈ Cxt ∩ Ct . 
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before and e0 ∈ Z(FK) is the centrally primitive idempotent deﬁned in Section 3. We also use modules
Mμ ⊃ Sμ introduced in Section 2. We will prove Proposition 4.1 by making use of Lemmas 4.2, 4.3
and of the concluding Lemma 4.4. We note that μ = μ0 by our assumption μk+1 = 0.
The bilinear form 〈 , 〉 used below is the one deﬁned on Mμ which is orthonormal for the basis Et ,
t ∈ ST (μ) and is symmetric, nonsingular and G-invariant. We set e′0 = 1G − e0 in FG . Then Sμ =
Sμe0 ⊕ Sμe′0. Since e0e′0 = 0 and e∗0 = e0, (e′0)∗ = e′0, we have
Sμ⊥ ∩ Sμ = ({Sμe0}⊥ ∩ Sμe0)⊕ ({Sμe′0}⊥ ∩ Sμe′0).
Set V = Sμe0. V is an F (G2w × K )-module and the equality above implies
V ∩ V⊥ = (Sμ ∩ Sμ⊥)e0, V /(V ∩ V⊥)= Dμe0.
The FG2w -module Dμe1 is isomorphic to Uμ . For
Dμe1 = Dμe0e1 =
(
Uμ ⊗ S)(1G2w ⊗ e1) = Uμ ⊗ (Se1),
where 1G2w ⊗ e1 is an idempotent of F (G2w × K ). Here as S  e1FK , we have that Uμ ⊗ e1FKe1 
Uμ ⊗ F  Uμ . Therefore in order to prove Proposition 4.1 it suﬃces to show that dim Dμe1 is even
by Lemma 4.2. For this purpose, we consider the bilinear form b( , ) on V e1 = Sμe1 = Sμe0e1 deﬁned
before Lemma 3.5 (see Eq. (2)). We write it again
b(ve1,ue1) = 〈ve1,ue1x0〉 = 〈ve1x0,u〉.
Lemma 4.4. b is a symplectic, nonsingular bilinear form on Dμe1 . In particular, dimF Dμe1 is even.
Proof. We show b(ve1, ve1) = 0 for all v ∈ Sμe0. It suﬃces to show b(Ete1, Ete1) = 0 for any μ-
tableau t . As Et = ρ · xtκt , where ρ = ρs for the ﬁxed s, we have
b(Ete1, Ete1) = 〈Ete1x0, Et〉 = 〈ρ · xtκte1x0,ρ · xtκt〉 = 〈ρ · xtκte1x0κt,ρ · xt〉.
Since e1x0 ∈ FK = FSm , we have κte1x0κt = 0. Because, if we write e1 =∑g∈K ag g , we have
κt gx0κt = gx0 · (gx0)−1κt gx0 · κt = gx0 ·
∣∣C gx0t ∩ Ct∣∣
∑
z∈C gx0t Ct
z = 0,
as |C gx0t ∩ Ct | is even by Lemma 4.3(2). Therefore, b(Ete1, Ete1) = 0. So b induces a nonsingular sym-
plectic form on V e1/(V ∩ V⊥)e1  Dμe1 for V = Sμe0 by Lemma 3.5 (see also the last paragraph of
Section 2). Hence in particular, dim Dμe1 is even. 
Thus, we complete the proof of Proposition 4.1.
5. μ with k nonzero parts
In this section we study the dimensions of Sμ for partitions μ with 2-core δk and with just k
nonzero parts.
Let μ = (μ1,μ2, . . . ,μk) be a partition of n with 2-core δk . Then we must have μk = 0. Set μ =
(μ1 − 1,μ2 − 1, . . . ,μk − 1) so that μ is a partition of n− k.
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2a2, . . . ,2+ 2ak−1,1+ 2ak) for some nonnegative integers ai and μ is a 2-regular partition. In particular, μ
has δk−1 as its 2-core.
Proof. We can write μ = (k+ u1, (k− 1) + u2, . . . ,2+ uk−1,1+ uk) for some nonnegative integers ui
with (k − i + 1) + ui  (k − i) + ui+1. We will show that ui ’s are all even integers.
If uk is odd, the kth row of [μ] consists of 1 + uk (that is even) nodes, hence we can remove all
nodes in the kth row by removing 2-rim hooks. So this contradicts our assumption that 2-core of
μ is δk . Then uk is even. Assume that ui+1, . . . ,uk are even and ui is odd. Then from the kth row
to the (i + 1)th row we remove row 2-rim hooks from the bottom. So we have δk−i under the ith
row. Next we look at the ith row. We can remove row 2-rim hooks from the ith row, then the nodes
{(i,k− i + 1), (i,k− i + 2), . . . , (i,uk−i+1)} of the ith row can be removed. Hence the column 2-rim
hooks
{
(i,k−i)
(i+1,k−i)
}
,
{
(i+1,k−i−1)
(i+2,k−i−1),
}
, . . . ,
{
(k−1,1)
(k,1)
}
appear, so we remove these. As (k − 1)th and kth
rows are ﬁnally removed, we have a contradiction. If there are two ith and (i + 1)th rows whose
lengths are equal, then k − i + 1+ 2ai = k − (i + 1) + 1+ 2ai+1. This is impossible. So μ is 2-regular
and the 2-core of μ is δk−1. 
The following lemma seems to be implicitly stated in Olsson’s result [19, Lemma 3.1], but let us
prove this lemma by calculating much more directly.
Lemma 5.2. Let μ be a partition of n as in the previous lemma. Then the 2-part of (2w)!·dim S
μ
n! is equal to that
of (2w)!·dim S
μ
(n−k)! . In particular, the heights of S
μ and Sμ are equal.
Proof. We can write μ = (k + 2a1, (k − 1) + 2a2, . . . ,2 + 2ak−1,1 + 2ak) where ai ’s are nonnegative
integers by Lemma 5.1. Then the set of the ﬁrst column hook lengths of μ is given by
H(μ) = {hi = 2(ai + k − i) + 1; 1 i  k}
and that of μ is
H(μ) =
{ {hi = hi − 1= 2(ai + k − i); 1 i  k} if ak > 0,
{hi = hi − 2= 2(ai + k − i) − 1; 1 i  k − 1} if ak = 0.
The hook formula [10, Theorem 20.1] says that
dim Sμ
n! =
∏
1i< jk(hi − h j)∏
1ik hi!
.
If ak > 0, then hi − h j = hi − h j for all 1 i < j  k. Then the 2-parts
(hi !)2 =
{(
2(ai + k − i) + 1
)!}2 = (2(ai + k − i)!)2 = (hi !)2.
Thus the 2-part of dim S
μ
n! is equal to that of
∏
1i< jk(hi − h j)∏
1ik hi !
= dim S
μ
(n − k)! .
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∏
1i< jk(hi − h j)∏
1ik hi!
=
(
∏
1i< j<k(hi − h j))(
∏
1i<k(hi − 1))∏
1i<k hi!
=
∏
1i< j<k(hi − h j)∏
1i<k hi{(hi − 2)!}
.
We have hi − h j = hi − h j for all 1 i < j < k and the 2-parts
{
hi(hi − 2)!
}
2 =
{(
2(ai + k − i) + 1
)
hi !
}
2 = (hi !)2.
Thus the 2-part of dim S
μ
n! is equal to that of
∏
1i< jk−1(hi − h j)∏
1ik−1 hi !
= dim S
μ
(n − k)! .
Hence we have that ( dim S
μ
n! )2 = ( dim S
μ
(n−k)! )2.
In our situation μk = 0 and μk+1 = 0, μ = (k − 1+ 2a1,k − 2+ 2a2, . . . ,1+ 2ak−1,2ak) and then
we note that μ is 2-regular with weight w and 2-core δk−1. Therefore Sμ belongs to a 2-block B of
FSn−k with the same defect d as B to which Sμ belongs. Hence d(B) = d(B) = d and 2d = ((2w)!)2.
Then we have, in particular,
2ht(S
μ) = (dim S
μ)2
2a−d
=
(
(2w)!
n! dim S
μ
)
2
=
(
(2w)!
(n − k)! dim S
μ
)
2
= (dim S
μ)2
2b−d
= 2ht(Sμ),
where 2b is the 2-part of (n− k)!. Hence, the heights of Sμ in B and of Sμ in B are equal. 
6. A proof of Theorem 1.4
We will give a proof of Theorem 1.4. We make use of the following theorem due to James:
For a partition μ and a 2-regular partition λ of n, the multiplicity dμλ of Dλ as composition factor
of Sμ is the decomposition number for Sμ
Q
and Dλ , where Sμ
Q
means the Specht module Sμ over the
ﬁeld of rational numbers Q. It is known that dμλ = 0 implies that λ  μ and dλλ = 1 for the total
order > in Section 1 [10, Theorem 12.3].
Theorem 6.1. (See James, Theorem 6 in [11].) Suppose that μ = (μ1, . . . ,μk) and λ = (λ1, . . . , λk) are
partitions of n such that μk = 0, λk = 0 and that λ is 2-regular. Let μ = (μ1 − 1,μ2 − 1, . . . ,μk − 1),
λ = (λ1 − 1, λ2 − 1, . . . , λk − 1) (then μ and λ are partitions of n− k and λ is 2-regular). Then the decompo-
sition numbers satisfy dμλ = dμλ .
Proof of Theorem 1.4. Set |G|2 = 2a and |D(B)| = 2d . Let μ be a 2-regular partition with 2-core δk .
In the case that μ has at least k + 1 nonzero parts, we already have that Dμ has positive height by
Proposition 4.1.
We will prove Theorem 1.4 in the other case that μ has k nonzero parts by making use of induc-
tion on k. Note that Theorem 1.4 holds when k = 0,1 as stated just after Theorem 1.4 in Section 1.
We will prove that if μ = μ0 then Dμ has positive height.
Suppose we have proved that Dν has positive height for any 2-regular partitions ν with μ0 >
ν > μ. Then we have
M. Kiyota et al. / Journal of Algebra 368 (2012) 329–344 3411
2a−d
dim Sμ ≡ dμμ0
1
2a−d
dim Dμ0 + 1
2a−d
dim Dμ
≡ dμμ0 +
1
2a−d
dim Dμ (mod 2). (4)
Consider the Specht modules Sμ . By Lemma 5.1 Sμ belongs to the block B of FSn−k with 2-core δk−1.
We note that B and B have the same defect d in the proof of Lemma 5.2. Thus by induction on k,
any simple B-module except Dμ0 has positive height. Thus by the fact that μ = μ0, we have that
1
2b−d dim D
μ ≡ 0 (mod 2), where 2b = |Sn−k|2, therefore using Eq. (4) with respect to Sn−k and B ,
we have
1
2b−d
dim Sμ ≡ dμμ0 (mod 2).
Since 1
2b−d dim S
μ ≡ 1
2a−d dim S
μ (mod 2) by Lemma 5.2 and by Eq. (4), we have
dμμ0 +
1
2a−d
dim Dμ ≡ dμμ0 (mod 2).
Then it follows from the theorem of James that 1
2a−d dim D
μ ≡ 0 (mod 2) and we conclude that Dμ
has positive height. 
We have the following corollary of Theorem 1.4: Let B be a 2-block of Sn with 2-core δk . Let χμ
be the ordinary irreducible character in B afforded by Sμ
Q
for a partition μ of n and let ϕλ be the
irreducible Brauer character in B afforded by Dλ for a 2-regular partition λ of n. We note that ϕμ0 is
the unique irreducible Brauer character of 2-height zero in B .
Corollary 6.2. Let B be a 2-block ofSn with 2-core δk. Let μ be a 2-regular partition of n with 2-core δk. Then
the 2-height of χμ is positive if and only if dμμ0 is even.
Proof. We have
χμ(1) = dμμ0ϕμ0(1) +
∑
ϕλ∈IBr(B),λ =μ0
dμλϕλ(1).
Assume at ﬁrst that the 2-height of χμ is positive for a 2-regular partition μ. Then χμ(1)2  2a−d+1.
Here ϕμ0(1)2 = 2a−d . By Theorem 1.4 ϕλ(1)2  2a−d+1 for λ = μ0. Then dμμ0ϕμ0 (1) must be divisible
by 2a−d+1 and then dμμ0 must be even. If conversely dμμ0 is even, then χμ(1)2  2a−d+1. So χμ has
positive height. Thus Corollary 6.2 holds. 
In fact, the converse also holds and Theorem 1.4 and Corollary 6.2 are equivalent. We shall prove
the converse. Assume Corollary 6.2 holds. Suppose the height of ϕμ , μ = μ0 is zero. Now we take μ
as the second largest 2-regular partition such that the height of ϕμ is zero. Then for smaller 2-regular
partitions ν than μ, dμν = 0 as stated in the ﬁrst part of this section. We have
χμ(1) = dμμ0ϕμ0(1) + · · · + dμμϕμ(1). (5)
Case 1. χμ is of height zero. In Eq. (5), dμμ0 is odd by Corollary 6.2 and every irreducible Brauer
character in the · · · part has positive height by the way of choosing μ, and dμμ = 1. Then since
(dμμ0ϕμ0(1) + ϕμ(1))2  2a−d+1, χμ must have positive height. This is a contradiction.
342 M. Kiyota et al. / Journal of Algebra 368 (2012) 329–344Case 2. χμ has positive height. In Eq. (5), dμμ0 is even by Corollary 6.2 and others are the same
as Case 1. Then the 2-part of the right-hand side is 2a−d . This is the contradiction. So there is no
irreducible Brauer character ϕμ of height zero except ϕμ0 .
Remark 6.3. After submitting this paper, John Murray kindly sent us his preprint [16] in which he
gives a different proof of Theorem 1.4 by making use of the methods for p = 2 developed by Gow,
Willems and Murray himself.
7. Related results
We mention some related results to Theorem 1.4. Studying vertices and sources of simple modules
for the symmetric groups, Danz, Külshammer and Zimmermann posed the following question in Ques-
tion 18.1 of [4] or in Question 4.1 of [5]: For p = 2, let λ be a 2-regular partition of n, and let V be
a source of Dλ such that V is not the trivial module. Is dim V always even? Our Theorem 1.4 implies
that there is a unique simple FSn-module Dμ0 whose source is the trivial module. Moreover a source
of any other simple module Dμ (μ = μ0) is of even dimension or Dμ has a vertex properly contained
in a defect group D(B) up to Sn-conjugation by Murai’s theorem below. However at present, when
a vertex of a simple module is properly contained in a defect group, we have no answer about the
question. Let (O,K, F ) be a p-modular system. Here O is a complete discrete valuation ring with a
unique maximal ideal (π) containing p. K is the quotient ﬁeld of O with characteristic 0. F =O/(π)
is the residue class ﬁeld with characteristic p. Let G be a ﬁnite group. Murai deﬁned the height of an
indecomposable RG-module for R =O or F and obtained the following:
Theorem 7.1. (See Theorem 3.2 in [15].) Let U be an indecomposable RG-module lying in a block B with defect
group D. The following are equivalent.
(i) The height of U is zero.
(ii) A vertex of U is G-conjugate to D and theO-rank (or F -dimension) of a source of U is prime to p.
Set pa = |G|p for a ﬁnite group G . Let B be a p-block of G with defect group D of order pd .
A question whether Theorem 1.4 holds or not arose when we considered the condition
(∗)
∑
ϕ∈IBr(B)
ϕ(1)2
(pa−d)2
≡ 0 (mod p)
in Proposition 3.5 of [18]. The proposition says that suppose (∗) holds, then the trace Tr(pdC−1B ) ≡ 0
(mod p), where CB is the Cartan matrix of B . In particular, there exists an eigenvalue ρ of CB such
that pd/ρ ≡ 0 (mod (π)). Since ρ divides pd in the ring of algebraic integers by Proposition 4.5
in [13], this implies that ν(ρ) = ν(pd), where ν is the (π)-adic valuation on K.
Any p-block of p-solvable groups satisﬁes the condition (∗) above, but (∗) does not hold in general.
Indeed, if p > 3 there are examples that any eigenvalues ρ of CB satisfy that pd/ρ ≡ 0 (mod (π)) as
follows. This implies ν(ρ) < ν(pd) for all eigenvalues ρ of CB .
Example 7.2. Let G = SL(2, p) and let B be a p-block of full defect for p > 3. In this case, a defect
group D of B is a cyclic group of order p and the Brauer tree of B is a straight line having an excep-
tional vertex at the end with multiplicity 2. Then CB is a tridiagonal matrix of degree (p − 1)/2 with
diagonal entries 2,2, . . . ,2,3 and with upper and lower diagonal entries all 1. Calculating eigenvalues
of the matrix A = CB −2I in terms of a recursive formula given by the expansion of the characteristic
polynomial det(xI − A), we have that the eigenvalues of CB are of the form 2 + 2cos (2k+1)πp , for
k = 0,1,2, . . . , p−12 − 1. Since cos (2k+1)πp = − cos (2k+1+p)πp , we can write these ρk = 2− 2cos 2kπp for
k = 1,2, . . . , p−32 , p−12 .
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−(ζ k − 1)2ζ−k . Since ζ k − 1 for any k = 1,2, . . . , p−12 and ζ − 1 mutually divide in Z[ζ ] i.e. asso-
ciate, ρk = akjρ j for a unit and an algebraic integer akj ∈ Z[ζ ]. So akj ’s are in the discrete valuation
ring O but not in the unique maximal ideal (π) of O. We have that ∏(p−1)/2k=1 ρk = detCB = p.
Since all ρk are mutually associate, and since p ∈ (π), we conclude that ρk ∈ (π) for all k. Then
p/ρ1 = ρ2 · · ·ρ(p−1)/2 = (a21 · · ·a(p−1)/2,1)ρ(p−3)/21 . Since (p−3)/2 > 0, we have p/ρ1 ≡ 0 (mod (π)).
So we also have p/ρk ≡ 0 (mod (π)) for all k. It also holds that the characteristic polynomial f B(x)
of CB is Z-irreducible.
Example 7.3. Let p be a prime number for p > 3. Let G be the symmetric group Sp of degree p and
let B0 be the principal p-block of G . Then a defect group D of B0 is also a cyclic group of order p and
the Brauer tree of B0 is also a straight line. In this case, there is no exceptional vertex in the Brauer
tree of B0 [12, p. 268, 6.3.9]. Then CB0 is also a tridiagonal matrix of degree p − 1 with diagonal
entries all 2 and its upper and lower diagonal entries are all 1. It is not diﬃcult to see by Example 7.2
that the characteristic polynomial f B0 (x) of CB0 decomposes into two Z-irreducible polynomials with
the same degree. We write f B0 (x) = g(x)h(x). The polynomial g(x) which contains the Frobenius–
Perron eigenvalue ρ(B0) of CB0 as its root just equals the characteristic polynomial f B(x) of CB of
the full defect p-block B of SL(2, p) in the Example 7.2 above. The roots of h(x) are units in the
ring of algebraic integers, because det(CB0 ) = p. So the set of roots of g(x) equals that of f B(x) of
Example 7.2.
Thus any eigenvalue ρ of CB0 in Sp for p > 3 satisﬁes that p/ρ ∈ (π) as CB in SL(2, p). However,
for p = 2, we have the following particular result on eigenvalues of the Cartan matrix CB of a 2-block
B of Sn by Theorem 1.4:
Corollary 7.4. Let G be the symmetric groupSn and B be any 2-block of G. Then there exists an eigenvalue ρ
of CB such that 2d/ρ /∈ (π).
Proof. Theorem 1.4 implies that the condition (∗) above for p = 2 holds. Hence the result follows
from Proposition 3.5 in [18]. 
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