Flow simulation for liquid composite molding is often performed to assist in process optimization and requires the permeability of the reinforcement to be characterized. For infusion under a flexible membrane, such as vacuum infusion, or for simulation of a part with non-uniform thickness, one must test the permeability at various levels of compaction. This process is time consuming and often relies on interpolation or extrapolation around a few experimental permeability measurements. To accelerate the process of permeability characterization, a small number of methodologies have been previously presented in the literature, in which the permeability may be tested at multiple fiber volume contents in a single test. Some of the methods even measure the permeability over a continuous range of thicknesses, thus requiring no later interpolation of permeability values. A novel method is presented here for the rapid measurement of permeability over a continuous range of fiber volume content, in a single unidirectional vacuum infusion flow experiment. The thickness gradient across the vacuum bag, as well as the fluid pressure at several locations in the mold were concurrently measured to calculate the fabric compressibility. An analytical flow model, which accounts for the compressibility, is then used by iterating the fitting constant in a permeability model until the predicted flow front progression matches empirical measurement. The method is demonstrated here for two reinforcement materials: (1) a fiberglass unbalanced weave and (2) a carbon biax non-crimped fabric. The standard deviation across the multiple experiments for each material and flow orientation ranged from 12.8% to 29.7%. Validation of these results was performed by comparing the resulting permeability with multiple non-continuous permeability measurement methods.
Introduction
Liquid composite molding (LCM) is a low-cost manufacturing alternative to prepreg processing. When a part is large enough to prohibit autoclave usage, a subset of LCM, vacuum infusion (VI), is the usual alternative. When designing an LCM manufacturing process, filling simulation is often used to assist in mold design, to enable faster product-to-market transition, 1 and to optimize the mechanical properties. 2 Flow simulation for LCM is commonly based on Darcy's Law, which requires the permeability (K) of the reinforcement material to be characterized. One must not only test the permeability of the reinforcement in various directions, but also at various levels of compaction, to determine the relationship between permeability (K) and fiber content (v F ) for a reinforcement. This type of testing is required for process simulation under a flexible cover, as well as when the part geometry dictates non-uniform thicknesses. Traditionally, such a model for K(v F ) is developed by repeating permeability tests at different thicknesses with samples having the same number of layers, length and width. 3 This can be quite tedious and relies on interpolation and sometimes extrapolation to predict the permeability at fiber contents that were not experimentally determined.
Stadtfeld et al. 4 developed a plunger-type mold for in-plane permeability measurement, in which a hydraulic piston expands the mold cavity while performing a unidirectional flow test. The pressure drop was measured from the inlet to the vent, to compute the permeability as the v F decreased. This is perhaps the first ''continuous'' permeability measurement method, i.e. where K can be determined at a range of v F values from a single flow test. The authors detailed a sealing method for such a mold, but implementation is still thought to be a challenge. Experimental results were only presented for two flow tests. Although fair agreement was seen between multiple tests on the same sample, this is prone to the ''debulking'' effect where the fabric architecture, and thus the permeability, changes with repeated compression. 5, 6 No permeability results from alternative measurement methods were presented to validate this approach.
Unidirectional flow tests have also been performed in which the v F was varied along the flow path by modifying the ply count, i.e. adding small sections of extra material to certain sections along the flow path. 7 A mathematical model was developed to determine the permeability for each of the sections, requiring a pressure sensor at the inlet and another somewhere along the flow path. Good agreement was seen for three v F values in a single test compared to those same v F values done in three separate unidirectional permeability tests at constant v F . A suggested application would be to put both warp and weft orientation samples in the mold, allowing calculation of the warp and weft permeability (K x and K y ) in a single test. This method is not fully ''continuous,'' however, as one must choose discrete values in v F to test. Very little instrumentation is required, but this method seems to generate a significant amount of experimental noise by depending all flow data on the results of a single pressure sensor away from the flow front.
The through-thickness permeability (K z ) has been measured during transverse unidirectional flow through a stack of the material. This has been implemented in a plunger-type tool similar to that mentioned above, enabling continuous measurement of K z for a range of v F . [8] [9] [10] For both in-plane and transverse flow, racetracking is a common challenge in one-dimensional flow measurement, i.e. low-resistance flow paths in between the tooling and the sample edge. 8, 11 A later continuous permeability measurement method was presented for in-plane radial flow during unidirectional transverse compression testing. 12 The fluid pressure at the center of the sample was measured with a pressure sensor, while the wetted sample was squeezed, allowing for continual K measurement from Darcy's Law for radial flow and the Terzaghi equation. 13 A related radial method was presented, in which two wet unidirectional compression tests were performed, one on plane tooling and the other on a perforated platen which allows for through-thickness flow and minimizes the fluid pressure buildup. 9 The latter test allows determination of the compressibility, i.e. the compaction pressure as a function of v F . This allows determination of the fluid pressure in the former test, using Terzaghi's equation, so that the continuous radial permeability may be calculated as in the above-mentioned study. Although requiring a second test, this method needs no measurement of the fluid pressure and also allows estimation of the throughthickness permeability. Optimization of the perforation sizes is thought to be necessary to minimize fluid pressure buildup, yet not cause stress concentration between the fiber bridging. Radial flow is assumed to prevent the common problem of race-tracking in unidirectional flow testing, but both of these radial flow methods showed permeability results significantly higher than results from traditional one-dimensional testing. The error was attributed to compression tool deflection 12 and thickness precision problems. 9 Another radial flow approach adds a third compression test to the last mentioned study, with a rectangular tool being oriented in first the warp and then the weft directions for the two non-perforated tests. 14 This allows concurrent measurement of K x and K y , by iterating them in a numerical flow simulation until the predicted pressures match those calculated from the experiment.
The continuous permeability measurement methods above are all based on saturated flow. While saturated flow measurements are more repeatable and not influenced as much by capillary forces, they are not as representative of industrial infusion, where flow simulation must capture the movement of the flow front through the reinforcement. 15, 16 This study presents a novel method to determine the continuous permeability, K(v F ), in a single unidirectional flow experiment. It is meant to be more genuine to true industrial processing because it is based on unsaturated flow, eliminates the sealing issues of plunger-type tooling, and minimizes the thickness accuracy challenges of radial compression testing. This method employs an infusion under a vacuum bag in which the fluid pressure is monitored by sensors and the thickness gradient across the vacuum bag is measured using digital image correlation (DIC). An analytical flow model is then used by iterating the K(v F ) model until the experimental flow progression matches the simulation. The ''inverse estimation'' of the permeability, i.e. iterating K in flow simulation until experimental conditions are matched, has been used previously. 9, 11, 17, 18 The thickness gradient along the vacuum bag is a characteristic of VI processing. 19, 20 This is due to the Terzaghi balance 13 between atmospheric pressure (P A ) on the top of the bag and the sum of the residual vacuum pressure (P V ), resin pressure (P R ), and compaction pressure on the reinforcement (P C ), all acting on the underside of the bag
As the flow front moves past a point in the fibers, P R increases and pushes back on the bag, reducing the compaction pressure and allowing the fibers to expand (Figure1).
Several analytical solutions have been presented for VI flow which account for the thickness (h) variation. The continuity equation for flow was modified by adding an accumulation term to represent the addition in material to a volume of the reinforcement as it expands in height. [21] [22] [23] Correia et al. 24 developed a model for unidirectional constant flow rate, by using a non-dimensionalized flow front position, , to evaluate the pressure gradient. This eliminates time from the continuity equation and makes the pressure gradient at the flow front a constant throughout the infusion. Thus, the nonlinear pressure gradient from the inlet to the flow front must only be determined at one discrete time value during infusion. The pressure gradient, flow velocity, and filling time can be easily calculated for any other time.
Modi 25 adapted this solution for a variable flow rate, and detailed the analytical methodology to utilize such a model
Such a flow model is most often used to calculate the predicted fill time (t) for a given unidirectional flow length (L), given the input of models for the permeability (K(v F )) and compressibility (v F (P C )) of the fabrics. In this study, several measurements were made of (L,t) during each infusion experiment. The compressibility model was determined from the DIC system and pressure sensors. Then equation (2) was used to fit the permeability model by reducing the sum of the square of the residuals between the experimental and predicted times for each recorded value of L.
Methodology Materials
Two reinforcement fabrics were characterized: (1) a fiberglass unbalanced weave (UBW) (JB Martin TG-15 -N, 518 g/m 2 ) and (2) a carbon biaxial non-crimped fabric (NCF) (VectorPly C-BX 1800, 580 g/m 2 ). All tests were performed with canola oil due to its similarities with thermoset resins, namely viscosity ($0.06 Pa s at ambient temperature), surface tension (0.033 N/m), and hydrocarbon molecular structure.
VI experiments
Samples were made of four plies of each fabric, cut to 400 Â 250 mm and laid on a steel plate. A vacuum bag with spiral tubing for inlet and vent was placed over this, and a speckle pattern of paint was applied to the bag. The sample was first compressed at full vacuum for 10 min, then infusion was begun from one end of the fabric. Infusions were carried out with an atmospheric pressure of $86 kPa (mountain elevation) and vacuum pressure of approximately 1 kPa (absolute). Four infusions were made in the warp direction ([0] 4 ), and three more in the weft direction, for each reinforcement type.
A strip of masking tape was placed on the vacuum bag along the flow direction, close to one side of the sample before painting the bag. This tape was removed after the speckle paint pattern was applied, to leave the fibers visible through the bag and allow flow front observation during infusion. The time (t) required for the flow front to reach 20 mm increments in flow length (L) was recorded ( Figure 2 ). In the already-cited study presenting equation (2), 25 a power law fit was used for the compressibility model 26 and the Kozeny-Carman equation was used for the permeability 27
Compressibility model
Pressure sensors (Dwyer 628-00-GH-P9-E1-S1) were threaded into the steel plate at 20, 40, 60, 80, 100, and 200 mm along the flow path through the long direction of the fabric sample ( Figure 3 ). The sum P R + P V was continuously measured at each sensor, while an Aramis/GOM DIC system was employed to concurrently record the transverse displacement of the speckle-painted vacuum bag at each sensor location. DIC was chosen for thickness measurement due to its unique ability to continuously measure extension across the entire vacuum bag surface, giving the most complete picture of the nonlinear transverse fabric displacement in VI. [28] [29] [30] The VI thickness gradient can also be measured with extensometers, [31] [32] [33] [34] but requires care to avoid indentation into the fabric samples through the flexible tooling. 34 The measurement data were converted into v F and P C (equation (1)); such measurements are illustrated in Figure 4 for all sensor locations during an example carbon NCF infusion. The data are shown from the beginning of the infusion experiment so that the flow front progression may be seen through the mold. The small peaks in v F indicate the arrival of the flow front at each sensor location when a small lubricationinduced amount of compaction occurs before the rising resin pressure causes expansion. 33, 35 The decreases in P C are due to this same rising resin pressure at each location after the flow front passes by each sensor (equation (1)). There is a slight rise in compaction pressure at each sensor after the infusion begins, until the flow front reaches that sensor location. This rise in P C is suspected to be due to the volume of air entering the preform from the inlet pipe when it is first unclamped at the beginning of the infusion. Another possible contribution is that dry compaction (''debulking'') is continuing in the dry region after the infusion begins, effectively extending the compaction dwell beyond the original 10 min duration. Such a difference in compressibility for varying dwell durations has been previously reported. 26 Both P C and v F data were then plotted against each other for each time step. The resulting compressibility curves (P C (v F )), from each of the sensors for an example infusion are shown in Figure 5 for each of the reinforcements. Only the wet expansion P C (v F ) data are shown, i.e. from the point at which the flow front reaches each sensor location, as indicated by the first significant change in v F (Figure 4(a) ). The 200 mm sensor curve is not shown for carbon as the fluid pressure remained low throughout the test duration. While the compressibility of the fiberglass sample seems very consistent across the different sensor locations, a higher range of variation is seen between sensors for the carbon infusion. While the sensors seem to all start (when first wetting occurs, top right corner of Figure 5(b) ) at about the same fiber content, the farther sensors from the inlet (e.g. 100 mm sensor)
show a short increase in v F before the compaction pressure begins to decrease. This may be explained by the lubrication effect at the flow front, as seen in the peaks in v F in Figure 4 (a); the lubrication seems to cause a shift to higher fiber contents before the resin pressure begins to significantly rise. The closest sensor (20 mm in Figure 5 (b)) also had the highest rate of expansion, as is also seen in Figure 4 (a). The slightly stiffer (steeper) compressibility curve can be attributed to the higher rate. 9, 22, 36 The differences in initial v F and stiffness between adjacent sensor locations decrease farther from the inlet.
Both inelastic models 21, 35 and nonlinear elastic empirical models 21, 33 including a power law 22, 25, 26, 37 have been developed to describe the compressibility. In this study, the Song-Loos model 33 
The variables " w , v F0 and a are the wet strain, the initial (minimum) dry v F , and the wet strain in the un-compacted state, respectively, and b and c are empirically fitted constants. This model was chosen as it is a fairly simple empirical model to implement in flow simulation and it resulted in better fits of the VI wet expansion data ( Figure 5 ) than a power law model. As seen in Figure 5 (b), the compressibility model was only fit to the measured data after the compaction pressure began to decrease, i.e. disregarding the ''tails'' in the 60, 80, and 100 mm data, in the early stages of wetting when lubrication is shifting the fiber content. Values for the fitted constants will be presented later in this paper.
Thickness calibration of the DIC displacement data was performed by vacuum bagging dry samples of the test fabrics with breather cloth overlapping the edges of the fabric samples and the vacuum source tube. After 10 min of vacuum compression, a long-arm digital caliper (Mitutoyo 209-534) was used to measure the thickness of the fabric sample, using a strip of 0.5 mm precision thickness gauge to minimize indentation of the spring-loaded caliper ends into the fabric sample. This measurement was repeated in at least three separate locations 50 mm apart from each other for each fabric sample and the average of all the measurements used for calibration. The difference between measurements across either sample was approximately 0.01 mm. A start thickness for the DIC displacement data was then assumed which aligned the thickness at the end of the same 10-min dwell during each VI test with that measured in this calibration experiment.
Permeability model
The usual assumption in flow simulation is to model the permeability as a function of only the fiber volume content. 38 Two common models exist in the literature for modelling 4, 31 and various forms of the Kozeny-Carman equation. 20, 23, 30, 32, 35, 36, 39 The simplest version arises from lumping all the constants into one, the Kozeny constant, k, as seen in equation (3).
While equation (3) is more commonly used and has only one constant to fit instead of the two constants in a power law, the simplicity of the power law model makes it easier to implement in filling simulations. Both models were attempted in this study. To run the filling model of equation (1), the derivatives of h and K must be evaluated symbolically with respect to the fluid pressure P R . As hÁv F is a constant (areal weight divided by fiber density), equation (4) yields
Combining equation (5) and the power law permeability model
And finally, combining equations (3) and (5) for the Kozeny-Carman model
The usual optimization methods for nonlinear optimization require at least one starting guess value of the fitted parameter. When using the power law model for the permeability, the fitted values of the constants A k and B k showed a dependency on the initial guess values for each; an increase in either guess value resulted in an increase in the fitted values. This dependency has a significant effect on the calculated permeability. For example, a range in guess values of A k from 1 Â 10 À11 to 1 Â 10 À13 m 2 for the fiberglass material resulted in a corresponding change of up to 35% in the resulting permeability at a given value of v F . The residual error was examined for local minima by generating a surface plot comparing variation in both A k and B k to the error ( Figure 6 ). The resulting surface appears as a ''trench'' running diagonal to the A k and B k axes, with periodic local minima along the trench. This makes the usual optimization methodologies fit A k and B k to whichever local minima is closest. This pattern of periodic local minima was seen in both reinforcements.
A global optimization algorithm was then performed to look for the minimum of all the local minima. While this resulted in a good match of experimental times, the resulting plot of K(v F ) was nearly flat, i.e. no change in K for the v F range.
In contrast, fitting the Kozeny-Carman equation (equation (3)) results in a K(v F ) plot with curvature matching that of one-dimensional testing. Optimization of equation (2) using the Kozeny-Carman equation is also a one-variable problem, and showed a clear single minimum across a wide range of guess values ( Figure 6(b) ). The power law model was thus deemed inadequate for inverse estimation fitting of the permeability given experimental flow length data, and all results below employ the Kozeny-Carman model.
Results

Compressibility fits
Referring back to Figure 5 , the compressibility curves for the glass reinforcement are fairly similar, while more variety is seen in the carbon reinforcement. Figure 7 illustrates the sensitivity in K(v F ) to the choice of compressibility model for the carbon reinforcement. The ''baseline'' curve represents the permeability fit for one warp direction experiment's L(t) data when using the average compressibility curve from all warp tests. The other compressibility models come from the sensor locations where the compressibility was the most different from the average model. For example, the stiffest compressibility observed in all carbon warp direction testing was shown in Figure 5 (b) (20 mm location). This and the most compliant compressibility curve seen in all sensor data from the warp-direction infusions were each input into the permeability fitting model for the same set of L(t) data. This was then repeated for the stiffest and most compliant compressibility curves from the weft-direction infusions. The largest deviation from the ''baseline'' is 23.8% in the predicted permeability. Given this, and the relative difficulty to account for the change in compressibility at the flow front as it moves past each sensor, using the average compressibility of all sensor measurements was assumed to be a suitable approximation.
The average compressibility as calculated for both the warp and weft directions for each material is illustrated in Figure 8 . The model fits (equation (4)) for these average compressibility curves are listed in Table 1 . For the carbon NCF, there is a small difference between the warp and weft direction infusions in the low-and high-pressure extremities of the compressibility curves; 4% v F at the low end and 2% at the high end. The stiffer response of the warp-infusions in the high-pressure region of the curve is thought to again be due to expansion rate differences; as the flow rate is faster in warp than weft, so is the expansion rate. As in Figure 7 , these differences were deemed small, thus the warp compressibility was used for all permeability fits, including for experiments with weftdirection flow. Figure 9 shows the L 2 (t) plots for all infusions, as well as the predicted times from the permeability fits by the Kozeny-Carman model (equation (3)). In unidirectional flow through a rigid mold, e.g. resin transfer molding (RTM), such a plot should be linear as predicted by integration of Darcy's law. The empirical data and model fits shown in Figure 9 exhibit only slight nonlinearity due to the thickness gradient inherent in VI. The fit of the predicted times to the empirically measured t data was a good match. Good agreement was observed for the data when grouped by warp and weft direction for the glass material; less difference is seen in directionality for the carbon infusions. The data for the glass weft 3 and carbon warp 3 tests exhibit a shorter test length than the other tests due to significant flow race-tracking occurring beyond the flow lengths shown. Plots of K(v F ) were prepared from the fitted permeability (equation (3)) for each infusion, and the results are shown in Figure 10 . Again, the warp and weft directions show a clear difference in the glass reinforcement, with K y being approximately three times higher than K x . Better agreement is seen between the separate infusions for warp compared to weft directional flow. The same can be said about the carbon infusions, although any difference between K x and K y is less clear.
Permeability fits
The average permeability plot of K(v F ) for all infusions from each direction and reinforcement was calculated and is presented in Figure 11 . The standard deviation, , represents the scatter between the separate infusions, and is presented as upper and lower bounds around that average. The standard deviation for the glass warp and weft infusions was 18.1% and 29.7%, respectively. For carbon, was 12.8% for warp and 29.2% for weft. This scatter is deemed an acceptable measure of repeatability as compares favorably with the usual scatter in 1D permeability measurement. 3 The average fitted Kozeny constant k, in the warp and weft directions respectively, was 8.44 and 12.8 for glass, and 1.46 and 1.39 for carbon (all in 10 À11 m 2 ).
Included in Figure 11 are comparative data from independent testing using two other non-continuous permeability measurement methods. The first method is based on unidirectional wetting flow in a rigid cavity, similar to the methodology outlined in the recent worldwide benchmark, 3 repeated at three to four different thicknesses. The second method is based on threedimensional ellipsoidal wetting flow in a rigid mold, as described elsewhere. 40 Unidirectional permeability testing proved difficult for these two reinforcements over the VI fiber content range, that seen in Figure 8 . These low v F tests resulted in much higher permeability than the continuous VI method, as well as a high scatter in results. For example, the 43% v F results from unidirectional flow testing for the glass UBW are included in Figure 11 and were three (weft) to eight (warp) times the permeability as measured by the VI method. The 55% v F unidirectional permeability results for the carbon reinforcement are approximately two times the VI method's permeability results, for both warp and weft. In contrast, when unidirectional tests were done at higher values of v F then seen in the VI tests (>45% for glass and >58% for carbon), better agreement between the test methods is seen. Note that this is extrapolation of the permeability model results from the VI method, as these values of v F were not tested in the continuous VI tests for these fabrics. The maximum deviation between these independent permeability measurement methods (both one-and threedimensional flow) and those presented in this study is approximately 50%. This agreement is as good, or better than the agreement seen in similar comparisons for the other continuous permeability measurement studies mentioned in the introduction.
The cause for the high permeability and scatter in unidirectional test results in the VI range of fiber content is thought to be due to the difference between the rigid cover in the unidirectional test, and the flexible vacuum bag in the VI test. The latter may experience bag nesting between the glass yarns as the glass UBW is a relatively open fabric architecture, whereas the rigid top in unidirectional testing may promote open channels between the yarns thus facilitating flow. The looser, more open yarn structure of the glass UBW is most likely the cause for the wider differences between methods, compared to the tight structure of the carbon biax NCF. Higher fiber content unidirectional flow tests may seal the top of the samples better, more similar to the yarn-sealing by the vacuum bag in VI. This suggests that the permeability test should be matched to the process method to be simulated as different results may result from the flexibility of the tooling.
Conclusions
A novel method is presented here for the rapid measurement of permeability over a continuous range of fiber volume content, in a single unidirectional VI flow experiment. The thickness gradient across the vacuum bag as well as the fluid pressure at several locations in the mold were concurrently measured, to calculate the fabric compressibility. An analytical flow model which accounts for the compressibility is then used, by iterating the fitting constant in the 
