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Abstract
We demonstrate and detail a full anisotropic effective mass Density Functional Theory model of 
heavily P-doped Silicon quantum dots of arbitrary shape, and use it to calculate the electronic 
structure of isolated single and double Quantum Dot structures. The Finite Difference method is 
employed to solve the anisotropic effective mass Schrodinger equation, and also a novel solution 
of the Poisson equation with freespace boundary conditions.
Results are given for both single and double dot structures with a demonstration of the 
effects of varying several geometric and electronic parameters. Typical dot parameters are 10 
nm diameter, 10 nm tall, containing 50 free electrons and with 100 static electrons distributed 
along the oxidised surface.
In varying the magnitude of a potential gradient along the inter-dot axis of IDQDs, we see 
two regimes of charge movement; a discrete regime where the orbitals are well confined to  one 
dot and a continuous regime where there are orbitals delocalised occupying both dots or the 
the neck region. Thus we see the transition from one dot to  two. Significant instability in the 
solution of the discrete regime is also discussed.
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Chapter 1
Introduction
W ithin the expansive world of quantum  computing research, there are many competing tech­
nologies. Each vies to  be the first to  produce a large scale^ quantum computer. One of these 
technologies is the use of double quantum  dot structures as qubits, the basic building block of 
quantum computing. If a parallel were drawn to classical computing, the world sits a t the stage 
of being capable of making a one or two expensive valves, but searching for a something smaller 
and faster; what was to be the transistor.
1.1 The Research Problem
Experimental work has been done in recent years a t Hitachi Cambridge Laboratory on later­
ally coupled double quantum  dots as charge qubits. Rabi oscillations and other phenomena 
demonstrating charge-qubit operation have been observed [17], yet the electronic structure and 
properties of the wavefunction are largely unknown.
Recent work within the group by G rocutt [19] demonstrates solution of the Poisson equation 
over the larger scale structure as a result of applying electric and magnetic fields, and this work 
considers the characteristics of similar quantum  dot structures, including the effect of these kinds 
of fields.
Thus the problem under investigation is the determination of the electronic structure and 
characteristics inside isolated double quantum dot structures, with attention to the effects of dot 
geometries, static electric fields and electron number.
1.1.1 Quantum  Com puting
Quantum computing is a quantum version of classical computing. Just as classical computers 
use bits, quantum  computers use qubits. These are m anipulated to perform some algorithm, and 
then a result is returned. The innate qualities of quantum  physics give quantum computing a 
possible power and performance unmatchable with classical computers [39].
The main applications of quantum computing at present are for database searching and solv­
ing hard mathematical problems [39]. Yet these are enough to warrant such fevered research, as 
discrete logarithms and large integer factoring [46] would render much of the current cryptogra­
phy useless, and enable years of monitored encrypted data  to be read.
‘^Large scale’ means sufficient for useful quantum computation, of order 1,000 qubits. At these scales, quantum 
computation is beyond the reaches of universe-sized classical computers.
Calculations and simulations of many-body systems such as the quantum dots under study 
here would also greatly benefit from the quantum computer’s ability to solve problems involving 
combinatorial numbers of interactions with the number of bodies considered. It is precisely 
the enormity of the problem space which a quantum computer could process that makes its 
simulation with classical computers, as we attem pt here, so difficult.
1.1.2 Basic Requirem ents Of A Quantum  Com puting Technology
Qubits are representable by many different physical phenomena, each technology with its own 
advantages and drawbacks. Certain criteria, however, must be met by any quantum computing 
technology, as stated by DiVincenzo [9]:
1. A scalable physical system with well characterized qubits
2. The ability to initialize the state of the qubits to a simple fiducial state
3. Long relevant decoherence times, much longer than the gate operation time
4. A “universal” set of quantum gates
5. A qubit-specific measurement capability
1.1.3 Isolated Double Quantum  D ots As Qubits
A
Figure 1.1: The Hitachi Cambridge structure, showing an Isolated Double Quantum Dot struc­
ture between a number of gates, with a Single Electron Transistor (used for measurement) visible 
at the far end.
A double quantum dot is a semiconductor nanostructure in which a pair of quantum dots 
are placed beside each other. These are then surrounded by a set of manipulation gates and a 
Single Electron Transistor. This is the Hitachi Cambridge structure, under consideration here 
(see 1.1).
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These structures have many significant advantages over competing technologies. Being a 
standard Silicon-on-insulator device, it can be fabricated using standard techniques, and with 
no obvious limit on the scalability of the system, as required by DiVincenzo’s 1st criterion. The 
Hitachi Cambridge devices are intended to be used for the ground and first excited states of the 
Isolated Double Quantum Dot system, in which two states with differing charge distributions 
encode the qubit state with 0 or 1 depending, in its most basic instance, whether an electron is 
in the left or right dot. Initialisation is achieved by applying a field across the IDQD to  push 
the electron into one or other dot. The fourth criterion is also achieved via fields, although this 
time using oscillating (microwave frequency) pulses, which allow the qubit state to oscillate in a 
controlled fashion, providing the mechanism for quantum logic gates.
These are all necessary, but feature in many technologies. Two properties of the Hitachi 
Cambridge structure set it above the norm; the isolation and the measurement capability. The 
two dots are very well isolated from the rest of the system (criterion 3) by virtue of sitting atop 
a tall insulating pillar. This has given coherence times some 100 times better than  alternative 
structures [17]. The measurement of the qubit (the last criterion) is performed by a Single 
Electron Transistor sited near the IDQD. The SET has the unique feature of being switchable 
between being sensitive and being insensitive regimes, by varying the alignment of the SET’s 
lowest unoccupied energy with the Fermi levels of the conducting leads it sits between. This 
allows the SET to  be switched off while the computation is happening (measurement during the 
calculation would prevent it acting as a qubit), and then switched back on to  provide measure­
ment. In most candidate qubit technologies either the measurement is difficult or isolation is 
limited. This combination of excellent properties gives the Hitachi Cambridge structure signifi­
cant possibilities.
1.1.4 Scope o f the work: Isolated D ouble Quantum  D ot electron dis­
tribution
The aim of the simulations detailed in this work is to  determine the electron density distribution in 
Isolated Double Quantum Dots, along with the energies and wavefunctions of their free electrons, 
in order to  understand the qubits a t the nanometre level.
The principle target of the numerical solutions sought in this project is the time-independent 
Schrodinger equation:
{ 2m j" V'Ti(r) =  (1.1)
This has been studied and solved for some 80 years since Schrodinger’s original paper in 
1926 [44]. For a cavity like a quantum dot, there are two regimes of the electronic structure 
- confined states and scattering states. In use as a qubit, particularly regarding the level of 
isolation implied by DiVincenzo’s 3rd criterion [9] regarding decoherence times (Section 1.1.2), 
we are only interested in the confined states.
1.2 Review  of the literature
1.2.1 H eterostructure origins o f Quantum  D ots
It was discovered in the 1970s[ [15], [8], [12]] th a t by growing a heterostructure consisting of a 
layer of semiconductor between two layers of comparative insulators (originally GaAs-AlGaAs) 
th a t the electrons in the middle layer became confined to th a t layer, inducing 2-dimensional 
behaviour, which was found to have numerous novel properties for electronics.
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As in any conduction mode in a crystal, the cloud of free electrons is no longer bound to 
individual atoms and instead moves through an effective background potential of positive atoms. 
This is referred to as a 2DEG, a 2-dimensional electron gas, and is a modification of the isotropic 
model of electrons moving in a continuous positive background medium (rather than individual 
atoms), the Uniform Electron Gas or ‘jellium’ model.
In more recent years, structures have been fabricated in which the motion of the electrons 
in the 2DEG is restricted in a second direction, thus constraining the motion largely to the 
one remaining dimension. These are known as quantum wires, and again the properties of such 
devices is dependent on their behaviour as ID  entities [7].
Finally, we can confine the electrons in this remaining dimension as well, leaving a ’OD’ device 
in which electrons are unable to move freely in any direction, known as quantum dots. These 
small islands of conduction embedded in insulators are no longer dominated by the longer-range 
degrees of freedom, and instead behave like a 3d particle-in-a-box [10]; confined states inside 
these quantum dots form an electronic structure in much the same way as an atom does, and are 
thus often known as ‘artificial atoms’ [43], despite being mesoscopic rather than  atomic in scale.
Some, particularly earlier, designs are based on electrical confinement of a 2DEG to form a 
potential well, and it was via this route th a t the discrete nature of electronic states in quantum 
dots and the artificial atom analogy was established, by first considering electron tunnelling onto 
and off the dot, the Single Electron Transistor configuration [33]. Other designs, as here, focus 
on static quantum dots which are defined lithographically rather than electrically.
1.2.2 Types of quantum  dot
Since the only real requirement to  construct a quantum dot is a small (nm) region of semicon­
ductor inside a comparatively insulating material, there are many types of quantum dot using 
different materials and construction techniques.
One popular class of quantum  dot is the self-assembled dot; a thin layer (the wetting layer) of 
semiconductor is deposited on a substrate with a mismatching lattice. The layer spontaneously 
forms into small regular structures, often pyramids or similar shapes, which can be grown to 
the required size - this is the Stranski-Krastanov growth mode [50]. There is a limited level of 
control in construction of these quantum dots, however; there is significant variation in the sizes 
of the dots, and therefore their characteristics.
Alternatively, a heterostructure like layers of semiconductor can be etched or lithographed 
down to some shape like a circle, leaving a pillar-shaped island of semiconductor embedded in 
insulators. This is the type considered in this work, where the heterostructure is a layer of 
Silicon sandwiched between silicon dioxide, onto which is drawn the dot shape, and which then 
has oxygen gas passed over it to grow a layer of Si02 along the exposed Silicon surface [17].
1.2.3 Coulomb blockade and sensing through an SET
If we construct a quantum  dot between two contacts, we can make use of the quantised states 
inside the dot to control conduction through it. If we surround the dot with gate contacts through 
which we can apply a local electric field or bias to  the quantum dot, then we can raise or lower 
the ladder of electron energy levels such th a t they align (or do not) with the Fermi level (s) of 
the contacts, enabling (disabling) the movement of electrons onto and off the dot; it has become 
a Single Electron Transistor [16].
Alternatively, by measuring the movement of charge, then, we can discover the strength of the 
electric field at the position of the SET, and thus use it instead as a very sensitive electric field
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sensor, as a result of the significantly non-linear response of the resistance to  the distribution of 
charge in the region near the SET.
The Hitachi structure makes use of an SET to detect fractional charge movement in the IDQD 
from over 100 nm away when required, but to switch off the sensitivity at other times to  help 
maintain coherence. [17]
1.2.4 Lateral double quantum  dots
Continuing the analogy of quantum  dots behaving like artificial atoms, we can draw a pair of 
quantum dots adjacent to  each other in an attem pt to  construct an artificial molecule in which 
the electrons from the two dots can interact. If the dots have a sufficiently low barrier, then by 
applying a bias electric field gradient across the DQD we can force an electron to transfer from 
one dot to the other.
W hen two isolated but identical atoms are brought in proximity with each other, we see 
coupling between the energy ladders of the two atoms. The overall wavefunction of both electrons 
can accommodate either both electrons in the same phase (symmetric) or in opposite phases (anti­
symmetric). This difference is enough to split the two electron energy levels; these are known as 
the bonding and anti-bonding states [43].
1.2.5 Qubits w ith  quantum  dots
Some groups are working in pursuit of spin-qubits, in which the two encoding states are the 
spin-states of an electron [23]. Others are considering pairs of silver nanoparticles [52], behaving 
as artificial atoms.
Some similar research was carried out by Bychkov [5], including the later Density Funcional 
Theory work being carried out in this project. However, the work is concentrated more on spin 
effects [55] and not on electronic structure. Also notable is work by Li et al [37], in which 
InAs/GaAs dots are considered. While useful, this method concentrates on the effective mass 
non-linearity caused by using a compound semiconductor; they use a non-uniform finite difference 
mesh.
In this work we consider charge qubits, using laterally coupled double quantum  dots; the 
location of the electron is then the state encoding of the qubit, again read by the SET to read 
out the value of the qubit.
1.2.6 A tom istic versus envelope potential and Effective M ass Approx­
im ation
Much of the literature considers a different scale of dot; those of a few atoms to  a few nanometres, 
which enables atomistic modelling - this is the quantum  chemistry approach [35,40]. There 
are many packages available ( #  some expense), but these packages are for simulating tens to 
hundreds of atoms, and work on the basis th a t the atom positions are known. In the devices 
under study here, there are many thousands of atoms, forming a background potential which 
would be prohibitively costly to  compute. Constructing an effective potential, however, and 
using the Effective Mass Approximation is a commonly used alternative [43].
An alternative approach to the Effective Mass Approximation is the tight-binding approach, 
in which the atomic orbitals of the material themselves are considered; Hada and Eto [20] com­
pare the tight-binding model and the Effective Mass Approximation for 3D harmonic wells and 
cylindrical Silicon quantum dots using DFT, and find th a t the Effective Mass Approximation is 
valid.
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Figure 1.2: Comparison of the atomic potential and that of the quantum dot region using the 
effective mass approximation, as used in this study. The quantum dot potential well (left) has 
a limited depth and is varies smoothly inside the dot region. The atomic potential due to a 
nucleus (right) can cause problems as the potential is unlimited at the nucleus, and can produce 
singularities a t node points on real-space grids.
1.2.7 A nalytic and sem i-analytic approaches
W hen considering structures with a z size Sz <C Sx and Sz Sy, some authors treat the structure 
as a 2-dimensional, take a parabolic shape for the well itself, and assume an analytic relation for 
d'lP/dz [38], [26].
The devices under consideration here, however, have comparable scales in z to  those in x  and 
y, and the shape of the potential is not well approximated by a parabola; without any surface 
charge, the shape is approximately a square well. Jiang et al [32]have taken a mixed path by 
using a particle-in-a-box representation of the basis and solved in 2D, in order to permit larger 
numbers of electrons to be considered.
We have opted instead to  avoid making any assumptions about the dimensionality of the 
solution or the  form of the wavefunctions.
1.2.8 Solution space representation -  3D cuboid lattice
Many basis choices are available for the solid state or quantum chemistry theorist for wavefunc­
tion calculations. Much of the literature, however, is focused on atomic orbitals and molecular 
orbitals, which have characteristic Coulomb wells, for which predefined bases are an attractive 
choice. However, in this work we are considering a quantum box of some arbitrary shape, in 
which the confining potential is broadly uniform, and defined by high potential walls; see Fig.1.2. 
In this scenario, predefined orbital bases are ill-equipped to handle essentially arbitrary wave­
function shapes whose shapes we do not know in advance.
For calculations of the band gap, or optical modes, often k.p or similar multiband methods 
are employed, which use a periodic basis like the plane wave basis [2]. However, to  model a single 
device like a quantum dot, these methods must be adapted to use a supercell or other technique 
to overcome the innate periodicity of the basis.
In this work, however, we are considering many-body effects, including the Coulomb repulsion 
between orbitals which is most directly approached using real space methods; the Coulomb 
interaction is a real-space effect dependent on the real position vector r  between two points. 
Chelikowsky et al [6] espoused the use of real-space methods for any aperiodic structure (focusing 
on diatomic molecules), as long as some effective or pseudo-potential was in use to  avoid problems 
like singularities a t grid nodes as previously mentioned.
Given these reasons and for simplicity, a regular cuboid grid representation was chosen over 
which all the functions (density, wavefunction, potential) would be discretised. This enables the 
interchange of vectors of function values between parts of the system, significantly reducing its 
overall complexity. Solution is possible, as a result, for any arbitrary potential; the wavefunction 
is assumed to  be entirely contained within the cuboid grid, effectively placing the grid inside a
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well w ith infinite walls.
1.2.9 D ensity  Functional Theory applied to  Quantum  D ots
Density Functional Theory [36] provides a means to convert the many-body problem to a single­
electron system with an effective potential [27]. Berggren et al [4] investigate the role of the 
exchange and correlation functionals in quantum dots, finding th a t the correlation functional 
can be neglected. In this work we use the Local Density Approximation [42], which is already 
very simple, so we have not opted to take this step.
One shortcoming of vanilla DFT methods is the self-interaction error, and it was a factor in 
this work. A recent modification to  D FT [18] called Self-Interaction Corrected (SIC-) DFT may 
offer an answer to this problem, but it was beyond the scope of this work. Other types of DFT 
are discussed in Chapter 9.
Hada and Eto also consider the exchange for Silicon quantum dots [21], using a double 
quantum dot comprised of harmonic wells, for the limited case of a 2-electron system, neglecting 
therefore any further effective mass directions. In this scenario, they find the exchange to be 
absent w ithout inter-valley tunnelling.
Ahn et al consider inter-valley coupling and splitting effects in Silicon dots [l]and find th a t 
inter-valley degeneracy is split in the presence of electric fields (for more detail, see Section 2.2.4).
1.3 Publications
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• P. J. Howard, A. D. Andreev, D. A. Williams, loP Condensed M atter and M aterials Physics 
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• P. J. Howard, A. D. Andreev, D. A. Williams, Abstracts of UK Compound Semiconductors 
Conference 2006, Sheffield (Oral Presentation), “Modelling Electronic States In Silicon 
Double Quantum Dot Charge Qubits”
• P. Howard, A. Andreev, D. A Williams, A bstracts of UK Compound Semiconductors 2007 
“Modelling SET current response on the variation of the electron density in S i/S i02 Isolated 
Double Quantum Dots” , University of Sheffield
• P. Howard, A.Andreev, D.A. Williams, Abstracts of the 34th International Symposium 
on Compound Semiconductors (ISCS 2007) Kyoto, Japan “Density Functional Theory 
Calculations of Electronic Structure in Silicon Double Quantum Dots”
• P. J. Howard, A. D. Andreev, D. A. Williams, Physica Status Solidi C Current Topics 5 
3156-3158 (2008) “Density functional theory calculations of electronic structure in Silicon 
double quantum dots” [28]
• P. Howard, A. Andreev, D.A. Williams, Poster PH-8, The 9th International Symposium 
on Foundations of Quantum Mechanics, ISQM-2008, Tokyo (2008) “Modeling of Charge 
Qubits based on S i/S i02 Double Quantum Dots” ,
• P. J. Howard, A. D. Andreev, D. A. Williams, Foundations of Quantum  Mechanics in the 
Light of New Technology ISQM - Tokyo’08 243-245 (2009) “Modelling of Charge Qubits 
Base on SI/SIO2 Double Quantum Dots” [29]
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Komaba Research Campus of University of Tokyo, 18th - 20th November (2009) “Theory 
of the Electronic Properties of Si-based Quantum Dot Structures for Quantum Information 
Processing”
Of these, the Physica Status Solidi paper has been cited by several articles from the Oak 
Ridge National Laboratory group working on silver dimers [52]
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Chapter 2
Theory
2.1 Silicon above the M ott transition
As a semiconductor, intrinsic (undoped) Silicon has a band gap, and a temperature-dependent 
population of free electrons in the conduction band with corresponding holes in the valence band. 
Adding a donor impurity like Phosphorus donates electrons; at a critical donor density, Silicon (in 
the low-temperature limit) undergoes a transition from insulator to metal, as the donor electrons 
populate the conduction band as free electrons. We consider in this work heavily P-doped Si 
above the M ott transition [31].Thus we are considering the behaviour of a number of electrons 
in a potential well defined by the Si/Si02 interfaces.
2.2 Anisotropic Effective Mass Approximation in Silicon
Much of the behaviour of Si/Si02 quantum dots is determined by the properties of Silicon, in 
particular its indirect band gap and the resulting need to use an anisotropic effective mass. So we 
first briefly look at the nature of the Silicon band structure and its origins, and then incorporate 
the result into an Anisotropic Effective Mass Schrodinger equation.
Figure 2.1: Silicon unit cell, showing the diamond lattice structure of a Bravais lattice Face 
Centred Cubic with 2 Si atoms per lattice point, making it analogous to two intermeshed FCC 
lattices. Figure from Askeland, Fulay, Wright The Science and Engineering of Materials [3]
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Figure 2.2: First Brillouin Zone of an FCC crystal resulting from its BCC reciprocal lattice. 
Figure: Hummel, Electronic Properties of Materials [30]
2.2.1 Silicon crystal structure
Any crystal contains a periodic lattice of atoms, which can be seen as a repetition of some minimal 
unit cell, depending on whether the crystal is Body Centred Cubic, Face Centred Cubic, and 
so on. Silicon has a diamond structure, with each Silicon atom connected symmetrically to 4 
neighbours. This forms a Face Centred Cubic structure, with a 2 atom base -  2 Si atoms per 
lattice point. The unit cell is shown in Figure 2.1.
The Fourier transform of an infinite lattice is another infinite lattice, as a result of the 
periodicity of the structure, known as the reciprocal lattice. Face Centred Cubic real-space 
lattices yield Body Centred Cubic reciprocal lattices. The region geometrically closest to a given 
reciprocal lattice point is known as the Wigner-Seitz cell, or the First Brillouin Zone (Figure 2.2). 
Each point within this zone corresponds to a value of the wavevector k.
2.2.2 Silicon band structure -  an indirect band gap
The band structure of bulk Silicon, shown in Figure 2.3, shows that the conduction band mini­
mum of Silicon is not directly above the F point, but ~  85% of the way towards X .  Since there 
are 6 X  points in the Brillouin zone -  2 on each of the cartesian axes -  we find that Silicon 
has 6 conduction band minima. In this work we refer to individual minima by reference to the 
three cartesian ‘directions’ and the two ‘valleys’ (from the band structure) in each direction. The 
valleys lie along the A lines corresponding to crystal directions [100], [Ï00], [010], [0Ï0], [001], 
and [00Î].
2.2.3 Effective mass approximation
In the band structure of a crystal, the conduction band minimum is usually well-approximated 
by a parabola (consider Silicon, Fig. 2.3). If we restrict ourselves to the range of the Brillouin 
zone k-space in which this is true, we can write the dispersion relation for the conduction band 
edge:
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Band Gap
Figure 2.3: Band structure of Silicon, showing the edges of different bands as they vary along 
the lines from one point in the Brillouin zone to another, e.g. from F at the centre to X  at 
the centre of each of the smaller faces. The gap between the valence and conduction bands is 
marked. Note the conduction band minimum 85% of the way from F to % is not above the 
valence band maximum, making this an indirect band gap material, with the band gap between 
the dashed horizontal lines. Figure: Hummel, Electronic Properties of Materials [30]
J [001]
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/
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Figure 2.4: Ellipsoid isoenergy surfaces around the X  points in the Silicon Brillouin Zone. Image 
used under license Cc-by-sa-3.0, attributed to Brews Ohare
E(k) ^ E(ko) + ^  + m,, + m. (2 .1)
where ko is the centre of the minimum. Since for an isotropic parabola this is analogous 
to the energy of a free electron wavefunction jFfree(k) =  m |k p  of (relativistic) mass m^, this is 
termed the effective mass approximation, and permits us to trea t the electrons as free electrons 
with this modified dispersion relation. The effective mass values collectively form the effective 
mass tensor, which is diagonal when the coordinate system is aligned with the crystal axes.
2.2.4 A nisotropic Effective M ass in Silicon
In Silicon, because the conduction band minima are degenerate and indirect, the six minima 
form ellipsoid iso energy surfaces around the X  points of the Brillouin Zone. This indicates th a t 
the effective mass at these minima is not isotropic; they have been determined to be m i/m o  =  
0.9163 ±  0.0004 parallel to the appropriate cartesian axis (longitudinal) and m^/mo =  0.1905 ±  
0.0001 in the two transverse directions [24].
We assume in this work that the inter-valley coupling can be neglected; Ahn et al [1] consider 
this coupling for Silicon quantum dots and confirm th a t the coupling between valleys in differ­
ent directions can be ignored. They found an inter-valley coupling between co-aligned valleys 
appeared in an electric held, obtaining a splitting between the energies from different valleys of
63.5 peV at an electric held strength of 400 kV/cm  in a 6 x 8 x 12 nm dot. In the units used in
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this work, this is a field gradient of 40 meV/nm, which is more than twice the maximum field 
strength considered here. Since the only effect of this coupling is to split the orbital energies, 
we have used a fixed energy splitting of 25 peV throughout, in order to maintain stability in the 
result.
2.2.5 Anisotropic EM  A Tim e-Independent Schrodinger equation
The potential barrier at the Si/Si02 of 3.2 eV confines the free electrons to  the Silicon region, 
much like a particle-in-a-box. In an Isolated Double Quantum Dot structure, under the Effec­
tive Mass Approximation, we can then solve the Time-Independent Schrodinger equation using 
anisotropic effective mass:
n?
2mo
1 d
mZ dx^ m* mZ dz^ ^
1 d
(2.2)
Since the two valleys in a given direction are symmetric, assuming the valleys are independent 
gives us 3 Schrodinger equations for the three cartesian direction, each with the longitudinal 
effective mass aligned along it and the transverse effective mass in the other two directions. We 
split the energies of each of these using our fixed valley splitting.
We then assume th a t with spin-degeneracy the lowest n /2  orbitals will be filled from these 6 
sets of eigenvalues and eigenfunctions. This makes the overall free electron density very sensitive 
to the relative ordering of the energies from the different anisotropic directions when there are 
near-degenerate levels in different directions.
2.3 D ensity Functional Theory
Thomas-Fermi statistics [14, 51] define an electron density function from the wavefunctions of 
the electrons in the system:
N
n =  n  [-0]
(2.3)
(2.4)
W here N  is the number of electrons in the system. This cutoff is equivalent to the Fermi-Dirac 
distribution at absolute zero.
Hohenberg-Kohn [27] showed this to be a 1:1 mapping between the ground state wavefunction 
and the ground state density functional i.e. there is an inverse mapping:
(2.5)
2.3.1 K ohn-Sham  Theory
Kohn-Sham [36] start from the Slater’s result [47] that the ground state energy of an interacting 
inhomogeneous electron gas in a potential V (r) can be written:
E  = J  v{r)n{r)dr +   ^JJ  ^ +  G[n]
where G[n] is a functional of the density.
(2 .6)
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They proposed an approximation of this general functional, splitting it into the kinetic energy 
T s [ n ]  and the exchange-correlation functional Exc[n]:
G[n] = Ts[n] +  E-^c[n] (2.7)
Hohenberg-Kohn showed th a t assuming a slowly varying n(r), E^c can be shown to be de­
pendent on the exchange and correlation energy of a uniform electron gas, Cxc:
Exc[n] = J  n (r)ex c[n (r)]d r  . (2 .8 )
Prom this, we can define an exchange-correlation effective potential //xc:
= (2.9)
Kohn-Sham derive the result th a t the many-electron system, assuming a slowly-varying n (r)
can be w ritten as analogous to a single electron moving in the effective potential
Kft =  V ( t )  +  j  +  ;<xc(n) (2.10)
Thus we have the result th a t we can translate the many-body Schrodinger equation into a 
modified single electron equation, where our modified single electron Hamiltonian is:
H'lf^n =  +  Eeffj V’n =  E n i> n  (2.11)
and the effective potential is composed of the original potential, a Coulomb interaction
(direct) term  Vc, and an exchange-correlation term  V^c-
Pefï = V  + Vc + Vxc (2 .12)
and th a t the system must be solved self-consistently.
2.3.2 The D irect Contribution and the Poisson equation
We know the direct (Coulomb) contribution to the effective potential:
However, this is simply an inversion of the Poisson equation. Numerically, it is generally 
easier to solve the Poisson equation than to calculate the potential from an integral method. 
The Poisson equation (in SI):
V V  =  — ^  (2.14)
€o6r
where <f) is the potential (V) and p the charge density (Cm'^). We can obtain p by:
p = n (r).e  (SI) (2.15)
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2.3.3 The Exchange-Correlation Contribution — LDA
Prom the original paper source [42], we have some empirical equations in Scaled Atomic Units 
using the Local Density Approximation. They define:
and in these units, give the potential Vy_c =
P’xc — P-ex T  A^ corr 
-0.611
P ex  —
B
PcoTT — C corr T
3 [l +  c y ^  +  D rs]‘
r ,  F
PcoTT =  Ccorr — +  G  +  H { 1  +  In (rg ))
where these use the density param eter r^, defined as:
(SAU)
(r , > 1) (SAU) 
(r , < 1) (SAU)
(2.16)
(2.17)
(2.18)
(2.19)
(2.20)
47rn(r) _ •77 (SAU)
where
Go- — «0
(2.21)
(2.22)
and Go is the Bohr radius gq =  0.529Â. This is nearly the same as the Wigner-Seitz radius 
mentioned in the original Kohn-Sham paper, except th a t their =  Ts-Gq
Equations 2.19 and 2.20 use another quantity, the energy per electron for the correlation 
interaction, Ccorr, empirically given as:
B
[1 +  C y / r l  -1- D rg]
Ccorr =  E  + F  ln{rs) -f Grs +  Hrg In(rg)
All these equations rely on parameters:
(r« >  1) (SAU) (2.23)
(r , <  1) (SAU) (2.24)
B  =  -0.1423 (2.25)
C = +1.0529 (2.26)
D = +0.3334 (2.27)
E  = -0.0480 (2.28)
F  = +0.0311 (2.29)
G = -0.0116 (2.30)
H  = + 0.0020 (2.31)
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2.3.4 U nits
To convert back to SI, we to  the energy unit:
we know
IR y  =  hcRoo — 13.605... eV
and Rr
moe^
(2.32)
(2.33)
(2.34)
So if
R yT Y l*
moel
=  he
moe^ m  
Selh^cmoe^
8{eo€r)‘^ h^
m* /  Y
2 \4eoer7r/îy
(SI)
(SI)
Looking also at
r.c = -  (SAU)
(2.35)
(2.36)
(2.37)
47rn(r)J Gq
we have Gq in SI but is in SAU, and the units cancel giving as dimensionless. Thus we
can say
r .c  =
47rn(r)_
So now we can convert Equation 2.18 to SI:
0.611
P e x  —
-r (SI) (2.38)
,(5/) =Pèx ' =
(SAU)
(SI) (2.39)
This is also done for the other p  and e. In this model we calculate the quantities /icorr? hex 
and Ccorr internally in SAU, and then convert them  to SI.
Since these LDA calculations rely only on the local density n  a t a single grid point, no further 
effort is needed to discretise the equations and use them  to calculate the contribution.
2.3.5 Com bining the results
Having obtained the electron charge density p from Equation 2.15 and the SI potential (j) via 
Equation 2.14, we have the Coulomb contribution to  the effective potential energy
Vc =  e.4> (2.40)
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since ^  is the potential in Volts, and we need the potential energy in eV. We combine this 
with the exchange-correlation result
(2.41)
and the original potential V  of the DQD, to get:
+  +  (2.42)
2.3.6 Self-consistency loop
Unfortunately, DFT is does not directly yield a result. depends on the density functional:
V;g =  y  +  %:(Tt)+%cc(Tl) (2.43)
=+ Ueff =  UeffN (2.44)
And the density functional depends on the electron wavefunctions:
n =  n(V?o, • • •) (2.45)
But the wavefunctions are dependent, via the Schrodinger equation, on the effective potential
=  '0[Ueff] (2.46)
As a result, we have a self-consistency cycle:
Ves[n] 'tp[V] n[ip] UeffW • • • (2.47)
Note th a t this process can begin and end on any of the points in the process th a t offer a complete
description of the system (i.e. is unique); n n', 'ip ^  Ugff-
In this work we choose to begin with a trial free electron density n(r), and calculate the 
resulting n '(r). From this we calculate a new trial n (r), and repeat. The choice of free electron 
density rather than effective potential as the in /out vector is driven by numerical consideration 
-  see Section 3.7.1.
2.4 System -specific considerations
2.4.1 Surface charge density
In oxidised Silicon structures, the Silicon bonds at the Si/Si02 interface often form quantum 
wells, which trap  electrons from the free electron bulk. The exact nature of these states and 
their density is not known, particularly along a curved boundary, and is the subject of ongoing 
research [34]. In lieu of a better model, we model them as a uniform surface of charge psc over 
the whole dot boundary in xy. This acts as a repulsive confinement in addition to  the Si/Si02 
effective potential, and softens the shape of the confinement potential via the 1/ r  dependency.
There are no surface charges along the z boundaries of the dot as these are not formed by 
oxidation and thus do not suffer from these surface defects.
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2.4.2 Im purity charge density
In the Si/Si02 structure, the electrons are provided by donor P  impurity atoms. We model this 
as a uniform background positive charge distributed over the volume of the dot or double dot. 
This impurity charge density pim is added to  the electron density when calculating the total 
charge density.
The to tal impurity charge is necessarily equal in magnitude and opposite in sign to the total 
electron charge (including both free and surface electrons):
L
Pim d r — ÇgJVe (2.48)
where Çe is the electronic charge and Ne is the number of free electrons.
2.4.3 Total charge density
Thus we have the to tal charge density:
P ~  Pel "b Pim ~b Psc (2.49)
where pei is the free electron charge density from the density functional n. In this model we 
supply the to tal charge density to  the Poisson solve, removing the need to calculate a separate 
static charge induced potential.
2.4.4 N on-zero tem perature
In the zero tem perature approximation, the electrons are assumed to occupy the lowest N levels 
available, so we select the N levels with the lowest energy eighenvalues from the sets, thus taking 
the ndir{nx,ny,nz) lowest wavefunctions from each set of wavefunctions, where n^, riy and 
are rarely the same.
However, the system is not at zero tem perature, so instead we apply the Fermi-Dirac statistic
to the set of wavefunctions to find the occupancy, and from th a t deermine the density. Fermi-
Dirac statistics state th a t at some tem perature T  Kelvin, the occupancy of a level is given by:
— ( E - E f )  (2.50)
1 +  e ET
So now the density is calculated to  be
p(v) = g Y , F ( E , ) M ^  (2.51)
i
where g is the degeneracy due to spin and valleys. In practise, we use a low tem perature of 
20 mK, so the Fermi-Dirac statistic is still close to a step function.
2.5 Summary
We use an Anisotropic Effective Mass Approximation approach for Silicon, yielding a trio of 
Schrddinger equations to solve for the different effective mass directions, by assuming th a t the 
cartesian coordinate system is aligned with the crystal axes, and th a t there is minimal inter-valley 
coupling in co-aligned conduction band valleys.
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The calculation of orbitals from an effective potential forms one stage of the self-consistent 
Density Functional Theory loop, which we opt to  calculate using trial free electron density vectors. 
We include static contributions for the positive impurity charge density and the repulsive surface 
charge density in the total charge density supplied to  the Poisson solve.
We use a linear solution of the Poisson equation to  calculate the Coulomb contribution to the 
effective potential, and the Local Density Approximation to approximate the contribution from 
exchange and correlation effects.
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Chapter 3
Num erical m ethod
The limitations of computers have always driven numerical solution of Schrodinger’s equa­
tion [44]. Density Functional Theory is a method to  enable computation of many-body system 
wavefunctions by replacing the problem of computing them  directly with a many-body effective 
potential and a single-electron problem [36]. Similarly, this work uses a series of optimisation 
and shortcut steps designed to extend the range of feasible targets for solution to cover Isolated 
Double Quantum Dots, whilst maintaining accuracy.
In this chapter the algorithmic shape of the whole system and each of the m ajor blocks is 
given with the optimisations they contain.
3.1 Overview of the D FT loop
The main self-consistent loop involves calculating a trial free electron density, and using this to 
calculate the exchange-correlation potential contributions. Adding the static charge densities 
of the positive impurity background and the surface charge, we solve for the direct (Coulomb) 
contribution. These potential contributions are added to the external, static potential and the 
Schrddinger equation is solved, providing a set of wavefunctions which can be combined to 
calculate an output free electron density. An algorithm is then used to generate a new trial 
density for the next iteration of the loop, and the process repeats until a sufficient convergence 
condition is reached, as shown in Figure 3.1.
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Figure 3.1: The density-density D FT self-consistency loop, showing the main stages of input 
density via functionals to potential, potential via Schrodinger solve to wavefunctions, and wave­
functions via probability density calculation to density.
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3.2 Defining the numerical problem
The central aim for the system is to determine the set of eigenstates which satisfy the anisotropic 
DFT equation self-consistently. This can only be done iteratively, improving our trial solution 
until it converges. If we represent a trial solution by the vector v, it will satisfy:
A ( v ) = v  +  r  (3.1)
where A  is the transformation effected by completing one self-consistent loop, and r  is the 
residual vector, whose norm ||r || is a measure of the error.
In this section we show the representation of v, apply the DFT self-consistency loop to it, 
and determine a method for finding the solution in the space allowed by our representation. The 
representation chosen for this work is the real-space cuboid grid, so a single vector v  contains 
the value of a distribution at each point on the grid. Alternative representations, and their effect 
on the numerical solution are discussed in Sections 1.2.8 and 9.1.
3.2.1 N um bering scheme
The numbering scheme used is given in Figure 3.2.1. Boundary points are not numbered, as 
shown, as the values of functions here are either calculated as needed or implicitly zero (as, for 
example, in the Schrodinger solution).
3.2.2 Sparsity o f the Laplacian
One significant effect of choosing the real-space grid discretisation and the finite difference method 
is that the matrices of the Hamiltonian (Laplacian plus diagonal) in the Schrddinger solve and 
the Laplacian in the Poisson equation are highly sparse so are never stored, as it would require 
8N^  bytes of memory; if AT =  1 x  10®, we would require approximately 1TB of storage, of which 
only <  45MB would be non-zero values.
o o o o o o
o o o o o o
o o o o o o
o o o o o o
0 o o o o o
Figure 3.2: The numbering scheme in place, shown for a 2D grid. Numbering begins a t one 
corner, and progresses along x,  then line by line along y, and finally plane by plane in z (not 
shown). Highlighted here are also the effective boundary grid points, which are not numbered.
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3.3 Finite Difference
The Finite Difference method is simple and has been in use for many years [25] for solving 
partial differential equations. The method works by approximating the derivative of a function 
a t a point by a weighted sum of the values around it:
+  (3.2)
The most simple symmetric scheme (known as a central difference) is:
9f{x)  _  f { x  + ^ )  -  f { x -
Since in the Schrodinger equation we are interested in we can apply this again, obtaining:
_  f { x  + Ô ) -  2 f{x)  +  f { x  -  5)
Note th a t this is a weighted sum over values a regular 5 distance apart. Denoting the value 
of f { x )  on a discrete grid as /„ ,  and the grid spacing as h we thus obtain the relation:
rt/ ^  f n - { - l  ^ f n  d~ f n —1
■fn ~
3.3.1 Error estim ation w ith  a F inite Difference scheme
Intuitively, we can see th a t the error in a value of a derivative arrived at by a scheme such as 
Eq.3.5 is dependent on the spacing of the points, i.e. 5. As we reduce this spacing, the implicit 
approximation th a t the function f { x)  in the range Xn-i  < x  < Xn+i is well approximated by 
a parabola becomes increasingly plausible. However, to put this on a stronger mathematical 
footing, we consider a Taylor expansion of the function a t an adjacent point:
f n + i  — f { x  + h) = f {x)  + +  • • • (3.6)
If we term inate this at the second term, we obtain an estimate of the error in the first order 
approximation:
f { x - h h )  = f {x)  + —f '{x)  + 0{h^)  (3.7)
Rearranging:
f { x )  = ^ [ f { x  + h) -  f{x)] + 0{h)  (3.8)
Although this is not the central difference scheme we had in Eq.3.5, it still produces the 
central difference second-order scheme, if we consider f { x  — h):
f { x  + h) = f{x)  + — f '{x) + — f ' ' { x ) . . .  (3.9)
f { x  — h) = f { x )  — —f '{x)  + — f ' \ x ) . . .  (3.10)
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Summing, we get:
f { x  +  /i) +  f { x  - h )  = 2f{x)  +  0{h^)
f  i ^ )  =  2 ^ ^  ~  ~  0 { h ^ )
3.3.2 F in ite Difference for th e Schrodinger equation
(3.11)
(3.12)
For some function f { x )  on an interval, the whole of f " {x )  can be found by forming a tridiagonal 
m atrix T  of the coefficients, and multiplying by a vector of the function values fn.  Now each 
line calculates the value for a single point, and the whole system for the complete function:
f "  «  T /  =
- 2  
1 
0
1
- 2
1
r / i
Î2
h
J
(3.13)
Figure 3.3: Nearest neighbour stencils for a) a 3 point ID scheme, and b) a 7 point 3D scheme
This can be generalised to  3D (see Fig.3.3), obtaining a m atrix of order N  (where N  is the 
number of points on the grid), and 7 non-zero values per row, representing as the matrix.
If we return to  the Schrodinger equation, this means we can reformulate it as a m atrix 
equation. can be combined with its coefficient, and the contribution from the potential V 
can be re-written as a diagonal matrix:
r 6 - 1  . . .  - 1   ^ f 0 0
2m
- 1  6
0 * • 6 —1
- 1  6
+
0 V2 0 
0 0 0
. 0 0  Vji J
h  1 r f l
Î 2 /2
=  E n
f n  , . f n  >
(3.14)
But these two matrices can be combined into one, giving us a numerical m atrix approximation 
to the Hamiltonian:
H
' 6 c - | - —1 ••• —1
— 1 6c-fÛ 2 —1
— 1 6c 4* Un ,
(3.15)
Thus our equation is reformulated as a numerical eigenvalue equation, with eigenvectors 
and eigenvalues {En}:
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H f(") =  (3.16)
This is the basis of the Finite Difference method. The accuracy of the solution can be 
improved for the same matrix order by improving the weighting function approximating V^, 
which is an area of research in itself [11,48,49], and considered later in Section 3.3.4. The finite 
difference method provides us with a standard eigenproblem to solve, with a large sparse matrix.
3.3.3 F inite Difference w ith  cuboid grids
Consider a cuboid lattice, in which the spacing of points along each axis differs; hx ^  hy ^  hz. 
In this scenario, the recombination of the set of weights seen in Eq.3.2 is slightly more complex 
than the cubic lattice:
M  +  (3.17)
X  i —
V ^ /(r) Wif{x  +  ihx,  y, z) +
i = - a  
2 3=^
T2 1 2  +  +  (3.18)
y j ^ - b
2  k —c
I Z  W k f { x , y , z  +  khz )
k = —c
3.3.4 Higher Order F in ite Difference Schemes
We can construct a higher order approximation to  the second derivative [53], using more than 3 
points in each direction. Extending our Taylor expansion for arbitrary numbers of neighbours:
/ ( x  +  fcft) =  / ( x ) + ^ i / < " ) ( f e h ) "  + 0 { { k h y + ^ )  (3.19)
n—1
/ ( x - f c f t )  =  / ( a : ) + ^ l ( - l ) " / W ( A : f t ) "  + 0((khr+'^)  (3.20)
„=i ™
This gives us a set of r  equations in r  unknowns, which can be solved for f ^ ‘^ \ x ) ,  yielding a 
set of 2r — 1 weights. The first of these, for r  =  2 is the 1, —2,1 scheme from earlier. The weights 
for schemes of up to 15 weights (r =  8) are given in Appendix B, originally from [53].
In 3D, we use the general scheme as seen in Eqn. 3.18 - each direction is kept separate, and 
thus can have a different inter-nodal step h, and a different sized stencil, as seen in Figure 3.4.
3.3.5 Order ramping near boundaries
Using a difference scheme with 3 points is simple adjacent to  a boundary, given the value on th a t 
boundary. W ith a high order scheme, however, we have two approaches, dependent on the type 
of boundary condition in place:
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Figure 3.4: Different schemes are used in each direction, as the approximations for
l a )
b) ©--- ©----
c) 0 — © -------© -
2a) G 0 —0
b) o — o — e — o — o
0 G— e — o
Figure 3.5: Boundary calculations for an example with r  =  4, a 7-point stencil. In the naïve case 
(1) we see th a t as the central point of the stencil moves towards the boundary (la,b ,c), more 
values from beyond the boundary are needed, up to r  — 1. Alternatively, limiting the order of 
the scheme such th a t no points beyond the boundary are used, produces a ramping effect (2). 
This removes the need to calculate further values beyond the boundary. The order of the scheme 
is reduced (2b) until the 3 point stencil (c) adjacent to the boundary. In a higher dimensional 
scheme (3), the stencil order is reduced in the direction of the boundary only.
1. For the Schrodinger equation, the boundary and beyond are zero, so we can safely ignore the 
weights extending into the boundary when we get within rh  of it (illustrated in Figure 3.5 
la -lc ). This is a special case of the general approach of choosing to determine the values 
for the nodes outside the boundary, and using those values. This would, however, prove 
very expensive when we do not know the boundary values a t arbitrary points beyond the 
boundary and had to spend computational effort to  calculate them, as is the case in the 
Poisson solver.
2, An alternative approach is to ‘ram p’ the order of the difference scheme near the boundary. 
At the point immediately adjacent to the boundary, we use a 3-point scheme, which only 
needs the boundary value. As we move node-by-node away from the boundary, we increase 
the number of points in the scheme until we reach our chosen maximum, such th a t we 
never need values beyond the boundary value, as illustrated in 2a-2c in Figure 3.5.
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Figure 3.6; A polynomial fitted to a set of numerical data may not be a good approximation 
to the original function, and may result in values for ^  which are significantly affected for the 
worse by values far away. This example illustrates the instability of high-order polynomials when 
fitted through large numbers of points; inclusion of the left and right-most points gives rise to a 
very different shape at the point.
3.3.6 A warning about indiscrim inate use of high order difference schemes
High order difference schemes are very attractive, as they promise ever-smaller errors. However, 
this is not necessarily true when the underlying equation is the Schrodinger equation, whose 
solutions are generally trigonometric or exponential in form - these are not best approximated 
by polynomials.
Loss of precision by subtraction
There are several flaws in this arbitrarily increasing scheme order. The most significant of these 
is th a t the calculation of difference schemes is dependent on numerical differences, which are 
themselves limited by the precision of their in-memory representations. Using double precision 
(8 byte) Fortran real types, for example, affords around 15 decimal digits of precision. The highest 
order schemes involve several negative weights, and each difference calculated this way can lose 
many digits of precision; 5.1462 x 10“  ^ — 5.1461 x 10“  ^ =  1 x 10“  ^ with no further significant 
digits. As a result, the imprecision of a series of numbers is amplified by each subtraction of 
similarly sized numbers. As a result, the highest order scheme may prove to be worse in practise. 
In our tests, r  =  4 (7 terms) proved sufficient, w ith further terms yielding only slower execution.
Loss of stability
Approximating f "{xn)  with a 15-point scheme is equivalent to approximating /(x „ )  in the region
X n ~ 7 h  < X <  Xn + 7 h h y  Si polynomial of order 14, th a t is, f { x )  = ax^'^ + b x ^ ^  Polynomials
fitted in this way to a large number of points can be high unstable, and dependent on non-local 
values. In this example, a change in the value some 7h away from the current point will affect 
its value. Unfortunately, this effect is most apparent in regions where f {x)  is comparatively fiat 
- the contribution from f { xn  — 7h), some distance away from rc„, could be larger than those 
of nearer points, if this value is moved away from the common line. In this regard, the large 
number of points in the scheme increases the sensitivity of the resulting value to points further 
away from the position in question, as can be seen in Fig.3.6.
The loss of stability comes in the order of the polynomial. An order 14 polynomial is capable 
of producing numbers of a significantly larger magnitude. A second derivative of a parabola 
(from a 3-point scheme) is a constant, whereas a second derivative of an 0(14) polynomial is 
still 0(12). As a result, regions which are not best approximated by polynomials can produce 
significantly divergent values in high order schemes, as shown in Figure 3.6.
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R edu ction  in  sp eed
In our sparse m atrix representation of the Hamiltonian, the number of points in the finite dif­
ference scheme directly affects the number of non-zero values on a given row of the matrix. In 
the case of a 3-point scheme for a 3D laplacian, the m atrix is has 7 non-zero values per row 
(2 neighbours in each direction plus the central point). For a 15-point scheme for a 3D lapla­
cian, this is raised to 43 points per row. Since each value is calculated and multiplied for each 
matrix-vector operation, this represents 6 times as much computational effort. As the law of 
diminishing returns limits the additional benefit from each additional 6 points on the scheme 
for each increment of r , often a more approximate scheme will reduce the time taken for each 
iteration sufficiently to  balance the loss in accuracy, by allow the use of a finer mesh.
3.4 D ensity calculation
The free electron density is given by:
f  =  P.21)
N
where N  is the number of occupied orbitals. For a grid of points in real space, this is 
accomplished in 0 { N P )  calculations, where P  is the number of points on the grid:
A =  (3-22)
N
for a given grid point i.
3.4.1 Non-zero tem perature and Fermi-Dirac statistics
At non-zero temperatures, the density calculation adds a weight determined by the tem perature 
and energy eigenvalue, according to Fermi-Dirac statistics:
P =  (3.23)
N
where { (P „ ,P / ,T )  is the Fermi function, dependent on the energy eigenvalue En,  the Fermi 
energy E f  and the system tem perature T.
Unfortunately, this requires a value for the Fermi energy, which we do not know. We do 
know, however, that:
Y , f { E „ , E f , T )  = N  (3.24)
N
as the to tal occupancy must be equal to the number of electrons. We can use this to determine 
the Fermi energy Py, as we know all the other parameters E n ,  T  and N .  Since this is not directly
soluble, the approach taken here is to pick a trial value of Py and iteratively improve it to  solve
the corollary equation:
Y , f { E „ , E f , T ) - N ^ O  (3.25)
N
where each stage of this iterative solution forms the intermediate result:
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Y , f { E n , E f , T ) - N  = e (3.26)
N
where e is a measure of the error. We also truncate the sum at some minimum value of 
f { E n , E f , T )  > such th a t ^ >C e <C 1, giving us the final equation:
y 2 f { E „ , E f , T ) - N  = e (3.27)
which we solve by bisection in 0 {log2{/S~Ej^/ ^)), where AP^r is the energy level gap near the 
Nth. energy level. A good initial value of to try  is P j  =  Pat.
3.5 The Coulomb contribution
This contribution deals entirely with the effective potential from the repulsion between the free 
electrons. By summing the probability densities to get the density functional, we have a map of 
the charge distribution throughout the space. Prom this, for each point in the space we need to 
calculate the potential due to the charge at every other point in the space:
3.5.1 Integration
The most immediate method of calculating this result is by numerical integration or quadrature. 
For a grid of discrete points. Equation 3.28 can be approximated by a summation:
(» • )
where r^i is the m th grid point. Here, the number of calculations is 0 { N ‘^ ), where N is the 
number of points in the grid. This method will clearly give a good approximation, at the expense 
of a large amount of computing power. For a cube grid with 100 points on a side, this is several 
trillion (0 (10^^)) calculations.
3.5.2 Poisson reformulation
Looking at the problem again, there is a charge distribution associated with the density func­
tional, and we are looking to determine the resulting potential. This is the basis of the Poisson 
equation (in SI):
(3.30)
if we rewrite the operator as the Laplacian: =  A:
A0 =  —— (3.31)
where p is the charge density (Cm'^), ^  the electric potential (V) and e the permittivity 
(Fm‘^). For the right-hand side, we calculate the charge density:
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p(r) =  Çgn(r) 
where Çe is the charge on an electron (C).
(3.32)
3.5.3 F in ite Difference Poisson solution
Solving this is similar to the FD solution of the Schrodinger equation. Using the real-space grid 
chosen for the Schrodinger solution, and an FD scheme for the A as before (-1,2,-1), the problem 
is rewritten as a linear solve:
(3.33)
If we rewrite R{r)  =  — t hen we get:
A (t> = R
>
(3.34)
which is a standard linear solve.
3.5.4 Freespace boundary conditions
An immediate complication of using the Poisson equation is the requirement of boundary con­
ditions. Since the equation is a second-order PD F, solutions for the potential (f) are not unique 
without them.
The two main types of boundary conditions for Poisson solution are Dirichlet and Von Neu­
mann. Dirichlet boundary conditions specify the potential a t the boundaries;
0(ï*bound) — b (3.35)
and Von Neumann boundary conditions specify the derivative of the potential a t the bound­
aries, apart from a constant to  fix the datum:
^ 0 ( r  b o u n d )
dv
= h (3.36)
The only boundary condition th a t is immediately available is th a t the potential drops to 
0 as r  00. Many schemes use this method, bu t in an FD scheme this requires the space 
considered to be very large. Instead, a solution combining the quadrature method and the 
Dirichlet boundary conditions was formed.
3.5.5 Com bined N um erical Boundary Conditions
We consider the same space as the Schrodinger solver, and simply calculate the exact values 
at the boundaries via numerical integration. For a cube n  points on a side (n^ to tal points), 
this requires the calculation of 6n^ boundary values, each of which requires point charge field 
calculations, a total of 0 (6n^).
If we consider the Laplacian to be comprised of two parts, A^ and A t such that:
Afl 4- Ai, =  A (3.37)
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then we can consider Ag to be the finite difference part of the Laplacian which acts inside 
the boundary, and A 5 to be the part of the finite difference scheme which falls into the boundary 
region. Substituting:
Aa<j) + Nb4> = R
If we form some vector to  hold the values from the boundary region;
b = Ab(f)
then we can rearrange the values to form part of the right-hand side:
(3.38)
(3.39)
Aa4> +  b =  R (3.40)
Aa(l> = R - h  (3.41)
R  = R - h  (3.42)
A^ <^  =  R (3.43)
Thus arriving at another linear equation of the same form as before. A x  = b.
3.5.6 Norm alisation
One requirement of the HSL routine, however, is th a t the m atrix diagonal is close to 1 in mag­
nitude. Thus, the equation needs to be adjusted slightly to introduce a coefficient to this effect. 
This can be considered a basic form of preconditioning. Firstly, the coefficient is introduced, 
followed by a similar one to keep the right hand side R at a similar (~1) order of magnitude.
Afl — uaA^
These are then introduced into the vanilla equation and collected:
ua
A' ma
(3.44)
(3.45)
(3.46)
(3.47)
Defining a new coefficient
■Uy, ; - ----
UA
(f) =  U^(f)'
Substituting, the original equation is returned in the new ‘units’.
(3.48)
(3.49)
a : 0' (3.50)
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3.5.7 Solution Routine
Once again, the m atrix is highly sparse, similar to  th a t of the Schrodinger equation, but without 
the additional potential (V (r)) term  on the diagonal. To solve this, therefore, it is best to employ 
a sparse linear solver, which solves A x  =  b for x  given A  and b. The routine chosen for the task 
was MI31 from the Harwell Subroutine Library^. This routine is for sparse matrices, and works 
via reverse communication -  the routine starts and stops between matrix-vector operations, 
perm itting the caller to use their own matrix-vector multiplication routine (a key feature when 
using highly sparse matrices whose elements are recalculated each time). The matrix-vector 
multiplication routine used for TRLan needed little modification to  be used here, since the FD 
scheme is the same.
3.6 LDA Exchange-Correlation contribution
The simplest approximation to the exchange-correlation function is th a t of the Local Density 
Approximation. An empirical equation is available for calculating the exchange and correlation 
energies, pex and Pcorr, in scaled atomic units.
These were codified into functions which returned the given contributions in these unit sys­
tems, when provided with the density a t a point, p(r).
(3.51)
These were then wrapped in further functions to  convert them  to SI units:
=  (3.52)
Usage of any other functional like the Generalized Gradient Approximation would have nec­
essarily increased the complexity of this section of the code.
3.7 Solving D FT - the self-consistency loop
Each cycle of the self-consistency loop begins and ends with a free electron density vector. We 
can define the residual vector
r =  Vout i^n (3.53)
The norm of this residual vector as a fraction of the norm of the output vector gives us a 
measure of the self-consistency of this inpu t/ou tpu t vector pair:
' = iiSi
When the residual norm is below our chosen threshold of 0.5%, we say it has converged and 
cease calculation.
^HSL(2011). A collection of Fortran codes for large scale scientific computation, http://www.hsl.rl.ac.uk
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3.7.1 Trial vector representation and its effect on the error measure
The self-consistency loop is so named because is defines a cycle. We have chosen to  break the 
cycle a t the density, and thus use the density as the representation of our trial vectors and for 
our residual vector for the error measure.
An alternative, however, would be to break the cycle at the potential, and instead run from 
an input potential, solving the Schrodinger equation, calculating the density, solving the Poisson 
equation and calculating a new potential. This was, in fact, the original incarnation of the 
program. The final representation which could be used for inpu t/ou tpu t vectors is the set of 
orbitals. However, this varies in size and is many times larger than  the density or potential 
vectors.
There is a significant difference between using the potential and the density as the in­
p u t/o u tp u t representation. In using the to tal effective potential, much of the space has a value of 
~  —3.2 eV. The variations due to changes in the electron distribution are only of order 100 meV, 
however. Thus the magnitude of the output vector norm will be larger than the input vector by 
this ratio, as the -3.2 eV offset nets out between the input and output vectors.
The im portant point, then, is th a t the vector representation of the input and output vectors 
of the self-consistency cycle need to be free of offsets which affect both input and output, notably 
the to tal potential or the total chargedensity. However, using the free electron density or the 
many-body potential (excluding the static potential) avoids these offsets. In this work, the 
inpu t/ou tpu t vector representation is the free electron density.
3.7.2 Anderson convergence acceleration
Eyert showed [13] th a t the two main methods used for convergence acceleration in self-consistency 
calculations, the Anderson and Broyden methods, are equivalent. As a result, in this work we 
use the Anderson approach as it is significantly simpler to implement and has lower storage 
requirements.
The Anderson convergence acceleration method involves storing the input and residual vectors 
for each of the last i iterations. The method then takes these as a linear search space and uses 
these past vectors to generate a m atrix of coefficients. This (dense) matrix is then solved via 
a dense linear solver to find the input vector which would minimise the residual, yielding a set 
of i weights. W ith these, we construct both a new input vector and a new residual vector as 
weighted sums of the previous trial and residual vectors.
Finally, some fraction of the residual vector is added to the input vector to create a new trial 
input vector. The fraction is a free parameter, whose value merely serves to damp the action of 
the Anderson convergence algorithm. The output vector can be highly sensitive to small changes 
in the input vector, and without damping the system will not converge. Eyert argues for a 50% 
fraction of the constructed residual to be added, and we follow this advice.
3.7.3 Finding the linear space
Anderson convergence acceleration makes the basic assumption about the solution space th a t 
it is linear, or close enough to linear. Close to a solution, this approximation holds, and the 
algorithm consistently converges. However, the problem is fundamentally non-linear, so further 
away from the solution, the Anderson method can diverge.
There is, then, a tradeoff between retaining more historical trial vectors to  maximise the 
information available to  the convergence acceleration, and accidentally including part of the non­
linear space by including worse guess vectors. We opted to retain 50 iterations in the history,
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as the greatest cause of divergence was a sustained period of failure to converge, after which the 
best guess vector would pass out of the history and the whole solution would diverge.
3.8 Gridding
The D FT loop is iterative, so to accelerate the D FT solution process, we solve a simpler or easier 
version first, and use th a t as an initial guess for a more accurate solution. Here, our measure of 
computational effort is the number of points on the grid for which we are generating the density 
and potential, and thus the order of the sparse m atrix vector equations th a t we solve.
Our final grid is expected to  be of order Im  points, e.g. 200x100x50. However, by reducing 
the number of points in each dimension by a factor of 2, the number of points required for a 
wavefunction, density or potential is reduced by a factor of 8. Since the system solves in linear or 
quadratic time, we can expect to solve for this coarser grid in less than l / 8th  of the time taken 
for a full solve of the finest grid, and only lose detail captured by th a t finest set of points. In 
practise, this turns out to be a good strategy, and the solution is a good approximation to the 
final result.
If it works to use 125,000 points to approximate a Im  point grid, we can repeat the process 
until we have an initial grid of some minimal useful resolution, where adding more grids would 
fail to  appreciably improve the solution time. Generally, this has proved to require 3 grid stages, 
beginning at around 2-3000 points, and ending a t 1-1.6m.
3.8.1 Basis functions: Comparison w ith  P lane Wave and Fourier m eth­
ods
A regular grid is capable of capturing a certain amount of data about an underlying continuous 
function, limited by its Nyquist frequency [45]. In the plane wave method, the solution found is 
limited by the number of plane waves used, and their highest frequency. In the Fourier method, 
the accuracy of the solution is limited by the resolution of the frequency space.
All these methods rely on a series of basis functions, and the choice of how many basis 
functions to include determines the limits of the solution accuracy. In the case of a regular, 
real-space cuboid grid, the basis functions or vectors are the nodes of a finite cartesian grid -  
1000. . . ,  0100. . . ,  0010. . .  -  1 at the node and 0 everywhere else.
As a result, the process of adding points to a grid in order to increase the possible detail 
captured and thus to  raise the limit on the solution accuracy is analagous to increasing the 
number of points in Fourier space, or of increasing the number of basis plane waves used, as the 
Nyquist frequency is raised.
In this system, the number of points is only ever doubled in each direction, so the original 
grid points remain in place in the final grid, and further points are interpolated between them. 
Thus each stage has 8x the points of the previous one, and has double the Nyquist frequency in 
each direction.
3.8.2 Interpolation M ethods
In order to use a low resolution solution as an initial guess for a higher resolution grid, we need 
to  be able to interpolate the additional points. In ID, interpolation is well known and covered 
at the textbook level. Generally the choice of method ranges from optimal interpolation using 
Fourier transforms of the entire dataset to local piece-wise polynomial interpolation.
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Fourier interpolation
Interpolation using Fourier transforms is conceptually simple. Begin by transforming the dataset 
at some initial resolution in real space into its frequency space representation via the Discrete 
Fourier Transform. Extend the frequency space up to some new Nyquist frequency, assuming 
th a t it has zero values in the extended space, and perform the inverse Fourier transform to get 
the new discrete representation at a higher resolution.
The main difficulty here is the computational cost of the transform. Performing a 3D trans­
form of a large dataset (e.g. 125,000 points) is expensive as the transformed value a t each point 
depends on every other point on the grid; the Fast Fourier Transform requires 0{N lo gN )  time.
Lanczos interpolation
Methods that avoid the global dependence issues of the Fourier method are often convolution 
methods, where a kernel function is used to calculate a value from the points around it. One 
such method is the Lanczos method, where a sine function (the ideal low-pass filter in Fourier
theory) is used to convolve a set of local points to calculate the interpolated value.
Polynom ial interpolation
Polynomial interpolation is imperfect, however, in the context of non-polynomial continuous 
functions. Polynomial interpolation relies on the assumption th a t the underlying continuous 
function can be approximated by a polynomial. Consider Taylor’s theorem;
/(^ )  =  /(®) +  \ x  — a) 4- ^   ^ ~  ®) -^--------H ^   ^(^ — ®)” +  Rn{x)  (3.55)
For any polynomial of order n, the Taylor expansion is exact (and therefore terminates) after 
n 4-1 terms (c.f. linear or 0 (1 ) y{x) =  m x  4- c =  + y{0)). Thus, we can approximate any
function using an 0{n)  polynomial using n 4- 1 values; to define a quadratic function (0 (2)), we 
require 3 data  points, but with only 2 the curve would be indeterminate:
fn{x)  i-> {f i{xi )} l < i < n  + l  (3.56)
So, if we reverse this mapping, we can use it to interpolate the values of some function f {xi ),  
for which we have values at n  points using an 0 ( n —1) polynomial. Using a single polynomial over 
50 points to interpolate, we would be constructing a polynomial of order 49. The requirement 
th a t fn{x)  is well approximated by a polynomial 0{n)  is im portant here. The remainder of 
Taylor’s expansion Rn{x)  is given by:
jîn(x) =  (3.57)
Note the in the numerator. If the derivatives of /  are not significantly smaller than
/ ,  then may be as large, or larger than, / ,  making the approximation highly unstable -  it 
does not converge with increasing numbers of points.
Also, the interpolation of 50 points using an 0(49) polynomial forces us to take into account 
the numerical accuracy of the software being used: an 0(49) polynomial will require 49 finite 
differences, losing up to  0(49) bits of significance out of the 52 and so the act of calculating the 
result is compromised too.
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Piecewise polynom ial
The alternative to using a single polynomial for the whole function is to use a series of piece-wise 
polynomials, by using the set of m points around some points i , i  + l  to  construct a polynomial 
for interpolation in the range x i < x <  , where m  <^n.
This provides the simplicity of calculating derivatives via Finite Differences, and retains the 
key quality of being local, the value is not sensitive to those data points far away from the zth 
point, and it makes parallel computation of the factors possible, as the curve can be decomposed 
into a series of overlapping domains. Thus we repeatedly calculate the unknowns for the 0{n)  
polynomial using n + 1 points at a time, each calculated as per the polynomial method above.
One disadvantage of the simple piecewise polynomial method is th a t interpolating f { x i  — 5) 
and f{xi-\-S) for some small S 6x uses two different equations, determined by two different sets 
of values, and the sudden change from {g{fa, fb, fc, Xi — 5)} to {g{fb, fc, fd, Xi -f 5)} means th a t 
the first and other derivatives are not continuous, so the interpolated function is not smooth.
Cubic Splines
An alternative to the simple piecewise polynomial is the cubic spline method. Here, each piece- 
wise cubic uses the values of the point and its nearest neighbours, but also the derivatives at 
these neighbour sites, instead of using a 4th point. This creates a set of simultaneous linear 
equations with a single solution if we set the boundary values of the derivatives. Solving this set 
of simultaneous linear equations via m atrix methods then creates a single cubic spline with a set 
of parameters a t each point, which has the feature of being smooth across the entire space.
This work uses cubic splines, with boundary derivatives set to 0 for interpolation, as the 
wavefunction is necessarily smooth at the boundary.
3.8.3 Interpolation in 3D
Interpolation in ID  can be generalised to interpolation in 3D, by requiring 3 interpolations to 
be carried out -  one in each direction. Consider an interpolation to  double the number of 
points in each direction, as is used in this work, from a grid of iV =  rixXnyXriz (example 
50 X 20 X 10 =  10,000) points using the cubic spline method. First, we perform Uy.Uz (200) 
ID  interpolations in x,  to  get a grid of 2nxXUyXnz  points. Then, we perform 2ux.nz (1,000) 
ID  interpolations in y  to get a grid of 2nxX2nyXUz.  Finally, we perform 2rix-2ny (4,000) ID 
interpolations in z to get a grid 2nxX2uyX2nz.  Thus a to tal of ny.nz + 2nx-nz + 2rix.2ny (5,200) 
interpolation steps were required to obtain 7 N  (70,000) new points.
If a kernel method was used, it would be best generalised by using a 3D kernel covering a block 
TUx X my X mz  around the point to be interpolated, thus making it only locally sensitive. This 
would, however, require a separate convolution for each new point, requiring 7N  interpolation 
steps, but compensated in part by the simple addition/ multiplication steps of convolution instead 
of the linear solve of a cubic spline.
3.8.4 Subsam pling
In order to perform a gridding procedure, the external potential (provided on the finest grid) 
needs to be subsampled down to the resolution of a coarser grid solve. Taking a discretely sampled 
function fn{xn),  we can halve the number of samples by simply ignoring alternate points. W hilst 
this is valid if fn  is slowly varying by comparison to the sampling frequency, it is not valid when 
the function fn  contains higher frequency components, such as a sharp change in the potential 
a t an Si/Si02 interface.
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Consider the fourier transform of
N
= (3.58)
i=0
where A, are the coefficients of a set of (basis) plane waves w, up to some number N  determined 
by the Nyquist frequency. If we remove alternate values of the real-space sequence /„ , we are 
effectively halving the Nyquist frequency for the sample set, and thus halving the number of 
plane waves N  and their coefficients. As a result the components will be altered F^{^) 7^  Fh(^) 
if the coefficients above the Nyquist are non-zero (Ai 7^  0, ^  i <  A). Moreover, the set of 
coefficients in the transform of the coarse set, Aj will not equal those in the lower frequency 
half-set of A*, unless we first smooth the sample data /„  to remove higher frequency components. 
W ithout performing a smoothing operation to achieve this, we would introduce aliasing, whereby 
higher frequency components are reincorporated at half their original frequency.
The subsampling operation is therefore done after the low-pass filter (achieved by convolving 
a 3D windowed sine function with the fine-grid da ta), to give an appropriate set of values on the 
coarse grid, which now lack the high-frequency information present in the finer grid value set.
3.9 Convergence effects and optim isation
The purpose of DFT is to extend the range of soluble systems to include many-electron systems. 
These would otherwise be out of reach as full many-body wavefunctions are impossible to calcu­
late in polynomial time. Optimising the process and accelerating convergence, therefore, is vital 
to further expanding the range of soluble problems.
Each stage of the D FT cycle can be optimised, particularly the most expensive stages; the 
linear solve and the eigenvector solve. Other optimisations are aimed at reducing the number of 
iterations needed, or solve a less expensive approximation to the problem.
One significant contributor to the number of iterations needed for convergence is instability 
in the set of orbitals selected. As the input density is altered by a small amount, the relative 
ordering of Schrodinger solutions from different valleys changes, and a different set of orbitals is 
selected.
3.9.1 Tem perature effect on convergence
In the low-temperature limit, the Fermi-Dirac distribution has a sharp cutoff, so near a bistable 
point the solution becomes highly sensitive to  the order of eigenvalues and is thus unstable. At 
the high-temperature limit however, the Fermi-Dirac distribution is more curved, so changes in 
the order of eigenvalues have a more gradual effect. This makes the solution significantly less 
sensitive to  changes in the order of the wavefunctions near the Fermi level, which does vary 
between iterations.
One of the basic assumptions of Anderson and other methods of convergence acceleration 
is th a t the solution domain is linear near the optimal solution - this is the basis for the series 
of weights of previous trial solutions, or the updating of a Jacobian, which form the next trial 
solution.
A natural result of this is th a t high tem perature solutions, 0 { K ) ,  converge significantly more 
quickly than  those at low 0{f iK)  temperatures. One possible method of reducing the effort 
needed to find the optimal solution domain, therefore, is to first solve for a high-temperature 
case, and use the solution found as an initial guess for a low-temperature solution.
44
Figure 3.7: Graphical representation of levels retained after calculating the anisotropy for each 
of the valleys, labelling x  to  be the dot-to-dot axis and z to be the vertical axis. As can be seen, 
there are approximately equal numbers from each valley.
The tradeoff is th a t a larger disparity between the two tem peratures will mean th a t a higher 
proportion of the calculated density is contributed by eigenfunctions above the Fermi level, and 
therefore a greater distance from the trial solution thus obtained to  the optimal low-temperature 
solution.
In the end, this strategy was not used, as the speedup gained by reaching a good trial vector 
sooner was outweighed by the cost of having to clear the history of previous trial vectors which 
were no longer applicable in the lower tem perature system.
3.9.2 Speedup Strategies
The anisotropy consideration is a good candidate for optimisation, chiefly because it can be 
parallelized, as is clear from Figure 3.1. The eigensolutions of the Schrodinger equation for each 
of the valleys are independent of each other, and can thus be parallelized.
Since only the lowest n  levels are selected from all the levels of the three valley sets combined, 
a number of the levels will be thrown away each time. The distribution of valley states selected 
as the lowest n  can be seen in Figure 3.7. If we can rely on only needing a states as an upper limit 
(ie a =  40 when n = 100) then we only need a naïve to tal of 3 a /n  (in our example, 1.2) times the 
computation of the isotropic solution. However, these 3 valley solutions can be run in parallel, 
so the time taken to produce the solutions (ignoring the loop overheads) is just a /n  (here, 0.4) 
times the isotropic effort. This is improved yet further, as the effort for each eigenvalue is larger 
for the higher levels. Thus the anisotropic consideration enables a code speedup.
In this work, however, this loop was not parallelised, as results were run in batches on cluster 
machines. These were run in parallel instead, so each single program was kept to a single 
processor.
3.9.3 Previous guess retention
W ith any iterative algorithm, improving the initial trial vector accelerates the process. The three 
main iterative processes at work here are the eigenvalue Schrodinger solve, the linear solve for 
the Coloumb interaction, and the Anderson convergence acceleration.
Eigenvalue /  vectors
Most eigensolvers, including TRLan, can take one or more starting vectors to quickly get the 
solver to a solution. Since the D FT self-consistency loop involves repeatedly re-solving an eigen­
problem with a slightly different matrix, the solution for a given iteration is likely to be near th a t 
of its predecessor in the solution vector space. An alternative description is th a t the basis set of 
eigenvectors for a given m atrix will be a good approximation to those of a similar m atrix, so only 
a small amount of rotation in the solution basis is required to flnd the new set of eigenvectors.
As a result, the time taken for a solve can be significantly reduced by supplying the set of 
eigenvectors from the previous iteration’s solution. Where the solution library takes just one 
starting vector, as in TRLan, the recommended approach is to supply a linear combination of all 
the eigenvectors, which is rapidly decomposed into the original eigenvectors by the eigensolver 
[54],
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Linear solve
The linear solve is only concerned with finding a single vector, x,  which fulfils the matrix-vector 
equation A x  = b. Supplying a nearby x'  reduces the residual Sx — x' — x,  saving effort equal to 
th a t required to reduce the residual to this 5x w ithout a starting vector.
Anderson m ethod
Eyert details the benefits of retaining previous guesses [13], particularly to realise the full po­
tential of Anderson convergence acceleration as an alternative to Broyden. This is particularly 
true for less stable systems such as those detailed here; as the number of iterations required for 
convergence increases for less stable solutions, more historical guesses are needed to retain earlier 
‘good’ guess vectors. If these pass out of range, the available vector space obtainable from linear 
combinations of previous guess vectors moves further from the optimal solution, and the system 
can easily diverge.
Acceleration interplay tradeoff
Although each acceleration measure reduces the computational effort required to  calculate a 
final solution, Anderson convergence acceleration reduces the gain achieved by the eigenvalue 
and linear solve starting vectors. Convergence acceleration for the DFT self-consistency loop 
increases the difference between input vectors on successive iterations, making the linear and 
eigenvector solutions of a previous iteration worse as starting vectors.
One way to improve the proximity of the starting vector supplied to the m atrix solvers would 
be to calculate a starting vector using the weights supplied by the Anderson mixing for the next 
iteration, but this would require storing an additional two vectors for each density kept in the 
Anderson history.
3.9.4 B istability  and self-interaction issues
In this work, we employ the Local Density Approximation for the Exchange and Correlation 
functionals. This does, however, introduce a self-interaction error; the Coulomb repulsion calcu­
lated for an electron from the total electron density includes repulsion by its own wavefunction, 
which is physically nonsensical. The byproduct of this self-interaction error when considering a 
Double Quantum Dot is significant instability in the result, and a failure to converge. At certain 
gate biases, the system is nearly bistable; th a t is, the uppermost electron would have almost 
identical energy resident in either dot.
In this scenario, the additional Coulomb repulsion from the electron residing in one dot makes 
the other dot energetically favourable, and vice versa. This prevents the system from adequately 
converging, because the solution cannot become self-consistent. Anderson convergence accelera­
tion minimises the residual norm between the input and output vectors, but fails to produce a 
self-consistent result; if its best output is used directly as the input vector for a DFT cycle, the 
resulting output vector is significantly different and has a large residual norm. For an example 
of this, see the IDQD gradient results.
A physical solution would be for the electron to reside in both dots. When the coupling 
is strong enough to permit delocalised orbitals, then the convergence is achievable. However, 
in the discrete regime where all orbitals are localised to one dot or other, this is only possible 
with partial occupation of multiple states near the Fermi energy; while possible with the Fermi 
statistics used here, it is rare to find partially occupied states, and we are in doubtful territory 
with respect to  D F T ’s ability to solve for anything but the ground state of the IDQD.
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3.10 Anderson convergence acceleration
Self-consistent methods like Hartree-Fock and Density Functional Theory can be viewed as non­
linear n-dimensional transforms mapping an input vector onto an output vector in the same 
space; when the solution is found, the input vector is mapped to itself. We can express this as:
T|%n> =  IW  (3.59)
where T  is the transform, a:„ the input and the output for iteration n. We can define a 
residual vector |r„) between the input and output vectors of an iteration:
kn) =  \yn)  -  \Xn)  (3.60)
The system reaches self-consistency when the residual vector disappears, so we define our
convergence measure to  be the norm of the residual, as a fraction of the norm of the input 
vector:
and the problem becomes the minimisation of e. If we simply pass the output one iteration 
of the model in as input to the next, the process is strongly divergent and often oscillatory, as a 
result of the non-linearity of the transform. An improvement which makes convergence possible
but slow is to mix a fraction of the output with the input:
k n + l) =  \Xn) +  q; \yn) (3.62)
However, this can be improved by combining the input and residual vectors from each of 
the last m  iterations to produce a best estimate to the solution. Equivalently, we can store the 
residual vector instead of the output and use the pairs of Xn and r^,.
The set of input vectors for the previous m  iterations span a vector subspace, as do the
residual vectors. The general form for a vector in the input subspace is:
\x) = ' ^ W i \ X n - i )  (3.63)
=  kn ) +  5 Z  -  k n )) (3.64)
i
with some set of weights Wi. Similarly for the general residual vector:
\r) = |rn) + Y ^ W i { \ r n n  -  i) -  jr^)) (3.65)
We fix the weights Wi to the set th a t minimises the residual norm of the general residual
vector. Minimising with respect to the values wi, we find the optimal input vector 12:^+1) for
our next trial vector by combining the input and residual vectors with these weights:
|a:n+i) =  kc) +  P \rc) (3.66)
where \xc) and |rc) are the weighted vector sums, and /3 is the mixing coefficient, which Eyert 
suggests setting to 0.5. In Anderson convergence acceleration, we assume th a t the transform is
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approximately linear in the subspace, and calculate the optimal set of weights wi to minimise e, 
leading us to the set of linear equations:
M
^  ] (^n f'n—i\'^n “^n—j) — {vn '^n—i\f'n) (3.67)
3=1
for each value of i from 1 to M , the number of previous iterations we have kept. Subsituting 
r ' a ^ r n -  Tn-a,  we get
M
^  M k j)  Wj =  (r '|rn ) (3.68)
j - i
Solving these as a dense linear m atrix solve, we get the optimal set of weights wi to produce
the shortest residual. Applying these weights to the set of inputs we obtain our calculated best
input from the iteration history, and the best residual Tc, which we combine according to 
Equation 3.66. Eyert suggests using /? =  0.5, and we follow this advice in this work.
Since the Anderson solve requires a m atrix to solve, we use the simple mixing approach for 
the first 2 iterations, with a mixing param eter of 0.9.
3.10.1 Penalty for changing problem  definition - losing previous guesses
Some of our techniques for taking a shortcut to a better initial trial vector involve solving a 
different, easier, problem -  beginning with a higher tem perature, or on a coarser grid. However 
there is a significant penalty to  doing so; the iteration history illustrated above for use by the 
Anderson convergence acceleration becomes void, because we have changed the operator. In 
practise this can cost us some 10% of the total run time, which made a higher-temperature 
pre-solve unworthwhile, and limited the number of grid steps to 3.
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Chapter 4
A nalytic Solution For Cylindrical 
D ots
We can solve the time-independent Schrddinger equation for the special case of an infinite cylin­
drical well as a reference for the later results. We first derive expressions for the eigenfunctions 
of such a dot, and then illustrate the solutions for example dot geometries. To enable variable 
separation, we assume isotropic effective mass.
4.1 Derivation
The time-independent Schrddinger equation is
+  y |  ^ =  FV) (4.1)
Since we are solving for a cylindrical dot, we will use cylindrical coordinates {r,9,z).  In 
cylindrical coordinates, the Laplacian (V^) is
(''E) + ^ §0 + § 0
v ; , /  '’ i !
:an also se
(the potential is independent of Q):
thus V ^ / =  +  V ^ /. We c parate the potential into radial and vertical parts
_y(r)  =  %.(r)4-VL(z) (4.3)
thus
2m
Rescaling the V operators: V =
^"(V?» +  V=) +  K  +  K Ip =  Eip (4.4)
Vle  + V l  + Vr + V^ 'Ip =  E'lp (4.5)
We make the assumption th a t the wavefunction can also be separated:
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Substituting and pre-multiplying by -  •
V’(r) =  n{r ,d)Z{z)
k--
— 1  r r —l
-1 -1
n z ^ E  
Z  = E
Thus each term  must be constant and the variables are separable:
z ~ ^
+  Vr =  CK
Z  = r]
where E  = a  + rj. Reformulating in the eigenvalue form:
v L  +  k
V^ +  K
aO,
rjZ
4.1.1 Z
Solving first for Z; inside the well Vz{\z\ < Sz) =  0:
—2m
r]Zn?
= -r]'Z
where 7]' = Solutions to  differential equations of this form are;
Z  =  ^sin(K z) +  B  c o s ( k z )
(4.6)
(4.7)
(4.8)
(4.9)
(4.10)
(4.11)
(4.12)
(4.13)
(4.14)
(4.15)
(4.16)
Since Vz{^Sz) = oo, Z{±Sz)  =  0. We switch to  a modified variable z' = z + Sz to simplify 
the solution, giving us the new conditions Z{z* =  0) =  0 and Z{z'  = 2sz) =  0. These are only 
satisfied hy solutions of the form:
Z{z')  = Csin{Kz')
Z{z) = Csin(K  [s +  Sz])
(4.17)
(4.18)
Substituting in a t y  =  2sz:
0 =  C sin (2/csz)
2kSz =  nn  
nn
2sz
K =
(4.19)
(4.20)
(4.21)
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where n  G Z + . Normalizing:
f sm^{Kz')dz' = 
Jo
(j2 f2a,
—  / [1 -  cos(2k2')] dz' =
^ Jo
z'  — —— sin(2/cz^)
2a,
~ Y  “  —  (8in(4Ks_g) -  sin(O))
(4.22)
(4.23)
(4.24)
(4.25)
(4.26)
But we know 2kSz =  mr, so:
Substituting:
4.1.2 ©
Looking a t f2(r, 9):
^  sin(2n7r) =  1
-  0 =  1
C
1
(4.27)
(4.28)
(4.29)
(4.30)
2 ( / )
2 (z )
\ /â I
(4.31)
(4.32)
=
2m
aQ,
aQ.
(4.33)
(4.34)
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Subsituting for a:
=  / 
Vr6lfl
r a ;r @ ; ' +
±_ë!_  J.2 QQ2 Çt =
Another separable equation. If fi(r, d) = R{r).@{9):
a 'n
a ' ü
r^a'Q.
0
{ I :  ( r | )  -  r a ' ]  R B  +
A2
A - 1 ------ 7?A =
A2
A-1 — A =
Yielding the equations:
{i ("I)
where /a +  ^ =  0
© must have the general form:
(4.35)
(4.36)
(4.37)
(4.38)
(4.39)
(4.40)
(4.41)
(4.42)
(4.43)
(4.44)
0  =
We know
Thus
(3(9)
1
0  =
0 (9  +  27t)
£)gî7(0+27r)
g2nn
/, / G Z
Z)e^9
i lDé^^
- ^ 0
(4.45)
(4.46)
(4.47)
(4.48)
(4.49)
(4.50)
(4.51)
(4.52)
(4.53)
(4.54)
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Substituting into 4.43 and then 4.44:
-/2©  =  ^© (4.55)
C = - P  (4.56)
fi =  —^  (4.57)
Normalizing ©:
2^7T
/  ©*0d9 =  1 (4.58)
Jo
/-2n
/  =  1 (4.59)
Jo
p2lT
/  ld9  =  1 (4.60)
Jo
D^{27t) = 1 (4.61)
D =  (4.62)
Giving
0 ( 9 )  =  © z(9) =  (4 .63 )
^Pïn 
4 . 1.3  R
Finally for r, substitute Eq. 4.54 into the r, 9 equation (Eq. 4.41):
R  — a V j-R  +  0  ^(—Z^)0 =  0 (4.64)
^ ^ °
9 / 9
j =  0 (4.66)
(4.67)
Define a modified variable p\
— ^/—a ' r  (4.68)
D
d r
=  V —o ' (4.69)
9 4  _  9 4  9p 
d r  d p  d r
(4.70)
=  V — ( 4. 71)
(4.73)
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Substituting for each term:
9_ 2 Ü
dp ^  dp^
( 4 J ©
P ^ +  (p^ - / ^ ) |  R(p) =  0 (4.75)
which is the Bessel equation, whose solutions are the Bessel functions Ji{p). Thus:
/ I  y  /-I \  2j+i
R(p) =  ■ î r ü T m y G ' ’)
R (r) =  Ji{y/—a'r)  (4.78)
To anchor the scale of the equation, we look at the boundary condition;
Vr{r) — O V r < S r  (4.79)
=  oo V r  >  Sr (4.80)
.'. R{sr) — 0 (4.81)
Ji{ \ /—aSr) =  0 (4.82)
The zeroes of Ji are calculable, but not simply expressed. Labelling them ji{q), for the çth 
zero; 1 <  g <  oo, since the zeroes a t r  =  0 are not useful.
ji{q) = \ T ^ S r  (4.83)
« ' =  (4.84)
Finally giving R:
R(r) = R i,(r) = J, (4.85)
Interestingly we can note th a t although there are separate symmetric and antisymmetric 
wavefunctions for the z component (odd and even values of n), the symmetry and antisymmetry 
cannot come from the radial equation since it is independent of 9. Thus the odd or even-ness of 
the wavefunction in r, 9 is encapsulated in the 0 .
4.1.4 ^ and E
Together, the wavefunction then:
V^znq(r) =  Riq{r)ei{9)Zn{z) (4.86)
(4.87)
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We can see we have three quantum  numbers Z, n  and q which define the wavefunction. By 
varying these, we should get back different values for E.
We know E  = a  + t], so retrieving rj via the equation for Z  inside the well:
=  77Z  (4.88)
Z (z)  =  +  (4.89)
SI* ■ i ' “ (T '‘ + ÿ )  {T 'î> }  <“ •
2
Z  (4.92)
( - l ) { ^ }  Z  (4.94)
Z  (4.95)
2m
'  nn
2m ( 2s
We have a , so substituing into 4.84:
2m ( 2s ^
n =  (4.96)
a  =  (4.97)
2m
z 5 !  / _  G A M Y
2m 1 \  Sr )
( 3i (q)
2m
E
(4.98)
(4.99)
= L  { ( ^ )  + ( ÿ }
Since both right-hand terms are squares of real quantities the right-hand side must be positive, 
as we would expect.
4.1.5 Continuous and sm ooth
Inside the well region there are no discontinuities in the potential V,  so we require the wavefunc­
tions V'zng(i') to also be continuous and smooth.
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We have the separable 'tpinqi'r) — Riq{r)&i{6)Zn{z).  For ^  to be continuous, each component 
{R,@,Z) must also be continuous inside the well region. Since Z{z) = ci sin(c2Z +  cg), we know 
th a t Z  is continuous and smooth over z.
We also have © =  Ji{ciqr)] Bessel functions are all continuous. Bessel function derivatives 
have the recurrence relation, quoted for J  functions below, which gives derivatives of Bessel 
functions in terms of other Bessel functions, so the value of dJz/dz is also continuous in the 
space.
~  Ji+i] (4.102)
Sm ooth along a diameter
The behaviour of R  a t r  =  0 is also im portant, since this is not a t a boundary. However, it is 
the behaviour of the function in the plane r, 6 th a t matters; dft{r, 9)/d r  needs to be continuous 
over the origin. Since Q^ iq = Riq.Qi, we need
dn{r  = -Ô, 9) _  dQ (r  = 0,9 + tt)
for the function to be smooth along a diameter; the derivative away from the origin at 9 
should equal the derivative towards the origin a t 9 +  t t .  Applying the derivative identity with 
R{r) = Ji{c4t ) :
8(9) [Jz_i(0) -  Jz+i(0)] =  - 0  (9 +  7t) [Jz-i(O) -  Jz+i(0)] (4.104)
For I >  1, Jz(0) =  0, so for I >  2, the functions Jz-i and Jz+i are both zero, and the equality 
is satisfied by both sides being zero. This leaves I — 0 and / =  1. The derivative of Jq requires 
J_ i , but for Bessel functions of integral order, we have the following identity:
J _ „  =  ( - l ) ^ J n  (4 .105)
.'. J - i  =  —Ji  (4 .106)
so for I =  0:
0 ( 9 )  [J - i(O ) -  J i(0 )]  =  - 0 ( 9  +  t t )  [J _ i (0) -  Jz(0)] (4 .107)
0(9) [ - J i(O )  -  J i(0 )]  =  - 0 ( 9  +  t t )  [ -J i(O )  -  Jz(0)] (4 .108)
But again Jz= i(0 ) =  0, so the smoothness condition is satisfied for I = 0. This leaves I =  1:
0 (9 )[Jo (O ) -  J2(0)] =  - 0 ( 9  +  7 t)  [ J o ( 0 )  -  J2(0)] (4 .109)
© (9 ) Jo (0 ) =  - 0 ( 9  +  t t )  J o ( 0 )  (4 .110)
We know Jo (0) =  1, so:
0(9) =  —0  (9 +  7t) (4 .111)
Substituting in our equation for 0 :
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 ^ =  (4.112)
i^9 ^  _ g i ( e + 7 r )  (4 .113)
gi0 _  e<6,(_e^;r) (4 .114)
=  - 1  (4 .115)
Thus although J\{r) has a non-zero slope a t r  =  0, the I =  1 solution is still valid because 
©1 is anti-symmetric.
4.1.6 Scaling
We consider, for a moment, the effect of scaling the cylindrical dot along z or r. We have:
=  ( — >•') (4.116)
Both of these can be rewritten in terms of scaled variables:
r = —  (4.118)
Sr
.'. Ri,{r) =  Ji {ji{q)f) (4.119)
z =  — (4.120)
Sz
.-. Zn{z) =  sin ^ ^ ( 1  +  z)) (4.121)
4.2 Solutions for a lOnm dot
To see the results given by these equations, we solve them  here for lOnm cylindrical dots. First, 
the eigenvalue ladder:
We can look at the effect of varying these quantum  numbers on the wavefunctions shape. We 
first consider varying n  in Figure 4.2; since n  is the quantum number associated with the solution 
of the z component, we see the increasing orders in th a t direction. Similarly in Figure 4.3 we see 
angular segmentation of the wavefunction. As we increase g, however, we see in Figure 4.4 an 
apparent toroidal inversion; at first an elongated spheroid, then an even more elongated spheroid, 
and finally a toroid enveloping the spheroid. This quantum number is evidently associated w ith
the highest energy cost as just 3 of this series fit in the first 60 states, whereas there are 10 in
the equivalent n  series.
The full set of wavefunction plots for the first 61 states are shown in Figure 4.5, w ith their 
quantum numbers labelled. The ordering of the states, as w ith atomic ordering, does not display 
a consistent pattern.
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Figure 4.1: Energy eigenvalue staircase for a lOnm cylindrical dot
4 .2 .1  (0 1 1) 4 .2 .2  (0 1 2) 4 .2 .3  (0 1 3) 4 .2 .4  (0 1 4)
4 .2 .5  (0 1 5)
Figure 4.2: A series of wavefunction plots with I =  0, g =  1 and increasing n.
58
4 .3 .1  (0 1 1) 4 .3 .2  (1 1 1) 4 .3 .3  (2 1 1) 4 .3 .4  (3 1 1)
4 .3 .5  (4 1 1)
Figure 4.3: A series of wavefunction plots with q = 1, n = 1 and increasing 1.
4 .4 .1  (0 1 1) 4 .4 .2  (0 2 1) 4 .4 .3  (0 3 1)
Figure 4.4: A series of wavefunction plots with I — 0, n — 1 and increasing q.
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Figure 4.5: Analytical single electron wavefunctions. Subscript lists quantum numbers (1 q n) for 
each orbital. We see a number of interesting phenomena here, including ring-shaped delocalised 
sections.
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Chapter 5
Results: Single Quantum Dots
The hrst case considered is th a t of a single quantum dot. This is a cylinder of Silicon in a region 
of SiÛ2. A slight asymmetry in the dot shape is also applied to give directionality and thus 
consistency to the results, by a trapezoid envelope transformation.
10nm Single Quantum Dot xy
Figure 5.1: Single Quantum Dot xy  plane view, showing the circular cross-section of the dot. 
The yellow region is the surface region, containing the surface charge.
To introduce the types of graph used in this chapter, we begin with an overall look at electronic
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structure of a single quantum dot.
5.1 Range of results for a single dot
We begin with a single dot with the following parameters:
Geometry Dot diameter 10 nm 
Dot depth 10 nm
Asymmetry 10%
Temperature 20 mK
Charge Free electrons 50
Surface charge 100 e
5.1.1 H ypothesis
We expect the orbital probability densities to reflect atomic orbitals, with the characteristic 
pattern  of spherical harmonics, but with less bias towards the centre of the dot as the potential 
is flat within the well.
5.1.2 D ensity
The free electron density distribution is the central result of a DFT solution. Figure 5.1.2 shows 
the density in the canonical dot. The density is localised towards the centre of the dot, but 
peaks outside the centre. This is the first obvious effect of the inter-orbital repulsion on the total
electron density. Instead the density forms clear peaks of around 0.25e/nm^ separated along z,
two at each end of the dot, with the largest peaks furthest from the centre.
5.1.3 Orbitals
In modifying the Schrodinger equation to solve for a system of noninteracting electrons and a 
background potentials, we are calculating the Kohn-Sham orbitals used in Quantum Chemistry. 
The orbitals for the canonical single quantum dot are plotted in Figure C .l. W ith 6 valleys and 
2 spins, in a spherically symmetric dot we would expect 12-fold degeneracy.
Comparing these orbitals to the wavefunctions from the analytical solution, we can see im­
mediately th a t most of the wavefunctions are directly comparable, with some compression along 
the axis of the effective mass vector. The first 8 states compare well with the lOqlnl solution, 
as do orbitals 9-12 given some envelope effect along the walls of the dot creating a neck at z=0 
(Figure 5.4).
The lOqlnl orbitals are followed by an orbital with a pair of lobes of opposite phase stacked 
along z; the first analytical wavefunctions with this quality are I0qln2, although they resemble 
I0qlu4 (rank 5 in the canonical analytical solutions); shown in Figure 5.5. We then see l l q ln l  
(skipping the lOqlnS state seen next in the analytical solution), aligned along x  and y. The 
lOqlnS wavefunctions follow (Figure 5.6).
The orbitals thus mirror the analytical results for the first 36 wavefunctions (9 states with 4x 
degeneracy, split evenly between x, y and z alignments). Wavefunctions 37 to 44, however, pose a 
problem. W ith 3 lobes, they are symmetric along the x  and y axes, unlike any analytical solution 
with I ^  0 (Figure 5.7). To produce multiple lobes in either of these lateral directions, however, 
would require the orbital to have some angular dependence. However, the quantum number I
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determines both the angular dependence and the radial dependence of the wavefunction, and the 
1 =  0 solutions are all circularly symmetryic about z; none fit the bill.
For these orbitals, the solution appears closer to a harmonic well, with solutions aligned with 
the effective mass vector. This could be explained in terms of the many-body potential; the 
orbitals are single-particle solutions in a many-body potential, whose shape forms a non-square 
well profile. W ith this profile, the spherical harmonics are a more appropriate descriptor for the 
shape of some wavefunctions.
After this we see the 4 lobes stacked along z, a direct analogue of wavefunction Z0gln6, the 
11th canonical analytical wavefunction, and finally the x and y aligned l lq ln 4  wavefunctions, 
with nodes both laterally and vertically (Figure 5.8).
Rank Dir Sol" Z,g,n Y:l,m
1 x l 0,1,1 0,0
3 y i 0,1,1 0,0
9 z l 0,1,1 0,0
13 z2 0,1,4 1,0
17 y2 1,1,1 1,0
19 x2 1,1,1 1,0
25 z3 0,1,3 2,0
29 x3 0,1,4 1,1
31 y3 0,1,4 1,1
37 y4 ? 2,0
39 x4 ? 2,0
45 z4 0,1,8 3,0
49 y5 1,1,4 2,1
51 x5 1,1,4 2,1
Table 5.1: Analysis of orbitals and nearest analytical wavefunctions; spherical harmonics are 
assumed to  be co-aligned with the effective mass vector.
It is clear from Table 5.1 th a t the orbitals which emerge as solutions with a z-aligned effective 
mass are quite different to those from the other two directions. Although all begin w ith ZOglnl, 
the z-contributed orbitals remain with I = 0 and q = 1, and match n  values of 1, 3, 4, and 6. 
By contrast the x and y  orbitals include Z lglnl, /lg ln 6  and the unmatched 3-lobed states akin 
to %2 Y2 . In spherical harmonic terms, the picture is similar; if we consider the spherical
harmonics aligned with the effective mass vector, we see the z orbitals increasing in I value but 
not m, while the x and y  orbitals have m  — 1 as well as m =  0.
In Figure 5.9 we compare the profile of the orbitals and of the orbital probability densities. 
Orbital 13 (a z-aligned solution) has a strikingly linear wavefunction in the central region of 
the dot, whereas orbital 29’s wavefunction has a more sinusoidal shape. The probability density 
plots show th a t results in orbital 13 being further delocalized along z, w ith sharper and taller 
peaks.
Effective mass and equivalent geometry
The effective mass vector is assumed to be aligned with the cartesian axes in these solutions. 
The effect of this is to  im itate a well shape which is itself stretched or compressed along the 
primary axis aligned with the longitudinal effective mass, with an isotropic effective mass.
T hat is, the anisotropic effective mass equation below
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( I d I d  I d
2mo \  m* dx"  ^ m* dy"  ^ m* dz"  ^ ' Wn(r) =  (5.1)
is equivalent to  an isotropic effective mass equation w ith modified cartesian variables;
^ n (r )  =  E n ^ n ir )  (5.2)
2mo \  m* dx^ m* dy^ m* dz"  ^
w ith the substitution
± - L ^ ± A .
m* dx^ m* da?
In the modified cartesian coordinates, then, we would see a well stretched along z for the 
z-aligned solution, which would explain the significant preference we see here for increasing 
numbers of lobes along z over lobes in the lateral directions.
For the x- and ^-aligned solutions the dot would be elliptical with the major axis of the 
ellipse aligned accordingly. This would give a cause for the lateral triple lobe orbitals which do 
not match the analytically derived wavefunctions; with the loss of circular symmetry the angular 
components of the wavefunctions are no longer tied to the radial, a restriction which prevented 
such wavefunction shapes in the cylindrical dot solution.
Energy eigenvalues
Looking a t the ladders of orbital energies contributed by the three anisotropic directions in Figure 
5.10, we see th a t the x  and ^-derived energy eigenvalues are degenerate as we would expect, with 
the z levels diverging markedly. Comparing them with the analytical eigenvalues, the z energies 
show a more similar characteristic; the first energy gap is smaller than  the following two, but 
the X and y states have a much more linear spacing.
Referring back to the table of orbital/wavefunction matches, the second energy level for z 
(matching analytical Z0gln4) becomes the third level for the other two directions, leaving a larger 
gap between z3 and z4. The x  and y solutions have a closer order to  the analytical dot, as l l q ln l  
is the 4th analytical wavefunction, and lOqlnA is the fifth. Although the fourth levels in each 
direction are degenerate, they correspond to different analytical wavefunctions; the z orbital 
matches ZOglnS, but the x  and y orbitals are the unmatched shapes with 3 lateral lobes.
So it is apparent th a t the z-aligned effective mass produces orbitals th a t are more congruent 
w ith the analytical results, but the anisotropy of the effective mass alters the selection criteria 
to favour increasing n  over the other quantum numbers. In x  and y, the anisotropy alters the 
ordering less, but introduces orbitals not found in the analytical cylindrical result.
64
-2
-4
5 .2 .1  3d isosurfaces at s =  0 .23  e /n m ^ , s / 2  and s /2 0
0.3
0.25
0.2
0.15
- -  0.1
--  0.05
0
well
well
0.015
0.03
0.045
0.06
0.075
0.09
0.105
0.12
0.135
0.15
0.165
0.18
0.195
0.21
0.225
0.24
0.255
-4 -2 0 2 4
5 .2 .2  y z  slice a t a; =  0
Figure 5.2: Single quantum dot electron density
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# : #
# # $ * $ # #
Figure 5.3: Spherical harmonies; top Z =  0 to bottom  Z =  3, m =  0 centre to m ±  3 at sides.
5 .4 .1  l ( x )  5 .4 .2  3 (y ) 5 .4 .3  9(z) 5 .4 .4  l Oq l n l
Figure 5.4: Comparison of lowest-lying orbitals from each direction (labelled with orbital rank 
and solution direction) with first analytical solution wavefunction (labelled with quantum num­
bers). Note th a t the red and blue colouring here and elsewhere in this work is a relative indicator 
of phase only; two identical orbitals with opposite colours are still indendical.
5 .5 .1  13 5 .5 .2  I 0q l n2  5 .5 .3  lQqln4
Figure 5.5: Comparison of orbital 13 with similar wavefunctions (labelled with quantum num­
bers) .
5 .6 .1  17 5 .6 .2  19 5 .6 .3  l l q l n l
Figure 5.6: Comparison of orbitals with two lateral lobes with comparable wavefunction (labelled 
with quantum numbers).
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5 .7 .1  37 5 .7 .2  39 5 .7 .3  Z lg ln l  5 .7 .4  lOqlnS
Figure 5.7: Comparison of orbitals with three lateral lobes with nearest analytical wavefunctions 
(labelled with quantum numbers).
5 .8 .1  45 5 .8 .2  Z0gln6
5 .8 .3  49 5 .8 .4  51 5 .8 .5  l l q l n A
Figure 5.8: Comparison of orbitals 45-48, 49-56 with similar analytical wavefunctions (labelled 
with quantum  numbers).
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Figure 5.9: Comparison of orbitals 13 and 29 showing (below) their wavefunction values (scale 
left) and (above) probability densities (scale right).
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Figure 5.10: Energy eigenvalue ladders for the three anisotropic effective mass directions, aligned 
along X, y and z, with the free-electron analytical result for the same dot size for comparison 
(labelled “a” , energy values offset to match lowest numerical levels). Each line (except for the 
analytical set) represents a set of 4 degenerate states.
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5.1.4 Contributions
Figure 5.11: Coulomb contribution for a single dot, showing isosurfaces at -380 meV (green, with 
peanut-shaped hole), -190 meV (yellow) and -19 meV (lightest blue, large domes) with well wall 
(grey) for reference.
The direct contribution to the effecive potential from Coulomb repulsion is shown in Figures 
5.11 to 5.13. The direct contribution includes the effective potential from the surface charge 
distribution, which appears more dense around the diagonals (Figure 5.12) -  an artefact of the 
surface mask and aliasing. Inside the dot, however, the direct contribution is largely circularly 
symmetric.
In Figure 5.13 we see the dependence on z; the surface charge has formed a toroid of higher 
potential around the vertical centre of the dot, leaving a hollow cylindrical region of minimal 
potential of radius 3 nm and height 8 nm. The profile is strongly non-linear along a dot radius, 
as we would expect from a Coulomb repulsion.
As the majority of the lower-lying orbitals are located towards the centre of the dot, we also 
see a repulsion from these at the centre of the dot; this yields a peanut-shaped region as many 
of these orbitals have coincident upper and lower lobes.
The exchange-correlation contribution is shown in Figures 5.14-5.16. Since the Local Density 
Approximation is dependent only on the density, the shape is largely the same as that of the 
electron density. The potential contribution has a more linear profile along a radius (note the 
evenly spaced contours in Figure 5.15. The magnitude of the contribution is just a tenth of the 
direct contribution, however, so it is dwarfed by it. In Figure 5.16 it is clear th a t the exchange- 
correlation contribution is significantly less variable along z than the direct contribution.
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Figure 5.12: Coulomb contribution for a single dot, xy  slice at z =  0. Note the contour lines 
at the highest 100 and 150 meV values beyond the circumference of the dot (red) showing the 
higher surface charge density towards these corners, resulting from aliasing in the surface charge 
map of the dot.
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Figure 5.13: Coulomb contribution for a single dot, yz  slice at x =  0
Figure 5.14: Exchange and correlation contribution for a single dot, showing isosurfaces at 
40 meV (green), -20 meV (yellow) with well wall (grey) for reference.
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Figure 5.15: Exchange and correlation contribution for a single dot, xy  slice at z =  0
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Figure 5.16: Exchange and correlation contribution for a single dot, yz  slice a t x =  0
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5.1.5 Convergence
The rate of convergence of the single dot case varies significantly. In our canonical 10 nm dot, the 
50 electron case converges in 2 days, whereas the 20 electron case converges in 2 weeks, on dual­
core Opterons. Our convergence measure is the residual density norm as a fraction of the output 
density norm, and we consider this to have converged when the error measure is 0.5% or less. To 
see how the error relates to the distribution of electrons, let us consider the plot of the residual 
dipole moment magnitude as a fraction of the output density dipole moment (the residual dipole 
error norm) against the residual density error norm over the final grid convergence, shown in 
Figure 5.17.
0.1
0.5%
0.01
0.001  —  
0.0001 0.001 0.01 0.1 1
Residual dipole error norm
Figure 5.17: Comparing convergence error in dipole terms and density terms for a real run. The 
run (after initial coarse grid precalculations) begins in the top centre, with residual density error 
norm of 3%, and residual dipole error norm of 1.5%, and ends in the bottom  left with a residual 
density error norm below the green acceptance bar or 0.5%.
Clearly the error in dipole terms is even smaller than in density terms in practise, so we 
assume th a t 0.5% density error is sufficient.
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5.2 D ot size
The canonical dot above has diameter and depth 10 nm. Here we consider dots with the same 
shape and number of electrons but varying size: 7 nm, 10 nm (canonical dot), 15 nm, 20 nm. 
As the number of surface charges was also fixed, the surface charge density varies inversely with 
the scale of the dot.
5.2.1 H ypothesis
Since the background positive charge for larger dots will be of lower density, the curve of the 
well will be less steep. The surface charges are also further from the centre of the dot, so we 
expect to see more delocalized orbitals in absolute terms where the dot is larger. When the dot 
is significantly larger, the order of orbitals is expected to change, with more x- and y-aligned 
solutions compared to the canonical dot.
5.2.2 D ensity
We can see from Figure 5.18 th a t the density is significantly higher at the centre of the dot for 
the smallest dot geometry, as we would expect. The volume of the dots scales as the cube of the 
size value, so to see if the density is simply reducing linearly as the dot volume increases, the 
density at the centre of the dots is plotted against the relative volume of the dots in Figure 5.19 
- it does appear to scale linearly, suggesting th a t over this range at least, the solutions are scale 
independent.
0.7 <-
7 nm
* 10 nm 
15 nm 
20 nm
0.6 -
I
0.4 -
Î
0.2 -
■5 0 5 10-10
Figure 5.18: Comparing the density sampled along a: at y =  z =  0 for different sizes of dot.
Rescaling the density in Figure 5.20, and plotting it against normalized x  scales, we see that 
the profiles are very similar, although at one extreme the 20 nm dot has a lower central peak than 
the two side peaks, and at the other the 7 nm dot has a high central peak and lower side peaks. 
Towards the edges, the larger the dot, the more confined the density seems to be, although the 
differences are slight.
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Figure 5.19: Density at centre of dot, shown on a log scale against the relative volume of the dots 
as multiples of the canonical dot, also on a log scale. Points are labelled with the size (diameter 
and z depth) of the dots. The line is a linear plot line, not a fit.
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Figure 5.20: Density sampled along x at y = z = 0 rescaled by dot volume (arbitrary y units), 
versus z  as a proportion of dot diameter (thus radial wall is at ±0.5, marked ‘r ’).
5.2.3 Orbitals
The orbitals are largely the same over the range -  the full table can be seen in the appendices 
C.2. One notable difference is th a t the first orbital in the 20 nm dot comes from the z-aligned 
solution; in fact z l  and z2 order before the first x  and y solutions (see Figure 5.21).
This pair of ^-aligned orbitals look very much akin to symmetric (antisymmetric) wavefunc- 
tions for the antibonding (bonding) molecular orbital shapes; the difference being that here the 
orbital is intended to represent a single electron rather than two. These are, however, Kohn- 
Sham orbitals rather than electron wavefunctions, so it is conceivable that they represent such 
behaviour. Following the bonding/antibonding argument further, it suggests th a t the many-body
76
potential driving our non-interacting electron orbitals has a low-level shape th a t splits the dot into 
two vertically stacked wells. However these wells are shallow enough that higher orbitals are have 
energies above this barrier. As this pair becomes more apparently like a bonding/antibonding 
pair for larger dots, the shallow wells must be a little deeper at larger dot sizes.
5 .2 1 .1  1 5 .2 1 .2  5 5 .2 1 .3  9
Figure 5.21: F irst 3 different orbitals, labelled with orbital order index, comparing for different 
dot scales; 7, 10 (canonical), 15 and 20 nm dots left to right in each subfigure. Shows ordering 
variation in 20 nm dots. Labelled with orbital index.
As the dot size increases the lOqlnl z  orbital (5th for 7-15 nm dots) is increasingly delocalized 
over the dot, as we see the isosurface forms two separate regions (Figure 5.22). The lOqlnS z 
orbital in Figure 5.2.3, by contrast, becomes increasingly centralised as the dot size increases.
8 s
5 .2 2 .1  7 (9) 5 .2 2 .2  10 (9) 5 .2 2 .3  15 (9) 5 .2 2 .4  20 (1)
Figure 5.22: Increasing delocalisation of the lOqlnl orbital with increasing dot scale, labelled 
with scale (nm) and orbital index.
'%-,»,.
5 .2 3 .1  7 5 .2 3 .2  10 5 .2 3 .3  15 5 .2 3 .4  20
Figure 5.23: Increasing centralisation of the lOqlnS orbitals (index 25 for all solution directions) 
with increasing dot scale (labelled with dot scale (nm))
As expected, the ordering of orbitals changes, most significantly between 15 and 20 nm. The 
z l  {lOqlnl) and z2 {I0qln4) orbitals order before the x l j y l  orbitals at 20 nm, and we see z4 
(^OglnS-type) appearing at position 37 at 15 nm instead of position 45 at smaller scales. There 
are also minor changes like ordering of a: vs y solution changes where they are nearly degenerate.
The result, then, is that increasing the scale of the dots but letting the surface charge density 
fall still results in increasing selection of orbitals from the z-aligncd effective mass solution. This 
is not the opposite of the expected result, th a t more x  and y orbitals would be selected; in fact 
within the range considered the ordering changes but the overall set of occupied orbitals does 
not. There is more delocalisation of the orbitals, but it is largely confined to changes in the z 
orbitals.
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5.3 Number of free electrons
Another im portant characteristic is how the number of free electrons in the dot affects the 
behaviour, remembering that the increasing the number of free electrons also increases the mag­
nitude of the envelope positive charge, and thus the potential is affected by this as well as the 
inter-orbital repulsion.
5.3.1 H ypothesis
More electrons will increase the Coulomb repulsion each electron experiences, so the orbitals are 
expected to be more confined and perhaps more localised, and higher order states are expected 
to fill the gaps left by lower order harmonics. This increase in the range of states available to 
the orbital solutions would therefore act to even out the total density, compared to a solution 
for fewer electron solutions.
5.3.2 D ensity
From Figure 5.24, we can see th a t the density distribution differs significantly as the number of 
free electrons varies; between the relatively simple 24 electron density and those of % 50, and 
between these and 100 electrons.
5 .2 4 .1  24 5 .2 4 .2  48 5 .2 4 .3  50 5 .2 4 .4  100
Figure 5.24; Electron density for varying numbers of free electrons (labelled), isosurfaces at levels 
scaled linearly with number of electrons, equivalent to s =  0.23e/nm^ at 50 electrons, s /2  and 
s/20.
At 24 electrons, there are two peaks separated along z (Figure 5.27). Doubling the number 
of electrons, we see 4 peaks along z. Finally at 100 electrons there is a significant separation 
along y into two peaks as well as the z separation.
Looking at the density sampled along z (Figure 5.27), the average density increases signifi­
cantly when doubling from 24 to 48 or 50 electrons. However, it does not do so between 50 and 
100; instead the density has increased off-axis. The 4 peaks of the 50 electron (canonical) dot 
are still present at 100 electrons, although a further local peak has appeared at a: =  y =  z =  0, 
the centre of the dot.
Looking at the 3d plot of the 100 electron density in Figure 5.25, we can see th a t the density 
in fact has 8 peaks, separated along x, y, z. There is also a central, peanut-shaped minimum at 
the centre, evident also in Figure 5.26.4 .
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Figure 5.25: Density peaks in 100 electron solution, isosurfaces from innermost: s — 0.32 e/nm^, 
0.9s, 0.75s, and the well shape.
5.3.3 Coulomb contribution
The plots of the direct contribution yz  slice show a similar story for all the dots - there is a net 
positive contribution around the do t’s midline, making this region repulsive to the free electrons. 
The most negative region moves away from the centre of the dot, becoming a narrow disc at the 
top and bottom  of the dot. At 100 electrons, the Coulomb contribution at the centre of the dot 
is between -250 and -200 meV, by comparison to the 24 electron dot whose centre is between 
-550 and -500 meV, as we can see from Figure 5.29
Clearly with a fixed quantity of surface charge, increasing the number of free electrons fills the 
dot, preferring the vertical extremes as the regions furthest from the cylinder of surface charge.
5.3.4 Orbitals
Comparing orbitals (for full set, see Figure C.3 in the appendices), a similar picture emerges to 
that for varying surface charge at the lower levels; the 100 electron result shows a preference 
for solutions with z-aligned effective mass vector, leading to a reordering of levels. Again the 
z /Oglnl/Yg result comes first, and again the z Yg orbital shows a progression of increasing 
localization at the centre of the dot (Figure 5.3.4).
The 48 and 50 electron results are largely similar as we would expect, but there is a swap in 
the order of x  and y aligned solution in orbitals 17 to 23, and the x- and y-aligned Y° orbitals 
move to before the z-aligned Yg.
At 100 electrons, we start to see some different orbitals th a t diverge from any harmonic 
shapes, from around the 51st orbital (Figure 5.3.4). This orbital appears asymmetric, and is 
followed by an almost helical orbital, which appears to be from z-aligned solutions as there are 
no mirrored versions in the subsequent orbitals. Note th a t the significant mixing of different 
orbitals here indicates near-degeneracy for these solutions with different effective mass vector 
alignments.
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From index 73 we see orbitals which mirror higher order states in the analytical results. 
Orbital 73 appears to be l lq ln2 ,  similar to Zlgln4, but with more separation along z. We also 
see /lg 2 n l in orbital 41
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Figure 5.26: Contour plots of density slice th r ^ g h  yz  plane at x =  0, for varying numbers of 
free electrons (labelled).
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Figure 5.27: Density sampled along z at x =  y =  0 for varying numbers of free electrons (values 
in key). Dot radius is 5 nm.
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Figure 5.28: Contour plots of a yz  slice through the Coulomb contribution at x =  0, w ith the 
well outline shown in red.
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Figure 5.29: Coulomb contribution sampled along y a,t x — z = 0. The well radius is 5 nm.
Figure 5.30: Orbital 25 for solutions with varying numbers of free electrons, 24, 48, 50 and 100 
electrons left to right. As for increasing surface charge, for increasing nmbers of free electrons 
we see a centralizing effect in this orbital towards z = 0.
5 .3 1 .1  51 5 .3 1 .2  53 5 .3 1 .3  65 5 .3 1 .4  l l q l n l
Figure 5.31: Surprising orbital shapes at 100 free electrons, labelled with orbital index. Orbital 
51 appears asymmetric, and orbital 53 appears helical. Orbital 65 must be a modified l l q ln l  
(5.31.4 ).
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Figure 5.32: Surprising orbital shapes at 100 free electrons, labelled with orbital index.
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5.4 Total number of electrons
In the results for varying the number of free electrons, we can see that more electrons leads to 
increasing delocalisation. However, would that still occur if the ratio of free electrons to surface 
charge was kept constant? Thus in this set this ratio is fixed at 2:1 (as in the canonical dot) for 
the values of 50:100 (canonical dot) and 100:200.
5 .3 3 .1  50 (0.23) 5 .3 3 .2  100 (0.42)
Figure 5.33: Electron density for varying numbers of free electrons (labelled), and surface charges 
(twice this value). Value in brackets indicates isosurface value near peak (5), additional isosur­
faces at s/2 , s/20.
From Figures 5.33-5.35, we can see that maintaining the ratio of surface to free charges also 
maintains the boundary characteristic, so the gap between surface charges and the free charge 
distribution is a largely dependent on only the ratio between these two quantities.
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Figure 5.34: Comparison of electron density along z at x  = y = 0, 100 line scaled by 0.5. Well 
boundaries at ±5 nm.
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Figure 5.35: Comparison of electron density along x  a.t y = z = 0, 100 line scaled by 0.5. Well 
boundaries at ±5 nm, labelled ± r.
87
5.5 Surface charge
The quantity of surface charge distributed around the side surface of the dot (not the top and 
bottom  faces) is clearly im portant to the confinement of the free electrons, but how significant 
is the effect? Here we vary the quantity of surface charge from 0 to 200e.
5.5.1 H ypothesis
Increasing the surface charge should both increase confinement and alter the shape of the well 
from square towards harmonic as the repulsion is quadratic. We expect, therefore, to see the 
orbitals increasingly localised toward the centre of the dot, and to see the ladder of orbital 
energies separate at higher eigenenergies.
5.5.2 Electron D ensity
5 .3 6 .1  0 5 .3 6 .2  50e 5 .3 6 .3  lOOe 5 .3 6 .4  200e
Figure 5.36: Electron density for varying amount of surface charge (labelled). Isosurface value 
near peak (s =  0.23e/nm^), additional isosurfaces at s/2 , s/20.
The density does become increasingly localised as expected. However, another effect occurs; 
the progression of increasing charge separation towards 8 ‘corners’ of the dot seen in Figure 
5.24 as the number of free electrons increased is reversed here, and the initial separation in xy  
reverts to a central peak. The z distribution of the density, shown in Figure 5.40, indicates that 
confinement in z also increases with increasing surface charge; at Oe there is a clear minimum at 
2 =  0, but as the surface charge is increased the extremal peaks diminish and the density peaks 
around z =  ±1.5 nm.
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Figure 5.37: Contour plots of a xy  slice th roug l^^e  density at z =  0, with the well outline shown 
in red.
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Figure 5.40: Density distribution along z, integrated over xy  plane.
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5 .4 1 .1  Oe (1) 5 .4 1 .2  50e (1) 5 .4 1 .3  100e (9) 5 .4 1 .4  200e (9) 5 .4 1 .5  ZOglnl
Figure 5.41: Progression from strongly delocalised orbital to  localised orbital (labelled with 
quantity of surface charge and orbital index).
5.5.3 Orbitals
To understand the changes in the density distribution, we look at the the orbitals, shown in full 
in the Appendices (Figure C.4). The first item of note is th a t the lowest levels display a highly 
divided lOqlnl z orbital (Figure 5.5.3), which becomes less delocalised as the surface charge 
increases to lOOe. At 200e, however, this orbital appears to be very different and displays none 
of the neck formation seen at lower surface charge values.
5 .4 2 .1  50e 1 5 .4 2 .2  50e 5 5 .4 2 .3  Oe 9 5 .4 2 .4  Oe 17
Figure 5.42: Low-lying z-aligned orbitals from low surface charge solutions; note th a t 1 and 3 
are monophasic, i.e. symmetric and thus must be derivatives of the lOqlnl orbital. 2 and 4, with 
lobes of opposite phase, thus antisymmetric, show a surprising similarity to them. Labelled with 
quantity of surface charge and orbital index.
In the high surface charge results (lOOe and 200e), the first 12 states are the lOqlnl states 
from each direction. At 50e, however, the z-aligned lOqlnl states are followed by the lOqlnA state 
with the same shaped pair of lobes only with opposite phase (see subfigures 5.42.1 , 5.42.2 ). 
These are then followed by the x  and y-aligned solutions. However, at zero surface charge, these 
orbitals become split into two lobes localised at the sides of the dot (subfigures 5.42.3 , 5.42.4 
). In both of these cases, we see antisymmetric orbitals which are similar to analytic orbitals 
preceded by symmetric orbitals whose overall shape resmbles the antisymmetric orbitals more 
than the analytic symmetric wavefunction. This appears to be the bonding/antibonding shape 
resemblance seen also at large dots size, only now both vertical and horizontal pairs are evident.
There is an obvious progression in the orbitals from delocalised states to more localised ones, 
seen most strongly in the l l q ln l  states from xy  aligned orbitals (Figure 5.5.3). Note also th a t 
the orbitals become less fitted to the shape of the dot and more similar to harmonic shapes.
The orbitals from the solutions from Oe and 50e surface charge match each other closely, up to 
orbital 37, where we see an orbital in the Oe solution with anti-symmetry along z but symmetric
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5 .4 3 .1  Oe 17 5 .4 3 .2  50e 17 5 .4 3 .3  100e 19 5 .4 3 .4  200e 21
Figure 5.43; Increasing bias towards the centre of the dot and repulsion from increasing surface 
charge for a given orbital. Labelled with quantity of surface charge and orbital index.
5 .4 4 .1  Oe 39 5 .4 4 .2  50e 39 5 .4 4 .3  Oe 51 5 .4 4 .4  50e 51
Figure 5.44: Four-lobed orbitals with symmetric split (left pair), and anti-symmetry (right pair). 
Labelled with quantity of surface charge and orbital index.
split lobes along x  (Figure 5.5.3). From the 50e 37/39 orbitals, we can see the un-split circularly 
symmetric orbital of which the Oe orbitals are a derivative. These are followed by the orbitals 
also with 4 lobes but which are antisymmetric along both x  and z, which are strongly similar to 
the equivalent orbitals in the 50e solution states.
5.5.4 Energy ladders
94
(A0) ABjaug lEiiqjQ I
(AS) ABjaug lEiiqjQ
S3
O
1
&
'a
(AS) ABjaug lEJiqjo
I
1
I
S)
(AS) ABjaug iBjiqjo
95
From the energy ladders in Figure 5.45, we can see th a t the x  and y orbitals are increasingly 
selected, certainly at the lowest levels, and th a t they are effectively degenerate. We can also see, 
as expected, th a t the energy eigenvalues become increasingly evenly spaced as the surface charge 
increases. The deselection of z orbitals coincides with increasing average energy gaps between 
adjacent states in all alignments.
5.6 Summary
Looking a t the cylindrical quantum dot we have seen th a t the electronic structure is strongly 
dependent on the parameters of the dot, largely as a selection mechanism for different electron 
states. At lower levels of confinement, in particular with less surface charge, we see split orbitals 
with the electrons localised at positions on the surface of the dot.
We have also seen th a t the electron density becomes increasingly even with more electrons in 
the quantum  dot, with lower confinement regimes permitting a minimum at the centre of dot.
Comparing the orbitals in the solutions with the wavefunctions for the particle-in-a-cylindrical- 
box, we see broad agreement particularly for the z-aligned orbitals. However, we have also seen 
th a t the other alignments produce orbitals which are symmetric along a diameter, unlike any in 
the analytical results, and also symmetric orbitals with split lobes. These are best understood 
by considering the equivalent geometry in a modified, anisotropic cartesian space with isotropic 
effective mass. This would yield an elliptic dot for the x  and y-aligned solutions, and thus permit 
other orbital configurations.
We have also seen th a t the effect of the surface charge is to make the solution increasingly 
similar to th a t of a harmonic well, particularly for x  and y solutions, since there is no surface 
charge a t the z boundaries. This yields orbitals localised towards the centre of the dot, and 
eliminates the splitting of monophasic lobes into separate regions.
Increasing the number of free electrons inside the dot, and thus reaching into higher order 
orbital shapes, revealed both asymmetric and apparently helical orbitals, although in common 
with low-surface-charge solutions we see increasing delocalisation within orbitals.
Thus we have increasing delocalisation in any of the following scenarios; low surface charge, 
large dot size, increased numbers of free electrons. In the reverse scenario, we have an increasing 
similarity to spherical harmonic orbital forms.
The eigenvalue spacing is significantly higher in the simulated dots than in the analytical dot, 
although this is not a particularly useful comparison without a reasoned value for the isotropic 
effective mass. In the anisotropic effective cartesian coordinates, the three systems with different 
effective mass vector alignments would be comparably t aller/narrower (z) or strongly elliptical 
{x, y). The surface charge also create an effective dot diameter somewhat below th a t of the dot 
itself. This both increases selection of z-aligned states, and increases the eigenvalue spacing.
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Chapter 6
Results: Isolated Double 
Quantum D ots
In this chapter, we consider the effect of various parameters on the free electron density and 
electronic structure of Isolated Double Quantum Dot structures, shown in Figure 6.1. The shape 
is derived from a spiric section^, and defines the region of Si inside SiOs. The same asymmetry 
in the dot shape is applied to give directionality and consistency in the results by a trapezoid 
envelope transformation.
In order to achieve convergence of the system (in particular the canonical dot), a 5 meV/ nm 
gradient is applied to the background potential along x, biasing the towards the right dot.
Figure 6.1: Isolated Double Quantum Dot xy  plane view, showing the spiric cross-section of the 
dot. The central region is Silicon, the yellow region is treated as the charged surface region.
^Derivation of the equation of the spiric section of a torus, as used here, is given in Appendix A
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6.1 Range of results for the canonical IDQD
As in the previous results chapter, we will first look at a set of results for a particular IDQD 
configuration, the canonical dot, and then a series of variations on th a t theme. The canonical 
IDQD, then, has been selected for comparability with the canonical single dot, so the totals 
resemble a pair of such single dots:
Geometry Length 20 nm
W idth 10 nm
Dot depth 10 nm
Asymmetry 10%
Neck width 1 nm
Temperature 20mK
Charge Free electrons 100
Surface charge 200 e
6.1.1 D ensity
X
Figure 6.2: Canonical IDQD solution electron density, 3d isosurfaces at s =  0.23 e/nm^, s /2  and 
s/20
From Figure 6.2, we can see that the density again has minima at z =  0, and there is evident 
separation of the two dot and their electron densities. This is even more apparent in Figure 6.1.1, 
where we see minima at the x  extremes of the z = 0 line.
Figure 6.1.1 shows the density integrated over z and y, we can see that the electrons are 
most strongly concentrated in the righthand dot, with peaks around 1.8e/nm^, compared to 1.3
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Figure 6.3: Slices through the canonical IDQD electron density
e/nm^, as a result of the 10% trapezoid envelope asymmetry in the dot geometry in the xy  plane.
6 .1 .2  O r b ita ls
The full set of orbitals for the canonical double dot can be seen in the Appendices (Figure D .l). 
The first 16 orbitals are evenly split x- and y-aligned lOqlnl states in each dot, and are com­
parable with those of the single dot solutions (Figure 6.5). Considering the dots separately, the 
orbitals progress in the same way as the single dot orbitals. In general, the lefthand dot fills 
before the righthand dot, and this results in some out-of-sequence or near-degenerate pairs, like 
the z-aligned 3 lobe orbital appearing before the righthand do t’s y-aligned lateral 2-lobe orbital 
(see Figure 6.6).
The first 32 orbitals are evenly distributed between the left and right dots, but the following 
16 orbitals have 10 in the left and 6 in the right. This also includes the first near-degeneracy 
between left and right orbitals; states 45/46 and 49/50 are interleaved with 47/48 and 51/52, 
showing th a t they are closer than the intervalley splitting.
As with the single dot solutions, we see a preference for the z states with increasing n (in the 
analytic formulation); at orbitals 97-104 we see llqlriA states from x  and y, but we already have 
lOqlnS from z in 77-80 in the left dot and 89-92 in the right (Figure 6.7).
One orbital of note here is a second two-lobe antisymmetric orbital where the lobes are stacked 
in the y direction, shown in Figure 6.8. In the single dot results, there were multiple orbitals of
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Figure 6.4: Summary maps of the electron distribution in the canonical IDQD
6 .5 .1  D ouble 6 .5 .2  Single 6 .5 .3  l Oq l n l
Figure 6.5: Comparison of initial double dot and single dot orbitals with similar analytical 
wavefunction (labelled with quantum numbers).
this type, but not aligned in the same way as we see here, with the same nodal plane between 
the lobes. From Table 6.1 we can see that 37 and 81 are y and a:-aligned respectively. There is 
a previous x-aligned solution orbital with two lateral lobes (33), but which are stacked along x, 
rather than along 7/ as in 81.
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6 .6 .1  43 6 .6 .2  45 6 .6 .3  47
Figure 6.6: Interleaved ordering of orbitals in indices 43-47.
6 .7 .1  97 6 .7 .2  109
i
6 .7 .4  77 6 .7 .5  89
6 .7 .3
l l q l n A
I
6 .7 .6
ZOglnS
Figure 6.7: Comparison of initial double dot and single dot orbitals with similar analytical 
wavefunction (labelled with quantum numbers).
6 .8 .1  x3  (33) 6 .8 .2  y3  (37) 6 .8 .3  x7  (81)
Figure 6.8: Comparison of laterally separated two-lobe orbitals from canonical double dot solu­
tions, labelled with direction/ solution index and rank
6.1.3 Orbital energies
We can see in Figure 6.9 th a t even with few electrons in the system, there are already eigenener- 
gies for which solutions are degerate between the two dots, for example around -3.524 eV where 
we see a left-hand dot solution y5 and a right-hand dot solution y6 at equivalent eigenenergy. If 
both states are occupied, there is no problem. However, if the system were to attem pt to solve 
with only one filled, it would make the system unstable at best. As we can see in Figure 6.10, 
these are equivalent orbitals in the left and right-hand dots (^-aligned /Qgln4 orbitals).
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Rank Dir Sol”' Dot l ,q ,n
1 x l  L 0,1,1
5 y l R 0,1,1
9 x2 R 0,1,1
13 y 2 L 0,1,1
17 z l L 0,1,1
21 z2 L 0,1,4
25 z3 R 0,1,1
29 z4 R 0,1,4
33 x3 L 1,1,1
37 y 3 L 1,1,1
41 x4 R 1,1,1
45 z5 L i 0,1,3
47 y4 R 1,1,1
53 z6 R 0,1,3
57 x5 L 0,1,4
61 y5 R 0,1,4
65 y6 L 0,1,4
69 x6 R 0,1,4
73 y7 L Lat3
77 z7 L 0,1,8
81 x 7 L 1,1,1 *
85 x8 L Lat3
89 z8 R 0,1,8
93 y 8 R Lat3
97 x9 L i 1,1,4
99 y9 L 1,1,4
105 xlO R Lat3
109 x l l  R 1,1,4
Table 6.1: Analysis of orbitals and nearest analytical wavefunctions, along with dot occupation. 
Each row represents 4-fold degeneracy, except where marked T , indicating two orbitals are 
interleaved A B A B (still in pairs as spin degeneracy is universally assumed). Third column gives 
nearest analytical wavefunction quantum numbers, except ’Lat3’ indicating the non-matching 
lateral 3-lobed orbital shape seen in the single dot results. Asterisk marks second x-aligned 
result of this type in the left dot (first is N°.33), this time rotated by 7t/2.
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Figure 6.9: Energy eigenvalue ladders for the three anisotropic effective mass directions, aligned 
along x, y and z, with left/right dot probability indicated by x , and occupancy probability 
indicated by the length of the bar.
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6 .1 0 .1  y5 (61) 6 .1 0 .2  y6  (65)
Figure 6.10: Degenerate levels, both from ^-aligned effective mass vector solution.
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6.2 Neck W idth
A central feature of the Isolated Double Quantum Dot geometry is the neck region forming a 
bridge between the two dots. Keeping other geometry parameters the same, in this section we 
consider the effect of varying the neck width from 0.1 nm to 5 nm. The canonical IDQD has a 
1 nm neck.
6.2.1 H ypothesis
W ith a wide neck, we expect the IDQD to behave more like a single dot, with states delocalised 
over the whole structure and present in the neck region. In the narrow neck case we expect to see 
broadly two separate dots, albeit with occupancy determined by their relative energy eigenvalues.
6.2.2 Electron D ensity
6 .1 1 .1  0.1 nm  6 .1 1 .2  1 nm
6 .1 1 .3  2 nm  6 .1 1 .4  5 nm
Figure 6.11: Electron density for varying inter-dot neck width (labelled). Isosurface value near 
peak (s =  0.23e/nm^), additional isosurfaces at s/2 , s/20.
105
From Figure 6.11, we can see th a t with a 5 nm neck, there is significant electron density in 
the neck region of the dot, which does not appear to be present at smaller neck sizes. Here it 
appears th a t the orbitals are all localised to one or other dot.
Slices through the dot along z =  0 in Figure 6.12 show th a t there is a progression from the 
0.1 nm to 2 nm neck solutions as the peaks of the electron density nearest to the neck shift 
towards the neck region, before the two dot distributions join between 2 and 5 nm.
In Figure 6.13 we can see th a t a t the centre of the 5 nm IDQD neck, the electron density 
profile at the centre of the neck has upper and lower peaks.
Slicing vertically through the dot along ^ =  0, we see in Figure 6.14 th a t the additional 
conductive volume of a wider neck permits greater separation of charge; the minima in the z =  0 
plane are emphasized by 2 nm, and a t 5 nm the left dot has a significantly more decentralised 
density distribution. This is another view on the stronger vertical separation of the peaks in the 
3d plots of Figure 6.11.4 .
From Figures 6.15 and 6.16, we can see th a t the overall distribution in the xy  plane is also 
more localised along the y — 0 inter-dot axis a t 5 nm, compared to a t 0.1 nm where the right- 
hand dot has a peak distributed along y; the transition to occupation of the neck region permits 
greater localisation towards y = 0, either by increased localisation of the orbitals or deselection 
of more delocalised orbitals.
The occupation of the neck region signals the end of the quantised regime, as the expectation 
value of % of a given orbital can then move continuously from one dot to another, under bias 
conditions.
6.2.3 Effective potential contributions
The main variation in the potential is from the Coulomb contribution. Remember th a t in this 
system the Coulomb contribution includes the potential due to surface charge repulsion and 
attraction to the background impurity atoms.
As the neck width increases, the cross-sectional area of the IDQD increases, so the static 
attraction from the impurities is lower, raising the static floor of the well. However, the repulsion 
at the centre of the neck due to surface charges is also reduced, which lowers the effective potential 
from the Coulomb contribution. In Figures 6.17 and 6.18, we see th a t the second effect is much 
larger - the repulsion at the centre of the IDQD structure disappears and the whole contribution 
is lower inside the well. At 5 nm there is no interdot barrier a t all.
The z-profile of the Coulomb potential at the centre of the neck (a: =  y =  0) is illuminating 
(Figure 6.19). At 0.1 nm, the potential is repulsive overall, in particular forming a broad peak 
of 200 meV at z =  0, showing the effect of the walls of surface charge around the neck. At 1 nm 
neck width, the potential is no longer a net repulsion, but the impurity attraction and the surface 
charge repulsion roughly cancel out. For the wider 2 and 5 nm dots, the impurity attraction 
wins out as the surface charges are now significantly further from the centre of the neck.
At 1 nm, we see also an almost square profile w ith a flat region for 8-9 nm. At 5 nm, there 
are two minima at ±4.5nm , locally 50meV below the flat central region. It is these two minima 
we see reflected in the yz  map of the density in Figure 6.13. At a given position along z, the 
repulsion from the surface charge will decrease with the inverse square of the distance. However, 
the attraction from the positive charge will increase approximately linearly with the neck width.
106
-10 ■5 0 5 10
-10 -5
6 .1 2 .1  0.1 nm
-10 5•5 0 10
6 .1 2 .2  1 nm
5 10
6 .1 2 .3  2 nm
-10 -5 5 10
6 .1 2 .4  5 nm
0.3 
0.25 
0.2 
H  0.15 
0.1 
0.05 
0
well
0.05
0.1
0.15
0.2
0.25
1
0.3 well
0.25 0.05
0.2 0.10.15
— 0.15 0.2
- 0.1 0.25
- 0.05
— 0
n
0.25 well
Ï ' 0.2 0.05
0.1
- 0.15 0.15
0.2— 0.1
0.05
0
i 0.25 well
___ 0.2 0.05
0.1
0.15 0.15
0.2— 0.1
— 0.05
— 0
Figure 6.12: Contour plots of a x y  slice through the density at z =  0, with the well outline shown 
in red.
107
well0.05
0.10.15
0.2
Figure 6.13: Contour plot of a yz  slice through the density (e/nm^) at z =  0 (the centre of the 
neck region) for the 5 nm dot, with the well outline shown in red.
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6.2.4 Orbitals
The orbitals should be quite informative here; we are looking for orbitals which indicate single 
dot characteristics at wide neck values; orbitals that are either localised inside the neck region 
or non-zero in both dots simultaneously.
6 .2 0 .1  1 6 .2 0 .2  13 6 .2 0 .3  33 6 .2 0 .4  41 6 .2 0 .5  49
Figure 6.20: First 5 ^-aligned orbitals at 5 nm.
From the electron density plots we know only the 5 nm neck solution has any significant 
electron density in the neck region, and we see this from the very first orbital in Figure 6.20. 
It is a simple /Oglnl orbital, much as we would expect from an elongated single dot. The next 
of these orbitals is at rank 13 (/Ig ln l) , followed by 41st eigenstate in which we see the lateral 
3-lobe shape, notably before the appearance of the /0gln4.
All these delocalised orbitals are from the ^-aligned effective mass solution; the third orbital 
in y appears to be the only one localised to one dot. This strongly supports the anisotropic 
coordinates notion, as stretching the dot along y would yield a wide neck, whereas stretching 
along the x or z axes the effective neck width would be unchanged.
Between these single-dot-like orbitals, we largely see the same states as the canonical (1 nm 
neck) DQD, localised to one dot or the other, albeit with an envelope distortion towards the 
neck region. There appears to be a stronger selection bias towards z-aligned solutions; after the 
initial single-dot-like orbital, the left and then right dots have IQqlnl and Z0gln4 from z.
6 .2 1 .1  5 6 .2 1 .2  9
Figure 6.21: Delocalised orbitals at 2 nm.
The class of orbitals delocalised over the whole DQD yet zero in the neck region appears in 
the 5 nm dot, but also in the 2 nm dot: eigenstates 5-8 and 9-12 (Figure 6.21) show ZOglnl and 
Z lglnl states with significant occupation of both dots. Note th a t the first delocalised orbital 
is just one colour and thus the same phase; an envelope modification of the symmetric ZOglnl 
orbital rather than deselection of it in preference of a different eigenfunction.
So here we can see th a t although the electron density plots suggested the transition to single­
dot continuous regime characteristics occurs somewhere between in the 2-5 nm neck range, it is 
in fact occurring between 1 nm and 2 nm. We could hypothesize that with more electrons in the 
system, we might see them even a t narrow neck sizes.
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6.2.5 Energy ladders
Prom the energy ladders in Figure 6.22, we can see th a t the two delocalised orbitals at 2 nm 
are in fact from the ^-aligned solutions. At 5 nm, the m ajority of the y-aligned solutions are 
delocalised, while only a few of the higher x  and z states are delocalised.
We can also see from the lower position of the 5 nm ladders th a t the inter-orbital repulsion 
is significantly lower in this solution; a wider-necked dot has a larger cross-sectional area, thus 
reducing the attractive potential from donor sites per unit area, giving the 5 nm dot the least 
negative static potential. However the ladder of states is significantly lower here, demonstrating 
how significantly the additional area of the neck region is reducing the repulsion of the Coulomb 
functional.
Looking a t the x-  and z-aligned eigenvalues, we can see the left-right dot splitting increasing 
as the neck size increases, as one might expect when the system becomes more like a single dot. 
However, the y solutions do the reverse, w ith the lowest pair becoming closer as they become 
less localised to one dot or the other; here we see the anisotropic effective mass acting to  favour 
the ^-alignment, yielding a single set of orbitals rather than  separate orbitals for each dot, and 
whose shape becomes increasingly smooth (the node in the /Oglnl state disappears) and thus 
lower energy.
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6.2.6 Summary
As the neck width increases, the immediate effect is to  reduce the localisation of the electrons 
to  one or other dot, and thus to enable first delocalised states existing in both dots, and then 
to enable states localised to the neck region. These states come exclusively from the ^/-aligned 
effective mass solutions, supporting the hypothetical treatm ent of the anisotropic mass in an 
isotropic space as an isotropic mass in an anisotropic space; in stretching the dot along the y 
axis, the dot quickly begins to behave as a single dot.
This transition alters low-lying orbitals, to some degree because the smooth orbital shape is 
associated with lower energies. The transition to single-dot behaviour also means, however, th a t 
there are fewer ^-aligned states (just one set rather than one per dot), so they progress to higher 
order functions more rapidly.
One possibility th a t arises is th a t this single-dot-like behaviour could be significantly inhib­
ited, if not prevented, by rotating the IDQD shape on the wafer; if the interdot axis was at 
45° to the crystal axis, then the shape of the IDQD in the hypothetical anisotropic space would 
not have a significantly wider neck in either x-  or ^-aligned axis in the xy  plane; the elongation 
along either axis would lengthen the dot (increasing the distance between the dot centres) as well 
as increasing the neck width, and the neck width would scale sub-linearly. This would permit 
discrete charge behaviour a t wider neck values than  with aligned axes.
We have also seen th a t as the neck width increases, the profile of the potential along z a t the 
centre of the neck increasingly favours two minima a t the z extremes of the neck, resulting from 
the increasing positive background charge overcoming the increasingly distance repulsion from 
the surface charge.
6.3 Diam eter
Dependence of the IDQD characteristics on various controllable geometric param eters is an 
im portant concern, so in this section we look at the effect of varying the dot diameter from 5 to  
50 nm, with a constant neck width; the canonical DQD has a diameter of 10 nm.
A factor im portant to the larger dots is the potential gradient applied to  all the dots of 
5 meV/nm; required to  obtain convergence for the canonical dot, it becomes a significant bias 
for the 50 nm dots as it was not matched to the dot size.
6.3.1 H ypothesis
Here both the scale of the system is changing and the geometric relationship between xy  scale 
and z height of the dot. At small diameters, we expect to  see a relatively well-confined density 
compared to  th a t at larger sizes, and perhaps increased separation of the orbitals as the diameter 
increases to  minimise repulsion. The ratio of neck width to dot diameter will also decrease with 
increasing dot diameter, further separating the dots.
6.3.2 Electron D ensity
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Prom the plots in Figure 6.23, we can see th a t increasing xy  scale produces a smoother 
and simpler electron density; there does not appear to be any z separation of charge at 50 nm 
compared to the multiple peaks at 5 nm.
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Figure 6.24: Contour plots of a xy  slice through the density at z =  0, with the well outline shown 
in red.
Comparing slices through the dots in Figure 6.24, we can see that the charge is centralised in 
each dot at 5 nm, with multiple peaks emerging as the diameter increases, and at 50 nm ring and 
crescent shaped peaks have appeared in the left and right dots respectively. Here we can also see 
the effect of increasing the diameter without altering the neck width - the separation between 
the left and right dots’ density distributions is larger at larger diameters, and the distributions 
are more tightly confined relative to the width of the dot.
The x z  slice through the density at 5 nm in Figure 6.25 shows signihcant z-separation of the
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Figure 6.25: Contour plot of an xz  slice through the density at y =  0 for the 5 nm dot, with the 
well outline shown in red.
peaks -  they are located at the very extremes of the pillar-shaped dot regions; we see the source 
of this more clearly in the next section.
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Figure 6.26: Density along the x  axis for 50 nm dot
There is still z-separation of upper and lower peaks even at 50 nm, at least in the right- 
hand dot, and the density drops more significantly at 50 nm in the centre of the left-hand dot 
(Figure 6.26).
In Figure 6.27, the total density distribution integrated over z shows increasing separation 
of the charge distribution peaks; at 20 nm there are 4 peaks in each dot, although these are less 
pronounced at 50 nm. By contrast, in the 5 nm dot each dot has a single, central peak.
Another effect in evidence is increasing imbalance between the two dots, with the left-hand 
dot peak at 50 nm only three quarters of the height of the right-hand dot peak, and covering 
a much smaller area. This is due to the potential gradient in all these IDQDs of 5 meV/ nm 
along %; varying the dot size along x  also varies the potential difference between the two dots. 
At 50 nm, the potential difference between the x  extremes of the dots is 500 meV, whereas at 
5 nm the potential difference is just 25 meV.
In retrospect, this limits the usefulness of the results for the largest dot, as without such 
a bias the density inside the right-hand dot would be closer to the neck region. However, the 
separation of the two dense regions would be similarly complete, as the gap is now some 20 nm 
over a comparatively narrow neck. The gradient largely accounts for the change from multiple 
separated peaks in each dot at 20 nm to an elongated peak along the extreme right-hand edge 
a t 50 nm.
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e/nm^, with the well outline shown in red, diameters labelled.
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6.3.3 Effective potential contributions
The interplay of Coulomb and exchange-correlation contributions is the important factor in this 
set, as the higher confinement at smaller diameters raises both the Coulomb and exchange- 
correlation effects. The Coulomb contribution, however, contains the free and static charge 
distributions, so although the free electrons are in a well with a larger area, the attractive 
impurity potential is dispersed over the same increased area.
The free and impurity charge densities, therefore, scale with ( f ,  where d is the dot diameter. 
The surface charge, however, is only distributed over the xy  perimeter of the DQD, whose length 
(and thus area) varies only with d.
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Figure 6.28: Contour plots of a xy  slice through the Coulomb contribution at z =  0, with the 
well outline shown in red.
In Figure 6.28 we see this effect - the Coulomb contribution has a lower gradient inside the 
IDQD, and a larger component outside, at smaller diameters. Figure 6.3.3 shows the potential 
over the neck region on the same x  scale for all the dots. It is apparent that the inter-dot 
barrier for the larger dots is both higher and wider than that for smaller dots, and the natural 
compaction of energy levels due to increasing well size further lowers the coupling between the 
dots.
At 50 nm the region outside the dots with a positive potential is smaller as the attraction 
from the impurities is weaker, and the surface charge is comparatively stronger. The dominant 
effect, however, is the increasing bias towards the right dot from the static potential gradient as 
the diameter increases, resulting in more electrons in the right-hand dot.
The exchange-correlation contribution shown in Figure 6.30 reflects the density distribution; 
the minima at 5 nm are below -60 meV, while those at 50 nm are only around -17 meV. It is 
apparent th a t even for the smallest dots, the exchange-correlation contribution is dwarfed by the
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6.3.4 Orbitals
6 .3 1 .1  50 nm  21 6 .3 1 .2  50 nm 89 6 .3 1 .3
I 2 q l n l
6 .3 1 .4
I S q l n l
Figure 6.31; Left pair: Orbital from the 50 nm diameter solution, high order orbital configura­
tion not seen at smaller diameters (labelled with orbital ranks). Right pair: closest analytical 
wavefunctions (labelled with quantum numbers)
At large dot diameters the selected orbitals are signifieantly difi'erent to those of the canonical 
dot. The comparatively higher confinement at 50 nm along z appears to have resulted in higher 
order orbitals at lower ranks in the order than at smaller dot diameters; note the /2glnl-type 
orbital at position 21, which is not reached by the canonical 10 nm dot until orbital 97. The full 
set of orbital plots can be seen the appendices, in Figures D.3 and D.4.
One orbital in particular, at position 89 is worth considering more closely, and is shown in 
the second subfigure, 6.31.2 . Here we see 7 lobes with alternating phases. The most similar 
wavefunction in the analytical solutions appears to be ISqlnl  (Fig. 6.31.2 ), though it is not a 
straightforward transformation. This gives us some indication th a t a dot with high diameter 
to height ratio will select higher order orbitals of this type -  low n  value and thus minimal 
complexity along z; these are approaching 2D solutions.
I ( f #
#
6 .3 2 .1  5 6 .3 2 .2  17 6 .3 2 .3  25 6 .3 2 .4  73 6 .3 2 .5  89
6 .3 2 .6  l Oq l n l 6 .3 2 .7  lOqlnA 6 .3 2 .8  l l q l n A 6 .3 2 .9  I 0q l n5 6 .3 2 .1 0
l l q l n B
Figure 6.32: Orbital 73 from the 5 nm diameter solution, showing envelope distortion of the 
lOqlnb wavefunction, evident in the mirroring of phases between the two dots.
At the smallest (5 nm) diameter we find delocalised orbitals with some non-zero portion in
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both dots from just the 5th orbital (Figure 6.3.4). Again we see envelope distortion of lower 
order orbitals before selection of higher order orbitals with nodes aligned to the neck region; 
orbitals 5, 17 and 73 have symmetric phase along x,  whereas 25 and 89 are antisymmetric.
6.3.5 Energy ladders
Although relaxing the confinement along x  and y  would suggest increased selection of x- and 
^-aligned orbitals, in fact the reverse appears to be true. In Figure 6.33 we see a progression 
of lowering z-aligned energies, resulting a t 50 nm in a majority of z orbitals -  this explains the 
higher-order orbital shapes seen. Returning to  the effective anisotropic space view, the solution 
with z-aligned effective mass vectors is equivalent to a solving for an isotropic effective mass in 
a space with z stretched; this permits the orbitals found from this alignment solution to have 
lower energies than the other two directions. Here the second order partial derivative of the z 
shape is still high as the z-confinement is so strong. By comparison, the increase in x  and y  scale 
has less impact on the energies of the orbitals.
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6.3.6 Summary
We have seen th a t varying the dot diameter has several different effects; at small diameters there 
are delocalised orbitals spanning both dots, while at large diameters the orbitals are strongly 
localised in one dot, and strong selection of z-aligned solutions permits complex high-order 
orbitals.
It is apparent th a t increasing the dot diameter alone without increasing the neck width in­
troduces more factors and more scaling effects, muddying the picture of how different behaviours 
inter-relate. In retrospect it would be more useful to compare xy  scales, or perhaps z : xy  ratios 
by keeping the volume of the dot constant.
In a real system, varying the dot diameter has several effects th a t are not considered faithfully 
here; the surface area would increase, and since the surface charge density is a property of the 
m aterial interface rather than the dot geometry, the surface charge density would remain constant 
and the number of surface charges would vary -  here they have been fixed. Moreover increasing 
the dot volume this way would also increase the number of free electrons as a result of the Silicon 
doping, a number which was also fixed here.
A fixed potential gradient has also shown th a t the IDQD characteristics are sensitive to 
the absolute potential difference over the structure rather than  merely the gradient, yielding an 
increasing bias towards one dot with increasing diameter as the absolute gradient was kept static.
These results do show, however, th a t the coupling between the dots can be modified by 
altering the ratio between z size and dot diameter, and th a t this effect and the high-order 
orbitals result from strong selection of orbitals from one effective mass alignment.
6.4 Height
One of the simpler parameters is the vertical (z) height of the IDQD, which corresponds to the 
thickness of the Si layer during fabrication. In this section we consider the effects of varying 
the height of the IDQD from 5 to 35 nm; the canonical IDQD height is 10 nm. By fixing the 
amount of surface charge, the surface charge density is implicitly varied with the inverse of the 
dot height.
6.4.1 H ypothesis
We expect increasing z-height to favour higher-order z orbitals, and permit greater xy  confine­
ment of the density.
6.4.2 Electron D ensity
In Figure 6.34, we see th a t the taller IDQD structures have simpler density distributions, with 
the 35 nm IDQD showing very little variation over z. By contrast, the 5 nm IDQD has a more 
complex peak shape than the 10 nm solution, implying selection of more high-order xy  orbitals.
In the xy  slices in Figure 6.35, we see th a t the density at the centre does become simpler, 
and increasingly confined as the IDQD height increases. By 35 nm the density at the centre of 
each dot is both numerically lower and more confined to  the centre of the dot.
Where the shorter dots are more complex in xy  cross-section, they are also more complex 
in x z  cross-section; increasing IDQD height appears to cause an increasing separation of charge 
(Figure 6.36). We see the upper and lower peaks nearly unchanged between the 20 and 35 nm, 
although their separation has doubled.
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6 .3 4 .1  5 nm 6 .3 4 .2  10 nm 6 .3 4 .3  20 nm 6 .3 4 .4  35 nm
Figure 6.34: Electron density for varying vertical [z] IDQD height (labelled). Isosurface value 
near canonical (10 nm) peak (surface value s = 0.23e/nm^), and adjusted linearly with inverse 
of the height (5 nm S5 =  2sio- Additional isosurfaces at s/2,  s/20.
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Figure 6.35: Contour plots of a xy  slice through the density at 2; =  0, w ith the well outline 
shown in red, comparing the shortest and tallest structures -  note the relative complexity of the 
shortest (5 nm) solution.
The overall distribution of charge integrated over the height of the dots, seen in Figure 6.37, 
shows that the increased confinement seen at the centre slice of the dots is reflected in the overall 
charge distribution. The smallest IDQD has a significantly flatter distribution of charge at the 
peak.
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Figure 6.36: Contour plots of a x z  slice through the density at y =  0, with the well outline shown 
in red, for comparison of the tallest dot with the canonical dot.
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the well outline shown in red, showing only the extremal plots for comparison.
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6.4.3 Effective potential contributions
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Figure 6.38: Contour plot of a xy  slice through the Coulomb contribution at z =  0, with the well 
outline shown in red. The distribution of values for 35 nm is clearly very similar, even though 
the magnitude is reduced to a third of canonical 10 nm case.
The Coulomb potential shown in Figure 6.38 reflects the diminishing electron densities and 
increasing localisation of the charge as the IDQD height increases. Since these plots are of slices 
through the dots, we see the effect of distributing the same quantity of surface charge over a 
greater surface area; the repulsive potential from the surface is significantly lower. However, 
the impurities are also distributed over a larger volume, as are the free electrons. Thus all the 
components of the Coulomb contribution are lower. Unfortunately, since the static charges are 
included with dynamic charges in calculating the Coulomb potential, the potential due only to 
the static charge is not generated at any point in the solution procedure.
In Fig. 6.38.2 we see that scaling down all these contributions has emphasized the bias 
between the dots, and the greater occupancy of the left-hand dot at 35 nm is visible in the 
asymmetry of the potential outside the IDQD.
The potential scaling has also affected the neck confinement between the dots; the 5 nm IDQD 
has a much steeper potential gradient over the neck region, implying stronger confinement. At 
35 nm, by contrast, the potential at the centre of the neck seems to be significantly closer to 
th a t in the right-hand dot. So increasing z-height seems to increase the effective neck width or 
barrier height.
The Coulomb contribution (which is responsible for the potential profile of the neck region) 
for all 4 cases is shown in Figure 6.39. We can see th a t the barrier at 35 nm is around 150 meV, 
whereas at 5 nm it is closer to 600 meV.
Figure 6.40 shows us that origin of the shapes of the peaks at the vertical centre of the dots 
is in the surface charge repulsion. At 5 nm, there is significant variation in the repulsion along 
z, as the centre experiences stronger repulsion than at the ends, reminiscent of the magnetic 
field at the end of a solenoid. This sharper gradient between the centre and the ends results in
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Figure 6.39: Comparison of Coulomb potential contribution along a: at y =  2; =  0. The greatest 
confinement is seen at 5 nm, with a neck barrier of 600 meV, whereas 5 nm has one of around 
150 meV.
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Figure 6.40: Contour plot of a xz  slice through the 35 nm Coulomb contribution at y =  0, with 
the well outline shown in red.
stronger confinement of the electrons at the vertical extremes of the dot. As the IDQD increases 
in height, the potential in the mid-region becomes increasingly consistent, leaving troughs at the 
extremes and giving rise to the vertical peak separation we see in the density.
Arguably it would be more realistic to maintain a static surface charge density rather than a 
static surface charge total. This would have perhaps maintained the dot coupling, but it would 
have increased the confinement by virtue of the increasing imbalance between free and surface 
charge densities.
The exchange-correlation potential varies a little in configuration, but is largely unaffected; 
in xy  it is the same as the canonical dot, albeit at a lower level for taller dots. Along z, as the 
LDA contribution derives entirely from the local density, the contribution mirrors the density
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distribution of a blocks in the centres of the dots which are largely flat along z for the majority 
of the length, as we see in Figure 6.41.
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Figure 6.41: Contour plot of an x z  slice through the 20 nm exchange-correlation contribution at 
z =  0, with the well outline shown in red.
Figure 6.41 shows th a t the exchange-correlation contribution is only marginally affected by 
the changes in the diameter. The main effect is to flatten the many-body potential.
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6.4.4 Orbitals
Contrary to our expectations, the increasing IDQD height has not resulted in z-aligned solution 
selection but instead x  and y selection. We do see a preference for those harmonics which contain 
multiple lobes aligned along z, i.e. increasing n in the analytical wavefunction formulation; at 
35 nm, the lowest orbital with two lobes aligned in any other direction is ranked 85, and this 
never occurs in the right-hand dot.
Meanwhile, we see interesting demonstrations of envelope distortion of harmonic shapes; for 
example orbital 81 at 35 nm, shown in Figure 6.42, and the progression of the Zq orbital as it 
becomes increasingly distorted and energetically unfavourable (Figure 6.43).
Figure 6.42: Orbital 81 from 35 nm solution, demonstrating envelope distortion of a harmonic 
shape, reflecting the overall potential. Note the single colour, indicating a lOglnl harmonic with 
no nodes.
6 .4 3 .1  5 nm  (1) 6 .4 3 .2  10 nm (17) 6 .4 3 .3  20 nm  (25) 6 .4 3 .4  35 nm  (53)
Figure 6.43: Progression of apparent lOqlnl orbital with increasing envelope distortion to higher 
energies and selection rank with increasing IDQD z height.
These distortions result in a familiar phenomenon at 35 nm, where the first z-aligned orbitals 
are in fact almost degenerate, lying within the valley splitting interval, but are in fact zO (lOglnl) 
and z l (I0gln2). These orbitals (shown in Figure 6.44) appear to be the first orbitals yet
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encountered which resemble /0gln2 rather than n =  4, as they are hemispherical in shape rather 
than spheroid. This appears to be the same bonding/antibonding pair behaviour we saw in the 
single dot results. Here the creation of regions of lower potential inside the dots is a result of 
the sheet of charge at the dot surface, which creates a maximum at the centre of the dot, rather 
than any many-body effect.
6 .4 4 .1  53 6 .4 4 .2  55
Figure 6.44: Orbitals localised to the vertical extremes of the dots at 35 nm these are the 
lowest-lying z-aligned solution states, despite being of rank i  50.
6.4.5 Energy ladders
The energy ladders in Figure 6.45 show the extent of the x  and y preference as the height of the 
IDQD increases; although all of the energy levels are increasing, the z levels increase much more 
quickly. We can also see the z energies reordering; from RL..RL..R for the first five orbitals, the 
order has changed at 10 nm to RRLL..R, after which the levels become increasingly close, and 
we see RR..RR..L by 35 nm.
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6.4.6 Summary
We have seen th a t increasing z-height of the IDQD results in increasing deselection of the z- 
aligned solutions in favour of the other directions. The increasingly uniform midsection of the 
taller IDQDs results in a strongly decentralised distribution of charge in each dot, w ith pockets 
of charge a t the extremes. Prom the orbitals we can see th a t these are populated by the distorted 
z-aligned solutions.
It is also apparent th a t although the neck confinement potential contributions are all lower 
in the taller IDQDs, the orbitals are actually more confined to one dot or the other, w ith even 
more centre-bias in their density distributions in xy.  Clearly, then, if we were to  rerun these 
solutions for varying values of the surface charge and keep the surface charge density constant, 
the dot separation would be even larger.
We have seen the extremal hemispheric wavefunctions from the analytical results for the 
first time. So conceivably changing the dot height would permit some manipulation of the dot 
characteristics regarding z-aligned effective mass. However, the downside is th a t altering the 
height of real dots would also alter the number of free electrons in the dots due to  the doping 
density of the Silicon.
6.5 Free electrons
The number of free electrons in the IDQD fundamentally determines its behaviour in excitation 
and under dynamically varying potentials. A key question is whether the orbitals of the low- 
lying states are affected by the addition of electrons, both when the changes are large (scaling 
effects) and small (non-linearity of response). To this end, we consider varying numbers of free 
electrons in the IDQD around the canonical 100 electrons; 94, 98, 100, 102, 104, 106 and 150. 
Unfortunately convergence is sensitive to  the number of electrons and no results below this level 
are available, and computational effort prohibits significantly higher numbers of electrons being 
considered.
As the consideration of longer and shorter ranges are separate concerns, we will consider the 
progression from 94 to  106 electrons separately to  the comparison of 100 and 150. The surface 
charge quantity is being kept constant, along with the geometry of the dot, so the surface charge 
potential is common to  all the dots. Increasing the number of free electrons does, however, 
increase the magnitude of the background positive charge from the donor atoms.
6.5.1 H ypothesis
We expect to find th a t the low-lying states are not significantly affected by increasing numbers of 
electrons by small or large amounts. As the energy levels are closely spaced compared to  atomic 
energy levels, we do expect to see some slight variation, however.
We hypothesize th a t small changes in the number of electrons may have significant effects, 
however, on the selected combination of the highest-energy orbitals, by minimizing the overall 
energy due to symmetry and space-filling effects.
6.5.2 Electron D ensity
Comparing the electron densities of the 100 (canonical) and 150 free electron solutions, we see 
in Figure 6.46 th a t the electron density is more uniform at 150 electrons, as the peak regions are 
smaller. In the xy  cross-sections in Figure 6.47 we see th a t the increased number of electrons has
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6 .4 6 .1  100 6 .4 6 .2  150
Figure 6.46: Electron density for varing numbers of free electrons (labelled). Isosurface value 
near canonical (100 e) peak (s =  0.23e/nm^) scaled linearly with free electron count, additional 
isosurfaces at s/2 , s/20.
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Figure 6.47: Contour plots of a xy  slice through the density at z =  0, with the well outline shown 
in red. Number of free electrons labelled.
resulted in a larger number of peaks, and in Figure 6.48 we see th a t these peaks are less evenly 
distributed along z than at 100 electrons.
The increased peak count is understandable in terms of higher order orbitals now being 
selected, but reduction in uniformity at 150 e is surprising, in particular the migration of the 
charge to the corners of the IDQD. To see how the absolute value of the density varies along x, 
we plot the values along the x  axis in Figure 6.50, and see that aside from a small overlap in 
the left dot, the 150 electron density is higher, suggesting th a t the additional electrons have not 
induced a less uniform density in the first 100 electrons, but rather they have been non-uniformly 
distributed in addition to the first 100.
The overall distribution in xy  over the whole height of the IDQD (Figure 6.49 does not appear 
to change significantly, although the additional electrons appear to have been distributed around 
the edges of the density.
The density plots in Figures 6.51-6.53 show that the overall density barely changes in the
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Figure 6.48: Contour plots of a xz  slice through the density at y =  0, with the well outline shown 
in red.
range 94-106 free electrons. In Figure 6.53, we see a slight increase in the size of the peaks at 
the top and bottom  of the device, and in the summary plots in Figure 6.49 we see the left-hand 
dot peak shift away from the neck region and the right-hand dot peak délocalisé away from the 
centre.
Thus the density has shown no significant changes from small changes to the number of free 
electrons in the electron density, but some significant changes in the distribution by 150 free 
electrons. This supports the normal shell-filling model of atomic electronic structure.
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the well outline shown in red.
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Figure 6.50: Slice of electron density along a: at y =  2: =  0, for varying number of electrons 
(labelled).
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6 .5 1 .1  94 6 .5 1 .2  106
Figure 6.51: Comparison of electron densities with a small change in the number of free electrons 
(labelled). Isosurface value near canonical (100 e) peak (s =  0.23e/nm^) scaled with number of 
electrons, additional isosurfaces at s/2 , s/20.
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Figure 6.52: Contour plots of a xy  slice through the density at z =  0, with the well outline shown 
in red. Results from 100-106e solutions were indistinguishable from 98e case.
6 .5 3 .1  100
6 .5 3 .2  150
well
0.05
0.1
0.15
0.2
0.25
0.3
well
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Figure 6.53: Contour plots of a xz  slice through the density at y =  0, with the well outline shown 
in red. Plots for 94-106e were indistinguishable
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Figure 6.54: Contour plots of xy  summary of the density (integrated over z), units e/nm^, with 
the well outline shown in red. Note the additional minimum in the centre of the right-hand dot 
a t 150 electrons.
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6.5.3 Orbitals
The hypothesized behaviour for the increased number of electrons was th a t the lowest states 
would not change as a result of adding electrons. Looking at the 100 to 150 electron change in 
Figure D.7, however, we can see th a t this is has not been borne out. From the 13th orbital we 
see differences in the ordering of the orbitals - the 150 e orbital is not seen at 100 e until orbital 
25, for example, and illustrates a difference in the inter-dot ordering.
6 .5 5 .1  100 e (25) 6 .5 5 .2  150 e (13) 6 .5 5 .3  100 e (53) 6 .5 5 .4  150 e (53)
Figure 6.55: Envelope modification of the orbitals; equivalent pairs from 100 and 150 electron 
solutions, labelled with solution (and orbital rank). The colour is not significant.
We also see envelope modifications of the orbitals themselves; for example, Figure D.7.27 
shows the 150 e orbital is more biased towards the centre of the dot than the 100 e orbital. The 
100 e 25th and 150 e 13th orbitals, compared in Figure 6.55, show a bias away from the centre, 
towards the z extremes of the dot.
6 .5 6 .1  117 6 .5 6 .2  129 6 .5 6 .3  137
Figure 6.56: Selected additional orbitals demonstrating preference for states located towards the 
IDQD surface
Beyond the reording and envelope modifications, the additional orbitals of the 150 e solution 
are almost all distributed around the perimeters of the dots (a sample shown in Figure 6.56; only 
the orbitals from 165-168 have central lobes, and these are above the Fermi level and thus not 
occupied. This explains the additional peaks seen at the surface of the dots at 150 e.
We expected to see changes to the eigenstates concentrated in the highest-energy eigenstates, 
as different selection of orbitals could minimize the total energy for different numbers of electrons. 
We also expected the lowest states not to change. Looking at the bottom  half of the orbitals 
(Figure D.8), we see that this second assertion did not hold from 100 to 150 electrons. There is 
some shuffling of adjacent orbitals in the order (for example, see orbitals 41-52), but otherwise 
the lower levels are unaffected by the change in occupation of the upper states.
The final few orbitals are marginally affected, however. Figure 6.57 shows only the occupied 
orbitals at the highest eigenstates of the IDQDs. We see that between successive increases in 
the number of free electrons, there are various adjustments in the ordering of these final orbitals, 
but th a t each time the change in order has no effect on the final density. For example, the final 
two orbitals shown for 98 electrons (representing the 95-98th states) are reversed in the 100 e
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Figure 6.57: Comparison of highest-energy occupied orbitals for varying No.s of free electrons. 
Note: unlike previous figures, the orbitals run in increasing energy from left to right, rather than 
top to bottom.
solution. Since they are both occupied in both solutions, however, there would be no effect on 
the density resulting from the exchange.
This continues all the way to 106 e, demonstrating a very stable progression, adding a new 
orbital to the existing set each time, without the removal of any of the previous ones. This 
indicates that selection of the uppermost states is dependent on the overall density and not 
sensitive to the selection of other higher-energy states.
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6.5.4 Energy ladders
Prom the energy ladders in Figure 6.58, we can see th a t increasing the number of electrons slowly 
increases the energies of the ladder of eigenenergies. One of the few apparent trends is the closing 
of the gap between the first two z states in both dots; this decreases until a t 150 electrons the 
gap between the second and third eigenenergies of the z-aligned solution are almost the same as 
those between the first two states in the other two directions. The Fermi level gradually increases 
with increasing number of electrons.
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6.5.5 Summary
Adding significantly more free electrons into the IDQD was hypothesized to  leave low-lying states 
unaffected and to  make the overall electron distribution more uniform. However, it did affect 
the ordering of low-lying states, and the overall electron distribution became comparatively less 
uniform by the inclusion of more orbitals located away from the dot centres.
Varying the number of free electrons by 2 or 4 a t a time was expected to show some sign of 
selection modes in which different groups of orbitals with the highest occupied energies minimized 
the to tal energy when selected together. However, this was also denied by the results; although 
the ordering of the uppermost states changed slightly, the only action was to add new orbitals to 
the set; no orbitals from fewer-electron solutions were deselected when adding more free electrons 
to the system.
We have seen th a t the addition of significant numbers of electrons also affects the shape of 
lower-lying orbitals, increasing their envelope distortion.
6.6 Surface Charge
The density and distribution of surface charges from defects in the Si-Si02 interface are not well 
known. The surface charge has a significant effect on the confinement near the xy  boundary of 
the IDQD, and on the separation of the density distributions in the neck region; it is modelled 
as a continuous sheet of charge distributed over the xy  interface of the IDQD. In this section we 
consider the effect of removing it entirely or adding significantly more surface charge than  the 
canonical double dot.
6.6.1 H ypothesis
W ithout any surface charge, we expect to see orbitals extending to the surface. As the surface 
charge increases however, we expect the increasing confinement to  result in selection of centralised 
orbitals and a greater separation of the density distribution in each dot.
6.6.2 Electron D ensity
In Figure 6.59 we see the increasing confinement we expected - at 0 e surface charge the density 
is distributed around the sides of the dot, with a minimum at the centre of each dot. This 
diminishes by 100 e, and a t 200 e we see the peak is high enough to reach the upper isosurface 
value. The electrons are assumed to come from donor sites in the IDQD volume, so this is 
modelled as a background positive charge which is balanced by the free electrons. Thus a t Oe, 
wherever the electron density falls below the volume average, the net charge per unit volume will 
be positive.
The horizontal slices a t z =  0 in Figure 6.60 show the central minima at low surface charge 
values, reaching below half the peak density, and with more occupation of the neck region. By 
contrast, a t 400 e the peaks are centred within the dots, and the separation a t the neck is over 
5 nm.
In the x z  plots in Figure 6.61 we see th a t the peaks near the neck are split to a degree along 
z, for all surface charge values. The separate peaks at 0 e join and form central regions of higher 
density.
In Figure 6.62 we see th a t the distribution at the centre plane is reflected in the overall 
distribution over xy.
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6 .5 9 .1  Oe 6 .5 9 .2  50e 6 .5 9 .3  100e 6 .5 9 .4  200e
6 .5 9 .5  400e
Figure 6.59: Electron density for varying amount of surface charge (labelled). Isosurface value 
near canonical (10 nm) peak (s =  0.23e/nm^), additional isosurfaces at s/2 , s/20; s isosurface 
visible in 200 and 400 e plots.
6.6.3 Effective potential contributions
From the plots of the direct contribution in Figures 6.63 and 6.64, the effect of the increasing 
surface charge is clear; at 0 e, the Coulomb potential is weakly repulsive, particularly towards the 
vertical centre, with small attractive potential regions at the top and bottom  of each dot. The 
contribution becomes increasingly attractive with increasing surface charge, as the electrons from 
the surface charge are taken from the Silicon region and thus form a net negative contribution 
inside the dots; at 400 e this is below -1.15 eV. The assumption of this behaviour was based 
on the theory that free electrons from the doped un-oxidized Silicon region would be trapped 
in these surface defect sites; thus net charge including both surface charge and the background 
positive charge inside the IDQD would be neutral.
Vertically, the direct contribution becomes increasingly uniform with increasing surface charge, 
reducing the bias towards the ends of the dots, and also increasing the gradient (and thus con­
finement) at the neck.
Figure 6.65 shows the exchange-correlation contribution mirroring density (as the LDA does), 
and we see significantly more even spacing of the contours indicating a shallower potential gra­
dient.
In Figure 6.66 we see th a t although the shape of the distribution changes significantly, the 
level of the exchange-correlation contribution remains nearly constant.
6.6.4 Orbitals
At 0 e, the neck confinement is low enough to permit delocalised orbitals over both dots as 
we would expect from the now-flat potential in the neck; orbitals 15-18, 23-26, 77-80 (example 
in Figure 6.67). However, with even 50 e surface charge there are no delocalised orbitals at 
all. The smoothing of the effective potential as a result of the surface charge repulsion also 
demonstrably reduces the effect of asymmetries in the dot geometry; at 0 e the orbitals have an
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Figure 6.60: Contour plots of a xy  slice through the density at z =  0, with the well outline shown 
in red.
almost triangular envelope (see No. 25), but at 400 e they are nearer cylindrical. The full set of 
orbitals can be seen in the appendices, Figures D.IO and D .ll.
We also note the appearance of some low-lying surface-bound states in the zero surface 
charge result, for example orbital No. 29. Other states are also sited closer to the surface. This 
is ultimately the effect of free electrons in a confined space; the m ututal repulsion biases the 
density distribution towards the edges, as we saw in the density plots.
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Figure 6.65: Contour plots of a xy  slice through the exchange-correlation contribution at z =  0, 
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Figure 6.67: A delocalised orbital, No. 77 from the 0 e surface charge solution.
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6.6.5 Energy ladders
In Figure 6.68, we see the eigenenergies of z solutions increase compared to the other directions 
as the surface charge increases. However, more z-aligned orbitals are selected a t 400 e than a t 0 
e and the reverse is true for rr-aligned orbitals. It is also clear th a t the delocalised oribtals a t 0 
e are all y-aligned solutions.
Although we expected to see more evenly-spaced eigenenergies a t higher surface charge densi­
ties, as the potential became more like a harmonic potential, we see little sign of th a t here. There 
are both closely-spaced groups and large gaps in all directions of all surface charge densities. The 
z-aligned solutions do show a trend of reducing gap between the lowest 4 eigenenergies and the 
next group, however.
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6.6.6 Summary
We have seen th a t the surface charge has a significant effect on the confinement of the electron 
density, particularly around the neck region, perm itting delocalised orbitals only with no surface 
charges present. W ithout surface charges, the electron density collects around the surface of 
the IDQD, with peaks towards the corners at the vertical extremes of the structure perm itted 
by orbitals th a t fit its cross-sectional shape. As surface charge is added, the electron density 
becomes increasingly centralised and symmetric in each dot. This does not have a great impact 
on the spacing of the orbital eigenvalues, however, contrary to  expectations.
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Chapter 7
R esults for interdot charge 
transfer
In this chapter, we show results of varying a linear interdot axial potential gradient along z, in 
order to observe charge transfer, in both continuous and discrete regimes.
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Figure 7.1: The static potential of a double quantum dot (diameter 10 nm), showing the linear 
gradient at the extremal value o f -10 meV/nm, along x.
The potential gradient itself is varied from -10 meV/ nm to 4-20 meV/ nm (example shown in 
Figure 7.1).
Since the solution is for a static system, the lowest n states will be filled as before; i.e. 
there is a common Fermi level. A dynamically-correct solution would require a very different 
methodology. Instead we explore the properties of a static system under such a bias, to see 
whether charge transfer occurs continuously or discretely.
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7.1 H ypothesis
We expect to see a discrete charge transfer regime for well-confined IDQD geometries and con­
tinuous charge transfer for more strongly coupled cases.
The discrete charge transfer regime is expected to occur by changes in orbital occupation 
rather than shape, as the orbitals from the two dots are reordered relative to one another. We 
expect to see continuous charge transfer, on the other hand, by changes to orbital shape as the 
probability distribution of a given orbital shifts with the potential bias; th a t is, fractional charge 
transfer is only possible via delocalised orbitals whose dot occupation can vary continuously.
We also expect that increasing the surface charge density will increase the confinement and 
thus enable discrete charge transfer in a wider-necked IDQD.
7.2 Discrete interdot charge transfer with a potential gra­
dient
In the canonical IDQD of the previous chapter, we saw well confined orbitals with no délocali­
sation over both dots. Here we have the same canonical IDQD and vary the potential gradient, 
expecting to see the orbital occupation change to minimise the total energy.
In Figure 7.2, we see the free electron dot charge (that is, the integral of the free electron 
density over the left-hand dot) varying with the potential gradient. From the values themselves, 
we see generally integral dot-charge, which would bear out our hypothesis of discrete charge 
movement; the quantity of charge varies by multiples of the spin-degeneracy as the model does 
not account for open shells. Although we might expect this to be symmetric, the asymmetry of 
the IDQD shape means that the dots will only be balanced given a bias towards one dot.
However, we can also see that the error bars are large enough th a t a linear fit line could 
still be drawn for a continuous charging regime. This highlights a basic instability in the use of
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Figure 7.2: Plot of free electron dot charge against potential gradient (above, left-hand scale). 
The errorbars are indicative of the relative residual errors in each case, and shown again separately 
in the secondary plot (below, right-hand scale). Note both the general trend for maintaining 
integral charge, but also the possibility of a linear fit line within the error bars.
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Figure 7.3; Comparison of dot charges of input and output densities from the self-consistent 
iterative cycle (above, left-hand scale), and the residual error norm between them (below, right- 
hand scale).
a self-consistent iterative method to determine the dot charge near a transition threshold. To 
sec this more clearly, consider Figure 7.3, in which the dot charge from the input and output 
free electron densities are compared. Recall th a t the input density is that used to generate the 
effective potential for the Schrodinger eigensolve, whose eigenvectors are then used to generate 
the output density.
The residual norm measures the discrepancy between these two vectors, and here we see that 
where the input dot charge deviates from an integral value, the residual norm error becomes 
large, as the output dot charge remains quantized. At the transition itself, the orbitals for 
the uppermost electron in each dot are degenerate, so given a density representing one side 
(dot) filled, the self-interaction repulsion will raise the energy of th a t same orbital, causing the 
wavefunction of the other dot to be selected, etc. The least bad choice is a mixure of 50% of 
both orbitals, as it is the minimum distance to whichever quantised result is returned.
7.2.1 Convergence
In Figure 7.4 we see convergence for the canonical double dot, in which the converged solution 
has even-integral dot charge. Note the changes by 4 electrons at a time between 40, 44 and 
48 e before the 2 electron changes via 46 electrons. This shows the magnitude of the changes 
per iteration, with the 42 electron solutions splitting the co-aligned valley solutions occupation, 
occupying one spin-degenerate valley and not the other. The valley splitting here is 25 peV.
One piece of code that was added to the system to seek convergence in these scenarios 
changes the mode of the iterative self-consistent loop guess calculation to temporarily bypass the 
Anderson convergence acceleration for 1 iteration. Instead of seeking the input to minimise the 
residual error, it takes the output density from the previous iteration and uses it directly as the 
input vector for the next. The intention was to determine whether an input density with integral 
charge would improve the answer, or expand the linear search space of previously tried vectors 
in the Anderson convergence.
If the system has converged, then this would merely produce the same vector at the output
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Figure 7.4: Convergence of input and output dot charges for the canonical ( - 5  meV/nm) gradi­
ent.
(by definition, as it is self-consistent). However, in this circumstance, where the input density 
now had even-integral dot charge, the residual error norm was far higher than th a t of the input 
density with non-even-integral dot charge (see Figure 7.5).
7.2.2 B istability  and lim its of the m odel
The output density distribution is very sensitive to small changes in the input density, as we can 
see from these convergence plots; this is a results of the proximity of the energy levels from the 
different valley solutions wherein their relative order changes and thus orbital selection changes 
suddenly.
There is precedent in the literature for some of these issues; Harris [22] considers an adiabatic 
connection between non-interacting orbitals and interacting electrons, citing various problems 
obtaining convergence using the LDA. In this circumstance the LDA seems the least likely of­
fender, since its magnitude is comparatively small in comparison to the Coulomb interaction. 
One part of H arris’ method is to fix the configuration (of orbital occupation) and consider sev­
eral such configurations in order to locate the best solution. Unfortunately this extension of the 
model was beyond the scope of this work.
It is possible that this non-linearity is merely slowing convergence -  that is, a solution exists 
but the non-linearity of the solution space is preventing the Anderson algorithm from locating it. 
It is also possible, however, that there is no solution for these values; there is a basic instability 
here. Consider a bistable scenario in which there are degenerate levels in multiple valleys at the 
position for the final orbital, but only one can be occupied. In this circumstance, populating 
either state would raise the energy level for the state itself (self-interaction error) and make the 
other state more attractive. This is unresolvable by the current model, as occupation of either 
state is not self-consistent.
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Figure 7.5: Non-convergence of input and output dot charges for 10 meV/ nm gradient. Detail 
shown in 7.5.2 . Note the output-as-input iterations 181 and 216, demonstrating th a t this has 
not reached self-consistency.
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7.2.3 Orbitals and energy ladders
In Figure E .l, we see the orbitals for some of the gradient values. All the orbitals are localised to 
one or other dot. There is some variation in the ordering between the different gradient values, 
but this is likely to be a result of the large error in the results; they have not converged and the 
orbital order is not necessarily stable.
There is also no visible change to any of the orbitals which would indicate movement of charge 
via envelope modifications to  the orbitals from one value of the gradient to the next.
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Figure 7.6 gives us some idea how the orbital energies are affected by the changing gradient. 
As we would expect, the main change is reordering of left and right dot orbitals -  for example, 
see the lowest quartet of levels from the z-aligned set, where the order begins as RRLL, reaches a 
closely spaced LRLR at 10 m eV/nm  and becomes LLRR at 20 meV/nm. The groups of levels do 
not otherwise change; there is no significant change in bias towards any direction, for example.
7.2.4 Qualified conclusion o f non-convergent results
In the results obtained for varying the linear gradient, we do know th a t a t certain values of the 
potential gradient, the residual norm is small, and th a t the result has converged. So at these 
points we know the dot charge. If nearby points have the same dot charge, then it is reasonable, 
in the author’s opinion, to assume these results are reasonable representations of the solution, if 
only qualitatively.
Some qualitative results we can take from these non-convergent results is th a t at 1 nm, the 
orbitals remain localised to  one or other dot, and the charge transfer is quantised, as expected. 
As there has been no sign of delocalised states a t any value of the potential gradient, we may 
infer th a t this would not happen in a converged solution.
Thus our hypothesized behaviour is borne out to the degree we accept these results; or­
bital selection changes are responsible for the charge transfer, not modification of the orbital 
distributions.
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7.3 Continuous interdot charge transfer at wide neck val­
ues
We saw in the previous chapter that at wide neck sizes, the IDQD solutions resemble those of 
a single dot to a degree; orbitals occupying the neck region, delocalised states. If we vary the 
linear potential gradient of an IDQD with a wide neck -  in this section a 5 nm neck -  then we 
see a continuous transfer of charge between the dots, unlike the discrete transfer in the previous 
section.
7.3.1 Orbitals and ladders
In Figures E.3 and E.4 we see confirmation of the orbital changes hypothesized to permit con­
tinuous charge transfer. A clear example is in the first orbital, which becomes steadily more 
delocalised as the bias changes. There is some reordering of orbitals, although this may merely 
be a convergence effect.
50
5 nm neck solutions
49
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Figure 7.7: Comparison of dot occupancy with varying potential gradient, demonstrating con­
tinuous transfer of charge. Note the non-integral dot charge values.
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Note th a t the charge transfer can occur via delocalised orbitals with separate peaks in both 
dots, and no neck occupation (Fig. 7.8.2 ), as well as via orbitals occupying the neck (Fig. 7.8.1
)•
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Prom the energy level ladders in Figure 7.9, we see the transfer of charge in changing orbital 
distribution in the lowest states in the ^/-aligned solution. The lowest sta te’s energy increases 
continuously, and its charge distrbution begins in the right-hand dot and ends in the centre. The 
second lowest ^-aligned state begins in the left-hand dot, and by 20 meV/nm, this is also nearly 
central.
7.3.2 Summary
We have seen th a t rather than alter the selection of orbitals, in the continuous regime the 
existing orbitals are modified continuously, including the orbitals, to produce delocalised states 
from localised ones, and thus transfer charge.
In the discrete regime (i.e. in conditions which enforce localised orbitals), the system fails to 
converge near points of bistability, when an electron could be in either dot, but where neither 
condition is stable. This is a t minimum a limitation of the self-consistency of DFT, th a t under 
certain circumstances, the program is unable to  find a valid solution.
It is conceivable th a t this problem is more fundamental than the mechanics of DFT, however. 
This method is an attem pt to derive the electron density of a given system by solving the auxiliary 
problem of a single electron in a many-body potential. However, the original many-body system 
may not have eigenvectors and values for a given potential gradient, then
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Chapter 8
Summary of R esults and 
Conclusions
8.1 Single quantum dot electronic structure
We have seen th a t single cylindrical Silicon dots include multiple z-aligned states, and as such 
are not adequately approximated by 2d solutions plus analytical z dependence. The electron 
density of 10 nm dots has peaks at the z extremes of the dot, as a result of the cylindrical surface 
charge repulsion.
O rb ita l  sh ap e s  Orbitals calculated for the single dot are shown to be broadly equivalent to 
analytic wavefunction shapes for the cylindrical dot, with varying envelope distortion, including 
a pinch along z yielding vertically-separated peaks even for lOglnl orbitals.
Increasing localisation by raising the surface charge to free electron ratio, or decreasing the dot 
diameter yields a smoother background potential and orbitals which resemble spherical harmonics 
more closely.
D e p en d en c e  o n  d o t sca le  The magnitude of the electron density has been shown to  have a 
clear linear dependence on the dot volume, with a small increase in relative centralisation of the 
density a t smaller diameters. The density distribution thus appears to be almost scale-invariant.
D e p e n d e n c e  o n  n u m b e r  o f free  e lec tro n s  We see the inevitable increase in electron density 
with increasing numbers of free electrons from 24 to 50, bu t from 50 to 100 electrons see the 
density distribution increase towards the surfaces of the dot, leaving a minimum at the centre; 
the increased density has more peaks and a lower apparent confinement. The vertical separation 
of the charge increases with increasing numbers of free electrons.
D e p en d en c e  on  to ta l  n u m b e r o f e lec tro n s , m a in ta in in g  free :su rface  ra tio  We see th a t 
the confinement is unchanged despite doubling the number of surface and free electrons. The 
electron density itself becomes more complex as higher-order orbitals are occupied.
D e p en d en c e  on  q u a n ti ty  o f  su rface  ch a rg e  The free electron density is delocalised and 
peaks near the surface with few electrons and little surface charge, becoming much more confined 
and centralised as the amount of surface charge rises. P art of this effect is modification of the
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orbitals, and part comes from alterations to  the orbital selection; with increased confinement the 
X and y  states becoming more favourable compared to lower surface charge density solutions. 
We note th a t with no surface charge the orbitals migrate to line the corners of the dot in a series 
of spatially separated peaks and the orbitals become more distorted.
8.1.1 Conclusion
The single cylindrical Silicon quantum dot has a complex density structure which cannot be 
approximated along z by some separable relation. We note the orbitals bear strong resemblance 
to cylindrical (Bessel) or spherical harmonics subjected to varying envelope distortions for the 
solutions from different effective-mass alignments, and th a t in absence of surface charges, we see 
the electron density migrate to the surface of the dot. Also, for a given number of free electrons 
the density is approximately scale invariant.
If the quantum dot were to be used by itself as a qubit, with a pair of adjacent states repre­
senting the two qubit states, then xy  circular symmetry assists in keeping the states degenerate 
and thus less likely to decay from a higher state to a lower one. To increase the energy gap 
between these and higher energy levels, the dot can be made taller, given greater surface charge 
density or reduced in diameter. The drawback to  increasing the height of the dot is th a t it would, 
because of the doping, increase the number of free electrons available in the dot, which decreases 
the localisation a t the dot centre. It is, however, more accessible than making the dot diameter 
arbitrarily small from a fabrication perspective.
8.2 Isolated Double Quantum D ot electronic structure
We see th a t when well confined, the IDQD behaves much like a pair of separate single dots, only 
forming trios of peaks rather than  quartets at the vertical extremes of the dots.
N eck  w id th  We see a transition from two separate dots to behaviour akin to  a single dot 
between 1 nm and 5 nm necks. An intermediate point at 2 nm displays delocalised orbitals with 
similar probability density peaks in both dots wihout occupation of the neck region.
D ia m e te r  As there is a non-zero potential gradient which is not dependent on the dot diameter 
in place, the primary effect was an increasing bias towards the right-hand dot. However, another 
effect was to simplify the density as the z confinement increasingly resembles a 2d structure, 
which increased selection of z-aligned states and perm itted the inclusion of higher-order orbital 
shapes than  seen elsewhere. W ith a small diameter, we also saw orbitals delocalised over both 
dots.
D e p th  Increasing depth yielded highly centralised and uniform electron density with widely 
separated peaks at the top and bottom  of the IDQD. In the same vein as the diameter set, a 
taller dot has increased selection of x  and ^/-aligned orbital solutions, with z-aligned orbitals 
responsible for the extremal peaks. We also note th a t the per-dot density distributions are more 
centrally confined in tall dots, despite a shallower confinement potential (the positive attractive 
charge and repulsive surface charge density are both lowered).
F ree  e lec tro n s  Looking at both small and large changes to the number of free electrons, we see 
th a t large changes affected orbital ordering and envelope distortion even down to low-lying states,
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and made the free electron density comparatively less uniform. Smaller changes demonstrated 
simple charging behaviour with no lower orbitals deselected by inclusion of higher orbitals.
S u rface  ch a rg e  Removing surface charges perm itted occupation near the neck region, bu t not 
delocalisation. Increasing suface charge increased confinement in each dot and the separation 
between the two free electron density distributions.
8 .2.1 Conclusion
We find th a t the Isolated Double Quantum Dot structure has behaviour varying from two es­
sentially separate, well-confined dots to  acting as a single dot at wide neck values. We note 
the appearance of an intermediate state in which the neck region is unoccupied by delocalised 
orbitals occupy the central regions of both dots simultaneously, when the dots have a moderate 
neck-to-diameter ratio, but not when the confinement is reduced by increasing the vertical height 
of the dots.
Thus for a given dot size and shape in xy, the coupling between the dots can be increased 
(decreased) by decreasing (increasing) the depth of the dots.
We have also consistently seen th a t the anisotropic solutions for the Schrodinger equation are 
equivalent to applying a stretching operation to the space, followed by an isotropic solution of the 
Schrodinger equation, before mapping this solution back to  real space. This isotropic/anisotropic 
switch shows the importance of the alignment of the dot vs the crystal axes; by aligning these 
axes, the solutions for a ^/-aligned effective mass vector yield a widened neck in the equivalent 
isotropic space, giving delocalised orbitals while those from the x  and z aligned solutions remain 
localised and discrete. This leads to  the suggestion th a t the dots are rotated to  7r/4 from the 
axes, minimising this effect and retaining localisation in the orbitals at wider neck values.
8.3 Continuous and discrete charge transfer regimes
By varying the gradient of a linear bias potential over the IDQD, we have seen both discrete 
charging behaviour with a narrow neck and continuous charge transfer with a wide necked IDQD 
shape. We have also noted th a t the system fails to  adequately converge in the discrete regime 
where it deviates from the equivalent continuous charge transfer behaviour, as a result of re­
strictions of the orbitals to one dot or the other, due to  an apparent self-interaction-induced 
instability.
We conclude, then, th a t the method is useful for indications of behaviour, but requires some 
modification to eliminate the apparent self-interaction error and permit open shells in order 
to  give more detailed picture of the charging behaviour in the discrete charge transfer regime. 
Ideally, however, the system would be reformulated in terms of a time-dependent problem which 
could yield dynamic results and permit different Fermi levels in the two dots.
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Chapter 9 
Future work
9.1 Representation basis
9.1.1 Spherical harmonic basis
Prom the plots of the electron orbitals it is clear th a t they are very similar to spherical harmonic 
forms. We can imagine, then, performing a Hankel/Bessel transform to represent the orbitals 
in the space of Bessel functions, and th a t the number of coefficients needed to describe them in 
Bessel space would be far smaller than the hundred of thousands or millions of coefficients needed 
for a regular, real-space grid. This alone could reduce the time required for the eigenvector and 
linear solves by several orders of magnitude.
9.1.2 Increm ental expansion of a harmonic basis set
One significant numerical improvement provided by spherical harmonic, Bessel or wavelet basis 
is the possibility of expanding the basis set incrementally. Beginning with a static potential and 
charge distribution smoothed by limiting the size of its basis set, the initial vector space could 
be some limited degree larger than this limited set. Each eigensolve and Poisson solve would 
spread the solution to a degree into additional basis space, and the algorithm could then choose 
by how much to increase the size of the basis space for the next iteration.
This would have two effects on the overall convergence of the model. Firstly, the basis set 
would only be as big as is needed to  represent the solution, which would significantly decrease 
the computational effort per iteraton; by comparison the real space grid must begin at the same 
resolution it ends with, requiring more effort from the first iteration. Secondly, a key limit to the 
gridding approach in this work was the transition penalty for doubling the grid resolution, but 
there would be no sudden transition between vector spaces of dramatically different size in the 
suggested scheme. The result from a smaller basis set (if sufficiently contained within the space) 
would be applicable to larger basis solutions, so the Anderson history could be kept over the set 
transition.
9.1.3 Precom putation o f a smaller basis set and exact exchange
In the real space representation, the number of nodes -  and thus the order of the matrices 
-  is up to 1.5 million. Matrices of this order can only be used if they are sparse, as in the 
Finite Difference method. If the basis set was comparatively small, however, their integrals and 
derivatives could be precomputed. This would replace the Poisson solution with a weighted sum
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of these precomputed vectors, although the linear solve itself could well be fast enough to  negate 
the impact of this.
Additionally, methods which make use of properties of pairs of vectors like exact exchange 
could be converted to linear sums of operations on pairs of basis vectors. The results of these pair­
wise operations could be precomputed, thus perhaps making exact exchange a feasible prospect. 
If the pairwise operators are derivatives, this amounts to precomputing the Jacobian for a given 
basis.
9.1.4 M odified m atrix m ethods to  transform  the problem
W ith any small basis set, we can consider m atrix modifications (rotations etc.) to the operator 
in order to speed eigen-solution or to  shrink the order of the matrix. One example is to calculate 
or approximate the inverse of the Hamiltonian from a previous iteration, and use it to modify 
the Hamiltonian used in this iteration. The orbital eigenvectors of a given Hamiltonian and the 
harmonic basis are both orthornormal vector sets, so there must be a relation M B  — T  where 
B  is the m atrix formed by columnwise construction from the basis vectors, and T  is the m atrix 
formed similarly of orbital eigenvectors for a given Hamiltonian. But the basis vectors in the 
basis space are merely the Kronecker deltas, so B  is the unit matrix. The result is th a t inverting 
the m atrix formed columnwise of a previous iteration’s eigenvectors gives us good preconditioner 
for the next.
Since the Hamiltonian represents a m atrix transform from the set of basis vectors to  the 
eigenspace of the Hamiltonian itself, the effect of pre-multiplying it by this inverse m atrix would 
be to replace the eigensolve in the basis space by an eigensolve in the eigenspace of the previous 
iteration. As long as the previous Hamiltonian is similar to the current one, this should reduce 
the effort of the eigensolve.
The above is a long description of the existing practise of using preconditioners to perform a 
part-diagonalisation of the m atrix prior to solution. In using smaller matrices, the possibility of 
non-diagonal preconditioning arises, including full inversion; this could be performed either every 
n  iterations or whenever the Hamiltonians are judged to have diverged beyond some threshold.
Alternatively, heuristic methods could be used to  invert the envelope modification being 
performed on the basis set; instead of a full m atrix inversion, a cheaper tridiagonal inversion 
could be performed.
9.2 M odifications to the density functionals and conver­
gence
9.2.1 M ultiple fixed-configuration solution
In considering the failures of the model to converge for certain param eter sets, we briefly con­
sidered the method mentioned by Harris [22] of fixing the orbital occupation configuration while 
while attem pting to minimise the error. This could be attem pted in the short-term  to see if it 
assists convergence.
One key positive of this technique is th a t it removes the largest source of non-linearity in 
the solution space, the changes in occupation caused by changes in the density. The downside 
would be th a t more configurations would need to be considered, presumably minor variations on 
each other, in order to determine which is the better solution. If more than  one configuration 
converges satisfactorily, the usual minimisum energy choice would be made.
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An earlier version of the code worked from input potential to output potential, rather than 
densities. This version produced the results published to date, and had a key additional limi­
tation: valley-degeneracy in each direction was enforced as well as spin-degeneracy. Thus the 
orbitals were filled with four-fold degeneracy, effectively blocking many of the instabilities of later 
lower-degeneracy versions; the result was th a t the system did converge to  some degree enough 
to produce consistent results. ^
Another hint th a t this may well speed convergence is acknowledgement th a t the single quan­
tum  dot and wide-necked IDQD solutions converged much more readily than  the well-confined 
IDQD results. The key difference here is th a t when the orbitals are localised to one or other dot, 
the opportunities for degeneracies is significantly increased.
9.2.2 Self-Interaction Corrected D FT
The LDA/LSDA is not guaranteed to give self-interaction-free results [22]. In their 1981 pa­
per [41], Perdew and Zunger argue for a Self-Interaction Corrected D FT (SIC-DFT) with modi­
fications to account for the self-interaction error in the LSDA. Given the problems encountered 
in getting results for varying the interdot potential gradient, this could be a significant source of 
error or a t least instability.
9.2.3 O pen-shell solution
The current model is limited to  closed-shell solutions, by using the LDA. Switching to the Local 
Spin Density Approximation, however, we could consider partially filled shells. This opens the 
possibility of solutions containing singlet and triplet states. It may also permit solution in some 
cases where equal occupation of two degenerate states is required for convergence, by balancing 
the electron density and thus Coulomb repulsion.
9.3 Tim e-dependent solution
In the 2005 paper [17], the Hitachi Cambridge team  saw Rabi oscillations of the charge qubit. 
A Time-Dependent DFT (TD-DFT) could be employed for this purpose, but in order to fully 
simulate the Hitachi-Cambridge setup it would need to employ magnetic field DFT (BDFT) or 
Current-and-Density Functional Theory (CDFT). Usefully we could take advantage of the recent 
results by Grocutt [19] for the magnetic field and electric field inside the IDQD region created 
by the surrounding gate structure of the Hitachi Cambridge device.
A particularly interesting part of time-dependent solutions would be to  model the dynamics 
of charge transfer between the dots of a well-confined IDQD in the discrete transfer regime. 
This work, in considering only the static solutions of the Schrodinger equation, can only infer 
charge transfer behaviour when the system is given time to relax at a given value of the potential 
gradient. In contrast, we know th a t even if charge movement would be energetically favourable 
it may not occur with any significant probability over a short time period. A time-dependent 
solution would be designed to yield the frequency at which the system so oscillates given a 
particular driving frequency.
^The convergence criterion for the current model, however, is more stringent, by virtue of using the free-electron 
density rather than the total potential.
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9.4 M odifications to m odelling of surface charge distribu­
tion
A very recent paper by Keunen et al [34] compares surface defects in 100 and 110, an finds th a t 
the number of surface defects appears to be proportional to “the surface areal Si atom density 
scaled by the number of bonds per atom directed into the oxide” . This empirical measure could 
be used to vary the charge density along the xy  surface depending on the tangent and normal of 
the surface. This could be calculated when generating the potential shape via spiric sections, as 
we have the equation of the line a t each grid node.
9.5 Investigation of behaviour w ith varying rotation to the  
crystal axes
This work assumes th a t the crystal axes are aligned along x, y  and z, and aligns IDQD interdot 
axis along x. However, by rotating the IDQD in xy, we could investigate changes in behaviour 
resulting from de-aligning the effective mass vectors from the interdot axis. At a 45”angle, the 
solutions from x- and y-aligned effective mass solutions may be quite different, and prevent 
neck-occupying or delocalised orbitals at lower energies, thus increasing the confinement without 
altering any other parameter. This investigation would be particularly interesting if combined 
with direction-dependent surface charge density (above).
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A ppendix A
Spiric sections
In order to efficiently reproduce the shape of the DQD potential on an arbitrary grid, we ap­
proximate it with a spiric section. The spiric section was discovered by Perseus around 150BC, 
and is a type of toric section. It is formed by cutting the torus with a plane perpendicular to the 
sweeping circle, as shown in Figure A.I. Here we explain the properties of the spiric section, and 
detail the conversion from its innate parameters to more useful parameters for defining a DQD.
Torus
Figure A.l; Spiric section: Have a torus with tube radius radius a, swept through a ring of radius
1. The torus is intersected by a plane perpendicular to the sweeping circle, some distance b from 
the axis of the torus. The line of intersection forms the spiric section, defining the shape by the 
parameters a and b.
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A .l  Canonical Equation
The equation used to produce the spiric section is not the most general form, as we set the radius 
of the sweeping ring to 1. The resulting equation is:
+  1 — +  b'^Ÿ =  +  6^) (A.l)
where a is the radius of the circle swept to make the torus, and b is the distance of the plane 
from the torus’ axis, as shown in Fig.A .l. x  represents the direction along the largest dimension 
of the spiric, and the y direction is parallel to the toric axis.
A. 1.1 Variation w ith  b
If the plane is moved further from the toric axis (i.e. as we increase &), the neck of the spiric 
will widen until the spiric section resembles an oval. Moving the plane towards the toric axis 
(decreasing b) reduces the neck of the spiric section until it reaches 0 at 6 =  1 — a, and the plane 
is tangential to  the inside of the torus. The spiric will form a shape similar to  a figure of 8, 
known as the Hippopede of Proclus. Beyond this point, further decreasing b produces a pair of 
egg-shaped curves, until b becomes 0 and the section is a pair of circles. Thus we can use b to 
determine the shape of the spiric — in particular the size of the neck.
We will only consider values of b in the range 1 — a < & < l ,  so th a t the spiric formed has a 
concave and finite neck at z  =  0.
A. 1.2 Variation w ith  a
The radius of the swept circle, a, is comparative with the sweeping ring whose radius is 1. If 
a is set to 1, the ’hole’ in the torus disappears, and the spiric shape will become more round. 
Reducing a makes the neck region of the spiric sections produced more pronounced.
A .2 Determ ining the dimensions of the spiric
In order to rescale the spiric to fit a size specified for the DQD, it is necessary to know the 
dimensions of the spiric th a t a given pair of values for a and b will give.
A .2.1 H eight — size in y
If we restrict the b to the range 1 — a <  6 < 1, then the plane will intersect the torus while the 
spiric touches the ring of maximum height of the torus (see Figure A.2). Spirics obeying this 
restriction will then have the same height in y as th a t of the torus:
height =  2a (A.2)
A .2.2 Length — size in x
The length of the spiric can be found from a top-down view of the torus, as seen in Figure A.3. 
Considering the triangle OCD, Pythagorus gives:
-f 6^  =  (1 -t- a)^ (A.3)
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!Figure A.2: Height of the spiric section: As long as b is less than 1 (6 =  1 shown here), the spiric 
will touch the toric line of maximum height (in purple) and the y size will be simply 2a.
Figure A.3: Length of the spiric: We form a triangle OCD, between the origin (centre of the 
torus), the centre of the plane and the furthest point of the spiric. The radial line covers the 
radius of the sweep ring, 1, and the tube radius of the torus, a. The distance from the origin to 
the plane is defined as b. This triangle gives us the half-length along x  of the spiric section.
And rearranging for Z, we get:
length =  v^4 [(1 -f a)^ -  6^ ] (A.4)
A .2.3 Neck width
The behaviour of a DQD will be highly dependent on the coupling between the two dots, which 
is itself dependent on the size of the neck. Thus the spiric to use to approximate a DQD is more 
naturally defined by the neck width as a parameter.
The neck is always at x = 0, so substituting this value into the canonical spiric equation:
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(0^ +  î/2 +  1 -  +  6^)2 =  4(0^ +  6^) (A.5)
(y^ +  1 -  +  6^)2 =  4&2 (A.6)
y^ +  1 — (2^  +  6^  =  2& (A.7)
y^ =  26 +  -  6^  -  1 (A.8)
y^ =  -  (6 -  1)^ (A.9)
y =  A /a ^ - ( 6 - Ï F  (A.IO)
Since the spiric is symmetric about the x  axis, the neck width will be 2y when a: =  0, so:
neck =  2y/a^  — (6 — 1)^ (A .ll)
A.3 Translation to arbitrary size
The objective of all this is to generate a spiric shape of given height, length and neck size. So, 
we define a new cartesian coordinate system, æ' and y', and fix them  such in the new coordinate 
system:
length is some quantity I',
height is 6,',
neck is kh',
Further (coordinate independent) parameters:
k ( th e  p ro p o r tio n a l neck  w id th ) We define the parameter k as the width of the neck as a 
proportion of the height (ie k is invariant between the coordinate systems)
7 ( th e  ‘long  n eck ’ p a ra m e te r )  Two shape-specific parameters are needed to specify a single 
spiric, so we define a further param eter 7 :
7 =  -  (A.12)
Fix the new coordinates to the old ones by means of scaling factors a  in a: and (3 in y:
X = ax '  (A.13)
y =  !3y' (A. 14)
A .3.1 /c, b and a
In the local (original) coordinate system, the height was 2a (Eqn.A.2). Since we can relate the 
height to  the neck via k, substitute into Equation A .ll:
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k  X height =  neck =  2y/a^ — {b — l)^ (A. 15)
k{2a) =  2 - ( 6 -  1)^ (A.16)
ak =  y/a^ — (b — 1)^ (A.17)
a^ A;2 =  -  (6 -  1)^ (A.18)
-  1) = - ( 6  -  1)^ (A.19)
6 =  l + a ( ± \ / l - A : 2) (A.20)
Pausing for a moment to consider the ±: A:<1, s o O < l  — A;^<1. Also 0 <  6 <  1, since we
are only interested in this range of b (see section A.1.1). To get 6 <  1 from Eqn.A.20, we must
have ( ± \ / l  — fc2) <  0, which requires th a t we take the —ve root here. Replacing the ±  with — 
and continuing:
6 =  1 +  a(—\ / l  — k^) (A.21)
(A.22)
Thus we have a relation between k, 6 and a. Here it is clear th a t the additional param eter 7 
is necessary to completely define the spiric.
A .3 .2 a and b from k and 7
In order to calculate the spiric from the values of k  and 7 , we need to determine a and 6 from 
these parameters. Substituting 6 =  7 a (Eqn.A.12):
=  -  V l  -  (A.23)
—a y / l  — =  7 a — 1 (A.24)
a \ / l  -  A;2 — 7 j  =  —1 (A.25)
a ^ \ / l  — +  7)  =  1 (A.26)
a =  j -   (A.27)
7  +  \ / r ^   ^ ^
Once a is calculated from k and 7 , we can obtain 6 trivially via 6 =  7 a.
A .3 .3 a and (3
We have from our new coordinate definition th a t x  = a x '  ^ so substituting for the length 
(Eqn.A.4):
I = al' (A.28)
a  =  ^  (A.29)
a  =  ^ \ / ( l  +  <2)2 — 62 (A.30)
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Similarly, substituting Eqn.A.2:
h — !3h' (A.31)
2a = (3h' (A.32)
(A.33)
A.4 Real parameter calculation
1. S tart with the requirement of a spiric with dimensions I' and h'.
2. Choose a shape via the neck size kh', and the ‘long neck’ parameter 7 .
3. Prom these parameters, determine the parameters a and h via Equations A.27 and A.12.
4. Calculate a  and f3 from Equations A.30 and A.33.
Having done this, we can calculate the line of the spiric equation by converting our real-world 
units to local units via a  and /3.
In order to understand the k parameter better, plots of the spiric for various values of k and 
7 are given in Figures A.4 and A.5.
Figure A.4: The effect of the k value. Here, the neck is given in nm for a spiric sized 50 x 25 nm. 
Black squares: inside the spiric, yellow squares: nearest neighbours to the spiric region, red: 
outside. Be aware that these spirics have had a trapezoid asymmetry applied to them to scale 
the y values by ± 10% at the ends.
A .4.1 Reasonable param eter values
The most attractive values of 7 for approximating a structure of oxidised Silicon are the higher 
values, where 7 > 4. Intuitively, we would expect an oxidisation to produce a smooth shape, not 
to form a sharp feature at the neck, as we see for low 7 values.
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Figure A.5: The effect of 7 : This is perhaps the least obvious parameter. Small values of 7 give 
a shape akin to two overlapping circles (the smallest value shown here is 0.05), and large values 
elongate the neck (the largest value shown is 7 =  8) The colours and asymmetry are as Figure 
A.4.
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A ppendix B
Table of weights for high order 
Finite Difference schemes
Values taken from work by van Dijk and Toyama [53].
r k = 0 1 2 3 4 5 6 7
2 -2 1
3 -5/2 4/3 -1/12
4 -49/18 3/2 -3/20 1/90
5 -205/72 8/5 -1/5 8/315 -1/560
6 -5269/1800 5/3 -5/21 5/126 -5/1008
7 -5369/1800 12/7 -15/56 10/189 -1/112 2/1925 -1/16632
8 -266681/88200 7/4 -7/24 7/108 -7/528 7/3300 -7/30888 1/84084
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A ppendix C
Single dot orbitals
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C .1 .1 7  C .1 .1 8  C .1 .1 9  C .1 .2 0  C .1 .2 1  C .1 .2 2  C .1 .2 3  C .1 .2 4
C .1 .2 9  C .1 .3 0  C .1 .3 1  C .1 .3 2
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C .1 .4 9  C .1 .5 0  C .1 .5 1  C .1 .5 2  C .1 .5 3  C .1 .5 4  C .1 .5 5  C .1 .5 6
Figure C .l: Table of Kohn-Sham orbitals (sign indicated by colour) for the canonical single 
dot. Sign of the orbital wavefunction is indicated by colour, with the larger isosurfaces at 
±0.0025e/nm^ and additional smaller isosurfaces at ±0.01e/nm^. Dot potential envelope shown 
in grey in all for reference.
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Figure C.2: Orbitals (sign indicated by colour) for alternate orbitals (skipping duplicates from 
spin pairs). Each quartet has 7, 10 (canonical), 15 and 20 nm orbitals from left to right. Iso­
surfaces scaled for volume, equivalent to ±0.0025e/nm^ for the 10 nm dot. Additional smaller 
isosurfaces at ±0.01e/nm^ equivalent. Dot potential envelope shown in grey in all for reference. 
All scaled to equal size.
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Figure C.3: Kohn-Sham orbitals for varying number of free electrons; 24, 48, 50 and 100 electrons 
from the left. Not all are occupied (e.g. No. 27 and 29 for the 24 electron solution). Duplicates 
for spin-pairing are not shown; labels indicate sequence position (1, 3, 5, etc).
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Figure C.4: Kohn-Sham orbitals for varying quantity of surface charge distributed along the dot 
boundary in the xy  plane; Oe, 50e, lOOe (canonical) and 200e charge from left to right. Not all 
are occupied (50 free electrons in all cases). Duplicates for spin-pairing are not shown; labels 
indicate sequence position (1, 3, 5, etc).
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Appendix D
Double dot orbitals
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Figure D.l: 3d orbital plots for the canonical IDQD solution, even duplicates from spin degen­
eracy not shown.
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Figure D.2: Kohn-Sham orbitals for varying quantity of surface charge distributed along the dot 
boundary in the xy  plane; blah from left to right. Not all are occupied (blah free electrons in all 
cases). Duplicates for spin-pairing are not shown; labels indicate sequence position (1, 3, 5, etc).
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Figure D.3: Kohn-Sham orbitals for varying dot diameter; 5, 10, 20 and 50 nm from left to right, 
first 55 levels. Duplicates for spin-pairing are not shown; labels indicate sequence position (1,3, 
5, etc).
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Figure D.4: Kohn-Sham orbitals for varying dot diameter; 5, 10, 20 and 50 nm from left to 
right, from 57th upwards. Not all are occupied (100 free electrons in all cases). Duplicates for 
spin-pairing are not shown; labels indicate sequence position (1, 3, 5, etc).
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Figure D.5: First 55 Kohn-Sham orbitals for varying vertical (z) height; 5, 10, 20 and 35 nm 
from left to right. Duplicates for spin-pairing are not shown; labels indicate sequence position 
(1, 3, 5, etc).
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Figure D.6: 57th and above Kohn-Sham orbitals for varying vertical {z) height; 5, 10, 20 and 
35 nm from left to right. Not all are occupied (100 free electrons in all cases). Duplicates for 
spin-pairing are not shown; labels indicate sequence position (1, 3, 5, etc).
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Figure D.7; Kohn-Sham orbitals for varying numbers of free electrons; 100, 150 from left to 
right. Not all are occupied. Duplicates for spin-pairing are not shown; labels indicate sequence 
position (1, 3, 5, etc).
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Figure D.8: First 58 Kohn-Sham orbitals for slightly varying numbers of free electrons; 94, 98, 
100, 102, 104, 106 from left to right. Duplicates for spin-pairing are not shown; labels indicate 
sequence position (1, 3, 5, etc).
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Figure D.9: 59th Kohn-Sham orbitals and beyond for slightly varying numbers of free electrons; 
94, 98, 100, 102, 104, 106 from left to right. Not all are occupied. Duplicates for spin-pairing 
are not shown; labels indicate sequence position (1, 3, 5, etc).
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Figure D.IO: First 55 Kohn-Sham orbitals for varying quantity of surface charge distributed 
along the dot boundary in the xy  plane; 0, 50, 100, 200, 400 e from left to right. Duplicates for 
spin-pairing are not shown; labels indicate sequence position (1, 3, 5, etc).
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Figure D .ll: 57th Kohn-Sham orbital onwards for varying quantity of surface charge distributed 
along the dot boundary in the xy  plane; 0, 50, 100, 200, 400 e from left to right. Not all 
are occupied (100 free electrons in all cases). Duplicates for spin-pairing are not shown; labels 
indicate sequence position (1, 3, 5, etc).
A ppendix E
Interdot charge transfer orbitals
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Figure E.l: First 55 Kohn-Sham orbitals for varying potential gradient along x; -5, -2, 0, 5, 
10, 20 meV/nm from left to right. Duplicates for spin-pairing are not shown; labels indicate 
sequence position (1, 3, 5, etc).
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Figure E.2: 57th Kohn-Sham orbital and above for varying potential gradient along x; -5, -2, 0, 
5, 10, 20 meV/nm from left to right. Duplicates for spin-pairing are not shown; labels indicate 
sequence position (1, 3, 5, etc). Not all are occupied; there are 100 free electrons in all solutions 
shown. 206
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Figure E.3: First 55 Kohn-Sham orbitals for varying potential gradient along x; -10, -5, 0, 2, 
5, 10, 20 meV/nm from left to right. Duplicates for spin-pairing are not shown; labels indicate 
sequence position (1, 3, 5, etc).
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Figure E.4: 57th Kohn-Sham orbital and above for varying potential gradient along x; -10, -5, 0, 
2, 5, 10, 20 meV/nm from left to right. Duplicates for spin-pairing are not shown; labels indicate 
sequence position (1, 3, 5, etc). Not all are occupied; there are 100 free electrons in all solutions 
shown.
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