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Abstract
In Information Extraction, the target data must be found in a set of texts. In
a text, the target information (or objects of interest) are linked in diﬀerent ways
in diﬀerent places. The problem of determining which references point to which
objects is one of the several challenges of the process. This problem is known as
coreference resolution.
Several natural language processing applications may benefit from a
coreference resolution system. Some of them are: machine translation, automatic
summarisation, cross-document entity coreference, question answering, and
information extraction. However, for the Portuguese language, there are few
systems that perform coreference resolution with satisfactory results.
This study presents a system that automatically extracts coreference chains
from texts in Portuguese without having to resort to Portuguese corpora
manually annotated with coreferential data. In order to achieve this goal,
it was implemented a method for automatically obtaining data for training a
supervised machine learning coreference resolver for Portuguese. The training
data is acquired by using an English-Portuguese parallel corpus over which the
coreference chains annotated in the English part of the corpus are projected to
the Portuguese part of the corpus.
The methodology is developed using a parallel corpus for the English and
Portuguese language pairs with 646 texts of a scientific brazilian magazine. The
coreference resolution system for Portuguese is tested using a corpus composed
of 50 texts from the science section of a brazilian newspaper. Each text presents
coreference chains manually annotated by at least two annotators. The evalution
is made using two diﬀerent coreference resolution scores such as MUC and CEAF.




A a´rea de Extrac¸a˜o da Informac¸a˜o tem como objetivo essencial investigar
me´todos e te´cnicas para transformar a informac¸a˜o na˜o estruturada presente em
textos de l´ıngua natural em dados estruturados. Um importante passo deste
processo e´ a resoluc¸a˜o de correfereˆncia, tarefa que identifica diferentes sintagmas
nominais que se referem a mesma entidade no discurso. A a´rea de estudos sobre
resoluc¸a˜o de correfereˆncia tem sido extensivamente pesquisada para a L´ıngua
Inglesa (Ng, 2010) lista uma se´rie de estudos da a´rea, entretanto tem recebido
menos atenc¸a˜o em outras l´ınguas. Isso se deve ao fato de que a grande maioria das
abordagens utilizadas nessas pesquisas sa˜o baseadas em aprendizado de ma´quina
e, portanto, requerem uma extensa quantidade de dados anotados.
Embora diversas tentativas de desenvolvimento de sistemas de resoluc¸a˜o de
correfereˆncia tenham sido feitas como parte das competic¸o˜es MUC (explicitar esta
sigla por extenso...), grande parte dos sistemas existentes utiliza abordagens que
teˆm base em aprendizado de ma´quina (Ng, 2010). Tais abordagens sa˜o exequ´ıveis
para a L´ıngua Inglesa, que apresenta diversos corpora anotados extensos o
bastante para serem usados no treinamento de sistemas de aprendizado. No
entanto, no que concerne a`s l´ınguas como a Portuguesa, a qual na˜o apresenta
os recursos de anotac¸a˜o necessa´rios, abordagens que utilizam aprendizado
de ma´quina na˜o podem ser utilizadas de forma efetiva. Como resultado,
a maioria dos trabalhos para a L´ıngua Portuguesa focalizam determinados
tipos de resoluc¸a˜o pronominal anafo´rica ou concentram atenc¸a˜o em problemas
relacionados a` resoluc¸a˜o de correfereˆncia e a` resoluc¸a˜o anafo´rica, tais como a
classificac¸a˜o da anaforicidade de expresso˜es do discurso. Tanto quanto se sabe,
o u´nico corpus dispon´ıvel anotado com informac¸o˜es correferenciais e´ o corpus
Summ-It (Collovini et al., 2007). Ale´m disso, o u´nico trabalho que usa este
corpus para o desenvolvimento de uma abordagem para o Portugueˆs e que utiliza
aprendizado de ma´quina para resolver correfereˆncia e´ (Souza et al., 2008). Os
resultados reportados por tal estudo foram inferiores aos obtidos por sistemas do
estado da arte para o Ingleˆs. Esses resultados, muito provavelmente, se devem
ao tamanho reduzido do corpus utilizado para o treinamento do modelo.
Esta dissertac¸a˜o apresenta um sistema que extrai cadeias de correfereˆncia
automaticamente de textos escritos em Portugueˆs sem lanc¸ar ma˜o de corpora
em Portugueˆs anotado com informac¸o˜es correferenciais. A fim de atingir este
objetivo, um me´todo para obter os dados necessa´rios para treinar um sistema de
resoluc¸a˜o de correfereˆncia baseado em aprendizado de ma´quina supervisionado e´
implementado. Neste projeto, os dados de treinamento sa˜o obtidos mediante a
utilizac¸a˜o de um corpus paralelo para o par de l´ınguas Ingleˆs-Portugueˆs. No lado
Ingleˆs deste corpus, sa˜o anotadas cadeias de correfereˆncia, as quais sa˜o projetadas
para o lado Portugueˆs do corpus, de uma forma similar a` adotada por Postolache
et al. (2006), que projeta cadeias do Ingleˆs para o Romeno. Em contraste com
o me´todo desenvolvido por Postolache et al. (2006), o objetivo desta dissertac¸a˜o
na˜o e´ criar um recurso com anotac¸a˜o correferencial, mas implementar um sistema
funcional que seja capaz de extrair cadeias de correfereˆncia de textos escritos em
Portugueˆs.
O primeiro passo do processamento identifica as cadeias de correfereˆncia na
parte em Ingleˆs do corpus paralelo. Um sistema de resoluc¸a˜o de correfereˆncia para
o Ingleˆs e´ utilizado para anotar automaticamente as cadeias de correfereˆncia. A
partir dessa anotac¸a˜o, o pro´ximo passo e´ gerar pares de expresso˜es (antecedente
e ana´fora) a fim de que essas possam ser projetadas na parte em Portugueˆs do
corpus paralelo. Essas projec¸o˜es sa˜o enta˜o utilizadas para treinar um modelo
baseado em aprendizado de ma´quina supervisionado. Apesar de o me´todo
apresentado nesta dissertac¸a˜o constituir sua base num corpus paralelo, a maior
parte dos corpora paralelos dispon´ıveis na˜o apresentam alinhamento lexical.
Tal alinhamento e´ necessa´rio para que as projec¸o˜es dos pares de expresso˜es
sejam efetuadas. Por esse motivo, torna-se necessa´rio utilizar um sistema que
implemente um algoritmo de alinhamento lexical para o par de l´ınguas Ingleˆs-
Portugueˆs.
O alinhamento lexical e´ utilizado no processo de gerac¸a˜o de exemplos de
treinamento dos pares de expresso˜es em Ingleˆs para o Portugueˆs. Tendo em
vista que erros sa˜o introduzidos na identificac¸a˜o de sintagmas nominais em Ingleˆs
por parte das ferramentas de pre´-processamento e pelo processo de alinhamento,
os sintagmas nominais do Ingleˆs na˜o sa˜o diretamente mapeados para sintagmas
nominais do Portugueˆs. Primeiro, um algoritmo de matching e´ utilizado para
identificar quais sa˜o os melhores sintagmas nominais do Portugueˆs a serem
alinhados com um determinado sintagma nominal do Ingleˆs. Uma vez que um
par e´ identificado no lado Portugueˆs do corpus, features, sa˜o extra´ıdas, a fim
de produzir os exemplos de treinamento para o algoritmo de aprendizado de
ma´quina.
A metodologia adotada e´ desenvolvida por meio da utilizac¸a˜o de um corpus
paralelo Ingleˆs-Portugueˆs formado por 646 textos de uma revista brasileira de
divulgac¸a˜o cient´ıfica. O sistema de resoluc¸a˜o de correfereˆncia para o Portugueˆs e´
testado em um corpus composto por 50 textos da sec¸a˜o de cieˆncia de um jornal
brasileiro. Cada texto apresenta cadeias de correfereˆncia anotadas manualmente
por, pelo menos, dois anotadores. A avaliac¸a˜o e´ feita com duas me´tricas diferentes
de avaliac¸a˜o de resoluc¸a˜o de correfereˆncia: MUC e CEAF.
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It is indisputable that, nowadays, humans are dependent of the computational
and information systems they have developed for a myriad of diﬀerent purposes.
Some of these systems rely on data stored and managed by them. Virtually
all data that are produced are stored in some digital format: from biological to
geographical, chemical and mathematical data, among others. Unfortunately, not
all of these data are stored in a structured format, easily accessible and suitable
for automatic processing. This is the case of texts from, for instance, newspapers,
magazines, books, scientific articles, and others.
The field of Information Extraction (IE), a subarea of the Natural Language
Processing (NLP) area, studies methods and techniques for turning the
unstructured information present in natural language texts into structured data.
An important task when analysing natural language texts is to identify the
mentions to the discourse entities used throughout the texts. In other words, to
understand the text sentences, it is necessary to develop methods for mapping
the relations established between each mention and its corresponding entity.
This task is called reference resolution and, according to Jurafsky and Martin
(2009, page 729) it is “the task of linking or clustering the mentions into sets
that correspond to the entities behind the mentions”. Rephrasing this definition,
reference resolution consists of linking together all the entity mentions that occur
in a text. Since its inception, two instantiations of the more general problem
of reference resolution have been studied: anaphora resolution and coreference
resolution. Anaphora resolution is the process of finding the antecedent of an
expression in the discourse. Coreference resolution is defined as the task of finding
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all referring expressions in a text and clustering them into coreference chains. In
this work, the focus is on coreference resolution for the Portuguese language.
1.1 Motivation
There are not many systems for performing coreference resolution for Portuguese
mainly due to the lack of resources for building them. Most of the works for the
Portuguese language focus on certain types of pronominal anaphora resolution
(Paraboni, 1997; Paraboni and Lima, 1998; Aires et al., 2004; Coelho, 2005;
Chaves, 2007; Chaves and Rino, 2008; Santos, 2008; Cuevas et al., 2008; Cuevas
and Paraboni, 2008) or problems related to coreference and anaphora resolution
such as anaphoricity classification (Collovini and Vieira, 2006a,b). To the best of
our knowledge, the only available corpus annotated with coreferential data is the
Summ-It corpus (Collovini et al., 2007) and at least one work focus on coreference
resolution (Souza et al., 2008).
One problem with the Summ-It corpus is that it imposes limits on current
supervised machine learning approaches (Ng and Cardie, 2002b; Ng, 2005; Denis
and Baldridge, 2007; Bengtson and Roth, 2008; Yang et al., 2008; Haghighi
and Klein, 2009) because these systems require a large quantity of data for
training. Summ-It contains around 17,125 tokens and contains roughly 700
coreferent referring expressions distributed in 50 newswire texts. It is not as
large as several corpora used to support current machine learning approaches for
coreference resolution developed for other languages such as English (MUC1 and
ACE 2), Spanish (AnCora (Recasens and Mart´ı, 2009)), Dutch (KNACK-2002
(Hoste and Pauw, 2006)) and others, that contain more texts and tokens, and,
consequently, more coreferential referring expressions. In the present research,
one approach that does not rely on manually annotated data is proposed due to
the lack of resources for developing coreference resolution systems for Portuguese.
The idea follows the rationale described in Postolache et al. (2006) in which the
authors transfer coreference chains from the English side to the Romanian side
of a manually corrected parallel corpus through word alignment.





an interesting problem in itself and presents great complexity. The task plays an
important role in NLP and it is a key task in several NLP applications as well as
an important problem in natural language understanding. Several applications
can benefit from a coreference resolution system. Some of them are: information
extraction, machine translation, automatic summarisation, cross-document entity
coreference, and question answering.
The importance of coreference resolution as a sub-task of other tasks is
evidenced by the great number of works in the area for English and other
languages (Soon et al., 2001; Ng and Cardie, 2002b; Yang et al., 2003; Luo et al.,
2004; Luo, 2007; Bengtson and Roth, 2008; Denis and Baldridge, 2008; Versley
et al., 2008; Yang et al., 2008; Ng, 2010; Recasens and Hovy, 2009).
1.2 Objectives
The aim of this research is to develop a system that automatically extracts
coreference chains for texts in Portuguese without having to resort to Portuguese
corpora manually annotated with coreferential data. In order to achieve this
goal, it is necessary to implement a method for automatically obtaining data for
training a supervised machine learning coreference resolver for Portuguese.
In this work, the training data is acquired by using an English-Portuguese
parallel corpus over which the coreference chains annotated in the English part
of the corpus are projected to the Portuguese part of the corpus in a similar way
as the one proposed by Postolache et al. (2006) for projecting coreference chains
from English to Romanian. One last requirement is that the system must be able
to deal with coreference for noun phrases including definite and indefinite noun
phrases and proper names. Pronoun resolution will not be addressed.
1.3 Thesis Outline
The present text is organised as follows. In chapter 2 it is defined the concept
of coreference resolution and related concepts. Furthermore, in this chapter it is
also delineated the relationship between coreference and anaphora with textual
cohesion. Chapter 3 presents some of the state-of-the-art of coreference resolution
for English and Portuguese and relevant related work. Chapter 4 introduces
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the methodology developed for the present work. In chapter 5, the coreference
resolution system for the English language adopted in the methodology is
described. Chapter 6 explains the sentence alignment and the word alignment
processes. Chapter 7 defines and explains the coreference resolution system for
Portuguese implemented as part of the methodology developed in this study. In
chapter 8 the results obtained with the methodology are presented and discussed.




In this chapter, coreference resolution is explained in more detail as well as the
correlated problem of anaphora resolution. Also, cohesion and other related
concepts are introduced. Furthermore, it is explained how anaphora is related
to cohesion, how it contributes to the cohesion of a text and the types of
anaphora related to the present work are defined. Finally, a diﬀerentiation
between anaphora and coreference is delineated.
2.1 Reference resolution instantiations
2.1.1 Anaphora resolution
For defining the concept of anaphora resolution it is important to first define what
is anaphora and some related concepts such as anaphor and antecedent. Halliday
and Hasan (1976, page 14) define anaphora as the linguistic phenomenon of
cohesion “pointing back to some previous item”. Mitkov (2002) says that the
word or phrase is the linguistic item that points back and calls it anaphor. From
now on, anaphora is regarded as a reference to an entity introduced previously
in the discourse as defined by Jurafsky and Martin (2009). Another important
concept is the concept of antecedent. Antecedent is the entity to which the
anaphor points back, that is, the entity to which the anaphor refers. Next
sentences present examples1 of anaphora:
(2.1) Wash and core six cooking apples. Put them into a fireproof dish.
1Taken from Halliday and Hasan (1976, page 2)
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Example (2.1) presents an anaphoric relation between two linguistic
expressions: six cooking apples and them. In this sentence, the personal pronoun
them points back to the noun phrase six cooking apples. Without the latter, the
former cannot be interpreted.
Having defined anaphora it is possible to define what anaphora resolution is:
the process of finding the antecedent of an anaphor (Mitkov, 2002). The process
could be illustrated as follows. It takes a set of sentences containing nominal and
pronominal expressions as input2:
(2.2) [Bob]1 opened up [a new dealership]2 last week. [John]3 took a look at
[the Fords]4 in [[his]6 [lot]7]5. [He]8 ended up buying [one]9.
In sentence (2.2) there are nine expressions enclosed with brackets. Eight
of which could be regarded as expressions that could be used to refer (all but
expression 2) and one is an indefinite noun phrase (an expression that introduces
an entity into the discourse and has an indefinite determiner). At the end of the
anaphora resolution process, an anaphora resolver outputs pairs of expressions
in which each member of the pair is the anaphor and its antecedent. The output
of processing the sentences in example (2.2) is presented in figure 2.1 (where the
first expression of the pair is the antecedent, and the second is the anaphor).
￿
(Bob, his), (a new dealership, the Fords), (John,He), (the Fords, one)
￿
Figure 2.1: Example of anaphoric pairs.
2.1.2 Coreference resolution
Natural language expressions that are used to actually perform a reference are
called referring expressions. A referring expression is either a definite noun phrase
(a noun phrase whose determiner is a definite article, or a definite determinant
such as ‘this’, ‘these’, ‘those’, and so on), or a proper noun, or a pronoun (Mitkov,
2002). Linguistic expressions refer to the extralinguistic entity either by evoking it
2Taken from Jurafsky and Martin (2009, page 742)
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￿
￿Bob, his￿, ￿a new dealership,The Fords, lot, one￿, ￿John, he￿
￿
Figure 2.2: Example of coreference chains.
(in the case of the proper names, indefinite noun phrases and others) or accessing
it (definite noun phrases, pronouns and proper nouns).
Two referring expressions that refer to the same entity are said to be coreferent
or coreferential. The set of all coreferent expressions of a given entity is the
coreference chain of that entity. Thus, it is possible to define coreference
resolution as the task of finding all referring expressions in a text and clustering
them into coreference chains.
In figure 2.2 it is presented what should be the output of a coreference
resolution system given the sentences in example (2.2) as input.
2.2 Anaphora Varieties
The type of anaphora varies according to the kind of expression that constitutes
the anaphor. If the anaphor is a pronoun, then it is said the anaphora
is a pronominal anaphora. It occurs with personal pronouns, possessive
pronouns, reflexive pronouns, demonstrative pronouns and relative pronouns.
This definition of anaphora follows the one described by Mitkov (2002).
Definite noun phrases and proper names can also be anaphoric. Mitkov (2002)
calls this anaphora variety lexical noun phrase anaphora. Mitkov also says that
the definite noun phrases do not just refer but also add information about the
antecedent. In this kind of anaphora, usually the anaphor has some kind of
semantic relation with the antecedent and, because of that, it is said to increase
the cohesiveness of the text. The pointing back can be realized through:
• the repetition of the head of the antecedent, just like in example3 (2.3);
• the use of a synonym of the antecedent’s head as in example4 (2.4);
3Taken from Koch (2002)
4Taken from Vieira et al. (2008)
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• the use of a hypernym, generalization, or superclass, as seen in example5
(2.5);
• the use of a hyponym, specification or subclass, presented in example6 (2.6);
• the match of the whole or part of a proper name (example7 (2.7)).
(2.3) O presidente viajou para o exterior. O presidente levou consigo uma
grande comitiva.
The president travelled abroad. The president took a big entourage with
him.
(2.4) Isso quer dizer que os camundongos transgeˆnicos reduziram a gordura de
seu corpo. Os ratos estudados. . .
This means that the transgenic mice had their body fat reduced. The rats
studied. . .
(2.5) As mudanc¸as nas populac¸o˜es de pinguins tambe´m serviram como
indicativo do problema clima´tico. Os animais usavam geleiras para se
abrigar e procriar.
The penguins population changes also indicated a climatic problem. The
animals used to shelter and procreate into the glaciers.
(2.6) Sem saber, o aracn´ıdeo esta´ providenciando o suporte perfeito para o
casulo da parasita. Na noite em que a teia fica pronta, a larva irrompe do
corpo da aranha, matando-a.
Without knowing, the arachnid is providing the perfect suport for the
parasite’s cocoon. In the night the web is ready, the larva breaks out of
the spiders’ body, killing it.
(2.7) Roy Keane has warned Manchester United he may snub their pay deal.
United ’s skipper is even hinting. . .
As the linguistic expressions could be used to either evoke or access the
extralinguistic entities, they assume diﬀerent status in the discourse. This way,
5Taken from Vieira et al. (2008)
6Taken from the Summi-it corpus (Collovini et al., 2007)
7Taken from Mitkov (2002, page 10)
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anaphora can be also classified according to their status. Vieira (1998) and then
Collovini and Vieira (2006a) propose this classification. The expressions can
be new or old in the discourse. When an expression is new in the discourse,
its interpretation does not rely on any previous expression. It refers to the
entity for the first time. They serve as antecedents to discourse-old expressions.
When an expression is discourse-old it accesses an entity previously evoked in
the discourse. The discourse-old anaphoras are of three types: direct anaphora,
indirect anaphora and associative anaphora.
The direct anaphora establishes an identity of reference relationship with
the expression to which it points back. Besides that, it has the same head as
the antecedent. In spite of being based in a diﬀerent perspective, this concept
is equivalent to the concept of lexical noun phrase anaphora realized through
repetition described by Mitkov (2002) and presented above. The same example
can be used to illustrate this kind of anaphora (example (2.3)).
The indirect anaphora also presents an identity of reference with its
antecedent. However, the heads of both the anaphor and the antecedent are
not the same. In order to decode the meaning of an indirect anaphor, the
reader of a text has to make use of semantic and pragmatic knowledge (Vieira
et al., 2008). The indirect anaphora can be realized through the use of a
synonym, a hypernym, a hyponym or through proper names. Here, the concept
is equivalent to the remaining realizations of lexical noun phrase anaphora
(synonym, hypernym, hyponym and proper nouns).
Collovini and Vieira (2006a) call associative anaphora any expression that is
new in the discourse but that needs a discourse-old expression in order to be
interpreted. The authors remark that even though it could be a new referent in
the discourse, its meaning is strongly coupled to a previous expression. This new
expression “anchors” its meaning in the old expression. The relationships between
these kind of anaphors and their antecedents feature part-of, set membership and
subset-set relations. It requires semantic and “world knowledge” in order to be
interpreted. Mitkov (2002), calls the associative anaphora of indirect anaphora.
Having defined and seen these varieties of anaphoras one can conclude that
the evocations and accesses to the extralinguistic entities in the discourse vary in
a great extent. It shows how important is the anaphora phenomenon: it has an
important role in the construction and understanding of the text. Consequently,
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it shows that the anaphora resolution and, in a second moment, coreference
resolution are crucial and play the very same roles in NLP. Besides that, anaphora
is related to another important notion that is described in the next section: the
notion of cohesion.
2.3 Cohesion and Anaphora
One of the problems in NLP systems is the problem of maintaing and
understanding the cohesion of a discourse. The property of cohesion is what
allows a text to be understood globally and as an unity. For Halliday and Hasan
(1976), a text is not a grammatical unit as a sentence, for example. A text is
a semantic unit of meaning. According to them, “a text does not consist of
sentences; it is realized by, or encoded in sentences.”. Thus, a text is a discourse
realized by sentences. For the authors, what distinguishes a text from something
that is not a text, are certain linguistic features that contribute to the unity of
the text. They call these features the texture of the text.
Cohesion is defined by Halliday and Hasan (1976) as a semantic relation
between an element in the text and some other element required for its
interpretation. Hence, the cohesion occurs when the interpretation of an element
in the discourse depends on the interpretation of another element. There are five
types of cohesion: reference, substitution, ellipsis, conjunction and lexical. In
this work the focus is on the reference and lexical classes.
The elements that belong to the class of reference cohesion are language items
that cannot be semantically interpreted by themselves: they need other elements
in the discourse for being decoded (Koch, 2002). There are two types of reference:
situational (exophora) and textual (endophora).
The reference is situational or exophoric when the referent is linked to an
element in the context, outside the text. The reference is textual or endophoric
when the referent is linked to an item in the text. If the reference is endophoric
it may appear before or after the cohesive item. If it comes before the cohesive
item, it configures an anaphora. If it comes after, it configures a cataphora.
The reference class is subdivided into three subclasses: personal,
demonstrative and comparative. The personal reference is established by
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personal pronouns and possessive pronouns. In the following example8, sentence
2.8, without the expression Drogas baseadas no UCP-3 (drugs based on the
UCP-3), Elas (they) could not be interpreted.
(2.8) Drogas baseadas no UCP-3 teriam pouco em comum com os moderadores
de apetite usados hoje. “Elas funcionariam do outro lado da equac¸a˜o”,
disse Clapham.
Drugs based on the UCP-3 would have little in common with the appetite
suppressants used nowadays. “They would work in the other side of the
equation”, said Clapham.
The former presupposes the latter and cannot be interpreted without it. This
semantic relation of the anaphoric expression Elas with its antecedent links
the two sentences. When an expression refers back to a previous expression
configuring an anaphoric relation, it gives cohesion to the two sentences allowing
us to interpret both sentences (the text) as a whole (Halliday and Hasan, 1976).
This is why it is said that the anaphor requires the antecedent in order to
be correctly decoded. To a certain degree the pronominal anaphora concept
is related to the personal reference. The diﬀerence is that the concept of
pronominal anaphora encompasses all the pronouns whereas the definition of
personal reference cohesion is restricted to personal and possessive pronouns.
Another interesting type of cohesion for the current work is the lexical
cohesion. This kind of cohesion is subdivided in two subclasses: reiteration and
collocation. The focus here is on the former. The reiteration occurs when there
is repetition of the same lexical item or the repetition of synonyms, hiperonyms,
hyponyms or generic names. They correspond to the examples (2.3), (2.4), (2.5)
and (2.6), introduced in section 2.2.
(2.9) Todos ouviram um rumor de asas. Olharam para o alto e viram a coisa se
aproximando.
Everyone has heard a sound of wings flapping. They looked above and
saw the thing getting closer.
Sentence 2.3 presents an example of reiteration by repetition of the same
lexical item, in this case presidente (president). Sentence 2.4 shows an example
8Taken from the Summ-it corpus (Collovini et al., 2007)
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of reiteration by repetition of a synonym: Os ratos (the rats) reiterates os
camundongos (the mice). By its turn, sentence 2.5 presents an example of
reiteration by repetition of a more generic name: Os animais (animals) is a
superclass or hyperonym of pinguins (penguins). The use of generic names in
the reiteration is exemplified in example9 2.9. In this example, the definite noun
phrase a coisa (the thing) refers back not to a single linguistic expression but to
the something that is inferred from the situation introduced in the first sentence.
Koch (2002) presents studies of cohesion for Portuguese and divides cohesion
into two subclasses: referential cohesion and sequential cohesion. The referential
cohesion makes use of reiteration mechanisms like synonymy, meronymy,
hypernym and generic names, the same way the lexical cohesion of Halliday and
Hasan does. It is important to notice, that for Koch, the lexical cohesion, more
specifically, the reiteration type, has the same cohesive function the pronouns
have in the reference cohesion. They maintain the reference identity of the
antecedent. Therefore, for Koch, the lexical cohesion is not an independent
functional mechanism, as it is for Halliday and Hasan.
The sequential cohesion is related to the idea of textual progression. There are
elements in the text that, when put together, give sequentiality and continuity to
the main idea of the text. When the text is cohesive, the parts are interdependent
and important to the general comprehension of the text. This phenomenon is
called textual progression. This way, the sequential cohesion is used to perform
the thematic maintenance and the chaining in the text. The chaining allows
the establishment of semantic relations between the clauses, sentences or textual
sequences. In this sense, the most frequently mechanisms used in coreference, for
example, are the repetition and substitution, both of which realized in the lexical
noun phrase anaphora described in section 2.2.
2.4 Anaphora and Coreference
Anaphora and coreference are related concepts that many times lead to wrong
interpretations and assumptions. In this section the diﬀerences between anaphora
and coreference are presented and described.
The only requisite for two linguistic expressions being coreferent is that they
9Taken from Koch (2002)
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have the same referent in the real world or in the discourse. That is, given two
expressions a and b, if referent(a) = referent(b), then they are coreferent. In
an anaphoric relation, when both the anaphor and the antecedent refer to the
same entity it is said that both are coreferent. We can see that in example10 2.10.
Besides presenting an anaphoric relation (He points back to John), the anaphor
and the antecedent are also coreferent (since both expressions refer to the person
Bill).
(2.10) John hid Bill ’s car keys. He was drunk.
Anaphora is a reference to an entity introduced previously in the discourse.
This way, it is important to notice that not every anaphoric relation is coreferent.
2.4.1 Computational Complexity
Anaphora and coreference resolution also have diﬀerent computational
complexities. The task of coreference resolution (and also the task of anaphora
resolution) is considered one of the most diﬃcult tasks in Artificial Intelligence
(Ng, 2002; Denis, 2007). The computational complexity of the coreference
resolution is exponential in the number of mentions whereas the complexity of
anaphora resolution is quadratic in the number of mentions. For coreference
resolution, the search space is the “the set of all mutually disjoint subsets that
can be created over the set of mentions” (Denis, 2007, page 5). Luo et al.
(2004) reports that the problem of coreference resolution is equivalent to the
set partitioning problem (an NP-Complete problem) and that its search space
can be modelled using a Bell-Tree in which the number of leaves is the number
of possible coreference outcomes. Luo et al. (2004) illustrates the exponential
complexity of coreference resolution showing that a text with only 20 mentions
can have approximately 5.2× 103 possible coreference outcomes (also the size of
the search space).
In this chapter coreference resolution and anaphora resolution have been
defined and explained. In the next chapter, related work in the area of reference
resolution is commented and briefly explained.




This chapter introduces some of the approaches to the task of coreference
resolution. At the end of the chapter the research done for the Portuguese
language is presented.
3.1 General Algorithm for Reference
Resolution
Most of the works in anaphora or coreference resolution follow similar steps in
order to perform the reference resolution. In this section these steps are presented
and briefly described. All approaches, taking into consideration their diﬀerences,
roughly follow this general algorithm. The algorithm was adapted from Ng (2002)
and Denis (2007). It receives a text as input and it returns a list of anaphoric
pairs, in the case of anaphora resolution (as described in section 2.1.1), or it yields
a list of coreference chains, in the case of coreference resolution (as described in
section 2.1.2).
1. Referring expressions identification. The first step of any reference
resolution system is to identify the discourse entities in the text. In this step,
the nominal or pronominal expressions are extracted for being processed in
the next steps.
2. Characterization of the expressions. In this step relevant information
that might be useful for linking one referring expression to another
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expression in the text are extracted. Which information and how it is
extracted varies according to the diﬀerent approaches. The extraction could
be obtained automatically from preprocessing modules, or using corpora
with gold standard information.
3. Anaphoricity determination. At this point, some systems determine
which expressions are anaphoric and which are not. If the expression is not
anaphoric it does not have any antecedent. Not all systems perform this
step. Those systems that do not determine anaphoricity here, assume that
all expressions selected in step 1 are potentially anaphoric.
4. Generation of candidate antecedents. Until here, all the steps had
scope over all the document. From this point, the processing is over the
anaphoric expressions computed until step 3. The goal of this step is to
generate all the possible antecedents for each potential anaphor. Some
systems assume that every expression previous to the expression currently
being analyzed are possible antecedents.
5. Filtering of antecedents. The goal of this step is to filter unlikely
antecedents from the list of candidate antecedents produced in step 4
according to diﬀerent linguistic principles and constraints. As well as step
3, this step is not executed by all anaphora and coreference resolution
approaches.
6. Scoring/Ranking of antecedents. In this step the candidates are
ordered according to criteria established by each algorithm. This ordering
can be seen as a ranking in which the most likely antecedent is always the
first in the list. Each expression in the candidates’ list is given a numeric
value that reflects the likelihood of having an anaphoric or coreferential
relation with a potential anaphor. This step is not performed by all the
systems.
7. Searching/Clustering. In the final step, one expression is chosen as
the antecedent of the anaphor being processed. If the list of candidates
is empty, then no antecedent is selected. If step 6 is performed, then
the selection consists of picking the expression ranked as the first in the
candidate list. If not, the candidate list is searched for the “best” candidate
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following some order defined by the approach. In this step, some coreference
resolution systems, partition the set of referring expressions of the text
through transitive closure of the anaphoric pairs.
3.2 Coreference Resolution
In the last decade, the approaches to coreference resolution moved from systems
based on rules or heuristics to systems based on machine learning. Machine
learning systems are more robust, portable and easier to implement than the
first approaches and usually report better results than the rule-based ones.
The construction of several corpora annotated with coreferential or anaphoric
information allowed this change.
For the English language, the Message Understanding Conference1 (MUC)
and the Automatic Content Extraction2 (ACE), competitions promoted
to develop resources for diﬀerent Information Extraction tasks, led to the
development of widely used corpora with coreference information. At the same
time, under the scope of these competitions, the research on reference resolution
was directed to the more general problem of coreference resolution.
As have been seen in the previous sections, reference resolution requires
considerable knowledge to be successfully performed. Knowledge about diﬀerent
linguistic levels such as morphology, syntax, semantics, discourse, pragmatics and
even general world-knowledge are useful when performing reference resolution.
Machine learning algorithms allow the construction of robust systems that can
automate the acquisition of the knowledge required from annotated corpora by
learning patterns from it.
In these approaches, the coreference resolution is recast as a binary
classification problem followed by a clustering step. The binary classification
consists of deciding if pairs of mentions are coreferential or not. After the
classification phase, a clustering algorithm merges the pairs into coreference
chains. These approaches can be characterized in terms of (i) the machine
learning algorithm used to induce the model; (ii) the knowledge sources employed




the data for training the model; and (iv) the clustering algorithm employed to
form the coreference chains.
3.2.1 Single-Mention Pairwise Machine Learning
Approach
The single-mention pairwise approach is divided into two steps: one step in which
pairs of expressions are classified into coreferent or not coreferent classes and one
clustering step in which the coreferent expressions clustered into chains. Soon
et al. (2001) is a representative example of this approach to coreference resolution
and it is one of the baselines for systems being developed nowadays. In this section
it is described the approach proposed by Soon et al. (2001) since most of the work
done after this approach always refer to or is based on this work due to its good
performance (62.6% for MUC-6 and 60.4% for MUC-7) and robustness.
Model
The system was designed to resolve general noun phrases including personal
pronouns, reflexive pronouns and possessive pronouns in unrestricted texts (i.e.
texts from any domain). Preprocessing modules provide tokenization, part-of-
speech tagging, chunking and named entity recognition.
Following the outline of machine learning approaches described above, Soon
et al. (2001) divided their approach in two steps: a pairwise classification phase
and a clustering phase. A classifier is induced using the C4.5 algorithm (Quinlan,
1993) based on a sampling of training instances created from coreference
annotated corpora. Having the pairs classified, the clustering step merges
coreferent pairs into coreference chains.
Feature set
The authors propose 12 features to induce the classifier and determine if two
mentions are coreferent or not in the classification phase. The features were
designed having in mind their use in any domain. The feature set uses knowledge
derived from morphology, syntax, semantics, and lexical comparison between
mentions. The features are extracted based on two noun phrases, i (the potential
antecedent) and j (the anaphor). The features are:
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• Distance (DIST): captures the distance in sentences between noun phrase
i and j. If i and j are in the same sentence the distance is 0.
• i-Pronoun (I PRONOUN): if the i expression (the antecedent) is a
pronoun, this feature is true. Otherwise it is false.
• j-Pronoun (J PRONOUN): if the j expression (the anaphor) is a
pronoun, this feature is true. Otherwise it is false.
• String Match (STR MATCH): holds the result of the string comparison
between i and j. Prior to the comparison, articles and demonstrative
pronouns are removed. Possible values are true or false.
• Definite Noun Phrase (DEF NP): if j is a definite noun phrase this
feature is true, else it is false. In Soon et al. (2001) a definite noun phrase
is a noun phrase that starts with the word the.
• Demonstrative Noun Phrase (DEM NP): if j is a demonstrative noun
phrase the feature holds true, else it is false. A demonstrative noun phrase
for the authors is a noun phrase that starts with the words this, that, these
or those.
• Number Agreement (NUMBER): true if both expressions agree in
number (i.e. both singular or both plural). Otherwise false.
• Semantic Class Agreement (SEMCLASS): the authors defined ten
semantic classes female, male, person, organisation, location, date, time,
money, percent, and object arranged in a simple ISA hierarchy. Thus,
female and male are a kind of person, and organisation, location, date,
time, percent, person, and money are subclasses of object. Each semantic
class is mapped to a synset in WordNet (Miller, 1995). The semantic classes
of i and j are in agreement if the head of one is in a parent class of the other
or if both heads are in the same class. If one of the preceding conditions
holds, the feature value is true. If the head of the noun phrase does not
map to any of the defined classes the value of the feature is unknown. Else,
if the semantic classes do not match, the feature value is false.
• Gender Agreement (GENDER): this feature holds true if both
expressions agree in gender, false if they do not agree and unknown if
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the gender of at least one expression cannot be determined. The system
uses the semantic class to determine the gender of the noun phrases when
applicable.
• Both-Proper-Names (PROPER NAME): if both expressions are
proper names, this feature receives true, else it receives false.
• Alias (ALIAS): this feature holds true if i is an alias of j or vice-versa.
Otherwise the feature is false. This feature captures the named entities that
refer to the same entities. For example, an acronym (IBM /International
Business Machines), the last name of a person’s name (Bent Simpson/Mr.
Simpson), and others.
• Appositive (APPOSITIVE): if j is in apposition with i, then the feature
is true. Otherwise it is false.
Creation of training instances
Training instances are created based on pairs of mentions in which each instance is
represented by the set of features described above. The positive training instances
are formed between an noun phrase and its closest preceding noun phrase in the
same coreference chain. That is, given a chain of coreferent expressions C =
{a, b, c, d} from the manually annotated corpus, positives instances are formed
using adjacent expressions in the chain. Thus a list of positive pairs T derived
from C would be {(a, b), (b, c), (c, d)}.
This pairing method is called non-transitive. Earlier studies such as McCarthy
and Lehnert (1995); Aone and Bennett (1995) employ the transitive pairing
method for positive instances in which a noun phrase is paired with all its
coreferent antecedents. The non-transitive method is an attempt of Soon et al.
(2001) for reducing training time and data noise since the transitive method
generates a great number of instances. Given a noun phrase j and a potential
antecedent i, the negative instances are generated forming a pair between j and
all the expressions not coreferent with j between i and j.
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Clustering mechanism
For generating the coreference chains, it is assumed that every noun phrase j in
the text is a possible anaphor and every noun phrase preceding j is a potential
antecedent. The resolution mechanism work as follows: starting from the second
noun phrase of the text, each noun phrase j until the end of the document is
paired with each of its preceding noun phrases. For each such pairs, a feature
vector is generated and given to the induced classifier. The classifier, by its
turn, returns whether the pair is coreferent or not and the closest antecedent i
is assigned to the same cluster as the noun phrase j. This process goes on until
a pair is classified as coreferent or the beginning of the text is reached. This
clustering mechanism is known as Closest-First clustering.
3.2.2 Limitations and Enhancements to the Pairwise
Approach
The pairwise classification model exhibit some inherent problems. One problem
is that each antecedent candidate is treated as a separate, independent event
and fails to capture the dependencies between the diﬀerent candidates (Yang
et al., 2003; Denis and Baldridge, 2007). A better approach would be to rank
the best antecedent in function of some criteria to decide which one is the best
candidate (as in step 6 of the general algorithm). Another problem is that
diﬀerent noun phrases require diﬀerent approaches to reference resolution that a
single monolithic classification model cannot handle adequately.
There is also the so-called decision locality problem. The single pairwise
classification model does not take into account the dependencies between
coreference decisions during the training and during the application of the model
(Denis and Baldridge, 2007). During training, pairs of mentions are classified
as coreferent or not and these classification decisions do not use information
from the previous decisions. Likewise, during the application of the model the
clustering decisions are also made without any information regarding previous
decisions. The clustering scheme poses an important problem when a situation
like the following holds. When mention a =a b and b =a c, where =a means
“anaphoric”, the clustering algorithm would likely merge all three mentions into
one cluster even though a ￿=a c. In the single pairwise model there is no synchrony
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between the classification and clustering steps, they are optimized independent
from each other (Denis and Baldridge, 2007). This way, a large improvement to
the classifier may not reflect any improvement in the final coreference chains.
Diﬀerent solutions were proposed to cope with these problems. Some of
them are models that are new approaches to the coreference resolution problem.
Others, are enhancements or modifications to the pairwise approach that aim to
alleviate its problems. The diﬀerent approaches are listed and briefly described
in section 3.2.3. The modifications are related to:
• the machine learning algorithm used.
• the knowledge sources applied to the feature set as well as the features
themselves used in the classification step;
• the sampling method for generating training instances for the learning
algorithm;
• the clustering method used for merging the coreferent pairs into coreference
chains;
In this section the enhancements are presented and briefly described.
Machine Learning algorithm
Several works (McCarthy and Lehnert, 1995; Soon et al., 2001; Strube et al.,
2002; Ng and Cardie, 2002b,a; Yang et al., 2003; Ng, 2004, 2007b) make use
of decision trees (Russell and Norvig, 2003) to induce a classifier. This is the
most common supervised machine learning algorithm used in the single pairwise
model for coreference resolution. One of the reasons for this is the fact that
decision trees can be visualised, are easy to understand, and are one of the most
well known supervised machine learning algorithms. Some other works (Kehler,
1997; Ponzetto and Strube, 2006b,a; Denis and Baldridge, 2007), exploit the use
of Maximum Entropy Models (Berger et al., 1996) for learning the coreference
decisions. Besides decision trees and Maximum Entropy Models, Support Vector
Machines (SVM) also were employed to learn the classifier (Ng, 2007a; Stoyanov
et al., 2009b).
It is unclear for the author of this work whether one machine learning
algorithm is superior over the other. Stoyanov et al. (2009b) experiments with
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both decision trees and SVM and reports that the results are comparable. The
choice of the learning algorithm is closely related to the model applied for
coreference resolution. Therefore, a diﬀerent approach to the problem may require
a diﬀerent machine learning algorithm.
Knowledge sources and features set
Coreference resolution is a diﬃcult task that depends on several knowledge
resources. However, Soon et al. (2001) employs a small set of 12 features
extracted from limited resources for determining whether a given pair of mentions
is coreferent or not. More recent studies (Ng and Cardie, 2002b; Ponzetto and
Strube, 2006a,b; Ng, 2007b,a; Yang and Su, 2007; Bengtson and Roth, 2008)
explore the expansion of the feature set to promote an improvement in the
performance of the resolution.
A rather simple and cheap feature was introduced by Strube et al. (2002): the
use of minimum edit distance between two mentions to determine whether the
two have lexical similarities (configuring a case of anaphora by lexical repetition).
Ng and Cardie (2002b) expand the set to 53 features containing diﬀerent kinds
of information: lexical, grammatical (including a variety of linguistic constraints
and preferences), semantic and knowledge-based, positional and others. The
author analyzed the performance of the system according to the features employed
and concluded that not all 53 features contribute to the resolution process,
and that, in fact, using all the 53 features degrades the system’s performance
(mainly on common nouns resolution). After testing combinations of the initially
proposed feature set, Ng and Cardie (2002b) came up with a hand selected set of
22 to 26 features (the feature set vary according to the corpus used). The study
reports better results than the best performing systems in 2002 for the MUC-6
and MUC-7 corpora (70.4 and 63.4 respectively).
Although the WordNet has been widely used for coreference resolution, it
presents coverage limitation (the coverage for common nouns is limited) and
other problems (refer to Markert et al. (2003); Ponzetto and Strube (2006a) for
more details). Ponzetto and Strube (2006b,a); Ng (2007b,a); Yang and Su (2007);
Bengtson and Roth (2008) explore the use of deeper semantic information in the
task of coreference resolution. Ponzetto and Strube (2006b) employs semantic
role labelling (Gildea and Jurafsky, 2002; Jurafsky and Martin, 2009) to add two
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new features to the Soon et al. (2001)’s feature set regarding the possible semantic
roles of the antecedent and the anaphor. Ponzetto and Strube (2006a) go further
and employ semantic features extracted from two diﬀerent sources, the WordNet
and the Wikipedia with their semantic role labelling features. Combining all
semantic features proposed, Ponzetto and Strube (2006a) reported improvement
(69.5% of F-Measure) over the baseline (Soon et al., 2001) using the ACE 2003
corpus3.
Ng (2007a) builds a supervised semantic class classifier of noun phrases for
applying to the coreference resolution task. The author was intrigued with the
fact that no semantic features were used in the final decision tree trained in Soon
et al. (2001). The study proposes using semantic class agreement as a feature
processed before the coreference resolution task. Results report that using a
semantic class classifier obtained through supervised machine learning is better
than following Soon et al. (2001)’s semantic class method (briefly described in
section 3.2.1) on ACE corpus.
Yang and Su (2007) automatically extracts eﬀective patterns for coreference
resolution from Wikipedia. Examples of such patterns are “X such as Y” (is-
a relation), or “X and other Y” (other -relation). The results show that when
applied to noun phrases that contain proper names it is noticed an improvement
on the performance of the resolution for the ACE-2 corpus 4. However, for noun
phrases whose head is a common noun no improvement is observed.
Bengtson and Roth (2008) observed that most of the works in coreference
resolution propose new models rather than concentrate on useful features for
determining coreference. In view of this, the authors propose a knowledge-
rich feature set formed by eight categories: mention types (indicate whether the
mention is a proper name, a common noun, or a pronoun); string relation (string
comparison functions that indicate whether two strings share some property,
such as one substring of the other); semantic (gender match, number match,
WordNet match, and others); relative location (distance measures between
two mentions including apposition relation); learned features (modifier names
and anaphoricity); aligned modifiers (determine the relationship of any pair of
modifiers that share a hypernym); memorization features (learn which pairs of




(checks if the two mentions share the same entity type, for instance). The results
report the best performance for coreference resolution in the ACE 2004 English
training data5 (B3 F-Measure of 78.24).
These studies show that reliable features set is a key factor for good coreference
resolution. Besides, relying on knowledge-rich features contribute for an increase
in the performance of the system.
Sampling training method
Diﬀerent sampling methods lead to diﬀerent instance sets with more or less data
noise, depending on the features and corpora available. McCarthy and Lehnert
(1995) and Aone and Bennett (1995) used the transitive method for pairing
positive samples. Soon et al. (2001) built its non-transitive to overcome the data
noise and data sparsity produced by the transitive method. In the non-transitive
method, the closest antecedent is chosen to form a pair with the anaphor.
Ng and Cardie (2002b) proposes yet another method for generating positive
instances for training. Rather than forming a pair between the anaphor and its
closest antecedent, a pair is formed pairing the anaphor and its most confident
antecedent. For each non-pronominal noun phrase, it is assumed that the most
confident antecedent is the closest non-pronominal preceding antecedent. For
pronouns, the most confident antecedent is its closest preceding antecedent.
Negative instances are created as in Soon et al. (2001) (described in section
3.2.1). The results report better sampling when using the method this method
than non-transitive method prosed by Soon et al. (2001).
Ng and Cardie (2002a) cites two intrinsic coreference properties that pose
a problem to the pairwise classification followed by clusterization approach
(i.e. single-mention pairwise model) to coreference resolution. The first is
that coreference is a rare relation, that is, many coreference corpora contain
a minuscule number of positive instances when compared to the negative ones.
The MUC-6 and MUC-7 corpora contain only 2% positive instances (Ng and
Cardie, 2002a), for instance. The second is that diﬀerent noun phrases require
diﬀerent approaches for their resolution. Pronouns may be dependent only on its
closest antecedent, and proper names may rely only on string matching or aliasing
techniques, for example. This way, creating positive instances generically, for all
5http://www.itl.nist.gov/iad/mig//tests/ace/2005/
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types of noun phrases, may generate pairs “hard” to classify.
Building on top of these limitations of the model, Ng and Cardie (2002a)
propose two instance selection methods. One for negative instance selection and
one for positive instance selection (in the general algorithm this would be the
step 5 of filtering of candidates). The negative instance selection algorithm,
retains only the negative instances that are in between the mention j and its
farthest potential antecedent i. Any negative instance before i are discarded
(as opposed to Soon et al. (2001) method which considers all non-coreferent
noun phrases preceding j). For positive instance selection, Ng and Cardie
(2002a, page 56) presents “a corpus-based method for implicit selection of
positive instances” which is a fully automated version of the selection algorithm
described by Harabagiu et al. (2001). This positive instance selection tries to
avoid the inclusion of “hard” training instances. When combining these two
filtering algorithms, Ng and Cardie (2002a) reports an improvement on the system
performance comparing to their baseline (about 17 F-Measure points in MUC
score for MUC-6 dataset and 16 for MUC-7 dataset).
Following this rationale, Uryupina (2004) experiments with a sampling
method in which each diﬀerent type of noun phrase receives a diﬀerent treatment.
There are diﬀerent sampling methods based on linguistic evidences for pronouns,
proper names, definite noun phrases and the remaining noun phrases. The results
indicate improvements both in the speed and in the performance of the resolver.
These studies show the methods used for sampling training instances do
contribute in great part for the resolution performance. Therefore, considering
diﬀerent sampling methods than the ones developed by Soon et al. (2001) is
advisable.
Clustering method
Besides a new feature set (see section 3.2.2), Ng and Cardie (2002b) also propose
a new clustering mechanism. The idea behind this clustering algorithm is to do a
right-to-left search for a highly likely antecedent (as opposed to the first coreferent
noun phrase). The clustering algorithm is modified to select as the antecedent of
the noun phrase j the closest noun phrase with the highest coreference likelihood
value among all the preceding noun phrases. Additionally, all preceding noun
phrases must have a confidence value above a certain threshold (usually 0.5).
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Since a decision tree usually labels the pairs with a binary value, it is necessary
to come up with a way of making the classifier able to return a value between
0 and 1. This value is calculated using the ratio defined in 3.1 where p is the





The method proposed by Soon et al. (2001) is known as Closest-First
clustering and the method presented by Ng and Cardie (2002b) is known as Best-
First clustering. McCarthy and Lehnert (1995) employs an Aggressive-Merge
clustering in which each mention j is merged with all its preceding coreferent
mentions. According to Denis and Baldridge (2007), Aggressive-Merge is likely
to yield good recall while Closest-First and Best-First are likely to yield better
precision. All these methods are local clustering methods.
3.2.3 Models
In this section, approaches diﬀerent than the single-mention pairwise approach
are listed and briefly described. They view the problem of coreference resolution
from a diﬀerent perspective than the pairwise model delineated in section 3.2.2.
The Competition Learning Approach
Yang et al. (2003) proposes a competition learning approach using a twin-
candidate model based on the work of Connolly et al. (1997). In the twin-
candidate model the training and testing instances are formed by an anaphor and
two potential antecedents. A learning algorithm is then used to induce a classifier
that, in its turn, is used to determine the preference between two antecedent
candidates of an anaphor encountered in a new document. The candidates
“compete” and the one with most wins in the comparisons is selected as the
antecedent. In this approach, a great number of training and testing instances
is generated and for reducing data noises and computation cost, an antecedent
filter is employed (in training and testing). According to Stoyanov et al. (2009b),
this is the best performing system on MUC-6 and MUC-7 datasets (71.3% and
60.2% of MUC score F-Measure respectively).
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Multi-Candidate Ranking
Rather than using a single-candidate or a twin-candidate model, the multi-
candidate goes further and ranks, through a log-linear model, all the antecedents
of an anaphor. The antecedent with the best score is the one chosen. With multi-
candidate ranking the decisions are made globally while with single-candidate
and twin-candidate the decisions are made locally. As well as in the twin-
candidate model, in each training instance (anaphor and respective antecedents)
an antecedent must be chosen (as opposed to the single-candidate model in which
an anaphor may not have an antecedent). Besides using a diﬀerent model, Denis
(2007) proposes diﬀerent ranking models for each class of referential expressions
(third person pronouns, speech pronouns, proper names, definite descriptions,
and other types of phrases). This approach has been applied both to pronoun
resolution and to coreference resolution.
Unsupervised Machine Learning approaches
One of the earliest unsupervised machine learning approaches to coreference
resolution is the one proposed by Cardie and Wagstaﬀ (1999). The coreference
resolution is recast as a noun phrase clustering task represented by a set of
eleven features very similar to the feature set used by other works by the time
the study was released (McCarthy and Lehnert, 1995; Soon et al., 2001). The
resolution process consists of a right-to-left single-link clustering algorithm (the
same rationale of the closest-first method described in section 3.2.1) to partition
the set of mentions into coreference chains. The results demonstrated to be
superior to the ones obtained by McCarthy and Lehnert (1995) (a supervised
machine learning approach similar to Soon et al. (2001)).
Another unsupervised machine learning approach is the one introduced by
Bean and Riloﬀ (2004) which makes use of thematic roles to improve the
performance of the system (results show that pronominal anaphora resolution
is improved by 15%). A more recent work (Haghighi and Klein, 2007) based
on unsupervised learning presents a fully generative non-parametric Bayesian
model of mentions that captures both within- and cross-document coreference
with performance comparable to the state of the art (MUC score F-Measure of
70.3 on MUC-6 dataset).
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Other approaches
Several other approaches diﬀerent than the previous ones were proposed
and evaluated. Ng (2005) presents a study in which diﬀerent learning-based
approaches to coreference resolution are employed to produce candidate
partitions (coreference chains) of the noun phrases. After, an “automatically
acquired ranking model” (Ng, 2005, page 157) (SVM-based) ranks the candidate
coreference chains and chooses the best to be the final response. Results show
improvement over the baseline (Soon et al., 2001) however, the methodology
is rather diﬃcult to implement (it requires the implementation of diﬀerent
systems). Denis and Baldridge (2007) recast the coreference resolution problem
as an optimization problem, namely, an Integer Linear Programming (ILP)
problem. Good results (comparable to the state of the art at the time) are
reported over the ACE dataset. Some other approaches employ Conditional
Random Fields (McCallum and Wellner, 2004), and graph algorithms Luo et al.
(2004); Nicolae and Nicolae (2006) but all of them have inferior performance
than Denis and Baldridge (2007).
3.2.4 Evaluation
There are two main types of evaluation for coreference resolution: intrinsic
evaluation and extrinsic evaluation. Intrinsic evaluation consists of measuring the
performance of the system against a gold standard annotated corpus. Extrinsic
evaluation is the evaluation of a system by using it embedded into another system.
The focus of the evaluation of the coreference resolution task has been in intrinsic
evaluations rather than in extrinsic evaluations.
In intrinsic coreference resolution evaluation, the evaluation metric must
consider the coreference chains produced by the systems and provide a value
for measuring how well they match to the chains manually annotated in the gold
standard corpus. Three metrics were developed for evaluating the performance
of coreference resolution systems (among others): the MUC (Vilain et al., 1995)
metric, the B3 (Bagga and Baldwin, 1998) metric, and the CEAF (Luo, 2005)
metric. All three metrics report performance in terms of precision and recall but
each metric computes them in a diﬀerent way. The description and notation of
the metrics are based on Denis and Baldridge (2007).
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MUC metric
The MUC metric is a link-based evaluation. It counts the number of links present
in the response set R and in the “true” or “key” chains set K and intersect them.
Recall is the ratio between the number of links that are common to R and K and
the total number of links in K. Precision is then the ratio between the number of
links that are common to R and K and the total number of links in R. Therefore,
recall penalises the missing links (the links present in K but not in R) whereas
precision penalises the spurious links (the links present in R but not in K). The
definitions of precision and recall are given respectively by 3.2 and 3.3, where R
is one of the chains belonging to R and T is one of the chains belonging to K.
PrecisionMUC =
￿
R∈R∩T∈K |R ∩ T |− 1￿
T∈R |R|− 1 (3.2)
RecallMUC =
￿
R∈R∩T∈K |R ∩ T |− 1￿
T∈K |T |− 1 (3.3)
The MUC metric is the oldest of the three metrics (introduced in the MUC-6
competition) and has been being used by several studies since then. However,
several studies report problems (Bagga and Baldwin, 1998; Luo, 2005; Popescu-
Belis and Robba, 1998) in the MUC metric. One of the shortcomings is that the
metric favors systems that produce large chains. If all mentions in a document
are put in the same chain (i.e. refer to the same entity), the results would be
100% of recall, 78,9% of precision and 88,2% of F-Measure. This behaviour is
explained due to the fact that the metric counts the minimum number of links
required to map a chain R to a chain T . For example, given two set of chains,
R = {{e1, e2, e3, e4, e5, e6, e7}} and T = {{e1, e2, e3, e6}{e4, e5, e7}}, one would be
mapped into the other by adding only one link. One related shortcoming is the
limitation of MUC metric handling singleton chains (chains composed by only one
reference to an entity). Singleton chains do not present any link to be computed
and MUC metric is a link-based evaluation. Because of these two problems, a




The B3 metric is a mention-based evaluation proposed by Bagga and Baldwin
(1998) to overcome the shortcomings of the MUC metric. Instead of computing
over the links, this metric computes at the level of each mention. Let Rm be
the coreference chain containing mention m and Tm be the key chain containing
m. The precision is the ratio between the number of mentions common to Rm
and Tm and the total number of mentions in Sm. Similarly, the recall for m is
the ratio between the number of mentions common to Rm and Tm and the total















Following 3.4 and 3.5, first, all the mentions are calculated individually. Next,
the individual recall and precision scores are averaged over all the mentions. Both
in 3.4 and 3.5, M is the set of all mentions. This is the version of the B3 metric
in which all the mentions have the same weight. There is another version in
which is possible to assign a diﬀerent weight to each mention (refer to Bagga and
Baldwin (1998) for more details).
By this formulation it is possible to see that singleton chains are not ignored
by B3 since the metric computes each individual mention. Likewise, large chains
are not favoured by the same reason: the errors in the chains formation aﬀect
each individual mention’s score. However, Luo (2005) reports shortcomings in
the B3 which lead to counterintuitive results. For instance, given a response set
R1 = {{e1, e2, e3, e4, e5, e6, e7, e8, e9, e10,
e11, e12}} and a key set T = {{e1, e2, e3, e4, e5}, {e6, e7}, {e8, e9, e10, e11, e12}}, the
B3 recall is 100% (the precision is 37.5%). According to Luo (2005), this result
is counterintuitive because the set of “true” reference entities is not a subset of
the response entities. The same can be observed regarding the precision. Given
the response set R2 = {{e1}, {e2}, {e3}, {e4}, {e5},
{e6}, {e7}, {e8}, {e9}, {e10}, {e11}, {e12}}, the precision is 100% (the recall is
25%). Luo (2005) claims intersecting the response and key entities allows an
entity to be used more than once, leading to counterintuitive results.
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Furthermore, Stoyanov et al. (2009b) point out that the B3 assumes that
both the response set and the key set deal with the same set of expressions
or mentions, i.e., both are a clustering over the same set of mentions. This
is clearly not the case when the mentions are automatically identified by the
system (in contrast to systems that use gold standard annotation for identifying
referring expressions in a document – step 1 of the general algorithm presented
in section 3.1). For using B3 in such systems, a mapping is required so that
a given mention in the response set correspond to its mention in the key set.
Stoyanov et al. (2009b) calls twin(m) the unique annotated/extracted mention
to which the extracted/annotated mention is matched. A twinless mention is
that which does not have any corresponding mention. Thus, extracted twinless
mentions indicate the system extracted spurious mentions whereas annotated
twinless mentions indicate the system failed to identify the mentions.
Stoyanov et al. (2009b) proposes two solutions to extend B3 and make it
capable of dealing with twinless mentions. The first is to keep all twinless
extracted mentions. Keeping them, the definition of precision and recall remains
the same when the mention has a twin and are defined as 3.6 and 3.7 for the







The second possible way of dealing with twinless mentions in B3 is to discard
all extracted twinless mentions and penalising the recall by setting it to 0 for
all twinless mentions. This solution (B30) assumes that all extracted twinless
mentions are spurious (Stoyanov et al., 2009b).
The CEAF metric
The Constrained Entity Aligned F-Measure (CEAF) is an entity-based metric
as opposed to link-based MUC and mention-based B3. The authors (Luo, 2005)
proposed this metric for solving the problems pointed out by them regarding
the intersection procedure used by both previous metrics which allow a mention
to be used more than once in the evaluation of the entire partition. In CEAF,
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a response chain R is mapped to at most one key chain K. This is done by
computing the best of all possible one-to-one mappings G(R,K) where R is the
response set of chains and K is the set of key chains. The best mapping g∗ is the
one that maximises the similarity Φ(g) for a mapping g, which is the sum over
the pairwise similarity φ(Ri, Ki) over pairs of aligned Ri and Ti chains. Here, the
pairwise similarity corresponds to the φ3 similarity function presented by Luo
(2005) which is defined as φ(Ri, Ki) = |Ri ∩ Ki|. Thus, the similarity between
two chains R and K is the number of common elements in both chains. The









The precision is thus the ratio between total similarity of the best mapping g∗
and the number of mentions in K. Recall, by its turn, is the ratio between total
similarity of the best mapping g∗ and the number of mentions in R. Stoyanov
et al. (2009b) point out two problems with CEAF: (i) it assigns a zero score to
each twinless extracted mention and (ii) weights all coreference chains with the
same weight, no matter what their size is. Mainly because of the first problem,
systems that rely on automatically extracted mentions have bad and unreliable
results when evaluated with CEAF precision.
3.3 Reference Resolution in Portuguese
Research on reference resolution for Portuguese does not present as many works
as the research for reference resolution for English language. However, in the
last years, some researchers have put some eﬀort in the development of anaphora
resolution systems and, in a smaller extent, coreference resolution systems. This
section presents some of these studies.
3.3.1 Anaphora Resolution
The bulk of work on anaphora resolution for Portuguese is not large. In this
section, some of this these works are presented.
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Paraboni (1997); Paraboni and Lima (1998) propose a Portuguese possessive
pronominal anaphor resolution algorithm for third person intra-sentential
pronouns. The algorithm rely on three diﬀerent knowledge sources: surface
patterns (which take into consideration syntactic parallelism); possessive
relationship rules and sentence centering. The study reports diﬃculties in the
interpretation of this kind of anaphora for Portuguese. For instance, the absence
of gender and number agreement between the anaphor and the antecedent, the
diﬀerent syntactic functions this kind of pronouns can establish with the other
constituents, and others. For tackling this problem a rule-based multi-agent
architecture is proposed. The study reports an accuracy of approximately
92.97% for possessive pronoun resolution on a juridic corpus.
Aires et al. (2004) describe a study in which the Centering theory is evaluated
for its use in pronoun resolution for Portuguese. The study was carried out using
a corpus in order to check if the rules and constraints prescribed by the Centering
theory hold for Portuguese and can be applied to pronominal anaphora resolution
systems. The work reported results in the order of 51% of accuracy when using
Centering theory for pronoun resolution for Portuguese.
Coelho (2005) adapted the Lappin and Leass (1994) approach to pronoun
resolution to Portuguese. The scope of the implemented system was the resolution
of third person and reflexive pronouns. As well as Lappin and Leass (1994)’s
algorithm, it depends on full syntactic parse trees to perform the resolution.
The adaptation to Portuguese makes use of the PALAVRAS syntactic analyser
(Bick, 2000) for obtaining the full parse trees. The system was evaluated on
three diﬀerent corpora, one journalistic, one literary, and one juridic corpus and
obtained 43.56, 31.32 and 35.15% of accuracy, respectively.
Chaves (2007); Chaves and Rino (2008) adapt to Portuguese the original
Mitkov’s algorithm for pronoun resolution. As well as Mitkov’s approach, Chaves
(2007) resolves only third person personal pronouns and makes use of shallow
syntactic information. The system requires a preprocess step in which the
shallow syntactic parsing is performed by the PALAVRAS syntactic parser. The
algorithm was evaluated in the same three corpora thar Coelho (2005) evaluated
his system. It achieved an accuracy of 67.01, 38 and 54%, respectively.
Santos (2008) describes an adaptation to Portuguese of the Hobbs pronominal
resolution algorithm which was extended to include reflexive pronouns, not
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considered in Hobbs’ original algorithm. The system was evaluated on the
same three corpora used by Coelho (2005) and obtained the following accuracy
scores: 61.9, 44.24, and 43.21% on the journalistic, literary and juridic corpus
respectively. Another evaluation was executed on a corpora merged with the
pronouns of these three corpora plus the pronouns in the Summ-it corpus
(Collovini et al., 2007). The total accuracy was of 45.84%.
Cuevas et al. (2008) investigate multilingual resolution of Portuguese personal
pronouns to improve the accuracy of their translations to both Spanish and
English in an underlying Machine Translation project. To carry out this
investigation a corpus tagged using the PALAVRAS syntactic analyser was
annotated with third person personal pronouns anaphoric relations. The
pronoun resolution methodology follows the approach of Soon et al. (2001).
The features used are: NUMBER AGREEMENT, GENDER AGREEMENT,
FUNCTION AGREEMENT (true if both noun phrases are subjects or objects),
DISTANCE (the number of sentences between the two expressions), and
PREPOSITION TYPE (no preposition eles, ‘they/them’; deles, ‘of them’; or
neles, ‘in them’). The system was evaluated on the annotated corpus and
obtained 70.3% of F-Measure for the coreferential class using a classifier induced
by a decision tree algorithm. In this experiment, the FUNCTION AGREEMENT
feature was discarded since it was concluded in previous experiments with the
same dataset that this feature degrades the overall performance of the system.
Cuevas and Paraboni (2008) extend the feature set of their previous work with
syntactic and semantic features and obtained an improvement in the performance
(86.6% of F-Measure for coreferent expressions).
3.3.2 Coreference Resolution
Although Collovini and Vieira (2006a,b) are not concerned with anaphora or
coreference resolution themselves, these studies present relevant work for both
tasks based on previous studies for the English language (Vieira, 1998). Both
(Collovini and Vieira, 2006b) and (Collovini and Vieira, 2006a) present an
anaphoricity classifier for definite descriptions for Portuguese. The idea of
the study is similar to the idea of Ng (2004). Based on relevant features for
determining whether a definite description is classified either as anaphoric or
as non-anaphoric, a classifier is induced using a decision tree algorithm. Both
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studies report good results on anaphoricity determination that could be used for
supporting anaphora resolution and coreference resolution systems.
Until the present date, the author of this work is not aware of any other
study regarding coreference resolution for Portuguese except the one proposed
by Souza et al. (2008). This work presents a noun phrase coreference resolution
approach for Portuguese based on the approach introduced by Soon et al. (2001).
The work relied on morphological, syntactical and limited semantic information
provided by the PALAVRAS syntactic analyzer. The corpus used was the Summ-
it corpus, already mentioned in previous sections and used in works on pronominal
anaphora resolution for Portuguese. The learning algorithm employed was the
J48 implementation of decision trees available in the WEKA (Hall et al., 2009)
machine learning framework. The authors report a MUC score F-Measure of
51.3% and B3 F-Measure of 69.66%.
In this chapter several works related to the task of coreference resolution
were described. The principal approaches to the problem, its criticisms and
proposed improvements were also discussed. In the next chapter it is presented
the methodology of the present study that makes use of some of the previous




In this chapter, an overview of the methodology developed in this study is
described. In section 4.1, an overview of the methodology is presented. Specifics
on each part of the methodology can be found in Chapter 5 for the English
coreference resolution, in Chapter 6 for the alignment step, and in Chapter 7 for
the Portuguese coreference resolution step.
4.1 Overview
The ultimate goal of this research is to extract coreference chains automatically
from Portuguese texts. The basic idea to achieve this goal is to use a parallel
corpus to project coreference relations from the English part of the corpus to the
Portuguese part of the corpus. The relations projected are then used for training
a supervised machine learning model that can be applied to Portuguese texts.
Figure 4.1 shows an overview of the whole system.
The methodology is composed of several steps that can be roughly grouped
into three main parts: annotation of resources for the corpus (English coreference
resolution and Portuguese parsing and noun phrases extraction), alignment
(sentence and word alignment of the English and Portuguese part of the
corpus), and coreference resolution for Portuguese (instances generation,
features generation and coreference resolution model). In the next sections, the




The use of a parallel corpus is key to the method developed in this work. In
the case of this study, an English-Portuguese parallel corpus was required. The
parallel English and Portuguese corpus used for this work was extracted from
the electronic version of the Revista Pesquisa FAPESP brazilian magazine1. The
magazine is a monthly publication of the FAPESP foundation2 and publishes
news about domestic and international scientific policy, and about research
carried out in Brazil and other countries.
This corpus has already been used in experiments for studies in Portuguese-
Spanish and Portuguese-English statistical machine translation such as Aziz et al.
(2008) and Aziz et al. (2009) and in research related to generating linguistic
knowledge for machine translation using multilingual resources, such as Caseli
(2007). It is formed by Portuguese, English and Spanish parallel texts extracted
from the Environment, Science, Humanities and Technology supplements of the
electronic magazine magazine. The number of tokens and sentences of the corpus
are summarized in table 4.1. The corpus contains 646 texts with a total of 17,426
sentences for the English part and 18,159 sentences for the Portuguese part. The






Table 4.1: The number of tokens and sentences in each part of the FAPESP
corpus.
Additionally, two other corpora are used in this work. The NP4E corpus,
described in Chapter 5, is used for training the English coreference resolution
model, and the Summ-It corpus, described in Chapter 7 is used for testing the




4.3 Automatic Corpus Annotation
The first step of the process is to annotate the corpus with the required data.
At this point, the English part of the parallel corpus should be annotated with
coreferential data. The Portuguese part, by its turn, must have its noun phrases
identified. These two layers of linguistic information will enable, in a further
step, the projection of the coreferential links present among the noun phrases
contained in the English part to the noun phrases contained in the Portuguese
part.
4.3.1 Coreference Resolution for English
The methodology assumes that no manual annotation of coreferential links is
performed. Therefore, the idea is to obtain the coreference chains for the English
part automatically. For that, one coreference resolution system for the English
language should be employed. In this work, the system used is the Reconcile
system (Stoyanov et al., 2010). The complete description of this step as well as
the description of Reconcile are in Chapter 5.
4.3.2 Parsing and Noun Phrase extraction for Portuguese
The identification of noun phrases in the Portuguese part of the corpus should also
be performed in an automatic fashion, without resorting to manual annotation.
Besides that, for each noun phrase, syntactical, morphological and semantic data
are required to generate feature vectors for the supervised machine learning based
coreference resolution model for Portuguese.
This step needs to be performed explicitly only for the Portuguese part of the
corpus, as the noun phrases in the English part of the corpus are identified during
the coreference resolution process. The Portuguese noun phrases are identified
using the Constraint Grammar based parser PALAVRAS (Bick, 2000). The
authors report 99% of accuracy for part-of-speech tagging and about 97% of
accuracy for syntactic function detection (Bick, 2000).
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4.4 Alignment
The alignment step enables the projection of the coreference chains in the English
part of the corpus to the noun phrases in the Portuguese part of the corpus.
Having the noun phrases that form the chains in English and the noun phrases
in Portuguese, it is possible to establish a mapping between the two phrases by
mapping their heads. This mapping is enabled through the word (or lexical)
alignment.
Even though the method proposed in this work relies on a parallel corpus,
most of the parallel corpora available do not have a word-by-word alignment
as it is required by this step. As the input of most word alignment algorithms
require that the corpus is sentence aligned, it is also necessary to run a sentence
alignment algorithm before the word-by-word alignment in case the corpus is not
sentence aligned.
The alignment step receives the corpus preprocessed by the coreference
resolution system for English and the Portuguese parser, using the sentence
splitting provided by the two tools, for the English and Portuguese parts of
the corpus, respectively. For this study both the sentence alignment and the
word alignment are required. The sentence alignment algorithm employed is
an implementation of the Translation Corpus Aligner (Hofland, 1996) called
TCAlign (Caseli, 2003). The word alignment algorithm used was the one
implemented in GIZA++, described by Och and Ney (2003), part of the Moses
statistical machine translation toolkit3. The alignment processes are explained
in detail in chapter 6.
4.5 Coreference Resolution for Portuguese
The final step is to perform the actual coreference resolution for Portuguese.
In this step, the projected coreference chains are used for training a supervised
machine learning coreference resolution model. The resolution system is a single-
mention pairwise model as the one described in Chapter 3. It is formed by four
modules: an instance generation module, an instance projection module, a feature
vector generation module and a supervised machine learning based classifier along
3http://www.statmt.org/moses/
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with a clustering algorithm.
The instance generation model forms pairs of noun phrases (antecedent and
anaphor) using the coreference chains generated by the coreference resolution
system for English employed in the first step (section 4.3.1). Given the errors
introduced by the identification of English NPs and by the alignment process,
the English noun phrases are not directly mapped to Portuguese noun phrases.
Instead, a matching algorithm is used to identify which is the best Portuguese
noun phrase to be aligned to the English noun phrase. The matching algorithm
is implemented in the instances projection module.
Once a pair is identified in the Portuguese data, features are extracted in
order to produce training examples. The task of identifying the matching pairs
is performed by the instance projection module and the task of generating the
feature vectors is performed by the features vector generation module.
The feature vectors are used to train a machine learning classifier. For each
pair, the classifier decides whether the pair is coreferent or not. Having the class
of each pair, the model clusters the pairs into chains. The whole coreference
resolution model is described in more detail in Chapter 7.
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This chapter describes the coreference resolution system used in this study for the
English language. It is used for automatically obtaining coreferential annotation
for the English part of the FAPESP parallel corpus. The following sections
present the system, as well as the resources it uses.
5.1 Reconcile
The system adopted is called Reconcile and was proposed by Stoyanov et al.
(2009a, 2010). Reconcile is an end-to-end coreference resolution system that can
be used in an oﬀ-the-shelf manner. The term end-to-end is used in this chapter for
describing a system that does not rely on manual annotation that could help the
preprocessing steps of the coreference resolution task. All the required annotation
is provided by tools. The kind of annotation preprocessed before the coreference
resolution includes identification of noun phrases, classification of anaphoric noun
phrases and non-anaphoric noun phrases, identification of named entities, and
identification of semantic types of noun phrases.
Reconcile was designed as a modular Java architecture that incorporates basic
design features of the single-mention pairwise model to coreference resolution.
The architecture is similar to some supervised learning-based coreference
resolution systems, such as Soon et al. (2001); Ng and Cardie (2002b) and
Bengtson and Roth (2008). This model is described in more depth in section
3.2.1. According to the authors, the system is flexible enough to accommodate
other approaches to coreference resolution (like the ones proposed by Yang
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et al. (2003); Luo et al. (2004); Haghighi and Klein (2007) – briefly described in
section 3.2.3).
The architecture of Reconcile is shown in figure 5.1. The figure was designed
based on the architecture presented in Stoyanov et al. (2010). The architecture
is composed of a preprocessing step, a feature generation step, a classification
step and a clustering step. The input is a set of texts and the output is the set
of texts with coreference annotation added to the texts. For training the model,
the system also requires that the input texts are annotated with coreferential
data. For that, the authors have bundled the NP4E corpus with Reconcile and
the system’s default model is trained over the NP4E. In the following sections,
the steps depicted in figure 5.1 are described. The NP4E corpus is described on
section 5.1.5.
Figure 5.1: The Reconcile coreference resolution system architecture.
5.1.1 Preprocessing
The resolution process begins in the preprocessing step where the noun phrases
and the named entities are identified. The preprocessing step is composed of the
following modules: paragraph splitting, sentence splitting, tokenization, part-of-
speech tagging, parsing, and named entity recognition.
All the modules are implemented using external open source tools freely
available on the internet. There are usually two options of external tools for each
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Module Options
Sentence splitting OpenNLP1 and UIUC2
Tokenization OpenNLP
PoS tagging OpenNLP or the output of one of the parsers below.
Parsing
Stanford (Klein and Manning, 2003) and Berkeley
(Petrov et al., 2006; Petrov and Klein, 2007)
NER OpenNLP and Stanford (Finkel et al., 2005)
Table 5.1: Preprocessing tools available in Reconcile.
module. The options available in the Reconcile package for each preprocessing
module are summarized in table 5.1.
There are two ways of using Reconcile: either from the source code, or
using the executable JAR file. The tool for each module is specified through a
configuration file when Reconcile is built from the source. As well as the modules
in the preprocessing step, Reconcile allows the user to choose which features to
use when running the system from the source code. All the data produced by
the external tools is stored and used in further steps of the resolution process.
5.1.2 Features Generation
A great part of the data generated in the preprocessing step is used in the features
generation step. This step generates feature vectors for pairs of noun phrases that
may help the classifier decide whether a given pair is anaphoric.
The authors report that more than 80 features are included in Reconcile.
These features were inspired by the works of Soon et al. (2001) and Ng and
Cardie (2002b). They can be divided into diﬀerent categories (as defined by Ng
and Cardie (2002b)), namely:
• Lexical features: features that compare both noun phrases using string
matching algorithms. Examples of this class of features, among others, are:
– The Soon string matching (SoonStr), described in chapter 3, which
compares the two expressions after discarding determiners;
– PNStr, which checks whether both expressions are proper names and
matches the same string;
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– WordsStr, which checks whether two non-pronominal expressions
match;
– HeadMatch, which checks whether the heads of the noun phrases
match;
– PNSubstr, which checks if one expression is the substring of the other
in case both expressions are proper names.
• Grammatical features: features that compare the antecedent and the
anaphor using grammatical information, either morphological, syntactical,
or using heuristics. Examples of such features, among others, are:
– BothPronouns, which checks if both expressions are pronouns;
– BothDefinites, which checks if the expressions begin with the article
“the”;
– BothProperNames, which checks if the expressions are proper names;
– BothSubjects, which checks if both expressions have the role of subject
in the sentence they appear in;
– Agreement, which checks whether both expressions agree in gender
and number.
– Embedded1 and Embedded2, check if the first noun phrase is
embedded in the second (Embedded1) or the opposite (Embedded2);
• Semantic features: features that use semantic resources for asserting
whether the mentions in the pair corefer. Examples of such features are:
– WordNetSense, uses WordNet (Miller, 1995; Fellbaum, 1998) to fetch
the first sense that both expressions share;
– WordNetDistance, uses WordNet to measure the distance of the two
expressions in a Synset tree;
– Subclass, checks whether one expression is present in a subclass of the
other.
• Other features: features that do not fall in any of the previous categories,
such as:
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– SameParagraph, that checks if both noun phrases are in the same
paragraph;
– IAntes, checks if the first expression is inside a quoted string;
5.1.3 Classifier
In this step, the feature vectors generated within the previous step are used for
either training a new model or for applying a previously trained model to new
texts. When training a new model, Reconcile uses data from two sources. One
source is the features generated in the previous steps. The other is a class given by
the corpus which is manually annotated with coreferential data in order to induce
a new model using the configured machine learning algorithm. When applying a
previously built model to a new set of texts, the feature vectors do not contain
any information regarding the actual class of the instance pair. In this case, the
classifier receives a feature vector representing a pair of noun phrases and returns
a score indicating the likelihood of the two expressions being coreferent.
Reconcile provides diﬀerent machine learning algorithms for training the
coreference models. The available algorithms are: the learning algorithms in
the Weka toolkit (Witten and Frank, 2005; Hall et al., 2009), accessed through
the Weka API, and two implementations of Support Vector Machines, the libSVM
library (Chang and Chih-Jen, 2001), and the SVMlight package (Joachims, 2002).
5.1.4 Clusterer
In this step, the system uses a clustering algorithm to group the anaphoric
pairs that relate to the same entity into clusters. If the score of a given pair
is below the predefined threshold of the classifier, the pair is ignored. Reconcile
implements the single-link clustering, the best-first clustering and the most recent
first clustering algorithm described in Chapter 3.
The chains extracted by Reconcile are annotated in the middle of the text on
a copy of the input file (inline annotation). The system marks the texts with tags
which delimit the noun phrases and it assigns one identifier for the noun phrase
and one identifier to the chain to which it belongs. The first line of one output
file is presented in figure 5.2.
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<NP NO="0" CorefID="15">The teeth of
<NP NO="1" CorefID="1">the oldest orangutan</NP></NP> .
Figure 5.2: One line of an output file generated by Reconcile.
5.1.5 Corpus
The NP4E corpus (Hasler et al., 2006) is the product of a project whose aim
was to develop annotation guidelines for noun phrase and event coreference for
newswire texts in the domain of terrorism and security. The corpus has 50,000
words and the texts are a subset of the Reuters corpus (Rose et al., 2002). The
complete annotation guidelines of the NP4E corpus is available at the website3
of the Computational Linguistics Group of the University of Wolverhampton.
Figure 5.3: The NP4E corpus frequency distribution of chains’ size.
The frequency distribution of the sizes of the chains annotated in the NP4E
corpus is summarized in figure 5.3. Singleton chains, i.e., chains formed by
3http://clg.wlv.ac.uk/projects/NP4E/#corpus
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only one expression were observed 9,228 out 11,640. Chains with two or more
expressions correspond to 2,412 observations. Therefore, the vast majority of the
chains, approximately 79%, are singleton chains. This is a characteristic of the
annotation guidelines followed: all the noun phrases are annotated as markables,




A parallel corpus is a set of texts in which each text has one or more translations
in diﬀerent languages. Besides being parallel, the texts may be also aligned. The
alignment consists of finding correspondence points between the translations of
the texts, usually between a source text and a target text or translation.
Here, the target text means the translation of the source text. Therefore,
diﬀerent levels of translations can be aligned between the source and the target
texts: at the paragraph level, at the sentence level, at the word level and even at
the character level.
The main objective of this step is to provide a word level alignment between
parallel texts. The input of this stage is a corpus of parallel texts with one
sentence per line, for both sides of the parallel corpus. The output is one file
containing the word indexes for each token in the line. Figure 6.1 shows the
modules which compose the alignment pipeline.
This chapter is structured as follows. In section 6.1 the sentence alignment is
described. In section 6.2, the intermediate stages between the sentence alignment
and the word alignment are described. In the last section, 6.3, the word alignment
is described.
6.1 Sentence Alignment
The objective of sentence alignment is that given two documents, the original text
(the source) and its translation (the target), find which sentence or sentences in
the target text are the translation of a given sentence in the source text. The
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Figure 6.1: The alignment pipeline.
most common alignment observed in sentence alignment is when one sentence in
the target text corresponds to one sentence in the source text (i.e. 1-1). This
characteristic was observed by Gale and Church (1993) for the English-German
and English-French language pairs and by Caseli et al. (2004); Caseli (2003) for
the English-Portuguese language pair.
There are other possible types of alignments. There are the alignment cases
in which no sentence is aligned with any sentence in the source or in the target
(i.e. 0-1 and 1-0), and there are cases such as expansions, contractions and unions
(Caseli, 2003). Expansions occur when the alignment is n−m where n < m and
n,m ≥ 1 takes place. Contractions occur when the alignment is n − m where
n > m and n,m ≥ 1 takes place. Unions occur when the alignment is n − n
where n > 1 takes place.
Several methods for sentence alignment were proposed in the context of the
ARCADE project (Ve´ronis and Langlais, 2000). The goal of the ARCADE
project was to develop methods for sentence and word alignment of parallel
texts. The approaches use diﬀerent features as criteria to do sentence alignment.
However, most of the approaches are based on the following information: length
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of sentences, anchor words, cognate words, part-of-speech tags, among others.
These information are used as the alignment criteria of the diﬀerent methods
that employ them.
Santos and Oksefjell (2000); Caseli (2003); Caseli et al. (2004) presents and
compares some works for the English-Portuguese language pair. One of the
best performing sentence alignment algorithm among the methods evaluated by
Caseli et al. (2004) is the Translation Corpus Aligner (TCA), proposed for the
English-Norwegian language pair in Hofland (1996). The TCA was adapted to
the European Portuguese by Santos and Oksefjell (2000) and to the Brazilian
Portuguese by Caseli (2003).
TCA relies on diﬀerent alignment criteria to perform the sentence alignment:
the sentences’ length, a bilingual anchor words list, a simple heuristic to determine
proper nouns candidates (capitalized words), and a list of special characters
(punctuation such as the question mark, exclamation mark, and the full stop).
Caseli et al. (2004) reports results from 90 to 100% of F-Measure for all the types
of alignment on four diﬀerent English-Portuguese corpora. The implementation
of TCA used in this research is the TCAlign1
The input of TCAlign is input the alignment pipeline. As mentioned
previously, the format of the input files must have one sentence per line. In
the methodology presented in this study, the sentence boundaries for the English
and Portuguese parts of the corpus are the same ones extracted by Reconcile
and PALAVRAS, employed in the previous step. The output of TCAlign is a
XML-like file with the alignments. The alignments can be one-to-one, multiple
or omitted (0-1 or 1-0).
6.2 Alignment Intermediate Modules
The modules described in this section basically apply a series of transformations
over the output of the sentence alignment module. The objective is to prepare
the output of the sentence alignment to input in the word alignment system. The
transformations (figure 6.1) are: alignments filtering, tokenization, lowercasing,
and punctuation removal.
The input of the word alignment module must be formed only by one-to-one
1http://www.nilc.icmc.usp.br/nilc/projects/aligners.htm
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alignments. As the output of the sentence alignment produces diﬀerent types of
alignments, a filtering step is required. In the alignments filtering module, all
the alignments that are not one-to-one are discarded. Also, the output of this
module is raw text as opposed to the XML-like layout of the previous step.
The next module is the tokenization module. Tokenization is necessary
because the word alignment is performed over words and they need to be properly
delimited to be processed.
The lowercase transformation is performed so that the word aligner does
not consider words with diﬀerent cases as two diﬀerent samples in the corpus
frequency distribution. Also with the objective of aiding the word aligner, all the
punctuation are removed. Not having punctuation avoids the need of alignment
of such tokens, improving the word aligner performance. The last module, the
word alignment, is described in the next section.
6.3 Word Alignment
The word alignment problem can be defined as the problem of finding the
correspondence between contiguous sequence of words that form the sentences
in a parallel text. The word alignments do not have to be always of the type one-
to-one. The alignments may be multiple or there may be no alignment points, in
the same way as observed for the sentence alignment.
Och and Ney (2003) presents a comparison of diﬀerent word alignment models.
The word alignment method used for this project is one of the models in this
comparison, GIZA++2 (Och and Ney, 2003). GIZA++ is a statistical word
alignment toolkit that uses the IBM models (Brown et al., 1994) and the Hidden-
Markov alignment model (Och and Ney, 2000; Vogel et al., 1996) to find the best
mappings between sequences of contiguous words in a parallel text.
Caseli (2007) compares two methods for word alignment in Brazilian
Portuguese texts (the same corpus used in this project) and reports results for
GIZA++ around 90% for precision and around 92% for recall.
GIZA++ is the last module in the alignment pipeline. It receives the texts
processed by the previous steps. Before running the word aligner the texts are all
concatenated into one single file that represents the whole corpus. The output of
2http://code.google.com/p/giza-pp/
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the word aligner is a file in which each line of the input files is formed by pairs of
indexes that represent the mappings between the tokens of the two parallel texts.
Figure 6.2: The representation of one line of the word aligner output.
One line of GIZA++ word alignment indexes file is shown in figure 6.2.a.
Each pair of indexes is a mapping between two tokens in two parallel texts. One
index in the source text may be paired with more than one index in the target
text. The inverse is also true. In this line there are not examples of omissions
(0-1 or 1-0) alignments but they may occur. A representation of the line with its
one-to-one alignments as well as multiple alignments is shown in the same figure
in 6.2.b. This file is used for performing the projection of noun phrases explained
in chapter 7. In the figure, the two sentences, in English and in Portuguese






This chapter describes the Portuguese Coreference resolution system implemented
for this project. The approach is the same as the one described in section 3.2.1
and follows the rationale of Soon et al. (2001); Ng (2002) and Stoyanov et al.
(2010). In these approaches, pairs of expressions are generated, classified as
coreferent or not and then clustered.
The system has two diﬀerent stages or modes: the training mode and the
resolution mode. In the next sections the system is presented in function of these
two stages and both modes are described taking into consideration the modules
that form them.
7.1 Training a Coreference Resolution Model
On the training mode, the system receives English coreference chains and noun
phrases as input and generates a machine learning based classifier as its output.
The training mode pipeline is shown in figure 7.1.
7.1.1 Generation of Training Data
The first module in the training pipeline is the instances generation module.
This module is responsible for generating pairs of mentions. When training a
classifier, the system receives as input the noun phrases and the coreference chains
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extracted from the English part of the parallel corpus during the automatic corpus
annotation step (chapter 5). In the current implementation, Reconcile is used for
extracting the noun phrases.
Figure 7.1: The coreference resolution system for Portuguese pipeline for training
a classifier.
The instances generation module outputs two classes of pairs: coreferent pairs
and non-coreferent pairs. The algorithm for generating coreferent pairs uses the
coreference chains extracted by the coreference resolution system for English. It
takes each chain and, for each non-pronominal mention it forms pairs of adjacent
mentions. This is the same method as the one used by Ng and Cardie (2002b)
for generating positive instances presented in section 3.2.2.
The algorithm for generating non-coreferent pairs is the same as the one used
by Soon et al. (2001); Ng and Cardie (2002b), and consists of pairing mentions
that appear in between the positive pairs with the anaphor of each pair. This
method is presented in section 3.2.1.
7.1.2 Projection of Training Instances
The next step in the pipeline performs the projection of the instances from one
part of the parallel corpus to the other. For that, the instances projection module
uses the instance pairs generated by the previous step and the words mapping
processed by the word aligner (described in section 6.3).
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Besides the instance pairs and the words alignment file, in the current
implementation, the projection algorithm requires the two files passed as input
to GIZA++ to correctly process the antecedents and anaphors projection. Each
line in the words alignment file refer to one of the lines in these two parallel texts.
Figure 6.2 in section 6.3 shows the relationship between the words alignment file
and the two GIZA++ input files.
Figure 7.2 shows a scheme of the projection process. The projection algorithm
works as follows: for each instance pair, the first step is to take the head of the
antecedent and the head of the anaphor of the pair (i.e. Head in figure 7.2) and to
search for them in the line they occur in the GIZA++ input files. The objective
is to find the token that corresponds to the head word of each expression in the
pair (i.e. String Match in figure 7.2). Currently, the search is implemented as a
simple string match search. If both the head of the antecedent and the head of
the anaphor are found, the process goes to the next step.
Figure 7.2: The representation of the projection of one expression.
Both heads of the antecedent and of the anaphor are mapped to indexes which
are the position of the words in a sentence in the Portuguese part of the corpus
(Indexes in figure 7.2). In the next step of the algorithm the indexes are used
in conjunction with the word mapping (Mapping in figure 7.2) to find to which
words each expression points to in Portuguese. If the Portuguese word found is
the head of a noun phrase, the projection is made (PT Syntax in 7.2).
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7.1.3 Features Extraction
After projecting the pairs, the list of projected instance pairs is processed and
for each pair, a set of features are extracted. The features are based on previous
work done in coreference resolution, mainly Soon et al. (2001); Ng and Cardie
(2002b); Souza et al. (2008) and Recasens et al. (2010). The features extracted
are:
• head_match: a boolean value that indicates whether the head of the
antecedent and the head of the anaphor are the same.
• subs_match: true if the antecedent is a substring of the anaphor or if the
anaphor is a substring of the antecedent. False otherwise.
• ant_ne_type: if the antecedent is a proper name, this feature assigns the
type of the named entity recognized by the PALAVRAS parser. Possible
values are labels for 157 diﬀerent prototype classes such as animals, plants,
humans, places, vehicles, among others. A complete list of the semantic tags
implemented in PALAVRAS are available at the VISL (Visual Interactive
Syntax Learning) website1.
• ana_ne_type: the same as ant_ne_type but for the anaphor.
• gender_agrmnt: true if the heads of both expressions agree on gender.
False otherwise.
• number_agrmnt: true if the heads of both expressions agree on number.
False otherwise.
• ant_subj: true if the antecedent is the subject of the sentence where it
appears. False otherwise.
• ana_subj: true if the anaphor the subject of the sentence where it appears.
False otherwise.
• ant_appos: true if the antecedent is an apposition. False otherwise.
• ana_appos: true if the anaphor is an apposition. False otherwise.
1http://beta.visl.sdu.dk/visl/pt/info/portsymbol.html#semtags_nouns
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• sem_class_agrmnt: true if the heads have the same semantic class
• word_overlap: computes the word overlap of the two expressions. The
word overlap is calculated by taking all the tokens in the expression that
are not punctuation and computing the number of tokens in the intersection
of the two expressions divided by the sum of the number of tokens in each
expression as follows: over = 2|ant tokens∩ana tokens||ant tokens|+|ana tokens| . The values can be one
of “0”, for no overlap; “1”, for complete overlap; “point25” for a ratio of
less than .25; “point50” for a ratio between .25 and .50; “point75”, for a
ratio between .50 and .75; and “less1” for a ratio between .75 and 1 (not
inclusive).
The features are extracted using the annotation provided by the PALAVRAS
parsing system which provides deep parsing for the Portuguese language. The
extracted feature vectors are written to an ARFF (Attribute-Relation File
Format) to serve as input for the WEKA machine learning toolkit.
7.1.4 Classifier Induction
The last module of the coreference resolution system when run in training mode is
the induction of a classifier. This module takes the ARFF generated and, through
the WEKA API (Application Programming Interface) it creates a classifier using
the instance pairs.
In the current implementation of the system, experiments with the JRip
implementation of the decision rules algorithm proposed by Cohen (1995).
Chapter 8 presents the evaluation with the results for the classifier. The output of
the training process is the trained model and the ARFF generated by processing
the projected instance pairs.
7.2 Extracting Coreference Chains
On resolution mode, the coreference resolution system receives Portuguese noun
phrases as input and clusters them into chains, using the classifier induced in
the training mode. The resolution mode pipeline is shown in figure 7.3. In the
current implementation, the noun phrases are extracted using the PALAVRAS
parsing system.
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The instances generation algorithm for the resolution mode is diﬀerent from
the algorithm used in the training stage, described in section 7.1.1. There are
not class labels. All the instances are unlabeled and the feature vector contains
only the features processed in the feature generation step.
For each text passed to the system, the Closest-First clustering algorithm is
employed (described in section 3.2.1). The classifier used is the one generated
by the training mode. Each pair has the same features as the ones described in
section 7.1.3, above.
Once a coreferent pair is found, it is stored in a graph structure. When all
the noun phrases in a text were processed, the coreference chains are formed by
using an algorithm to find the connected components in a graph.





In this chapter the methodology presented on chapters 4 to 7 is evaluated and
discussed. The approach is evaluated over the 646 texts that form the FAPESP
corpus. Additionally, the coreference resolution system for Portuguese is tested
using the Summ-It corpus and its results are compared to the gold standard
annotation of this corpus.
8.1 Coreference Resolution for English
In this section, the configuration settings used for running the Reconcile
coreference resolution system for English are presented. Furthermore, the results
obtained are presented and discussed.
8.1.1 System Configuration
For the experiments described here, Reconcile was run using the JAR (Java
ARchive) file version 1.0 provided at the tool’s oﬃcial site 1. This mode of
execution does not allow any change in the configuration of the system. Therefore,
the default settings were used. These settings are summarized below.
Preprocessing
The preprocessing tools used for the experiment are listed in table 8.1. All the
tools that rely on machine learning or statistical models that require training
1http://www.cs.utah.edu/~ngilbert/ccount/click.php?id=1
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over annotated corpora were run with models trained by their developers and
included in Reconcile as binary files.
Preprocessing Tools
Module Tool





NER Stanford NER system
Table 8.1: Preprocessing tools used for running Reconcile.
Features
The features used with this version of Reconcile are a subset of 62 out of the 89
features implemented. The features used in the default configuration of Reconcile
are summarized in table 8.2. The features are classified into four diﬀerent classes:
lexical, grammatical, semantic and other.
The classes and some of the features are briefly described in section 5.1.2. The
complete reference of all the features along with their descriptions is available in
Stoyanov et al. (2009a).
Classifier Model
The classifier that comes bundled with Reconcile is an WEKA’s implementation
(Witten and Frank, 2005) of the Averaged Perceptron algorithm. The NP4E
corpus was used for training the model. More information about the corpus may
be found in section 5.1.5.
Clustering Mechanism
The default clustering method configured in the JAR distribution of Reconcile
is the single-link clustering. The single-link clustering algorithm processes the
transitive closure of all the linked pairs. For defining which pairs are coreferent,





SoonStr, ProStr, WordsStr, WordOverlap, Modifier,
WordsSubstr, ProComp, PNStr, PNSubstr, InQuote1,
InQuote2, BothProperNouns, Alias, IAntes,
BothInQuotes, ContainsPN, ProperNoun, ProperName,
HeadMatch.
Grammatical
Pronoun1, Pronoun2 , Definite1, Definite2,
Demonstrative2, Embedded1, Embedded2,
BothEmbedded, BothPronouns, BothSubjects,
Subject1, Subject2, Appositive, MaximalNP,
Gender, Number, Span, Binding, Contraindices,
Syntax, Indefinite, Indefinite1, Prednom, Pronoun,
Constraints, Agreement, PairType.
Semantic
Animacy, ClosestComp, WordNetClass, WordNetDist,
WordNetSense, Subclass, WNSynonyms.
Other
SentNum, ParNum, AlwaysCompatible, RuleResolve,
SameSentence, ConsecutiveSentences, Quantity,
ProResolve, SameParagraph.
Table 8.2: Features utilized for running Reconcile.
the pairs are filtered using a given threshold. The threshold value for the default
configuration is set on 0.45.
8.1.2 Coreference Chains Extraction Evaluation
The JAR distribution of Reconcile was run over the 646 files of the FAPESP
corpus. The English coreference resolver recognized 127,942 noun phrases and
extracted 94,990 coreference chains from the whole corpus. The authors report
MUC and B3 scores F-Measure between 60 and 70% for the MUC6 and MUC7
corpora. As the English part of the FAPESP corpus is not manually annotated
with coreference chains, it is not possible to use the coreference scoring metrics
to measure the performance of Reconcile. However, it is possible compute some
simple statistics to describe the chains.
Most of the chains extracted are singleton chains: they are 82,272 out of
94,990 or 86.61%. The second most numerous chains are the ones formed by two
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expressions, 7,367 or 7.76%. The frequency distribution of the sizes of chains
extracted by Reconcile is presented in figure 8.1 and also in table 8.3, which
presents the distribution for the first 20 chain sizes.
It is interesting to notice the large diﬀerence in the percentage of singleton
chains and in the percentage of chains formed by two and three expressions (table
8.3). Whereas the singleton chains represent roughly 86% of the extracted chains,
chains formed by two and three expressions represent about 7 and 2% of the
extracted chains.
Figure 8.1: The frequency distribution of the sizes of the chains extracted by
Reconcile from the FAPESP corpus.
Looking at the frequency distribution it is possible to observe that the smaller
the chain size, the most frequent it is. Therefore, the frequency of very long chains
tends to zero. The same behavior is observed on the frequency distribution of
the manually annotated chains on the NP4E corpus, represented in figure 5.3.
As well as in the NP4E corpus, the most frequent chain size of the extracted
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Extracted Chains Size Distribution
Chain Size Frequency % (w/ singletons) % (w/o singletons)
1 82,272 0.8661 -
2 7,367 0.0776 0.5793
3 2,342 0.0247 0.1841
4 1,078 0.0113 0.0848
5 581 0.0061 0.0457
6 375 0.0039 0.0295
7 214 0.0023 0.0168
8 139 0.0015 0.0109
9 123 0.0013 0.0097
10 83 0.0009 0.0065
11 65 0.0007 0.0051
12 44 0.0005 0.0035
13 33 0.0003 0.0026
14 34 0.0004 0.0027
15 29 0.0003 0.0023
16 21 0.0002 0.0017
17 15 0.0002 0.0012
18 14 0.0001 0.0011
19 12 0.0001 0.0009
20 12 0.0001 0.0009
Table 8.3: The frequency distribution of chains sizes extracted by Reconcile from
the FAPESP corpus. The third column presents the percentage of chains of a
given size taking into consideration the singleton chains. The fourth column
shows the numbers for when singleton chains are not taken into consideration.
chains is one (singleton chains). The proportion of singletons in the chains
extracted by Reconcile is higher than the proportion of singletons in the NP4E
manual annotation, 86.61 and 79%, respectively. The increase in the number
of singletons in the extracted chains can be partly explained by the mistakes
Reconcile does when clustering the mentions.
The greatest part of the chains extracted are formed by noun phrases that
share the same word as the head of the phrase. Taking all the non-singleton chains
and comparing all the expressions in the chain in a pairwise fashion, about 53%
of the pairs share the same head. In figure 8.2, some examples of such chains
are presented as well as some problematic chains found in the automatically
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annotated corpus.
The chains (a) and (c) are examples of chains in which all the expressions have
the same head and all of them actually refer to the same entity. Furthermore,
both chains contain all the expressions that refer to their respective entities in
their respective texts. The diﬀerence between the two is that in (a) the head
word is a common noun whereas in (c) the head word is a proper noun.
The chain (b) is also an example of chain in which all the items have the same
head word. However, the first expression in (b) does not refer to the same entity as
the other two expressions that belong to the chain. The “basic logical operations”
are a diﬀerent set of operations than the “reversible logical operations” in the
context of the text from where the chain was extracted. This is one example of
a problematic chain extracted by Reconcile.
(a) ￿ the capacity, a greater capacity, capacity, the capacity ￿
(b) ￿ basic logical operations, reversible logical operations, these reversible
operations ￿
(c) ￿ Unesco, Unesco, Unesco ￿
(d) ￿ the Environment, Britain, the region, the region, the region, the
environment, the soil ￿
(e) ￿ Larry Ellison, Oracle’s president ￿
Figure 8.2: Chains extracted from the English part of the FAPESP corpus using
Reconcile.
Another example of problematic chain extracted is chain (d). In this chain,
Reconcile seems to have merged diﬀerent chains into one chain. The first
expression, “The Environment” does not refer to the same entity as “Britain”,
“the region”, and “the soil”. All four expressions refer to diﬀerent entities and
they should belong to four diﬀerent chains.
Despite using diﬀerent types of features that collect information from diﬀerent
linguistic resources, Reconcile presents several problems in the quality of the
extracted chains. The errors and inaccuracies of this initial annotation propagate
to the subsequent steps and this have consequences on the final performance of
the coreference resolver for Portuguese.
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8.2 Aligment
In this section, the parameters used to run the tools during the alignment process
are presented. Also, the results of the sentential alignment are presented.
For running the TCAlign system, the default anchor word list provided with
the package of the program was expanded with 252 new anchor words. The most
frequent pairs of English-Portuguese words in the corpus were computed using
the output of the IBM Model 1 implemented by GIZA++. This model gives the
probability of a pair of words being a translation of each other. Only pairs with
a probability above 90% were considered.
The sentence alignment results are summarized on table 8.4. The most
frequent alignment computed by TCAlign was the one-to-one mapping, about
92% of pairs of sentences.
Sentential Alignment Results






Table 8.4: The frequency distribution of the types of sentential alignments
processed by TCAlign.
As described in section 6.2, a filter is employed after the sentence alignment
and only the one-to-one mappings are used in the word alignment. Therefore,
not many alignments are lost due to the fact that most of them are one-to-one
alignments.
The word aligner is configured to run the IBM models 1, 2, 3 and 4 with 5, 3, 5,
and 5 iterations respectively. The word aligner is run in training mode over all the
sentence aligned corpus. The training algorithm is run in both directions, English-
Portuguese and Portuguese-English and the results are merged to improve the
results as proposed by Och and Ney (2003).
66
8.3 Coreference Resolution for Portuguese
In this section the results for the coreference resolution system for Portuguese are
presented and discussed. The methodology applied follows the rationale explained
in chapter 4.
8.3.1 Instances generation and projection
For generating the pairs, the module that generates instances relies on the English
noun phrases and coreference chains extracted by Reconcile. Applying the pairs
generation algorithm presented in chapter 7, the instance generation module
created 21,849 positive instance pairs and 436,033 negative instance pairs. The






Table 8.5: Number of pairs generated by the instances generation module.
The instance projection module uses the pairs generated for the English part
of the corpus. Having the head of each expression that form the pair, it tries
to find a corresponding expression in the Portuguese part of the corpus. As
reported in section 8.1.2, 127,942 noun phrases were extracted by Reconcile. It is
important to notice that a small portion of the English noun phrases do not have
a head word assigned to them. About 3.79% of them (4,854) are missing heads
due to problems in the algorithm Reconcile employs to recognize the phrases’







Table 8.6: Number of pairs projected.
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Table 8.6 presents the number of projected pairs. The projection module
projected 3,569 positive pairs and 43,174 negative pairs. The proportion between
negative and positive pairs increased after the projection. This increase is partly
explained by the way the mentions are projected. The projection algorithm uses
the heads, the sentences where the noun phrases occur in GIZA++ input files.
In addition, errors may occur when searching for the mentions of the pairs in the
GIZA++ input files. If any of this information is not available or if any of these
processes fail, the algorithm fails to project the mention and several instance
pairs are lost.
8.3.2 Classification
The JRip WEKA’s implementation of decision rules was used to induce a
classifier capable of assessing coreferent and not coreferent pairs. The JRip
algorithm, was run with 10-fold cross-validation and default parameters. It has
correctly classified 45,944 out of 46,743 instances (approximately 98%). Table
8.7) summarizes the classification results.
Classification Results
Algorithm # correct % # incorrect %
JRip 45,944 98.29 799 1.71
Table 8.7: The accuracy results for the JRip classifier.
The classifier has more diﬃculties identifying the Coref class than the Not
Coref class as is shown by the F-Measure of the Coref class in table 8.8.
JRip Class Accuracy
Class Precision Recall F-Measure
Coref 0.934 0.835 0.882
Not Coref 0.986 0.995 0.991
Table 8.8: The accuracy by class for the JRip classifier.
The JRip algorithm generated a classifier that contains only two rules. The
rules are presented in figure 8.3. The first rule assigns the coreferent label to
every instance that has a true value in the head match feature. The second rule
assigns the instance to the coreferent class if a combination of five features occurs.
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if (head_match = 1) => class=C
if (number_agrmt = 1) and (ant_appos = 1) and
(sem_class_agrmt = 1) and (word_overlap = point5) and
(ana_appos = 0) => class=C
else => class=NC
Figure 8.3: The rules generated by the JRip algorithm.
If the condition expressed in the second rule does not hold, the classifier assigns
the instance to the non coreferent class.
Only five instances are assigned to the coreferent class in the second rule.
All the other instances that reach this rule receive the non coreferent class label.
Therefore, this set of rules is basically a classifier that assigns the instance to the
coreferent class in case the feature head_match is true. Otherwise, the classifier
assigns the instance to the non coreferent class. The classifier identified the
head_match attribute as the most informative one to determine whether a given
instance is coreferent or not. The reason can be two-fold: (i) the unbalanced
dataset, with more instances of one class than the other, or, (ii) features that are
not able to help the machine learning algorithm to divide the dataset into two
classes.
To understand why JRip chose the head_match feature as the most
informative feature, it is necessary to look into the projected training dataset
and even into the chains extracted by Reconcile. The greatest part of the
expressions that form the chains extracted by Reconcile have the same head
wordface (about 53%) and this characteristic is propagated to the projected
instances.
Analyzing the 3,569 coreferent pairs, it was concluded that 2,978
(approximately 83%) of them have the same head wordface (hm pairs).
This leaves only 591 (17%) pairs that are positive but that do not have the same
head wordface (nhm pairs). The small amount of nhm pairs is not enough to help
the classifier infer more useful features than the head_match feature to describe
them. Also, the JRip algorithm infers that not having a head match is highly
informative in the case of the Not Coref class. This fact is explained by the big
diﬀerence between the number of Not Coref samples (43,174) and the number of
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nhm samples (591). The outcome is that the machine learning algorithm treats
the nhm pairs as dataset noise and ignore them as relevant samples to infer
important features from.
In order to see whether the features are informative enough to classify the
nhm pairs, a small experiment with a balanced dataset was carried out. Random
copies of the nhm instance pairs were inserted in the dataset until the number of
Not Coref and nhm instances is similar. The classifier trained used other features
than head_match and presented accuracy results in the order of 70%. Examples
of features used are number_agrmt, sem_class_agrmt, and ant_appos. With this
experiment it is possible to conclude that the higher number of non coreferent
instances in the dataset makes the task of discovering the relevant features for
the nhm pairs more diﬃcult and also that the features used are relevant to the
problem.
8.3.3 Clustering
The coreference resolution system employs the generated classifier in the
clustering mechanism described in section 7.2. The output of the coreference
resolution system for Portuguese was scored using the MUC and the CEAF scores
(presented in section 3.2.4) over the Summ-It corpus. Table 8.9 summarizes the
results.
Coreference Chains Evaluation
Score Precision Recall F-Measure
MUC 8.53 6.12 7.12
CEAF 18.06 11.93 14.37
Table 8.9: The MUC and CEAF scores for the coreference resolution system for
Portuguese.
The MUC score presents F-Measure of 7.12 and the CEAF score presents
F-Measure of 14.37. One of the reasons why the MUC score has a lower F-
Measures is because it penalizes missed links. This is explained because several
chains extracted, when compared to their reference chain, present only part of
the expressions that appear in the reference chain.
One baseline was implemented in order to compare with the performance of
the system. The baseline was implemented with the same clustering system but
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with only one rule in the classification step: if the two expressions in the pair share
the same head word, they are coreferent. Otherwise, they are not coreferent. In
practice, the baseline classifier is the same as the classifier produced by JRip.
The baseline was run over the same corpus and the results obtained were
identical to the system’s results as expected. Due to the fact that both classifiers
share the same classification rules, their results should be if not identical, very
similar.
The chains extracted by the coreference resolution for Portuguese are very
similar to the chains extracted by Reconcile. However, they do not present
any pronouns because the Portuguese system only deals with noun phrases with
common nouns and proper nouns. Additionally, chains with diﬀerent head words
were also not extracted because all the chains share the same head words. This
is a consequence of the classification step. Figure 8.4 presents some of the chains
extracted by the system.
(a) ￿ o MCT ( Ministe´rio da Cieˆncia e Tecnologia ), o MCT ￿
(b) ￿ a domesticac¸a˜o em o novo continente, uma domesticac¸a˜o independente, a
domesticac¸a˜o, a domesticac¸a˜o de ca˜es dome´sticos ￿
Figure 8.4: Chains extracted by the coreference resolution system for Portuguese.
Several chains extracted captured only part of the expressions that the chain
should contain. One example is chain (a). The manually annotated chain contains
four elements and the extracted one has only two: “the MCT (Ministry for
Science and Technology)” and “the MCT”. It should also contain “a Cieˆncia
e Tecnologia” (“the Science and Technology”) and “(Cieˆncia e Tecnologia)”
(“(Science and Technology)”). As the two missing expressions do not share the
same head word with the extracted mentions, the system was not able to cluster
them in the same chain.
Some other chains extracted present more expressions than they should have,
as is the case of chain (b) in figure 8.4. The manual annotation for the chain
in (b) is formed by three expressions whereas the chain extracted contains four
expressions. The coreference system included the fourth expression that probably
is not coreferent with the entity represented by this chain. One interesting
characteristic of the manual annotated chain is that all its three items have
the same expressions: “a domesticac¸a˜o” (“the domestication”). In this example
there is some error propagated by the program used to obtain the noun phrase
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boundaries. The automatic noun phrase identification is not as precise as the
identification made in the manual annotation and this leads the coreference
resolution system to errors when classifying and clustering the pairs.
The results of the Portuguese coreference resolution are identical to the
baseline and inferior to results achieved by other system that was tested in the
same corpus with reported MUC score F-Measure of 51%(Souza et al., 2008).
For the methodology presented in this text, it is important to remark that the
accumulated error of the whole process influences the final step of the pipeline




This dissertation presented a system with which is possible to extract coreference
chains from Portuguese texts without having to resort to Portuguese corpora
manually annotated with coreferential data. The system implements a method
that automatically obtains data for training a supervised machine learning
coreference resolver for Portuguese. The training data is generated by using an
English-Portuguese parallel corpus over which the coreference chains annotated
in the English part of the corpus are projected to the Portuguese part of the
corpus. The coreference chains extraction system for Portuguese was tested in a
corpus annotated with coreference chains in Portuguese. The results of running
the system over this corpus are comparable to the baseline.
The whole process described in the methodology has a strong influence of
the coreference annotation made for the English side of the parallel corpus. The
errors generated in this step are propagated throughout the pipeline. Therefore,
the use of a better performing coreference resolution system for annotating the
English side of the corpus might improve the overall performance of the system.
Furthermore, the projection of mentions showed to have influence on the
coreference resolution. Diﬀerent methods for performing the projection might
be implemented and tested. The method described in this dissertation is a good
starting point to build upon. As future work, an evaluation of the projected pairs
should be carried out in order to evaluate the the strong points and the pitfalls of
the algorithm employed. A portion of the Portuguese side of the FAPESP corpus
was annotated during the development of this dissertation but the process of
evaluation could not be completed. With this annotation it will be possible to
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take each chain projected and compare with its corresponding manual projection.
Finally, the main contribution of this work is to lay out a methodology for
coreference resolution for Portuguese that does not rely on Portuguese corpora
manually annotated with coreferential data. However, the implementation of the
methodology presented in this dissertation needs further work in order to have
results better than the baseline.
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