The standard formulation of thermostatistics, featuring the Boltzmann-Gibbs-Shannon distribution and logarithmic entropy, only applies to idealized uncorrelated systems with extensive energies. In this letter, we use the fundamental principles of ergodicity, i.e. Liouville's theorem for equilibrium conditions, the self-similarity of correlations, and the existence of the thermodynamic limit to derive generalized forms of the equilibrium distribution. Significantly, our formalism provides a justification for the well-studied nonextensive thermostatistics characterized by the Tsallis distribution, which it includes as a special case. We also give the complementary maximum entropy approach in which the same distributions are derived by constrained maximization of the Boltzmann-Gibbs-Shannon entropy. The consistency between the ergodic and maximum entropy approaches clarifies the use of the latter in the study of correlations and nonextensive thermodynamics.
wz ln(wz) for constant K > 0. Despite outstanding success [23, 24] in capturing thermodynamics of weakly-interacting gases, the principle -in its original form -does not describe correlated systems. Attempts have been made to generalize the principle, however, as there is no accepted method for doing so, controversy has ensued [25] [26] [27] .
One approach is based on the axiomatic extension of the MaxEnt principle by Shore and Johnson [28] , and entails generalizing the way knowledge of the system appears as constraints [24, 28] . Information about corre-lations are incorporated, e.g. by modifying the partition function [29] or the structure of the microstates [26] . Another widely-used approach is to generalize the MaxEnt principle to apply to a different entropy functional in place of S BGS ({wz}). At the forefront of this effort is the so-called q-thermostatistics obeying q-algebra [2] , based on Tsallis' entropy S Ts q ({wz}) ∝ (1 − z w q z )/(q − 1) and expressing the constraints as averages with respect to escort probabilities {w q z } [3, 8] . q-thermostatistics is known to describe a wide range of physical scenarios [3, 13, 20, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] , including high-T c superconductivity, long-range-interacting Ising magnets, turbulent pure-electron plasmas, N -body self-gravitating stellar systems, high-energy hadronic collisions, and lowdimensional chaotic maps. The approach has also been widely refined and extended [3, [46] [47] [48] [49] .
Recently Jizba et al. [22] made some headway in bridging the gap between the two approaches by showing that one can use the MaxEnt principle with a non-BGS entropy functional without abandoning the Shore-Johnson axioms. Notably, however, Ref. [25] argued that the distribution which maximises the Tsallis entropy does not satisfy Shore and Johnson's system-independence axiom 1 . The generalization of the MaxEnt principle therefore remains controversial [25] [26] [27] , and this brings into focus the need for an independent approach to our central question.
We propose an answer by introducing a general formalism based on ergodicity [1] for deriving equilibrium distributions, including ones for correlated systems. Previously this derivation was thought impossible as correlations have been linked with nonergodicity (see e.g. [3] , p. 68 and p. 320). However, we circumvent these difficulties by showing how the self-similarity of correlations can be invoked to derive the distribution wz. Then we show how to employ the MaxEnt principle consistently with correlations encoded as a self-similarity constraint function. After comparing our results with previous work, we present a numerical example for completeness and end with a conclusion.
Key ideas. Our approach rests on two key ideas. (i) Liouville's theorem for equilibrium systems. Consider a generic classical dynamical system described by Hamiltonian Hz and phase-space distribution wz along trajectoryz. Being a Hamiltonian system guarantees the incompressibility of phase-space flows. The well-known Liouville's equation [1, 5] (as envisioned by Gibbs for canonical ensembles) requires
where {, } denotes a Poisson bracket. This means the distribution function is a constant of motion along a trajectory. Furthermore, imposing the equilibrium condition guarantees
i.e. the existence of a steady-state, wz, that is uniquely connected to Hz (see [1] and below for more details); it is in this sense that we call the system ergodic.
(ii) Self-similarity and the existence of the thermodynamic limit. We refer to a composite system as being in composite thermodynamic equilibrium when all its subsystems are in equilibrium with each other and behave as a single thermodynamical system. If each subsystem is separated and brought into thermodynamic equilibrium in isolation from the rest, they will be referred to as being in isolated thermodynamic equilibrium.
Imagine that a composite system AB is composed of two macroscopic subsystems, A and B. The strong interactions, if present, are assumed to be long range (compared to the typical length-scale of the system) and so the composite equilibrium distribution w AB will, in general, exhibit correlations between the two subsystems. As A, B, and AB are all macroscopic, each will have properties that are consistent with those in the thermodynamic limit. Correspondingly, w AB will, in general, be related to the isolated equilibrium distributions w A and w B . If the system is homogeneous in respect to its density and nature of interactions, the same argument will apply to A and B in terms of further subdivisions. This leads to the system exhibiting a self-similar (fractal-like) distribution that resembles the scaling symmetry in fractals [19, 50] , in general. (See also [3, 49, 52] for thermostatistics of multifractal structures having predetermined distribution/entropy forms.)
Finding a generalized distribution. With these ideas in mind, we derive our main results for a composite, ergodic, self-similar, classical Hamiltonian system in thermodynamic equilibrium. For brevity, we explicitly treat a composite system AB composed of two subsystems A and B, although our results are easily extended to compositions involving an arbitrary number of macroscopic subsystems. Let the tuples (w AB
) denote the composite and isolated equilibrium distributions and Hamiltonians of the composite AB, and separate A, B subsystems, respectively; w X z X is the equilibrium probability that system X will follow trajectoryz X in its corresponding phase space. The following axiom encapsulates the self-similar properties of the system.
Axiom I -Self-similarity: There exist mapping functions C and H such that the composite equilibrium distribution and energy of AB are related to the isolated equilibrium distribution and energy of A and B by the following relations
for allz AB ≡ (z A ,z B ). Axiom II -Thermodynamic limit: Let the equilibrium distribution of system X be given by w
where {v X } represents the set of parameters representing macroscopic properties of system X. Provided A, B, and their composite system of AB are macroscopic, the existence of the thermodynamic limit implies that we can use a single function
From Liouville's theorem, the characteristic solutions to Eq. (2) ensures that the equilibrium distribution is, of course, a constant of motion and a unique function of the Hamiltonian (and other conserved quantities -see the standard arguments on the uniqueness of solutions to the Liouville's equation, for example, in Refs. [1, 53] ). The same argument implies that the Hamiltonian is also a unique function of the distribution. Hence we can assume there exists an invertible function G X such that w X z X = G X (H X z X , {α X }) for X = A, B, and AB. Here, {α X } = (a, b, ...) indicates the set of all required arbitrary constants of integration forming the general solution to Eq. (2), which are generally system-dependent and need to be fitted to match empirical or statistical constraints. Henceforth, we drop explicitly showing {α X } for brevity.
Axiom II implies that the function G X tends to a limiting monotone form G. In other words, provided A and B are macroscopic, the same universal invertible function G applies to the system AB in composite equilibrium and, when they are separated, to its subsystems A and B in isolated equilibrium. Thus
for X = A, B, and AB. Theorem I : Any invertible function G satisfying Ax-ioms I and II satisfies
Proof : By Axioms I and II, w AB 
then the equilibrium distribution can be found as
Note Eq. (7) does not imply that F and H mappings are unique; but, in fact, it implies there exists two gaugetype degrees of freedom for each in the most general case -e.g. the transformation of H → aH + b is always valid for constant a and an additive parameter b satisfy-
However, degrees of freedom in F can be always incorporated in arbitrary constants chosen for H. Therefore, we can write F {} (wz) ≡ F(wz), meaning no parameter needs to be associated with this map; the choice of {a, b} can be then fully included as H {a,b} (Hz) ≡ aH(Hz) + b, which will uniquely determine the equilibrium distribution as before. This gives w z = F −1 {} (H {a,b} (Hz)), which is a particular case for the general solution, Eq. (4), limiting the solution to a twomember set of arbitrary constants. We justify the above argument in the proof of Theorem II below.
Proof : We defer the proof and an associated nontrivial example to [51] .
In our generalized thermostatistic formalism, the solutions to Eq. (5) give the most general form of the equilibrium distribution and Eq. (7) provides a recipe for finding it for the cases satisfying Eq. (6). Solutions to Eq. (6) can be guessed for a number of cases of practical interest, as shown below. However, the analytical forms of F and H are expected to be difficult to find, in general. Nevertheless, we demonstrate below a systematic numerical method that can find F and H for a given C and H, and thus determine the corresponding equilibrium thermostatistics in the general case.
MaxEnt principle with correlations. We now show that the MaxEnt principle for S BGS gives an independent derivation of Eq. (4) when the self-similar correlations are treated as prior data along with the normalization and mean energy conditions [24, 28] . For composite system AB, the constraints for the normalization and mean energy are the conventional ones, i.e.
w AB z AB H AB z AB −H AB = 0, respectively, where1 = 1 andH AB is the average energy. The prior knowledge of the self-similar correlations is represented by Eq. (3a) as a functional constraint over the phase space. Thus, the constrained maximization of S BGS ({w AB z })/K leads to 
where equilibrium distributions are given by ln w
shows that Eq. (9) is equivalent to Eq. (5), and so the solutions found here are equivalent to those given by the solutions of Eqs. (4) and (5) for corresponding values of the Lagrange multipliers a X and b X .
Relationship with previously-studied thermostatic classes. Table I , is known to exhibit nonadditive average energy [3] , our formalism shows that it only corresponds to systems with additive Hamiltonians as demonstrated in the table. Evidently, the nonadditivity of the average energy is due to correlations forming between subsystems. Nevertheless, our results effectively rule out the validity of the Tsallis distribution for the systems with an interaction term in the Hamiltonian and satisfying Axiom I and II. This is also true for the examples of multifractal and φ-exponential-class thermostatistics [3] that are characterized by the Tsallis distribution.
Moreover, our formalism covers thermostatistics of extreme cases of correlations, most notably the well-studied case of one-dimensional Ising ferromagnets at vanishing temperature. See [51] for details. Aside from such trivial maximally-correlated cases, we are not aware of any previous thermostatistic formalism that can describe nontrivial interacting systems, as in the last row of Table I , by finding the equilibrium distribution.
Numerical examples. We next seek to illustrate the versatility of our approach by numerically evaluating I. A summary of appropriate choices for {F, H} to reproduce well-established classes of thermostatistics, which allowed us to also indicate their potential limitations. We have included the conventional partition-funtion-type normalization constants in some cases for completeness; but note that such constants can be always re-expressed in terms of our original choices of arbitrary parameters, namely, β and the additive constant ofH -i.e. ZBGS = e −βH and Zq = e −βqH q (where βq = 
correlations, nonadditive Hamiltonians
Tsallis' (q-) thermostatistics [3, 8] w 1 ⊗q w 2 (correlated) statistics for generalized mappings of
These non-trivial examples are chosen to illustrate the generality of our approach, and do not correspond to any known physical systems. Full details of the numerical implementation are dis-cussed in [51]. In Fig. (1) , we show F and Q, where H(H) = Q(e −H ), for Eqs. (10) and (11), and w versus H, where w(H) = F −1 (aH(H) + b). Here, the constant a ≡ −β −1 and the additive parameter of b ≡ βH ensure that w(H)dH = 1 = 1 and Hw(H)dH =H = 1, which corresponds to having the inverse temperature of β BGS = 1 in unitless parameters. It is interesting to see the significant differences between the generalized distribution w(H) and the normalized w BGS = e −H (bottom plot), being flatter for small energies and decaying more rapidly for larger energies.
Conclusions. We employed an axiomatic approach based on no more than Liouville's theorem for equilibrium conditions, self-similarity rules, and the existence of the thermodynamic limit to provide an alternative derivation of consistent generalized thermostatistics for systems with correlations and nonadditive Hamiltonians (this is in comparison to the conventional MaxEnt formulations [3, 6, 7] ). Furthermore, in our formalism such systems are fully characterized by G in Eq. (4) or by {F, H} maps in Eq. (6) for special cases. Upon appropriate choices of {F, H}, our generalized thermostatistic class recovers well-established families, i.e. the standard Jaynes and Tsallis q-thermostatistics as demonstrated in Table I . Interestingly, our formalism implies that the latter family of thermostatistics can only capture the thermodynamics of system with additive Hamiltonians.
Our extension of the MaxEnt principle with S BGS to include self-similar correlations as priors, gives an independent derivation of the same equilibrium distributions derived using Liouville's theorem. This independent derivation confirms the central role of the MaxEnt principle applied to S BGS as a basis for statistical inference in thermostatistics [28] . Moreover, it also clarifies the controversy surrounding the heuristic application of the MaxEnt principle to generalized entropy functionals, such as the Tsallis entropy. Our derivation of the Tsallis distribution from Liouville's theorem and the MaxEnt principle applied to S BGS , with a self-similar correlation prior, provides it with the mathematical support it previously lacked. Moreover, the fact that the Tsallis distribution does not satisfy Shore and Johnson's independentsystem axiom [25] [26] [27] [28] is no longer a problem, because it satisfies our Axiom I for self-similar correlated systems, which is more general than Shore and Johnson's system independence.
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In this supplemental material, we first present a simple example of finding the distribution function, G, satisfying Eq. (5) of the main text. The proof of Theorem II of the main text and an associated nontrivial example is given in Sec. II. Later, in Sec. III, we discuss how to find Eq. (9) from Eq. (8) . In Sec. IV, we demonstrate how our formalism recovers w BGS for the trivial case of one-dimensional Ising ferromagnets at vanishing temperatures. The details of our numerical approach to find F and H maps in Eq. (6) is presented in the last section.
I. RECOVERING w BGS USING EQUATION (5) In the main text, we argued that finding G to satisfy Eq. (5) of the main text results in the equilibrium distribution in Eq. (4). Here is a simple example: consider a conventional uncorrelated and noninteracting system where the relations w AB = w A w B and H AB = H A + H B hold. In this case,
where fz is an arbitrary phase-space function, {a, b} are constants of integration, and we have b AB = b A + b B , where b X is proportional to the size of the system X. This gives the Boltzmann-Gibbs-Shannon (BGS) exponential class of distributions w BGS z = e −βHz /Z BGS with Z BGS = e −βH , as expected. Here, we have β ≡ −1/a and b ≡H and, therefore, it is clear that the constants β,H, and Z BGS can be generally interpreted as the inverse temperature of the equilibrium, internal mean energy, and a partition function respectively (as illustrated in Table I of the main text).
II. DETAILS OF THEOREM II
We now present the detailed working that leads to Eq. (7) of the main text. Rewriting Eqs. (6a) and (6b) of the main text as
and using Eq. (4) to rewrite the right side of Eq. (S2) and left side of Eq. (5) yields
respectively. For compactness, we write the composition of two functions such as P (Q −1 (·)) as P Q −1 (·), with it being understood that the −1 superscript implies the single symbol preceding it is an inverse function. Substituting for C and H in Eq. (S4) using Eqs. (S1) and (S3) then gives
Taking the function H of each side and using w X = F −1 F(w X ) on the right side results in
which is in the form of Cauchy's functional equation To calculate F, we use an iterative procedure over the mapping C. Specifically, we exploit the fact that the mapping C(w A , w B ) has attractors for w A/B = 0, and a non-attractive fixed point w A = w B = 1, and that these are the only fixed points in [0, 1] 2 ).
Thus, we can use the following procedure:
1 Choose an initial weight value w 0 = 0.99 < 1, and set F(w 0 ) = f 0 = 0.01.
2 Choose a secondary value w 1 = C(w 0 , w 0 ), so that F(w 1 ) = F(w 0 ) + F(w 0 ) = 2f 0 .
3 Iterate w n>1 = C(w n−1 , w n ) until w n < 1E − 5, and evaluate F(w n>1 ) = F(w n−1 ) + F(w n−2 ) using existing values.
This gives a set of pairs of values (w i , F(w i )) over i, where we got O(10) pairs in all our tests. Our next step is to generate a continuous function F(w). We recognize that, for the BGS mapping C BGS (w A , w B ) = w A w B , we get F BGS (w) ∝ − log(w). Running the BGS case through the distribution gives w i = w i 0 , and F(w i ) = (i + 1)f 0 . Clearly, this gives evenly distributed pairs (log(w i ), F(w i )).
We assume that this behaviour is approximately preserved in general mappings. We thus evaluate F(w) for general w by interpolating (using a cubic spline) the pairs we obtained by iteration on the logarithm of the weights, i.e., we interpolate F(w n ) versus log(w n ). This method is exact for the BGS case. Without loss of generality, we finally normalize F so that 1 0 xF(x)dx = 1. As a final step, we recognise that F is monotone. This means we can similarly find the inverse function F −1 (z) by interpolating log(x n ) versus F(x n ), which is again exact for the BGS case.
Finding H and H −1 given H We note that this iterative approach does not work for H, which does not have any fixed point. But it does work for q = e −H , giving
with H(H) = Q(e −H ) and H −1 = − log(Q −1 ). We can thus use the above approach to calculate mappings for H, by going via Q. Note that in the BGS case, we find Q BGS (q) ∝ − log(q) and see that the method is once again exact.
