The frequency-intensity receptive fields (RF) of neurons in primary auditory cortex (AI) are heterogeneous. Some neurons have V-shaped RFs, whereas others have enclosed ovoid RFs. Moreover, there is a wide range of temporal response profiles ranging from phasic to tonic firing. The mechanisms underlying this diversity of receptive field properties are yet unknown. Here we study the characteristics of thalamocortical (TC) and intracortical connectivity that give rise to the individual cell responses. Using a mouse auditory TC slice preparation, we found that the amplitude of synaptic responses in AI varies non-monotonically with the intensity of the stimulation in the medial geniculate nucleus (MGv). We constructed a network model of MGv and AI that was simulated using either rate model cells or in vitro neurons through an iterative procedure that used the recorded neural responses to reconstruct network activity. We compared the receptive fields and firing profiles obtained with networks configured to have either cotuned excitatory and inhibitory inputs or relatively broad, lateral inhibitory inputs. Each of these networks yielded distinct response properties consistent with those documented in vivo with natural stimuli. The cotuned network produced V-shaped RFs, phasic-tonic firing profiles, and predominantly monotonic rate-level functions. The lateral inhibitory network produced enclosed RFs with narrow frequency tuning, a variety of firing profiles, and robust non-monotonic rate-level functions. We conclude that both types of circuits must be present to account for the wide variety of responses observed in vivo.
Introduction
Neurons in primary auditory cortex (AI) display a variety of complex firing behaviors in response to acoustic stimuli. As with most neurons in the auditory pathway, the responses of AI neurons are frequency tuned (Schreiner et al., 2000) and intensity modulated, with a substantial fraction exhibiting non-monotonic rateintensity functions (Evans and Whitfield, 1964; Brugge et al., 1969; Suga, 1977; Pfingst and O'Connor, 1981; Phillips et al., 1985 Phillips et al., , 1995 Schreiner et al., 1992) . In addition, AI neurons exhibit a wide variety of receptive field (RF) shapes (e.g., V-shaped, ovoid, etc.) and temporal response profiles, ranging from phasic to tonic firing (Abeles and Goldstein, 1972; Volkov and Galazjuk, 1991; Recanzone, 2000; Chimoto et al., 2002; DeWeese et al., 2003; Wang et al., 2005; Hromadka et al., 2008) . The neural circuitry underlying these response properties is essentially unknown.
Synaptic inhibition plays an important role in shaping the frequency-intensity RFs and the temporal patterns (Suga, 1995; Phillips et al., 2002; Oswald et al., 2006) . Inhibition may be involved in (1) sharpening the frequency tuning (Katsuki et al., 1958; Suga and Manabe, 1982; Shamma and Symmes, 1985; Chen and Jen, 2000; Wang et al., 2002) , (2) generating a nonmonotonic rate-intensity function (Greenwood and Maruyama, 1965; Suga, 1971; Young and Brownell, 1976; Phillips, 1990; Wu et al., 2006; Tan et al., 2007) , and (3) enhancing response timing (Ojima and Murakami, 2002; Wehr and Zador, 2003) .
The functional relationship between excitatory and inhibitory inputs is of some debate. Initial intracellular recordings in vivo indicated that the excitatory and inhibitory inputs are primarily cotuned such that both vary proportionally with frequency and intensity Zhang et al., 2003; Tan et al., 2004) . However, recent studies demonstrated that inhibition is more broadly tuned than excitation with respect to frequency (Wu et al., 2008) and that there is an unbalanced recruitment of excitation and inhibition as intensity increases (Wu et al., 2006; Tan et al., 2007) .
Here, using a combination of experiments and computational modeling, we study the features of the thalamocortical (TC) circuit that give rise to the response properties of AI neurons. We show, using auditory thalamocortical slices (Cruikshank et al., 2002; Rose and Metherate, 2005) , that the postsynaptic potentials (PSPs) evoked in a large fraction of cortical cells vary nonmonotonically with the intensity of the thalamic stimulus. This suggests that AI circuitry provides a substrate (1) for transforming a monotonic TC input generated in the thalamus into a nonmonotonic cortical response, or alternatively (2) for enhancing non-monotonic inputs from the thalamus. We compared the response properties obtained in networks with cotuned inputs versus networks with classical lateral inhibition. The lateral inhibitory network (LIN) produced non-monotonic responses, generated ovoid RFs, sharpened frequency tuning, and exhibited a variety of dynamical behaviors ranging from tonic to purely phasic firing. In contrast, the cotuned network (CON) produced essentially monotonic rate-level functions, V-shaped RFs, no sharpening of the frequency tuning curve, and predominantly phasic-tonic responses. To account for the variety of responses found in vivo, we suggest that both cotuned and lateral inhibition architectures exist in the auditory cortex.
Materials and Methods

Network model
The network model consisted of a layer of excitatory cells in thalamus (TH) that innervated a layer of excitatory (E) and inhibitory (I) neurons in cortex (see Fig. 2a, left) . Without loss of generality, we used N TH ϭ 400 TH cells, N E ϭ 800 E cells, and N I ϭ 200 I cells (although see below, Experiments). In both layers, cells were arranged on a one-dimensional line representing the tonotopic axis. The position of each neuron determined its characteristic frequency (CF); cells spanned 4 octaves (sufficiently large to avoid border effects) and were spaced at 0.005 octaves. Because of the translational symmetry of the network, the position of each cell was defined as the difference ⌬f (in octaves) between the CF and the frequency of the tone presented. The input current h ␣ (⌬f,t) to a cortical cell at ⌬f in layer ␣ at time t was the sum of the TH, cortical E, and I contributions: h ␣ ͑⌬f,t͒ ϭ h ␣TH (⌬f,t) ϩ h ␣I (⌬f,t) ϩ h ␣E (⌬f,t),
h ␣␤ ͑⌬f,t͒ ϭ J ␣␤ f g ␣␤ ͑ f Ϫ ⌬f ͒r ␤ ͑ f,t͒,͑␣ ϭ E,Iand␤ϭTH,E,I),
where J ␣␤ are the synaptic weights, r ␤ (⌬f,t) is the response of the neuron at ⌬f in layer ␤ (see below), and g ␣␤ (⌬f ) are the connectivity functions (the subindices ␣␤ are read as the input from presynaptic population ␤ to postsynaptic population ␣). The sum on f in Equation 2 was taken over all cells in the network. For simplicity, we assumed that connectivity functions depended only on the presynaptic population so that g ␣␤ (⌬f ) ϭ g ␤ (⌬f ) (␤ ϭ TH, E, I). Thus, the connectivity was all-to-all with the synaptic strength determined by the product J ␣␤ g ␣ (⌬f ). All the connectivity functions were described by a Gaussian function:
where the parameter ␣ set the spatial spread of g ␣ (⌬f ) along the tonotopic axis. The spatial convergence of thalamic projections, ⌻⌯ , was set to 0.05 octaves. The relative spread of the recurrent E and I cortical connections determined two types of networks: (1) LIN had E ϭ 0.1, I ϭ 0.3 octaves with synaptic weights J ETH ϭ 0.25, J ITH ϭ 0.2, J EE ϭ 0.55, J EI ϭ Ϫ0.2, J IE ϭ 0.4 nA/s; and (2) CON had ⌭ ϭ 0.085, I ϭ 0.035 octaves with J ETH ϭ 1, J ITH ϭ 0.3, J EE ϭ 0.5, J EI ϭ Ϫ1.25, J IE ϭ 0.4 nA/s. Note that the main difference between the two networks were the parameters J EI and ⌱ , specifying the efficacy and spread of inhibition. The values of the parameters were chosen to approximate quantitatively values measured in vivo such as the following: overall mean firing rates of regular spiking cells (ϳ10 spikes/s) and inhibitory cells (ϳ20 -60 spikes/s) (Hromadka et al., 2008) ; maximum sustained rates of ϳ20 -40 spikes/s (Wang et al., 2005) ; phasic or phasic-tonic firing profiles with no activity ringing (i.e., multiple fading peaks) (Ulanovsky et al., 2003; Wang et al., 2005) ; thalamic cell firing at rates that are higher than those of excitatory cortical cells (Creutzfeldt et al., 1980) ; and RF widths of ϳ1 octave (Sally and Kelly, 1988; Kilgard and Merzenich, 1999) . In the supplemental data (available at www.jneurosci.org as supplemental material), we confirmed that the results presented here were robust to variations of these parameter values.
Stimulus
Tone stimuli were parameterized by an intensity and frequency pair (I, f ). The tone was modeled with a stimulus function s(⌬f,t), which was a transient change in the input current to the thalamic layer of duration T (T ϭ 150 ms in the model and T ϭ 400 -1000 ms in the experiments). The spatial profile of s(⌬f,t) was a Gaussian centered at the frequency f with and amplitude set by the intensity I (see Figs. 2a, 7f ) :
where the amplitude varied with intensity as A in ( I) ϭ 0.0125 I (with A in and I in nanoamperes and decibels, respectively). The stimulus width was set to in ϭ0.15 octaves.
In the model, we also evaluated the suppressive effect of a masker tone of frequency and intensity ( f mask , I mask ) on the response to another probe tone ( f tone , I tone ). The two tones were presented simultaneously, and the thalamic input was given by the following sum:
Neuron model
All cells in our computational model network were rate-based neurons (Wilson and Cowan, 1972; Ben-Yishai et al., 1995; Pinto et al., 2003) . A single variable r ␤ (⌬f,t) represented the firing rate and determined the state of the each cell (␤ represents the layer index, ⌬f the neuron position, and t the time). Thalamic cells. We did not model the temporal dynamics of the thalamic cells; rather, their firing rates were simply the transformation of the inputs: r TH (⌬f ) ϭ TH (s(⌬f )). The transfer function TH (s) was based on in vitro recordings. We recorded from cells in the ventral division of the medial geniculate body (MGv), computed the average frequencycurrent ( f-I ) curve, and fitted it with the second-order polynomial f TH ( I) ϭ Ϫ118(I Ϫ 0.11) 2 ϩ 292(I Ϫ 0.11) Ϫ 3.4 if I Ͼ TH and 0 otherwise ( f TH is given in hertz and I in nanoamperes; TH ϭ 0.12 nA). We increased the degree of concavity of f TH ( I) by defining the following:
where z c (x) is the logarithmic function z c (x) ϭ 100ln(cx ϩ 1) with c the parameter setting the extra degree of concavity, and z b (s) ϭ b(Ϫs 2 ϩ s) ϩ 1 is a non-monotonic auxiliary function with a degree of nonmonotonicity set by the parameter b (see Fig. 7i,j) . This parameterization allowed us to explore the different shapes observed in thalamic rate-level functions, which range from strictly monotonic, to saturating, and to non-monotonic (Rouiller et al., 1983) by systematically varying c and b (see Fig. 7i,j) . The results presented here were reproduced qualitatively using other functional forms for TH (s) with a qualitatively similar nonlinearity.
For the in vitro network (see below), we modeled the response of the thalamic neurons as Poisson spike trains with rate r TH (⌬f ) rather than modeling the thalamic transfer TH (s). The rate of the TH cells was set to the following:
To mimic the effect of the nonlinear TH (s) used in the computational network, we introduce an ad hoc dependence of both the amplitude A in and the spread in on sound intensity I, which caused the thalamic activity r TH (⌬f ) to saturate and to increase the spread along the tonotopic axes with growing I (see Fig. 7f-h ). In the experiments, we directly mimicked this effect by setting the following:
Thus, the amplitude increased linearly with the intensity (range I ϭ 0 -30 dB) and then saturated (range I ϭ 30 -80 dB), leading to a linear increase of the lateral spread (range I ϭ 30 -80 dB). The value of the transition point I ϭ 30 dB was chosen freely to generate a strongly saturating function r TH (⌬f ) consistent with many rate-level thalamic functions found in vivo (Rouiller et al., 1983) . Larger values reduced the impact of saturation and diminished the degree of non-monotonicity of the cortical rate-level function, as occurred in the computational (see Fig. 7i,j) . The results presented in this study were not sensitive to the exact functional dependence on I of the inputs (Eqs. 4 -6 for the computational network and Eqs. 7-9 for the in vitro network) and were robust to alternative parameterizations as long as they incorporated the spread of the stimulus with increasing intensity. Cortical cells. The dynamics of the cortical rate-based model neurons (Wilson and Cowan, 1972) are given by the following:
The time constants, ⌭ ϭ 10 ms and I ϭ 7.5 ms, reflected the faster kinetics of fast spiking (FS) cells relative to the regular spiking (RS) cells (Rose and Metherate, 2005; Cruikshank et al., 2007 ). ␣ (s) (␣ ϭ E, I) was a threshold-linear transfer function with no saturation and was equal to
) and 0 otherwise. The gain, Gϭ75
, and thresholds, E ϭ I ϭ 0.05 n〈, were obtained from approximate linear fits of the suprathreshold region of f-I curves measured from pyramidal cells. Equation 10 was solved numerically using a standard Euler method.
Analysis of cell responses. In both the computational model network and the in vitro model network, cortical responses r ␣ (␣ ϭ E, I) were defined by the average rate over the duration of the stimulus T. We quantified the phasic nature of the responses independently of overall magnitude using the index P:
where r peak and r sust were the maximum instantaneous rate and the sustained rate estimated as the average rate over a small window before the offset of the stimulus, respectively. Thus, P ranges between 0 (tonic) and 1 (purely phasic), with values ϳ0.5 representing phasic-tonic.
Experiments
Surgical procedure and recordings. Thalamocortical auditory slices from postnatal days 14 -20 mice were prepared as described by Cruikshank et al. (2002) and in accordance with guidelines of the New York University Animal Welfare Committee. Briefly, mice were anesthetized with halothane and decapitated. The brain was removed and placed in cold (0 -4°C) artificial CSF (ACSF) (in mM: 125 NaCl, 25 NaHCO 3 , 25 glucose, 2.5 KCl, 1.25 NaH 2 PO 4 , 2 CaCl 2 , and 1 MgCl 2 ) bubbled with 95% O 2 , 5% CO 2 . Slices (500 m thickness) were cut at a 15°angle from the horizontal plane with a Campden Instruments tissue slicer. Recordings were made from the "primary" slice (Cruikshank et al., 2002) , chosen based on distance from the ventral surface. During recordings, slices were perfused with 30 -34°C ACSF (with 95% O 2 , 5% CO 2 ), and cells were identified with the aid of infrared video microscopy. Simultaneous whole-cell somatic recordings were made from a pyramidal neuron and an interneuron, both identified by their firing pattern and spike widths. Pipettes were filled with 130 mM K-gluconate, 5 mM KCl, 10 mM phosphocreatine, 10 mM HEPES, 4 mM ATP-Mg, and 0.3 mM GTP at pH 7.3 (filled electrode resistances were in the range of 5-10 M⍀), and recordings were performed under currentclamp conditions.
Synaptic potentials evoked with thalamic stimulation. Bipolar electrodes were used to deliver brief current pulses (0.2 ms) in MGv while performing simultaneous whole-cell recordings from at least two cells in layer 4 of AI. These cells were classified as excitatory RS cells or inhibitory FS cells, according to the firing patterns evoked with injected current steps. The stimulation intensity was first set to a low value that barely evoked a response and was then increased progressively (approximate range, 10 -200 A) to obtain a wide variety of amplitudes in the evoked PSP. Action potentials, evoked in some cells at high intensities, were removed from voltage traces using a median boxcar filter (3 ms), before averaging (10 -15 trials). The response to a given intensity I was quantified by the area of the PSP, r͑I͒ ϭ ͵ 0 T ͑V͑t͒ Ϫ V rest )dt, from the midpoint between the stimulus artifact and the PSP onset, to T ϭ 50 ms. The nonmonotonic index m was defined as the ratio of the maximum response to the response at maximum intensity:
Reconstructing network activity using an iterative procedure. The in vitro model network had the same qualitative structure as the computational network except that it contained only feedforward connections (ITH, ETH, and EI). The connection between layers was sparse (see below) and random. The connectivity matrices was defined as J ␣␤ ( f i , f j ) ϭ 1 if cell at f j was connected to cell at f i and 0 otherwise, and the probability of connection was determined by the function g ␣␤ ( f i Ϫ f j ) normalized to peak at 0.2. In essence, the rate-based cells used in the computational network were replaced with neurons recorded in vitro. The network dynamics were then simulated using the iterative procedure described previously (Reyes, 2003) . In step 1, the thalamic spike trains, described as r TH (⌬f,t) ϭ k ␦͑t Ϫ t ⌬f k ͒, with t ⌬f k being the spike times of the cell at ⌬f and ␦(t) the Dirac ␦ function, were generated with a computer for each neuron according to a Poisson process with rate given by Equation 7. In step 2, to produce the input currents h ETH (⌬f,t) and h ITH (⌬f,t) for each recipient E and I neurons, respectively, the spike trains r TH (⌬f,t) were convolved and summed:
where A(t) gives the time course of the EPSC or IPSC [PSC: A͑t͒ ϭ a͑1 Ϫ e Ϫt/rise) )e Ϫt/decay ( rise ϭ 1 ms, decay ϭ 2 ms)]. The magnitude of the PSCs was set by the parameter a to produce amplitudes of ϳ0.8 -1 mV (Reyes et al., 1998) . In step 3, each of the currents h ITH (⌬f,t) was injected into an interneuron to obtain the output spike trains r I (⌬f,t),which were saved. In step 4, the spike trains r I (⌬f,t) were convolved as in Equation 13 (with negative amplitude PSCs) and summed, to give the term h EI (⌬f,t), which represents the inhibitory inputs to the E cells. This was summed to the excitatory current to the E cells from the thalamus (Eq. 13 with ␣ ϭ E) to obtain h E (⌬f,t) ϭ h ETH (⌬f,t) ϩ h EI (⌬f,t). In step 5, finally, the total current h E (⌬f,t) was injected into a recorded pyramidal neuron to obtain the response r E (⌬f,t), and the procedure was repeated for each E cell in the cortical layer. The entire in vitro network simulation (from step 1 to step 5) was repeated for three to five trials (with different Poisson realizations of the thalamic firing), and the mean cortical rates were computed as the total number of spikes divided by the stimulus length, averaged over trials. Some experiments were also performed under dynamic clamp in which the input was delivered as conductance rather than current (Reyes, 2003) .
Results
Non-monotonic thalamocortical synaptic responses
Using the TC brain slice containing auditory cortex and the thalamic nucleus MGv (Cruikshank et al., 2002) , we recorded the PSPs evoked in layer IV neurons by a brief extracellular stimulus delivered to MGv (Fig. 1a ) (see Materials and Methods). The stimulation intensity was first set to a minimal value that barely evoked a response and then increased progressively. Fig. 1b shows the average PSPs evoked in a simultaneously recorded excitatory RS cell (left panel) and inhibitory FS cell (right panel) with increasing stimulus intensity. Within this range, the response of the two cells differed substantially; in particular, the PSP evoked in the RS at high-intensity stimulation exhibited brief depolarization followed by a prolonged hyperpolarization, whereas those evoked in the FS cell remained primarily depolarizing. To quantify the changes in PSP shapes with intensity, we plotted the area under the voltage trace from rest value over a 50 ms window versus the stimulus intensity for both RS (Fig. 1c , top row) and FS cells (Fig. 1c, bottom row) . The non-monotonic index, m (Eq. 12), for each cell type ranged from strictly monotonic (m ϭ 1) (Fig. 1d , left) to mildly and strongly non-monotonic (Fig. 1d , right). Overall, almost half (15 of 33) of the RS cells recorded showed m Ͻ 0.75, compared with only 4 of 19 FS cells (Fig. 1d) . Furthermore, high-intensity stimulation produced predominantly inhibitory synaptic responses in RS (8 of 32) and FS (2 of 19) cells with (Fig. 1b, left) or without (data not shown) an excitatory component.
The non-monotonicity of the TC PSPs observed in our experiments is unlikely to be inherited from the thalamus. The short latency of the EPSPs suggests direct activation of thalamic fibers and therefore excludes the involvement of inhibition to TCs from the reticular formation. Even if the action potential were triggered at the TC soma, some time would be required to recruit inhibitory cells; any inhibition would arrive too late to affect the action potential that is already propagating toward the cortex. Moreover, TC stimuli often evoked PSPs that increased monotonically in the FS cell and non-monotonically in a simultaneously recorded RS cell (see example in Fig. 1b ; c, *; c, **). Thus, it is unlikely that the TC inputs in our experiments were themselves non-monotonic.
These results suggest that local cortical inhibition plays an important role in shaping the synaptic inputs from the thalamus. At the very least, inhibition could enhance the non-monotonicity of rate-level response functions of cortical cells that may have been inherited from thalamus.
Thalamocortical network models
To study the mechanisms underlying the basic response properties of AI cells, we constructed a network model consisting of a layer of excitatory TH cells that projected onto a cortical layer containing both E and I cells (Fig. 2a) . In both layers, cells were arranged one dimensionally on a line representing the tonotopic axis (Fig. 2a) . The position of each neuron on the axis was determined by the distance ⌬f, in octaves, between its CF and the frequency of the tone presented (see Materials and Methods). Thalamic neurons innervated E and I cells (Fig. 2a, blue arrows) , both of which were connected recurrently (Fig. 2a, green and red arrows). The connection between each type of neuron was determined by g ␣ (⌬f ), which represents the synaptic strength between a postsynaptic cortical cell and a presynaptic cell of type ␣ (with ␣ ϭ TH, E, or I) located at a distance ⌬f along the tonotopic axis (Fig. 2b) . These functions are Gaussians such that neurons receive the majority of their inputs from neurons with similar CFs (Fig. 2b) .
We examined two different realizations of the network: (1) the computational model network, using rate-based neurons with very simple dynamics (Wilson and Cowan, 1972; Ben-Yishai et al., 1995; Pinto et al., 2003) and (2) the in vitro model network, using an iterative process that uses the responses from recorded neurons to replicate the activity of a large population of neurons (Reyes, 2003) 
(see Materials and Methods).
To simulate the responses of thalamic neurons to a tone stimulus, a step of current, s(⌬f ), was delivered to thalamic layer. The spatial profile along the tonotopic axis was Gaussian (Fig. 2a,  bottom) . The position of the peak on the axis corresponded to the tone frequency so that the magnitude of current into a particular cell along the tonotopic axis decreased with increasing ⌬f (Eq. 4). The s(⌬f ) gave rise to the thalamic firing rate response, r TH (⌬f ), via a thalamic transfer function TH (s), that is, r TH (⌬f ) ϭ TH (s(⌬f )) (see Materials and Methods). We studied two networks that were defined based on the frequency tuning of the total excitatory (TH ϩ E) versus inhibitory (I) inputs onto an E cell. In the CON, both excitatory and inhibitory inputs varied proportionally with ⌬f (Fig. 2c) . In the LIN, the inhibitory input had a broader frequency tuning than the excitatory input (Fig. 2d) . These requirements for frequency tuning held at all intensities. Note that the definition of the CON and the LIN is functional (the tuning of the inputs) and not anatomical (the connectivity functions). There are several possible architectures (i.e., connectivity schemes) that can give rise to each network. However, the differences in receptive field properties and temporal firing profiles between the CON and LIN, summarized in Table 1 , did not depend substantially on the details of the architecture. For this reason, the analysis will be done using one specific architecture for each functional network, and we will address separately those aspects that depend on the architecture (see supplemental data, available at www.jneurosci.org as supplemental material).
Cotuned network
The most important connectivity parameter that determined whether the CON or LIN occurred was the spread of the inhibitory connections g I (⌬f ): essentially, for a given stimulus width in (Fig. 2a) and a fixed thalamocortical connectivity, narrower g I (⌬f ) yielded a CON, whereas broader g I (⌬f ) produced an LIN (supplemental Fig. S3 , available at www.jneurosci.org as supplemental material). Interestingly, in a simple network like the one considered (Fig. 2a) , cotuning or lateral inhibition were the dominant regimens under physiological conditions, implying that no fine-tuning of the parameters was needed to obtain either of the two network types (supplemental Fig. S3c , available at www.jneurosci.org as supplemental material).
Receptive fields obtained with the cotuned network
RFs of thalamic and cortical cells were constructed by systematically varying tone intensity and frequency and computing the resultant response rates. We set the thalamic cells to have a standard V-shaped RF (Fig. 3a) and a monotonic concave rate-level function (Fig. 3e, blue curve) . The effects of non-monotonic thalamic rate-level functions are considered below (see Fig. 7i,j) . The V-shape of the thalamic RF was obtained as a consequence of the "iceberg" effect produced by the firing threshold of the thalamic cells acting on a Gaussian stimulus input.
In the CON, both E and I cells inherited the same V-shape in their RFs, had the same f-tuning width as the TH cells (Fig. 3f ) , and exhibited the same monotonic thalamic rate-level function (Fig. 3e) . This occurred because excitation and inhibition were recruited in a balanced (i.e., proportional) manner with increasing intensity (Fig. 3d) . This allowed the frequency cotuning of E and I inputs to hold over a wide range of intensities (data not shown).
We also explored whether the nonlinearity imposed by the inhibitory threshold leads to an unbalanced recruitment of inhibition in the CON (Phillips, 1988; Phillips et al., 1995) . For this, we considered the case in which the inhibitory threshold was disproportionably larger than the excitatory threshold, I Ͼ Ͼ E , as opposed to above in which I ϭ E . This configuration produced rate-level curves with moderate degrees of nonmonotonicity and a large asymmetry between the rising and de- , and E cells are connected to E and I cells (green). Inputs to thalamus during the presentation of a tone were modeled as a Gaussian distributed current s(⌬f ) with amplitude A in and width in . b, CON and LIN are defined by connectivity functions, g ␣ (⌬f ) (␣ ϭ TH, E, I; color code matched with a). In the LIN, the connectivity function for inhibition is wider than that for TC or the E, whereas in the CON it is slightly narrower. c, d, Synaptic currents generated in a reference E cell in the cortical layer. In the CON, the excitation and inhibition vary proportionally with increasing ⌬f, and the total current is approximately Gaussian (black in c). In the LIN, the tuning of inhibitory inputs is broader so that the total current has a Mexican hat shape (black in d).
caying edges (supplemental data, Fig. S4d , available at www.jneurosci.org as supplemental material). The ability of the CON to produce non-monotonic rate-level functions vanished as the excitatory and inhibitory thresholds became similar (supplemental Fig. S4d , available at www. jneurosci.org as supplemental material).
Response dynamics in the CON
We classified the temporal profiles of the responses with the index P (Eq. 11), which ranged from 0 for tonic firing to 1 for purely phasic firing. The map of P shows that responses had the same phasic-tonic profile (P ϳ0.5) in response to most stimuli and were phasic only for tones with large ⌬f, in which almost no response was produced (Fig. 4 Aa). When stimulated with a tone at CF and moderate intensity (Fig. 4 Aa, ૺ), both E and I responses were phasic-tonic, although the I cell reached a higher steady-state rate and had a substantially smaller P value (Fig. 4 Ac, P values by the curves). The same phasic-tonic response pattern was maintained at all intensities though the rates differed (Fig. 4Ab-Ad) . Similarly, as ⌬f increased (Fig. 4 Aa, F) , the phasic and tonic components of the E and I cell rates decreased proportionately (Fig. 4 Ae). The phasic-tonic behavior occurred because (1) the inhibitory feedforward input into the E cell was delayed relative to the excitatory input, which derives directly from the thalamic drive, whereas inhibition must go through an extra synapse (data not shown), and (2) because feedback inhibition is recruited by cortical excitation so that the change in rate of the I cells tends to lag behind the change in the rate of E cells. Increasing the inhibitory synaptic strength J EI causes a general decrease in the response rates and a substantial increase in P (data not shown), in line with what has been observed in vivo in the presence of anesthesia. In general, the strength of inhibition determined the response pattern, which in the CON was approximately maintained at all intensities and ⌬f.
The extent of response across the entire E population maintained the same spread along the tonotopic axis for the duration of the stimulus; the breadth of the transient component (25-50 ms) was only slightly greater than that of the steady-state (Ͼ100 ms) component (Fig. 4 Af ). As a result, the shape of the RF was similar whether computed over the transient component (from 0 to 50 ms) or during the late stationary component of the response (from 100 to 150 ms) (Fig. 4g) .
To test the generality of the results obtained with the computa- (Fig. 2c ) Mexican-hat-shaped (Fig. 2d) Intensity dependence of input currents (when TH current is monotonic) E and I currents increase monotonically and proportionally ( Fig. 3d ) E current varies non-monotonically, whereas I current increases monotonically (Figs. 5d, 7e) Shape of the response RF V-shaped (E, I) (Fig. 3b,c) Ovoid (E) and narrow V-shaped (I) (Fig. 5b,c) Dynamics of response RF Constant V shape (Fig. 4g ) Dynamic transition from V at the onset, to narrow ovoid at the sustained (Fig. 6g) Suppressive RF Overlapping V-shaped (data not shown) Surrounding W-shaped (Fig. 5g) Response f tuning of E cells Same as r TH (⌬f) (Fig. 3f) and same as h TH (⌬f) (data not shown) Sharpening with respect to r TH (⌬f) (Fig. 5f ) and with respect to h TH (⌬f) (data not shown)
Rate-level function Shape inherited from TH, i.e. m E ϭ m TH (Fig. 3e ) E cells are strongly non-monotonic and I cells slightly non-monotonic (Fig. 5e) . Sharpening of the TH rate-level function, i.e., m E Ͻ m TH (Fig. 7i,j) Response temporal pattern Invariant with stimulus, e.g., P E ϳ0.5 (Fig. 4Aa ) Depends on stimulus: E pattern varies with increasing intensity from tonic to phasic, whereas I pattern varies from tonic to phasic-tonic ( tional rate-based model neurons, we used the iteratively constructed network (ICN) in which responses of cells recorded in vitro were used to reconstruct the activity of the entire CON network (Reyes, 2003) . Because the iterative simulations were performed with recorded RS and FS cells, the ICN inherently contains the intrinsic membrane nonlinearities of a cortical cell such as the spike generation mechanism, refractoriness, and response adaptation (Fig. 4Bc) .
Despite the large differences between the in vitro and computational implementation of the CON, we reproduced the stimulusindependent phasic-tonic nature of the responses: when the currents injected to each cell were cotuned in f (Fig.  4Ba ), responses were always phasic-tonic. The overall response decreased with increasing ⌬f, as shown by both peristimulus time histograms (PSTHs) and voltage traces (Fig.  4Bb ). This suggests that this is a property of the CON architecture and does not depend substantially on the particularities of the neuronal properties.
Lateral inhibitory network Architecture yielding a lateral inhibitory network
The LIN can be constructed using three simple and not mutually exclusive connectivity schemes. In one scheme, cortical I cells send their axons laterally to neighboring columns with different CFs (Fig. 2b,  right) . In another scheme, I cells receive substantial convergent inputs from thalamic cells with more distant CFs (supplemental Fig. S6a , available at www. jneurosci.org as supplemental material). In these two architectures, lateral inhibition is recruited by TC inputs (i.e., feedforward inhibition) and therefore both produce qualitatively the same results. We focus on the first scheme, which is in line with the in vitro data ( Fig. 1) and with indirect evidence from in vivo experiments, which suggest that most of the inhibition received in response to a short tone is feedforward Tan et al., 2004) . A third scheme produces lateral inhibition via feedback from cortical E cells, which projects laterally to I cells in neighboring columns with different CFs (supplemental Fig. S8a , available at www. jneurosci.org as supplemental material). This scheme, however, is not as effective as the feedforward-based LIN in reproducing cortical responses (supplemental data, available at www.jneurosci.org as supplemental material).
Receptive fields obtained with the LIN
Using the same thalamic V-shaped RFs used for the CON, the LIN network generated ovoid RFs in the E cells (Phillips et al., 1985 (Phillips et al., , 1995 Calford and Semple, 1995; Heil and Irvine, 1998; Jen, 2002; Sutter and Loftus, 2003; Sadagopan and Wang, 2008) because of the unbalanced recruitment of excitation and inhibition with increasing intensity ( Fig. 5d; see below) . The intracortical dynamics of the LIN generated non-monotonic rate-level functions (Fig. 5e) and greatly sharpened the frequency tuning of E cells (Fig. 5f ), indicating that lateral inhibition is a suitable mechanism for the response suppression at high intensities and at frequency regions flanking the CF (Sutter et al., 1999; Phillips et al., 2002; Wang et al., 2002; Wu et al., 2008) . Moreover, unlike the CON, the RF of E cells was much narrower than the thalamic synaptic input RF (data not shown) in agreement with in vivo data (Liu et al., 2007) . The inhibitory RF remained V-shaped (Fig. 5b) but did exhibit some frequency sharpening ( Fig. 5f ) and very modest nonmonotonicity at high intensities (Fig. 5e) . These results are consistent with the evoked PSPs being more non-monotonic in RS cells than in FS cells (Fig. 1d) . Inhibitory cells also showed broader RFs than excitatory cells (Fig. 5b,c) , in contrast to the CON (Fig. 3b,c ) and in agreement with recent in vivo experiments (Atencio and Schreiner, 2008; Wu et al., 2008) .
The LIN reproduced two-tone suppressive RFs similar to what has been documented in vivo (Shamma and Symmes, 1985; Calford and Semple, 1995; Brosch and Schreiner, 1997; Sutter et al., 1999; Sutter and Loftus, 2003) . In those experiments, the response to a probe tone at the CF and best intensity was suppressed by a simultaneous tone played at frequency f mask and intensity I mask (Ehret and Merzenich, 1988; Calford and Semple, 1995; Brosch and Schreiner, 1997; Sutter et al., 1999; Sutter and Loftus, 2003) . The LIN produced a suppressive field, obtained by systematically varying f mask and I mask . This resembles the type observed experimentally in some cells with a non-monotonic rate-level function (Shamma and Symmes, 1985; Calford and Semple, 1995; Sutter and Loftus, 2003) : the field was W-shaped (Fig. 5g, red level curves) and surrounded the excitatory RF of the cell (Fig. 5g , shaded area). Not surprisingly, the spatial extent along the tonotopic axis of the suppressive RF matched the spatial width of the inhibitory connectivity function g I (⌬f ). The probe response was suppressed by the masker stimulus up to an offset frequency f mask of ϳ0.5 octave with respect to the CF. In contrast, the suppressive region obtained in the CON with the two-tone paradigm was limited almost exclusively to the excitatory RF and its immediate surroundings (data not shown).
Shorter-duration tones produced different RFs. Because there was insufficient time to recruit feedback and recurrent inputs, the responses were shaped primarily by the thalamic input and feedforward inhibition that dominated at the stimulus onset. The response to f near CF showed moderate non-monotonic ratelevel curves (Fig. 5h) , whereas tones with large ⌬f produced monotonic rate-level functions. Similar results were obtained with the in vitro LIN network (with no intracortical feedback connections) (Fig. 5i) (n ϭ 6) . This implies that the minimum LIN model yielding non-monotonic rate-level curves comprises only thalamic inputs and widely spread feedforward inhibition. Auditory subcortical nuclei, such as the inferior colliculus, which contain inhibitory inputs but lack recurrent connections, could rely on a similar feedforward connectivity to generate nonmonotonic rate-level functions.
Response dynamics in the LIN
The temporal response profiles obtained with the LIN ranged from tonic to phasic, depending on the amount of lateral inhibition recruited by the stimulus used. The dynamic patterns were quantified by the index P (Eq. 11) that varied continuously from 0 to 1 with increasing intensity and ⌬f (Fig. 6 Aa). This behavior is fundamentally different from the CON, in which P was approximately invariant over a large range of frequencies and intensities (Fig. 4a) .
The response of the E and I cells arose directly from the LIN architecture. When stimulated with a tone at CF and moderate intensity (Fig. 6 Aa, ૺ), the E cell firing was phasic-tonic (Fig.  6 Ac). At high intensity (Fig. 6 Aa, f), the response of E cells became phasic because more inhibition than excitation was recruited (Fig. 6 Ab) . Note that the I cell responses remained phasic-tonic at high intensities. A tone at intermediate intensity and ⌬f Ͼ 0 (Fig. 6 Aa, F) elicited a purely phasic response in E cells (Fig. 6 Ae): as ⌬f grows, the recruitment of inhibition relative to excitation increases, because of the long range connections of I cells along the tonotopic axis. Finally, a tone at CF and low intensity (Fig. 6 Aa, OE) elicited an approximately tonic response in both E and I cells (Fig. 6 Ad) . This occurred because, at low intensities, little inhibition was recruited and the temporal profile of the response was mainly determined by the tonic thalamic drive. This transition from tonic to phasic-tonic to phasic was greater the larger the degree of non-monotonicity (supplemental Figure 3 . The E cell has a non-monotonic rate-level function (white trace on ordinate) and a sharper frequency tuning (white trace on abscissa) than the TH and I cells. d, Input currents into a reference E cell show an unbalanced recruitment of excitation (green curves) and inhibition (red curve) with increasing intensity. e, Rate-level functions using tones at CF show strong (slight) non-monotonicity in E (I) cells. f, Frequency tuning curves at 40 dB show strong (moderate) sharpening in E (I) cells. g, Suppressive receptive field obtained by the simultaneous presentation of a fixed probe tone (star) and a masker tone that was systematically varied in frequency and intensity. Red curves indicate the areas in which the masker suppressed the probe response by the amount indicated in the labels. Shaded area shows the RF of the probe alone thresholded at half-height. Because of the recruitment of lateral inhibition by the masker, a prominent suppressive RF flanks the excitatory RF, forming a W shape. h, Surface plot of RF obtained with shorter tones (T ϭ 100 ms) than in c (T ϭ 150 ms). There was a reduction in the degree of non-monotonicity; tones away from CF produced monotonic functions. i, In vitro network. RF of an E cell obtained with the in vitro LIN with only feedforward connections. Legend in e also applies to f. The delayed recruitment of inhibition confined the spatial spread of sustained activity in the network to a much narrower frequency band (Fig. 6 Af ): a relatively large fraction of the network was recruited during the transient component (25-50 ms), which then decreased to a smaller pool of cells afterward (Ͼ100 ms) (Fig. 6 Af ). Equivalently, stimulation with f at the CF generated phasic-tonic firing of a neuron, which became progressively phasic as ⌬f increased (Fig. 6 Af, red and yellow dashed tracks, respectively). Some dependence of the response temporal profile on the tone frequency has been observed previously in awake animals (Abeles and Goldstein, 1972; Chimoto et al., 2002; Hromadka et al., 2008) . Specifically, the switch from phasic-tonic to phasic, obtained in the LIN as ⌬f increased, is consistent with the response obtained in awake primates with preferred and nonpreferred stimuli (Wang et al., 2005) .
As a result of the LIN response dynamics, the shape of the RF of an E cell evolved dynamically from V-shaped to ovoid (Fig.  6 Ag) . This property has also been documented recently in a fraction of A1 cells in the awake monkey (Sadagopan and Wang, 2008) .
The dependence of the firing profile on ⌬f was reproduced in the in vitro LIN. Provided that inhibition had a wider tuning with respect to f (Fig. 6 Ba), the response was phasic-tonic when ⌬f ϳ0 and became purely phasic as ⌬f increased (Fig. 6 Bb) . Moreover, when ⌬f was sufficiently large to obtain no response, the voltage trace showed a substantial hyperpolarization, a hallmark of lateral inhibition (Fig. 6 Bb, bottom voltage trace).
Unbalanced recruitment of excitation and inhibition generates non-monotonicity in the LIN
To elucidate how excitation and inhibition in the LIN are recruited with increasing intensities, we studied the dependence of the response r E on the stimulus parameters A in and in (Fig. 7a) . Recall that the stimulus delivered to the thalamus is Gaussianly distributed along the tonotopic axis with amplitude A in and SD, in (Fig. 2a) . This is important because increasing intensity may be modeled by an increase in A in , in , or both (see below). We initially set a threshold-linear thalamic transfer TH (s) so that variations of A in or in would independently affect the amplitude and the spread of the thalamic activity r TH (⌬f ), respectively. Increasing A in at a fixed in recruited E and I populations proportionally so that r E increased monotonically (Fig. 7a, straight arrow) . In contrast, increasing in of the input at a fixed A in produced non-monotonic changes in r E (Fig. 7a, curved arrow) . Similar behavior was reproduced with the in vitro LIN network (n ϭ 7 experiments), demonstrating its generality and robustness (Fig. 7b) .
The non-monotonic response obtained with increasing in is a consequence of the different widths of the connectivity functions g TH (⌬f ) and g I (⌬f ) (Fig. 7c) . For simplicity, we first limit the analyses to models with only feedforward connections. As input widened (increasing in ) (Fig. 7c , from left to right), both TH neurons and I cortical cells were recruited. The profile of the population responses r TH and r I are indicated by the gray shaded areas (Fig. 7c) . When the input width surpasses that of g TH (⌬f ) (Fig. 7c, middle bottom) , all available presynaptic thalamic cells converging to a reference cortical E cell will have been recruited, [r I (t) , red] cells to a tone at CF and high (b), moderate (c), and low (d) intensity (f, ૺ, and OE in a, respectively). Numbers on the curves indicate P values. e, r E (t) and r I (t) for a stimulus of moderate intensity and ⌬f Ͼ 0 (F in a) . f, Response pattern of the entire E population to a 30 dB tone. Inset shows the iso-rate contour line at half-maximum. g, Iso-rate contour lines of the RF of an E cell computed during the onset (interval, 0 -50 ms) and sustained (interval, 100 -150 ms) parts of the response. producing a morphological saturation of the thalamic input. Conversely, the larger width of g I (⌬f ) means that more presynaptic inhibitory cells can still be recruited with additional increases in in (Fig. 7c,  top right) . Consequently, the inhibitory current increased almost linearly with in , whereas the thalamic current quickly saturates, yielding a non-monotonically increasing total current in the reference E cell (Fig. 7d) .
Adding recurrent excitatory feedback IE and EE connections produced similar results. The main effect was to initially increase the excitatory drive to both E and I populations (Fig. 7e, green) . At small in , the TH input into the reference E cell had not saturated and the recurrent connections added substantial amounts of E and I input currents into the reference E cell. For larger in , the TH input saturated and inhibition dominated, thereby suppressing the response of the E population. This yielded a non-monotonic excitatory input into the reference E cell (green). This behavior was robust over a wide range of parameters in the LIN and is similar to what has been observed recently in in vivo whole-cell recordings, in which the excitatory but not the inhibitory conductance increased non-monotonically with intensity (Wu et al., 2006) . Our analyses suggest that the non-monotonicity can arise from the nonlinear dynamics of a cortical network even when TC inputs are monotonic.
A sufficient condition for obtaining non-monotonic responses is therefore that in increases with the stimulus intensity. Many trajectories involving an increase in both amplitude and spread would yield a non-monotonic response rate such as a simultaneous linear increase in both A in and in , or an increase in A in followed by an increase in in (Fig. 7b , white and orange tracks, respectively).
However, non-monotonic rate level functions can also be produced without a change in in , if the nonlinearities of the thalamic response function TH (s) are taken into account (Fig. 7g,i) . Here, the function TH (s) must be interpreted as the rate-level function of thalamic cells, which show different degrees of saturation and Figure 7 . Unbalanced recruitment of excitation and inhibition in the LIN. a, Computational network. Surface plot of the response rate r E as a function of the amplitude A in and spread of the thalamic input in when using a threshold-linear thalamic transfer function TH (s) (see Results). The response r E increases monotonically with A in and non-monotonically with in (white arrows). b, In vitro network. This result was reproduced using the in vitro LIN in which increasing intensity was modeled as either an ad hoc simultaneous increase in A in and in (orange track) or an increase in A in followed by an increase in in (white track). Both alternatives yield a non-monotonic rate-intensity function (inset). c, Thalamic population activity (r TH (⌬f ), bottom shaded areas) and inhibitory population activity [r I (⌬f ), top shaded areas] superimposed on the connectivity functions g TH (⌬f ) (black) and g I (⌬f ) (red) for three values of the stimulus spread. For details, see Results. d, Plot of individual currents generated in a reference E cell versus stimulus spread (examples in c correspond to those points indicated by dashed lines in d). e, Similar non-monotonic functions were obtained in an LIN network with intracortical feedback, although the individual currents behaved differently (see Results). f, Tone intensity was encoded in the amplitude A in (at a fixed in ) of the stimulus function (Eq. 4). g, Using a nonlinear concave thalamic response function TH (s) causes the amplitude and spread of the thalamic activity to increase with intensity (h). i, j, Decreasing the degree of concavity of TH (s) reduces the degree of non-monotonicity of the rate-level function. non-monotonicity (Katsuki et al., 1958; Aitkin and Webster, 1972; Rouiller et al., 1983) . This is modeled by modifying TH (s) to have either a monotonic concave shape or slight degrees of non-monotonicity (Fig. 7g,i) . The net result of these nonlinearities is that the thalamic response r TH (⌬f ) increased nonmultiplicatively with intensity so that both the amplitude and the spread of inputs to the cortical layer increased (Fig. 7f-h) . This has the same qualitative effect of increasing both A in and in , that is, to recruit excitation and inhibition in an unbalanced manner. Moreover, this was the mechanism by which an unbalanced recruitment of excitation and inhibition was obtained in Figures 5  and 6 . In the in vitro simulations, A in and in were varied ad hoc with increasing intensity after either of the trajectories shown in Figure 7b (white and orange tracks).
Increasing the degree of concavity of TH (s) from linear to strongly saturating caused the cortical rate-level functions to rapidly change from monotonic to non-monotonic (Fig. 7i,j) . Furthermore, making TH (s) slightly non-monotonic resulted in a strong non-monotonicity in the cortical response (Fig. 7i ,j, yellow curves). In summary, the unbalanced recruitment of excitation and inhibition in an LIN was a robust mechanism to generate non-monotonic rate-level functions provided that the input current into AI widened with increasing intensity. Alternatively, lateral inhibition could sharpen an already existing non-monotonic TC input, thus enhancing the intensity tuning of AI cells with respect to MGv cells (Fig. 7i, inset) . This sharpening of the intensity tuning stands in contrast with the behavior of the CON in which m E ϭ m TH (dashed line in Fig. 7d , inset) such that (1) monotonic inputs yield monotonic outputs, and (2) nonmonotonic inputs yield outputs with the exact same degree of non-monotonicity (data not shown).
The different response properties obtained in the LIN are compared with those obtained in the CON in Table 1 . In the supplemental data (available at www.jneurosci.org as supplemental material), we extend the analysis of the LIN using tones with different rise times and broadband noise inputs (supplemental Fig. S5 , available at www.jneurosci.org as supplemental material).
Discussion
We used a combination of computational analysis and in vitro experiments to show that thalamocortical network architecture can account for many of the properties of AI neural responses documented in vivo. We were motivated by the finding that, in some layer 4 AI cells, the PSPs evoked by thalamic stimulation in RS cells varied non-monotonically with the intensity of the stimulus delivered to MGv (Fig. 1) . We developed a model for the MGv-AI circuitry that was implemented computationally using simple rate cell units (Wilson and Cowan, 1972) and in vitro by simulating the network activity using neurons recorded from cortical slices (Reyes, 2003) . Both the computational and the in vitro networks produced similar results, indicating that the phenomena are a general consequence of the network properties and do not depend substantially on specific neuron properties or model details. Indeed, the results were valid for a relatively wide parameter space, and no fine-tuning was needed.
CON versus LIN
Our results indicate that CON and LIN have properties that are distinct from each other (see summary in Table 1 ). By construction, the excitatory and inhibitory inputs to a reference cell in the CON vary proportionally with changing frequencies and intensities. The tight relationship between E and I produced (1) cortical RFs that inherit the shape of thalamic RF (Fig. 3a-c) , (2) no sharpening of the frequency tuning (Fig. 3f) , and (3) monotonic rate-level functions (Fig. 3e) (but see supplemental Fig. S4d-f , available at www. jneurosci.org as supplemental material). In contrast, the excitatory and inhibitory inputs to a reference cell in the LIN are primarily unbalanced; inhibition dominates at stimulus frequencies far from CF and at high intensities. This differential recruitment of excitatory and inhibitory inputs results in (1) cortical RFs that differ substantially from thalamic RFs (Fig. 5a-c) , (2) clear sideband inhibition that sharpens f tuning curves (Fig. 5f) , and (3) strong (weak) nonmonotonic rate-level functions for E (I) cells (Fig. 5e) . The LIN further reproduces experimental results showing that the degree of non-monotonicity of E cells increases with decreasing tone rise times (supplemental Fig. S5c,d) (Phillips, 1988; Phillips et al., 1995; Heil and Irvine, 1998) and that E cells with non-monotonic functions are almost unresponsive to wideband noise stimuli (supplemental Fig.  S5c,d) . It also predicts an increasing dependence of the nonmonotonicity with the tone duration (supplemental Fig. S5a , available at www.jneurosci.org as supplemental material).
There is some debate as to whether AI is configured as CON or LIN, and experimental evidence supporting one or the other is still inconclusive. Recent whole-cell recordings in vivo seem to support the CON as excitatory, and inhibitory conductance recorded in a reference cell covaried with frequency and intensity Tan et al., 2004) . However, a recent study has showed that the cotuning is only approximate and that the inhibition is broader than the excitation (Wu et al., 2008) . The results in Figures 5-7 are robust and can be reproduced using a modified LIN whose inhibitory inputs are only slightly broader than excitatory inputs (see supplemental data, available at www.jneurosci.org as supplemental material). Intracellular recordings also show that the inputs to cells can become unbalanced with increasing intensity (Ojima and Murakami, 2002; Wu et al., 2006; Tan et al., 2007) . Indeed, the experiments shown in Figure 1 show that, in a fraction of cells, inhibition is recruited in an unbalanced manner at relatively high stimulus intensities.
Unbalanced excitatory and inhibitory inputs yielding nonmonotonic rate-level curves can be obtained in a CON circuit in two ways. First, if the "effective" firing threshold of I cells is much higher than that of E cells, then there exists a range of low tone intensities in which E cells respond but I cells remain subthreshold (supplemental Fig. S4c -e, available at www.jneurosci.org as supplemental material). This seems unlikely because TC PSPs simultaneously obtained in vitro through stimulation of MGv are on average two times larger on FS cells than in RS cells over a large range different intensities but specifically at low intensities (M. Schiff and A. Reyes, unpublished observation) (compare, for instance, the dark brown traces shown in Fig. 1b) . This difference in TC PSPs amplitudes, which has also been observed in barrel cortex (Sun et al., 2006; Cruikshank et al., 2007) , is consistent with in vivo studies showing that FS cells have a lower intensity threshold than RS cells (Atencio and Schreiner, 2008; Wu et al., 2008) .
Second, a CON network could yield non-monotonic responses if these were simply inherited from non-monotonic inputs from the thalamus. However, to be consistent with recent in vivo data (Wu et al., 2006; Tan et al., 2007) , E and I cells would have to inherit their responses from different subpopulations of MGv afferents: inputs onto E would be have to be nonmonotonic, whereas those onto I cells would have to be monotonic. Again, this seems unlikely because in vivo recordings show that IPSPs follow EPSPs at a fixed delay with very little variability : more variability would be expected if excitatory and inhibitory cells receive independent sources of TC inputs. Moreover, in vitro recordings in both somatosensory cortex (Inoue and Imoto, 2006) and AI (Schiff and Reyes, unpub-lished observation) indicate that a large portion of inputs into excitatory and inhibitory cells are likely to arise from a common set of TC afferents.
Unbalanced recruitment of excitation and inhibition yielding non-monotonic rate-level curves is more robustly obtained in an LIN (Figs. 5e, 7j ). An LIN circuit also produced a pattern of input currents like the one found in in vivo whole-cell recordings (Wu et al., 2006; Tan et al., 2007) without segregating the TC afferents into E and I populations (Figs. 5d, 7e) . In addition, the responses obtained in the LIN were consistent with a number of experimental observations: first, extracellularly recorded responses to acoustic stimuli show that some neurons in AI exhibit suppressive RFs that exceed the width of the excitatory RFs (Shamma and Symmes, 1985; Calford and Semple, 1995; Brosch and Schreiner, 1997; Sutter et al., 1999; Sutter and Loftus, 2003) . Second, the temporal response profile of AI cells can be tonic or phasic, depending on whether the stimulus is preferred or nonpreferred, respectively (Wang et al., 2005) . Third, RFs of E cells were much narrower than the RF of the synaptic thalamic inputs (Liu et al., 2007) but in the CON had the same width (data not shown). This suggests that this sharpening is attributable to lateral inhibition and not to boosting via recurrent excitatory connections (Liu et al., 2007) , which were present in both the LIN and CON. Finally, an LIN connectivity seems the more plausible explanation for those cells in our data showing a nonmonotonic behavior of subthreshold TC synaptic potentials caused by an unbalanced recruitment of RS and FS cells (Fig. 1) .
In a recent study conducted in awake primates, Sadagopan and Wang (2008) classified A1 cells having a "V"/"I"-shaped RF or a closed "O"-shaped RF. The latter category shows a strongly nonmonotonic rate-level function and a much narrower bandwidth reminiscent of cells in the LIN. Interestingly, they found that ϳ65% of the cells had closed RFs, similar to other studies in awake monkey (ϳ80% non-monotonic cells in the study by Pfingst and O'Connor, 1981 ) but a much greater fraction than previous studies performed in anesthetized animals [ϳ5% in rat A1 (Wu et al., 2006) ; ϳ25% in cat A1 (Phillips et al., 1989; Heil et al., 1994; Sutter and Schreiner, 1995) ], indicating that anesthesia has a large impact on the RF shape of cells in A1. This prompts a reassessment of the intracellular data quoted above which was obtained in anesthetized rats and suggests that non-monotonic rate-level functions are far more abundant in the behaving auditory cortex than previously thought.
Despite the enormous amount of work on the characterization of neural responses in AI, there have been few computational studies about the cortical circuits underlying these responses (Nomoto, 1979; Dominguez et al., 2006; Soto et al., 2006) . Our model gives the minimal conditions that give rise to some basic response properties observed in AI. The addition of other features such as short-term synaptic depression and facilitation in both TC (Castro-Alamncos, 1997; Rose and Metherate, 2005) and intracortical connections (Atzori et al., 2001; Oswald and Reyes, 2008) would provide insight into the responses to more complex stimuli such as trains of clicks (De Ribaupierre, 1972; Creutzfeldt et al., 1980; Eggermont, 1991; Lu et al., 2001) or to forward masking experiments, in which the timescales of response suppression can last hundreds of milliseconds (Eggermont, 1999; Denham, 2001; Wehr and Zador, 2005) .
No single connectivity pattern is likely to explain the variety of different intensity-frequency RF shapes observed in AI, and it seems more plausible that several patterns of connectivity cooccur. We have separately studied how two of these patterns, LIN and CON, influence the response properties of AI cells. These architectures should be viewed, however, as limit cases of a potential continuum of connectivity patterns going from CON to LIN. Future work should address how these two connectivity patterns may coexist in the same network without disrupting the properties of each subpopulation and which synaptic changes could turn the response of some monotonic cells into nonmonotonic (Polley et al., 2004) .
