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Abstract
Computational Non-local Plasticity of Porous Metals
Socrates D. Xenos
Supervisor: Professor N. Aravas
This work is concerned with the formulation and the computational implementation of a rate-
independent gradient plasticity anisotropic model for porous metals. The nonlocal effect is
incorporated through the introduction of a nonlocal porosity variable, which is derived from
the concurrent solution of an additional partial differential equation along with the classical
equilibrium equations/equations of motion. This formulation is considered as ‘implicit’ in
the sense that all higher gradients of the corresponding local variable are included and is
proved to be equivalent to a fully nonlocal, internal format. The theoretical basis of the finite
element method for the emerging mixed boundary value problem is examined thoroughly.
The model is implemented through the ‘user subroutine’ UEL provided by the general pur-
pose finite element program ABAQUS. A two-dimensional localization problem illustrating
the ability to remove the pathological mesh-dependence of the corresponding local model
and results from a series of finite element analyses for the investigation of the regularizing
effect of the gradient model to the problem of ductile fracture of porous metals and the
Charpy V-notch test are presented.
Keywords: Gradient Plasticity; Finite Element Method; Porous Metals; Localization;
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Introduction
In physical phenomena related to large plastic deformations, such as metal forming processes
or failure of ductile materials, softening behavior eventually emerges at some region of the
structure and deformation localizes severely into narrow zones of infinitesimal size. As is well
known, computational modeling of such processes via conventional continuum (also known
as local) elastic-plastic theories suffers from an insufficiency to provide an objective descrip-
tion of the corresponding failure mode in the sense that numerical results fail to converge to
a unique solution as the discretization becomes more dense. This inherent problematic be-
havior can be attributed to the fact that, classical material models, which do not incorporate
a characteristic material length, are invariant to spatial transformations which implies that
material response is modeled in the same manner for all length scales. However, in order
to accurately capture phenomena that take place in a microstructural level and alleviate
the aforementioned deficiency, more information needs to be included in the corresponding
numerical models.
In the context of plasticity theories, various approaches have been proposed in literature
for the restoration of the well-posedness of the governing boundary value problem and the
consequent regularization of the problem, all of which include an intrinsic material length
scale and formulate the so-called nonlocal theories. An in-depth review and comparison
of such models has been carried out by Rolshoven in [75]. In the recent years, in regard
to metal materials, fundamental progress in the field of nonlocal plasticity models has been
made, both from a theoretical and an applied point of view, as seen, for instance, in the works
of Benallal and Tvergaard [11], de Borst et al. [24], Engelen et al. [26], Peerlings et al. [61],
Pijaudier and Bazˇant [62], Ramaswamy and Aravas [68], [69], and Tvergaard and Needleman
[83], [84]. Although the regularization procedures described by these models, which include
enhancements both of an integral and of a gradient manner either of the kinematic or the
constitutive equations, proved to be rather effective in the removal of the pathological mesh-
dependancy of their local counterparts, the majority of them has, nonetheless, been tested
in conjuction with material models that admit only isotropic macroscopic behavior.
The current endeavor focuses on the formulation of an implicit elastic-plastic anisotropic
material model of the gradient type based on corresponding material model presented by
Aravas and Ponte Castan˜eda in [7]. Computational implementation of the latter is realized
through a ‘user subroutine’ that can be incorporated to the general purpose, commercial
2 Introduction
finite element program ABAQUS, which is used as a solver for the discretized field equations
that are involved. To be precise, the first two chapters serve as brief summary of the funda-
mental aspects of the classical continuum mechanics and finite deformation elastoplasticity
theories, both of which build the general theoretical background necessary for the construc-
tion of the gradient anisotropic model. Chapter 3 offers an insight on the primary reasons
behind the inobjective behavior of the local models with respect to discretization and also
introduces the basic theoretical framework concerning the nonlocal theories. In Chapter
4, the nonlocal version of the anisotropic model is formulated, the corresponding ‘tangent
moduli’ are derived and a mixed implicit-explicit scheme for the numerical integration of
the constitutive equations is presented. Thereafter, the next chapter is devoted to the intro-
duction of the finite element method, which is used for the solution of the mixed boundary
value that emerges, and the calculation of the ‘structural stiffness matrix’ accounting for
finite deformations. Finally, in Chapter 6, the results from finite element calculations that
were carried out in order to investigate the effect of the regularization for a series of specific
problems, are presented.
Standard notation is used throughout. Fraktur symbols B, P denote body configurations
and material points respectively while normal Lucida calligraphic symbols such as E are
reserved for vector spaces. Boldface symbols denote tensors the orders of which are indi-
cated by the context. All tensor components are written with respect to a fixed Cartesian
coordinate system with base vectors ei (i = 1, 2, 3), and the summation convention is used
for repeated Latin indices, unless otherwise indicated. The prefice det indicates the deter-
minant, a superscript T the transpose, a superposed dot the material time derivative, and
the superscripts sym and skew, enclosed in parentheses, the symmetric and anti-symmetric
parts of a second order tensor. Let a, b be vectors, A, B second-order tensors, and C,
D two fourth-order tensors; the following products are used in the text: (a b)ij = ai bj,
A : B = Aij Bij, (A · B)ij = Aik Bkj, (A B)ijkl = Aij Bkl, (C : A)ij = CijklAkl, and
(C : D)ijkl = Cijpq Dpqkl. The inverse C−1 of a fourth-order tensor C that has the “minor”
symmetries Cijkl = Cjikl = Cijlk is defined so that C : C−1 = C−1 : C = I, where I is the
symmetric fourth-order identity tensor with Cartesian components Iijkl = (δik δjl+δil δjk)/2,
δij being the Kronecker delta.
Chapter 1
Continuum Mechanics Theory
In this chapter, the fundamentals of continuum mechanics theory is presented. The first
part of the chapter is concerned with the kinematics of deformation and more specifically
with the general mathematical description of geometrical variations of a deformable body
and the most general definition of the notion of strain. Thereinafter, various stress measures
and their physical interpretation is summarized and the equations of motion are derived. In
the final part, a brief reference is made on objectivity, objective rates of tensorial quantities
and theory and purpose of constitutive equations. Most proofs are omitted but the reader
is mostly referred to [10], [14], [15], [51] and [52] for further study1.
1.1 Notion of a Continuum Medium
From a microscopic point of view, real material objects can be thought as an assemblage of
discrete units of matter such as molecules, atoms etc. with gaps existing between them i.e.
matter is not continuously distributed in space. Nevertheless, modeling of usual applications
with the so called macroscopic theory, which neglects this kind of microscopic information,
proves to be sufficiently accurate. Thus, in the context of macroscopic analysis of solids and
fluids, also known as continuum mechanics theory, the notion of a hypothetical continuum
medium is introduced, which is a material object whose mass is continuously distributed.
This assumption allows the definition of material properties in every point x of the region
of the Euclidean space E that the body currently occupies at time t.
Body and Configuration in Euclidian Space
Before one proceeds with the description of deformation in continuum bodies it would be
useful, mostly for the sake of completeness, to qualitatively explain what in fact is a contin-
uum material body what are the different configurations it can occupy at a certain time and
how this material body is distinct from the region it is located in.
1Large portion of this chapter is also based on lecture notes from the Continuum Mechanics class of Prof.
N. Aravas. Responsibility for any errors solely concerns the author.
4 Continuum Mechanics Theory
Let E denote the geometric Euclidean space which is modeled by the set R3 of real numbers.
One can assume that this space is made up of an infinite number of subregions Bi, i = 1, ..,∞
such that the parent space can be constructed as the union of them:
B1 ∪ B2 ∪ · · · ∪ B∞ = E (1.1)
Consider now a continuum material object, which hereafter will simply be referred as body
and denoted by B, that occupies a region Bi in space E at time t. The body B can be
thought to consist of an infinite number of “material points” (particles) Pi, i = 1, ...,∞ each
of which, due to the assumption of the continuum medium, corresponds to a unique position
Pi in the region Bi of E at the moment t. Then, the notion of body can be qualitatively
defined as a continuous particle distribution with the properties that each particle Pi of B
occupies a unique position Pi of region Bi at time t and every position Pi of region Bi at
time t is the position of a material point Pi of body B that occupies region Bi. The last
statement implies that, according to the continuum medium hypothesis, there exists a one-
to-one mapping between the particles of a body and the geometric points of the region this
body occupies at a given time t. This in turn leads to the conclusion that at a specific time t
it is impossible for two particlesPiandPj to occupy the same point P in space and vice versa.
As suggested by (1.1) Euclidean space E can be subdivided into an infinite number of sub-
regions Bi, i = 1, ...,∞. Moreover, as stated above, at a specific time t the body B occupies
the geometric region Bt and therefore as the continuum medium moves (deforms,translates
and rotates) in E it then transitions from region Bt to Bt′ i.e. it changes configuration.
Consequently, the configuration of a body B “evolves” with time so that a body can the-
oretically have an infinite number of configurations in space E which also means that, at
different configurations, the same material point can correspond to a different position and
thus have an infinite number of possible positions in E . In this sense, it is possible to speak
of material points, material fibers, material areas and material volumes of a body at a given
time t (configuration) which coincide with the corresponding positions, curves etc. that they
occupy in the specific subregion of E .
In order to mathematically describe the motion and deformation of a body it is necessary to
define an otherwise arbitrary configuration of the body, hereafter referred as the reference
configuration or undeformed, which is naturally defined as the configuration of the body at
the time t0 when observation of the body begins. More specifically, results concerning the
deformation of the body are deduced from the comparison of this reference state with any
subsequent configuration of the body at a time t > t0. In general, time t0 is arbitrary but
usually t0 = 0 is chosen.
It is also worth noting that making use of the reference configuration one can define the
“identity” of a material point P as the position vector X of the particle at time t0 in the
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sense that at any given time a unique particle P corresponds to a position P and since
examination of the body begins from the undeformed configuration, X can only correspond
to the specific particle P.
Motion and the Deformation Gradient
Using the notions introduced in Section 1.1 one can now describe the motion and subse-
quently the deformation of a body. Consider a body that at the reference configuration at
time t0 occupies a volume V0 and at the current configuration at time t a volume Vt along







Figure 1.1: Mapping between reference and current configuration
If X is the position vector of A at t = t0 then the position vector x in the current configuration
will be a smooth function of the material point in the reference configuration (X) and of the
current state (i.e time t):
x = x(X, t) (1.2)
Since (1.2) holds for an arbitrary material point of the reference configuration then it should
hold for any material point of the undeformed state. That is, (1.2) defines the position of
all material points at a time t > t0 and as a result it describes the motion of the body
in space E . As pointed out in Section 1.1, the mapping between the reference and the
current configuration should be bijective which subsequently means that (1.2) is an invertible
function in the sense that:
x = x(X, t)⇒ X = X(x, t) (1.3)
Description of motion of the body can be carried out using (1.2) either by following a specific
material point as it moves through different configurations (X = ct and t is the independent
variable) or by examining the variations of geometry of the body between the current and





x(X = ct, t)
t > t0
A
x(X = ct, t+ dt)
t+ dt
dx
Figure 1.2: Variation of x for a specific material point A
the reference configuration (t = ct and X are the independent variables).
In the former case, (1.2) is reduced to a vector-valued function of one variable:
x = x(X = ct, t) = x(t) (1.4)
Consider now the variation of x due to the change of position of the specific material point




dt ≡ υ(X = ct, t) dt (1.5)
where υ(X = ct, t) ≡ υ(t) denotes the velocity of the material point under consideration.
Assuming that x is twice differentiable, it is possible to also define the acceleration of a







where calculation of υ(t) and a(t), when the expression of x is given, is carried out using
the so called “material derivative” i.e. the rate of change of a scalar quantity A(X, t) with
respect to t for a specific material point X = ct .
In the latter case x is now a function of the position vector at the reference configuration,
i.e:
x = x(X, t = ct) = x(X) (1.7)
Now, let dX denote an infinitesimal material fiber between points A (X) and B (X +dX) at
the reference configuration of the body. Then, the same material fiber AB at the deformed
configuration Bt is given as the variation of dx of position vector x as shown in Figure 1.3:
dx = ∂x(X, t = ct)
∂X · dX ≡ F(X, t) · dX (1.8)














Figure 1.3: Mapping of a material fiber between reference and current configuration through
the deformation gradient
where
F(X, t) ≡ ∂x(X, t)
∂X = x∇X or Fij =
∂xi(X, t)
∂Xj




is a second order tensor known as the deformation gradient. It is important to note here
that this quantity plays a fundamental role in the study of deformation of continuum bodies
since, as suggested by the physical interpretation of 1.8, the deformation gradient relates
the variation of any arbitrary material fiber dX at the reference configuration with the
variation of the same fiber dx at the current configuration and thus one can assume that it
is “embedded” with all the information concerning the deformation of the body. Indeed, it is
possible to prove that geometrical variations of material fibers, material areas and material
volumes all explicitly or implicitly depend on the deformation gradient F. These results,
along with some important remarks, are summarized in the following Section.
1.2 Description of Deformation in a Continuum Body
The concept of deformation in the context of continuum mechanics is associated with the
variations of geometric characteristics of a continuum body between a reference configuration
B0 and any other subsequent configuration Bt under consideration. More specifically, these
variations could be referring to variations of length and relative orientation between two
material fibers, variations of material areas and volumes. In general, the theory of such rela-
tions does not impose any constraints on the order of magnitude of displacements and thus
also enables the kinematic description of finite deformations, with infinitesimal displacement
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theory considered as a special linearized case. Fundamental results are summarized bellow,
for the sake of completeness, without proof.
Change of Length and Angle
Consider the infinitesimal material fibers dX and dx of length ds0 and ds which are in the


















Figure 1.4: Variation of a material fiber between reference and current configuration.
where dX = ds0N and dx = dsn. Defining the symmetric and positive definite second order
tensors C and B known as right and left Cauchy-Green tensors respectively as:
C = FT · F and B = F · FT (1.10)
one can prove that the stretch and inverse stretch ratio between the two configurations can











n ·B−1 · n (1.11)
where n and N are related by the expression:
n = 1|F ·N|F ·N (1.12)
Equations (1.11) and (1.12) make clear that the stretch ratio (thus the deformed length)
of an infinitesimal material fiber depends on the initial orientation of the material fiber in
the reference configuration. Consequently, it is possible to state the optimization problem
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of finding those directions N in the reference configuration for which the stretch ratio takes
maximum and minimum values which can be solved by the means of mathematical pro-
gramming. It can be proved that these maximum and minimum values correspond to the
maximum and minimum eigenvalues of C.
Concerning the variation of the relative orientation of two infinitesimal material fibers, con-
sider the pairs dX(1) = ds(1)0 N1, dX(2) = ds
(2)
0 N2 and dx(1) = ds(1)n1, dx(2) = ds(2)n2 that





















Figure 1.5: Variation of the relative orientation of two material fibers between reference and
current configuration.
In this case, the relations for angles φ0 and φ can be summarized as:
cosφ = N1 ·C ·N2
λ1λ2
with λi, i = 1, 2 from (1.11a) (1.13)
cosφ0 = λ1λ2n1 ·B−1 · n2 with 1
λi
, i = 1, 2 from (1.11b) (1.14)
Change of Surface and Volume
Let dX(1), dX(2), dX(3) and dx(1), dx(2), dx(3) be two triads of infinitesimal material fibers
in the undeformed and current configuration forming infinitesimal material volumes dV0 and
dVt respectively as shown in Figure 1.6, which are defined as:
dV0 = dX(3) · (dX(1) × dX(2)) and dV = dx(3) · (dx(1) × dx(2)) (1.15)
After some calculus it is readily proved that infinitesimal material volumes between reference
and deformed configurations are related through the determinant of the deformation gradient












Figure 1.6: Variation of infinitesimal material volume between reference and current config-
uration.
as:
dV = detF dV0 = J dV0 (1.16)
It should be noted that examination of (1.16) reveals that if J > 1 then there is local

















Figure 1.7: Variation of infinitesimal material area between reference and current configura-
tion.
Finally, in the case of change of infinitesimal material areas, consider two pairs of infinitesimal
fibers dX(1), dX(2) and dx(1), dx(2) that define the areas with vectors dS0 and dS in B0 and
Bt respectively, as shown in Figure 1.7, in the sense that:
dS0 = dS0N and dS = dSn (1.17)
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Additionally, if dX and dx are two arbitrary infinitesimal material fibers whose projection
vectors dXN = (dX ·N)N, dxn = (dx ·n)n form the infinitesimal volumes dV0 and dV with
the aforementioned pairs of fibers in the reference and deformed configurations respectively,
then it is proved that the following relation, known as Nanson’s formula holds:
dSn = J dS0N · F−1 (1.18)
Taking the absolute values of both sides and using the definitions of right and left Cauchy-





N ·C−1 ·N = J
√
n ·B · n (1.19)
and
n = 1|N · F−1| N · F
−1 = 1|N · F−T | F
−T ·N , N = 1|n · F| n · F (1.20)
It should be emphasized here that, in the case of an infinitesimal material area, the unit
vectors N and n, even though they remain normal to the areas at all times, they are not
attached to the corresponding material fibers whose directions momentarily coincide with
them i.e. the material fiber dXN in the direction N at t = t0 is in general different from dxn
which is in the direction of n at the current time t. Moreover, expressions (1.16), (1.18) and
(1.19) concerning variations of material areas and volumes are local in the sense that they
do not hold for the whole area and volume of the continuum body but only in the vicinity
of an arbitrary point with position vectors X and x in B0 and Bt respectively.
1.3 The Polar Decomposition Theorem
Let A be an invertible second order tensor. Then, it can be proved that A can be uniquely
right or left multiplicatively decomposed into two tensors as :
A = Q ·U = V ·Q (1.21)
where Q is an orthoginal second order tensor2 and U, V are second order symmetric and
positive definite tensors. Equation (1.21) is known as the polar decomposition theorem. The
aforementioned symmetry and positive definiteness of U and V implies that they have real
and positive eigenvalues which in turn means (by making use of their spectral representation
with respect to the vector space defined by their respective eigenvectors) that :
detU, detU−1 > 0 and detV, detV−1 > 0 (1.22)
2i.e. a second order tensor that when acting on a vector leaves its length unaffected and for which the
relations QT ·Q = δ and det Q = ±1 hold.
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In continuum mechanics, the polar decomposition theorem is used to multiplicatevely de-
compose the deformation gradient F which can now be written as:
F = Q ·U = V ·Q (1.23)
Since detF = J > 0 then, solving for Q in (1.23) and calculating the corresponding deter-
minant, one arrives at:
detQ = detF detU−1 (1.22)===⇒ detQ > 0 (1.24)
Last equation suggests that Q is a proper orthogonal tensor i.e. Q is a rotation tensor which
will hereafter be denoted as R. Then (1.23) can be written as:
F = R ·U = V ·R (1.25)
where the tensors U and V are defined as:
U =
√































dx = F · dX
Figure 1.8: Geometric interpretation of polar decomposition of deformation gradient F.
If λ2i are the eigenvalues and Ni, ni, i = 1, 2, 3, are the eigenvectors associated with the
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where ni = R ·Ni which consequently leads to the following expression for R:
R = niNi (1.28)
Since Ni and ni express the principal directions of an arbitrary point in the reference and
current configurations and λi is the stretch ratio of a material fiber in the principal direction
i of the configuration considered, then (1.27) suggests that, in the context of continuum
mechanics, tensors U, V can be physically interpreted as the stretch tensors associated with
undeformed and current configurations respectively. Furthermore, the triad of (Ni,C,U)
which is defined with respect to the reference configuration is usually referred to as a Lan-
grangian triad whereas the triad of (ni,B,V) which is defined with respect to the current
configuration is called an Eulerian triad.
The polar decomposition of deformation gradient F is qualitatively presented in Figure
1.8 examining an infinitesimal sphere around an arbitrary point. Let dX be an infinitesimal
material fiber in the reference configuration and dx be its mapping in the current configu-
ration through F. Then, using, without loss of generality, the right polar decomposition of
F, dx is given as:
dx = R ·U · dX︸ ︷︷ ︸
dx′
= R · dx′ (1.29)
Equation (1.29) shows that transition of dX to dx can be decomposed and interpreted as
a two step procedure where in the first phase material fibers in the reference principal di-
rections are only stretched due to the action of U (although material fibers in arbitrary
directions may be rotated as well) and in the second step all material fibers in the vicinity
of the considered point undergo a rigid body rotation due to the effect of R. An analogous
interpretation may be derived by using the left polar decomposition of F where the described
procedure takes place in a reversed manner.
Finally, it is important to mention here that the rotation tensor R derived from the po-
lar decomposition of F has a key role in the description of constitutive modeling and will be
used later on.
1.4 Generalized Strain Measures
It is well known from the classical theory of small strains that the (nominal) deformation of
a material fiber with a reference length ds0 that is stretched to a length ds in the deformed
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state is simply given as the ratio of this variation and its initial length, i.e.:




− 1 = λ− 1 (1.30)
where λ is the stretch ratio defined in Section 1.2. While (1.30) is viable for small strain,
one-dimensional deformations, it is desirable to deduce more general descriptions of defor-
mation in the case of generalized finite three-dimensional geometrical variations. For this
purpose, appropriate strain tensors have to be defined which whatsoever have to reduce to
the description provided above in the infinitesimal strain case. In this sense, one can define









f (m)(λi) nini (1.31b)
The only assumption made in (1.31a) and (1.31b) is that Lagrangian and Eulerian strain
tensors are coaxial4 to U and V respectively which one can think as viable choice taking
into consideration the physical meaning of the aforementioned tensors. In general, the para-
metric scalar functions f (m)(λi) have to be chosen in such a manner so that for infinitesimal
strains, tensorial definitions (1.31a),(1.31b) reduce to the small strain case but are otherwise
arbitrary. Strictly speaking, small strains in one-dimension imply that:
ε = λ− 1 ≈ 0⇒ λ− 1 = 0⇒ λ = 1 (1.32)
Now using Taylor expansion of f (m)(λ) around λ0 = 1 we get:





(λ− 1) +O[(λ− 1)2] (1.33)
Again, for small strains f (m)(λ) needs comply with (1.32) suggesting, for a 1st order approx-
imation, that the following mathematical restrictions are imposed on f (m)(λ):






In addition to these restrictions one can intuitevely postulate that some physical restric-
tions should also be imposed on f (m)(λ). Thus, it is natural to assume that as f increases
3Which are also known as Lagrangian and Eulerian strain tensors respectively
4i.e. Coaxiality of two arbitrary tensors A and B suggests that they have the same eigenvectors although
this does not in any way imply that they are proportional to each other.
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deformation also increases. Additionally, as stretch ratios approach zero and infinity defor-
mation should approach −∞ and ∞ respectively. Mathematically speaking these physical





> 0 , ∀λ ∈ R and f (m)(0) = −∞ , f (m)(∞) =∞ (1.35)





(λm − 1) , m 6= 0
ln(λ) , m = 0
m ∈ Z (1.36)











FT · F− δ] , m = 2n+ 1
n ∈ Z (1.37)
This implies that if m = 2n is chosen then E(m) is easily determined from F whereas for
m = 2n + 1 , (1.37) suggests that the calculation of the square root of the tensor FT · F is
needed which in general requires the solution of an eigenvalue problem.
Table 1.1: Commonly used strain tensors in continuum mechanics
Strain Definition
m = 2 Green EG = E(2) = 12 (C− δ)
m = 1 Biot EB = E(1) = U− δ
m = 0 Henky (Logarithmic) E
ln = E(0) = lnU
eln = e(0) = lnV
m = −2 Almansi eA = e(−2) = 12(δ −B−1)
The most commonly used general strain measures are summarized in Table 1.1. Although
there does not exist a single rule about the selection of a strain tensor for finite deformations
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this choice should not be completely arbitrary in the sense that the physics of the problem
and the behavior of the respective tensor for various values of λ have to be accounted for.
Nevertheless, one could condone the use of Henky since it the only of the aforementioned
strains that also satisfies the physical restrictions (1.35).
1.5 Rate of Deformation
Investigating the deformation of a continuum body often requires not only the determination
of deformation at a specific moment in time but also the determination of how deformation
evolves in time5. The whole analysis of the rate of deformation is carried out with respect to
the current deformed configuration. Recalling the expressions for the definition of material
velocity and motion of a body described by (1.5), (1.2), velocity can be expressed with
respect to either the reference or the deformed configuration as:
υ = ∂x(X, t)
∂t
= υˆ(X, t) = υ¯(x, t) (1.38)
Now, one is interested in the variation of deformation6 between two particles which are
connected by the infinitesimal fiber dx for a given time t > t0 and hence for the variation of
υ¯(x, t). This variation of υ in the vicinity of x is then calculated as:
dυ = υ¯(x + dx, t)− υ¯(x, t) = ∂υ(x, t)
∂x · dx⇒ dυ = L · dx (1.39)
where
L = ∂υ(x, t)
∂x = υ∇x (1.40)
defines the spatial variation of the velocity known as the velocity gradient tensor. Addition-
ally, it is important to also define the symmetric and skew parts of L, known as deformation
rate and spin tensors respectively, as:
D = L(sym) = 12 (L + L










W = L(skew) = 12 (L− L











L = D + W (1.42)
5This urgency arises mostly in cases of non-linear material behavior such as plasticity where deformation
history plays a part in the response of the material.
6i.e. the relative velocity
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The physical meaning of D, W is of great importance and will be explained in the follow-
ing Subsections. Considering now the variation of ˆυ(X, t) in the reference configuration, i.e. :














⇒ dυ = F˙ · dX (1.43)
Equation (1.38) implies that variations (1.39) and (1.43) should be the same. Taking this
into account and after some short calculations one arrives at an alternative expression of L
in terms of F which is given as :
L = F˙ · F−1 (1.44)
Now, calculation of the rate of change of an infinitesimal fiber dx of the current configuration
leads to:
d˙x = L · dx (1.45)
Equation (1.45) reveals the analogous to F physical interpretation of tensor L in the sense
that the rate of change of an arbitrary infinitesimal fiber dx can be calculated if L is known.
Then, one can intuitively address that the velocity gradient is embedded with all the in-
formation concerning the rate of change of all geometrical quantities between deformed
configurations.
Finally, before one proceeds with the interpretation of D and W it is important to re-
call here the expression for the evolution equation of a vector with constant length. Let
m(t = 0) ≡ m0 be a vector of constant length and consider the linear transformation A(t)
imposed on m0. Then, it can be easily proved that in order for m(t) to be a constant length
vector at any time t > 0, A(t) needs to be an orthogonal tensor Q(t) so that:
m(t) = Q(t) ·m0 (1.46)
Additionally, from the definition of orthogonal tensors one gets:
Q ·QT = δ
∂
∂t=⇒ Q˙ ·QT + Q · Q˙T = 0⇒ −Q˙ ·QT = Q · Q˙T
⇒ − Q˙ ·QT︸ ︷︷ ︸
Wm
= (Q˙ ·QT )T ⇒ −Wm = (Wm)T
⇒Wm(t) = Q˙(t) ·QT (t) : Antisymmetric (1.47)
Then, using (1.46) and (1.47), the evolution equation of m(t) is given as:
m˙(t) = Wm(t) ·m = ω(t)×m (1.48)
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where ω(t) is the axial vector of Wm. Since m(t) has constant length then:
m ·m = ct
∂
∂t=⇒ m˙ ·m + m · m˙ = 0⇒m · m˙ = 0⇒ m˙⊥m (1.49)
Equations (1.47-1.49) suggest that m˙ corresponds to a rotation of m around the axis defined
by ω and, considering the fact that m˙ is the rate of change of m, then Wm(t) can be
physically interpreted as the rate of rotation i.e. as the spin of the constant length vector
m at time t.
1.5.1 Physical Interpretation of D
In the case of the deformation rate tensor D, physical interpretation for its normal and shear
components is carried out separately. To begin with, consider an infinitesimal material fiber
dX = ds0N in the reference configuration that is mapped to dx = dsn in direction n in
the current state at t > t0. Then, ds0, ds are calculated as the magnitude of dX and dx
respectively:
ds20 = dX · dX and ds2 = dx · dx (1.50)















= dx · LT · dx + dx · L · dx
= dx · (LT + L)︸ ︷︷ ︸
2 D
·dx = 2 dx ·D · dx = 2 ds2 n ·D · n⇒ ds ∂
∂t
(ds) = ds2 n ·D · n⇒











ds0===⇒ n ·D · n = Dnn = λ˙
λ
(1.51)
Equation (1.51) implies that the normal components of D express the rate of the stretch
ratio per unit length of a material fiber which, in the current configuration, is momentarily
aligned with the direction of n.
The physical meaning of the shear components can be explained according to the following
syllogism. Firstly, let m be a unit vector (that remains unit during deformation) attached
to a material fiber dx = dsm in the current configuration. Then, as proved in the previous




















= L ·m− (m ·D ·m) ·m
(1.42)= W ·m + D ·m− (m ·D ·m)m = W ·m + D ·m m ·m︸ ︷︷ ︸
1
−m(m ·D ·m)
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⇒ m˙ = Wm ·m = −m ·Wm with Wm = W + D ·mm−mm ·D (1.52)
where Wm is a second order skew symmetric tensor. Consider now a pair of unit vectors
m and n that are attached to two material fibers δx(1) and δx(2) that intersect forming an
angle φ at the deformed state (see Figure 1.5). Taking the inner product of m and n and
differentiating with respect to t yields:
m · n = cosφ
∂
∂t=⇒ φ˙ = − 1sinφ
∂
∂t
(m · n) (1.53)
Calculation of ∂
∂t
(m · n) is as follows:
∂
∂t
(m · n) = m˙ · n + m · n˙ = −m˙ ·Wm · n + m ·Wn · n = m · (Wn −Wm) · n
(1.52)= m · (D · nn− nn ·D−D ·mm + mm ·D) · n
= m ·D · n− cosφ(Dnn −Dmm) + m ·D · n
= 2 m ·D · n− (Dmm +Dnn) cosφ (1.54)
Equations (1.53) and (1.54) lead to the desired expression for φ˙:
φ˙ = 1sinφ
[
(Dmm +Dnn cosφ)− 2 m ·D · n
]
(1.55)
Although the general expression (1.55) reveals that the rate of change of the relative ori-
entation between two material fibers will depend not only on their initial angle φ but also
on their respective orientations, it is rather difficult, in this form, to deduce the physical
meaning of the shear components of D. Without loss of generality, let m = e1 and n = e2
so that cosφ = 0 and sinφ = 1 which imlies that (1.55) reduces to:
φ˙ = −2 e1 ·D · e2 = −2D12 ⇒ D12 = −12 φ˙ (1.56)
Equation (1.56) suggests that the indirect components of the deformation rate tensor D
express the rate of decrease of the angle between a pair of material fibers which, in the
current configuration intersect at x and are momentarily aligned with the directions of ei
and ej (i.e. perpendicular to each other). This observation also implies that the rate of
change of the material fibers which, in the deformed configuration, are momentarily aligned
with the principal directions of D is zero.
1.5.2 Physical Interpretation of W
In contrast to D , the spin tensor W can be interpreted in more than one manners.
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In the more usual approach, consider the special case where the unit vector m of (1.52) is
momentarily aligned with the eigenvector di, i = 1, 2, 3 of D, i.e. m = di. Then, since di is
an eigenvector of D, the following should hold:
D ·m = m ·D = Dim (1.57)
Substitution of (1.57) in (1.52) suggests that m˙ is of the form (1.48) with Wm = W. In the
aforementioned context, this implies that W can be interpreted as the instantaneous rate of
rotation (i.e spin) of the material fibers which, in the current configuration, are momentarily
aligned with the principal directions of D. An important remark here is that this spin is
different from the spin of the eigenvectors themselves since the di’s are along different ma-
terial fibers at different moments.
Nevertheless, one can derive another important interpretation of W as described in [6] and
is briefly summarized here. Consider the aforementioned unit vector m with respect to a







Figure 1.9: Unit vector m with the corresponding angles.
Then m can be written in the form:
m = m1 e1 +m2 e2 +m3 e3 = sin θ3 cosφ3 e1 + sin θ3 sinφ3 e2 + cos θ3 e3 (1.58)
Differentiating (1.58) with respect to t and comparing the second with the third side of the
result obtained, one gets:
φ˙3 =
cosφ3 m˙2 − sinφ3 m˙1
sin θ3
(1.59)
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Evaluating m˙1 and m˙2 from (1.52), where W is a skew-symmetric tensor defined as:
W = ω1 (−e2e3 + e3e2) + ω2 (e1e3 − e3e1) + ω3 (−e1e2 + e2e1)
and substituting in (1.59), φ˙3 is then given by the expression:
φ˙3 = ω3−D11 −D222 sin 2φ3+D12 cos 2φ3+[(D23−ω1) cosφ3−(D13+ω2) sinφ3] cot θ3 (1.60)
The average value of the rate of rotation of the arbitrary vector m around the axis 3 can












dθ3 = ω3 (1.61)
In a similar manner, one can prove that the average values about axes 1 and 2 are given as:
〈φ˙1〉 = ω1 and 〈φ˙2〉 = ω2 (1.62)
Equations (1.61), (1.62) reveal that the spin tensor W can be thought as the average rate
of rotation (spin) of all material fibers intersecting with the point considered, in the current
configuration.
1.5.3 D and W in terms of F˙
In order to establish a connection between the analysis of deformation as physically described
by the polar decomposition theorem in Section 1.3 and the aforementioned discussion, one
would be interested to express D and W in terms of quantities that are embedded with the
information of deformation of the body. For this purpose, recall equation (1.44) where F˙
and F−1 is readily calculated by (1.23) as:
F˙ = ∂
∂t
(R ·U)⇒ F˙ = R˙ ·U + R · U˙ and F−1 = U−1 ·R−1 R−1=RT= U−1 ·RT (1.63)
Substitution of (1.63) in (1.44) now yields:
L = (R˙ ·U + R · U˙) ·U−1 ·R−1 = R˙ ·RT︸ ︷︷ ︸
Ω
+R · U˙ ·U−1 ·RT
⇒ L = Ω + R · U˙ ·U−1 ·RT (1.64)
where, since R is orthogonal, Ω = R˙ ·RT is an skew-symmetric tensor as a result of (1.47).
Calculation of D and W using (1.64) leads to the following important results:
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D = 12(L
T + L) = 12 R · (U˙ ·U
−1 + U−1 · U˙) ·RT (1.65)
W = 12(L
T − L) = Ω + 12 R · (U˙ ·U
−1 −U−1 · U˙) ·RT (1.66)
Since D and W express rates of deformation and rotation respectively, the question that
naturally emerges consists in whether or not these quantities can be directly integrated7 in
order to receive the desired deformation and rotation at the specific moment of the deforma-
tion history. In this sense, consider the special case for which the eigenvectors Ni associated
with the Lagrangian triad mentioned in Section 1.3 are independent of time8. Then, using













Moreover, Table 1.1 suggests that the Lagrangian logarithmic strain tensor is given as:











and evaluation of U˙ ·U−1 = U−1 · U˙ also yields:






Substitution of last equation to D and W (1.66) finally leads to:
D = R · E˙ln ·RT ⇒ E˙ln = RT ·D ·R and W = Ω = R˙ ·RT (1.69)
It can be proved that a similar result can be obtained for the rate of the Green strain EG
(see Table 1.1):
E˙G = FT ·D · F (1.70)
Equations (1.69), (1.70) reveal that, in general, nor a strain tensor neither an orthogonal
tensor exist whose rate is equal to D and W respectively. This important remark suggests
that D or W cannot be directly integrated unless (in the case of the logarithmic strain) they
are modified to account for rigid body rotations.
7Using a numerical integration scheme in the general case such as backward Euler, forward Euler etc.
8i.e. as in the case of uniaxial tension.
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1.6 Stresses and Equations of Motion
Until now fundamental aspects of the kinematics of deformation have been discussed thor-
oughly in the previous sections. That is, the relations describing the changes in geometry
and orientation of continuum bodies have been summarized. Nevertheless, no reference to
the external sources that actually bring about the aforementioned deformations has been
considered. In the context of continuum mechanics, these external sources are categorized
into body and surface forces9. Action of such forces on a deformable body results in the
development of internal forces per unit of area known as stresses 10 which in turn leads to
macroscopic geometrical variations that define the deformation of the body when compared
to a reference state. The various stress measures commonly used in applications of con-
tinuum mechanics as well as the equations of motion that are used to determine them, are
briefly recalled in the following subsections.
Stress Measures
Consider an arbitrary tetrahedron in the current configuration11 with normal vectors ni on
the three lateral faces and define the respective surface tractions (stress vectors) ti with
respect to a Cartesian coordinate system as:
ti = σi1e1 + σi2e2 + σi3e3 = σijej (1.71)
Then, if n and t are the normal and the stress vectors respectively of the oblique face of
the tetrahedron, then it can be proved using Newton’s 2nd law that t is fully defined by the
components σij as:
t = σ · n or ti = σijnj (1.72)
where, according to the quotient rule, σij are the components of a second order tensor which
is known as the Cauchy stress tensor:
σ = σijeiej (1.73)
The quantity σij expresses the j-th component of force per unit of deformed area that is
exerted on an infinitesimal surface in the current configuration whose normal vector n of
the current configuration is in the i-th direction. The axiom of Conservation of Angular
Momentum leads to the important result concerning the symmetry of σ in the sense that :
σT = σ or σji = σij (1.74)
9i.e. forces that act on every material point and on surface points of the body respectively.
10In the general so called “micropolar” theories, moments per unit area are also considered.
11Sometimes referred to as the Cauchy tetrahedron
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Even though in the remainder of this discussion the Cauchy or “true” stress measure will be
used, for the sake of completeness, other important stress measures commonly used in the-
ories and computational implementations of continuum mechanics are summarized as follows.
A widely used stress measure in metal plasticity, due to the isochoric nature of plastic de-
formation, that is also defined in the deformed configuration, is the Kirchhoff stress defined
as:
τ = Jσ (1.75)
One can also define a stress measure, known as the nominal stress, in a way such that
two distinct stress vectors defined with respect to the reference and current configurations
respectively result in the same total force vector12, which is given in terms of σ or τ as:
T = JF−1 · σ = F−1 · τ (1.76)
The quantity Tij is the j-th component of force per unit of reference area exerted on an
infinitesimal surface on the current configuration whose normal vector N in the reference
configuration was in the i-th direction. It should be noted here that, although use of T
would allow for easier boundary conditions description since N is known in the reference
configuration, T does not posses the convenient symmetric property of σ which would pose,
among other issues, its computational implementation more difficult.
Finally, the so called 1st and 2nd Piola-Kirhhoff stresses (with the latter defined in the
reference configuration) can be defined in terms of the aforementioned stress tensors as:
P = TT = JσT · F−T and S = JF−1 · σ · F−T = F−1 · τ · F−T = T · F−1 (1.77)
Equations of Motion for Deformable Bodies
The equations of motion along with compatibility equations, constitutive equations and
properly defined boundary conditions form a general Boundary Value Problem (BVP), so-
lution of which leads to the calculation of displacements, deformations and stresses within
the body, in the general case of a dynamic analysis. Their derivation, which in the rationale
of continuum mechanics is based on the axiom of Conservation of Linear Momentum, is
presented bellow. Let l denote the linear momentum of an arbitrary material volume V ⊂ B




ρ υ dV (1.78)
Then, using the Raynold’s transport theorem13 l˙ can be readily calculated as:
12Which is defined as stress vector multiplied by the respective area.
13Transport theorems are generalizations of Leibniz’s rule for the calculation of the derivative of a curve,
surface or volume integral expression with variable integration limits. Raynold’s transport theorem is a




ρ υ˙ dV =
∫
V
ρ a dV (1.79)
Conservation of Linear Momentum suggests that the total forces acting on the considered
volume V must be equal to the rate of change the volume’s linear momentum, i.e. :
ΣF = l˙ =
∫
V
ρ a dV (1.80)
where, assuming pure mechanical behavior, the total forces consists only of surface traction







ρ b dV (1.81)
Substituting (1.81) in (1.80) and carrying out some calculations one arrives at the following
expression: ∫
V
(∇ · σ + ρ b− ρ a) dV = 0 ∀ V (1.82)
Since last equation holds for any V then, using the so called localization theorem, one finally
arrives at the desired system of partial differential equations of motion :
∇ · σ + ρb = ρa or σij,j + ρbi = ρai (1.83)
In the case where acceleration of material particles can be considered small, the inertial term
in the right hand side of (1.83) can be neglected resulting in the well known static equilibrium
equations.
1.7 Principle of Objectivity and Objective Rates
An important axiom of the general theory of constitutive modeling demands constitutive
behavior of materials to be independent of the frame of reference it is examined i.e. to to
be objective. In a more abstract sense, one could think the notion of a frame of reference
as an “obserever” who observes a phenomenon making measurements of positions and time
either statically or while he translates and rotates in space. Mathematically speaking, let
the Newtonian space time Nst denote the four-dimensional space where all real world events
take place and consider the mathematical structure that models these events as the product
space of E with the set of real numbers R. A frame of reference fr can then be defined as
the mapping between the real world events and placement in a location of Euclidean space
(x) at a specific time (t) , i.e.:
fr : Nst → E × R (1.84)
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Consider now an event in Nst and two different observers fr, fr mapping this event into
space positions and times (x, t) and (x, t) respectively. A change of frame ffr→fr can then
be introduced as a mapping relating (x, t) with (x, t) :
ffr→fr : (x, t)→ (x, t) (1.85)
Then, Principle of Euclidean objectivity demands that the change of frame must preserve
relative distances and time between the two observers (material points) constant and thus
the motion x must differ, in the most general case, by a rigid body rotation plus a translation
i.e. :
x(X, t) = Q(t) · x(X, t) + c(t) with t = t+ c (1.86)
where Q(t) is proper orthogonal with Q(0) = δ, c(0) = 0 and c ∈ R is equal to zero for
simultaneous events (considered hereafter). If Q is the mapping of any observable tensorial
quantity g of order n (scalar, vector, second order tensor etc.) between the two observers
due to the change of frame (1.86), then for g to be objective it has to express the exact same
quantity in both frames, or symbolically speaking:
g(x, t) = Q[g(x, t)] (1.87)
More specifically, the arbitrary mapping Q takes the following forms concerning 0th, 1st and
2nd order Lagrangian and Eulerian tensors:
Scalar fields φ(X, t), φ(x, t), defined in B0 and Bt are considered Lagrangian and Eule-
rian objective respectively, if they transform according to :
φ(X, t) = φ(X, t) and φ(x, t) = φ(x, t) (1.88)
Tensors of 1st and 2nd order defined in B0 are considered (Lagrangian) objective if they
remain unaffected by the superposed rigid body rotation:
a(X, t) = a(X, t) and A(X, t) = A(X, t) (1.89)
Tensors of 1st and 2nd order defined inBt are considered (Eulerian) objective if they transform
according to:
a(x, t) = Q(t) · a(x, t) and A(x, t) = Q(t) ·A(x, t) ·QT (t) (1.90)
Finally, 2nd order tensors are called two-point objective if they transform according to:
A = Q(t) ·A or A = A ·QT (t) (1.91)
It can be proved that σ, τ and D are Eulerian objective, S, t and Lagrangian strain tensors
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E are Lagrangian objective and F is a two-point objective tensor. Additionally, if A is
Lagrangian objective then A˙ is also objective but if A is Eulerian objective then A˙ is not
objective. This last remark can pose a serious problem in the case of finite deformation
constitutive modeling (where rate formulation is used) since D requires a corresponding
Eulerian objective stress rate while both σ˙ and τ˙ are non-objective. For this purpose, one
wants to define rates of quantities that are objective in order to tackle the aforementioned
problem. In this direction, consider a time varying basis e?i (t), where e?i are in general neither
unit nor orthogonal, and let their evolution equations be:
e˙?i (t) = A(t) · e?i = e?i ·AT (t) (1.92)
Any vector a(t) and second order tensor σ(t) can be written with respect to the basis (1.92)
as:
a(t) = ai(t) e?i (t) and σ(t) = σij(t) e?i (t)e?i (t)
Then, the rates of a(t) and σ(t) as seen by an observer who is attached to the evolving base
e?i (t), which are known as corodeformational rates (or corotational if A is skew-symmetric)
and denoted by a and σ respectively, are proved to be given by :
a= a˙ −A · a and σ= σ˙ −A · σ − σ ·AT (1.93)
For, a and σ to be Eulerian objective in the sense of (1.90) then, in both cases, A has to
transform according to:
A = Q ·A ·QT + Q˙ ·QT (1.94)
The most commonly used objectives rates for special choices of A(t) are summarized in Table
1.2 :
Table 1.2: Eulerian objective rates of vectors and 2nd order tensors.
Rate Choice of A Definition
Jaumann A = W ∇a= a˙ −W · a, ∇σ= σ˙ −W · σ − σ ·WT
Green-Naghdi A = R˙ ·RT = Ω ◦a= a˙ −Ω · a, ◦σ= σ˙ −Ω · σ − σ ·ΩT
Truesdell A = L ∗a= a˙ − L · a, ∗σ= σ˙ − L · σ − σ · LT
Cotter-Rivlin A = −LT 4a= a˙ + LT · a, 4σ= σ˙ + LT · σ + σ · L
In constitutive model for gradient plasticity developed in Chapter 4 the Jaumann derivative




Herein, aspects of the theory of finite deformation elastoplasticity that are used in the
constitutive modeling presented in Chapter 4 are summarized. More specifically, based on
the theory of the previous chapter, important relations concerning the kinematics of finite
deformation elastoplasticity which depend on the concept of the multiplicative decomposition
of F are described. Thereafter, general theory of rate-independent constitutive modeling for
the elastic and plastic part of deformation, the so-called consistency condition, the loading-
unloading criterion and hardening are also briefly presented.
2.1 Kinematics of Finite Deformation Plasticity
As outlined in [32], [50], [53] and in several other references in the relevant literature, in the
classical theories of infinitesimal elastoplastic deformations, the fundamental assumption
adopted imposes the restriction that both elastic and plastic strains are small approximately
of order O(10−3) so one does not have to explicitly make a distinction between the reference
and deformed configurations. This simplifying hypothesis allows for the constitutive mod-
eling of the material to be based on the additive decomposition of the total strain tensor
into an elastic and plastic part, assuming uncoupled elastic-plastic behavior. Even though
this theory might be viable for usual structural analysis applications (where design to pre-
vent plastic flow is desired), in cases where finite plastic and/or elastic deformations are
introduced (such as metal forming processes, explosive forming etc.) another approach has
to be considered. The first consistent analysis of an general kinematic description of finite
deformations was presented by Lee [50], who proposed the introduction of an intermediate
unstressed configuration1 Bi. This assumption resulted in the well known multiplicative
decomposition of the deformation gradient F into an elastic part Fe and plastic part Fp :
F = Fe · Fp (2.1)
1Which in the general case, as mentioned in [8], is a fictitious one since in a material that exhibits a
Bauschinger effect such that unloading to Bi may cause additional plastic deformation, residual stressed
may be introduced in the intermediate configuration, thus violating its definition.








Figure 2.1: Multiplicative decomposition of deformation gradient F.
Schematic representation of (2.1) is illustrated in Figure 2.1.
Using (2.1) one would be interested to derive expressions of the tensors L, D and W intro-
duced in Section 1.5 in terms of Fe and Fp. Substituting (2.1) in (1.44) one arrives at the
following additive decomposition of the velocity gradient tensor:
L = F˙ · F−1 = (F˙e · Fp + Fe · F˙p) · Fp−1 · Fe−1 ⇒
⇒ L = F˙e · Fe−1 + Fe · F˙p · Fp−1 · Fe−1 ⇒ L = Le + Lp (2.2)
where
Le = F˙e · Fe−1 , Lp = Fe · Lpi · Fe−1 and Lpi = F˙p · Fp−1 (2.3)
It should be noted here that both Lp and Le are defined at the current with respect to
the reference configuration whereas Lpi is defined in the fictitious isoclinic with respect to
the undeformed configuration. Additionally, one can decompose Lpi into symmetric and
antisymmetric parts respectively as:








i − (Lpi )T ) (2.4)
Finally, using the right polar decomposition for the elastic part of the deformation gradient
i.e. Fe = R ·Ue, the property R−1 = RT due to the proper orthogonality of R and equations
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(2.2), (2.3), one can get the general expressions for the additive decompositions of D and
W as thoroughly described in [6]:
D = De + Dp and W = Ω + We + Wp (2.5)
with
De = (Le)(sym) = R · [U˙e · (Ue)−1](sym) ·RT (2.6)
Dp = (Lp)(sym) = R · [Ue · Lpi · (Ue)−1](sym) ·RT (2.7)
Ω = R˙ ·RT , We = (Le)(skew) = R · [U˙e · (Ue)−1](skew) ·RT (2.8)
Wp = (Lp)(skew) = R · [Ue · Lpi · (Ue)−1](skew) ·RT (2.9)
where it is be proved, in the context of crystal plasticity, that Ω expresses the spin of all slip
systems i.e. it can be thought as the spin of the microstructure of the material. Relations
(2.6-2.9) consist the general kinematic description of large strain elastoplasticity and will be
used, with appropriate simplifying assumptions, in the description of the general framework
of rate-independent plasticity which in turn is the basis for the development of the nonlocal
model of Chapter 4.
2.2 Constitutive Theory of Rate - Independent Elasto-
plasticity
As mentioned in Section 1.6, the general BVP of elastoplasticity is associated to the solution
of a system of, in principle, nonlinear system of partial differential equations for the calcula-
tion of the displacement, strain and stress fields of the continuum body. However, although
the equations of motion and kinematic equations are valid for all materials regardless of
their physical nature2 (solids, fluids etc.), constitutive equations are material dependent in
the sense that, naturally, distinct materials can respond quite differently to the same external
stimulus. Even though this last remark implies that constitutive modeling has to be carried
out solely for the material under consideration, this procedure in not as arbitrary as it seems
since a general constitutive framework can be constructed and then, with the appropriate
assumptions, be applied for the material examined.
Then, as described in [29], [32] and [53] one can group the constitutive modeling of elasto-
plactic material into two major approaches, both having the multiplicative decomposition
of F given by (2.1) as a starting point. In the first approach, the material is modeled as
hyperelastic3 where additionally elastic-plastic behavior is treated in terms of Helmholtz free
2As long the continuum hypothesis holds.
3i.e. as one for which the stress-strain relation can be derived from a strain energy density potential.
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energy density. The second approach, which is also adopted in the context of this diploma
thesis, uses a hypoelastic description of the material4, the additive decompositions of (2.5)
and objective rates. In the latter case, elastic and plastic behavior are treated separately and
then they can be combined in order to describe the total elastoplastic constitutive behavior.
Before one proceeds with the mathematical description of the aforementioned theory, it
is important to remember that in the description of constitutive equations, pairs of stress
and strain rates cannot be arbitrarily selected in the sense their product has to correspond
to a stress power which is produced or dissipated due to the external forces. It can be proved
(see [58]) that the stress power per unit volume is by definition given in terms of the Cauchy
or Kirchhoff stresses as:
W˙int = tr(σ ·D) = 1
J
tr(τ ·D) (2.10)
Such stress-strain rate pairs are mentioned in the literature as work-conjugate. Work -
conjugate strain rate pairs for stress measures other than the ones mentioned above can be
found using (2.10).
2.2.1 Elastic Regime
In general, since elastic deformation is fully reversible after unloading, one would naturally
postulate that hyperelastic behavior is more of a sensible choice for the description of a
material that can possibly exhibit large elastic strains. Then, for the work-conjugate pair of
the 2nd Piola-Kirhhoff stress S and Green strain EG, the hyperelastic constitutive equation
for the elastic behavior of the material can be written, if one postulates the existence of an




where Ee is the elastic part of EG and Se corresponds to Ee. One would be interested in the
rate form of the hyperelastic equation (2.11) so differentiation with respect to time yields:
S˙e = Lˆe : E˙e with Lˆe = ∂
2W e
∂Ee∂Ee (2.12)
On the other hand, the hypoelastic, corotational constitutive formulation assumes that a
linear relation between the corotational Cauchy stress rate and the elastic part of D can be
established, in the sense that:
◦
σ= Le : De (2.13)
4Materials considered hypoelastic are such that the work during a closed loading cycle is not zero even
in the absence of inelastic deformation and so, a stress-strain relationship cannot be derived from a potential
function.
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Where ◦σ is the Green-Naghdi objective rate which is corotational with the spin of the
microstructure Ω of the material. Taking into consideration that applications of the model
described in Chapter 4 concern modeling of materials for which plastic strains are orders of
magnitude larger than elastic strains, then, one can assume small elastic strains. In this case,
as proved in Aravas [8] and Fish [29], the hyperelastic formulation (2.12) can be reduced, in
leading order, to the hypoelastic one of (2.13) with:
Leijkl = RipRjqRkrRlsLˆepqrs
Additionally, for small elastic strains, it can be proved that We = O(ε2), ε << 1, so that
W is approximately equal to:
W = Ω + Wp (2.14)
Using (2.13), (2.14) and the definitions of the Green-Naghdi and Jaumann objective rates
one can arrive to an alternative rate formulation of the hypoelastic model expressed in terms
of the Jaumann rate:
∇
σ= ◦σ +σ ·Wp −Wp · σ = Le : De + σ ·Wp −Wp · σ (2.15)
2.2.2 Plastic Regime
It is well known from the theory of infinitesimal deformations that for the inelastic (or plastic
in the context of metal plasticity) part of the deformation, one cannot develop a constitutive
equation that is bijective in stress and strain as in linear elasticity in the sense the one-to-one
correspondence of stress and strain is no longer valid. The latter can be made clear in the
case of uniaxial tension where, given a value for the final stress (strain) state of the material
in the plastic region there exists an infinite number of possible corresponding strain (stress)
states i.e. the final state of the material is path dependent.
To begin with, this implies that additional information is necessary in order to establish a re-
lation between stress and strain in the plastic regime and this information is provided through
the so-called state or internal variables, hereafter denoted as s = {s1, s2, ...sn}. The physical
nature of these variables generally depends on the material under consideration. Neverthe-
less, one could imagine that these variables describe the necessary deformation history of the
material which in turn depends, for real heterogeneous materials, on their microstructure i.e.
the structural distribution of the material in length scales orders of magnitude smaller than
the visible, macroscopic one. Moreover, what one identifies as macroscopic deformation is
due to the transformation or evolution of the underlying microstructure of the material and
in order to describe this evolution, it is necessary to calculate the rate of change of the state
variables which are known as the evolution equations of s.
Another important result of the non bijective nature of the plastic deformation is that
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one should approach its description incrementally and thus the plastic behavior will be de-
scribed by a rate constitutive equation. In this procedure, at every loading increment, one
first needs a criterion to determine whether or not the material point under consideration is
plastically deformed and, in case that it is, a criterion is needed in order to determine if this
point continuous to deform plastically or if it unloads elastically during the increment. This
is achieved by the introduction of the so-called yield function5 and the loading-unloading
criterion.
Yield Condition and Normality Rule
As mentioned above, one wishes to know for a given state of the loading program (i.e. given
σ = σ∗ and s = s∗) whether the material point under consideration is in the elastic or
plastic region in order for the appropriate constitutive approach to be implemented. Then,




< 0 ⇒ Elastic response
≥ 0 ⇒ Plastic Response
(2.16)
The yield function Φ can in principle be any multivariable function of σ and s although
experimental observations and the physics of the material class under consideration have to
be taken into account in order to derive an accurate closed form. In the most general case,
one can write Φ in the form:
Φ(σ, sα) = σe(σ, sβ)− σy(sγ) (2.17)
where σe is a properly defined equivalent stress, σy is the yield curve of the material derived
from the uniaxial tension test and generally β 6= γ.
Using the notion of the yield function one is now able to define the constitutive relation
for the plastic part Dp of deformation. In the case of small elastic deformations, it is proved
in [53] using the postulate of maximum plastic dissipation that Dp for finite plastic defor-
mations is given by a “normality rule” in terms of Kirchhoff stress, which is analogous to
the one of the corresponding infinitesimal theory:
Dp = ϕ ∂g
∂τ
(2.18)
where ϕ is a scalar quantity and g is the so-called plastic potential. For metal plasticity,
the plastic potential g is selected to coincide with the yield function Φ and deformation is
also isochoric (i.e. J = 1). Furthermore, for rate independent plasticity, φ is equal to the
so-called plastic multiplier λ˙ which can be implicitly calculated by the consistency condition
5Although there exist general plasticity theories that do not define a yield function
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described in the following subsection. With all these in mind, (2.18) can be written in the
form:
Dp = λ˙N where N = ∂Φ
∂σ
, λ˙ ≥ 0 (2.19)
As in the case of infinitesimal deformations and due to the symmetry of the Cauchy tensor,
Φ is proved to be convex in the six-dimensional stress space and Dp can be interpreted as
being an outward-pointing normal vector to the yield surface in the direction of N.
The Consistency Condition
In the case of rate-independent plasticity, one imposes the restriction, for ongoing plastic
deformation, that any variation of the internal variables ds (which are the set of parameters
that determine the variation of Φ) is such that the yield criterion is satisfied in the new state
described by s + ds. The aforementioned statement is known as the consistency condition
and can be generally defined (see Dafalias [19]) as:
Φ˙ = ∂Φ
∂σ
: σ˙ + ∂Φ










Moreover, for the constitutive model to be rate independent, the corotational evolution
equations of s have to be homogeneous function of degree one with respect to Dp, i.e.:
◦s= G(σ, s,Dp) = λ˙ g(σ, s) (2.21)
where g is a properly defined function set depending on the state variable choice.
Using the fact that De = D −Dp due to (2.5) and taking into consideration (2.13), (2.19)







: Le : (D− λ˙N) + λ˙ ∂Φ
∂s · g =
= N : Le : D− λ˙
(
H + N : Le : D
)
= 0
⇒ λ˙ = 1
L
N : Le : D (2.22)
where H, which is known the hardening modulus, and the quantity L are given by:
H = −∂Φ
∂s · g and L = H + N : L
e : N (2.23)
Finally, since definition of H, which can be either positive or negative, suggests that it is
order of magnitude of yield stress (O(σ0)), Le is by definition a positive definite tensor of
the same order as the elastic modulus (O(E)), N is of order 1 (i.e. O(σ0)
O(σ0) → 1) and for metals
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O(σ0) << O(E), then (2.23) implies that L is always positive.
Hardening and Loading-Unloading Criterion
The hardening modulus H defined in the previous subsection can be readily proved to be
associated with the local hardening or softening of the material point under consideration. In
this direction, let σA and s define the current state in the vicinity a material point A and ds
be the variation of the state variables that leads to the new state which is characterized by
the yield surface Φ(σ, s+ds). Then, one can decide if the material has undergone hardening
or softening depending on whether the stress σA that caused this incremental variation lies
on the interior or the exterior of the new yield surface or mathematically speaking:
Φ(σA, s + ds)

< 0 ⇒ Hardening
> 0 ⇒ Softening
(2.24)
Using the Taylor expansion of Φ(σA, s + ds) one gets:




· ds +O(ds2) Φ(σ
A,s)=0======⇒
ds=dλ g







= −dλ H (2.25)
Equations (2.24) and (2.25) imply that H > 0 corresponds to hardening while H < 0 corre-
sponds to softening around point A.
One can derive the condition for plastic loading from the fact that λ˙ has to be positive
for further plastic deformation to take place. This observation, along with (2.22) lead to the
following restriction:
λ˙ > 0 L>0==⇒ N : Le : D︸ ︷︷ ︸
σ˙e
> 0⇒ N : σ˙e > 0⇒ N : ∆σe > 0 (2.26)
The quantity ∆σe is known as the elastic predictor and can be thought as the increment
in stress if the corresponding total deformation increment ∆E was thought to be purely
elastic. In the context of computational plasticity, given a ∆E, ∆σe = Le : ∆E is calculated
and the the yield condition is examined; if Φ(∆σe) > 0, plastic deformation occurs during
the increment and consequently the elastoplastic constitutive formulation is implemented
whereas Φ(∆σe) < 0 means that elastic unloading takes place and elasticity is used.
Chapter 3
Instabilities, Bifurcations and Nonlo-
cal Theories
Having described the general theoretical framework that will be used for the development
of the model in Chapter 4, it would be useful at this point to address the issue concerning
the necessity of the introduction of an enhanced model in order to deal with computational
simulation difficulties due to instabilities that can possibly arise in elastoplastic mediums. To
be precise, the most commonly encountered instabilities and the corresponding bifurcation
theory, which are closely related to, are briefly presented first. Thereafter, techniques for the
examination and analysis of post-critical behavior as well as a review of the methods that
can be used to tackle the aforementioned numerical difficulties are also summarized.
3.1 Instabilities in Elastic-Plastic Mediums
From a mathematical perspective, the notion of stability is usually associated with the qual-
itative behavior of the solutions of differential equations and the evolution of dynamical
systems under infinitesimal disturbances. More specifically, stability theory addresses the
question of whether or not, small variations of the initial data of a problem will lead to
small variations of its solution. However, in the context of mechanics of materials, a variety
of definitions for stability exist each associated with different conditions under which the
corresponding stability is lost. When examining the behavior of a material undergoing large
inelastic deformations, the corresponding non-linearities involved may result in a number
of instabilities, the most common of which include the so-called geometrical, material and
structural instabilities [12]. The basic characteristics concerning the aforementioned classes
of instabilities are described in the following.
Geometrical and Material Instabilities
A typical example of a geometrical instability appears in the buckling of an elastic-plastic
structural member. As is well known, in principle, when a structural member (e.g. a column
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or a beam) is subjected to compressive external loads1, there exists a load level (which ac-
tually consists the lower bound for the buckling critical load) in which the member deviates
from the fundamental deformation pattern and deflects even though this load level may be
considerably less than the required load for complete loss of stress capacity of the mem-
ber. At the latter critical load, the system becomes unstable and buckling occurs. Any
further increase in load may result in different deformation modes corresponding to differ-
ent critical loads which can be determined by solving an eigenvalue problem in the sense
of ordinary differential equations. Nevertheless, the aforementioned procedure is only valid
under the assumption of a “perfect” member in the sense that neither initial imperfections2
nor deviation from the linear elastic response are taken into account. In such cases, the
nonlinearities introduced result in critical loads lower than the theoretical ones predicted
by the classical theory, with this observation being of utmost importance when designing
large scale structures against buckling instabilities. In this direction, more sophisticated
(mostly numerical) techniques are used for the stability analysis of systems involving geo-
metrical nonlinearities and severe “snap-back - snap-through” behavior such as the so-called
“arc-length” method ([73], [17]). For the sake of completeness, it should be mentioned that
instabilities in elastic-plastic buckling considering initial imperfections have extensively been
examined by Hutchinson in [41], [42] and [43].
On the other hand, material instabilities in the mechanical context are related, from a
phenomenological point of view, to the so-called localization phenomena that can emerge,
under certain conditions, within a structure. The term “localization” in the sense of Rice
[72] refers to the emergence of regions of specific size where all further deformation of the
structure tends to concentrate (i.e., localize) regardless of the fact that the loading program
may remain unaltered. In this case, the rest of the structure usually unloads elastically
and thus exhibits a rigid-like behavior. Classical examples of material instabilities in metals
include the formation of shear bands and the procedure of void nucleation, growth and co-
alescence both of which are related to the well-known failure mechanism of ductile fracture
and actually pose restrictions to the ductility of the corresponding material, i.e. to the mar-
gin of plastic deformation that can be imposed before the material starts to its lose stress
carrying capacity and fail. The latter mechanisms involved in ductile fracture are examined
and compared in a unified manner in [76] and consist in the following:
• Shear bands can emerge in clean single crystals, polycrystalline materials, non-porous
materials, or porous metals due to excessive localization of deformation in narrow
zones which can be a result of different mechanisms in the corresponding materials.
For instance, in the first two cases, due to absence of void nucleating sites or for
high pressure conditions, at some point of the loading, the homogeneous deformation
switches to a highly localized deformation mode, without the occuring of damage
1Although there are cases where buckling is caused by tensile loadings.
2Such imperfections may be of geometrical nature (e.g., initial curvature of the member), of material
nature (e.g. inhomogeneous material) or they may even be associated with the loading conditions (e.g.
eccentric loading).
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(emergence of voids) prior or after the localization. In the third case, localization of
deformation is due to various softening mechanisms at the scale of the microstructure
of the material and for ongoing plastic deformation, the formation of shear bands
is followed by the nucleation, growth and subsequent coalescence of voids within the
bands. Finally, for porous metals shear bands may appear either due to growth of voids
which imply softening of the material and localization of deformation or the emergence
of shear bands and growth and coalescence of voids may happen simultaneously.
• The mechanism of void nucleation, growth and coalescence emerges in the context of
ductile fracture in more than one ways either prior, after or simultaneously with the
localization of deformation described above. One scenario has microvoids that exist
in a number of polycrystalline metals to act as nucleation sites for new voids driven
by the deformation of the material, a procedure which gives rise to softening in the
material due to the growth and coalescence mechanism, which leads to localization
of deformation into shear bands that engulf the aforementioned voids. Alternatively,
especially in the cases where two scale voids3 exist in the material, microvoids nucleate4,
grow and coalesce in the ligaments between larger voids while, at the same time, this
procedure also marks the initiation of localization of deformation in the ligament area.
Nonetheless, it should be mentioned that distinction of the latter mechanisms involved in
ductile fracture is ambiguous in the sense that a number of parameters (such as stress
triaxiality) affect the procedure and it is not clear in all cases which mechanism takes place
before the other or whether they develop in a concurrent manner. Material instabilities, as
described above, have been extensively investigated for instance by Tvergaard in [78], [79],
[80], [81] and by Hutchinson and Tvergaard in [40] for the case of metals and by Bazˇant [13]
for the case of concrete.
Structural Instabilities
Structural instabilities, occuring as a result of widespread geometric or material instabilities,
lead to plastic flow localization, i.e., concentration of stresses and strain rates in a such a
portion of the material, which ultimately results in the total collapse of the structure. Prob-
ably, the most well known instability of this kind is the so-called necking of a tensile metal
test specimen that signals the point of the corresponding deformation program after which
all deformation and stresses localize into a specific region of the material known as the “neck
region”. Another example of a structural instability is that of buckling localization, due to
which, when plastic buckling takes place, the classical periodical pattern of the eigenmodes
is replaced by the growth of localized buckles in some region of the structure ([12]).
Although the latter phenomenological descriptions may provide an insight on the quali-
tative perspective of the various instabilities that may emerge in a material at some point of
3In the sense that existing voids in the material originating from the presence of inclusions are significantly
larger than the voids that may nucleate due to localization.
4The free surfaces of the larger voids most of the times act as nucleation sites of smaller voids.
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its deformation, it would be useful for the sake of completeness to outline the fundamental
stability criteria that are related to the mathematical conditions under which such instabil-
ities may occur. To begin with, a condition concerning material stability was first proposed
by Hill [36] and later was restated by Drucker [25], which states that a material is stable if
the incremental inner product of stress and strain is strictly positive or in other words that
the incremental work of internal forces always increases i.e.,
dW in = dσ : dε > 0 (3.1)
where, with no loss of generality, small strain notation is adopted. Substitution of dσ
from the corresponding incremental constitutive equation5 characterizing the behavior of
the material in (3.1) leads in the following inequality:
dεT : Lep : dε > 0 ∀ dε 6= 0 (3.2)
where Lep denotes the material tangent modulus of the incremental constitutive equation.
In view of the latter and the symmetry of the strain tensor, an instability occurs whenever
Lep loses its positive-definiteness, i.e. when ([24]):
det[Lep + (Lep)T ] = 0 (3.3)
Equation (3.3) suggests only a local condition of stability in the sense that it is a sufficient
condition for an instability in the vicinity of an arbitrary material point of the medium.
However, especially in the context of finite element analysis, one is interested to be aware
of the conditions under which a structural instability might take place. Such a condition
may be derived by considering the integral form of the stability criterion (3.1) for a material
occupying a volume V ([36]): ∫
V
σ˙ : ε˙dV > 0 (3.4)
Introduction of the finite element approximation in the last equation leads to the conclusion






















is the Jacobian “stiffness matrix” of the structure resulting from the discretization
of the corresponding weak formulation of the BVP of elastoplasticity6. It should be noted





is not symmetric7 ([23]). In the latter case, (3.5) reduces to the classical condition
5This constitutive equation can, in principle, be very general but reducible to a “linear-like” form with
the use of the so-called tangential material modulus.
6The general concepts of the Finite Element Method are thoroughly discussed in Chapter 5.
7As is usually the case in finite deformations.
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3.2 Bifurcations and Ill-Posedness of the Elastoplastic
BVP
The instabilities described in the previous section are usually associated in practice with
the transition of the solution of the problem from the primary equilibrium path to one or
more alternative equilibrium paths or, in other words, with the introduction of one or more
bifurcations. As it widely remarked, numerical investigation of the post-bifurcation behavior
with the methods provided by classical continuum models results in serious computational
issues and this can be mathematically explained by the fact that the conditions under which
such bifurcations can emerge coincide with the conditions under which the classical BVP
that models the physical problem is no longer well-posed. In this direction, the conditions for
the occurrence and detection of bifurcations8 and the association of the former with the ill-
posedness are established in the following in order to justify the corresponding modifications
that are introduced later on.
3.2.1 Bifurcation Criteria and Detection Methods
Generally speaking, bifurcations can be categorized, as local or global depending on whether
the corresponding conditions under which they may take place are expressed in terms of







Figure 3.1: Surface discontinuity with outward-pointing normal vector N in an elastic-plastic
medium occupying volume V at time t, which splits the body into two subregions V +t and
V −t .
8It should be mentioned that the relevant discussion focuses on bifurcations related to material and
structural instabilities only. A detailed analysis on geometric bifurcations can be found in the works of
Hutchinson [41], [42].
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Starting with former ones, assuming a rate-independent material with no initial imperfec-
tions, one wants to determine when the constitutive behavior of the material allows the
bifurcation from a homogeneous to a highly localized deformation pattern at some region
in the vicinity of an arbitrary point of the medium. The latter is equivalent to permit the
emergence of a stationary surface discontinuity9 in the material such as the one presented in
Figure 3.1. Compatibility conditions force all infinitesimal material fibers dX in the refer-
ence configuration, which belong to the plane tangential to the surface discontinuity, to be
uniquely mapped into the corresponding fibers dx in the current configuration, so that:
dx+ = dx− ≡ dx = F+ · dX = F− · dX ⇒ (F+ − F−) · dX = 0 (3.6)
Now, setting F+ − F− ≡ G and writing (3.6) in indicial notation one gets:





⇒ G1j, G2j, G3j ⊥ dXj ∀ dX (3.7)
Last equation suggests that since the (row) vectors G1j, G2j, G3j are perpendicular to the
arbitrary fibers dXj then it can be deduced that they are parallel to the normal vector Nj
of the discontinuity surface so they can be written as:
G1j = a1Nj, G2j = a2Nj, G3j = a3Nj ⇒ Gij = aiNj or G = aN (3.8)
where a is an arbitrary vector. In view of these, the jump condition in the deformation
gradient can then be written as:
JFK = F+ − F− = aN or F˙+ = F˙− + a˙N (3.9)
where “JK” denotes the jump in the quantity . Using (3.9), the traction equilibrium
condition across the surface expressed in terms of the Cauchy stress and the constitutive law
in terms of the tangent modulus Lep, it can be proved that (see [56], [72]) a local bifurcation
can occur if there exists a vector N such as:
det(N ·Lep ·N + A) = 0
with A = −12[σ − σNN− (N · σ ·N)δ + NN · σ] (3.10)
What is important to remember here is that in the derivation of (3.10), no assumptions
where made concerning this localization region10 and thus one may postulate that it can be
9As defined by Hill in [37]
10Which, in the context of material instabilities considered here, could refer for example to the thickness
of the shear bands that emerge.
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of arbitrarily small size.
On the other hand, deduction of global conditions for the occurence of a bifurcation at
a structural (global) level is based on the the works of Hill ([35], [36]) concerning the unique-
ness of solution of the corresponding BVP. As proved in [23], [24] a necessary and sufficient
condition for the existence of more than one solutions is that the structural stiffness matrix[
K
]






It should be pointed out that for structures characterized by a symmetric stiffness matrix,
loss of material stability coincides with the loss of uniqueness of solution of the governing
BVP while for non-symmetric stiffness matrices, loss of stability can precede the emergence
of a bifurcation in the sense that (3.5) may be satisfied prior to (3.11) ([24]).
Detection of bifurcation points and analysis of the post-bifurcation behavior is of great
interest, for instance in the numerical determination of limit points in the context of forming
limit analysis. As mentioned in [12], the methods that are usually implemented for the latter
purpose can be briefly categorized as follows:
• The first class of methods11 is based on the calculation of eigenvalues and eigenvec-
tors of the structural stiffness matrix. In this case, one or more negative eigenval-
ues indicate that a possible bifurcation point may have been crossed. Although this
method is straightforward numerical issues related to heavy computational cost and
ill-conditioned stiffness matrix close to bifurcation point may appear.
• Another common method for the examination of bifurcations includes the introduc-
tion of initial imperfections, which can be of material or geometrical type12, and the
determination of possible directions for which (3.10) is satisfied. Naturally, this kind
of analysis seems more realistic since real structures cannot be, in any sense, perfect.
Nevertheless, with this method, the results depend on the choice and the magnitude
of the initial imperfection and thus they correspond to a specific bifurcation mode,
excluding other possible bifurcation types.
• Finally, phenomenological models may also be introduced to enhance the underlying
constitutive model for the investigation of possible bifurcations.
3.2.2 Mathematical Insufficiency of Classical (Local) Models
While the stability and bifurcation detection conditions developed in the previous sections
can be used for the determination of the bifurcation points and the corresponding load levels,
11Also known as “direct” methods.
12In the first case, a slight inhomogeneity of some property is introduced for a specific part of the structure
while in the second case, usually a small dimensional imperfection is introduced.
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post-peak numerical simulations of various related problems (such as damage or strain local-
ization problems) using the classical continuum mechanics theory, usually leads to bizarre
results, both from a physical and from a mathematical perspective. For instance, as it is
pointed out by Pijaudier et al. in [62], implementation of damage and crack propagation
simulations using the standard continuum mechanics theory results in unrealistic failure pre-
dictions in the sense that the corresponding material fails immediately slightly after peak
load with zero energy dissipation and with deformation localized in a zone of zero width. On
the other hand, from a mathematical point of view, the one-dimensional example presented
by Jira´sek and Bazˇant in [44] is illustrative of the underlying loss of well posedness of the
problem. More specifically, in the case of uniaxial tension of a perfect homogeneous bar, it is
proved that, since in the post peak region an infinite number of strain states corresponds to
a unique stress, deformation needs not to be uniform and, at complete unloading, the final
displacement of the bar depends on the size of the softening region which is in fact undeter-
mined. In the context of the finite element analysis of the same bar with a small strength
imperfection, last sentence then implies that, for a well established numerical algorithm, the
softening region extends over a single element and thus its corresponding size depends on
the number of elements, i.e., on the discretization of the problem. These computational
ambiguities are a result of the fact that, the condition for the emergence of a local bifur-
cation (related to a material instability such as localization of deformation) coincide with
so-called loss of ellipticity of the classical BVP that governs the physical problem, leading
to the loss of the well-posedness of the problem. This can be proved in the following manner.
To begin with, consider the rate of equilibrium equations derived from (1.83) in terms of the
nominal stress tensor T, which, in absence of body forces, can be written as:
∇X · T˙T = 0 or ∂T˙ji
∂Xj
= 0 (3.12)
With no loss of generality, assuming that the reference configuration coincides with the
instantaneous (current) one, it is proved in [36] that the material derivative of the nominal
stress and its transpose are given, in terms of the Cauchy stress, as:
T˙ = σ˙ − L · σ + σtr(L) and T˙T = σ˙ − σ · LT + σtr(L) (3.13)
Moreover, using the definition of Jaumann stress rate from Table 1.2, the definition of the
spin tensor W from (1.41) and assuming that the total elastoplastic behavior of the material
can be expressed in terms of the tangent modulus Lep, one has:
σ˙ = ∇σ −12σ · (L−L
T ) + 12(L− L
T ) · σ
where ∇σ = Lep : D = Lep : L (3.14)
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2(δjlσik − δjkσil − σilδkj − σikδjl) + δklσij (3.15)
The ellipticity property can be investigated by examining the so-called principal symbol of
the PDE in the sense of Agmon (see [3]). The can be done by substituting the higher order
derivative of the differential operator (i.e., the differential operator of the principal part of
the PDE) with arbitrary polynomials of the same degree as the order of the corresponding
derivatives. In the context of the tensorial expression (3.15), the principal symbol takes the
form:




·N = N ·Lep ·N + N · Σ¯ ·N︸ ︷︷ ︸
A
= N ·Lep ·N + A (3.16)
where A is given by (3.10)2. Then, the corresponding PDE is said to lose ellipticity13 if there
exists a vector N such that the determinant of the principal symbol is zero, i.e.,
det(Ps) ≡ det(N ·Lep ·N + A) = 0 (3.17)
Comparison of (3.17) with condition (3.10), which marks the onset of a local bifurcation into
a mode of highly localized strain, reveals that the emergence of a surface discontinuity of ar-
bitrary size in the vicinity of a material point of the body coincides with the loss of ellipticity
of the BVP characterizing the physical problem. From a qualitative point of view, since the
corresponding localization area is practically undetermined in view of the classical formula-
tions, the mathematical model admits an infinite number of failure modes in the sense that,
any failure mode with a pre-failure localized area between the real one14 and the one that
corresponds to immediate post-peak load collapse with zero size and dissipation, is math-
ematically accepted which contradicts the physical existence of a unique final failure pattern.
From this discussion, it is obvious that, in order to tackle the problems described above,
additional information must be taken into account concerning the size of the localization
area so as to express the real failure process. This size, also known as the characteristic
length of the material, is an intrinsic material property which acts as localization limiter, i.e.,
it establishes a lower bound to the possible size of the various localized phenomena. Among
other ways to incorporate such a material length to the problem, a solution is to extend
the classical (local) continuum model using the so-called nonlocal theories, the basic ideas of
which are described in the following section. For instance, as proved in [11], the addition of a
13Strictly speaking the property of ellipticity actually refers to the corresponding differential operator.
14This refers to the observable one, the one that would take place if the corresponding experiment was
carried out.
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nonlocal enhancement in a classical formulation allows the restoration of the well posedness
of the mathematical problem, although ellipticity may still be lost if the elastic moduli Le
lose ellipticity, a condition which is unlikely to happen in real situations since that would
require very high stress rates which rarely occur in practice.
3.3 Fundamentals of Nonlocal Theories
As described in [75], classical continuum models, i.e., models that do not incorporate an
intrinsic material length, can be considered local in the sense that they exclude long-distance
material point interactions accepting force interactions at finite distance only in the form
of body forces. Indeed, the formulation of continuum mechanics theory is based on the as-
sumption that the stress state at any material point of the body depends solely on the strain
history at that point. The corresponding deformation history of the material at any point
in time is then characterized by the current values of the state variables alone as described
in the previous chapter, excluding any higher order gradients that would imply nonlocal
effects. In this rationale, mechanical behavior is modeled in the same manner for both the
macro and the micro scale. As proved in practice, the latter consideration poses no problems
in the continuum model as long as strain distribution is smooth and no discontinuities are
present15. However, since all real materials posses heterogeneous properties as the length
scale of observation becomes smaller, it becomes a necessity, in order to accurately describe
the effects that take place at such a micro level, for the underlying microstructural properties
not to be neglected. For example, these effects become of utmost importance when highly
nonlinear (inelastic) material behavior is exhibited (as in the case of strain localization due
to severe plastic deformation, examined in the previous sections). In this case, classical
continuum models, which to not include a characteristic length, prove to be inadequate, lose
their ellicptic16 character and fail to correctly produce meaningful results.
In the context of plasticity, a solution to overcoming the aforementioned difficulties can
be achieved by enhancing the classical models so as to include long-range interactions at all
material points, where the precise distance of these interactions is dictated by the character-
istic length ` of the material. In general, one can divide such enhancement into two major
groups (see [75] for more details on each topic):
• Models that enhance the kinematic equations, in the sense that they incorporate higher
order gradients or nonlocal averages of the strain field.
• Models that enhance the constitutive equations by considering gradients or nonlocal
averages of the internal variables such as the class of models described for example by
Ramaswamy and Aravas in [68], [69].
15This is usually the case in classical elasticity theory where stress and strain fields remain homogeneous.
16Or hyperbolic character in the case of dynamics.
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Even though, both methods have been extensively used throughout the literature, the latter
seems more computationally attractive and is favored in this thesis in the form of the gradi-
ent model described in Chapter 4 since it can be implemented in such a way so as the elastic
part of the formulation may still be described by the classical model and the nonlocal effect
be activated only in the plastic part of the constitutive equations.
At this point, for the sake of completeness, it is important to give the definition of the
nonlocal of a local variable. For this purpose, consider the local field a(x) that may repre-
sent any quantity of the local problem that is meaningful to define a corresponding nonlocal
quantity (i.e., it may refer to strain or any other scalar, vector or tensor internal variable).










where w is a properly selected weight function and y is the position vector of the infinitesimal
material volume dV (y). It should be noted here that, the normalising factor W is defined
in such a way so that as ` → 0 or for a homogeneous local field variable, the nonlocal
formulation reduces to the local one. Nonlocal models that fit in the formalism defined by
(3.18) are considered strongly nonlocal from the mathematical perspective in the sense that
the nonlocal variable is calculated using information from all material points included in the
domain V of integration. Finally, the intrinsic material length is introduced through the
weight function w, which is usually of the Gaussian type in the sense that it can be stated















3.3.1 Constitutive Model Enhancement of the Gradient Type
As mentioned in the previous section, a subclass of methods for the enrichment of the
constitutive equations consists in the introduction of gradients of local internal variables.
In principle, this can be done either explicitly or implicitly depending on the way gradients
enter the model. To begin with, with no loss of generality, let a(x) be a scalar local internal
variable. Then. both approaches depend on the evaluation of the nonlocal counterpart of a
which can be found by expanding the latter quantity into a Taylor series and substituting
in (3.18), a procedure that ultimately yields ([26], [61]):
a¯(x) = a(x) + c(`)∇2a(x) + d(`)∇4a(x) + · · · (3.20)
48 Instabilities, Bifurcations and Nonlocal Theories
where the parameters c(`), d(`) both have dimensions of length to an even power. If the
nonlocal variable is chosen to be directly calculated from (3.20) then the corresponding
enhancement is called explicit in the sense that gradients of the local variable are directly
utilized in the nonlocal enrichment. However, even though the latter expression, which is
a a simple algebraic equation, seems appealing from a computational point of view one
should, nonetheless, observe that its actual evaluation requires the truncation of the series,
a procedure which from a mathematical point of view imposes restriction on the accuracy
of the approach. From a physical point of view, reduction of higher order gradients in the
calculation of the nonlocal variable diminishes the desirable long-distance effects and thus
renders this method weakly nonlocal in the sense that the response of the material at any
point depends only on the infinitesimal neighborhood of that point only. On the other hand,
if one considers the calculation of a¯ from the PDE of the Helmholtz type that is constructed
by subtracting the Laplacian of (3.20) premultiplied by c(`) from itself, i.e.,
a¯(x)− c(`)∇2a¯(x) = a(x) (3.21a)
where ∇2a¯(x) = ∇2a(x) + c(`)∇4a(x) + · · · (3.21b)
then, since (3.21b) incorporates an infinite series of higher order terms, truly long distance in-
teractions are included . Unique determination of a¯ requires appropriate boundary conditions
which, in view of the desired behavior in the limiting cases of small ` and/or homogeneous
local fields, are defined by using the homogeneous Neumann boundary conditions ([26], [75]):
∇a¯ · n = 0 on ∂V (3.22)
where n is the outward normal to the external boundary of the solution domain V . Such
models that involve an additional field equation for the nonlocal variable are known as
implicit in the sense that this nonlocal variable is not directly evaluated from the gradients
of the local variable but it is instead the solution of BVP of the general form (3.21a),
(3.22). As proved by Peerlings et al. in [61], the mathematical strong nonlocal character
of implicit gradient models is verified due to the fact that this additional BVP is equivalent
to the nonlocal average operation described by (3.18), if Green’s function is used as the
corresponding weight function and c(`) is defined as:
c(`) = `2 (3.23)
With all these in mind, and by taking into account the computational simplicity of the
implementation of a gradient compared to an integral model, an implicit gradient model of
the form (3.21a)-(3.23) has been developed, which is described in the ensuing chapter.
Chapter 4
Gradient Anisotropic Model for Porous
Materials
In this chapter the gradient anisotropic model for two-phase porous materials which builds on
the work of Aravas and Ponte Castan˜eda [7] is presented. More specifically, a brief discussion
about the physical aspects and modeling of the material and its microstructure is carried out.
Thereafter, the general notions developed in Chapter 2 are specified for the development of
the elastic and plastic constitutive behavior of the material which are then combined for the
derivation of the total elastoplastic, rate constitutive equation and the so-called “material
tangent moduli”, which are used in the finite element method presented in Chapter 5. A
mixed implicit-explicit numerical procedure for the integration of the aforementioned rate
equations is also introduced.
4.1 Description of the Model
As described in [21] and [63], two-phase porous materials are a special case of two-phase com-
posites with so-called “particulate” microstructures1 where the inclusion phase (the phase
with the smaller concentration or volume fraction) is considered vacuous, i.e. fully com-
pressible. As suggested by Ponte Castan˜eda and Willis [65] and Kailasam et al.[45], [46],
the special class of “particulate” microstructures for which ellipsoidal inclusions are spa-
tially distributed with the so-called “ellipsoidal symmetry”2 can, in the most general case,
be described by considering that the “shape” and “orientation” of the distribution is differ-
ent from the actual shape and orientation of the voids. Nonetheless, for porous materials,
the effect of the spatial distribution of the voids is proved to be insignificant and can be
1“Particulate” microstructures can be thought as a generalized form of the dilute ellipsoidal inclusion
microstructure described in the monumental work of Eshelby [27] where no restriction on the concentration
of the inclusions is imposed.
2The notion of “ellipsoidal symmetry” is of statistical nature and can be interpreted as follows; if x is
the center of an inclusion or the distribution of inclusion r in space then “ellipsoidal symmetry” expresses
the probability of the center x′ of another inclusion/distribution s to be located on the circumference of an
ellipsoid with center x.
50 Gradient Anisotropic Model for Porous Materials
neglected which consequently leads to the assumption that microstructure and its evolution
will solely depend on the shape and orientation of the voids which will be assumed to be the
same as their distribution’s. The aforementioned simplifying hypothesis for identical shape
and orientation between the pores and their spatial distribution, allowed the use of the the-
ory for linear elastic two-phase composites presented in [86], [87] in the development of the
anisotropic model of [7] which is the basis for the nonlocal model suggested herein. In this
context, one can introduce a “Representative Local Ellipsoidal Void” (RLEV), as depicted in






Figure 4.1: The “Representative Local Ellipsoidal Void”
The RLEV can be fully determined by the triad of unit vectors (n(1), n(2), n(3) = n(1)×n(2))
in the direction of its principal axes along with the corresponding principal lengths (2a1,
2a2, 2a3) or equivalently the local ellipsoid’s aspect ratios defined as w1 = a3/a1 and w2 =
a3/a2. In the beginning, the pores are assumed to be ellipsoidal and they are uniformly
distributed in the matrix phase and during the deformation program they remain ellipsoidal
but change their shape, volume and orientation. This implies that, in the most general case,
the homogenized material exhibits a locally orthotropic behavior and retains this material
symmetry throughout its deformation with the corresponding axes of orthotropy coinciding
with the principal axes of the RLEV. As a special case of the latter generalization one can
consider the case of spherical voids (i.e. a1 = a2 = a3) for which the effective material
behavior is initially isotropic. Additionally, if Vv is the volume of the voids and V is the





In the original formulations of the classical (local) anisotropic model first described in [66]
and later extended in [7] and [47], the microstructure of the porous material is characterized
by the equivalent plastic strain ε¯p of the matrix material, the aspect ratios wα, α = 1, 2, the
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orientation vectors n(i), i = 1, 2, 3 and the local porosity floc, i.e., the state variable vector s
is given as:
s = {ε¯p, floc, w1, w2,n(1),n(2),n(3)} (4.2)
Moreover, the effective yield function Φ˜ and the normalized effective fourth order viscous
compliance tensor m˜ for the linear comparison porous material, which was first derived using
the variational method proposed in [64], depend on the aforementioned internal variables (see
also [21]):
Φ˜ = Φ˜(σ, s) and m˜ = m˜(floc, w1, w2,n(1),n(2),n(3)) (4.3)
In the context of the gradient anisotropic constitutive model proposed in this thesis, a
nonlocal porosity variable f is introduced for the regularization of the aforementioned local
model. The nonlocal porosity f is determined from the solution of a BVP of the form
presented in Chapter 3 for an implicit gradient constitutive enhancement, i.e.:
f − `2∇2f = floc in V
B.C. : ∂f
∂n
= 0 on ∂V (4.4)
where ∂V is the boundary, with outward-pointing vector n, of the solution domain V and ` is
the characteristic length of the material3 which acts as a localization limiter and thus allows
the restoration of the well-posedness of the fundamental elastoplastic BVP. Furthermore, it
is now assumed that Φ˜ and m˜ depend on the nonlocal porosity f instead of floc so they are
of the form:
Φ˜ = Φ˜(σ, ε¯p, f, w1, w2,n(1),n(2),n(3)) and m˜ = m˜(f, w1, w2,n(1),n(2),n(3)) (4.5)
where explicit expressions for Φ˜ and m˜ are given in the sections that follow. Finally, in order
to ensure that more accurate predictions are attained for the homogenized response and the
evolution of the microstructure for low as well as high stress triaxiallities, the aforementioned
tensor m˜ is substituted by a modified version proposed by Danas and Aravas in [22] which
is given as:
m˜mvar = m˜ + (q2J − 1)J : m˜ : J , qJ =
1− f√
f ln(1/f) (4.6)
where J is the fourth order hydrostatic (spherical) “projection” tensor (defined in Eq. 4.11)
and qJ is introduced as a correction factor for more realistic predictions in purely hydrostatic
loadings.
3In polycrystalline materials the characteristic length is of the same order as the size of a grain.
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4.1.1 Elastic Constitutive Behavior
As mentioned in Subsection 2.2.1, for finite (plastic) deformations with small elastic strains,
a hypoelastic constitutive equation for the elastic part of the rate of deformation can be
adopted in the sense of the inverse of (2.13):
De = M˜e : ◦σ (4.7)
where M˜e is the macroscopic elastic compliance tensor of the porous material and ◦σ is the
rate of the true stress which is corotational with the spin of the voids, i.e.,
◦
σ= σ˙ − ω · σ + σ · ω (4.8)
with ω4 being the spin of the voids relative to a fixed frame of reference which can be
mathematically expressed by the rate equations of the orientation vectors n(i), i.e., n˙(i) =
ω ·n(i), i = 1, 2, 3. The skew-symmetric, second order tensor ω is calculated in the context of
the evolution of the shape and orientation of the representative local ellipsoid presented later
in this section. Taking into consideration the simplifications about the shape and orientation
of the voids and their spatial distribution discussed in the previous section, one arrives at
the following expression for the effective elastic compliance tensor ([21], [86]):
M˜e = M+ f1− fQ
−1 (4.9)
In (4.9), M is the elastic compliance tensor of the matrix, which is defined as the inverse of
the matrix material’s elasticity tensor L:






K+ 1− 2ν1 + ν J
)
, L = 2µK+ 3κJ (4.10)
where µ, κ and ν denote the shear modulus, bulk modulus and Poisson’s ratio of the matrix
material respectively and K, J are the fourth order “shear” and “hydrostatic” projection
tensors given as:
J = 13δδ and K = I −J (4.11)
with δ, I being the second and fourth order symmetric identity tensors with Cartesian
components δij and Iijkl = (δikδjl + δilδjk)/2 respectively. Moreover, f is now the nonlocal
porosity defined by 4.4 and Q is a fourth order tensor concerning the microstructure of the
material, which is related to the so-called Eshelby tensor S ([27], [28]) as :
Q = L : (I − S) (4.12)
4Which corresponds to the spin of the microstructure generally denoted as Ω in Chapter 2.
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It is important to note here that S depends on the Poisson’s ratio ν of the matrix, the aspect
ratios (w1, w2) and the orientation vectors (n(1), n(2), n(3)) while Q is proportional to µ and
also depends on ν, (w1, w2) and (n(1), n(2), n(3)). Furthermore, S posses the minor symme-
tries (i.e., Sijkl = Sjikl = Sijlk) whereas the fourth order tensor Q posses both the “major”
(Qijkl = Qklij) and the minor symmetries of the elasticity tensor. Explicit expressions for
the tensors Q and S are presented in Appendix A.
In any case, one should also bear in mind that the components of M˜e depend on the non-
local porosity, the shape and orientation of the voids which change as the material deforms
and thus they are not constant.
4.1.2 Plastic Constitutive Behavior
The development of the plastic part of the constitutive behavior is based on the works
of Ponte Castan˜eda [64] and Ponte Castan˜eda and Willis [65] who used the results of the
classical Hashin-Shtrikman estimates as the properties of the so-called “linear comparison
composite” (LCC) in order to derive estimates for the macroscopic behavior of the nonlinear
porous material via an optimization procedure. Using the original expression derived in [21],
[47] and [66] and the modification proposed in [22], the macroscopic yield function for the
porous material is now given as:
Φ˜ = σ˜2e(σ, f, w1, w2,n(1),n(2),n(3))− σ2y(ε¯p) =
1
1− f σ : m˜
mvar : σ − σ2y(ε¯p) (4.13)
where σ˜e is the effective equivalent stress of the LCC and σy(ε¯p) is the yield strength of the
matrix, which is assumed to exhibit isotropic hardening. The modified normalized viscous
compliance tensor m˜mvar is given by (4.6) where m˜ is the effective viscous compliance tensor
for the LCC derived in the classical model:




In the latter expression, M˜e is the same as in (4.9) with the difference that it is calcu-
lated for ν → 1/2, taking into consideration the incompressibility of the matrix. However,
it is more convenient to calculate m˜ from the second expression in (4.14) by considering
the corresponding the limits from the explicit expressions of Q presented in Appendix A.
Moreover, it should be mentioned here that the effective yield function Φ˜ of the material
exhibits orthotropic symmetry with symmetry axes coinciding with the orientation vectors,
n(i), i = 1, 2, 3, of the RLEV. In the special case of spherical voids (i.e., w1 = w2 = 1) the
porous material is macroscopically isotropic and the yield function reduces to:
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where σMe =
√
3σd : σd/2 is the von Mises equivalent stress, σd is the deviatoric stress tensor
and p = σii/3 is the hydrostatic or average stress.
Finally, for the plastic Dp of the rate of deformation, the normality rule given by (2.19)
can be used to characterize the corresponding plastic behavior. Thus, taking into account
(4.13), one can arrive at the following expression:
Dp = λ˙N with N = ∂Φ˜
∂σ
= 21− f m˜
mvar : σ (4.16)
with λ˙ ≥ 0 being the plastic multiplier, an explicit expression of which is later derived for
the case of the gradient anisotropic model presented herein.
4.1.3 Evolution Equations of State Variables
Finite (plastic) deformation inevitably lead to changes in the microstructure of the heteroge-
neous material which in turn is mathematically expressed by the so called evolution or rate
of change of the state variables that model the microstructure, i.e, the evolution equations
of s defined by (4.2). In the case of porous metals, a viable assumption that can be adopted
(since elastic deformation is negligible compared to plastic deformation) is that all changes
in the microstructure are solely a consequence of plastic deformation of the matrix, which
leads to variations in the shape, volume and orientation of the voids. Then, with the latter
hypothesis, one can determine the desired evolution equations of the state variables from
the kinematics of deformation presented in Chapter 2 and, assuming that the evolution of
the state variables concerning the RLEV can be characterized by the average plastic rate
of deformation and spin of the pores, by using the corresponding homogenization procedure
developed in [47] and [66].
4.1.3.1 Evolution Equations for ε¯p and Local Porosity floc
In the classical formulation, considering the physics of the problem, one can derive the
evolution equation of the equivalent plastic strain ε¯p by postulating that the macroscopic
plastic power developed in the material has to be microscopically dissipated for the plastic
deformation of the matrix. Mathematically speaking, this can be expressed as follows:
W˙ pmacro = W˙
p




(4.1)==⇒ σ : Dp = (1− floc) σy(ε¯p) ˙¯εp (4.16)===⇒ ˙¯εp = λ˙ σ : N(1− floc)σy(ε¯p)
In the gradient formulation, floc is substituted by the regularized nonlocal porosity f in the
last expression so the rate of change of ε¯p is now given as:
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˙¯εp = λ˙ σ : N(1− f)σy(ε¯p) ≡ λ˙ g1(σ, ε¯
p, f, w1, w2,n(1),n(2),n(3)) (4.17)
On the other hand, the evolution equation for the local porosity, i.e., the volume fraction of
the pores, is derived in the original model, by starting from its definition (4.1) and considering













= (1− floc) V˙
V
(4.18)
An expression for the quantity V˙ /V can be found using (1.16) and the fact that J˙ = J Dkk:





As mentioned before, elastic strains are small and fully recoverable (during unloading) thus,
one can assume that any changes in floc are due to the plastic part of the volumetric defor-
mation rate, i.e., Dpkk. With this in mind, substitution of (4.19) in (4.18) yields:
f˙loc = (1− floc)Dpkk = λ˙(1− floc)Nkk (4.20)
As with the equivalent plastic strain, in the nonlocal case, floc in (4.20) is substituted with
the nonlocal porosity f . Moreover, in general, one needs to consider not only the evolution of
porosity due to growth of existing voids, which is expressed by (4.20), but also the increase in
porosity with nucleation of new pores as the material deforms due to cracking or interfacial
decohesion of inclusion or precipitate particles. This effect can be introduced using the
strain-driven nucleation term, T (ε¯p) ˙¯εp, proposed by Chu and Needleman [16], where the
nucleation parameter T (ε¯p) is given as:












where fN is the volume fraction of the void nucleating particles and T is selected so that the
nucleation strain follows a normal distribution with mean value εN and standard deviation
sN . Using the aforementioned ideas, one can finally arrive at the general evolution equation
for the total porosity in the material, i.e.,
f˙loc = f˙ (growth)loc + f˙
(nucl)
loc = (1− f)Dpkk + T (ε¯p) ˙¯εp = λ˙[(1− f)Nkk + T (ε¯p)g1] (4.22)
It should be emphasized here that, selection of fN = 0 implies that nucleation of new voids
is neglected and the evolution equation for local porosity reduces to (4.20) with floc → f .
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4.1.3.2 Evolution of the Shape and Orientation of the RLEV
As mentioned in Subsection 4.1.3, for the local formulation, the evolution of the internal
variables concerning the RLEV is based on the average rate of deformation and spin devel-
oped in the voids. Using the variational procedure proposed by Ponte Casten˜eda in [64],
one can determine expression the average deformation rate and the average spin of the local
ellipsoid in terms of the macroscopic plastic deformation rate Dp and the macroscopic spin
of the continuum body W. More specifically, it has been shown in [47] and [66] (see also
[21]) that the average deformation rate Dv and average spin Wv in the RLEV are given as:
Dv = A : Dp and Wv = W− C : Dp (4.23)
where A and C are the so called deformation and spin fourth order “concentration tensors”
of the vacuous phase, which are defined as:
A = [I − (1− floc)S|ν=1/2]−1 and C = −(1− floc)Π : A (4.24)
Here Π denotes the fourth order Eshelby ([27], [28]) rotation tensor that determines the spin
of an isolated void in an infinite, linear viscous matrix. Once again, in the nonlocal model,
floc is substituted by its nonlocal counterpart f so (4.24) now yields:
A = [I − (1− f)S|ν=1/2]−1 and C = −(1− f)Π : A (4.25)
It should be noted here that tensor Π is antisymmetric with respect to the first two indices
and symmetric with respect to the last two, i.e., Πijkl = −Πjikl = Πijlk and depends on the
aspect ratios (w1, w2) and the orientation vectors (n(1), n(2), n(3)). On the other hand, the
“concentration tensors” A and C have the symmetries and antisymmetries of S and Π re-
spectively, both depend on (f, w1, w2,n(1),n(2),n(3)) and in the limiting case of f → 0 their
expressions reduce to the corresponding formulae of Eshelby ([27], [28]) for the case of an
isolated void in an infinite, incompressible matrix. Expressions for the evaluation of tensor
Π are given in Appendix A.
Using the aforementioned ideas, one can calculate the evolution equations of the aspect
ratios (w1, w2) in the following manner. At first, considering the definition of w1 and differ-
























⇒ w˙1 = w1(n(3) ·Dv · n(3) − n(1) ·Dv · n(1)) = w1(n(3)n(3) − n(1)n(1)) : Dv (4.26)
where 2ai is the length of the ith principal axis of the local representative ellipsoid. Addition-
ally, taking into account (4.16) and (4.23) for the plastic and average rate of deformation and
plugging them into (4.26), one can arrive at the following expression for the rate of change
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of w1:
w˙1 = λ˙w1(n(3)n(3) − n(1)n(1)) : A : N ≡ λ˙g2(σ, f, w1, w2,n(1),n(2),n(3)) (4.27)
In a similar fashion, it can be readily proved that the evolution equation for w2 is given as:
w˙2 = λ˙w2(n(3)n(3) − n(2)n(2)) : A : N ≡ λ˙g3(σ, f, w1, w2,n(1),n(2),n(3)) (4.28)
Although equations (4.27) and (4.28) are not directly numerically integrated in the formula-
tion presented herein for the incremental update of w1 and w2 they are, nonetheless, utilized
in the calculations involved in the consistency condition for the evaluation of λ˙, which is
carried out in Section 4.2. In particular, due to numerical difficulties that rose during the
implementation of the gradient anisotropic model for the set of applications presented in
Chapter 6, an alternative approach to the one presented in [7], based on the average kine-
matic description of the local ellipsoidal void, is used in the following for the description of
evolution of the shape and orientation of the voids.
To begin with, one can imagine that the RLEV develops during plastic flow from a “reference
spherical void” of radius a0. In this sense, if B0 denotes the reference configuration and B¯,
Bt denote the the instantaneous initial and the current configurations of the void at any
time of the deformation program, then, the deformation gradient of the ellipsoidal void Fv(t)







≡ F¯v(t) · Fv0 (4.29)
where Fv0 is the deformation gradient of the initial representative void relative to the reference
spherical void and F¯v(t) is the deformation gradient of the evolving ellipsoidal relative to its
initial shape. In the special case where the voids are initially spherical, B0 and B¯ coincide,
suggesting that Fv0 = δ. In general however, the voids can be initially ellipsoidal , i.e., Fv0 6= δ
and the procedure that follows is valid for both cases. Using (4.29), one can prove that the
corresponding average velocity of the RLEV Lv can be written as:
Lv = Dv + Wv = F˙v · Fv−1 = ˙¯Fv · F¯v−1 (4.30)
Now, substitution of the expressions of (4.23) for Dv and Wv in (4.30) yields:
F˙v · Fv−1 = (A− C) : Dp + W (4.31)
which is the differential equation that, together with the initial condition Fv(0) = Fv0, defines
the deformation gradient, Fv(t), of the local representative ellipsoid. Moreover, introducing
the so called “rotation neutralized” ([55]) version of Fv as:
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Fˆv(t) = RT (t) · Fv(t) (4.32)
solution5 of (4.31) leads now to the derivation of an expression for Fˆv which can then be used
for the calculation of the aspect ratios wα and the rotation neutralized orientation vectors
nˆ(i) (see (4.50)), at the end of the increment.
4.2 The Elastoplastic Material Behavior
In the previous sections, a detailed description of the separate elastic and plastic constitutive
behavior of the material model under consideration has been presented. As mentioned in
Section 2.2, in the context of classical (local) rate-independent incremental plasticity, one
wants to derive a combined elastic-plastic constitutive equation relating the objective rate of
a suitably selected stress measure to a corresponding total rate of deformation in the sense
that the aforementioned pair has to belong in the same objectivity class (i.e. both Eulerian
or Lagrangian objective) and simultaneously express a work-conjugate pair. However, in
the case of nonlocal plasticity, the casual Elastoplastic BVP is enhanced with an additional
partial differential equation (and a relevant boundary condition) for the nonlocal porosity
f which now suggests a primary unknown along with the displacement field. Thus, except
from the so called “tangent modulus” of the material, the need for the calculation of the
variation of stress and local porosity with respect to the unknowns of the problem arises in
the finite element method, as will be proved in Chapter 5. The derivation of the aforemen-
tioned relations is as follows.
To begin with, assuming that plastic loading occurs (i.e., λ˙ > 0), then, considering the
fact that De = D−Dp = D− λ˙N as suggested by (2.5), (4.16) and using (2.15), one gets:
∇
σ = Le : De + σ ·Wp −Wp · σ = Le : (D− λ˙N) + σ ·Wp −Wp · σ =
= Le : D− λ˙Le : N + σ ·Wp −Wp · σ (4.33)
Furthermore, it is proved in [7] (see also [18], [19]) that the so-called “plastic spin” Wp can
be written in the form:
Wp = λ˙Ωp (4.34)
where Ωp = Ωp(f, w1, w2,n(1),n(2),n(3)) is a second order tensor, which is given as:







[(n(i)n(j) + n(j)n(i)) : A : N]n(i)n(j), (w3 = 1) (4.35)
Substitution of (4.35) in (4.34) now yields:
5The solution procedure of the first order ordinary differential equation (ODE) for Fˆv is presented in
detail in Appendix B
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∇
σ = ◦σ +λ˙(σ ·Ωp −Ωp · σ) with ◦σ = Le : D− λ˙Le : N (4.36)
One now needs to derive an explicit expression of the unknown plastic multiplier λ˙. In
this sense, following the generalized rationale developed in Subsection 2.2.2 and taking into
consideration (4.16), (4.17), (4.27), (4.28), the consistency condition ˙˜Φ for the effective yield
function is of the form of (2.20):
˙˜Φ = ∂Φ˜
∂σ





















Since n(i)’s are corotational with the spin of the voids ω then ◦n
(i)
= n˙(i) − ω · n(i) = 0 and
so, substitution of ◦σ from (4.36) to (4.37) leads to:

















= N : (Le : D− λ˙Le : N)− λ˙H + ∂Φ˜
∂f
f˙ =
= −λ˙(H + N : Le : N) + N : Le : D + ∂Φ˜
∂f
f˙ = 0⇒
⇒ λ˙ = 1
L
(




where L = H + N : Le : N (4.38)
Using expression (4.38) for λ˙, ◦σ is now given as6
◦
σ= Le : D− 1
L
(















Plugging this last equation into (4.36), one gets the following for the Jaumann stress rate ∇σ:
∇
σ = ◦σ +λ˙(σ ·Ωp −Ωp · σ) = ◦σ + 1
L
(σ ·Ωp −Ωp · σ)
(
















Le : Nf˙ + 1
L
(σ ·Ωp −Ωp · σ)
(










(Le : N)(Le : N) + 1
L
(σ ·Ωp −Ωp · σ)(Le : N)
]
















(Le : N− σ ·Ωp + Ωp · σ)f˙ ⇒
6Here the property (A : B)C = (CA) : B, that holds for any triad of second order tensors A, B, C, is
taken into account.
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⇒ ∇σ =
[




Af˙ , A = 1
L
(Le : N− σ ·Ωp + Ωp · σ) (4.39)
Equation (4.39) can now be used to approximate the aforementioned variations7 of stress
with respect to strain and nonlocal porosity as:
∂σ
∂E = L





Furthermore, substituting λ˙ from (4.38) into (4.22), one also gets:
f˙loc = λ˙[(1− f)Nkk + T (ε¯p)g1] = 1
L
[(1− f)Nkk + T (ε¯p)g1]
(





⇒ f˙loc = BN : Le : D +B∂Φ˜
∂f
f˙ , B = 1
L
[(1− f)Nkk + T (ε¯p)g1] (4.41)
Using (4.41), variations of floc with respect to strain and the nonlocal porosity are approxi-
mated as:
∂floc






The total elastoplastic behavior of the model can now be described in a conveniently unified





(Le : N− σ ·Ωp + Ωp · σ) , B = α
p
L
[(1− f)Nkk + T (ε¯p)g1] (4.43)
If αp = 1, then elastic-plastic behavior occurs and the total response of the material is
described by (4.39) - (4.42). On the contrary, αp = 0 implies that A = 0 and B = 0,
elasticity takes place, and the constitutive behavior is described by the reduced versions of
(4.39), (4.40) and (4.42) :
∇






= 0 , ∂floc




7In general however, such variations actually depend on the integration scheme that is implemented to
integrate the constitutive equations. In the latter procedure, the corresponding variations also known as
“linearization moduli” are deduced, which are consistent with integration algorithm that is used for the
integration of the constitutive equations.
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4.3 Numerical Integration of the Constitutive Model
In the previous sections, the total response of the material and the evolution of the mi-
crostructure, as the deformation progresses, has been described in detail. In the context of
finite element analysis, which is used for the numerical implementation of the model pre-
sented herein, the solution of the corresponding BVP is developed incrementally and the
constitutive equations that model the problem have to be integrated numerically at the lo-
cal Gauss integration points of each finite element. To be more precise, at the part of the
computations where material behavior is examined, at a given Gauss point, the solution
(Fn, σn, sn) at time tn as well as the deformation gradient Fn+1 at time tn+1 are known
and the problem is to determine the solution (σn+1, sn+1) along with the “moduli” ∂σ∂E |n+1,
∂σ
∂f
|n+1, ∂floc∂E |n+1, ∂floc∂f |n+1 at the end of the time increment. For this purpose, following [7],
a combination of backward (implicit) and forward (explicit) Euler schemes are used for the
aforementioned numerical integration, with the procedure being as follows.
Let F be the deformation gradient, which is defined relative to the configuration at the
beginning of the time increment under consideration. Then, the time variation of F during
the corresponding time increment [tn, tn+1] can be written as :
F(t) = ∆F(t) · Fn = R(t) ·U(t) · Fn , t ∈ [tn, tn+1] (4.46)
where R(t), U(t) are the rotation and stretch tensors of the right polar decomposition
associated with ∆F(t). Using (1.44) and (4.46) , one can now define the deformation rate
D(t) and spin W(t) tensors as the symmetric and skew-symmetric parts of the velocity
gradient, i.e.:
D(t) ≡ [F˙(t) · F−1(t)](sym) = [∆F˙(t) ·∆F−1(t)](sym) (4.47)
and
W(t) ≡ [F˙(t) · F−1(t)](skew) = [∆F˙(t) ·∆F−1(t)](skew) (4.48)
If the assumption that the Lagrangian triad associated with ∆F(t) (i.e., the eigenvectors of
U(t)) remains constant in the time interval [tn, tn+1] is adopted8 then, as proved in Section
1.5.3, D(t) and W(t) can be given in terms of the logarithmic strain Eln(t) ≡ E(t) by (1.69):
D(t) = R(t) · E˙(t) ·RT (t) and W(t) = R˙(t) ·RT (t) (4.49)
where E(t) = lnU(t) is defined relative to the configuration at time tn. With all these in
mind, one can now define the “rotation neutralized” versions of σ and n(i), as:
σˆ(t) = RT (t) · σ(t) ·R(t) and nˆ(i)(t) = RT · n(i)(t) (4.50)
8An alternative assumption is that of constant strain rate over the increment ([55], [57]) which could be
considered less “computationally safe”, in the sense that accuracy of the numerical solution may deteriorate
severely depending both on the nature of deformation and the size of the increment.
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Additionally, one can readily show using (4.49) and (4.50) that, the Jaumman stress rate is
related to σˆ by the expression:
∇
σ (t) = R(t) · ˙ˆσ(t) ·RT (t) (4.51)
It should be noted here that at the start of the increment (t = tn), the following relations
hold:
Fn = Rn = Un = δ , σˆn = σn , nˆ(i)n = n(i)n and En = 0 (4.52)
whereas at the end of the increment (t = tn+1) one has:










i = known , Rn+1 = ∆Fn+1 ·U−1n+1 = known (4.53)
and En+1 = lnUn+1 = known
where λ(∆F)i , N
(∆F)
i correspond to the eigenvalues and eigenvectors of ∆F respectively. Tak-
ing into account that Φ˜, N, gj (j = 1, 2, 3), and Ωp are isotropic functions of their arguments,
i.e., they are such that:
Φ˜(R · σ ·RT , ε¯p, f, wα,R · n(i)) = Φ˜(σ, ε¯p, f, wα,n(i)) (4.54)
N(R · σ ·RT , f, wα,R · n(i)) = R ·N(σ, f, wα,n(i)) ·RT (4.55)
gj(R · σ ·RT , ε¯p, f, wα,R · n(i)) = gj(σ, ε¯p, f, wα,n(i)) (4.56)
Ωp(R · σ ·RT , f, wα,R · n(i)) = R ·Ωp(σ, f, wα,n(i)) ·RT (4.57)
the constitutive equations (2.5), (4.13), (4.16), (4.17), (4.22), (4.31) and (4.36) and the
evolution equations (4.27), (4.28) can now be written in the rotation neutralized form as:
E˙ = E˙e + E˙p (4.58)
Φ˜(σˆ, ˆ¯s) = 0 (4.59)
E˙p = λ˙N(σˆ, ˆ¯s) (4.60)
˙¯εp = λ˙g1(σˆ, ˆ¯s) =
σˆ · E˙p
(1− f)σy(ε¯p) (4.61)
f˙loc = λ˙[(1− f)Nkk + T (ε¯p)g1(σˆ, ˆ¯s)] = (1− f)∆Epkk + T (ε¯p) ˙¯εp (4.62)
˙ˆFv · Fˆv−1 = (Aˆ− Cˆ) : E˙p (4.63)
˙ˆσ = Lˆe · E˙− λ˙Lˆe : E˙p + λ˙[σˆ ·Ωp(σˆ, ˆ¯s)−Ωp(σˆ, ˆ¯s) · σˆ] (4.64)
and
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w˙1 = λ˙g2(σˆ, ˆ¯s) = (nˆ(3)nˆ(3) − nˆ(1)nˆ(1)) : Aˆ : E˙p (4.65)
w˙2 = λ˙g3(σˆ, ˆ¯s) = (nˆ(3)nˆ(3) − nˆ(2)nˆ(2)) : Aˆ : E˙p (4.66)
where Aˆijpq = RTikRTjlRTpmRTqnAklmn and Cˆijpq = RTikRTjlRTpmRTqnCklmn (i.e., A, C are isotropic
functions of their arguments), Lˆeijkl = RmiRnjRpkRqlLemnpq, and ˆ¯s = {ε¯p, f, w1, w2, nˆ(1), nˆ(2),
nˆ(3)}. Equations (4.58)-(4.64) can now be integrated in order to receive the desired solution
at the end of the increment.
First of all, equation (4.58) can be integrated exactly to yield:
∆E = ∆Ee + ∆Ep ⇒ ∆Ee = ∆E−∆Ep (4.67)
where the notation ∆ = n+1 −n (  being a scalar, vector or tensor quantity) is used
and from (4.52), (4.53), ∆E = En+1 = known. Moreover, ∆Ep is calculated by numerically
integrating the flow rule (4.60) using a backward Euler scheme, i.e.,
∆Ep = ∆λNn+1 , Nn+1 ≡ Nˆn+1 = N(σˆn+1, f, wα|n+1, nˆ(i)n+1) (4.68)
In contrast to [7], a backward Euler scheme is also implemented for the numerical integration
of the evolution equations (4.61), (4.62) for ε¯p and floc:
ε¯pn+1 = ε¯pn + ∆ε¯p , ∆ε¯p ≡ ∆ε¯pn+1 =
σˆn+1 : ∆Ep
(1− f)σy(ε¯pn+1)
≡ R2 : ∆Ep (4.69)
floc|n+1= floc|n+∆floc , ∆floc ≡ ∆floc|n+1= (1− f)∆Epkk + T (ε¯pn+1)∆ε¯p (4.70)
Furthermore, assuming a constant plastic strain rate over the corresponding increment, i.e.,
E˙p = ct, (4.63) can be integrated exactly (see Appendix B) to get an explicit expression for
Fˆv at the end of the increment:
Fˆvn+1 = (exp M) · Fˆvn where M = (An − Cn) : ∆Ep (4.71)
Then, using (4.71) one can calculate the aspect ratios wα|n+1, α = 1, 2 and the orientation
vectors nˆ(i)n+1, i = 1, 2, 3 from the eigenvalues and eigenvectors of the left Cauchy-Green
tensor Bˆvn+1 associated with Fˆvn+1:






Equation (4.64) for the stress at the end of the increment is integrated numerically using
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forward Euler:
σˆn+1 = σn +Len : ∆E−Len : ∆Ep + ∆λ(σn ·Ωpn −Ωpn · σn) ≡ σe + σpc + ∆λR1 (4.73)
where σe = σn + Len : ∆E is the elastic predictor and σpc = −Len : ∆Ep is the so called
“plastic corrector”, which, in the six-dimensional space of symmetric tensors (e.g. in stress
space) can be thought as the “return” to the yield surface in the direction of N. As pointed
out in [7], use of backward Euler for the numerical integration of ∆Ep ensures that a ∆λ
such that the yield condition at tn+1 is satisfied always exists thus allowing for larger strain
increments ∆E compared to the yield strain ([59]). Also, in (4.73) use has been made of the
fact that σˆn = σn, ˆ¯sn = s¯n and Lˆen = Len. Finally, the evolution equations (4.65) and (4.66)
are also integrated using forward Euler, yielding:
∆wα = wα|n(n(3)n n(3)n − n(α)n n(α)n ) : An : ∆Ep ≡ R3α : ∆Ep , α = 1, 2 (4.74)
taking into consideration that nˆ(i)n = n(i)n and Aˆn = An also hold.
The algorithm that has been developed for the update of stresses, state variables and the
“tangent moduli” using (4.67) through (4.74), in case the increment under consideration
is an elastoplastic increment, i.e., Φ˜(σe, s¯n) ≥ 0, is presented bellow. To begin with, the
quantities ∆λ and ∆Ep are now chosen as primary unknowns of the problem which are
























where n = 1, 4, 6 for one-,two- and three-dimensional problems respectively. Since (4.75) are
nonlinear, they are solved numerically using the iterative Newton-Raphson method, which
is implemented in the following manner. Assuming that at any iteration of the method ∆λ
and ∆Ep are known from the previous, non-converged, iteration, and that all quantities at
the beginning of the increment are known as well, one can calculate σˆn+1, ε¯pn+1, wα|n+1 and
nˆ(i)n+1 from (4.73) (4.69) and (4.72) respectively and check for convergence. If convergence is
not achieved in the current iteration, then, in order to to determine the corrections of ∆λ

























































































denote the matrix representations of the corresponding tensorial quantities








∂(∆Ep) that appear in the calculation of the Jacobian
in (4.77) can be derived by taking into account the analytical expressions for all involved
















































































































































































where variations of Φ˜ and Nn+1 with respect to nˆ(i)n+1 have been previously found to be small,
from a computational point of view, and thus can be neglected (see [20]). Furthermore, since
f is now a nodal unknown the corresponding derivatives do not appear in the equations
presented above. Using the results for the derivatives of m˜ from the classical variational
procedure derived in [7], one can calculate the derivatives necessary in the latter calculations.

















1− f σˆn+1 :
∂m˜mvar
∂wα|n+1 : σˆn+1 (4.83)
∂Nn+1
∂σˆn+1
= 21− f m˜














J − 1)J :
∂m˜












and the quantity ∂Q






























n n(3)n − n(α)n n(α)n ) : An ≡ R3α (4.89)
Table 4.1: The Newton-Raphson algorithm for the iterative calculation of ∆λ and ∆Ep
1. Set k = 0.
2. Given (∆λ)(k), (∆Ep)(k) calculate (σˆn+1)(k), (ε¯pn+1)(k), (floc|n+1)(k), (wα|n+1)(k) and
(nˆ(i)n+1)(k) from (4.69), (4.70), (4.72) and (4.73).
3. Calculate (Φ˜n+1)(k) and (Gn+1)(k) from (4.75).
4. If (Φ˜n+1)(k) ≤ YTOL and (Gj|n+1)(k) ≤ ETOL, ∀ j, then GOTO 5. Else GOTO i.






(k) and ( ∂G
∂(∆Ep))
(k) from (4.78)-(4.81).
ii. Solve the linear system (4.77) for the corrections ∆(∆λ) and ∆(∆Ep).
iii. Calculate (∆λ)(k+1) = (∆λ)(k)+∆(∆λ) and (∆Ep)(k+1) = (∆Ep)(k)+∆(∆Ep).
iv. Set k ← k + 1 and GOTO 2.
5. Solution has converged. Set n+1 = (n+1)(k), where (n+1)(k) is any quantity
(scalar, vector or tensor) calculated at the converged iteration k, and exit.
After convergence of (4.77) is achieved, ε¯pn+1, floc|n+1 and wα|n+1 are known, σn+1, n(i)n+1 can
be calculated from (4.50):
σn+1 = Rn+1 · σˆn+1 ·RTn+1 and n(i)n+1 = Rn+1 · nˆ(i)n+1 (4.90)
and the “tangent moduli” needed for the finite element calculations can now be evaluated
at tn+1 using (4.40) and (4.42), where ∂Φ˜∂f is given as:
∂Φ˜
∂f
= 1(1− f)2σn+1 :
[




































The Newton-Raphson algorithm described above is summarized in Table 4.1. Closing this
section, it is worth pointing out some important remarks concerning the integration algo-
rithm presented herein.
• In general, at every iteration of the Newton-Raphson method, ∆λ and ∆Ep are eval-








and ∆Ep = ∆λN (4.93)
where ∆f is known from the finite element solution. Moreover, integration of a slightly
modified version of (4.38) and equation (4.60) using forward Euler, yields first estimates
for ∆λ and ∆Ep:
∆λ = 1
Ln
(Nn : Len : ∆E) and ∆Ep = ∆λNn (4.94)
• As mentioned earlier, an implicit integration scheme is used herein for the update of
ε¯p and floc which implies that equation (4.69) is now non-linear in ∆ε¯p. Thus, an
iterative Newton-Raphson method is implemented for the respective calculation which
is presented in detail in Appendix B.
• As in the original classical anisotropic model presented in [7], the so-called “B-bar”
method introduced by Hughes in [39] for nearly-incompressible media, is also used in
the computational implementation of the gradient model.
• In the special case of a two-dimensional problem where the motion is taking place in
the x1 − x2 plane, the n(i)’s can be written as:
n(1) = cos θe1 + sin θe2 , n(2) = − sin θe1 + cos θe2 and n(3) = n(1) × n(2) (4.95)
where (e1,e2) are the unit vectors along x1− and x2− axes. In this case, one can sub-
stitute the orientation vectors n(i)n+1 at the end of every increment with a corresponding
angle θn+1, which can be calculated from equations (4.95), thus making the computa-
tions more efficient. Furthermore, in this case, Ωp can also be written in the following
simplified form:
Ωp = ωp(−e1e2 + e2e1) = ωp(−n(1)n(2) + n(2)n(1)) (4.96a)
with ωp = −e1 ·Ωp · e2 = −n(1) ·Ωp · n(2) (4.96b)
4.3. Numerical Integration of the Constitutive Model 69
Using (4.35), (4.96b) yields:
ωp =

−e1 · (C : N) · e2 + 12
w21 + w22
w21 − w22
(n(1)n(2) + n(2)n(1)) : A : N , when w1 6= w2





The gradient anisotropic model describing the constitutive behavior of the porous metal,
which was developed in the previous chapter, can now be combined with the equations
of motion derived in Chapter 1 to form the BVP which is solved numerically using the
finite element method (FEM), the formulation of which is presented in the following. More
precisely, the corresponding equations consisting the general BVP are summarized first and
the weak (or integral) formulation of the problem is then derived. Furthermore, the finite
element approximation is introduced resulting in a system of nonlinear equations which
are then solved via the Newton-Raphson method. The latter requires the calculation of a
Jacobian matrix, known as the “structural stiffness matrix”, which is calculated in a separate
section. Finally, the fundamental ideas concerning the User MATerial (UMAT) and User
ELement (UEL) subroutines, which are used for the implementation of the FEM in the
general purpose finite element program ABAQUS, are briefly discussed.
5.1 Weak Formulation of the General BVP
Consider a continuum body, which in the reference configuration B0 at t = t0 = 0 occupies
volume V0 bounded by a surface ∂V0 with a mass density ρ0. Imagine now that this body
is subjected to external body forces b per unit mass, surface (traction) forces tˆ on part ∂Vt
of its surface and known displacements uˆ on its remaining surface ∂Vu1. Consequently, the
body is deformed and at a subsequent time t > t0 it occupies volume V bounded by a surface
∂V with a density ρ. Then, the stress field developed in the body in terms of the true stress
can generally be determined by the equations of motion, which are given by (1.83) and are
recalled here for convenience:
∇ · σ + ρb = ρa or ∂σij
∂xj
+ ρbi = ρai with a = u¨ (5.1)
Furthermore, one needs to introduce the kinematic (or compatibility) relations
1Recall that ∂Vt ∪ ∂Vu = ∂V while ∂Vt ∩ ∂Vu = ∅.















which correlate, in general, the deformation rate tensor D to the velocity field υ and the
constitutive equations, which are of the form:
∇
σ = ∇σ (D) (5.3)
are in general nonlinear, and describe the total elastoplastic response of the material due the
external stimulus. The classical BVP is completed with the addition of prescribed displace-
ment and traction boundary conditions on the corresponding parts of the total boundary:
u = uˆ = known , on ∂Vu (5.4)
t = σ · n = tˆ = known , on ∂Vt (5.5)
In the context of the implicit gradient formulation developed in this thesis, the total BVP
is a two-field one in the sense that a second field equation, in the form of a Helmholtz PDE
for the nonlocal porosity, is introduced, i.e.,
f − `2∇2f = floc (5.6)
with the corresponding Neumann boundary conditions on the external boundary ∂V for the
unique determination of f being:
∇f · n = 0 or ∂f
∂n
= 0 on ∂V (5.7)
The constitutive behavior is now enhanced in order to include the dependance of the fields
σ and floc on the unknown field f and so the constitutive equations (5.3) are now of the form:
∇
σ = ∇σ (D, f) and f˙loc = f˙loc(D, f) (5.8)
Thus, the so-called strong formulation of the BVP of nonlocal (gradient) elastoplasticity
involves the field equations (5.1), (5.6), the kinematic relations (5.2), the constitutive equa-
tions (5.8) and the boundary conditions (5.4), (5.5) and (5.7). As pointed out in Section 4.2,
constitutive equations (5.8) are nonlinear and thus the latter BVP has to be solved numeri-
cally. For this purpose, the BVP has to be written in a variational form2, a procedure which
is carried out in the following. For convenience matters, the problems described above are
treated separately and then they are combined to yield the coupled, equivalent variational
formulation.
2Which, as proved by the theory of Calculus of Variations, is completely equivalent with the strong
formulation of the problem since no approximations are introduced so far.
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I. Variational Formulation of the Classical (Local) Problem
In this case, the variational formulation of the BVP (5.1)-(5.5) is strictly described by the
following statement:
Find u(x, t) ∈ H2 satisfying (5.4) such that for all υ?,v? ∈ L2 satisfying the homogeneous




(∇ · σ + ρb− ρa) · υ?dV +
∫
∂Vt(t)
(σ · n− tˆ) · v?dS = 0 (5.9)
where Hk denotes the (Sobolev) space of functions with square-integrable derivatives through
order k, Lp denotes the (Lebesgue) space of p-integrable functions and the test functions
υ?,v? are also known as “virtual velocities”. Taking advantage of the chain rule, the Gauss
theorem and the symmetry of the Cauchy stress, one can readily prove that
∫
V (t)
(∇ · σ) · υ?dV =
∫
∂Vt(t)
(σ · n) · υ?dS −
∫
V (t)
σ : D?dV (5.10)
Substituting the latter expression into (5.9) and taking into consideration that υ?,v? are
arbitrary functions satisfying the B.C’s described above, one can derive the following general




ρb · υ?dV +
∫
∂Vt(t)
tˆ · υ?dS −
∫
V (t)
σ : D?dV −
∫
V (t)
ρu¨ · υ?dV = 0 (5.11)
where σ = σ(u, f) and D? = (υ?∇+∇υ?)/2.
II. Variational Formulation of Nonlocal Problem
The formulation of the BVP (5.6)-(5.7) can equivalently be described by the following vari-
ational statement:




(f − `2∇2f − floc)f ?dV +
∫
∂V (t)
(∇f · n)γ?dS = 0 (5.12)
The latter functional can be simplified as follows. Firstly, using the product rule for the
second term one gets:
∇2ff ? = (∇ ·∇f)f ? = ∇ · (∇ff ?)−∇f ·∇f ? (5.13)
Now, substitution of last expression into (5.12) and use of the Gauss theorem, leads to :




[(f − floc)f ? + `2∇f ·∇f ?]dV − `2
∫
V (t)







[(f − floc)f ? + `2∇f ·∇f ?]dV − `2
∫
∂Vt(t)







[(f − floc)f ? + `2∇f ·∇f ?]dV +
∫
∂V (t)
(∇f · n)(γ? − `2f ?)dS = 0
Since γ?, f ? are arbitrary, choosing γ? = `2f ? and substituting this in the latter expression,




[(f − floc)f ? + `2∇f ·∇f ?]dV = 0 (5.14)
where floc = floc(u, f).
Having derived the corresponding equivalent formulation of the local and nonlocal BVP’s,
one can know combine (5.11) and (5.14) into a single variational statement:
Find u(x, t) ∈ H2 satisfying (5.4) and f(x, t) ∈ H1 satisfying (5.7) such that for all υ? ∈ H1
satisfying the homogeneous B.C. υ? = 0 on ∂Vu and for all f ? ∈ H1:
W (u, f) = −
∫
V (t)
ρu¨ · υ?dV +
∫
V (t)







[σ : D? + (f − floc)f ? + `2∇f ·∇f ?]dV = 0 (5.15)
where σ = σ(u, f), floc = floc(u, f) and D? = (υ?∇ +∇υ?)/2. The latter statement sug-
gests the so-called weak formulation of the mixed BVP, which can now be used to introduce
the finite element approximation.
5.2 Finite Element Formulation
In the context of the FEM, the continuous domain of solution V is discretized into finite
elements and the primary unknown fields of the problem, i.e., u and f , are approximated
within each element using appropriately selected interpolation functions3. The problem is
also discretized in time and is solved incrementally and so the solution of the initial BVP is
reduced to the solution of an algebraic system of nonlinear equations in each increment. More
precisely, in every element at every time instant, one can write the following interpolations:
3Which are known as “shape functions”. Since these are selected a priori, they are considered known in
the following.




















































































































whereM = 1, N = 1, for one dimensional problems, M = 2, N = 4 for two-dimensional, M =
3, N = 6 for three-dimensional problems and n is the number of the total nodal unknowns of













are the matrices of the spatial derivatives, with the former being
















contain the nodal unknowns, the accelerations and the virtual nodal












































1 · · · u1?M f 1? · · · · · · un?1 · · · un?M fn?
⌋
Introducing now the vector bD?c of global virtual unknowns, the matrix mappings of the

















and substituting (5.16)-(5.19) into (5.15) which is calculated at the end of the current incre-
























































































































































































































































































































































correspond to the dynamic and static residuals respectively in any element e of the finite ele-
ment mesh. Equation (5.25)1 suggests, due to the nonlinearity of the constitutive equations,




, which is numeri-
cally solved in each increment using the Newton-Raphson iterative method. For simplicity
reasons and with no loss of generality, for the remainder of this chapter, inertial effects will
be neglected4 (i.e., u¨ = 0 in (5.11) and (5.15)). In this case, (5.25) reduces to the classical














































If, for any iteration of the Newton method, (5.26) does not converge, it is proved that the











































































is the global unknown vector. Although (5.28) can, at least in principle, be used,
along with (5.24), for the determination of the Jacobian of the global system, nonetheless,








Then the differential of W is calculated as:
4The formulation of the FEM and the corresponding solution procedure which is implemented for non-
linear dynamic problems is examined in Appendix C




































Thus, the Jacobian matrix of the system can be evaluated by comparing an analytic expres-
sion for the differential dW with (5.30), a procedure which is carried out in the following
section.
5.3 Calculation of the Jacobian Stiffness Matrix
To begin with the derivation of the exact Jacobian in the general case of finite deformations,
recalling (5.11) and (5.14), expression (5.15) and its corresponding differential can be written
as:
W = W1 −W2 ⇒ dW = dW1 − dW2 (5.31)
Equation (5.31) suggests that the differential of the weak formulation of the mixed BVP
can be derived by separately calculating the differentials dW1 and dW2 of the constituent
problems and then combining them together. In both situations, since finite deformations
are taken into account, all integrals expressed with respect to the current configuration are
transformed into integrals with respect to the reference configuration in order to avoid con-
sidering variations of the non-constant integration limits, differentiation of the corresponding
functional is carried out and then the finite element discretization is introduced. Also, for the
rest of this section, all quantities are assumed to be evaluated at time tn+1 unless indicated
otherwise.
Calculation of dW1 :





ρ0b · υ?dV0 +
∫
∂Vt0












where ρ0 is the initial mass density of the material at time t = 0. Assuming that applied
external forces are independent of the body’s motion, it can be proved (see Papatriantafillou




tr[L? · (−dL ·σ+dσ+σdLkk)]dV = −
∫
V
L? : (dσ−σ ·dLT +σdLkk)dV (5.33)
In order to proceed with the evaluation of dW1 from (5.33), one needs to derive an explicit
5And due to the fact that the force vector dQ on an infinitesimal area in the current configuration can
be expressed as dQ = tˆdS = tˆ0dS0 where tˆ0 is the nominal traction vector at time t = 0.
6Recall here that, for any second order tensors A, B, the property tr(A ·B) = A : BT holds.
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expression for the differential of stress dσ. In principle, this is not a trivial calculation since
the latter variation depends both on the underlying constitutive model and on the numeri-
cal integration scheme used for the integration of the corresponding constitutive equations.
However, an approximate expression for dσ, for the case of the gradient anisotropic model
developed in the previous chapter, can be derived as follows.
To begin with, defining the variation dL = (du)∇ = ∂(du)/∂x and adopting once again
the assumption that the Lagrangian triad associated with ∆F defined by (4.46) is fixed over
the time increment under consideration, it can be proved that:
dD = 12(dL + dL
T ) = R · dE ·RT , dW = 12(dL− dL
T ) = dR ·RT = −R · dRT (5.34)
so that, starting from the relation of σ in terms of σˆ, one has the following:
σ = R · σˆ ·RT ⇒ dσ = dR · σˆ ·RT + R · dσˆ ·RT + R · σˆ · dRT (4.50)1===⇒
⇒ dσ = R ·RT︸ ︷︷ ︸
dW
·σ + R · dσˆ ·RT + σ ·R · dRT︸ ︷︷ ︸
−dW
= dW · σ + R · dσˆ ·RT − σ · dW⇒
⇒ dσ = dJσ − 12σ · (dL− dL
T ) + 12(dL− dL
T ) · σ (5.35)
where dJσ ≡ R · dσˆ ·RT = dσ + σ · dW− dW · σ denotes the differential associated with
the Jaumann derivative of σ. Using the chain rule, dJσ can be evaluated as:
dJσ ≡ R · dσˆ ·RT = R ·
(
∂σˆ




























⇒ dJσ = ∂σ




















Plugging (5.36) into (5.35), one gets the following explicit expression for dσ:
dσ = ∂σ
∂E : dL +
∂σ
∂f
df − 12σ · (dL− dL
T ) + 12(dL− dL
T ) · σ (5.38)
Now, substitution of the latter into (5.33), yields the desired expression for dW1, i.e.,







∂E + Σ + σδ
)





where the components of the forth order tensor Σ are given as7:
Σijkl = Σklij =
1
2(δikσjl − δilσjk − σikδjl − σilδjk) (5.40)







































in the sense that it is defined by taking into account that the matrix
representation of dL contains all components of the corresponding tensor. Furthermore,































































It should be noted here that, if the symmetries of the corresponding tensors are taken into








and N¯ with N in expressions (5.42) and (5.43).
Calculation of dW2 :












Yet again, the latter integral needs to be “pushed-back” from the current to the reference









−1 = F−T · ∂f
∂X
7For explicit expressions concerning this tensor see Appendix D of [60].









−1 = F−T · ∂f
?
∂X (5.45)





(f − floc)f ? + `2 ∂f
∂X · F















−1 · F−T + ∂f
∂X · d(F
−1) · F−T + ∂f
∂X · F











(f − floc)f ? + `2 ∂f
∂X · F





Moreover, it can be readily proved that (see [60]) the following relations hold:
dL = ∂(du)
∂x , d(F
−1) = −F−1 · dL and d(F−T ) = −dLT · F−T (5.48)
Thus, substituting the corresponding quantities from (5.48) into (5.47), and taking into
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The latter expression can be “pushed-forward” from the reference to the current configuration



























dW2 = dW ss2 − 2`2
∫
V




(f − floc)f ? + `2∇f ·∇f ?
]
dDkkdV (5.50)




(df − dfloc)f ? + `2∇(df) ·∇f ?
]
dV (5.51)
where dW ss2 corresponds to the differential of dW2 if small strains are assumed. In order to
further proceed with the evaluation of dW2, one needs to derive an explicit expression for
dfloc. Implementation of the chain rule on floc = floc(u, f) yields:
dfloc =
∂floc








In (5.52), substitution of dE with dD is possible since “small strains” are assumed in the











f ? + `2∇(df) ·∇f ?
]
dV (5.53)
This equation along with (5.50) now yield the desired relation for dW2. Furthermore, consider
the following tensor to matrix mappings:





















and additionally note that dDkk can be written as:





Finally, using the finite element interpolations for the quantities ∇f , ∇f ? given by (5.16),
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Having derived explicit expressions for the differentials dW1 and dW2, one can now substitute




















































































Equation (5.59) is of the same form as (5.30). Thus, comparing the two expressions, one can










































































































































































is the finite strain correction matrix which emerges when no restriction




known for all elements at the end of every














Closing this section, it is useful to have in mind the following remarks:
• Expressions (5.60)-(5.62) are approximate mainly for two reasons; firstly, because of the
finite element approximation which has been introduced in the weak formulation, and
secondly because the tangent moduli are used instead of the linearization moduli in the
evaluation of dσ and dfloc. Even though the latter take into account both the constitutive
model and the corresponding integration scheme they add, nonetheless, more complexity
to the computational implementation without improving the accuracy of the calculations,
as explained bellow.
• As pointed out in [7], [60], the Jacobian stiffness matrix is only involved in the solution
of the system (5.27) for the corrections on the global unknowns of the problem, which
is solved only if (5.26) does not converge in the current iteration of the method. This in
fact implies that, the accuracy of the solution depends on the accuracy of the numerical
calculations which are related to the evaluation of the residual of the problem. On the
other hand, any approximations on the Jacobian matrix only affect the quadratic rate
of convergence of the Newton loop. For example, approximation of the moduli involved




with the tangent moduli of the total elastoplastic equations
introduced in section 4.2 suggests a first order approximation to the linearization moduli
as the time increment ∆t→ 0, which nevertheless suffices an acceptable rate of conver-
gence ([7]). In this context, one could also approximate the Jacobian given by (5.60)
with the “small strain” one, thus simplifying the computational implementation.
• Evaluation of (5.60)-(5.62) require the calculation of the vector bBνc and the matrix[
A∇f
]
. The former can be derived from (5.56) by substituting the interpolation for
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The latter can be derived by explicitly calculating an expression for {dD · ∇f} of the





























































































5.4 The Role of UMAT and UEL Subroutines
Computational implementation of the finite element method presented in this chapter is
realized by making use of the so-called user subroutines of Abaqus/Standard module of the
general purpose finite element program ABAQUS ([1]). This flexible functionality enables
not only the simulation of complex, nonlinear constitutive behavior and/or coupled phe-
nomena but also lets the user create their own element type9 for special modeling purposes.
More specifically, ABAQUS allows the introduction of user-defined material behavior and
user-defined element type through its User MATerial and User ELement subroutines (abbre-
viated as UMAT and UEL respectively), which are written in programming language such
as FORTRAN. The basic ideas concerning the formulation of UMAT and UEL subroutines
is briefly discussed bellow.
8Simplification to two- and one-dimensional problems is straightforward.
9A user-defined element includes the specification of the number of nodes, number of integration points,
the definition of the corresponding interpolation functions, and the degrees of freedom of each node. In the
most general case, degrees of freedom may also vary from node to node in an element, depending on the
nature of the problem for which the corresponding element is used in.
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User MATerial Subroutines
User MATerial (UMAT) subroutines are used in cases where a non-existent, user-defined
constitutive model describing the behavior of the material under consideration needs to be
introduced. In view of (5.26) and (5.60)-(5.62), evaluation of the residual and the Jaco-
bian stiffness matrix of the global problem requires the calculation, in an element (local)
level, of integrals involving quantities that are related to the particular constitutive model
implemented, namely the stresses, strains, one or more state variables and the correspond-
ing material moduli. Generally speaking, the latter integrals are evaluated numerically and
thus, all integrands must be determined at the corresponding Gauss integration points. For
this purpose, the UMAT subroutine is called by ABAQUS at every integration point for
all elements where user-defined material behavior is specified. In material models involving
only mechanical behavior, a UMAT must usually provide the stresses (STRESS), the local
material Jacobian ∂(∆σ)/∂(∆E) (DDSDDE) and any solution-dependent state variables
(STATEV)10 at the end of the corresponding increment that it is called. Additionally, for
coupled temperature-displacement problems the volumetric heat generation per unit time
(RPL) has to be provided along with the variations of the latter quantity and stresses with
respect to temperature and strain11. A typical UMAT code interface is presented bellow.
1 SUBROUTINE UMAT(STRESS,STATEV,DDSDDE, SSE ,SPD,SCD,
2 + RPL,DDSDDT,DRPLDE,DRPLDT,
3 + STRAN,DSTRAN,TIME,DTIME,TEMP,DTEMP,PREDEF,DPRED,CMNAME,
4 + NDI ,NSHR,NTENS,NSTATV,PROPS,NPROPS,COORDS,DROT,PNEWDT,
5 + CELENT,DFGRD0,DFGRD1,NOEL,NPT,LAYER,KSPT,JSTEP,KINC)
6 C
7 INCLUDE ’ABA PARAM. INC ’
8 C
9 CHARACTER∗80 CMNAME
10 DIMENSION STRESS(NTENS) ,STATEV(NSTATV) ,
11 + DDSDDE(NTENS,NTENS) ,DDSDDT(NTENS) ,DRPLDE(NTENS) ,
12 + STRAN(NTENS) ,DSTRAN(NTENS) ,TIME( 2 ) ,PREDEF( 1 ) ,DPRED( 1 ) ,
13 + PROPS(NPROPS) ,COORDS( 3 ) ,DROT( 3 , 3 ) ,DFGRD0( 3 , 3 ) ,DFGRD1( 3 , 3 ) ,
14 + JSTEP(4)
15
16 user coding to d e f i n e DDSDDE, STRESS, STATEV, SSE , SPD, SCD




10Solution-dependent variables usually include the state variables of the corresponding constitutive model,
other variables whose values must be stores for future calculations and variables whose values are needed for
post-processing purposes.
11i.e. the quantities ∂(∆σ)/∂(∆T ) (DDSDDT), ∂rpl/∂(∆E) (DRPLDE) and ∂rpl/∂(∆T ) (DRPLDT).
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User ELement Subroutines
User ELement (UEL) subroutines are usually developed to deal with problems where de-
scretization of the corresponding BVP describing one (or more than one -coupled-) physical
phenomenon(a) results in additional degrees of freedom other than the classical displacement-
rotation ones. As it can be seen from the finite element formulation of the mixed BVP pre-
sented in this chapter, in such cases, more nodal unknowns arise, additional interpolations
may need to be introduced. Additionally, element calculations involve the evaluation of the
residual and the Jacobian stiffness matrix, which are then used in the assembled into the
corresponding global matrices that are used for the solution of the system (5.27). For the
latter calculations, the UEL subroutine is called by ABAQUS for all elements where user-
defined element type is specified. Again, considering only mechanical constitutive behavior,
UEL subroutine should provide the local residual vector (RHS), the local Jacobian matrix
(AMATRX) and any solution-dependent variables (SVARS)12 at the end of the increment it
is called. Furthermore, since visualization of user element output is not directly supported
by ABAQUS, a UVARM subroutine is included for the extraction of all the relevant out-
put variables. Finally, if user-defined material behavior is also implemented, a UMAT-like
subroutine (abbreviated for distinction purposes as KUMAT) also needs to be incorporated
into UEL, which will be called for material calculations13 at each integration point of the






6 INCLUDE ’ABA PARAM. INC ’
7 C
8 DIMENSION RHS(MLVARX, ∗ ) ,AMATRX(NDOFEL,NDOFEL) ,PROPS(∗ ) ,
9 + SVARS(∗ ) ,ENERGY( 8 ) ,COORDS(MCRD,NNODE) ,U(NDOFEL) ,
10 + DU(MLVARX, ∗ ) ,V(NDOFEL) ,A(NDOFEL) ,TIME( 2 ) ,PARAMS(∗ ) ,
11 + JDLTYP(MDLOAD, ∗ ) ,ADLMAG(MDLOAD, ∗ ) ,DDLMAG(MDLOAD, ∗ ) ,
12 + PREDEF(2 ,NPREDF,NNODE) ,LFLAGS(∗ ) ,JPROPS(∗ )
13




12In the context of UEL subroutines, solution-dependent state variables now also include stresses, strains
or other variables which in the context of UMAT are stored separately.
13It should be noted here that if a user-defined element is introduced that also incorporates user-defined
material behavior, additional quantities related to material behavior might need to be calculated for the evalu-
ation the AMATRX. For instance, for the constitutive model presented in this thesis, ∂(∆σ)/∂f (DDSDF),
∂(∆floc)/∂(∆E) (DDFLOCDDE) and ∂(∆floc)/∂f (DDFLOCDF) have to be calculated in addition to
∂(∆σ)/∂(∆E).
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The algorithmic procedure implemented by both the UEL and the corresponding UMAT,
are presented in the following flowcharts.
UEL Starts Read {d








[keS] , {reS} from
(5.26), (5.60)-(5.62)
E




































Figure 5.1: Flowchart of the UEL developed for the implementation of the gradient
anisotropic model. LFLAGS denotes the array containing information about the corre-
sponding procedure type.
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Figure 5.2: Internal flowchart displaying calculations for each Gauss integration point. The
quantity S denotes the array of the solution dependent variables defined for the specific
problem.
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UMAT Starts Read Properties and Sn










σe = σn +Le : ∆E
Φ˜(σe,Sn) ≤ 0
Set Sτ = Sn.
Calculate Elastic
tangent moduli
from (4.45) at time τ





summarized in Table 4.1
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Figure 5.3: Internal flowchart of the UMAT developed for the implementation of the
anisotropic model. Time τ may refer to either the end of the increment (τ = tn+1) or




In this chapter, the finite element results from implementation of the model developed in
Chapter 4 are presented. More specifically, the effect of the gradient enhancement was
investigated with a series of simulations concerning the following benchmark problems:
• Localization of deformation during plain-strain tension.
• The problem of plain-strain ductile fraction under ‘small scale yielding conditions’.




Figure 6.1: Single quadrilateral elements of unit length that were used in various code
validations. Boundary conditions (a) for plane strain tension and (b) for simple shear are
also depicted.
For this purpose, a UEL subroutine for the gradient anisotropic model was initially developed
in the context of this diploma thesis, capable of being used in both static and dynamic finite
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element analyses. Moreover, for comparison purposes, a “nonlocal UMAT”, fully equivalent
to the aforementioned UEL, was also developed, which significantly simplified the proce-
dures. This UMAT, which takes advantage of the similarity between the steady state heat
transfer PDE and equation 4.4, is formulated in such a way so that the temperature degrees
of freedom correspond to the nonlocal porosity f . The Abaqus/Standard module of the
general purpose finite element program ABAQUS ([2]) was used as a solver for the global
discretized equations in conjunction with the latter FORTRAN subroutines, which are called
at every element for local calculations at every integration point. Most code validations were
carried out using series of benchmark one element tests, as the ones depicted in Figure 6.1,
under plain-strain conditions.
Furthermore, calculations for the second and third of the problems mentioned above were
also carried out using the well-known Gurson’s pressure dependent isotropic model1 [31], the
yield function of which is given as:












− (1 + q3f 2) (6.1)
where σe ≡ σvMe =
√
3(s : s)/2 is the von Mises equivalent stress, s = σ − pδ and p = σkk/3
denote the deviatoric stress tensor and the hydrostatic stress respectively, and q1, q2, q3 are
parameters first introduced by Tvergaard in [77] in an effort to make Gurson’s model predic-
tions agree with simulations of materials containing periodically distributed circular cylin-
drical voids. For the series of calculations presented herein, q1 = q2 = q3 = 1 are chosen so
that (6.1) reduces to the classical yield function introduced by Gurson. For this model, the
finite element formulation is identical to the one presented in Chapter 5 and the evolution
equations along with the corresponding consistent “linearization moduli” of the material
model can be found in [5], [30].
Finally, for all applications, the matrix material, with Young’s modulus E and Poisson’s











where n ≥ 1 is the hardening exponent and σ0 is the yield stress in tension. Moreover,
keeping in mind that the length units used here are mm, E, σy are normalized by the
yield stress σ0 and so, all corresponding results (stresses, reaction forces etc.) presented
in the following sections are in this sense normalized as well by the initial yield strength.
Also, for the anisotropic model, it assumed that the porous material initially consists of
a statistically isotropic distribution of spherical voids, i.e., the initial aspect ratios of the
RLEV are w1|0= w2|0= 1.
1Both the local and a gradient enhanced version, in the sense of the mixed BVP formulation presented
in Chapter 5, were used in the corresponding analyses.
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6.1 Localization under Plain Strain Tension
Before proceeding with the application of the gradient anisotropic model to benchmark prob-
lems found in literature, it is was of great importance to verify the proper functionality of
the nonlocal enhancement in the alleviation of the mesh-dependent behavior of the corre-
sponding local model. For this purpose, a series of finite element analysis was conducted
for various meshes, both for the local and for the nonlocal model, the results of which
are presented in this section. More precisely, a series of plain strain tension tests of a 2-
dimensional, rectangular block were carried out using the classical anisotropic model and its
gradient counterpart, with the latter being implemented via the developed nonlocal UMAT.
As in Anand et al. [4], the ratio of the the specimen’s edges H/L is held constant at 1.5.






Figure 6.2: Geometry and boundary conditions for the localization specimen. For this series
of calculations L = 20mm, H = 30mm. No imperfections are introduced since the boundary
conditions are sufficient to trigger the occurence of the localized shear band mode.
Regarding boundary conditions, the bottom face of the specimen at X2 = 0 is held fixed (i.e.,
u(X1, X2 = 0) = 0), the top face at X2 = H is restricted to move in the direction of loading
(i.e. u1(X1, X2 = H) = 0) and the lateral faces, at X1 = 0, X1 = L are kept traction-free.
All analyses are displacement controlled and are driven by the prescribed displacement of the
top face u2(X1, X2 = H) = uˆ2 in the loading direction X2. The imposed boundary conditions
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described above are such that may lead to the rise of a non-homogeneous deformation pattern
without the introduction of any additional material or geometrical imperfections.
Table 6.1: Normalized material properties used for the localization problem.
E ν σ0 n fN N sN
300σ0 0.3 1 10 0.04 0.4 0.1
The mesh-sensitivity analysis is realized for three different meshes that consist of 5400, 8000
and 15000 elements respectively. The four-node, bilinear, isoparamentric plain strain el-
ements CPE4 and CPE4T, with 2×2 Gauss integration points from the general purpose,
continuum element library of Abaqus/Standard [1] are used for the local and nonlocal calcu-
lations respectively. The material properties used in both sets of calculations are summarized
in Table 6.1. Initial porosity is selected as 4% and the nonlocal analyses are carried out for
an ` = 0.05L = 1 mm.















Figure 6.3: Normalized load vs ‘macroscopic axial strain’ curve for the local (` = 0)
anisotropic model for a strain level up to Eln22 ≈ 0.236.
The finite element results for the local series of simulations (` = 0) can be seen in Figures 6.3-
6.5. To begin with, Figure 6.3 depicts the normalized load-extension curves of the specimen
as calculated for the three different meshes that consist of 5400, 9600 and 15000 elements,



















(a) 5400 elements (b) 9600 elements (c) 15000 elements



















(a) 5400 elements (b) 9600 elements (c) 15000 elements
Figure 6.5: Contour Plots of floc at a strain level Eln22 = 0.223, for the local anisotropic
model.










with F2 being the total force in direction X2 evaluated in the analysis and A = Lt is the
corresponding loading area, where the thickness t of the cross-section is selected as unity for
the sake of simplicity. One can observe that up to a strain level Eln22 ≈= 0.16, the numerical
solutions coincide for all meshes and no deviations are exhibited as the discretization becomes
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finer. Nevertheless, this is not the case for deformations beyond the latter critical point. More
specifically, as strains grow larger than the aforementioned critical strain level, the solution
is no longer homogeneous and all deformation progressively localizes into narrow shear bands
as the ones shown in Figure 6.4. As a consequence, damage initiation and propagation also
concentrate in these bands of severe plastic deformation, a fact which is verified by the
the increased values of the local porosity illustrated in Figure 6.5. However, in contrast to
what one would intuitively expect, the non-convergence of the curves in Figure 6.3 as the
mesh is refined reveals the strong mesh-dependency of the solution if no regularization is
introduced in the problem. Moreover, the ill-posedness of the problem is also justified by
taking into consideration that, as the mesh becomes more dense, the width of the shear bands
presented above is reduced, tending to zero so that, for the same level of strain and a different
discretization scheme, more than one failure pattern are admitted. This evidence leads to
the deduction that the local problem is non-objective with respect to mesh refinement and
the local anisotropic model is insufficient to provide a unique solution.















Figure 6.6: Normalized load vs ‘macroscopic axial strain’ curve for the nonlocal (` = 0.05L)
anisotropic model for a strain level up to Eln22 ≈ 0.236.
On the other hand, the situation is entirely different for the gradient anisotropic model. Nu-
merical results in this case are shown in Figures 6.6-6.9. Figure 6.6 illustrates the normalized
load-displacement curves for the anisotropic model with regularization. Obviously, as the
mesh is systematically refined, the curves converge into a single response indicating that a
unique solution is now admitted by the problem. Moreover, Figures 6.7, 6.8 make clear that
the shear bands, which emerge yet again due to localization of deformation, remain finite
as the discretization becomes more dense, and their size now depends on the characteristic
length of the material. Comparison of the distribution of the nonlocal porosity f , which is



















(a) 5400 elements (b) 9600 elements (c) 15000 elements




















(a) 5400 elements (b) 9600 elements (c) 15000 elements
Figure 6.8: Contour Plots of floc at a strain level Eln22 = 0.223, for the nonlocal anisotropic
model.
depicted in Figure 6.9, with its corresponding local counterpart confirms that the former
tends to be more smooth than the latter and, literally being a volume average of the poros-
ity over a region dictated by the intrinsic material length `, takes smaller values as expected.
It should also be noted here that the gradient anisotropic model predicts, in contrast to
the corresponding local model, ‘less severe’ concentration of deformation and porosity in the




















(a) 5400 elements (b) 9600 elements (c) 15000 elements
Figure 6.9: Contour Plots of f at a strain level Eln22 = 0.223, for the nonlocal anisotropic
model.
by the nonlocal enhancement to the original BVP, an observation which is in accordance with
numerical results presented, for instance, by Ramaswamy and Aravas in [69] for a gradient
Gurson model with a similar enhancement of higher porosity gradients.
6.2 Plain Strain Ductile Fracture
In this application, the effect of the nonlocal enhancement to the classical anisotropic model
is investigated in the problem of ductile fracture of a homogeneous porous elastic-plastic
material under plain strain conditions. More specifically, the problem of mode-I blunt crack
under ‘small scale yielding’ conditions (see [70], [71]) is treated for both the local and the
nonlocal model and the results are compared in a similar fashion as was done in [7] for the
same problem. For the sake of completeness, the latter series of calculations were also carried
out using both the classical (local) and a nonlocal version of Gurson’s model with a nonlocal
porosity enhancement of the gradient type, similar to the one described in Chapter 5. A
boundary layer formulation of an infinite body with a semi-infinite, semicircular notch at the
crack’s tip is used in order to study the near tip material response and, due to symmetry,
only the upper half region is analysed. As shown in Figure 6.10, the crack’s face is traction
free and it is constrained to move in the direction X1, perpendicular to the direction of the
external loading. Moreover, displacement boundary conditions at the outer boundary of the
region under examination are applied incrementally, via a user defined MPC subroutine2, to
2Multi Point Constraints (MPCs) can be used to impose, linear or nonlinear, constraints between different
degrees of freedom within a model. For highly complex MPCs that cannot be defined by the predefined types
provided by Abaqus/Standard [1], the latter provides the capability of the desired MPC to be implemented
thorough the corresponding user-specified MPC subroutine.








Figure 6.10: Geometry and boundary conditions for near-tip area of the crack. The outer-
most radius of the area under examination is R ≈ 1.2× 103r0, where r0 is the initial radius
of the semicircular notch at the tip of the crack. For this series of numerical calculations
r0 = 1 mm.
impose an asymptotic dependence on the mode-I elastic solution for classical crack problems,





2pi (3− 4ν − cos θ)
 cos(θ/2)sin(θ/2)
 (6.4)
where ui are the components of the displacement field, KI is the mode-I stress intensity
factor, X1, X2 are the axis of symmetry and the direction of mode-I loading respectively
which define the Cartesian coordinate system that is also depicted in the figure above and
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r, θ are the polar coordinates initiating from the crack-tip.
Table 6.2: Normalized material properties used for the crack problem simulations.
E ν σ0 n fN N sN
300σ0 0.3 1 10 0.04 0.4 0.1
Once again, the four-node, bilinear, isoparamentric plain strain elements CPE4 and CPE4T,
with 2×2 Gauss integration points from the general purpose, continuum element library of
Abaqus/Standard [1] are used for the local and nonlocal calculations respectively. As in [7],
a total of 1658 elements are used in the simulations and the corresponding finite element
mesh near the crack’s tip is shown in Figure 6.11. The material properties used in both
sets of calculations are summarized in Table 6.2. Initial porosity is selected as 4% and the
nonlocal analyses are carried out for an ` = 1 mm. In all cases, results are presented for
various normalized load levels K1 ≡ KI/(σ0√r0).
Figure 6.11: The finite element discretization used for the near-tip region of the semi-infinite
notch.
To start with, finite element results concerning the local models are illustrated in Figures
6.12 through 6.19. Figures 6.12 - 6.16 showcase the distributions of the normalized stress
σ22, the hydrostatic stress p, the equivalent plastic strain ε¯p and the (local) porosity floc
along the path ahead of the semicircular crack’s tip, for a range of normalized load levels
K1 up to K1 = 36.11, with x1 denoting the distance of any point along the path from the
root of the crack. All calculations are restricted to the aforementioned load level range due
to the numerical difficulties encountered by the Gurson’s model, which predicts severe loss
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Figure 6.12: Normalized σ22 distribution ahead of the crack’s tip for different load levels (a)
Anisotropic, (b) Gurson’s model.

































Figure 6.13: Normalized p distribution ahead of the crack’s tip for different load levels (a)
Anisotropic, (b) Gurson’s model.
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Figure 6.14: Normalized von Mises equivalent stress distribution ahead of the crack’s tip for
different load levels (a) Anisotropic, (b) Gurson’s model.































Figure 6.15: ε¯p distribution along the path ahead of the crack’s tip for different load levels
(a) Anisotropic, (b) Gurson’s model.
of stress- carrying capacity of the material for loads higher than K1 = 36.11. Regarding the
material response for load levels up to K1 = 30, one can observe that the anisotropic model
seems to be in agreement with Gurson’s model, both in the stress-strain states and in the
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Figure 6.16: floc distribution along the path ahead of the crack’s tip for different load levels
(a) Anisotropic, (b) Gurson’s model.
damage development predictions at the near-tip region. However, this is not the case for
higher load levels. More specifically, finite element analyses carried out for the local Gurson
model in the load range between K1 = 30 and K1 = 36.11 reveal that the solution exhibits
a transition at a load K1 ≈ 32.5 (see Figure 6.17) from the monotonically decreasing one
to the mode corresponding to K1 = 36.11. As a consequence of this deviation, the crack
propagation mechanism is substantially different between the local anisotropic and Gurson






























Figure 6.17: ε¯p and floc distributions along the path ahead of the crack’s tip for the local








































Figure 6.18: Contour plots of the equivalent plastic strain ε¯p for both local models at the
maximum load level K1 = 36.11.







































Figure 6.19: Contour plots of the local porosity floc for both local models at the maximum
load level K1 = 36.11.
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models, and is in qualitative agreement with the results obtained by Aravas and Ponte
Castan˜eda in [7]. As Figures 6.12a-6.16a suggest, the former model predicts that the most
critical stress state is at a close distance from the tip of the crack while porosity and plastic
deformation are at their maximum precisely at the crack’s root for all load levels. This
implies that damage initiation will take place at the beginning of the semi-circular notch
and will propagate along the path ahead of the blunt crack. On the other hand, Figures
6.12b-6.16b show that the corresponding crack initiation and propagation mechanism is dif-
ferent for the local Gurson model. In that case, at maximum load level, porosity reaches a
peak close but ahead of the crack’s tip while ε¯p also increases in the region as a consequence
of the severe plastic deformation that emerges. Moreover, both pressure and σ22 undergo
a major decrease at the area due to loss of a portion of the stress-carrying capacity of the
material while the critical stress state now develops at some distance from the crack’s root.
This severe local increase in pressure combined with a drastic drop of σeq create high stress
triaxiality conditions3 in the region, an observation which implies that a secondary crack
might emerge ahead of the initial crack. Thus, the local Gurson model predicts that damage
propagation will take place by a multiple crack initiation and coalescence mechanism. The
aforementioned differences in material response between the local models can also be verified
from the contours of the equivalent plastic strain ε¯p and local floc, for the region near the
root of the semi-circular notch, which are shown in Figures 6.18, 6.19.
The situation is entirely different for the nonlocal anisotropic and Gurson models where































Figure 6.20: ε¯p distribution ahead of the crack’s tip at different load levels for the nonlocal
(a) Anisotropic, (b) Gurson model.
3Recall here that the stress triaxiality factor XΣ, which is defined as the quotient of hydrostatic stress
and an appropriate stress norm (usually the von Mises equivalent stress), gives a qualitative estimate about
the stress state at a specific point.
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Figure 6.21: floc distribution ahead of the crack face at different load levels for the nonlocal
(a) Anisotropic, (b) Gurson model.




























Figure 6.22: f distribution ahead of the crack face at different load levels for the nonlocal
(a) Anisotropic, (b) Gurson model.
regularization has been used. The corresponding results are shown in Figures 6.20 through
6.28. Again, Figures 6.20-6.25 illustrate the plots along the path ahead of the blunt crack’s
root for the same variables as with the local models, with the addition of the ‘path plot’ for
the distribution of the nonlocal porosity f . The first important thing one can observe here
is that now, there exists a qualitative agreement in the form of the solution, which is similar
for both models and for all load levels. To be precise, both the gradient anisotropic and the
gradient Gurson model predict that porosity reaches its maximum value at the tip of the
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Figure 6.23: Normalized σ22 stress distribution ahead of the crack face at different load levels
for the nonlocal (a) Anisotropic, (b) Gurson model.
































Figure 6.24: Normalized pressure distribution ahead of the crack face at different load levels
for the nonlocal (a) Anisotropic, (b) Gurson model.
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Figure 6.25: Normalized von Mises equivalent stress distribution ahead of the crack face at
different load levels for the nonlocal (a) Anisotropic, (b) Gurson model.
crack where, as a consequence, the equivalent plastic strain ε¯p is also maximum. Additionally,
in view of the values of p and σeq at a short distance ahead of the crack, one can also deduce
that high triaxiality conditions are present near the crack’s root. Finite element analyses
carried out for values of ` higher than unity also exhibited the same qualitative behavior.
Thus, the regularized models predict that damage will initiate from the crack’s root and will
propagate ahead of the crack in similar manner, which is in fact a more realistic prediction of
the procedure of ductile fraction compared to the one given by the local Gurson model. This
can be attributed to the fact that, since regularized models are objective, in the sense that
a sufficient and proper discretization will lead to the unique solution, predictions made by
such models can be considered more valid compared to any local model. The corresponding
contour plots for ε¯p, floc and f at the tip’s region that verify the aforementioned remarks are
presented in Figures 6.26-6.28. Furthermore, proper functionality of the gradient models can
be verified from the fact that the nonlocal porosity f takes lower values compared to floc as
expected, since the nonlocal variable f takes into account not only the high levels of porosity
near the crack’s tip but values of floc in a region determined by the characteristic length ` of
the material. Also, comparison of the floc distributions between the corresponding local and
nonlocal models reveals that the gradient models predict in general lower porosity values
than their local counterparts, an observation which is probably a result of the more smooth
solution predicted through regularization.
Finally, the assumption of ‘small scale yielding’ is validated, for the analyses presented
above, from the contour plots shown in Figure 6.29 which illustrate the size of the plastic
region at the maximum load, for the nonlocal models (the plastic zone is of the same size
in the local models as well), since they reveal that the length of the plastic zone, in both








































Figure 6.26: Contour plots of the equivalent plastic strain ε¯p for both nonlocal models at
the maximum load level K1 = 36.11.







































Figure 6.27: Contour plots of the local porosity floc for both nonlocal models at the maximum








































Figure 6.28: Contour plots of the nonlocal porosity f for both nonlocal models at the
maximum load level K1 = 36.11.











































Figure 6.29: Contour plots of the plastic zone (red region) for both nonlocal models at the
maximum load level K1 = 36.11.
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6.3 The Charpy V-notch Test
In this section, a series of finite element analyses were carried out for the simulation of the
well known Charpy V-notch energy (CVN) test. The CVN impact test is an experimental







Figure 6.30: Dimensions, geometry and boundary conditions of the Charpy test specimen and
the ‘hammer’ used in the simulations. For this series of numerical calculations L = 55 mm,
B = 10 mm, A = 40 mm, D = 2 mm, r0 = 0.25 mm and rH = 2 mm. Due to symmetry,
only half of the billet is analysed.
toughness as well as the ductile-brittle transition temperature of a given material. To be
precise, the test involves striking a notched specimen of standardized dimensions with a
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swinging pendulum of known mass and length that has a sharp edge, which is also known
as the ‘hammer’. Although the method is cost efficient and relatively easy to implement,
nonetheless, mostly rough qualitative results can be deduced and no theoretical correlation
between the mechanisms of crack initiation and propagation and structural design parameters
can be established [74]. The problem of ductile fracture under plain strain conditions is once
more studied by conducting a series of finite element analyses using both the classical and
the nonlocal anisotropic model. Additionally, since the actual CVN may be conducted both
in a quasi-static (slow-bending loading) or dynamic (fast hammer impact) manner, both
static and dynamic analyses were performed for the investigation of the inertial term’s effect
on the process. Some calculations were also carried out by using the corresponding local and
nonlocal Gurson models. Geometry and dimensions of the Charpy specimen that was used
herein as well as the material constants that were employed for all relevant calculations are
illustrated in Figure 6.30 and Table 6.3 respectively, and are the same as the ones used by
Tvergaard and Needleman in [85].
Table 6.3: Normalized material properties used for the Charpy problem simulations.
E ν σ0 n fN N sN
500σ0 0.3 1 10 0.04 0.3 0.1
The finite element mesh that was used for all simulations consists of 4732 elements and is
presented in Figure 6.31. Initially, the specimen was intended to be void free (i.e., floc|0=
(a)
f0 = 0) but due to numerical issues in view of division with zero in the evaluation of 4.6,
initial porosity was set to the very small value of 5× 10−4. Furthermore, in order to account
for the final material failure, the modification for the local porosity first introduced by
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(b)
Figure 6.31: Finite element mesh used for the Charpy test; (a) Discretization for the whole
specimen that was analyzed, (b) Near-notch mesh.
Tvergaard and Needleman in [82] is used in the calculations, i.e.,
f ?loc(floc) =

floc , for floc ≤ fC
fC +
f ?U − fC
fF − fC (floc − fC) , for floc > fC
(6.5)
where fC is the critical porosity value after which the modification is physically relevant,
f ?U is the ultimate value at which all stress-capacity of the material is lost and fF is the
void volume fraction at fracture. For this series of calculations fC = 0.15, fF = 0.25 and
f ?U = 0.67 are selected.
6.3.1 Effect of Nonlocality for the Quasi-Static CVN Test
In this section, finite element results for the quasi-static analyses that were carried out both
for the anisotropic and Gurson’s models are examined. A characteristic length ` = 1 was
selected for all analyses concerning the nonlocal models.
To begin with, results concerning the local models are presented in Figures 6.32 through
6.37. Figure 6.32 shows the normalized load - nominal ‘axial’ strain curve for both local
models, where the normalized load is defined as in 6.31 with A = Ht and the nominal strain
is given as ε = u2/H, with u2 being the vertical displacement of the ‘hammer’. The thickness
of the specimen t is once again unity for the plain strain condition problem. Although the
direction of loading, and the corresponding displacement, are in the opposite direction of
the positive X2-axis, absolute values are presented herein as a matter of convenience. It is
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Figure 6.32: Normalized load vs nominal ‘axial’ strain for the local (` = 0) models up to a
nominal strain |ε| = 0.15




















Figure 6.33: ε¯p and floc distributions along the left side of the specimen at a nominal strain
of 9%.
interesting to note here that the local anisotropic model seems to predict a more ‘stiff’ mate-
rial behavior compared to the local Gurson model, which in turn implies that slightly higher
loads are necessary for the initiation and propagation of the fracture mechanism. From an
energetic perspective, one can also postulate that since the area under the anisotropic curve
is slightly larger than the corresponding one of Gurson’s model, the material governed by the
anisotropic model can absorb slightly more energy before fracture occurs. Figures 6.33, 6.34
illustrate the variation of equivalent plastic strain ε¯p, local porosity floc, hydrostatic stress
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Figure 6.34: Normalized hydrostatic and von Mises equivalent stress distributions along the
left side of the specimen at a nominal strain of 9%.
p and von Mises equivalent stress σeq along the crack’s edge, where x2 denotes the distance
of a material point from the root of the notch. Up to this point of deformation, predictions
of both models concerning the stress state that develops, seem to agree. A difference can
be found in the porosity distribution at the crack’s tip, which is higher for the anisotropic
rather than the Gurson’s model. Moreover, ε¯p is also slightly higher for the anisotropic
model at the beginning of the crack, which is intuitively expected as the region of higher
porosity is consequently characterized by higher plastic strain levels. Nevertheless, in view
of the difference in the distribution of floc, this behavior is, at least partly, in qualitative
agreement with the results obtained for the local models in the case of the mode-I blunt crack
problem examined in the previous section, for lower load levels. In contrast however to the
aforementioned problem, where the local models predict a different damage inititiation and
propagation mechanism, in this problem, crack initiation is predicted to begin at the tip of
the notch for both models. The latter remarks are also validated in view of the contours of ε¯p
and floc, as shown in Figures 6.35, 6.36 for the area near the crack tip. Furthermore, contours
of the aspect ratios w1, w2 for the anisotropic model shown in Figure 6.37 reveal that, at the
tip of the notch, the initially spherical voids tend to become ellipsoids whose major axis is
in the X2-direction, an observation which is intuitively expected since the lower part of the
specimen. due to the bending character of the loading, can be considered to be under tension.
The corresponding finite element results for the nonlocal anisotropic and Gurson models
are presented in Figures 6.38-6.45. Figure 6.38 shows the normalized load-nominal strain
curve for the nonlocal models up to a strain level of 15%. In this case, it is clear that the
overall response predicted by the enhanced models is essentially the same for both material
models. Moreover, Figures 6.39-6.41 illustrate the ‘path plots’ along the left edge of the
specimen for all relevant variables in a similar manner as for the corresponding local mod-
els, with the addition of the plot for the nonlocal porosity f . Firstly, one can note that stress







































Figure 6.35: Contour plots of the equivalent plastic strain ε¯p for both local models at a








































Figure 6.36: Contour plots of the local porosity floc for both local models at a nominal strain
of 9%.







































Figure 6.37: Contour plots of the aspect ratios w1, w2 for the local anisotropic model at a
nominal strain of 9%.
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Figure 6.38: Normalized load vs nominal ‘axial’ strain for the nonlocal (` = 1) models up to
a nominal strain |ε| = 0.15























Figure 6.39: Normalized hydrostatic and von Mises equivalent stress distributions along the
left side of the specimen at a nominal strain of 10% for the nonlocal models.
and strain states that develop near the crack’s tip are once again in agreement, predicting
a peak in pressure at a short distance from the notch’s root. Furthermore, local porosity
distributions reveal that maximum values are attained at the crack’s tip, with the nonlo-
cal anisotropic model predicting a higher peak value compared to Gurson’s model. This
observation is in accordance with the results for the nonlocal models concerning the mode-
I blunt crack fracture problem, where floc takes slightly higher values for all load-levels.
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Figure 6.40: Local and nonlocal porosity distributions along the left side of the specimen at
a nominal strain of 10% for the nonlocal models.










Figure 6.41: ε¯p distribution along the left side of the specimen at a nominal strain of 10%,
for the nonlocal models.
The situation is the same for the distribution of the nonlocal porosity f as seen in Figure
6.40b, with the nonlocal variable taking lower values compared to its local counterpart, as
expected. In addition, another common characteristic between the nonlocal results of this
problem with the one examined in the previous section is that floc takes lower values com-
pared to the corresponding variable in the local model, which one can postulate is due to
the effect of regularization to the solution. The aforementioned observations are also clearly
depicted in Figures 6.42-6.44, which illustrate the contours of ε¯p, floc and f for both models,
in the near-tip region of the specimen. Finally, regarding the shape of the of the pores for the
nonlocal anisotropic model, Figure 6.45 shows the contours of the aspect ratios w1 and w2








































Figure 6.42: Contour plots of the equivalent plastic strain ε¯p for both nonlocal models at a
nominal strain of 10%.
















































































Figure 6.44: Contour plots of the nonlocal porosity f for both nonlocal models at a nominal
strain of 10%. Notice that the legend limits are the same with the corresponding local
porosity for comparison purposes.







































Figure 6.45: Contour plots of the aspect ratios w1, w2 for the nonlocal anisotropic model at
a nominal strain of 10%.
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local model, the tendency of the pores at the tip to become elongated ellipsoids with major
axis in the direction of loading. Another interesting thing to note here, in view of the values
of w2 for the nonlocal compared to the local model, is that once again the distribution of
the variable is more smooth in the nonlocal case, which is in accordance with the overall
‘smoother behavior’ predicted, in general, by the regularized models.
6.3.2 Dynamic vs Quasi-Static Loading in the CVN Test
As mentioned earlier, for the sake of completeness, an investigation was also carried out in
order to examine whether or not the dynamic response of the structure differs significantly
from the previously assumed quasi-static behavior. For this purpose, the same specimen was
used with the difference that now, a prescribed velocity boundary condition for the rigid
hammer was imposed instead of a static displacement boundary condition. Based on the
range of strain rates used in [85], a fairly high strain rate of ε˙2 = u˙2/H = 100 s−1 was used
in the simulations. Initial mass density4, which is used in the calculation of the mass matrix
in the discretized equations of motion, is that of common steel (i.e. ρ0 = 7.85 g/cm3) with
a normalized value ρ¯0 = ρ0/σ0 = 0.0187× 10−9 s2/mm2.










Figure 6.46: Normalized load vs nominal ‘axial’ strain for the static and dynamic problem,
for the nonlocal (` = 1) anisotropic model up to a nominal strain |ε| = 0.15.
With no loss of generality, the analyses were carried out for the nonlocal anisotropic model
and the behavior is expected to be the same for the corresponding local one since the reg-
ularization parameter does not affect the dynamic response of the material. The latter
4i.e. the mass density of the material in the undeformed configuration.
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Figure 6.47: Kinetic energy versus plastic dissipation up to a nominal strain of 10%.
calculations were realized once again for ` = 1 mm. The results are as follows. Figure 6.46
illustrates the normalized load-nomal ‘axial’ strain curves for the static and dynamic prob-
lems, for the aforementioned characteristic length. Due to the presence of weak stress waves
in smaller deformations, the dynamic solution naturally fluctuates around the corresponding
static solution and as deformation progresses, the dynamic solution concides with the quasi-
static one. Moreover, comparison for all relevant field variables revealed that, the dynamic
solution is essentially the same as the static one in ‘large times’, justifying the prediction
indicated, for the overall behavior, by the latter normalized load-strain curves. Finally, for





ρυ · υdV , W p = σ : Dp (6.6)
were also calculated for the dynamic problem, and the results are presented in Figure 6.47.
Obviously, it is clear that kinetic energy, which briefly surpasses plastic power dissipation
at the very beginning stages of deformation, soon becomes negligible, an observation which
suggests that plastic deformation due to the static stress distribution in the material is the
mechanism that dominates the solution. With all these in mind, one can postulate that the
quasi-static approach that was adopted in the investigation of the effect of regularization in
the CVN test is indeed valid.

Discussion and Conclusions
Modeling of materials exhibiting various instabilities due to large deformations suggests, in
general, a challenging problem from the computational point of view due to the limitations
of the classical, local models to provide an objective description of phenomena that take
place in length scales comparable to the size of the underlying microstructure. Calibration
of the regularization method, experimental evaluation of the intrinsic material length, and
selection of the proper constitutive model in order to accurately describe the physics of the
real material behavior are only some of the critical issues that have to be considered, deter-
mination of which is by no means trivial.
In the present work, a rate-independent, implicit nonlocal model of the gradient type was de-
veloped for the case of two-phase porous metals, which also takes into account the anisotropic
characteristics of the corresponding microstructure. The classical anisotropic constitutive
model previously developed by Aravas and Ponte Castan˜eda in [7] was re-established in
order to account for the nonlocal porosity introduced as a part of the regularization pro-
cess. Furthermore, additional modifications both in the mathematical formulation and in
the numerical integration procedure of the evolution equations were realized, in an effort to
improve the accuracy and the computational efficiency of the model. Thereafter, a detailed
insight on the discretization of the problem in view of the finite element method was given.
Regarding the applications of this model, at first, a series of finite element analyses for a
benchmark localization problem have been carried out while the effect of the regularization
imposed by the nonlocal model has been investigated, in a comparative manner with the
corresponding Gurson model, for two different variations of the problem of ductile fracture.
Results deduced from the finite element calculations, can be summarized as follows:
• Concerning the fundamental desired property of any regularizing model, i.e. the alle-
viation of the pathological mesh-dependency exhibited by the respective local model,
it was validated that the model presented herein is capable of successfully tackling the
deficiency while possessing a more realistic material behavior compared, for instance,
to the isotropic Gurson’s model. Moreover, in all cases, the nonlocal porosity was found
to be lower than the local one as expected, with the two being closer to each other as
the intrinsic length was reduced, in other words as the nonlocal model approached the
limiting case of the local one.
• The gradient anisotropic model was found to be in qualitative agreement with the
corresponding gradient Gurson in the problem of ‘small scale yielding’ of a mode-I
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crack while on the other hand, differences between the porosity distribution at the tip
of the crack were noticed in the Charpy V-notch test. This can be possibly attributed
to the different stress and strain conditions developed at the crack’s tip, which in turn
is due to the difference in the loading conditions of the two cases.
• A common feauture observed in both cases of ductile fracture is that both gradient
models, in general, predict less severe ‘concentration’ of stresses, plastic deformation
and porosity (i.e. damage) compared to the local counterparts. This can probably be
interpreted as an effect of the regularization, which smooths out the solution predicted
by the local models.
• Another interesting result is that for intermediate to higher loads, in view of the com-
parison of the local-nonlocal Gurson model for the blunt crack problem, the latter
tends to severely overestimate loss of stress-carrying capacity of the material by arti-
ficially introducing a sudden rise to the evolution of porosity at some distance from
the crack’s root, a property which is in contrast both with the predictions of the local
anisotropic and the gradient counterparts of the models.
• Results of the dynamic anlyses for the CVN test revealed that, even for considerably
high strain rates and different values of the localization limiter, the inertial term’s
contribution to the solution is of negligible size, thus indicating that a quasi-static
approach does not affect the accuracy of the predictions of the nonlocal model for the
problem of ductile fracture, at least in a rate-independent formulation.
In any case however, the complexity of both the constitutive model involved and the neces-
sity for deeper comprehension of the regularization’s effect on the mechanism of initiation
and propagation of damage in porous metals, suggest that further investigation should take
place. For instance, and due to computational issues experienced by the implicit solver for
higher deformations in both problems of ductile fracture, an explicit solving scheme for the
discretized equations could be developed and tested for the simulation of damage propaga-
tion. Furthermore, although two-dimensional problems are able, under certain conditions,
to give fairly good results, the effect of regularization could be more realistically investigated
by using fully three-dimensional models, which of course are considerably more complex
and difficult to construct. Finally, another possibility could be the development of a rate-
dependent nonlocal model and the investigation of its corresponding predictions to both
static and dynamic problems.
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Calculation of tensors S, Π and Q
The formulation of the gradient anisotropic model thoroughly described in Chapter 4 involves
calculations which, among other quantities, require the evaluation of the Eshelby tensors S,
Π and the tensor Q, which is a forth order tensor associated with the microstructure. The
two different approaches for the latter calculations and the corresponding computational
issues that emerge, as presented in [7] and [20], are summarized in the following.
Method I : Willis expressions
The first method is based on the works of Willis [86], [88] who proved that, the Eshelby
tensors S and Π can be written in terms of the forth order tensors P and R respectively
as:
S = P : M−1 and Π = R : M−1 (A.1)
where M−1 = L is the elastic tensor of the matrix and
P = 14pi det(Z)
∫
|ξ|=1





Hˆ(ξ) 1|Z−1 · ξ|3dS(ξ)
(A.2)
Using (A.2), (A.1) yields the following expressions for S and Π:
S = 14pi det(Z)
∫
|ξ|=1
H(ξ) : L 1|Z−1 · ξ|3dS(ξ) (A.3)
Π = 14pi det(Z)
∫
|ξ|=1
Hˆ(ξ) : L 1|Z−1 · ξ|3dS(ξ) (A.4)
Furthermore, a similar expression has been derived by Kailasam et al. in [48] for the mi-
crostructural tensor Q which can be written as:
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Q = µ4pi det(Z)
∫
|ξ|=1
E(ξ) 1|Z−1 · ξ|3dS(ξ) (A.5)
In (A.3)-(A.5), µ is the shear modulus of the matrix material and ξ is the outward-pointing
normal vector to the infinitesimal surface dS(ξ) on which the corresponding surface integrals
are calculated. Moreover, Z is a second order tensor containing the information about the
shape and orientation of the local ellipsoid, i.e.,
Z = w1n(1)n(1) + w2n(2)n(2) + n(3)n(3) , det(Z) = w1w2 (A.6)
H(ξ), Hˆ(ξ) are forth order (fully) symmetric and antisymmetric in the first two indices
tensors respectively1, which are defined in terms of the well known acoustic tensor K as:
[H(ξ)]ijkl = [K−1(ξ)]ikξjξl|(ij)(kl) , [Hˆ(ξ)](ξ)ijkl = [K−1(ξ)]ikξjξl|[ij](kl) (A.7a)
with [K(ξ)]ik = Lijklξjξl (A.7b)
and E(ξ) is a forth order tensor defined as:
E(ξ) = L−L : H(ξ) : L (A.8)
For isotropic matrix material, i.e., L = 2µK+ 3νJ , expressions (A.7a)-(A.8) can be signif-
icantly simplified, leading to:
[H(ξ) : L]ijkl(ξ, ν) = 12|ξ|2 (δikξjξl + δjkξiξl + δilξjξk + δjlξiξk)
− 1|ξ|4
1




1− ν ξiξjδkl (A.9)
[Hˆ(ξ) : L]ijkl(ξ) = 12|ξ|2 (δikξjξl − δjkξiξl + δilξjξk − δjlξiξk) (A.10)
and
[E(ξ)]ijkl(ξ, ν) = δikδjl + δilδjk − 1|ξ|2 (δikξjξl + δilξjξk + δjkξiξl + δjlξiξk)
+ 2ν1− ν
[




1− ν ξiξjξkξl (A.11)
It should be noted that evaluation of the expressions (A.3)-(A.5) involves double (surface)
integrals of the form:
1The notation A(ij)(kl) = 14 (Aijkl +Aijlk +Ajikl +Ajilk) and A[ij](kl) =
1
4 (Aijkl +Aijlk −Ajikl −Ajilk)










A(ξ(θ, φ)) sinφdθdφ (A.12)
where ξ = (sinφ cos θ, sinφ sin θ, cosφ). Using the transformations θ(r) = (r + 1)pi, φ(s) =
(s + 1)pi/2, the latter integral is now evaluated in the interval [−1, 1] and thus, it can be















WiWjA(ξ(θi, φi)) sinφj (A.13)
where θi = θ(ri) and φj = φ(sj), ri and sj are the Gauss integration points, Wi and Wj are
the corresponding weights and NG is the number of integration points in each direction. Al-
though implementation of the procedure presented above is straightforward, accuracy issues
emerge when the aspect ratios w1, w2 significantly differ from unity. In this case, a large
number of Gauss points is required for acceptable accuracy, rendering the method computa-
tionally cost prohibitive. For this reason, the second method presented in the following, is
preferred in the computations.
Method II : Eshelby expressions
An alternative approach2 for the calculation of S, Π and Q is based both on the original
expressions derived by Eshelby in [27], [28] for the components S ′ijkl, Π ′ijkl of S and Π, and
on the evaluation of explicit expressions for the components Q′ijkl using the corresponding
relations presented in the previous section. Primed quantities are used to indicate that
the corresponding components are calculated with respect to a coordinate system which is
instantaneously aligned with the principal directions n(i) of the RLEV. With latter compo-
nents at hand, one can readily calculate the corresponding components with respect to the
global coordinate system by using the standard tensor transformation relations. Moreover,
the expressions presented in the following have been derived by assuming that the principal
lengths of the local ellipsoid, hereafter denoted as 2a ≡ 2a1, 2b ≡ 2a2 and 2c ≡ 2a3 are such
so the inequality a > b > c is satisfied at all times.
To begin with, taking into consideration the corresponding symmetries mentioned in Chap-
ter 4, the matrix mappings of tensors S, Π and Q with respect to a coordinate system,

















where n = 1, n = 4 and n = 6 for one-, two- and three-dimensional problems respectively3.
2Which has indeed proved to be much faster and, in this sense, more computationally efficient.





, I, J = 1, · · · , n, where 1→ {11}, 2→ {22},
3→ {33}, 4→ {12}, 5→ {13}, 6→ {23} is the correspondence between major and minor index pair.
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The components of the latter matrix representations are given bellow. For the forth order
tensor S one has:
S ′11 = S ′1111 = Pa2I11 +RI1 , S ′22 = S ′2222 = Pb2I22 +RI2 , S ′33 = S ′3333 = Pc2I33 +RI3
S ′12 = S ′1122 = Pb2I12 −RI1 , S ′13 = S ′1133 = Pc2I13 −RI1 , S ′21 = S ′2211 = Pa2I21 −RI2
S ′23 = S ′2233 = Pc2I23 −RI2 , S ′31 = S ′3311 = Pa2I13 −RI3 , S ′32 = S ′3322 = Pb2I23 −RI3
S ′44 = S ′1212 =
P
2 (a
2 + b2)I12 +
R
2 (I1 + I2) , S
′
55 = S ′1313 =
P
2 (a
2 + c2)I13 +
R
2 (I1 + I3)
S ′66 = S ′2323 =
P
2 (b
2 + c2)I23 +
R
2 (I2 + I3) (A.15)
where P = 38pi(1− ν) and R =
1− 2ν
8pi(1− ν) (A.16)
For tensor Π the only non-vanishing components are Π ′1212 , Π ′2323 , Π ′3131 and those that
occur from permutations of indices belonging in the first and second index pairs respectively
(i.e., Π ′2112 , Π ′2121 etc.). Thus, since Π is antisymmetric in the first two and symmetric in









Finally, for tensor Q one has the following:




























16piν + (1− 4ν)(I1 + I2)− 3(a2 + b2)I12
]




16piν + (1− 4ν)(I1 + I3)− 3(a2 + c2)I13
]




16piν + (1− 4ν)(I2 + I3)− 3(b2 + c2)I23
]




(1− 2ν)(I1 + I2) + 3(a2 + b2)I12
]




(1− 2ν)(I1 + I3) + 3(a2 + c2)I13
]
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(1− 2ν)(I2 + I3) + 3(b2 + c2)I23
]
(A.18)
In (A.15) through (A.18), µ, ν denote the shear modulus and Poisson’s ratio of the matrix
respectively and the quantities I depend on the relative values between a, b and c as pre-
sented in the original work of Eshelby ([27]). Herein, the corresponding expressions for the
parameters I are summarized once again, for the sake of completeness:
• a > b > c :
I1 =
4piabc
(a2 − b2)√a2 − c2
[
F (θ, k)− E(θ, k)
]
I2 = 4pi−I1 − I3
I3 =
4piabc










3(a2 − b2) , I13 =
I3 − I1





3a2 − I12 − I13 , I22 =
4pi
3b2 − I12 − I23 , I33 =
4pi
3c2 − I13 − I23 (A.19)
• Special Case I : a = b > c :
















I3 = 4pi − 2I1
I13 = I23 =
I3 − I1





I11 = I22 = 3I12 , I33 =
4pi
3c2 − I13 − I23 (A.20)
• Special Case II : a > b = c :
I1 = 4pi−2I2














I12 = I13 =
I2 − I1








3a2 − I12 − I13 , I22 = I33 = 3I23 (A.21)
• Special Case III : a = b = c :
I1 = I2 = I3 =
4pi
3 , I11 = I22 = I33 =
4pi








1− k2 sin2 φ




1− k2 sin2 φdφ








a2 − c2 (A.23)
are elliptic integrals of the first and second kind respectively. Closing this summary, it is
important to recall here, as pointed out in [20], that the latter procedure exhibits computa-
tional difficulties when a, b and c are simultaneously very close to unity. In this situation ,
a linear interpolation between the cases presented above is implemented for the calculation
of the tensors S, Π and Q in the following sense4:







0.01 , N2(b, c) =
b− c
0.01 , N3(b, c) =
1− b
0.01 (A.24)












0.0001 , N4(a, c) =
(1− c)(1.01− a)
0.0001 (A.25)









0.01 , N2(a, b) =
a− b





Gradient Anisotropic Model: Comple-
mentary Calculations
B.1 Solution of the ODE for Fv
As mentioned in the description of the gradient anisotropic model presented in Chapter
4, update of the aspect ratios wα, α = 1, 2, and the orientation vectors n(i), i = 1, 2, 3,
of the representative local ellipsoid in the corresponding incremental procedure requires the
solution of an initial value problem described by the ODE (4.31), which is once again recalled
here for convenience:
F˙v(t) · Fv−1(t) = (A(t)− C(t)) : Dp(t) + W(t) (B.1a)
I.C. Fv(0) = Fv0 = a0n
(1)
0 e1 + b0n
(2)
0 e2 + c0n
(3)






where (a0, b0, c0), (w1|0, w2|0) and (n(1)0 , n(2)0 , n(3)0 ) are the semi-axes, aspect ratios and
orientation vectors respectively of the initial ellipsoidal void and (e1, e2, e3) are the unit
vectors of the global Cartesian coordinate system. In following, in order to simplify the
notation, all quantities are assumed to depend on t unless otherwise specified, and explicit
reference to this dependence is dropped. Adopting the hypothesis that the Lagrangian triad
is fixed within each increment of deformation, then according to (1.69) Dp = R · E˙p · RT
and W = R˙ ·RT hold and one can also define the rotation neutralized form of Fv as:
Fˆv = RT · Fv ⇒ Fv = R · Fˆv (B.2)
where R is the rotation tensor associated with the right polar decomposition of ∆F within
each increment, which is defined by (4.46). Substitution of the latter expressions for Fv, Dp
and W in (B.1a), now yields :
(
R˙ · Fˆv + R · ˙ˆFv
)
· Fˆv−1 ·RT = R˙ ·RT + (A− C) : (R · E˙p ·RT )⇒
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⇒ R˙ ·RT + R · ˙ˆFv · Fˆv−1 ·RT = R˙ ·RT + (A− C) : (R · E˙p ·RT )⇒
⇒R · ˙ˆFv · Fˆv−1 ·RT = (A− C) : (R · E˙p ·RT )
Pre and post multiplying last expression with RT and R respectively one gets:
˙ˆFv · Fˆv−1 = RT ·
[
(A− C) : (R · E˙p ·RT )
]
·R (B.3)
In order to further proceed, one needs to reduce (B.3) to a more straight forward integrable
form. As is readily shown bellow, this can be achieved by taking advantage of the mathe-
matical isotropy of A and C. Indeed, with no loss of generality, consider the evaluation of















= RTikAklmn(R · E˙p ·RT )mnRlj = RTikAklmn(RmpE˙ppqRTqn)Rlj = RkiRljRmpRnqAklmnE˙ppq =
= RTikRTjlRTpmRTqnAklmnE˙ppq = AˆijpqE˙ppq (B.4)







qnAklmn. Similarly, it can be proved that C is also an isotropic function so
that Cˆijpq = RTikRTjlRTpmRTqnCklmn. Then, equation (B.3) can now be written as:
˙ˆFv · Fˆv−1 = (Aˆ− Cˆ) : E˙p ⇒ ˙ˆFv =
[






−H · Fˆv = 0 with H = (Aˆ− Cˆ) : E˙p (B.5)
Although no approximations have been made so far for the derivation of (B.5), integration
of the latter, homogeneous 1st order tensorial ODE for Fˆv over the increment [tn, tn+1] can
be carried out exactly only if the second order tensor H is constant. Assuming that E˙p is
constant over the increment and approximating H with its value at the beginning of the






(t− tn)(An − Cn) : E˙p
)]
· Fˆvn , t ∈ [tn, tn+1] (B.6)
Taking into account that over the increment ∆Ep = (tn+1− tn)E˙p, evaluation of (B.6) at the
end of the increment yields:




· Fˆvn where M = (An − Cn) : ∆Ep (B.7)
1Recalling that Aˆn = An and Cˆn = Cn.
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Furthermore, as stated in Section 1.3 for the polar decomposition of the deformation gradient,
the principal directions and the corresponding principal lengths, at the current configuration,
of any material point of the continuum body coincide with the eigenvectors and eigenvalues
respectively of the Eulerian stretch tensor V, which in turn is associated with the left Cauchy-
Green tensor B by (1.26). Then, in a similar manner, the principal directions and the




n+1) and (an+1, bn+1,
cn+1), instantaneously coincide with the eigenvectors and eigenvalues of the left Cauchy-
Green tensor Bˆvn+1 associated with the corresponding deformation gradient of the voids Fˆvn+1
at the end of the increment (i.e., at the current configuration). The latter observation implies
that the shape and orientation of the RLEV can be updated by solving the corresponding
eigenvalue problem associated with tensor Bˆvn+1, which can then be written in the following
spectral representation:










n+1) and Fˆvn+1 known, one can now calculate n
(i)
n+1 and Fvn+1 using
(4.90) and (B.2). What is important to note here is that calculation of Fˆvn+1 by (B.7)
requires information about Fˆv at the start of the increment, i.e., about Fˆvn, and this suggests
that Fv should also be stored as a state variable in the material calculations at the end of
every increment. In addition, the exponential of the second order tensor M is required for
the calculation of Fˆvn+1 in (B.7), which is defined by the expression ([9]):
exp(M) = δ + M + 12!M
2 + 13!M






2Or more precisely their squared values.
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B.2 Newton Loop for ∆ε¯p and ∆floc
Solution of the system of nonlinear equations (4.77) for the corrections ∆(∆λ) and ∆(∆Ep) at
every iteration requires the calculation of Φ˜ and G at the end of the corresponding increment.
For this purpose, among other quantities, one needs to calculate ε¯pn+1 and floc|n+1 from (4.69)
and (4.70). Since information at the start of the increment is known (i.e., ε¯pn and floc|n are
known), the updating procedure of floc and ε¯p is ultimately reduced to the calculation of the
corresponding variations ∆ε¯p and ∆floc, which are given as:
∆ε¯p = An+1(1− f)σy(ε¯pn + ∆ε¯p) , An+1(∆λ,∆E
p) = σˆn+1(∆λ,∆Ep) : ∆Ep (B.10a)
σˆn+1 = σe −Len : ∆Ep + ∆λR1, R1 = σn ·Ωpn −Ωpn · σn (B.10b)
∆floc = (1− f)δ : ∆Ep + T (ε¯pn + ∆ε¯p)∆ε¯p (B.10c)
where ∆λ, ∆Ep are known for the current iteration. Notice that, due the fact that back-
ward Euler integration is used for the evolution equations of ε¯p and floc, the corresponding
expression (B.10a) is nonlinear in ∆ε¯p and thus, a numerical method is implemented for its
evaluation. More specifically, a Newton-Raphson iterative procedure is used for the solution
of the following nonlinear equation for ∆ε¯p:
F (∆ε¯p) = ∆ε¯p − An+1(1− f)σy(ε¯pn + ∆ε¯p) = 0 (B.11)
Assuming that at any iteration of the method ∆ε¯p is known from the previous, non-converged
iteration, one can calculate σˆn+1 and An+1 from (B.10a), (B.10b) and (B.11) is checked for
















(1− f)σy(ε¯pn + ∆ε¯p)− An+1 ddε¯p [(1− f)σy(ε¯pn + ∆ε¯p)]













With the correction ∆(∆ε¯p) known, ∆ε¯p is updated to its new value and the procedure is
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repeated until convergence is achieved. The algorithm described above is summarized in
Table B.1.
Table B.1: The Newton-Raphson algorithm for the iterative calculation of ∆ε¯p
1. Set k = 0.
2. Given (∆ε¯p)(k), calculate F [(∆ε¯p)(k)] from (B.11).
3. If F [(∆ε¯p)(k)] ≤ TOL, then GOTO 4. Else GOTO i.
i. Calculate ( dF
d(∆ε¯p))
(k) from (B.13).
ii. Solve equation (B.12) for the correction ∆(∆ε¯p)
iii. Calculate (∆ε¯p)(k+1) = (∆ε¯p)(k) + ∆(∆ε¯p) .
iv. Set k ← k + 1 and GOTO 2..
4. Solution has converged. Set ∆ε¯p = (∆ε¯p)(k) and exit.
After convergence is achieved, ∆floc can also be calculated using (B.10c). It is important
to point out here that in order to initiate the method, a first estimate for ∆ε¯p needs to
be selected. One can always use the ∆ε¯p derived from the forward Euler integration of ˙¯εp
but an alternative choice is the one that emerges from the linearization of (B.10a). In this
direction, one can rewrite the latter equation in the form:
∆ε¯p = σˆn+1 : ∆E
p
(1− f)σy(ε¯pn + ∆ε¯p) ≡
B
σy(ε¯pn + ∆ε¯p)
where B = σˆn+1 : ∆E
p
(1− f) (B.14)



















where a Taylor expansion of σy around ∆ε¯p and the property 11+ε ≈ 1 − ε where used.














FEM for Dynamic Analysis
As pointed out in Chapter 5, in the general case where dynamic phenomena are to be
taken into account, the equations of motion need to be integrated instead of the usual
equilibrium equations. Depending on the nature and physics of the underlying problem,
i.e., depending on whether or not inertial phenomena1 are important compared to static
ones, an appropriate dynamic integration operator ([2]) has to be selected for the solution
of the equations of motion. Dynamic integration operators can generally be subdivided into
two major categories, namely the implicit and explicit operators. In the former case, the
integration scheme implemented is uncondionally stable but, due to the fact that dynamic
quantities at tn+1 depend on the same quantites which are also evaluated time tn+1, nonlinear
equations which need to be solved iteratively emerge, resulting in high computational costs.
On the other hand, although explicit schemes used for the evaluation of quantities at time
tn+1 require information of the involving quantities solely at time tn (a fact that implies
improved computational efficiency) they are, nonetheless, conditionally stable2. In structural
applications3, such as the ones examined in Chapter 6, implicit schemes can give acceptable
solutions, if relatively small increments are selected. Thus, in the context of an implicit
scheme, discretization of the corresponding dynamic mixed BVP using the finite element
approximation, leads to the derivation of the nonlinear system of algebraic equations (5.25),
























































1Such phenomena are related to acceleration wave propagation within the continuum body.
2This suggests that the effectiveness of the method severely depends on the size of the selected time
increment which may result in even heavier computational costs compared to implicit methods if a very
small time increment must be used. However, problems with a significant number of degrees of freedom with
relatively short dynamic response times can only be efficiently approached using explicit schemes due to the
large number of equations that would need to be solved in an iterative implicit scheme.






is the global acceleration vector. Herein, the solution procedure is based on the
implicit Hilber-Hughes-Taylor (HHT) operator4 first proposed in [34] which substitutes the
static residual in (C.1a) at the end of the increment with a weighted average of the latter at












































































Solution of the system of nonlinear equations (C.2a) is carried out using the Newton-Raphson
method and the corresponding acceleration vector can then be calculated from the HHT ap-
proach. Implementation of the method is as follows.



















































































2 + · · · (C.5)





















Moreover, introducing the so-called Newmark parameters β and γ, one can truncate the















































4It should be mentioned that this operator is second order accurate and also introduces controllable
numerical damping of high frequency numerical “noise” which may enter the solution due to accumulation
of round-off errors or due to automatic time increment changes.
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Substituting (C.6) into (C.7), (C.8) and grouping the corresponding terms, one can arrive































































where, in view of the HHT method, Newmark’s parameters β, γ are related to the numerical
damping parameter α as:
β = 14(1− α)
2 , γ = 12 − α, with −
1
2 ≤ α ≤ 0 (C.11)








































































































with the latter suggesting a first order approximation for the residual at k + 1. Now, for









must hold, which implies




































is the dynamic Jacobian matrix. For the derivation of the latter Jacobian, one



































































































































The Newton-Raphson procedure presented above for the solution of dynamic problems is
summarized in Table C.1.
Table C.1: Summary of the Newton-Raphson algorithm for the solution of transient problems












































iv. Set k ← k + 1 and GOTO 2.






















As already mentioned, although implicit methods are unconditionally stable and relatively
larger (compared to explicit schemes) time increments can be used, accuracy problems may
appear as the solution of the problem progresses. For this purpose, the “half-increment
residual” method described in [33] for adaptive time incrementation may be used in order
to constantly properly adjust the time increment, depending on the “quality of equilibrium”
at the duration of the increment ([2]). To be precise, after normal calculations concerning









































be calculated by using (C.9), (C.10) and assuming linear variation of acceleration within the
time increment. The time step of the next increment is then adjusted depending on the value





|, where TDOF is the number of the total degrees of freedom
of the problem.
