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ABSTRACT 
 
This study attempts to find empirical evidence for the effect of firm-level innovative 
activity as a new source of firm performance heterogeneity. It also proposes several innovation 
indicators that measure a firm’s capability to innovate so as to help understand the innovation 
of small medium sized enterprise (SME) as a contributor to firm productivity. 
In this study, I propose and estimate a structural model containing the link between 
innovative activities and firm performance measured by labor productivity. I try to modify the 
basic idea and specification of the econometric model suggested by Crépon, Duguet and 
Mairesse (1998) in order to apply some unique features of SMEs and to use the data from the 
Korean Innovation Survey (KIS) administered according to OECD guidelines.  
The first and second chapter provides the theoretical foundation and analysis relevant 
to the process of innovation within SMEs to support the econometric model that contains the 
relations among innovation input, innovation output and productivity. The conceptual 
establishment of the innovation process within a firm is formalized as an input-output system 
where knowledge capital as an intermediate output of firm-level innovative activities is 
hypothesized to contribute to enhancing labor productivity through the Constant Elasticity of 
Substitution (CES) production function.  
The third chapter introduces the econometric system equations which describe the 
whole innovation process of a firm from the initial stage of engagement in innovative activities 
to the final stage of production and performance. In each stage, the system equations are 
estimated sequentially in a fashion to avoid the simultaneity and selection bias which arise 
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from the fact that a dependent variable from a previous stage is incorporated as an explanatory 
variable at the next stage. 
The results of the estimation show that the probability of having each type of 
innovation output increases. Investments in innovation, innovation output and labor 
productivity are all positively related with each other in the SME sector, and those relations 
vary by industry, firm size, area and cohort. One interesting point in those results is that the 
more export-oriented and government-supported a firm is, the more likely it is to participate in 
innovative activities. An extended explanation of these issues requires more in-depth study 
related to policy measures of governments and should be the focus of future work.  
These empirical findings lead us to roughly conclude that innovative activities could be 
regarded as another important factor affecting firm-level heterogeneity in productivity. It 
should be noted, however, that although this result reveals some underlying connections of 
innovative activity to performance, it does not provide any detailed information about the 
innovating capability of each firm, which also plays a significant role as a determinant of 
productivity. Thus, it is necessary to measure firm-level innovation capability in order to predict 
the possibility of future growth for a firm to the extent that innovative activities contribute to 
another important factor determining firm-level performance.  
In the fourth chapter, I develop several possible innovation indicators that measure 
innovation capability of a firm in an econometric way. Based on the binary responses to each 
type of innovation and other related information provided by the Korean Innovation Survey (KIS) 
2008–Manufacturing, the underlying factors that affect the inputs and outputs of the 
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innovation process are extracted from a traditional factor analysis. They help establish two 
different kinds of models: the Latent Trait (Factor) Model (LTM) and the Multivariate Probit 
Factor Model (MVPFM), and consequently construct several innovation indicators that 
represent firm-level innovation capabilities across industries and sizes of firms. Innovation 
indictors 1 & 2, constructed by the LTM, represent the weighted scores of common factors that 
underlie four binary innovation outputs and two binary innovation inputs from the KIS 2008–
Manufacturing. Innovation indictors 3 & 4, constructed by the MVPFM, represent the expected 
probabilities of being engaged in innovation inputs and outputs.  
Some plausibility tests for the LTM are implemented to support the fitness of the 
proposed model to other similar data, confirming the validity of the proposed indicators. A 
second plausibility test is implemented by making a comparison to the industry and size 
distribution of Korean innovative SMEs certified by the Korean government. The industry and 
size distribution of SMEs at or above the 85th percentile of the proposed innovation indicators 
in the KIS 2008–Manufacturing have a similar pattern to Korean innovative SMEs, implying that 
indicators proposed in this study could be applied as a self-diagnostic tool for the innovation 
capability of a firm.   
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CHAPTER 1 
GENERAL INTRODUCTION 
 
The world economy has recently seen a dismantling process of tangible or intangible 
barriers among nations and an acceleration of the free movement of production factors such as 
labor and capital resulting from a rapid progression toward globalization. Since the late 1990s, 
the global business environment has rapidly changed, seeing a movement of the business 
competition fashion from comparative advantage of traditional factors such as labor and capital 
to intangible knowledge-based economic factors based on the creation and utilization of 
knowledge capital and information. The business and economic environments of small and 
medium sized enterprises (SMEs) are no exception. As pointed out by Acs and Audretsch (1990), 
the increasing tendency of globalization has resulted in a growing number of foreign 
competitors, which has rendered global markets a place where corporations/businesses must 
fight to remain in existence. Productive, managerial and organizational flexibility, which are in 
fact more valuable assets in response to volatile business environments, tend to be more 
effective for smaller sized firms than larger ones in this situation.   
One prevalent assumption about firm size and technology has been that technological 
change or technical progress is brought about by large amounts of R&D resources organized by 
large-sized corporations. Under this growing trend of global business competition, however, 
SMEs and their innovations, being pioneers exploring new market profits, are thus increasingly 
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paid attention to as an important focus of economic policy-making in OECD countries. This is 
particularly true for most countries in OECD regions where SMEs enlarge their role of 
configuring the economic base of knowledge-based economies. Even more, most new 
employment is absorbed in the newly growing SME sectors instead of large companies that 
have only a small portion of employment in those economies.  
As Birch (1981) discovered from his long-term study of job creation in the U.S., large 
firms were no longer major creators of new jobs. Neumark, Wall and Zhang (2008) also 
demonstrated that most new jobs were from small-sized firms in the U.S. This is also true for 
most other OECD countries (OECD, 2005b). It is thus not surprising that many countries within 
the OECD are trying to increase R&D subsidies or governmental support for highly innovative 
SMEs and expand innovation related information for SMEs to improve their potential for 
innovation.1  
 
1.1 Innovation as a new source of economic performance of SMEs 
 
The growing interest in the innovation of SMEs from an economic growth perspective 
stems from a series of discussions about the effect of technological progress on economic 
growth, such as the pioneering study of economic growth by Solow (1957), and more recently, 
                                                     
1 During the second OECD Ministerial Meeting for SMEs held in June 2004, representatives from many developed countries 
evaluated policy priorities for enhancing the potential contribution from innovative SMEs in order to improve economic 
performance in terms of increased employment absorption and productivity growth. They pronounced the promotion of 
start-ups and the voluntary innovation of SME sectors as the core economic policies that governments should undertake in the 
future. 
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the study of American economic growth by Denison (1985). After Solow suggested a framework 
for estimating productivity residual that could be attributed to efficient use of inputs, most 
studies recognized technological progress or innovative activities as one of the residual factors 
that could explain the remaining sources of economic growth (Mairesse and Sassenou, 1991; 
Lichtenberg and Siegel, 1991).  
In this sense, looking at the difference in labor productivity levels across OECD 
countries, as presented in Figure 1.1, re-invites a traditional question about the new source of 
productivity heterogeneity across countries. Combining Table 1.1 and Figure 1.2, one can see a 
new and interesting trend that some of the countries with high employment absorption and 
outputs by small and medium sized firms tend to reveal low levels of GDP per hour worked. This 
trend in turn implies that productivity heterogeneity in the SME sector could play a crucial role 
in making a difference in labor productivity at the national level, to the extent that they account 
for a large portion of employment absorption and outputs, and thus make an economic base 
for the production chain (supply chain) or economic activity within those countries. 
Despite the prominent status of SME’s contributions to the whole economic activity in 
most OECD countries, previous empirical studies on R&D, technical change and productivity 
have concentrated on large firms, or at least have not considered variation by firm size (Acs and 
Audretsch, 1988; Griliches, 1998). The study of SMEs’ innovation and their effects on firm 
performance thus seems to remain undeveloped in economic literature2 although a recently 
                                                     
2 This has mostly been a result of the lack of available data collected for the purpose of SMEs. However, the progress of 
collecting data on firm-level innovation and the progress of measurement of innovation inputs and outputs have enabled 
economists to broaden the realm of study related to the effect of innovation in SME sectors. 
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growing body of empirical evidence indicates that SMEs play an increasingly important role in 
technological change (Acs and Audretsch, 1990).    
Most of the empirical studies regarding the sources of productivity (or productivity 
growth) largely show that the growth of labor and capital inputs account for less than half of 
the growth of productivity in the U.S. and other countries (Hall, 2011). In addition, they try to 
find the appropriate measures that account for the unexplained portion of productivity and 
attempt to obtain economic evidence on the positive relation between R&D and productivity 
(Griliches, 1998). Driven by growing interest in the remaining sources of productivity growth 
other than the contribution of labor and capital, many studies were conducted on the relation 
between innovative activities and productivity. R&D activities (or expenditure on R&D) or 
patent counts have been used to explore those ‘remainders’, although those measures have 
both positive and negative impacts on economic performance (Hall, 2011). 
 
1.2 Firm-level innovation and its measurement 
 
Academic concepts and theories of innovation in business and economics are mostly 
influenced by the pioneering work of Joseph A. Schumpeter. Schumpeter (1934) distinguished 
five different types of innovation: 1) introduction of new products or qualitative changes in 
existing products, 2) introduction of new ways or methods of production or substantial changes 
in existing ones, 3) opening of new markets, 4) development of new sources of supply or use of 
new sources for obtaining raw materials and other inputs, and 5) new ways to organize 
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business. Innovation is distinguished from invention in the sense that invention is the first 
introduction of a new idea for a product or process, while innovation is the first attempt to put 
a new product or process into commercialization. Those two concepts are, in reality, closely 
related each other to the extent that it is not easy to clearly differentiate them (Fagerberg, 
Mowery and Nelson, 2005).  
A series of works by the OECD and others helped researchers agree upon an empirically 
acceptable definition of firm-level innovation, contained in the Oslo Manual (OECD, 2005a)3, 
across countries and businesses: “an innovation is the implementation of a new or significantly 
improved product (good or service), or process, a new marketing method, or a new 
organizational method in business practices, workplace organization or external relations” 
(p.46). The Oslo Manual distinguishes four different types of firm-level innovation such as 
product innovation, process innovation, organizational innovation and marketing innovation4. 
The U.S. Department of Commerce (U.S. DOC) also defines innovation similarly: “the design, 
invention, development and/or implementation of new or altered products, services, processes, 
organizational structures, and business models for the purpose of creating new value for 
                                                     
3 The Oslo Manual was first provided as an international guideline in 1992 to help efficiently collect and interpret innovation 
survey data from firms and to develop policies that support firm innovation appropriately. It provides basic definitions of 
innovation at the firm-level and divides innovation into four different sub-types of activities such as product innovation, 
process innovation, organizational innovation and marketing innovation. 
4 The Oslo Manual defines a product innovation as activities related to the introduction of a good or service that has new or 
technologically improved specifications, components and materials or other functional characteristics; a process innovation as 
the implementation of a new or significantly improved production and/or delivery method; an organizational innovation as the 
implementation of a new method in a firm’s organization, business practices, work place or external relation; and a marketing 
innovation as the implementation of a new method of marketing which typically accompanies significant changes in product 
design, packaging, placement, promotion or pricing. 
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customers and financial returns for the firm”(U.S. DOC, 2008, page i)5. While both of the two 
definitions recognize that innovation does not only imply something new, the latter emphasizes 
the additional concept of adding value for both customers and firms. The complete definition of 
innovation by the DOC can support the empirical construct of firm-level innovation capability 
discussed in CHAPTER 4.   
Before using survey data about various aspects of firm-level innovation to disclose the 
effect of innovation on firm performance, a large portion of previous studies tried to measure 
innovation using R&D activity (or accumulated R&D capital) as a proxy of innovation (Hall, 
Mairesse and Mohnen, 2010). Patent counts were also considered as valid economic indicator 
of innovation output in spite of its inherent weakness (Griliches, 1990).  
After the first introduction of the Oslo Manual in 19926, however, many countries 
within OECD regions have administered periodical cross-sectional Community Innovation 
Surveys (CIS), which attempt to capture firm-level information related to: 1) a variety of 
innovative activities not limited to formal R&D expenditure, such as applying patents, personal 
job training, product analysis, market penetration, 2) possible indicators related to various 
kinds of innovation outputs such as percentage of sales from new products, the number of 
innovations implemented during given period, and 3) the way a firm implements innovation, 
such as sources of innovation-related knowledge, obstacles to innovation, outside innovation 
partnership and so on. The extensive use of firm-level data, along with the progress of 
                                                     
5 This is not an official definition of innovation by the DOC, but one adopted by the Advisory Committee of the U.S. DOC. 
6 This guideline, jointly proposed by the OECD and Eurostat, is concerned with the collection and the interpretation of 
innovation data at the level of the firm. 
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measuring innovative activity after the introduction of guidelines for collecting and interpreting 
data on business firm-level innovative activity, made it possible to conduct this kind of research 
in a broader perspective. As pointed out by Mairesse and Mohnen (2010), it is true that data 
from CISs greatly helped identify innovation measures that provide both qualitative and 
quantitative information about innovative activities including non-formal R&D and the 
successful introduction of various types of innovation within a firm.  
 
1.3 Measuring the innovation capability of SMEs 
 
Due to the progress of measuring innovation within a firm and growing concerns about 
the role of SMEs in new employment and value creation, innovative SMEs7 which are able to 
create new value and employment through innovation, are now drawing attentions in both 
developing and developed countries (OECD, 2005a). They seek continuous innovation in 
technology (R&D) and management and create new value, going beyond the quantitative 
growth strategy. They have also been shown to respond effectively to potential future changes 
in the business environment, and they have created areas of high value via business alliances, 
cooperation and specialization in various areas of production and management.  
Two remaining questions are then how can we measure the innovation capability of 
SMEs and how can we differentiate innovative SMEs, that is, SMEs with innovation capability, 
                                                     
7 An ‘innovative firm’ is basically defined as one that creates new value and employment through one of the innovation-related 
activities such as product innovation, process innovation, organizational innovation and marketing innovation (OECD, 2005a).  
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from their non-innovative counterparts. According to Romijn and Albaladejo (2002), innovation 
capability refers to the accumulated ability to improve existing technology and to create new 
technology resulting from the various internal and external sources. Applied to products, 
processes, organizational and marketing innovations, respectively or combined, it is presumed 
to expand a firm’s overall capability to initiate and keep up with technological changes (Romijn 
and Albaladejo, 2002).  
Evaluating and measuring innovation capability, however, raises several issues related 
to the use of appropriate measures or indicators. Academic studies on the evaluation of 
firm-level innovation capability thus far have tried to develop a concept of innovation capability 
which integrates internal and external resources as well as to find the determinants of it. A 
series of these efforts of establishing innovation capability, however, have inevitably admitted 
to limited applicability due to the lack of usable data that contain a variety of 
innovation-related information before the development of CIS type innovation surveys.  
Apart from academic efforts to gauge a firm’s innovation capability, some evaluation 
models of firm innovation, created by governments to determine whether a firm is innovative 
or not, have been developed and implemented for policy purposes to promote nation-wide 
firm-level innovations. The ‘Innovation Capability Indicators for Innovative Business’ created by 
the Korean government is one example. This method, though precise and consistent, reveal the 
weaknesses that hamper convenient use and self-diagnosis for SMEs: They require a closer look 
at a firm’s innovative activities, broad interviews with managers, and time- and cost-consuming 
examinations of the resources of a firm by trained experts. Thus, it would be more useful to the 
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firms that try to be more innovative if firm-level innovative activities and its capability to 
innovate could be measured and evaluated in a more complicated but convenient way.                 
 
1.4 Major research focus of this study 
 
This study is an analytical attempt to investigate the innovation-related activities taking 
place within SMEs and the effects of those on firm performance. The main focus of this study is 
thus to shed light on how much a variety of outcomes from those activities within the domain 
of a firm affect a firm’s performance heterogeneity to the extent that those activities can 
explain the remaining sources of firm performance. The empirical analysis using firm-level 
innovation survey data, presented in CHAPTER 3, helps uncover new factors affecting the 
remaining sources of firm performance, and additionally, adds another country-specific finding 
to the growing body of empirical evidence investigating the relationship between an SME’s 
innovation and firm performance.   
Another important objective of this research is to develop and suggest an econometric 
method to measure and evaluate firm-level innovativeness or innovation capability, which is 
presumed to have a significant (or at least potential) impact on firm performance, as discussed 
in Section 1.3. An evaluation of the firm-level capability to carry out innovation could be helpful 
to researchers and analysts trying to obtain a big picture of understanding innovating firms 
across industries, and might be able to advise possible policy measures to enhance nation-wide 
innovation, to the extent that innovation has a significant impact on the long-term performance 
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growth of firms. In CHAPTER 4, several indicators with which one could accomplish those goals 
along with several simple indicators will be suggested along with their interpretations from an 
empirical analysis on survey data. Finally, some possible test methods are employed to ensure 
the validity of those suggested evaluation tools. 
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Chapter 1 Tables and Figures 
 
Table 1.1 Distribution of output by firm size in manufacturing sector 
(OECD, 2005b) 
                                                               (in percent) 
 
1) Output of Greece has the following firm size bands: 1-9, 10-49, 50-249, 250+ 
2) Output for U.S. has the following firm size bands: 1-9, 10-99, 100-499, 500+ 
3) Source: OECD, Statistics on Enterprises by Size Class Database 
  
Country 1-9 10-49 50-99 100-499 500+ 
Australia 7.6 13.0 7.4 23.5 48.5 
Austria 4.4 11.5 7.5 34.5 42.1 
Belgium 6.0 12.6 7.8 24.4 49.3 
Denmark 6.5 14.0 8.8 27.1 43.7 
Finland 4.4 9.2 6.3 20.9 59.3 
France 4.7 11.8 6.2 21.1 56.3 
Germany 2.7 8.0 6.3 23.7 59.3 
Greece
1)
 - 15.0 24.9  60.1 
Ireland 1.0 6.2 6.9 45.3 40.6 
Italy 11.7 23.5 10.9 23.0 30.9 
Japan 3.6 15.7 10.8 32.7 37.2 
New Zealand 9.2 15.7 10.1 29.3 35.6 
Norway 6.5 16.9 9.7 33.8 33.2 
Portugal 9.1 19.1 11.8 28.1 31.9 
Spain 8.6 21.5 10.0 25.5 34.3 
United Kingdom 6.7 12.4 8.0 27.4 45.5 
United States
2)
 2.1 10.6 12.1 75.2 
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Figure 1.1 GDP per hour worked of the OECD countries (2010) 
 
                                              (Current price in US Dollar) 
 
  Source: OECD StatExtracts 
 
  
0
10
20
30
40
50
60
70
80
OECD average 
13 
 
Figure 1.2 Total employment absorption by firm size (OECD 2002, Manufacturing sector) 
 
 
 
Source: OECD SME and SS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Source: OECD, SME and Entrepreneurship Outlook 2005  
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CHAPTER 2 
THE EFFECT OF INNOVATION ON FIRM PERFORMANCE: THEORETICAL 
CONSIDERATIONS AND EMPIRICAL FINDINGS  
 
 
2.1 Conceptual framework of the innovation process of SMEs 
 
SMEs are, as pointed out by much of the literature, considered to be the engine of 
technology improvement and innovative activity, at least in certain industries (Acs and 
Audretsch, 1988). Innovation by SMEs, however, has some unique features that most 
traditional indicators of innovative activity cannot capture, incurring the risk of underestimating 
their innovation efforts (Hall, Lotti and Mairesse, 2009). The innovative activities of SMEs are 
not limited to formal forms of R&D, but often occur through numerous channels. As mentioned 
in Hoffman, Parejo, Bessant and Perren (1998), despite the large number of government policy 
measures designed to promote and support innovative activities within SMEs, understanding 
the way SMEs actually engage in innovative activities remains quite limited, causing possible 
bias in empirical studies of the relation among R&D, innovation and its performance. 
The behavioral process of innovation within SMEs, in particular, has distinguishing 
features different from those that are generally seen in larger firms. The classification by Jeon, 
Nagasaka, Son, Wang, Ahn and Lee (2000), for example, presents the peculiarity of SME 
innovation: 1) an implementation of innovation pursuing society’s recognition, 2) an emphasis 
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on the importance of communication, 3) the setting of ambitious goals, 4) a non-rigid 
performance measurement system, and 5) a preference for operational efficiency pursuing 
domestic markets. They suggest that, for more higher performance SMEs would need to 1) 
implement process-oriented innovation for the capability building of individuals and the 
organization, 2) involve all the employees by enabling them to identify their own tasks, 3) allow 
employees to determine their own levels and choose the right methods according to their 
levels, and lastly, 4) pursue innovation not partially, but entirely. 
The conceptual framework of the innovation process was first introduced and 
developed in detail by Gruber and Marquis (1969). It is considered to occur in three overlapping 
phases or sub-processes: idea generation, problem solving and implementation followed by 
idea diffusion, and broadly embodied in political, social, and economic environments classified 
by Utterback (1971). Atherton and Hannon (2000) also suggest four main stages of the 
innovation process within SMEs: building blocks of innovation strategy, development of 
innovative responses to external threats and opportunities, strategic commercialization of 
innovative responses to maximize benefits, and lastly, firm outcomes and performance. The 
innovation process of SMEs is accordingly considered as an internal activity that makes it 
possible to create new products and services or modify them to respond to the new demands 
of a market. According to his four staged model, an effective innovation relies on managing the 
whole process where a firm builds up capacity and competency. 
The applicable framework of the SME’s innovation process in this study basically rests 
on the perspectives of resource-based process and capability, in the sense that it assumes that 
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the firm performance differentials are influenced by the way a firm manages its capability and 
resources, or by what is defined as one kind of innovative activity. Even more, the above 
phased frameworks of the innovation process above also contribute to a useful input-output 
approach to innovative activities which take place within a firm from an operational perspective 
similarly seen in Bolinao (2009). The operational input-output model for estimation purposes 
(see Figure 2.1) can thus be established with three sets of variables: 1) independent input 
variables which are related to the environment including strategies of innovation, resources 
and the capability to innovate, 2) intermediate variables related to the implementation of 
innovation, and lastly, 3) dependent output variables such as innovation outputs and firm 
performance. Three groups of variables within the above framework are thus considered to 
interactively affect the performance of a firm throughout the whole process of innovation.             
 
2.2 Theoretical background of the effect of innovation capability on firm performance 
 
As discussed in CHAPTER 1, innovation capability, defined as the potential of a firm to 
generate innovative output, is a critical element to firm performance in a highly competitive 
economic environment since firm-level capability to innovate has a direct influence on 
competitiveness at the firm-level. Siqueira and Cosh (2008) tried to examine the importance of 
a firm’s capability to implement innovation in order to explain the competitive advantage of a 
firm (especially SMEs). The framework of that study is based on the ‘resource-based theory’ in 
business economics and management literature, which is more concerned with the relationship 
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between innovation and internal resources of firms. The resource-based theory claims that the 
performance heterogeneity across firms is, to a great extent, attributed to firm-specific 
resources and capabilities, which not only form the primary source of profit for a firm, but also 
provide the fundamental guidelines for a firm’s strategy (Conner, 1991). In this theory, 
resources and capabilities are assumed to play the following roles: the foundation for firm 
strategy, the source of business direction and the profitability of a firm (Grant, 1991). It also 
focuses on how firm performance and competitive advantage are affected by the management 
of organizational resources and capabilities through innovation (Schulze, 1994). 
The next question then might be how innovation capability is directly or indirectly 
associated with firm performance heterogeneity. The innovation capability of a firm, in line 
with the definition of innovation, can also be sourced from a variety of innovative activities 
such as product innovation, process innovation, organizational innovation and marketing 
innovation. Emphasized by Geroski and Machine (1992), the introduction of new products 
enables a firm to strengthen its market power relative to its competitors. In addition, process 
innovation makes it possible to drastically transform a firm by enhancing its internal capability 
to make it more flexible to market demand and more adaptable to change in the market 
environment where it does business. Geroski and Machine suggested that under certain 
circumstances, process innovation is much more important than product innovation as a 
determinant of the firm performance differential between innovating firms and non-innovating 
firms.  
Several previous studies have found that certain organizational structures or changes in 
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organization could accelerate the creation of new ideas and products or the introduction of 
new processes in a rapidly changing economic environment (Teece, 1998). Compared with 
technology-based innovation (product innovation and process innovation), it is true that the 
relationship between organization and innovation appears complex, dynamic and even 
ambiguous since the term ‘organizational innovation’ has no fully agreed definition (Fagerberg 
et al., 2005). However, following the claim by Penrose (1957) that the technological 
competitiveness of a firm, which in turn implies a capability to innovate, derives from the 
cumulative and incremental learning experience of its organization and management, the 
distinctiveness of the firm’s cumulative knowledge from organizational experience can 
determine the potential to seize future opportunities before competitors. 
The potential of a firm to outperform in the future, often defined as competitiveness, 
comes from differentiated capability to maintain long-term growth and thus survive the 
turbulent economic environment. As pointed out by Cantwell (2005) and other economists, 
such potential capabilities, varied and differentiated across firms, are sourced and generated by 
continuous innovative activities. 
 
2.3 Baseline model of firm innovation and performance relation 
 
Economic studies that try to measure the contribution of firm-level innovations to 
economic performance mostly rely on previous conceptual frameworks in which firm-level R&D 
activity and its productivity are closely connected. This framework can now be formalized by 
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the following production function, F  connecting measure of output (actual total sales or 
value-added), Q  to the inputs ,  and X K u  where X represents measures of conventional 
inputs such as labor and capital, K  measure technological knowledge and u  stands for other 
unidentified determinants: 
 
(2-1) ( , , )it it it itQ F X K u  
 
If a measure of the current state of technological knowledge is assumed to be related 
to the past and current R&D activities8, separated by conventional inputs (that is, capital and 
labor), what matters is how to choose a specific form of the production function employed in 
the following analyses. Most of the previous studies on those relations employed the simple 
Cobb-Douglas production function, described below, as their analytical functional forms 
(Mairesse and Sassenou, 1991; Griliches, 1998; Hall, 2011). The Cobb-Douglas specification of 
production technology has several advantages in this kind of analysis because it has the 
following useful features: 1) it has a simple, functional form of trans-logs and the coefficient of 
each variable in this specification directly represents the rate of return to each variable, 2) it is 
easy to estimate enough parameters with a limited use of the survey data, and 3) in the 
Cobb-Douglas specification, it is possible to relate productivity to knowledge capital substituted 
                                                     
8 Griliches (1998) proposed a linear relation between past and current levels of R&D and technical knowledge, 
[ ( ) , ]K G W B R v , where 0 1 1 2 2( ) t t tW B R w R w R w R      and R’s are the R&D levels at each time 
period and v  is another unmeasured factor. 
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by R&D intensity (defined as the ratio of R&D expenditure to total sales) without direct 
measurement of knowledge capital stock (see Appendix A). 
Despite the usefulness of the Cobb-Douglas specification, it does not seem to provide a 
better approximation of the relation between inputs and output than the Constant Elasticity of 
Substitution (CES) production function by Arrow, Chenery, Minhas and Solow (1961), the most 
acceptable choice in economic analysis. This study, different from the previous attempts, 
employs the specification of a simple homogenous CES production function with three factors 
as a specific form of the production function, F . Then the specific form of F in Equation (2-1) 
can be rewritten as: 
 
(2-2) 
1
1 2 3[ ]
iu
i i i i iQ D C L K e
     

      
 
where iL  is a measure of labor (often the number of employees); iC  is a measure of physical 
capital; iK  refers to a measure of the current amount of knowledge capital stock, partly 
determined by current and past expenditure on innovative activities such as R&D and non-R&D 
activities; iD  denotes firm-specific total factor productivity which is constant; 1 2 3,  and    , 
which are to be estimated under the condition of 1 2 3 1     , are the share parameters of 
physical capital, labor and knowledge capital, respectively;   refers to the substitution 
parameter whereas 
1
1




 gives the elasticity of substitution and   must be greater than 
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or equal to -1;   is the rate of disembodied technical change over time; i
u  represent the 
error terms reflecting systematic components of the unmeasured factors; and lastly, i  
denotes the individual firm (or the entity). Note that in the above basic CES framework, the 
production technology is limited to specify equal elasticities of substitution ( ) among all input 
factors. 
One can further rewrite Equation (2-2) in terms of labor productivity, that is: 
 
(2-3) 
1
1 2 3[ ( ) ( ) ]
iui i i
i
i i i
Q C K
D e
L L L
    

     
 
For estimation purposes, Equation (2-3) can be re-expressed in terms of logarithms of variables 
as shown in the following non-linear equation:   
 
(2-4) 1 2 3
1
ln[ ]i i i i i iq l d c k u
   

        
 
where ,  and i i iq l d  denote the value of corresponding upper case variables in a logarithm, and 
 and i ic k denote per capita physical capital and knowledge capital, respectively.  
To apply this equation to survey data, one might need to find an appropriate measure 
of per capita knowledge capital (
ik ) to avoid the measurement issue arising from the fact that it 
is difficult to properly measure K  using the innovation survey data. Knowledge capital 
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introduced by Pakes and Griliches (1984) can be considered as accumulated knowledge related 
to production processes within a firm from various firm-level innovative activities. Measures of 
innovation outputs such as innovative sales and patents from a firm-level innovation process 
would play a meaningful role as a proxy in Equation (2-4).  
The estimation of each parameter, however, would require some necessary 
assumption such as competitive input factor markets or output market structure, which implies 
that each estimated coefficient represents the exact portion of revenue assigned to each input 
factor. Furthermore, it assumes that these coefficients are constant across the firms in the 
sample so as to be estimated by a regression method (Hall, 2011). This study is thereby more 
interested in estimating the coefficient of knowledge capital within the above CES production 
function framework on the condition that the output level iQ  and knowledge capital stock 
iK are measured and specified in a precise fashion. The sign and magnitude of the coefficients 
may help us gain evidence regarding the role of innovation in firm-level performance.   
 
2.4 Previous empirical approaches and major findings 
 
After Schumpeter’s (1934) classic discussion9 relating to the role of large monopolistic 
firms in technology advancement or innovation, numerous empirical studies on the 
                                                     
9 Cohen (2010) suggested that Schumpeter pointed out the fundamental differences of innovative activities between small firms 
and large ones with formal entities that conduct R&D activities, while Nelson, Peck and Kalachek (1967) understood those 
claims in the sense that R&D activities are largely implemented by large corporations with formal laboratories, which have 
been a major source of innovation in capitalistic societies. 
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determinant have been conducted and the hypotheses about the effect of firm size, market 
structure on firm-level innovation in Schumpeterian tradition have been established and tested 
using regression methods. A few pieces of evidence justifying the positive effect of firm size on 
innovation have been presented in those studies10.  
Following this tradition, more recent empirical analyses based on the firm-level data of 
various countries11 have tried to reveal the determinants of firm performance. Depending on 
the augmented production function with innovation as another input, they revealed that R&D 
investment and patent counts, despite their weakness as a measure of innovation in that they 
do not capture all the aspects of firm-level innovation, have a positive impact on firm-level 
productivity (Griliches 1995).  
Nevertheless, it is generally agreed upon that various kinds of innovative activities 
within the domain of a firm could not be captured by those single measures incorporated in the 
regressions, and therefore, it is possible to underestimate the effect of innovative activities on 
performance with those measures, particularly in SME cases. In order to avoid this problem, the 
following studies have modified the traditional approach; they considered innovation as an 
output within a firm’s production process rather than an input, by including the outcome of the 
innovation in the regression equation as dependent variable (Crépon, Duguet and Mairesse, 
1998; Hall et al., 2009). This could be another way to overcome the difficulty in measuring the 
innovative efforts of firms due to the presence of numerous unobservable factors, and 
                                                     
10 For more details, see Cohen (2010). 
11 For the U.S., see Lichtenberg and Siegel (1991), France see Crépon, Duguet and Mairesse (1998), Sweden see Lööf and 
Heshmati (2002), Italy see Hall, Lotti and Mairesse (2009) etc. 
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therefore, this allows us to pay more attention to the output of innovation such as number of 
patents, sales of products newly introduced to the market and so on (Hall et al., 2009).  
After Griliches (1979) first suggested a framework for the analysis of innovation and 
productivity growth that incorporated the relation between R&D investment and the output of 
innovation, a variety of empirical models representing those relations were provided. More 
recently, Crépon et al. (1998) developed a useful empirical model (hereafter CDM model) for 
estimation, which established the relation among R&D input (not limited to formal R&D 
argument), innovation output and productivity, combining several approaches. This structured 
model tries to examine the innovation process inside the firm and address that it is not 
innovation input such as R&D activities, rather innovation output that makes productivity 
increase.  
The CDM model basically establishes three relations represented by four equations 
which illustrate the fact that R&D activities produce knowledge capital which ultimately 
contributes to productivity growth: 1) R&D activity and its determinants, 2) an innovation 
function that relates R&D activities to innovation output such as patents or innovative sales, 3) 
a Cobb-Douglas type productivity equation relating innovation outputs to productivity. 
The first relation is represented by two research equations: the R&D decision equation 
and the R&D intensity equation. They describe the firm’s decisions about whether to engage in 
and how much to invest in R&D activities. One can assume that a firm would be engaged in 
R&D activities when the benefits from R&D activities exceed some industry specific threshold 
which is not observed by an econometrician. Once the decision to perform R&D or not is made, 
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the firm decides how much to invest in those R&D activities. The second relation is represented 
by innovation equations which are actually transformed from the Knowledge Production 
Function (Griliches, 1990). The innovation equations are given by the linear relations among 
observed innovation output such as a firm’s sales from innovative products or services and 
explanatory variables. The last relation is represented by a productivity equation augmented by 
the Cobb-Douglas production function with output of innovation and other factors such as 
physical capital, employment and skill composition, allowing arbitrary correlations with the 
errors of the above two equations: the R&D intensity equation and the innovation equation. 
Table 2.1 summarizes the major results across countries under the CDM model or its 
variants that tried to estimate the relation between firm-level innovation and its performance12. 
From a summary of the previous empirical results, one sees a broadly positive relationship 
between firm-level innovative activities and productivity regardless of which measures are used 
as innovation output. For most European countries, the elasticities of innovation output for firm 
productivity lie between 0.02 and 0.59, although some of them are not significant. The effects 
of innovation output when innovative sales are entered are much greater than those when 0/1 
dummies of product and process innovation are used. Note that the effects of process 
innovation are more ambiguous, sometimes negative when used together with a product 
innovation dummy. The measurement errors or ambiguity of response due to having a broader 
definition in the dummy variables of process and organizational innovations may enhance the 
                                                     
12 For more results and details, see Hall (2011) and Hall, Mairesse and Mohnen (2010). 
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variability. Instrument strategy may be an alternative to mitigate the ambiguity and help clearly 
differentiate the effects (Hall, 2011).   
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Chapter 2 Tables and Figures 
Table 2.1 Major findings of CDM models and its variants across countries13 
 
Country Data used Time period 
Method Effect of innovation output
1)
 
on productivity Model Final output Innovation output 
Chile Chilean Innovation Survey 1995-1998 CDM Value-added per employee 
Share of innovative 
sales 0.179* 
China 5,451 Chinese manufacturing firms 1995-1999 CDM with IV 
Total sales per 
employee 
Share of innovative 
sales 0.035*** 
French Innovation survey by SESSI 1986-1990 CDM Value-added per employee 
Share of innovative 
sales 0.065*** 
Ireland Irish CIS 2006 & 2008 2004-2008 CDM with IV Total sales per employee 
Share of innovative 
sales 0.114*** 
Netherland CIS 2 & data from production survey  1994-1996 CDM with IV 
Total sales per 
employee 
Share of innovative 
sales 0.133*** 
Finland CIS 2 (323 firms) 1994-1996 CDM with IV 
Total sales per 
employee 
Innovative sales per 
employee 0.090 
Germany CIS 3 (575 R&D intensive firms) 1998-2000 CDM with IV 
Total sales per 
employee 
Innovative sales per 
employee 0.268*** 
Norway CIS 2 (485 manufacturing firms) 1995-1997 CDM with IV 
Total sales per 
employee 
Innovative sales per 
employee 0.257*** 
Sweden CIS 3 (474 R&D intensive firms) 1998-2000 CDM with IV 
Total sales per 
employee 
Innovative sales per 
employee 0.290*** 
Italy Survey on Manufacturing (7,375 firms) 1995-2003 CDM variant 
Real sales per 
employee 
 Dummy of  
product and process 
Innovation  
0.597***(product) 
0.193   (process)  
Spain CIS 3 (3,588 firms) 1998-2000 
CDM with 
sequential IV 
Total sales per 
employee 
Dummy of  
product and process 
Innovation 
0.176*** 
1) * : significant at 10%, ** : significant at 5%, *** : significant at 1% 
                                                     
13 These selective results of various CDM models across countries depend on the survey research by Hall (2011). 
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Figure 2.1 Conceptual and operational framework of innovation process of SMEs 
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CHAPTER 3 
INNOVATIVE ACTIVITY AS A DETERMINANT OF PERFORMANCE HETEROGENEITY: 
EMPIRICAL EVIDENCE FROM KOREAN SMEs 
 
3.1 Introduction 
 
What are the crucial channels that drive innovation at the firm-level, and to what 
extent can they account for aggregate differences in firm performance? There seem to be no 
other questions that have longer been explored than these to investigate the source of firm 
growth. Although several factors such as R&D, co-operation, information technology, training 
etc. were addressed as crucial to firm performance by econometric efforts, ‘R&D activity’, one 
type of firm-level innovative activity, has long been considered a crucial factor which makes 
productivity heterogeneity among manufacturing firms (Griliches, 1990).  
Mairesse and Sassenou (1991), however, pointed out that it might be difficult to find an 
empirically solid relationship between R&D and productivity. Their finding from the survey data 
is that the econometric analyses concerning the relationship between R&D and economic 
performance lack robustness. They instead conclude that a better understanding of the relation 
involves attempting to find more reliable measures or indicators for innovative activities such 
as human and knowledge capital, organizational change and external work and so on, which 
ultimately determine a firm’s performance. 
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As pointed out by Hall et al. (2009), the black box of the innovation process in SMEs 
includes a variety of unknown characteristics from research and product development to 
market exploitation. Thus, an econometric analysis on innovation and performance relations, 
which employs traditional measures of innovative activity such as R&D expenditure and patent 
counts, provides only a limited examination and interpretation, and does not reveal the full 
picture of innovative activities within SMEs.     
Due to the improvement of innovation survey data accumulated within OECD regions, 
how to measure the effects of innovative activities on productivity in SMEs has been a hot 
research topic for the past couple decades both because of policymaker’s concerns and in order 
to gain well-designed econometric applications. However, most of the empirical studies that 
have tried to measure the effect of innovative activities (both for product innovation and 
process innovation) on firm performance still do not seem to provide solid evidence to the 
magnitude of those impacts. 
This chapter, by shedding light on the underlying relationship between firm-level 
innovative activities and firm performance (e.g. productivity) heterogeneity, tries to develop an 
empirical model and find evidence for underlying connections. The proposed model in this 
chapter helps find new evidence for the impacts of innovative activities on firm-level 
productivity differences using data from the Korean Innovation Survey (KIS) 2008 – 
Manufacturing. This study also compares its findings to empirical results from other OECD 
countries, and derives some implications for government policies which are designed to 
enhance innovation and R&D activity of SMEs within OECD countries. 
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3.2 The econometric model: Firm-level innovative activity and productivity link 
 
Motivated by the empirical CDM model and the results from several different countries, 
this study attempts to modify the systematic equations of the CDM model according to ideas 
from ‘Oslo Manual’ and to improve the original specifications so as to apply the data from the 
KIS 2008–Manufacturing.  
Following the conceptual framework of the SME innovation process (Figure 2.1), a 
schematic diagram of the innovative activity and productivity link, as presented in Figure 3.1, 
visualizes the underlying relations hypothesized in the model of this study14. Innovation outputs, 
divided into four different types of innovation, are subject to knowledge capital accumulated by 
continuous R&D or non-R&D activities from the previous period. These outputs are 
hypothesized to determine the firm-level productivity heterogeneity along with physical capital 
stock and the quality of labor employed. Furthermore, the formation of knowledge capital, 
augmented by R&D and non-R&D activities, is partly initiated by firm-specific and 
industry-specific factors as well as market conditions. The systematic relations are represented 
by the following three equations: the innovation input equation, the innovation output 
equation and the productivity equation. The main focus of these hypothetic relations lies on 
whether (or how) firm-level innovative activities contribute to the difference in firm-level 
                                                     
14 See Pakes and Griliches (1984), Crépon et al. (1998) for similar concepts. 
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performance measures, controlling for fixed capital, employment, and other relevant factors 
affecting firm performance.          
 
3.2.1 The innovation input equations 
 
Similar to other typical business activities within a firm, firm-level innovative activity as 
an innovation input can be divided into two major decisions of a firm: 1) the firm’s first decision 
about whether to carry out innovative activities and 2) the intensity or measurable amount 
invested in those activities by the firm. Those decisions at the stage of innovation input thus 
can be modeled with two equations: one describing a firm’s decision about whether to be 
engaged in innovative activities to increase a profit in the future and another for the magnitude 
of those activities given that the firm decides to carry them out.  
For most innovating firms, R&D is regarded as the most important and typical activity 
for future economic profits over any other activities. As pointed out by Hall et al. (2009), 
however, SMEs have various kinds of innovative activities which are not captured by formal 
R&D measures, and innovation inputs thus do not have to be limited to the formal R&D 
activities in SME cases. It can be assumed that there is a (latent) decision criterion for the firm i 
about whether to be engaged in innovative activities that are not fully covered by the R&D 
investment measures. The decision process of innovation input can then be represented by the 
following linear relation with binary outputs (0, 1) and some explanatory variables as shown in 
Equations (3-1) and (3-2):  
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(3-1) 1
1 1 1* 'i i iy x     
(3-2) 
1
1
1
1                 if * 0
0                if * 0
i
i
i
y
y
y
 
 

 
 
where 1 *iy is an unobserved expected net benefit from innovative activities or investments for 
firm i, 1ix  is a vector of explanatory variables such as firm size, total sales, employment as well 
as some dummies that explain net expected benefit for firm i, and 1
iy  is an (observed) 
indicator function which takes the value of 1 if 1 *iy  is greater than zero and 0 otherwise. 
After a firm decides whether or not to be engaged in innovative activities, it determines 
the true magnitude of innovation inputs which can be affected by various firm-specific or 
industry-specific factors. When a firm does not implement innovative activities, on the other 
hand, it does not provide any information about that. Survey data have no observations in that 
case. This relation is then described by Equation (3-3):  
 
(3-3) 2 1
2 2 2                  only when  1i i i iy x y     
 
where 2iy  is the amount of expenditure on innovative activities per employee which covers all 
the costs for innovative activities including R&D, and 2ix is a vector of related explanatory 
variables. One then gains another selective variable, 2iy with having true value when firm i is 
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engaged in innovative activities (or 1 1iy  ), and no observation otherwise. One can observe 
2
iy  
only when 1 1iy   or unobserved expected net benefit (
1 *iy ) is positive. 
Since 2
iy  is only observable when 
1 *iy  is greater than zero, one needs to specify the 
joint distribution of error terms 1 2 and i i   in order to estimate the above model. It is assumed 
that 1 2 and i i  respectively are normally distributed with correlation   as follows: 
 
1
2
2 2
1 2
(0,1)
(0, )
( , )
i
i
i i
N
N
Corr

 
  
 
 
where 2  is the standard error of 2i  and   is the correlation coefficient which suggests 
selection bias of this model. Note that the standard error of 1i  is normalized to 1 for 
estimation purposes. 
These assumptions lead us to use the Type-II Tobit model (Amemyia, 1984) to estimate 
the parameters of the above equations. Note that the possible selection bias arises because the 
firm-level expenditure on innovative activities is observed according to the firm’s engagement 
in innovative activities. This model can also be estimated by maximizing the likelihood function 
given by  
(3-4)  
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where 
0 1
,  represent the product over the observations for which 2 0iy   and
2 2 * 0i jiy y  , respectively, and ( ) and ( )    are the standard normal distribution and 
density function, respectively. 
 
3.2.2 The innovation output equations 
 
In order to describe the innovation process within a firm (See Section 2.1) and specify 
innovation output, this model employs the innovation production function using the concept of 
the Knowledge Production Function suggested by Griliches (1990) and Knowledge Capital 
introduced by Pakes and Griliches (1984). It assumes the transformation process from 
innovation inputs such as investment in R&D or innovative activities into economically valuable 
knowledge capital, which is actually used as a proxy of innovation output.  
Expenditure on various kinds of innovative activities would contribute to accumulate 
knowledge capital within a firm. Knowledge capital can be measured or substituted by using the 
number of patents or outcomes of innovation such as the share of innovative sales per 
employee from products newly introduced into the markets. Indicators of success in innovation, 
which are in binary form in CIS data, might also contain overall information about firm 
innovation outputs, and thus form another type of knowledge capital. The possible form of the 
innovation output equations then depends on which variables are going to determine the 
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firm-level innovation outputs. The following two kinds of equations according to the 
characteristics of independent variables are suggested in this system of equations: 1) the binary 
innovation response equations and 2) the innovative sales equation.   
 
3.2.2.1 The binary innovation response equations 
 
As discussed earlier, the CIS divides the outcome of firm-level innovation into four 
different types of innovation--product, process, organizational and marketing innovation. In 
order to apply CIS data which contains binary information about innovation outputs, the 
innovation output equations are then formalized by the following four different linear 
equations according to each type of innovation outputs:  
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where , ,  and prod proc organ marketi i i iy y y y  represent the indicators of product innovation, process 
innovation, organization innovation and marketing innovation, respectively; 2iy  is a partially 
observed innovation input replaced by the estimated value of expenditure on innovative 
activities 2ˆiy ; iz  is a vector of explanatory variables; 1 2 3 4, ,  and  i i i ie e e e  are the measurement 
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errors which are assumed to follow multivariate normal distribution with mean 0 and 
variance-covariance  . Note that each of the dependent variables ( , ,  and prod proc organ marketi i i iy y y y ) 
in Equation (3-5) takes the value of 1 if the firm has a corresponding type of innovation and 0 
otherwise. Note also that in each equation, 2ˆ
iy appears as one of the explanatory variables. This 
helps avoid the possible endogeneity problem which arises from the fact that 2
iy  is already 
incorporated as a dependent variable in the innovation input equation given by Equation (3-3).     
The parameters in Equation (3-5) are then estimated by maximizing the likelihood 
function of the multivariate probit model with the assumption that the factors affecting each 
type of innovation are the same across firms even though some firms do not have all types of 
innovations. 
 
3.2.2.2 The innovative sales equation 
 
Firm-level innovation, by its nature, has complicated features which are not 
characterized by several binary responses. An innovation output equation can thus be specified 
by continuous variables such as patent counts (either registered or in progress of application), 
or innovative sales per employee from the products which are newly introduced into the 
market or firstly developed at the firm-level. The most outstanding feature of using CIS data 
compared with previous firm-level surveys is to provide a wider range of innovation output 
measures such as innovative sales.  
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According to the development of CIS data, a measure of innovative sales from products 
new to the market has been the most preferable choice in previous studies (Hall, 2011). Similar 
to the specification of Crépon et al. (1998), another innovation output equation with the 
innovative sales per employee ( isales
iy ) being a dependent variable can thus be suggested as 
follows: 
  
(3-6) 2
5 5 5
ˆ 'isalesi i i iy y z e   
  
 
 
Note that this specification can hypothesize the positive relation between a true intensity of 
innovation outputs and innovation inputs, since isales
iy is continuous unlike the other binary 
innovation outputs ( , ,  and prod proc organ marketi i i iy y y y ) used in Equation (3-5). Therefore, one can 
estimate more reliable relational parameters not contained in the former specification with 
binary innovation outputs.   
 
3.2.3 The productivity equations 
 
The last set of equations in this model hypothesizes the positive linear relation 
between innovation outputs and firm-level labor productivity. More specifically, the relations 
between innovation outputs and their performance contribution are modeled in these last 
equations. Then, the productivity heterogeneity across firms is assumed to arise from the 
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differences in the performance of innovation outputs beyond the traditional input factors such 
as labor and (physical) capital. 
A simple homogeneous CES production function from Equation (2-2) introduced in the 
previous chapter is revisited to specify the input-output technology where knowledge capital 
( K ), labor ( L ) and capital ( K ) are incorporated as input factors. As discussed before, 
innovation outputs are represented by two kinds of measures -- four binary innovation 
responses and the innovative sales -- as seen in Equations (3-5) and (3-6). From Equation (2-4), 
the productivity equations describing the relations between innovation outputs (input factors 
of production here) and labor productivity, therefore, have two different forms according to 
the types of innovation outputs chosen in the previous section. Those can be given by the 
following two kinds of non-linear equations with several input factors: 
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where i iq l  is labor productivity in logarithm; ˆ ˆ ˆ ˆ, ,  and 
prod proc organ market
i i i iy y y y are actually the 
predicted probabilities of being engaged in each type of innovation, respectively; ˆ isales
iy  is the 
expected value of innovative sales from new products; 1 2 3 4 5, , ,  and j j j j jw w w w w  are the 
vectors of per capita input factors; 1 2 3 4 5, , ,  and i i i i iu u u u u  are the error terms that follow 
normal distribution with mean 0 and variance 2 2 2 2 2
1 2 3 4 5, , ,  and      , respectively. Note that 
ˆ ˆ ˆ ˆ, , , prod proc organ marketi i i iy y y y  and ˆ
isales
iy in each corresponding equation represent the knowledge 
capital accumulated for a given time period. Each coefficient of the innovation output variables 
then represents the effect of each type of innovation output on productivity. 
Note that the direct use of observed values of , , ,  and prod proc organ market isalesi i i i iy y y y y  in 
Equations (3-7) and (3-8) might result in a possible endogeneity problem which arises from the 
fact that they are already incorporated as dependent variables in the innovation output 
equations, Equation (3-5) and (3-6). The possible endogeneity problem inherent in the 
productivity equations could also be relieved by the use of predicted values estimated in the 
previous step, that is, in Equation (3-5) and Equation (3-6) (see next section).  
The productivity equations can also be specified using the Cobb-Douglas production 
function as presented in Appendix A. In this specification, the appearance of observed binary 
variables ( , ,  and prod proc organ marketi i i iy y y y ) in the productivity equation may also raise the same 
endogeneity problem as before. The use of instrumental variables for the binary innovation 
output variables ( , ,  and prod proc organ marketi i i iy y y y ) could be another way to deal with those 
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problems in this case; instrumental variables that are highly correlated with the binary 
innovation outputs would offer some solutions to avoid the possible problem which arises from 
the use of expected values of discontinuous binary variables. The number of patents from 
firm-level innovative activities or the predicted probabilities of being engaged in each type of 
innovation during the past three years can be considered as potential instrumental variables.  
 
3.3 Model specifications and estimation 
 
The econometric model suggested in the previous section consists of twelve equations 
in total within the system: two innovation input equations, five innovation output equations 
and five corresponding productivity equations. Note that each of the innovation output 
equations and productivity equations are divided into two groups, respectively, according to 
the type of innovation output variable incorporated. These two groups of equations are thus 
sequentially specified and estimated using the following three steps. 
 
[1st step: Innovation input equations] 
 
The innovation input equations given by Equations (3-1), (3-2) and (3-3) combined are 
specified by the total sales as of year 2007 and other explanatory dummy variables 
representing export-oriented firms, high technology firms, firms with support from the 
government, firm size and industry. Each firm is assigned to one of the four separate size 
42 
 
groups by its number of employees and eight industry groups according to the two-digit 
standard industry classification of Korea (KSIC).  
In Equation (3-1), the vector of 1ix  thus includes the following explanatory variables:  
 
exp
1 [ln , , , ]
high tech ort gov
ix SALES D D D
  
 
In Equation (3-3), furthermore, 2ix  includes various dummy variables explaining the amount 
of expenditure on innovative activities per employee as well as Mill’s ratio: 
 
exp 1 1
2
1 1
( ' )
[ , , , , , ]
1 ( ' )
size industry high tech ort gov
i
x
x D D D D D
x
 


  
 
In order to correct the possible selection bias arising from selected observations, one 
may implement the ‘Heckman Two-step Procedure’ (Heckman, 1979) which works as follows: 
1. Estimate the probit equation (Equation (3-1) and (3-2) with explanatory variable 1ix ) 
by maximum likelihood estimation to obtain an estimate 1ˆ , and for each 
observation in the selected sample, compute 1 1
1 1
ˆ( )ˆ
ˆ( )
i
i
i
x
x
 




(the inverse Mill’s ratio) 
2. Estimate the Equation (3-3) to get 2 2 and     using the Ordinary Least 
Squares (OLS) of regressing 2 *iy  on 2
ˆ and i ix  . 
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[2nd step: Innovation output equations]   
 
The first type of binary innovation response equation, Equation (3-5), is specified by the 
following explanatory variables: predicted value of expenditure on innovative activities per 
employee in logarithm ( ln *iINNOEXP ), the use pattern of various kinds of innovation-related 
information ( iINFO ) and a few dummy variables indicating firm size and industry.  
 
*[ln , , , ]size industryi i iz INNOEXP INFO D D  
 
iINFO  as one of the input factors reflects the representative value of a single 
common factor which summarizes the correlation structure of the responses on questionnaires 
about innovation-related information sources contained in the KIS 2008–Manufacturing. The 
value of this variable can be obtained through an exploratory factor analysis (EFA) of a firm’s 
responses to twelve orderly-scaled (1 to 5) questions about the source and importance of 
innovation-related information. More specifically, during the survey, several questions about 
innovation related information sources are asked and firm’s a corresponding responses are 
collected on a five-point scale. An EFA on these responses is implemented and the factor 
scoring coefficient underlying the correlation structure of the responses is obtained. The 
representative value of the estimated common factor is then calculated by applying the scoring 
coefficient to the responses of each question. The result of the factor analysis on the use 
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pattern of innovation-related information sources contained in the KIS 2008–Manufacturing is 
reported in Table 3.3. 
Each model in Equation (3-5) is then estimated by the multivariate probit model in a 
simultaneous fashion because the values of dependent variables , ,  and prod proc organ marketi i i iy y y y  
are binary and the unobservable measurement errors are correlated to each other. Note that 
the predicted values of the expenditure on innovative activities, instead of the realized value, 
enter each equation. Although some of the firms might not report the exact amount of 
expenditure on innovative activities in the survey, all firms might have the probability of 
engagement in innovative activities prior to this. The use of the predicted value of expenditure 
on innovation is another useful way to deal with the possible endogeneity problem which arises 
from the fact that expenditure on innovation is incorporated into both innovation input and 
output equations. 
The second type of share of innovative sales equation, Equation (3-6), is specified by 
the following explanatory variables: the predicted expenditure on innovative activities per 
employee in logarithm ( ln *iINNOEXP ), the representative value of the sources of external 
innovation-related information ( iINFO ), and a few dummies indicating firm size, high 
technology, export and governmental support.  
 
* exp[ln , , , , , , ]size industry high tech ort govi i iz INNOEXP INFO D D D D D
  
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[3rd step: Productivity equations]   
 
The first group of productivity equations, Equations (3-7), are specified as simple 
homogeneous CES technology with constant return to scale by the following explanatory 
variables: predicted probabilities of each binary innovation output ( ˆ ˆ ˆ, ,prod proc organi i iy y y and 
ˆmarket
iy ), the sales share of expenditure on innovation ( _ iINNOEXP S ) as well as per capita 
physical capital ( iFC ). Note that the sales share of expenditure on innovation is employed as a 
measure of innovation input so that we avoid the endogeneity problem arising from the fact 
that it also appears as a dependent variable in Equation (3-3).    
 
1
ˆ[1, , , _ ]prodi i i iw y FC INNOEXP S
    
 
2
ˆ[1, , , _ ]proci i i iw y FC INNOEXP S  
3
ˆ[1, , , _ ]organi i i iw y FC INNOEXP S  
4
ˆ[1, , , _ ]marketi i i iw y FC INNOEXP S  
 
Note also that four kinds of predicted probabilities of being engaged in each type of innovation 
( ˆ ˆ ˆ ˆ, ,  and prod proc organ marketi i i iy y y y ) are included separately in the productivity equations, one at a 
time, in order to avoid the issue of multi-collinearity among them. The four different types of 
innovation are, by their nature, correlated with each other, and thus may affect the significance 
of the coefficients. Each of the Equations (3-7) is thus estimated separately using the same 
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explanatory variables except binary innovation outputs.  
The second type of productivity equation, Equation (3-8) is similarly specified by the 
explanatory variables as follows: the expected value of innovative sales per employee from new 
products ( ˆ isales
iy ), the expenditure on innovative activities ( iINNOEXP ) as well as per capita 
physical fixed capital ( iFC ). 
 
5
ˆ[1, , , _ ]isalesi i i iw y FC INNOEXP S  
 
In the Cobb-Douglas production specification (see Appendix A), the second type of 
productivity equation with innovative sales must be estimated together with Equation (3-6) in a 
simultaneous fashion since the labor productivity, a dependent variable in Equation (3-8), is 
incorporated as an explanatory variable in the innovation output equations. It should be noted 
that the simultaneous equation system combining innovation output equation and productivity 
equations allows for feedback effects on productivity from innovation output. This specification 
comes from the nature of the cross-sectional data of the KIS 2008 (see Appendix A). 
 
3.4 Data 
 
The data used in this analysis mainly come from the most recent CIS of Korea, the KIS 
2008--Manufacturing. The CIS is one of the larger attempts to collect data on internationally 
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commensurable measures of firm-level innovation within OECD regions. The CIS of each OECD 
country follows the OECD Oslo Manual which focuses on technological innovation and 
incorporates data on the following topics: expenditure on activities related to development of 
new products, outputs of incrementally and radically changed products, sources of information 
relevant to innovation, obstacles hampering innovation and factors promoting it.  
The KIS, started in 2002, is administered periodically (every 3 years) by the Science and 
Technology Policy Institute of Korea (STEPI) following the OECD Oslo Manual. The data used in 
this study were collected according to the framework of the third edition of the OECD Oslo 
Manual, using the revised questionnaire which is based on the Eurostat CIS 4 and other 
benchmarks and distributed to a representative sample of Korean manufacturing firms 
stratified by size, industry and geographical area. Each survey of the KIS covers all the 
innovation related information such as innovating activities during the three years prior to the 
year the survey is administered. The KIS data thus contain the overall information on firm 
specific characteristics and four types of innovations (product, process, organization and 
marketing innovation) which the OECD Oslo Manual has already defined, as well as some 
financial figures such as total sales, profits and expenditure on innovative activities for the 
three years the survey covers. 
Although the original KIS 2008--Manufacturing data had over 3,081 observations, this 
study mainly focuses on SMEs, which represent nearly 89% of the whole KIS 2008 sample. This 
study, furthermore, imposes a restriction on the number of employees (250) as a threshold, 
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differentiating SMEs from large firms, which is in line with the definition of the European 
Commission. This is done so that the results are easily comparable with other OECD countries.  
The KIS 2008--Manufacturing was administered to the population of 47,267 
manufacturing firms which employ more than 10 people15. This is because the base of this 
survey rests on the ‘2006 Census on Basic Characteristics of Establishment’16 conducted by the 
National Statistical Office of Korea. The sample size designed in this survey consists of 6,314 
firms which comprise 13.3% of the population, but only 3,081 firms responded to the survey 
(6.5% of the population and 48.7% of designed sample size).  
After filtering large-sized firms and firms with at least one missing observation of 
innovation expenditures, a total of 2,734 observations for manufacturing SMEs were used in 
this study. The summary statistics of the KIS 2008–Manufacturing data, for the full sample, 
SMEs and only SMEs engaged in four types of innovative activities (innovating SMEs) are 
presented in Table 3.1. 
Note that the sample used in this study is targeted to represent manufacturing firms 
which employ more than 10 people, and thus it only consists of less than 3% of all 
manufacturing firms in Korea. Furthermore, as presented in Table 3.1, only 40.96% of the full 
sample (and 35.11% of the SMEs sample) implemented innovative activities, and the innovation 
related variables in this study might take the observable values only for those firms that are 
engaged in innovative activities. Although this arises from the structure of a typical innovation 
                                                     
15 There are approximately 119,000 manufacturing firms which employ more than five people in Korea as of 2007, and the 
population of this survey comprises 40% of all manufacturing firms in Korea. 
16 The list of firms in this census consists of corporate establishments whose size is generally greater than 10 employees.  
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survey, it may introduce some biases when interpreting the results to a certain degree, or at 
least limited use of the results in the sense that they do not cover smaller firms which form a 
greater proportion of manufacturing firms. The focus is on providing information about more 
organized larger firms. 
 
3.5 Empirical results 
 
3.5.1 The innovation input equations 
 
The second column of Table 3.4 presents the estimated coefficients of the probit model, 
providing information on the sources of a firm’s engagement in innovation. Table 3.4 also 
compares the results of the SME sample with those from the full sample, which includes large 
firms. One can notice that firms with high technology and support from the government tend to 
have higher probabilities of being engaged in innovative activities. Exploration of foreign 
markets and engagement in exports are strongly associated with investing more in innovative 
activities. The same statistical interpretations are valid for the sample of SMEs only.   
As a second step, the estimated innovation input equation is presented in the fourth 
column of Table 3.4. Almost all coefficients are statistically significant. As firm size increases, 
the expenditure on innovative activities per employee significantly decrease in both samples, 
which in turn imply that larger firms tend to expend less per employee on innovative activities, 
other conditions being equal.  
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The positive coefficients of other dummy variables such as high technology firm and 
export-oriented firm imply that SMEs with those features more actively invest in innovative 
activities than the opposite with low technology, no governmental support and domestic 
markets. Furthermore, the effects are particularly strong for SMEs in all industries other than 
food and beverage. The estimation results also show that tax credits, subsidies or other forms 
of governmental support significantly increase investment in firm-level innovation.  
 
3.5.2 The innovation output equations 
 
The four kinds of binary innovation response equations are first estimated by the 
multivariate probit model, assuming that most of the firm specific characteristics are correlated 
with each type of innovation in the same fashion. The predicted expenditure on innovative 
activities is utilized as an explanatory variable for each equation, and the corresponding 
estimation results are summarized in Table 3.5.  
The effects of the predicted innovative expenditure per employee on the likelihood of 
having each type of innovation outputs are all positive and significant at the 1% level. For the 
SMEs sample, the sizes of the impact are largest (0.6011) for product innovation and smallest 
(0.3109) for marketing innovation. The use pattern of innovation-related information also 
positively contributes to enhancing the possibility of having innovation output for all types of 
innovations. These results imply that an increase in expenditure on firm-level innovative 
activities leads to successful implementation of innovation outputs, and those effects also tend 
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to significantly increase by firm size within the SMEs sample. The result of increase in 
expenditure in innovation is most likely to appear as a form of product and process innovation 
rather than other types of innovation.    
Furthermore, the estimated correlation coefficients ˆ 's  are significantly positive for 
all combinations of each type of binary innovation output, which implies that all types of 
innovations are affected to some extent by unobservable common factors that represent 
correlation structure among them. This result also provides some clues about how to increase 
the possibility of implementing innovation within a firm by controlling the underlying factors 
determining firm-level innovation (See CHAPTER 4 for the details). 
Lastly, the innovative sales equation is estimated by OLS with the same specifications. 
As seen in the sixth column of Table 3.7, the effect of innovative expenditure on the innovative 
sales for the SMEs sample is 0.2093 (significant at the 1% level), which is greater than that for 
the full sample. The innovation-related information also positively and significantly contributes 
to increase in the innovative sales for this case.  
 
3.5.3 The productivity equations 
 
The estimated results of CES type productivity equations using the predicted 
probabilities of having each type of innovation outputs instead of binary responses are 
presented in the first nine columns of Table 3.6. For the full sample, the impacts of innovation 
outputs are ranged from 0.1253 to 0.7590, most of which are statistically significant at the 1% 
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level17. In both specifications of each model, where patent is dropped or not, product 
innovation has the greatest effect on labor productivity and marketing innovation has the 
smallest. The SMEs sample also reveals almost all positive and significant (at 1% level) effects 
ranging from 0.1005 to 0.5353, although the sizes of the effect are smaller than those seen in 
the full sample. Note that in Table 3.6, boostrapping standard errors are provided for each 
independent variable for which predicted values are utilized in the cross-sectional regressions. 
The tenth column of Table 3.6 presents the estimated results for the second type of 
productivity equation which incorporates a continuous-type innovation output, innovative sales. 
The coefficients of the innovative sales as well as patent and labor are significantly positive at 
the 5% level for both samples. It is also interesting to note that the impacts of innovation 
outputs also tend to decrease from 0.3987 to 0.2492 when large firms are excluded, while the 
impact of innovation input does not appear to change as much. This might be due to the fact 
that the performance of small sized firms is less likely to be influenced by the sales of new 
products driven by innovative activities. Although the sizes of the impacts of innovative sales on 
performance are less than those of product innovation and process innovation, they could be 
added to the set of findings to underpin the proposition that innovative activities contribute to 
enhancing firm performance through the form of innovation output. 
Note that, as presented in Table 3.6, the estimated   in each equation lies between 
-0.0402 and 0.0011 for the full sample and between -0.0871 and 0.0372 for the SMEs sample 
                                                     
17 When a ‘physical capital’ is included in the specification (1) of each model, the sizes of coefficients decrease to the range 
between -0.0154 and 0.2627 for the full sample, between -0.0401 and 0.0888 for SMEs sample, all of which are not 
significant.   
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and those are all insignificant at a 5% level, implying that we cannot reject the 
0 : 0 or 1H     in each production equation. This in turn implies that Cobb-Douglas 
production function with 1   can be utilized to estimate the relation between innovation 
output and productivity. In Appendix A, we thus investigate whether more simplified 
Cobb-Douglas production specification would be fitted to the data used in this study.     
The above empirical results can be reinforced by the Generalized Method of Moment 
(GMM) estimation using instrumental variables for binary innovation outputs. Two kinds of 
instruments for each binary response are considered in this step: the predicted probability of 
having innovation outputs (IV 1) from Equations (3-5) and total patent counts in logarithm (IV 2). 
If binary innovation outputs are incorporated into Equation (3-7) as regressors, the use of 
predicted value for each binary variable from the previous step provides a useful way to avoid 
endogeneity as well as to enhance relevance between binary variables and IV’s. Patent count 
can be a well-defined alternative since the more engaged in innovative activities a firm is the 
more patent counts it has. 
As presented in Table A.2 of Appendix A, all the IV’s employed in each model passed 
under-identification tests, meaning that those IV’s are exactly identified for the corresponding 
models. Furthermore, the result of the weakness test for the two IV’s based on the 
Cragg-Donald’s Wald F-statistic (which is supposed to be greater than 10 when one endogenous 
variable is used) ensures all the IV’s employed for all specifications of the proposed models, 
separately or jointly, are valid for both samples.  
The impacts of innovation outputs ranged from 0.0107 to 0.0646 for IV 1 and from 
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0.0246 to 0.0792 for IV 1 and IV 2 combined for the full sample are almost significant at the 10% 
level except those for marketing innovation18. Product innovation also reveals the greatest 
effect (from 0.0646 to 0.0792) on productivity and marketing innovation the smallest (from 
0.0107 to 0.0246).  
The SMEs sample also shows a similar pattern of impacts: from 0.0784 to 0.6259 for IV 
1 and from 0.0655 to 0.6089 for IV 1 and IV 2 combined, some of which are not statistically 
significant. Although the coefficients of innovation outputs increase for the SMEs sample, the 
overall pattern of the impacts according to innovation type is retained regardless of IV’s: 
product innovation and process innovation have greater effects on firm performance than 
marketing innovation.  
        
3.5.4 Robustness Check 
 
In order to investigate the sensitivity of the results according to the nature of firm-level 
innovation, sub-sampling is conducted to sort out the firms that succeeded in more radical 
innovation in the sense that a firm newly introduces products to the market level. A firm with 
radical innovation can thus be represented by a firm with a positive share of sales from new 
products at the market level (not firm-level). The revised criterion of the innovation concept 
                                                     
18 In spite of the elasticity of substitution ( ) being close to unity and the Cobb-Douglas production function not being 
rejected, there seems to be a discrepancy of coefficients between the CES model and the Cobb-Douglas model in the full 
sample. This may require in-depth investigation on the treatment of innovation dummies along with sizable values of other 
continuous variables for the full sample. 
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reduces the number of the SMEs sample from 1,193 to 445, and the CES production function is 
employed to ensure a comparison of estimation results.  
As shown in the first five columns of Table 3.8, the coefficients of predicted 
expenditure on innovative activities for each innovation type under the radical innovation 
criterion are still positive and the sizes of impact significantly increase for all types of innovation: 
from 0.6011 to 1.8640 (significant at the 1% level) for product innovation, from 0.4325 to 
1.6267 (significant at the 1% level) for process innovation, etc. For the first type of production 
equation where binary innovation outputs are incorporated as covariates, the impacts of the 
innovation outputs on productivity decrease for all types of innovation outputs while the 
impacts of the remaining factors remain unchanged: from 0.5353 to 0.2121 (significant at the 1% 
level) for product innovation and from 0.4370 to 0.2238 (significant at the 1% level) for process 
innovation.  
For the second type of production equation where innovative sales is incorporated as a 
covariate, on the other hand, the coefficient is still positive at the 1% level, but increases from 
0.2492 to 0.2929, supporting the claim that innovative activity is another factor that positively 
affects firm-level performance heterogeneity.   
Note that, in this narrowed sample, organizational innovation and marketing 
innovation also reveal smaller effects on labor productivity than other types of innovations as 
before. One possible explanation of this result is the following: Organizational innovation and 
marketing innovation have a lower chance of success compared with product or process 
innovation. It is because organizational innovation for SMEs, such as a change in firm structure 
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or way of business management, would be difficult to implement and take more time to be 
realized as a form of enhanced productivity than the development of new products.  
 
3.6 Implication and discussion 
 
The empirical results revealed that the expenditure (or investments) on innovative 
activities increases the probability of having each type of innovation outputs. Investments in 
innovation, innovation outputs and labor productivity are all positively related with each other 
in the SME sector, though the size of the effects vary by industry, firm size and geographic area. 
These results support the hypothesis that knowledge capital represented by innovation outputs 
has a sizable effect on firm performance heterogeneity to the extent that some portion of the 
knowledge capital of a firm is accumulated by continuous innovative activities.  
According to Table 2.1 of CHAPTER 2 which provides the effect of innovation output 
(share of innovative sales) on productivity in the manufacturing sector across countries, the 
effects of the innovative sales per employee on productivity lie between 0.090 and 0.290 across 
countries and time periods. It should be noted, however, that comparison to the results found 
in previous studies has limited implications, in the sense that each study employs different 
specifications of the CDM model or its variations and uses different data constructions. 
Admitting the variations of econometric models and data periods, the 1% increase in innovative 
sales would contribute to the increase in productivity by less than 0.3 percent for a firm, on 
average. 
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Another interesting point in the results is that each individual type of innovation 
reveals different sizes of effects on firm performance itself: the biggest effects for product 
innovation, the smallest for marketing innovation. Allowing that the coefficient of innovation 
related variables on the right-hand side represent the marginal return to productivity, those 
results imply that marginal costs of implementing product and process innovation are greater 
than the other two types of innovation inside a firm19. The results of the KIS 
2008—Manufacturing actually revealed that technology-based innovations (product innovation 
and process innovation) required more time and cost than management-based innovations 
(organizational innovation and marketing innovation)20. This is not surprising in the sense that 
the latter two types of innovation are much cheaper for a smaller firm to implement and do not 
require the hiring of much more professionals. However, this may provide a new clue about the 
fact that smaller firms which are more likely to accept management-based innovation rather 
than technology-based innovation generally reveal lower levels of productivity (see Table 3.1). 
Albeit not well measured innovative activities and variants of the model, the empirical 
results presented in Table 2.1, Table 3.6 and Table A.3 allow us to conclude overall that a typical 
firm in South Korea exhibits lower effect of innovation output (innovative sales) than a typical 
Western European firm. A typical SME with high technology reveals an even lower size of the 
effect (note that the coefficients of high-tech dummy in Table A.3 turn out negative). This in 
                                                     
19 Note that a firm would implement innovation when the marginal benefits of innovation are greater than or at least, equal to 
the marginal cost of innovation. 
20 According to the report of the KIS 2008 (STEPI, 2008), 72.8% of sample firms succeeded in product innovation, 79.0% for 
process innovation, 91.1% for organizational innovation and 89.9% for marketing innovation. 
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turn implies that SMEs in South Korea display a weaker link between innovation and 
productivity or lower effectiveness of innovative activities in their performance perspectives. 
Hall (2011), in her survey research, concludes that high technology firms in most 
Western European countries where large firms have a greater portion of outputs tend to show 
a stronger relation between innovation outputs and firm performance than those in developing 
countries. Given that South Korea still has a high proportion of outputs by SMEs and suffers 
from lower productivity level than OECD average, the empirical findings in this study could be 
added to the set of evidence which support the claim specified in CHAPTER 1 that productivity 
heterogeneity caused by innovative activities in SME sectors could play a crucial role in making 
a difference in labor productivity at the national level. 
It should be addressed, however, that although these results reveal an overall positive 
relationship between innovative activities and firm performance, they do not give any further 
information on the innovating capability of each firm which in turn plays a significant role as a 
determinant of productivity. It would be necessary to measure firm-level innovation capability 
in order to explore to a more detailed degree the extent to which innovative activities could 
determine a firm-level performance. In other words, a measure of firm-level innovation 
capability is necessary to obtain a possible yardstick with which one measures how much a firm 
is innovative or how much a firm is capable of implementing innovation. This would be another 
task to be done in order to provide support for the above conclusions.  
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Chapter 3 Tables and Figures 
 
Table 3.1 Descriptive statistics of KIS 2008–Manufacturing 
Variables Full sample SMEs only Innovating SMEs
1)
 
Number of observations 3,081 2,734 1,193 
Number of employees 2007 (mean) 210.2 69.6 106.6 
Total sales 2007 (mean, M₩
2)
) 123,348.5 19,720.6 31,447.6 
Expenditure on innovation per employee 
(2005-2007, mean, M₩) 
24.45 23.74 23.88 
Share of innovative sales 
(2005-2007, %, mean) 
33.64 35.69
3)
 35.68 
Highly educated employees (mean) 6.89 1.64 3.45 
Number of research engineers (mean) 14.18 3.68 8.43 
Engagement in product innovation (%) 31.94 26.99 61.86 
Engagement in process innovation (%) 26.55 21.47 49.20 
Engagement in organizational innovation (%) 24.70 19.20 44.01 
Engagement in marketing innovation (%) 16.16 12.91 29.59 
Engagement in innovative activities (%) 40.96 35.11 - 
Labor productivity 2007 (mean, M₩) 285.90 238.46 253.52 
Export-oriented firms (%) 28.27 23.01 41.66 
Government supported firms (%) 25.41 22.09 47.95 
High-technology firm (%) 18.31 20.52 40.74 
Employees ≤ 50 1,896 1,896 638 
50 < Employees ≤ 100 314 314 175 
100 < Employees ≤ 250 342 342 226 
250 < Employees ≤ 300 182 182 154 
300 < Employees 347 - - 
1) Innovating SME sample only contains the firms that implemented at least one type of innovation and reported positive 
expenditure on innovation. 
2) M₩ represents million Korean won as a currency unit. 
3) It has the same number as innovating SME since only innovating firms reported the expenditure on innovative activities.  
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Table 3.2 Correlation between expenditure on innovation and labor productivity by firm size 
and industry (SMEs only) 
 
 
Firm size 
Food/ 
Beverage 
Textile 
Wood/ 
Furniture 
Papers/ 
Printings 
Chemical 
Electrics/ 
Electronics 
Metals/ 
Materials 
Auto/ 
Machinery 
1-50 
-0.3186 
(0.1484) 
0.0890 
(0.5182) 
0.2863** 
(0.0377) 
0.1432 
(0.4586) 
0.1593 
(0.1273) 
0.1232 
(0.1998) 
0.0686 
(0.4045) 
0.2447* 
(0.0216) 
51-100 
-0.0370 
(0.9445) 
0.6155*** 
(0.0030) 
0.3470 
(0.2691) 
-0.3093 
(0.5509) 
-0.1555 
(0.5008) 
-0.1171 
(0.5857) 
0.3309** 
(0.0264) 
-0.1399 
(0.4610) 
101-250 
-0.0330 
(0.9234) 
0.0558 
(0.8101) 
0.0485 
(0.8693) 
0.0260 
(0.9329) 
-0.1695 
(0.3457) 
0.0443 
(0.7944) 
0.2655 
(0.0893) 
-0.1572 
(0.3263) 
250- 
0.4972 
(0.2100) 
0.5467* 
(0.0818) 
-0.9921* 
(0.0800) 
0.1726 
(0.8896) 
-0.4519* 
(0.0597) 
-0.3679 
(0.1463) 
0.3370** 
(0.0253) 
0.2783* 
(0.0907) 
1) Significance levels are in parenthesis. 
2) *** : significant at 1%,  ** : significant at 5%,  * : significant at 10% 
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Table 3.3 Factor analysis on the sources of innovation related information that a firm uses 
(KIS 2008–Manufacturing, principal component method) 
 
  
Source of Information  
Rotated factor coefficient 
Scoring coefficient 
of Factor 1 
Factor 1 Uniqueness 
Inside firm 0.0111 0.9999 0.0020 
Within corporate group 0.5176 0.7321 0.0930 
Suppliers 0.6513 0.5758 0.1170 
Customers  0.6801 0.5375 0.1221 
Competitors 0.7531 0.4329 0.1353 
Business Meetings 0.7736 0.4016 0.1389 
New employees 0.7739 0.4010 0.1390 
Consulting firms 0.7108 0.4948 0.1277 
Universities 0.6913 0.5221 0.1242 
Research Institutes 0.6956 0.5161 0.1249 
Conferences 0.7717 0.4045 0.1386 
Literatures, Books 0.7657 0.4137 0.1375 
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Table 3.4 Innovation input equations (STEP 1): Probit + OLS with correction 
 
1) Reference group : SMEs with employees < 50, low-technology firms, not supported from government, and domestic 
demand oriented firms in industry 1 (Food/Beverage) 
2) Standard errors are in parenthesis 
3) *** : significant at 1%,  ** : significant at 5%,  * : significant at 10% 
4) Pseudo R
2
 
  
Dependent variable 
All Firms 
Probability of 
1 1iy 
 
Expenditure on  
innovation  
(without correction) 
Expenditure on innovation  
(with correction) 
    
Total sales 2007 (in log) 0.2773 (0.0188)***   
50 < Employees ≤ 100  -0.2257 (0.1107)** -0.1856 (0.1134)* 
100 < Employees ≤ 250  -0.3000 (0.0978)*** -0.2481 (0.1046)** 
250 < Employees  -0.4949 (0.1209)*** -0.4280 (0.1311)*** 
300 < Employees  -0.1329 (0.0985) -0.0395 (0.1232) 
D (Indusrty 2, Textile)  0.4052 (0.1785)** 0.4015 (0.1801)** 
D (Indusrty 3, Wood)  0.6492 (0.1917)*** 0.6300 (0.1953)*** 
D (Indusrty 4, Paper)  0.3657 (0.2046)* 0.3359 (0.2076)* 
D (Indusrty 5, Chemical)  0.8099 (0.1617)*** 0.8086 (0.1633)*** 
D (Indusrty 6, Electronics)  0.5822 (0.1609)*** 0.5724 (0.1627)*** 
D (Indusrty 7, Materials)  1.1610 (0.1552)*** 1.1542 (0.1573)*** 
D (Indusrty 8,Machinery)  0.9276 (0.1581)*** 0.9182 (0.1601)*** 
D (High-tech=1) 1.0879 (0.0908)*** 0.3379 (0.0802)*** 0.4089 (0.1023)*** 
D (Export-oriented=1) 0.7242 (0.0757)*** 0.2157 (0.0725)*** 0.2534 (0.0844)*** 
D (Gov-supported=1) 1.6909 (0.1027)*** 0.4997 (0.0712)*** 0.5986 (0.1138)*** 
Inverse Mill’s ratio   0.1748 (0.1558) 
Constant -3.1367 (0.1691)*** 1.3115 (0.1489)*** 1.1065 (0.2354)*** 
Adjusted R
2
 0.4112
4)
 0.1450 0.1453 
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Table 3.4 (cont.) 
 
 
Dependent variable 
SMEs only 
Probability of 
1 1iy 
 
Expenditure on innovation 
(without correction) 
Expenditure on innovation  
(with correction) 
    
Total Sales (in log) 0.2267 (0.0230)***   
50 < Employees ≤ 100  -0.2578 (0.1070)** -0.2287 (0.1093)** 
100 < Employees ≤ 250  -0.3820 (0.0987)*** -0.3456 (0.1063)*** 
250 < Employees  -0.5230 (0.1164)*** -0.4814 (0.1265)*** 
300 < Employees  - - 
D (Indusrty 2, Textile)  0.3617 (0.2066)* 0.3537 (0.2099)* 
D (Indusrty 3, Wood)  0.5808 (0.2153)*** 0.5622 (0.2204)*** 
D (Indusrty 4, Paper)  0.2049 (0.2308) 0.1660 (0.2430) 
D (Indusrty 5, Chemical)  0.6684 (0.1963)*** 0.6645 (0.1998)*** 
D (Indusrty 6, Electronics)  0.5199 (0.1925)*** 0.5052 (0.1961)*** 
D (Indusrty 7, Materials)  1.1097 (0.1873)*** 1.1023 (0.1913)*** 
D (Indusrty 8,Machinery)  0.8006 (0.1925)*** 0.7889 (0.1962)*** 
D (High-tech=1) 1.1141 (0.0893)*** 0.3242 (0.0779)*** 0.3695 (0.1060)*** 
D (Export-oriented=1) 0.7007 (0.0806)*** 0.2337 (0.0777)*** 0.2515 (0.0916)*** 
D (Gov-supported=1) 1.7026 (0.1053)*** 0.5043 (0.0780)*** 0.5779 (0.1398)*** 
Inverse Mill’s ratio   0.1124 (0.1771) 
Constant -2.7301 (0.1993)*** 1.4138 (0.1774)*** 1.2820 (0.2793)*** 
Adjusted R
2
 0.3707
8)
 0.1659 0.1660 
1) Reference group : SMEs with employees < 50, low-technology firms, not supported from government, and domestic 
demand oriented firms in industry 1 (Food/Beverage) 
2) Standard errors are in parenthesis 
3) *** : significant at 1%,  ** : significant at 5%,  * : significant at 10% 
4) Pseudo R
2
 
 
  
64 
 
Table 3.5 Innovation output equations (STEP 2): Multivariate Probit and OLS 
Dependent variable : 
Binary Innovation Outputs 
All firms 
 
Product  
Innovation 
Process 
Innovation 
Organizational 
Innovation 
Marketing 
Innovation 
Innovative sales 
Expenditure on innovation 
(in log) 
0.6415 (0.1035)*** 0.4255 (0.1020)*** 0.3779 (0.1061)*** 0.3319 (0.1085)*** 0.1665 (0.0345)*** 
      
KIS (information sources) 0.2820 (0.0401)*** 0.3228 (0.0391)*** 0.5153 (0.0418)*** 0.4443 (0.0411)*** 0.1721 (0.0453)*** 
D (50 < Employees ≤ 100) 0.0234 (0.1120) 0.3074 (0.1105)*** 0.3361 (0.1145)*** 0.0183 (0.1206) 0.1996 (0.1390) 
D (100 < Employees ≤ 250) 0.2401 (0.1033)** 0.3614 (0.0998)*** 0.5172 (0.1058)*** 0.2267 (0.1070)** 0.1787 (0.1208) 
D (250 < Employees) 0.6101 (0.1353)*** 0.7544 (0.1342)*** 0.9411 (0.1365)*** 0.3466 (0.1292)*** 0.0457 (0.1433) 
D (300 < Employees) 0.3768 (0.1032)*** 0.6083 (0.1003)*** 0.7281 (0.1043)*** 0.2248 (0.1024)** 0.4382 (0.1231)*** 
D (Indusrty 2, Textile) -0.1437 (0.1911) 0.0830 (0.1926) 0.0207 (0.1996) -0.4065 (0.1823)** 0.2058 (0.2260) 
D (Indusrty 3, Wood) -0.0670 (0.2151) -0.0187 (0.2154) -0.0183 (0.2195) -0.4495 (0.2004)** -0.0123 (0.2397) 
D (Indusrty 4, Paper) -0.3057 (0.2063) 0.1203 (0.2133) 0.3760 (0.2261)* -0.5121 (0.2137)** -0.5890 (0.2614)** 
D (Indusrty 5, Chemical) -0.3138 (0.1977) -0.0519 (0.1970) 0.0946 (0.2005) -0.8120 (0.1930)*** -0.1233 (0.2013) 
D (Indusrty 6, Electronics) -0.4489 (0.1824)** 0.1314 (0.1822) -0.0458 (0.1894) -1.1357 (0.1801)*** 0.0656 (0.2056) 
D (Indusrty 7, Materials) -0.5989 (0.2158)*** -0.1743 (0.2109) -0.1412 (0.2199) -1.0923 (0.2135)*** 0.0576 (0.1975) 
D (Indusrty 8,Machinery) -0.5357 (0.2023)*** 0.0418 (0.2011) -0.0326 (0.2047) -1.1026 (0.1980)*** 0.1093 (0.2003) 
Estimated correlation 
coefficient 
ˆ ˆ ˆ ˆ ˆ ˆ0.31, 0.22, 0.37, 0.40, 0.26, 0.49dc do dm co cm om          
  
1) Reference group : SMEs with employees < 50, low-technology, not supported from government and domestic demand-oriented in the Food/Beverage industry 
2) Standard errors are in parenthesis 
3) * : significant at 10%, ** : significant at 5%, *** : significant at 1% 
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Table 3.5 (cont.) 
Dependent variable : 
Binary Innovation Outputs 
SMEs only 
 
Product  
Innovation 
Process 
Innovation 
Organizational 
Innovation 
Marketing 
Innovation 
Innovative sales 
Expenditure on innovation 
(in log) 
0.6011 (0.1113)*** 0.4325 (0.1090)*** 0.3697 (0.1161)*** 0.3109 (0.1199)*** 0.2093 (0.0426)*** 
      
KIS (information sources) 0.3082 (0.0453)*** 0.3578 (0.0440)*** 0.5465 (0.0474)*** 0.5059 (0.0477)*** 0.1531 (0.0526)*** 
D (50 < Employees ≤ 100) 0.0443 (0.1134) 0.2951 (0.1135)*** 0.3506 (0.1160)*** -0.0688 (0.1231) 0.2199 (0.1419) 
D (100 < Employees ≤ 250) 0.2845 (0.1107)*** 0.4196 (0.1074)*** 0.5685 (0.1120)*** 0.1467 (0.1171) 0.2859 (0.1304)** 
D (250 < Employees) 0.5952 (0.1393)*** 0.7336 (0.1371)*** 0.9034 (0.1421)*** 0.2403 (0.1358)* 0.1211 (0.1482) 
D (Indusrty 2, Textile) 0.0146 (0.2298) 0.3046 (0.2288) 0.2193 (0.2414) -0.2557 (0.2176) 0.2369 (0.3009) 
D (Indusrty 3, Wood) 0.0373 (0.2477) 0.1050 (0.2501) 0.0139 (0.2598) -0.4094 (0.2260)* -0.0966 (0.3090) 
D (Indusrty 4, Paper) -0.1673 (0.2546) 0.2070 (0.2597) 0.6675 (0.2697)** -0.3562 (0.2598) -0.5455 (0.3545) 
D (Indusrty 5, Chemical) -0.1841 (0.2339) 0.0627 (0.2334) 0.1986 (0.2410) -0.8525 (0.2249)*** -0.0344 (0.2862) 
D (Indusrty 6, Electronics) -0.2445 (0.2217) 0.2972 (0.2214) 0.0845 (0.2346) -1.0093 (0.2135)*** 0.0923 (0.2838) 
D (Indusrty 7, Materials) -0.4434 (0.2538)* -0.1467 (0.2498) -0.0846 (0.2634) -1.0409 (0.2506)*** 0.0750 (0.2791) 
D (Indusrty 8,Machinery) -0.3316 (0.2387) 0.1980 (0.2354) 0.0755 (0.2472) -0.9387 (0.2290)*** 0.0498 (0.2837) 
Estimated correlation 
coefficient 
ˆ ˆ ˆ ˆ ˆ ˆ0.28, 0.19, 0.35, 0.34, 0.25, 0.45dc do dm co cm om          
  
1) Reference group : SMEs with employees < 50, low-technology, not supported from government and domestic demand-oriented in the Food/Beverage industry 
2) Standard errors are in parenthesis 
3) * : significant at 10%, ** : significant at 5%, *** : significant at 1% 
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Table 3.6 Productivity equations (STEP 3): Non-linear least squares 
(CES production specification) 
   
   [All firms] 
 
 
Dependent variable : Labor productivity 
With ˆ ( 1)prodip y   With ˆ ( 1)
proc
ip y 
 With ˆ ( 1)organip y   With ˆ ( 1)
market
ip y 
 With 
Innovative 
sales (1) (2) (1) (2) (1) (2) (1) (2) 
Product innovation 
0.7590*** 
[0.0935] 
0.4938*** 
[0.0870] 
       
Process innovation   
0.6724*** 
[0.0695] 
0.4687*** 
[0.0712] 
     
Organizational 
innovation 
    
0.4060*** 
[0.0497] 
0.2761*** 
[0.0454] 
   
Marketing innovation       
0.2069*** 
[0.0425] 
0.1253*** 
[0.0384] 
 
Innovative Sales         
0.3987** 
[0.1753] 
Expenditure on 
innovation 
-0.2963*** 
[0.0686] 
-0.2700*** 
[0.0678] 
-0.2791*** 
[0.0678] 
-0.2504*** 
[0.0626] 
-0.2988*** 
[0.0785] 
-0.2588*** 
[0.0635] 
-0.2892*** 
[0.0791] 
-0.2635*** 
[0.0649] 
-0.2202 
[0.1785] 
# of patents  
0.1171*** 
[0.0165] 
 
0.1020*** 
[0.0177] 
 
0.1078*** 
[0.0174] 
 
0.1294*** 
[0.0182] 
0.1126*** 
[0.0229] 
# of Employee 
0.5373*** 
[0.0758] 
0.6589*** 
[0.0943] 
0.6067*** 
[0.0522] 
0.6797*** 
[0.0730] 
0.8928*** 
[0.0460] 
0.8749*** 
[0.0631] 
1.0822*** 
[0.0587] 
1.0088*** 
[0.0685] 
0.7087** 
[0.3274] 
      3) -0.0248 
[0.0426] 
-0.0073 
[0.0495] 
-0.0261 
[0.0463] 
-0.0014 
[0.0516] 
-0.0402 
[0.0467] 
-0.0083 
[0.0537] 
-0.0314 
[0.0497] 
-0.0086 
[0.0517] 
0.0011 
[0.0905] 
1) Standard errors are in parenthesis and boostrapping standard errors are in brackets  
2) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%  
3)  ( 1) /     where  is an elasticity of substitution  
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Table 3.6 (cont.) 
   
   [SMEs only] 
 
  
Dependent variable : Labor productivity 
With ˆ ( 1)prodip y   With ˆ ( 1)
proc
ip y 
 With ˆ ( 1)organip y   With ˆ ( 1)
market
ip y 
 With 
Innovative 
sales (1) (2) (1) (2) (1) (2) (1) (2) 
Product innovation 
0.5353*** 
[0.1079] 
0.4380*** 
[0.0945] 
       
Process innovation   
0.4370*** 
[0.0740] 
0.3409*** 
[0.0696] 
     
Organizational 
innovation 
    
0.2541*** 
[0.0477] 
0.2029*** 
[0.0479] 
   
Marketing innovation       
0.0869** 
[0.0422] 
0.1005*** 
[0.0408] 
 
Innovative Sales         
0.2492** 
[0.1274] 
Expenditure on 
innovation 
-0.3243*** 
[0.0883] 
-0.1906** 
[0.0947] 
-0.3033*** 
[0.0825] 
-0.1666** 
[0.0859] 
-0.3280*** 
[0.0956] 
-0.1837** 
[0.0949] 
-0.3213*** 
[0.0995] 
-0.1988** 
[0.1007] 
-0.2551** 
[0.1206] 
# of patents  
0.0511** 
[0.0245] 
 
0.0422* 
[0.0268] 
 
0.0461** 
[0.0249] 
 
0.0638*** 
[0.0247] 
0.0637*** 
[0.0234] 
# of Employee 
0.7890*** 
[0.0868] 
0.7015*** 
[0.1095] 
0.8662*** 
[0.0681] 
0.7834*** 
[0.0801] 
1.0738*** 
[0.0640] 
0.9346*** 
[0.0762] 
1.2343*** 
[0.0764] 
1.0345*** 
[0.0957] 
0.9421*** 
[0.2301] 
      3) -0.0726 
[0.0571] 
0.0395 
[0.1059] 
-0.0688 
[0.0552] 
0.0597 
[0.1086] 
-0.0871* 
[0.0523] 
0.0372 
[0.1042] 
-0.0867 
[0.0545] 
0.0202 
[0.1133] 
-0.0316 
[0.0703] 
1) Standard errors are in parenthesis and boostrapping standard errors are in brackets  
2) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%  
3) ( 1) /     where  is an elasticity of substitution   
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Table 3.7 Productivity equations (STEP 3): Non-linear IV estimation (GMM) 
   
  [All firms] 
 
 
Dependent variable : Labor productivity 
(1) (2) (3) (4) 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
Product innovation 
0.0646* 
(0.0353) 
0.0792** 
(0.0394) 
      
Process innovation   
0.0493* 
(0.0279) 
0.0691** 
(0.0360) 
    
Organizational innovation     
0.0494* 
(0.0309) 
0.0672* 
(0.0358) 
  
Marketing innovation       
0.0107 
(0.0161) 
0.0246 
(0.0245) 
Expenditure on innovation 
-0.3773*** 
(0.0963) 
-0.3776*** 
(0.1027) 
-0.3322*** 
(0.0744) 
-0.3432*** 
(0.0827) 
-0.0667 
(0.1118) 
-0.4498*** 
(0.1098) 
-0.3810*** 
(0.1144) 
-0.4285*** 
(0.1212) 
# of employees 
1.3002*** 
(0.0710) 
1.2984*** 
(0.0732) 
1.2699*** 
(0.0543) 
1.2740*** 
(0.0563) 
1.3698*** 
(0.0831) 
1.3825*** 
(0.0818) 
1.3591*** 
(0.1049) 
1.4038*** 
(0.1039) 
1) IV 1 = each predicted probability of being engaged in the corresponding innovation type, IV 2 = patent counts in logarithm 
2) Standard errors are in parenthesis  
3) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%   
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Table 3.7 (cont.) 
   
  [SMEs only] 
 
 
Dependent variable : Labor productivity 
(1) (2) (3) (4) 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
Product innovation 
0.3230* 
(0.1836) 
0.3097* 
(0.1768) 
      
Process innovation   
0.4577** 
(0.2220) 
0.4511** 
(0.2193) 
    
Organizational innovation     
0.6259 
(0.4266) 
0.6089 
(0.4193) 
  
Marketing innovation       
0.0784 
(0.2115) 
0.0655 
(0.2072) 
Expenditure on innovation 
-0.9058** 
(0.4723) 
-0.8878** 
(0.4608) 
-0.8543** 
(0.3820) 
-0.8455** 
(0.3762) 
-1.9574* 
(1.0646) 
-1.9445* 
(1.0595) 
-1.9846 
(1.8172) 
-1.9799 
(1.8130) 
# of employees 
1.5668*** 
(0.3167) 
1.5780*** 
(0.3223) 
1.3922*** 
(0.2339) 
1.3943*** 
(0.2328) 
2.3277 
(0.7342) 
2.3355 
(0.7361) 
2.8939 
(1.7386) 
2.9144 
(1.7794) 
1) IV 1 = each predicted probability of being engaged in the corresponding innovation type, IV 2 = patent counts in logarithm  
2) Standard errors are in parenthesis  
3) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%   
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Table 3.8 Robustness check (SMEs with radical innovation) 
 
 
 
Innovation outputs  Labor Productivity 
Product 
Innovation 
Process 
Innovation 
Organizational 
Innovation 
Marketing 
Innovation 
Innovative 
Sales  (1) (2) 
Product 
innovation       
0.2121***  
[0.0438] 
3)
 
0.1565***  
[0.0587] 
3)
 
Process innovation       
0.2238*** 
[0.0416] 
3)
 
0.1732*** 
[0.0582] 
3)
 
Organizational 
innovation 
      0.1901*** 
[0.0377] 
3)
 
0.1435*** 
[0.0517] 
3)
 
Marketing 
innovation       
0.1388**  
[0.0417] 
3)
 
0.0979**  
[0.0485] 
3)
 
Innovative sales 
(in log)       
0.2929*** 
[0.0966] 
0.2957*** 
[0.0967] 
Expenditure on 
innovation per 
employee (in log) 
1.8640***  
(0.0896) 
1.6267*** 
(0.0899) 
1.5797*** 
(0.0932) 
1.3972*** 
(0.0991) 
0.1359** 
(0.0604)  
-0.3082*** 
[0.0765] 
-0.2724** 
[0.1277] 
KIS (information) 0.1212 
(0.0838) 
0.1469* 
(0.0858) 
0.3074*** 
(0.0753) 
0.2704*** 
(0.0696) 
0.1723 
(0.1323)  
   
Patents        0.0251 
[0.0307] 
# of employees       
1.0961*** 
[0.0621] 
1.0906*** 
[0.1113] 
1) Standard errors are in parenthesis and boostrapping standard errors are in brackets. 
2) ***: significant at 1%,  **: significant at 5%,  *: significant at 10% 
3) Each coefficient comes from individual non-linear least squares regressions with the predicted probability of having success in each innovation type as a covariate.   
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Figure 3.1 Scheme of the link between innovative activities and firm performance 
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CHAPTER 4 
TOWARD MEASURING FIRM-LEVEL INNOVATION CAPABILITY WITH COMPOSITE 
INDICATORS 
 
4.1 Introduction 
 
The series of discussions and empirical findings in the previous chapters recognize that 
innovative activities at the firm-level may contribute to productivity heterogeneity across firm 
sizes and industries to the extent that those are properly captured and measured. These results 
imply that the development of firm-level innovation capability may be of crucial importance 
when a firm intends to enlarge its competitive advantages or core competencies, thus 
long-term growth potential.      
Based on the results of numerous studies regarding the relation between innovation 
and firm performance, if innovation inputs and outputs or their combinations were to be 
represented by one (single or complex) indicator, one could have a useful way to measure a 
firm’s potential to perform in the future given the revealed relation of innovation to firm 
performance. Then, the remaining task to measure the future growth potential of firm might 
boil down to how to measure whether a firm is more likely to be innovative (how much a firm 
invested in innovations or how much a firm would accomplish innovation in the future within a 
given period of time).   
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To do this, a variety of indicators related to R&D have been established from the 
context of both government policy and a firm’s own performance over a long period of time. 
These indicators, the most widely used measures of formal, creative activities to develop 
in-house innovation in the manufacturing sector, have some limitations for the following 
reasons (Arundel, 2007): 1) a firm has a diversity of characteristics of innovation, formal or 
informal, in modern knowledge-based economies that are not appropriately covered by only 
using R&D related indicators--the diffusion of developed knowledge, the feedback role of 
distributed knowledge to innovation etc. and 2) an R&D effort measure is of limited use as an 
innovation indicator because it measures only innovation input and represents nothing about 
outputs (Kleinknecht, Van Monfort and Brouwer, 2002).  
In recent years, beyond R&D related indicators, a lot of single (partial) innovation 
measures such as the share of sales from products new to the firms or market, innovative sales 
per employee, etc. are being suggested to assess firm-level innovative activity and to rank firms 
or industries from the perspective of innovation. They are chosen to adequately capture various 
firm-level innovative activities and to represent how a firm is innovative based on the results of 
CIS-typed innovation surveys (see Table 4.1). As Arundel and Hollanders (2005) also argued, 
however, those single (partial) indicators do not seem to fully account for the wider variation in 
innovative firms. In addition, they do not present complete picture of how innovative SMEs are 
in one industry and country, which may be misleading in international or inter-industry 
comparisons.  
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The purpose of this section is thus two-fold: 1) first, to propose complex (or composite) 
innovation indicators that represent the innovativeness of a firm (especially SMEs) from an 
econometric analysis and to provide greater insight into the innovation process and output of 
SMEs, and 2) to verify plausibility and applicability of the proposed indicators to pre-step 
evaluation criteria on future growth of SMEs. To the extent that CIS-typed standard innovation 
surveys are implemented across countries within OECD regions, they might provide a useful 
tool in terms of a comparable innovation indicator which uses a variety of information 
contained in the surveys.  
The innovation process within a firm, as discussed above, contains several 
characteristic features from the inputs such as R&D, learning by doing and organizational 
changes to development of new products followed by market exploitation. It is a so-called 
complex ‘black box’ which cannot be characterized or represented by any single indicator. The 
complexity of innovation within the domain of a firm makes it necessary to consider as much 
information as numerous innovation-related variables may represent so as to measure firm 
innovativeness.  
 In this sense, the next step of this study is to suggest adequate solutions to the 
following questions: 1) Is there a simple and proper way to represent a variety of innovative 
activities and the corresponding innovation outputs with a ‘composite’ indicator from the 
perspective of ranking firms or industries?, 2) Why is the ‘composite indicator’ of interest and 
important?, and 3) If a new indicator were to be suggested, can it be a substitute for the 
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criterion used to evaluate the innovation capability of a firm, or at least, for the self-diagnosis 
tool for so-called ‘innovative firms’ adopted within OECD regions ? 
 
4.2 Review of the previous literature 
 
After Blackman Jr., Seligman and Sogliero (1973), who were among the first to develop 
a firm-level innovativeness index as a ‘yard stick’ measuring innovation via the traditional factor 
analysis, several attempts have been made to find or provide single (or partial) indicators for 
firm-level innovative characteristics across firm sizes and industrial sectors. Most empirical 
studies in this area have thus concentrated their interests on single (partial) indicators or 
measures such as R&D expenditure, patent counts, etc. (Griliches, 1979, 1990; Hollenstein, 
1996). The limited use of those single (or partial) indicators, however, has been ascribed to the 
following: 1) the lack of usable data on firm-level innovation and 2) these indicators represent 
limited aspects of firm-level innovations, focusing only on either the input-side or the 
output-side. 
In order to avoid the weakness of single (or partial) indicators for firm-level innovative 
characteristics, several academic attempts have been made to construct a composite 
innovation indicator that aggregates various partial indicators. More objective ways were 
employed to integrate a variety of partial indicators and to extract the best combinations of 
those indicators which summarize the total variations. Principal component analysis and factor 
analysis on those partial indicators (or innovation-related variables) have been the most 
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popular ways to find smaller numbers of latent variables which represent the correlation 
structure among lots of observed variables. Factor analysis basically tries to reduce the number 
of variables of interest by describing the correlation structure of those variables with linear 
combinations of the latent factors that are assumed to contain most of the information about 
the observed variables and admit meaningful interpretations of them21. 
A class of factor analysis models has been developed to extract the underlying 
characteristics from observed innovation outcomes and then propose possible composite 
indicators. In order to derive a simple indicator from various kinds of innovation variables, one 
may simplify the complicated correlation structure with several unobservable (latent) factors 
which have significant correlations with the observed variables. A class of indictors representing 
innovation capability can be obtained by taking the expected value of the first underlying factor 
or the combination of those values of several factors. 
Hollenstein (1996) implemented one kind factor analysis using innovation survey data 
for Swiss manufacturing firms to propose some composite indicators representing firm-level 
innovation capability. He used 15 single innovation indicators, mostly measured separately for 
product and process innovation, to single out the common factors and thereby construct factor 
scores which are actually composite indicators. Similarly, Baldwin and Johnson (1996) proposed 
an aggregate measure of innovativeness for the purpose of identifying an innovative firm based 
on the ranking of the first component from the Principal Component Analysis of 19 
innovation-related variables captured by the Canadian innovation survey data. Those two 
                                                     
21 For further introduction to factor analysis, see Kim and Mueller (1978), Mulaik (1972). 
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analyses, however, have limited uses in the sense that they are examining only innovating firms 
which actually have innovation outputs. 
Mohnen and Dagenais (2002) developed another way to construct a composite 
innovation indicator: the econometric prediction of innovation output conditional on firm 
characteristics. They suggested the expected percentage of innovative sales as an innovation 
intensity index, which is actually based on the Generalized Tobit model for each firm 
conditional on some explanatory variables. This method models the propensity to implement 
innovation and the amount of innovation outputs with Danish and Irish innovation data from 
the CIS Phase I. This indicator, yielding an adequate measure of innovating propensity, also has 
a potential drawback in that it does not represent the characteristics drawn from the entire 
population of firms. 
Factor analyses on binary responses are more popular in psychometric, biological, and 
social studies which often yield binary or dichotomous information in the surveys or 
experiments. The multivariate probit model with latent factors is an advanced way to predict 
the unobservable propensity of binary responses with several latent traits representing the 
correlation structure among them. After Ashford and Sowden (1970) proposed the bivariate 
binary probit model, a variety of attempts have been made to extend the model to higher 
dimensions. For example, Muthén (1979) discussed a generalized probit model for p 
dichotomous indicators of m latent variables based on a psychometric measurement model. 
Item factor analysis introduced by Bock and Aitkin (1981) is another attempt to deal with the 
unobservable binary responses. Extending item response theory, Bock, Gibbons and Muraki 
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(1988) proposed their Full-information Item Factor Analysis (FIIF) model to deal with the 
problem of implementation and computational issues that arise from the item factor analysis22. 
This study provides a unique attempt to use a multivariate probit model augmented by 
factor analysis to propose several composite indicators from innovation survey data in the 
context of firm-level innovation capability. The model proposed in this study draws from the 
work of Bock, Gibbons and Muraki (1988) and Bock and Gibbons (1996). The innovation 
indicators are constructed from various pieces of information collected by the CIS and allow us 
to compare firm-level innovation capability across industry, size and region. Several plausibility 
tests such as confirmatory factor analysis (CFA) are employed to look at fitness of the proposed 
model to data. Comparison of the results with examples from other innovation evaluation 
systems is provided to verify the validity and applicability of these indicators. 
  
4.3 The econometric model 
 
Typical CIS tries to identify innovative firms and non-innovative firms by asking whether 
a respondent firm has developed a new product or introduced a new process in its 
questionnaire. If a respondent firm says ‘yes’ to the first question, then the survey requires the 
respondent to provide more information about which types of innovation (internal and external 
R&D, product, process, organizational and marketing) it engages in.  
                                                     
22 This method is called ‘full information’ item factor analysis because it uses the frequencies of all distinct item response 
vectors 
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These questionnaires are quite similar to those widely used in educational, 
psychological and other social science research in the sense that the responses to these 
introductory questions are basically based on ‘yes’ or ‘no’, that is binary. For example, one firm 
may engage in an innovation project when the expected profit from those projects is greater 
than a certain industry-specific threshold. Even though the underlying variables are not 
observed by the econometrician, those binary responses can be regarded as incompletely 
observed and often assumed to be realizations of corresponding underlying variables because 
one can observe whether those variables exceed a threshold or not. 
The questionnaire in the KIS 2008--Manufacturing divides firm-level innovative 
activities into six types: internal R&D activities within a firm, external R&D activities outsourced 
from outside firms, product innovation, process innovation, organizational innovation and 
marketing innovation (details shown in Table 4.2). The binary response on each innovation type 
in the KIS 2008 data can thus be hypothesized to be determined by a small number of 
underlying latent factors, which are specified by the factor analysis model, a statistical 
technique for data reduction.  
If one finds a smaller number of factors that explain the underlying correlation 
structure of those binary responses, those can give a good summary of firm-level characteristics 
related to innovation. One may consider those latent variables extracted from a factor analysis 
as firm-specific traits or the capability to implement innovation. In this sense, factor analysis 
examining the pattern of correlation (or covariance) structure among the observed binary 
responses could lead to providing possible indicators of firm-level innovativeness.  
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4.3.1 Latent trait (factor) model: Model I 
 
In order to model firm-level innovation patterns contained in the survey data, the 
model assumes that each individual firm i presents p distinct binary responses on each 
innovation type, and for each individual i, those responses be determined by the underlying 
magnitude of innovation related variables. Let 
1 2( , ,..., ) 'i i i ipy y y y  denote a collection of 
observed binary (0, 1) responses on each innovation type of individual firm 1,...,i n , and 
* * *
1( ,..., )i i ipz z z  the underlying magnitude of innovation-related variables such as profit from 
innovation or net benefit from R&D activities, etc.  
The model also assumes that firm i  responds ‘yes’ to the question of whether firm i  
is engaged in the jth type of innovation if the underlying *ijz  is positive and ‘no’ otherwise. 
These relations of binary responses on each innovation type are modeled by the following:  
 
(4-1) 
*
*
1          0                            
( 1,..., )
0          0
ij
ij
ij
if z
y j p
if z
 
 
  
 
Furthermore, the model assumes that the underlying *ijz  is accounted for by m  
latent factors (or traits) and measurement errors. This assumption implies that observations 
that are highly correlated to each other are likely to be influenced by the same latent factors, 
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while those that are relatively less correlated to each other are likely to be influenced by 
different latent factors. In other words, ( 1)m  vector of latent factors F  accounts for the 
correlation structure of those binary responses, and thus, the underlying *ijz  is represented by 
m latent traits (factors) as follows: 
 
(4-2) 
*
1 1 11 1 1 1
*
*
1 1
                                               or        z
i i m m i
i i i
ip ip p pm m ip
z F F
F
z F F
   
 
   
     

  

    
 
 
with 
i  a ( 1)p  vector of mean of 
*
iz , 1 2( , ,..., ) ' ( )mF F F F m p   
a vector of latent traits 
(or common factors) and i  a ( 1)p  vector of error terms (in other words, specific factors) 
which are assumed to follow a p-variate normal distribution with mean 0 and covariance  , 
(0, )i pN  .  
This model in the current study is called the ‘Latent Trait Model (LTM)’ in line with the 
previous work on factor models for binary responses by Bock and Aitkin (1981), Bock et al.(1988) 
and the review of the item response model by Bock and Moustaki (2006). The term ‘trait’ used 
in the name of this model arises from one of the psychometric applications involving 
measurement of psychological traits of human beings. The coefficients of the LTM involving 
Equations (4-1) and (4-2) are estimated by a traditional factor analysis method which employs 
the analysis of the tetra-choric correlation matrix among the observed binary variables ( ijy ) by 
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use of the maximum likelihood method or principal component factors method23.  
 
4.3.2 Multivariate probit factor model: Model II 
 
Model I (LTM) defined by Equations (4-1) and (4-2) is extended to the following 
multivariate probit factor model with covariates, within which each underlying variable, *
iz and 
‘common factors’ F are linearly related each other:  
 
(4-3) 
*
1 11 1 1 11 1 1 1
*
*
1 1 1 1
                                             or    z
i i q iq m m i
i i
ip p i pq iq p pm m ip
z x x F F e
Bx F e
z x x F F e
   
   
       

  

      
 
 
where   is a ( )p m  matrix of factor coefficients of F with a typical element of jk , B  is 
a ( )p q  matrix of covariate coefficients, 1 2[ , ,..., ]'i i i iqx x x x  is a vector of covariates and ie  
is a ( 1)p  vector of ‘specific factors’ (or independent errors). The ( 1)m  vector of factor F  
contains the underlying traits that explain the correlation structure of p innovation responses 
through the factor coefficient matrix  . The dependent variables are then designed to be 
accounted for firm-specific observable characteristics and unobservable correlation structure 
among them. This model, defined by Equations (4-1) and (4-3), in line with Bock and Gibbons 
(1996), is called the Multivariate Probit Factor Model (MVPFM) or ‘Model II’ in this paper.  
                                                     
23 The main difference between the two methods relates to whether the method assumes the distribution of the error terms. 
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For estimation purposes, the factor structure in Model I and II is specified with the 
following assumptions: 
1. Without loss of generality, the distribution of common factors F  is assumed to be 
multivariate normal, ~ (0, )m mF N I  where mI  is an identity matrix with rank m 
and ( , ) 0j kCov F F   for j k .  
2. F  and ie  are mutually independent, ( , ) 0iCov F e  . The distribution of ie  is 
p-variate normal with mean 0 and variance-covariance  . In particular, 
( ) 1 for 1,...,ijVar e j p   and ( , )ij ik jkCorr e e   
for j k .24
 
 
 
From the above assumptions on the factor structure, the conditional distribution of *
iz  
given F  is given by  
 
(4-4) * | ( , )iz F N Bx F   
 
The corresponding probabilities that firm i with latent innovation traits F  responds “yes” or 
“no” to the question on innovation type j , are then given respectively by, 
 
                                                     
24 In the model by Bock and Gibbons (1996), they assumed each error terms to be mutually independent, which implies 
homogeneity within-group association. In this study, however, it is assumed that they are not mutually independent since each 
type of innovation at the firm-level is more likely to be correlated. The assumption that this correlation is not zero will be 
tested. 
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(4-5) 
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
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where ( )   is a standard normal distribution function, jB  is a j
th row vector of coefficient 
matrix B , and j  is a j
th row vector of factor coefficient matrix  .  
Since the specific error ie  is i.i.d. p-variate normal, one may have the probability of a 
realized value of iy  conditional on F  as following:  
 
(4-6) 
1
1( | ) ( ; | 0, )  ( ; | )
ip i
i i p i p y i
A A
P y F e de de L y F       
 
 
where 1( ,..., )i i ip    is a realized value of iy ,   is a collection of parameters, ( | 0, )p ie   
is a density function of a p-variate standard normal distribution with mean 0 and 
variance-covariance  , and 1, ,i ipA A are the corresponding intervals to each integral such 
that 
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Furthermore, since the latent components of common factors F  are mutually 
independent, the m-tuple normal integrals of ( | )i iP y F  in Equation (4-6) over
, 1,...,kF k m , given the observation iy , yields the actual likelihood contribution of subject i 
through the latent factors F  as follows: 
 
(4-7) 1( ; ) ( ; | ) ( )i i y i mL y L y F F dF dF  
 
 
  
 
 
where ( )m F  represents a m-variate standard normal density function of common factors F . 
Since the likelihood function is defined by the product of individual likelihood functions across 
all the observations, the log-likelihood of the proposed model is then given by 
 
(4-8) 1
1 1
( ; ) ln{ ( ; | ) ( ) } = ln ( ; | )  
n n
y i m m F y i
i i
l y L y F F dF dF E L y F   
 
 
 
     
 
 
which involves intractable p-tuple and m-tuple integrals. Maximizing ( ; )il y  in Equation (4-8) 
to find a maximum likelihood estimator (MLE) under intractable integrals with a high degree is 
the first objective in this paper to construct composite indicators of firm-level innovativeness 
using related parameters of the proposed model. 
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4.4 Data and estimation 
 
4.4.1 Data 
 
The data used in this analysis also come from the KIS 2008--Manufacturing. For the 
statistical summary of the KIS 2008--Manufacturing, see Section 3.4. 
 
4.4.2 Identification issues 
 
As is well-known in ordinary regression models, if ( )q n  matrix 1[ ]i i iqx x x  is of 
full rank as seen in this kind of survey data, all elements of matrix B  are exactly identified. 
However, the standard factor analysis model with full rank of ix  is not necessarily identified by 
factor coefficients because they are varied according to several methods of estimation. This is 
the well-known ‘rotational indeterminacy’ of the common factor analysis model (see Jöreskog, 
1979). To see this, let * be a transformed factor coefficient matrix such that * T    where 
 is a factor coefficient matrix estimated in Equation (4-2) and T  is an orthogonal 
transformation matrix such that ' 'TT T T I  . Equation (4-2) is then transformed into 
Equation (4-9) with new factor *F , and *( )Var z  is exactly explained by the new factor 
coefficient matrix, *  as shown in Equation (4-10). This transformation, called the ‘rotation of 
factors’, is usually employed to obtain a simplified factor coefficient structure which represents 
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the relation between latent variables and observed variables more clearly25. 
 
(4-9) * * *'i i i i i i iz Bx F e Bx TT F e Bx F e        
  
(4-10) * * *( ) ' ' ' 'iVar z TT            
 
where * 'F T F  is an orthogonally transformed factor. In the real factor analysis, a factor 
model is typically represented by rotated factors so that one can easily find the relation 
between observed variables and latent factors. 
 
4.4.3 Simulation-based maximum likelihood estimation 
 
Now consider the generic maximization problem of the log-likelihood function defined 
in Equation (4-8) to get the MLE ˆ  defined as follows: 
 
(4-11) 
1
ˆ arg max ( ; ) ln ( ; | ) ( )
n
y i
i
l y L y F F dF

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
    
 
                                                     
25 One may use two kinds of methods to rotate the factors: orthogonal rotation and oblique rotation. The former rotates the 
factors keeping them orthogonal assuming they are independent of each other, and the latter rotates them keeping them 
non-orthogonal assuming they are not independent of each other. 
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where ( ; | )y iL y F is the likelihood function defined in Equation (4-6). Then, the estimatorˆ , 
an MLE maximizing the above multivariate probit likelihood function given the latent factors, is 
consistent, efficient and asymptotically normal.  
Nevertheless, it is difficult to evaluate this likelihood function numerically since it 
involves m-dimensional normal integrals for unobservable latent variables. Therefore, this study 
applies a simulation-based maximum likelihood estimation (Gouriéroux and Monfort, 1996) so 
as to solve the computational problem which arises from m-tuple integrals in the estimation 
process. 
Assume that ( ; | )sy iL y f
 
is an unbiased simulator of ( ; | )y iL y F  
such that 
[ ( ; | )] ( ; | )s sy i y iE L y f L y f   
where the conditional distribution of sf given iy  is 
multivariate standard normal. One may then draw independently simulated values sf  S times 
for each observation from the m-variate standard normal distribution which is often 
independent of
iy  and define a simulation-based maximum likelihood (SML) estimator as 
 
(4-12) 
1 1
1
arg max ln{ ( ; | )}
n S
s
y i
i s
L y f
S
 
 
  
 
 
Now consider that n and S tend to infinity in order to investigate the characteristics of 
this estimator. First, the above unbiased simulator ( ; | )siL y f  
would have the following 
properties in the limit (Gouriéroux and Monfort 1996): 
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where ( )g f  is the density of f . The last equality holds from the strong law of large numbers 
(SLLN) since ( )yL   is an unbiased simulator of ( )yL  . Thus, if n and S tend to infinity, the 
unbiased simulator defined above is consistent so that   is consistent. It can be easily shown 
that it is inconsistent if S is fixed and n tends to infinity26. Furthermore, if n and S tend to infinity 
and /n S  tends to zero, then the SML estimator,   is asymptotically equivalent to the 
original maximum likelihood (ML) estimator ˆ  (Gouriéroux and Monfort, 1996). Therefore, 
the parameters of the proposed model can be estimated by maximizing the SML function under 
some conditions: S is fixed and n tends to be sufficiently large. 
(4-14)   
1
1 1
ˆ arg max ln ( ; | ) ( )
1
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L y F F dF
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To evaluate the simulator ( ; | )sy iL y f  with unobservable latent variable 
sf  which 
incorporates high-degree integrals, this study also employs the Geweke-Hajivassiliou- Keane 
                                                     
26 For the proof, see Gouriéroux and Monfort (1996). 
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(GHK) smooth recursive conditioning simulator27 installed in the STATA package. The GHK 
simulator, the most popular simulation method for evaluating multivariate normal distribution 
functions, is based on the fact that a multivariate normal distribution function can be 
sequentially decomposed into the product of several conditional probabilities from univariate 
normal distribution functions. 
The process of estimating  , therefore, involves two different kinds of simulations: the 
evaluation of ( ; | )sy iL y f  and the conditional mean value of ( ; | )
s
y iL y f with respect to 
unobservable F . To speed up the procedure of the estimation process without those two, the 
expected factor scores ( Fˆ ) estimated by the latent factor model (Model I) are employed as 
explanatory variables instead of the unobserved common factors in the model. Since Fˆ  is an 
expected value of latent factor F , it makes it possible to approximate the value of the 
likelihood function without the second step of simulation as follows: 
 
(4-15)   
1
1
1
ˆ arg max ln ( ; | ) ( )
   arg max ln [ ( ; | )]
ˆ   arg max ln ( ; , )
n
y i i
i
n
F y i
i
n
y i
i
L y F F dF
E L y F
L y F



  

 





 
 


 
 
The combined procedure with the GHK simulator and the expected value of factors to 
                                                     
27 See Bӧrsch-Supan and Hajivassiliou (1990) and Greene (2003) for the details about the properties of the simulator. 
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maximize Equation (4-8) then works as follows: 
 
1. Fix a value of D and compute the lower triangular Cholesky decomposition of the 
variance-covariance matrix of specific factors ( e ): ( ') 'E ee Cuu C  
 
whereu is 
p-variate standard normal, ~ (0, )p pu I . Then, one can get e  as a linear 
combination of  and C u , e Cu . 
2. Draw 
du  independently D times from the p-variate standard normal distribution 
which has the same dimensionality as specific factor e  and store each value of du  
throughout the optimization procedure. 
3. Compute the factor scores, Fˆ  with factor coefficients  ( , 1,..., )jk j k m   from 
Equation (4-18) below, and use them as independent variables in Equation (4-3). 
4. Evaluate and maximize the following log-likelihood with the GHK simulator installed 
in the STATA package using a Newton-type algorithm to obtain : 
1
ˆarg max ln ( ; , )
n
y i
i
L y F

 

   
where ˆ( ; , )y iL y F is a likelihood function given Fˆ  which is regarded as a realized 
observation.  
 
4.5 Indicators for innovation capability 
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It is not easy to represent how much a firm is engaged in innovation by one simple 
measure or indicator, since firm-level innovation is a complicated black box which cannot be 
accounted for by any single common factor or small combination of those factors. The 
proposed Model I and Model II in Section 4.3, which provide the representative values of 
several innovation-related outcomes and econometric predictions of the likelihood of 
innovating, respectively, could suggest possible composite indicators summarizing the complex 
innovation process and its outputs. 
 
 4.5.1 Innovation indicators 1 & 2: Weighted factor scores from Model I 
 
In Section 4.3, several latent factors underlying the correlation structure among 
innovation outcomes by use of Model I (LTM) are derived. These factors extracted from Model I 
are regarded as ‘latent characteristics’ that represent a firm’s innovation inputs and outputs. 
Once the parameters (factor coefficients) are estimated, one can obtain factor scores, that is, 
the expected values of the common factors. To the extent that many observed variables are 
represented by a lesser number of latent factors, each factor score basically represents the 
percentage of information conveyed by each latent factor. The expected values of the common 
factors in this model are re-estimated or re-calculated by the regression method or weighted 
regression method using factor coefficients estimated by Equation (4-2). These expected values 
of factors for each firm can be used to assess firm-level innovativeness. 
From the model defined by Equations (4-1) and (4-2), it is assumed that the joint 
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distribution of ( , )y F , given the joint distribution of ( , )F e , is multivariate normal with mean 
 0
Bx 
 
 
 and variance-covariance  28. 
 
(4-16) 
'    
~ ,      where   =
0     '        
p m
y Bx
N
F I

         
       
      
 
 
Following the regression method of calculating factor scores, |F y  has a distribution of 
 1 1'( ' ) , '( ' )N y I        . Thus, the conditional expectation of F given iy y  is 
then given by 
 
(4-17) 1 1( | ) ( , ) ( ) ( ) '( ' ) ( )i i i i iE F y y Cov y F Var y y Bx y Bx
          
 
and 1'( ' )    in Equation (4-17) is regarded as a regression coefficient when regressing 
F  on ( )i iy Bx . When ˆ  and ˆ  are estimated from Equations (4-1) and (4-2) and they are 
regarded as ‘true values’, the factor scores of the ith observation are given by the following 
relation: 
 
(4-18) 1ˆ ˆ ˆ ˆ ˆ'( ' ) ( )                    1,...,i i iF y Bx i n
       
                                                     
28 Note that ( , )Cov y F   . 
94 
 
 
One composite indicator of firm-level innovativeness is then proposed by the weighted 
sum of those factor scores, where the weight of each factor kw  is determined by the variance 
contribution of each factor as follows: 
 
(4-19)   2
1 1 1
ˆ 1 0 0                 w h e r e   / ( )        ( 1 , .. . , )
p pm
i k ik k jk ij
k j j
I w F w Var y k m
  
 
    
 
    
 
This indicator, a combination of a firm’s characteristics related to innovative activities 
conveyed by latent factors may represent the capability of implementing innovation at the 
firm-level. This indicator has several possible cases according to the number of factors taken 
by the factor analysis. Model I (LTM) using the KIS-2008 data only provides up to two 
different common factors and this study employs two possible cases: indicator 1 with one 
factor or indicator 2 with two factors. 
 
4.5.2 Innovation indicator 3 & 4: expected marginal probabilities of being engaged in 
innovation from Model II 
 
Another composite indicator of firm-level innovation capability can be suggested by 
Model II (MVPFM): the predicted marginal probability of being engaged in innovation. 
ˆ ˆ( 1| , )ijP y x F  
represents the predicted probability that firm i implements j type of 
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innovation. The predicted probability of implementing each type of innovation for firm i is 
constructed by the product of marginal probabilities of ‘success’ ˆ ˆ( 1| , )ijP y x F  across all 
types of innovation, which are estimated from the proposed Model II as follows: 
 
(4-20)    
1
ˆ ˆ( 1| , ) 100 
p
i ij i
j
I P y x F

 
   
 
 .
  
 
This indicator represents the innovation capability of a firm with the possibility of being 
engaged in at least one of each innovation type. It also has two possible cases (Indicators 3 
& 4) according to the number of factors taken from the previous step of factor analysis using 
Model I (LTM).  
 
4.6 Econometric results 
 
4.6.1 Model specification 
 
 Responses from the six types of innovation inputs and outputs in the survey data are 
chosen as dependent variables in Model I (LTM): internal R&D ( IRD ), external R&D ( XRD ), 
product innovation ( PROD ), process innovation ( PROC ), organizational innovation ( ORGAN ) 
and marketing innovation ( MARKET ). These binary response variables represent whether a 
firm is engaged in specific types of innovation. R&D activity, divided into two types of internal 
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and external R&D, is another important determinant of innovation output as innovation input. 
This study, thus, chooses six types of binary variables which indicate firm-level innovation 
status as dependent variable in Model I (LTM). 
For the extended Model II (MVPFM), on the other hand, various kinds of explanatory 
variables are incorporated in addition to the predicted values of common factors estimated 
( 1 2
ˆ ˆ,F F ) from Model I (LTM): per employee expenditure on innovative activities in logarithm 
( ln INNOEXP ), the number of employees as well as the dummies for export-oriented, 
high-technology and support from government as follows:  
 
exp
1 2
ˆ ˆ[ln , ln , , , , , ]high tech ort govi i ix INNOEXP EMPLOY D D D F F

 
 
Table 4.1 summarizes the dependent variables and explanatory variables used in Model 
I and Model II of this study. 
 
4.6.2 Preliminary factor analysis on binary response variables 
 
Since the observed dependent variables are all binary in the data, a factor analysis 
with a tetra-choric correlation matrix of observed binary variables is implemented. As seen 
in Table 4.3, almost all positive values of tetra-choric correlation coefficients among binary 
responses ranging from -0.0690 and 0.6170 for the KIS 2008--Manufacturing can justify the 
preliminary factor analysis obtaining common factors and specific factors. High 
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Kaiser-Meyer-Olkin (KMO) measures, those over 0.73, as well as Squared Multiple 
Correlations (SMC) on each response averaged at 0.3688 also support the sampling 
adequacy of the data for this factor analysis.  
As seen in Tables 4.5 and 4.6, a factor analysis implemented by the principal 
component method suggests two factors chosen as common factors, explaining 65.59% of 
total variance of observed responses for the KIS 2008. The rotated factor coefficients, 
presented in Table 4.7, imply the degree of correlation between latent factors and observed 
variables, and uniqueness (specific factors) not explained by common factors for each factor 
model. Several likelihood ratio tests of this model suggest weak evidence of being more 
than two common factors and independence of the observed variables at the 1% 
significance level29. The factor models with up to two factors, therefore, can be maintained 
in the sense that the rotated unique variances are not that high (almost less than 0.5) and 
the proportion of variances explained is over 60%, a good representation of the underlying 
correlation structure. 
The results presented in Table 4.7 also suggest that the first latent factor is 
associated with internal R&D and product innovation and the second one with external R&D, 
                                                     
29 The first test is implemented with likelihood ratio test statistics 2 ( * )u uT asymptotic df p t    for H0:  is 
saturated (or perfectly recovered) by the given number of factors ( ˆˆ ( )   ) vs. H1:   is not saturated 
( ˆˆ ( )   ), and the second test with 2 ( )i iT asymptotic df t p    for H0: observed variables are 
independent (
2 2
1( ,..., )pdiag    vs. H1: not independent ( ( )   ), respectively. Note that p represents the 
number of observed variables and t represents the number of parameters estimated. 
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process innovation, organizational innovation and marketing innovation. Based on those 
factor coefficients, the name of the first factor can be called the ‘Technology’ factor and the 
second one can be called the ‘Management’ factor, since internal R&D and product 
innovation are most likely to be associated with ‘Technology’, and outsourced R&D, 
organizational and marketing innovation associated with ‘Management’.    
 
4.6.3 Innovation indicators 1 & 2 from Model I (LTM) 
 
The expected factor score of each common factor for an individual firm can be 
calculated through Equation (4-18) using the factor scoring coefficients estimated in Table 
4.8. With the KIS 2008 data, for example, the factor score equations corresponding to each 
factor model are, using Equation (4-18), given by 
 
(4-21)     
1
2
With two factors,
ˆ 0.1663* 0.1735* 0.1661* 0.2641* 0.3978* 0.3252*
ˆ 0.7661* 0.1885* 0.3271* 0.0407* 0.2773* 0.0838*
F IRD XRD PROD PROC ORGAN MARKET
F IRD XRD PROD PROC ORGAN MARKET
      
     
 
1
With one factor,
ˆ 0.1070* 0.2277* 0.2684* 0.2620* 0.2783* 0.2766*F IRD XRD PROD PROC ORGAN MARKET     
 
 
Innovation indicator 1 aggregated by industry, firm size, geographic area and cohort 
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from Model I (LTM) are summarized in Table 4.9 and Figure 4.1. Those indicators imply that 
larger firms in the metals/materials industry in the southern areas turn out, on average, the 
highest level of innovation capability in the year of 2007. It is interesting to note that a firm 
has higher levels of innovation capability as its employment size grows bigger. This finding is 
consistent with those of the innovation output equations in Section 3.5, which demonstrate 
that larger firms have a higher probability of implementing each type of innovation (see 
Table 3.5). Indicator 2, also from Model I (LTM) with one factor, shows similar patterns 
across industries, sizes and geographical areas as indicator 1.     
 
4.6.4 Innovation indicators 3 & 4 from Model II (MVPFM) 
 
Simulated maximum likelihood estimates for Model II (MVPFM) with one factor and 
two factors with the KIS 2008 data are presented in each column in Table 4.10. In the KIS 
2008, almost all the coefficients of predicted factor scores are statistically significant, 
suggesting positive relationships between the underlying innovative traits of a firm and all 
kinds of innovation outputs, except for 2Fˆ  regarding process innovation ( PROC ).  
Table 4.11 presents aggregations of the predicted marginal probabilities of being 
engaged in each type of innovation to the industry level, firm size, geographic area and 
cohort for the two models. These results imply that firms are more likely to be engaged in 
internal R&D, product and process innovation than external R&D, organizational and 
marketing innovation in the years 2005-2007. Combining the two results presented in 
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Tables 4.10 and 4.11, one may conclude that unobserved innovative traits lead to enhancing 
the possibilities of being innovative, and probabilities of being engaged in internal R&D, 
product and process innovation are more likely to be affected by those latent traits.    
Innovation indicators 3 and 4 calculated by the expected probabilities from Model II 
(MVPFM) are presented by industry, firm size, area and cohort in Table 4.11 and Figure 4.2. 
Firms with larger size in the machinery/auto industry in southern areas turn out, on average, 
the highest level of innovativeness in the year 2007, similar to indicators 1 and 2. It is 
interesting to note that, as seen in Table 4.12, indicators 3 & 4 from Model II exhibit almost 
similar ranking patterns as indicators 1 & 2 from Model I across firm size and industry with a 
few, small exceptions. This finding seems reasonable because the two models basically 
employ the same dependent variables. It should be noted that indicators 3 & 4 from Model 
II may involve more detailed unobservable information than indicators 1 & 2 in the sense 
that Model II considers the correlation structure with other types of innovation to calculate 
the possibility of success in its own type of innovation.   
 
4.7 Plausibility tests 
 
4.7.1 Test of model fit: Confirmatory factor analysis on Model I (LTM) 
 
Fitness of the proposed latent factor model (LFM) to the data used in this study can 
be tested by confirmatory factor analysis (CFA). Since a CFA is, unlike the exploratory factor 
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analysis (EFA) proposed in Section 4.3, a hypothesis-driven factor analysis, a hypothesis on a 
particular factor structure from the proposed factor model (LTM in Section 4.3) can be 
tested by CFA (Kolenikov, 2009). It is thus possible to test the number of factors or the effect 
of common factors on observed variables with particular parameter values in the proposed 
factor model (e.g., factor loading between a certain factor and a specific observed variable is 
zero) since the CFA produces various kinds of ‘goodness-of-fit’ measures to evaluate the 
fitness of the proposed model to the data used. 
From an exploratory factor analysis on Model I (LTM), response variables of each 
innovation type are divided into two groups according to the size of the factor coefficients as 
shown in Table 4.730: internal R&D and product innovation are assumed to be represented by 
the first factor (Factor 1) called ‘Technology’, and the other four variables by the second factor 
(Factor 2) called ‘Management’, as discussed above. In order to set a hypothesis to be tested, 
Equations (4-1) and (4-2) can then be rewritten according to the two groups of response 
variables as follows: 
   
Factor 1: Technology 
 
1 11 1 1
3 31 1 3
    i
i
IRD F
PROD F
  
  
   

  
  
 
  
                                                     
30 The results of the factor analysis that are directly implemented on binary responses of each innovation type for the KIS 2008 
have the same pattern of grouping factors that are drawn from a factor analysis on tetrachoric correlations of those binary 
response variables for the KIS 2008.  
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Factor 2: Management 
2 22 2 2
4 42 2 4
5 52 2 5
6 62 2 6
      
    
 
i
i
i
i
XRD F
PROC F
ORGAN F
MARKET F
  
  
  
  
   

  

  
   
  
 
The path diagram in Figure 4.3 represents the above relations between two latent 
factors and six observed variables. The observed variables are represented as boxes and the 
unobserved latent factors as ovals in the diagram. Two-sided arrows correspond to correlation 
of two common factors. One-sided arrows from factors toward observed variables correspond 
to a regression link in the factor model, while the other one-sided arrows toward the observed 
variables represent the measurement errors.  
 The results of the confirmatory factor analysis are presented in Table 4.1331. Some 
measures of model fit representing the value of residuals defined as the discrepancy between 
sample covariance of the observed variable and implied (or estimated) covariance through 
confirmatory factor analysis are used to look at the fitness of the proposed model. The root 
mean squared residual (RMSR) for the proposed Model I is 0.0058, and the root mean squared 
error of approximation (RMSEA), the corrected version of the RMSR by degree of freedom is 
0.0459 with a 90% confidence interval (0.0170, 0.0744). These measures of indices imply a good 
                                                     
31 The confirmatory factor analysis of the proposed model is implemented with half of the KIS 2008 data, since an exploratory 
factor analysis and a confirmatory factor analysis should not be done with the same data set. Thus, from the exploratory factor 
analysis with half of the KIS 2008 data, similar factor coefficient matrices as those presented in Table 4.7 have been derived. 
Then, the confirmatory factor analysis with the other half of the data set has been done with the hypothesis based on the 
factor structure obtained from the previous exploratory factor analysis.  
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fitness of the proposed factor model (LTM) to the data used in this study32.  
Fitness of the proposed model is also tested by other comparative fit indices such as 
the Tucker-Lewis non-normed fit index (TLI) and Bentler’s Comparative Index (CFI)33. Similar to 
the pseudo-R2 values in other structured models, they relate the attained size of fitness of the 
proposed model to the model with a null hypothesis that describes independence among 
binary innovation output variables, and help implement 2  tests for the ‘goodness-of-fit’ of 
the proposed model34. With the KIS 2008 data, we get 0.9490 for TLI and 0.9728 for CFI, which, 
combined together, imply a somewhat good fitness of the proposed latent trait model (LTM).   
 
4.7.2 Comparison with Korean Innovative SMEs 
 
Another way to ensure the applicability of the proposed indicators is to compare 
the distributions of KIS-2008 SMEs highly ranked by the proposed indicators and Korean 
Innovative SMEs certified by current governmental evaluation criteria. A total of 8,765 SMEs 
are now certified as innovative SMEs as of 2007, whereas 193 firms out of all KIS-2008 SMEs 
                                                     
32 RMSR and RMSEA values of 0.05 or less, or confidence intervals covering this usually indicate a good fitness of a proposed 
model.    
33
  
 
max ,0
/ 1 , 1
max , ,0
u ui u i
i u i u u i i
T dfT T T
TLI CFI
df df df T df T df
   
       
    
 where 2 ( 1)( )
2
u u
p p
T df t

   and 
2( )i iT df t p    
are likelihood ratio test statistics, andu idf df  are the corresponding degrees of freedom, and 
dimt  . 
34 Values of 0.9 or larger for both statistics usually indicate a good fit of the proposed model.  
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present indicator 1 of higher than the 85th percentile35, 201 firms for indicator 2, 250 firms 
for indicator 3 and 173 firms for indicator 4. 
Figure 4.4 presents the comparison of distributions by industry: the upper graph 
shows the distribution of indicators 1 & 2, and the lower graph, indicators 3 & 4. Each 
indicator seems to segment innovative industries with higher indicators and non-innovative 
industries with lower indicators similarly to the patterns of Korean Innovative SMEs, 
supporting the claim that these indicators could be applied as alternative pre-diagnostic 
tools of SMEs themselves. Overall rankings of each indicator by industry also match those of 
Korean Innovative SMEs except for some specific industries (e.g. electrics/electronics and 
metals/materials), which demonstrates the validity of those indicators. The discrepancies 
seen in those industries, however, might be due to a self-selection bias of current Korean 
Innovative SME data, since innovative SMEs are being certified on an application basis in 
Korea. Industry selective support policies based on those certifications by the government 
might provide another reason for the biased distribution of Korean Innovative SMEs.  
 
4.8 Implication and discussion 
 
The main purpose of this chapter is to suggest a proper composite indicator for 
measuring firm-level innovation capability and thus to rank firms, industries or other 
                                                     
35 About 15 percent of the entire manufacturing SMEs which employ more than 5 people in Korea are certified as innovative 
based on governmental evaluation criteria in Korea as of 2007.  
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cohorts according to their indicators. Previous attempts to measure firm innovation 
capability were mostly based on single (partial) indicators such as R&D intensity, patent 
counts, or some possible composite indicators which combine information contained in the 
data set. Development of CIS data makes it possible to use many qualitative, dichotomous 
or polychotomous responses on innovative activity contained in the data, and thus 
construct more adequate measure of firm-level innovativeness.  
This study suggests new kinds of composite indicators which take various aspects of 
firm innovation--input, output, relationship with environment--into account. In this study, 
firm innovativeness or innovation capability is measured as one of two kinds: 1) the 
expected value of underlying common factors affecting the outputs of innovation, and 2) 
the weighted probabilities of being engaged in each type of innovation outputs conditional 
on innovation inputs, some characteristics of firms and correlation structure among those 
outputs. It combines the quantitative and qualitative information from firms which 
implemented at least one type among four kinds of innovation outputs and two kinds of 
R&D inputs. 
An aggregation of the proposed indicators provides overall rankings among 
industries and firm size groups, which eventually appears plausible in several aspects: 1) 
similar cross-industry ranking with Korean innovative SMEs which were evaluated by the 
governmental criterion, 2) similar pattern of industry segment with those based on the labor 
productivity level. The analysis on those indicators leads us to roughly conclude that some 
industry sectors having high innovation indicators, such as chemicals, auto/machinery and 
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textiles, are more innovative, and are thus expected to demonstrate more potential to be 
productive.  
The aggregate indicator of innovation capability developed in this study, though 
plausible and informative in some sense, could be of limited use when applied to 
nation-wide indicators for the following reasons: First, it rests solely on information 
provided by innovating firms. Thus it does not provide any comparison with potential 
innovation capability of non-innovating firms. Second, it relies on the potentially subjective 
responses of firms on innovation, and therefore, possible measurement errors. This appears 
by nature from the general limitation of survey data. Third, it only represents the 
characteristics from a specific sample. It might be thus biased since they use common 
factors that only potentially underlie firms contained in the sample.  
The composite indicator suggested in this study, in this sense, could be improved or 
developed in several directions. If the data from the KIS 2008 were to be complemented and 
matched by other kind of financially audited data for the same respondents, it would 
provide better performance of the proposed model and help establish more reliable 
indicators. As sample size increases or more information from other firms is accumulated, 
bias from using a limited sample may be reduced or become negligible through more 
representative underlying common factors.   
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Chapter 4 Tables and Figures 
 
Table 4.1 Frequently used single (partial) innovation indicators 
 
Level Category Indicators 
Country  
or  
Industry 
level 
Technology 
related 
innovation 
1. Share of firms that introduced a product innovation 
2. Share of firms that introduced a process innovation 
3. Share of firms that introduced either a product or a process innovation 
(“innovative firms”) 
4. Share of firms that developed in-house technological innovations (product 
or process) 
5. Share of firms that introduced a new-to-market product innovation 
6. Share of firms that performed formal R&D (%) 
Non-technology 
related 
innovation 
1. Share of firms that introduced a marketing innovation (%) 
2. Share of firms that introduced an organizational innovation 
3. Share of firms that introduced either marketing or organizational 
innovation 
Government 
policy relevant 
characteristics 
1. Share of firms that were active on international markets (outside the 
home country) 
2. Share of firms that co-operated with foreign partners on innovation 
3. Share of firms that co-operated on innovation activities 
4. Share of firms that co-operated with universities/higher education or 
government research institutes 
5. Share of firms that received public financial support for innovation 
6. Share of firms that applied for one or more patents (to protect 
innovations) 
Firm-level 
Innovation 
inputs-oriented 
1. Sales share of total expenditure on innovation (%) 
2. Sales share of expenditure on innovation by each type of expenditure 
(capital acquisition, external knowledge, R&D, etc.) (%) 
Innovation 
outputs-oriented 
1. Share of sales from product innovations (%) 
2. Share of sales from new-to-market product innovations (%) 
3. Number of patents and patent applications in relation to sales 
4. Number of innovation projects in relation to sales 
5. Binary responses on each innovation type 
6. New product announcements 
Market-oriented 
1. Sales share of world novelties (%) 
2. Sales share of highly improved and firm-level novelties (%) 
3. Sales share of products in the introduction stage of the life cycle (%) 
Source: Hollenstein (1996), Kleinknecht, Montfort and Brouwer (2002), OECD (2009)  
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Table 4.2 Innovation response variables and explanatory variables 
 
Variables Definition Measurement Scale 
1. Response variables of each innovation type  
 IRD (=1) All creative R&D activities within the firm Binary 0,1 
 XRD (=1) All creative R&D activities outsourced from other 
entities outside the firm 
Binary 0,1 
 PROD (=1) Introduction of external knowledge, patents  or 
technology related to product innovation 
Binary 0,1 
 PROC (=1) Introduction of external knowledge, know-how or 
technology related to process innovation 
Binary 0,1 
 ORGAN (=1) Organizational innovation Binary 0,1 
 MARKET (=1) Marketing innovation Binary 0,1 
    
2. Explanatory variables  
 INNOEXP Expenditure on innovation per employee (in log)  Metric [0,100] 
 EMPLOY Number of employees  Metric [0, ∞] 
 EXPORT (=1) Firm with export to other countries Binary 0,1
 
 HIGHTECH (=1) Firm with certificate of high technology Binary 0,1 
 GOV (=1) Firm with government support Binary 0,1 
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Table 4.3 Tetra-choric correlations among response variables of each innovation type 
 
 
Variables IRD XRD PROD PROC ORGAN MARKET 
IRD 1      
XRD 0.2051 1     
PROD 0.3430 0.3675 1    
PROC 0.1758 0.3230 0.4382 1   
ORGAN -0.0690 0.3780 0.3969 0.5475 1  
MARKET 0.0954 0.3544 0.4910 0.3890 0.6170 1 
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Table 4.4 Sampling adequacy of KIS 2008  
(Kaiser-Meyer-Olkin Measures and Squared Multiple Correlations) 
 
 
 IRD XRD PROD PROC ORGAN MARKET Overall 
KMO 0.4812 0.8699 0.7844 0.7687 0.6626 0.7495 0.7306 
SMC 0.2092 0.2290 0.3964 0.3768 0.5441 0.4578 - 
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Table 4.5 Model fit statistics for each number of factors (maximum likelihood method) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
# of 
factors 
# of 
observations 
# of 
parameters 
Log-likelihood BIC AIC 
1 1,193 6 -191.4224 425.3501 394.8448 
2 1,193 11 -14.5520 107.0305 51.1041 
3 1,193 15 -0.6703 107.604 31.3406 
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Table 4.6 Proportion of variance explained by the retained factors 
 
 
1) Variances proportions are calculated by principal component method. 
2) LR test with 2(15) 1,968.48  rejects the null hypothesis that all observed variables are independent.   
 
 
 
 
 
  
Factor Variance Difference 
Proportion of  
Variance 
Cumulative 
Proportion 
Factor1 2.5989 1.2624 0.4331 0.4331 
Factor2 1.3365 - 0.2228 0.6559 
Total 3.9354 - 0.6559 - 
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Table 4.7 Rotated factor coefficients by principal components method 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Variables 
2-factor model 
 
1-factor model 
Factor 1 Factor 2 Uniqueness 
 
Factor 1 Uniqueness 
IRD -0.0237 0.9352 0.1289 
 
0.2990 0.9106 
XRD 0.5513 0.3444 0.5774 
 
0.6361 0.5954 
PROD 0.6061 0.5257 0.3563 
 
0.7498 0.4377 
PROC 0.7079 0.1952 0.4607 
 
0.7319 0.4643 
ORGAN 0.8860 -0.1585 0.1899 
 
0.7776 0.3954 
MARKET 0.8005 0.0614 0.3554 
 
0.7729 0.4026 
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Table 4.8 Factor scoring coefficients 
 
 
1) Coefficients are calculated by “Regression Method” based on rotated factors derived from “Varimax” method.  
2) Means and standard deviations of factors are assumed 0 and 1 respectively. 
Variables 
(1) 
 
(2) 
Factor 1 ( 1Fˆ ) Factor 2 ( 2Fˆ ) 
 
Factor 1 ( 1Fˆ ) 
IRD -0.1663 0.7661 
 
0.1070 
XRD 0.1735 0.1885 
 
0.2277 
PROD 0.1661 0.3271 
 
0.2684 
PROC 0.2641 0.0407 
 
0.2620 
ORGAN 0.3978 -0.2773 
 
0.2783 
MARKET 0.3252 -0.0838 
 
0.2766 
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Table 4.9 Factor scores and innovation capability indicators from Model I (LTM) 
Firm Group Obs. 
Model I with 2 factors Model I with 1 factor 
1Fˆ  2Fˆ  Indicator 1 1Fˆ  Indicator 2 
I 
N 
D 
S 
T 
R 
Y 
 
Food/Beverage 55 0.3244 0.8469 50.18 0.5956 59.57 
Textile 115 0.3977 0.8425 54.88 0.6630 66.30 
Wood/Furniture 92 0.3541 0.9176 54.55 0.6478 64.78 
Paper/Printing 57 0.3517 0.7147 47.50 0.5759 57.59 
Chemical/Plastic 173 0.4445 0.8714 58.95 0.7169 71.69 
Electrics/Electronics 197 0.3423 0.8973 53.08 0.6298 62.98 
Metals/Materials 297 0.4344 0.9077 59.52 0.7199 71.99 
Machinery/Auto 207 0.4578 0.8944 60.61 0.7373 73.73 
S 
I 
Z 
E 
1 – 50 638 0.3043 0.8830 50.09 0.5892 58.92 
51 – 100 175 0.4150 0.8697 56.94 0.6886 68.86 
101 – 250 226 0.5129 0.8771 63.66 0.7831 78.31 
250+ 154 0.6598 0.8903 73.81 0.9256 92.56 
A 
R 
E 
A 
Capital area 630 0.4258 0.8756 57.85 0.7007 70.07 
Central area 143 0.4048 0.8801 56.62 0.6826 68.26 
Southeast area 128 0.3361 0.8361 50.59 0.6029 60.29 
South area 210 0.4276 0.9275 59.73 0.7202 72.02 
Southwest area 78 0.3053 0.8707 49.73 0.5859 58.59 
Other area 4 0.3975 0.9329 57.93 0.6939 69.39 
C 
O 
H 
O 
R 
T 
Venture Business 284 0.4755 0.9202 62.66 0.7628 76.28 
Innovative Business 202 0.4743 0.9329 63.01 0.7660 76.60 
KRX-Listed 26 0.5825 0.8571 67.58 0.8416 84.16 
KOSDAQ-Listed 18 0.5319 0.8513 64.04 0.7920 79.20 
Average - 0.4060 0.8809 56.73 0.6840 68.40 
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Table 4.10 Simulation based maximum likelihood estimates for Model II (MVPFM) 
 
Variables 
Model II with 2 factors Model II with 1 factor 
IRD XRD PROD PROC ORGAN MARKET IRD XRD PROD PROC ORGAN MARKET 
Expenditure on 
innovation per 
employee 
0.7141*** 
(0.2246) 
0.0348 
(0.0398) 
-0.0887** 
(0.0465) 
-0.0497 
(0.0392) 
0.2268*** 
(0.0730) 
-0.0123 
(0.0438) 
0.3572*** 
(0.0807) 
0.0985*** 
(0.0374) 
0.0637* 
(0.0390) 
-0.0506 
(0.0379) 
-0.0979** 
(0.0453) 
-0.0769* 
(0.0468) 
Number of 
employees 
1.1232*** 
(0.3597) 
0.0017 
(0.0454) 
-0.1068** 
(0.0572) 
0.0436 
(0.0492) 
0.3770*** 
(0.0723) 
-0.1980*** 
(0.0532) 
0.2467*** 
(0.0844) 
-0.0245 
(0.0428) 
-0.1175** 
(0.0490) 
0.0543 
(0.0439) 
0.2012*** 
(0.0486) 
-0.1696*** 
(0.0526) 
D (High-tech=1) -0.8470 
(0.6757) 
0.0762 
(0.0994) 
-0.0186 
(0.1361) 
-0.0338 
(0.0994) 
0.0088 
(0.1454) 
-0.0627 
(0.1176) 
0.2753 
(0.1907) 
0.0915 
(0.0925) 
0.1458 
(0.0992) 
-0.0453 
(0.0967) 
-0.1342 
(0.1100) 
-0.0565 
(0.1090) 
D (Export-oriented=1) -1.2912** 
(0.6353) 
0.0053 
(0.0948) 
0.1267 
(0.1227) 
0.1420 
(0.0990) 
0.1072 
(0.1500) 
-0.0772 
(0.1161) 
0.0079 
(0.1559) 
0.0110 
(0.0908) 
0.0214 
(0.1012) 
0.1247 
(0.0957) 
0.0065 
(0.1048) 
-0.1595 
(0.1062) 
D (Gov-supported=1) -0.4592 
(0.4396) 
0.3464*** 
(0.1000) 
-0.1854 
(0.1354) 
-0.0535 
(0.1084) 
0.1399 
(0.1666) 
-0.2658** 
(0.1272) 
-0.1448 
(0.1895) 
0.3814*** 
(0.0957) 
-0.1528 
(0.1070) 
-0.0026 
(0.1041) 
0.0566 
(0.1110) 
-0.2692** 
(0.1164) 
1Fˆ  
9.2116*** 
(3.5256) 
2.6279*** 
(0.1818) 
4.8021*** 
(0.2889) 
2.7475*** 
(0.1515) 
3.5553*** 
(0.2673) 
3.2127*** 
(0.2102) 
0.2898 
(0.1890) 
1.8683*** 
(0.1148) 
3.0613*** 
(0.1853) 
2.7099*** 
(0.1348) 
3.2055*** 
(0.2673) 
3.4410*** 
(0.1838) 
2Fˆ  
18.2632*** 
(5.1383) 
2.1585*** 
(0.3079) 
3.7360*** 
(0.3743) 
-0.0303 
(0.1563) 
-4.6677*** 
(0.3931) 
-1.4247*** 
(0.1827) - - - - - - 
1) Standard errors are in parenthesis. 
2) *** : significant at 1%, ** : significant at 5%, * : significant at 10% 
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Table 4.11 Estimated marginal probabilities ( ( 1)ijP y  ) for each innovation type and related innovation indicators 
 
1) Each value is the average of marginal probability within each category.
Firm group 
Model II with 2 factors Model II with 1 factor 
IRD XRD PROD PROC ORGAN MARKET Indicator 3 IRD XRD PROD PROC ORGAN MARKET Indicator 4 
I 
N 
D 
S 
T 
R 
Y 
 
Food/Beverage 0.9749 0.2601 0.5202 0.4221 0.3519 0.2610  8.71 0.9425 0.2706 0.5191 0.4240 0.3913 0.2488 24.88 
Textile 0.9516 0.3214 0.5974 0.4749 0.4122 0.3016 11.62 0.9569 0.3170 0.5943 0.4760 0.4348 0.2906 29.06 
Wood/Furniture 0.9863 0.3539 0.6287 0.4441 0.3291 0.2873 14.55 0.9582 0.3303 0.5871 0.4451 0.3897 0.2972 29.72 
Paper/Printing 0.8838 0.2570 0.4895 0.4302 0.4883 0.3191 12.06 0.9343 0.2710 0.5378 0.4291 0.3932 0.2895 28.95 
Chemical/Plastic 0.9558 0.3821 0.6441 0.5061 0.4717 0.3130 14.64 0.9675 0.3820 0.6452 0.5084 0.4600 0.3044 30.44 
Electrics/Electronics 0.9756 0.3417 0.5979 0.4149 0.3585 0.2634 11.60 0.9614 0.3168 0.5724 0.4441 0.4017 0.2742 27.42 
Metals/Materials 0.9765 0.4127 0.6633 0.5102 0.4724 0.3173 14.82 0.9787 0.4033 0.6660 0.5117 0.4593 0.3191 31.91 
Machinery/Auto 0.9691 0.4159 0.6731 0.5319 0.4882 0.3306 17.24 0.9722 0.4022 0.6524 0.5343 0.4975 0.3303 33.03 
S 
I 
Z 
E 
1 – 50 0.9524 0.3200 0.5819 0.3933 0.3050 0.2579 9.89 0.9551 0.3052 0.5709 0.3932 0.3185 0.2605 26.05 
51 – 100 0.9857 0.3685 0.6226 0.5048 0.4770 0.2954 12.45 0.9737 0.3727 0.6304 0.5078 0.4659 0.2879 28.79 
101 – 250 0.9809 0.4255 0.6724 0.5917 0.5852 0.3676 19.87 0.9771 0.4203 0.6649 0.5954 0.5878 0.3607 36.07 
250+ 0.9796 0.5043 0.7680 0.7076 0.7230 0.4169 24.49 0.9859 0.4906 0.7511 0.7124 0.7364 0.4152 41.52 
A 
R 
E 
A 
Capital area 0.9634 0.3676 0.6314 0.4976 0.4512 0.3279 14.81 0.9692 0.3660 0.6332 0.4983 0.4524 0.3217 32.17 
Central area 0.9620 0.3726 0.6343 0.4903 0.4551 0.2820 12.07 0.9676 0.3629 0.6257 0.4933 0.4531 0.2803 28.03 
Southeast area 0.9564 0.3160 0.5790 0.4361 0.4033 0.2492 9.78 0.9546 0.3123 0.5669 0.4383 0.3917 0.2425 24.25 
South area 0.9840 0.4260 0.6691 0.5124 0.4409 0.3103 17.35 0.9637 0.3922 0.6349 0.5157 0.4754 0.3225 32.35 
Southwest area 0.9593 0.3125 0.5594 0.3961 0.3096 0.2194  7.71 0.9593 0.2900 0.5449 0.3981 0.3422 0.2293 22.93 
Other area 0.9999 0.4434 0.5756 0.4479 0.2769 0.3341 20.77 0.9517 0.4181 0.6039 0.4523 0.3916 0.3700 37.00 
C
O
H
O
R
T 
Venture Business 0.9871 0.4693 0.6938 0.5357 0.4830 0.3539 19.62 0.9856 0.4620 0.7031 0.5372 0.4783 0.3560 35.60 
Innovative Business 0.9821 0.4663 0.7115 0.5544 0.4799 0.3281 16.48 0.9843 0.4401 0.7022 0.5562 0.5102 0.3389 33.89 
KRX-Listed 0.9999 0.4155 0.7086 0.6396 0.7082 0.3777 19.20 0.9839 0.4456 0.6884 0.6471 0.6517 0.3511 35.11 
KOSDAQ-Listed 0.9411 0.3913 0.6850 0.5697 0.6280 0.3139 17.10 0.9679 0.3977 0.6311 0.5762 0.5794 0.2982 29.82 
Average 0.9660 0.3699 0.6281 0.4860 0.4349 0.3038 13.96 0.9658 0.3598 0.6197 0.4877 0.4428 0.3026 30.26 
118 
 
Table 4.12 Innovation indicators by industry, size, area and cohort 
 
 
Firm group Obs. Indicator 1 Indicator 2 Indicator 3 Indicator 4 
I 
N 
D 
S 
T 
R 
Y 
 
Food/Beverage 55 50.18 59.56  8.71 24.88 
Textile 115 54.88 66.30 11.62 29.06 
Wood/Furniture 92 54.55 64.78 14.55 29.72 
Paper/Printing 57 47.50 57.59 12.06 28.95 
Chemical/Plastic 173 58.95 71.69 14.64 30.44 
Electrics/Electronics 197 53.08 62.98 11.60 27.42 
Metals/Materials 297 59.52 71.99 14.82 31.91 
Machinery/Auto 207 60.61 73.73 17.24 33.03 
S 
I 
Z 
E 
1 – 50 638 50.09 58.92 9.89 26.05 
51 – 100 175 56.94 68.86 12.45 28.79 
101 – 250 226 63.66 78.31 19.87 36.07 
250+ 154 73.81 92.56 24.49 41.52 
A 
R 
E 
A 
Capital area 630 57.85 70.07 14.81 32.17 
Central area 143 56.62 68.26 12.07 28.03 
Southeast area 128 50.59 60.29 9.78 24.25 
South area 210 59.73 72.02 17.35 32.35 
Southwest area 78 49.73 58.59  7.71 22.93 
Other area 4 57.93 69.39 20.77 37.00 
C 
O 
H 
O 
R 
T 
Venture Business 284 62.66 76.28 19.62 35.60 
Innovative Business 202 63.01 76.60 16.48 33.89 
KRX-Listed 26 67.58 84.16 19.20 35.11 
KOSDAQ-Listed 18 64.04 79.20 17.10 29.82 
Average - 56.73 68.40 13.96 30.26 
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Table 4.13 Results of confirmatory factor analysis 
1) *** : significant at 1%, ** : significant at 5%, * : significant at 10%
Variables Coefficients 
Satorra-Bentler 
Std. errors 
Mean 
IRD 0.9581*** 0.0081 
XRD 0.3500*** 0.0199 
PROD 0.6097*** 0.0195 
PROC 0.5092*** 0.0204 
ORGAN 0.4505*** 0.0203 
MARKET 0.3065*** 0.0188 
Factor  
Loading 
Factor 1 (Technology)   
       IRD 1  
       PROD 31.4032 21.3814 
Factor 2 (Management)   
       XRD 1  
       PROC 1.6017*** 0.2500 
       ORGAN 1.9509*** 0.2862 
       MARKET 1.5373*** 0.2313 
Factor Covariance 
Technology – Technology    0.0005 0.0004 
Management – Management    0.0281*** 0.0075 
Technology – Management    0.0014 0.0009 
Variance 
of 
observable 
variable 
IRD    0.0395*** 0.0071 
XRD    0.1993*** 0.0088 
PROD    -0.3010 0.3155 
PROC    0.1776*** 0.0116 
ORGAN    0.1403*** 0.0127 
MARKET    0.1459*** 0.0097 
R
2
 
IRD 0.0136 
XRD 0.1236 
PROD 2.2614 
PROC 0.2887 
ORGAN 0.4324 
MARKET 0.3127 
Number of observations 597 
Goodness of fit test LR=18.058 Pvalue=0.0208 
Independence test LR=384.455 Pvalue=0.0000 
Satorra-Bentler test, Tsc Tsc=14.372 Pvalue=0.0726 
Satorra-Bentler test, Tadj Tadj=12.508 Pvalue=0.0836 
Yuan-Bentler test, T2 T2=17.528 Pvalue=0.0251 
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Figure 4.1 Innovation Indicators 1 & 2 from Model I – KIS 2008 Manufacturing 
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Figure 4.2 Innovation Indicators 3 & 4 from Model II– KIS 2008 Manufacturing 
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Figure 4.3 Path diagram of confirmatory factor analysis model for the KIS 2008 
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Figure 4.4 Comparison of the distributions by industry between KIS-Indicators and Korean 
Innovative SMEs 
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CHAPTER 5  
CONCLUSION 
 
In this study, I first proposed and estimated a structural model that incorporates the 
relation between innovative activities and firm performance measured by the revenue labor 
productivity. Based on the basic idea of the structured relation between innovation and 
productivity developed by Crépon et al. (1998), I modified the structure and specifications of 
the model in order to apply some peculiar features of SMEs and to use the CIS data 
administered in South Korea.  
I demonstrated country-specific evidence supporting the idea that innovative activity 
could be another crucial factor affecting firm-level heterogeneity in productivity. The positive 
connection among innovation input, innovation output, in particular, proved to contribute to 
enhancing growth potential of SMEs. Those connections are also robust to changes in the 
concept of innovation, the type of innovation outputs and the form of production function 
assumed.  
Moreover, the effect of innovation on productivity within a typical SME appears overall 
smaller than the average of whole firms in South Korea. While acknowledging possible 
measurement issues related to the survey data, this could provide us with some clues as to why 
the Korean manufacturing sector, which has a larger portion of outputs SMEs contribute, 
demonstrates an overall low level of productivity compared with Western European countries. 
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Even more, a loose connection between innovation and performance in the Korean SME sector 
might be attributed to the low efficiency of their innovative activities from a revenue 
productivity perspective.  
In addition, we developed several composite innovation indicators that measure 
firm-level innovation capability in an econometric way in order to evaluate and rank firm 
innovations from the perspective of performance. Based on the related information contained 
in the Korea Innovation Survey (KIS) 2008–Manufacturing, we constructed several indicators for 
innovation capability from applied econometric models: the Latent Trait Model and the 
Multivariate Probit Factor Analysis Model. The aggregate measures of those indicators across 
industries, firm sizes and cohorts of firms can help us to rank the innovativeness of firms and 
industries, and consequently, to predict the future performance of those firms to the extent 
that those indicators are closely connected to other measures of firm performance.  
As discussed above, an objective evaluation of a firm’s capability to perform innovation 
could contribute to obtaining a holistic picture of innovating firms cross-country, and might be 
of great help to devise possible policy measures to enhance nation-wide innovation, to the 
extent that innovation has a significant impact on the long-term performance of firms. In order 
for these indicators to be used by policy makers or other researchers attempting to evaluate 
the impact of policies enhancing firm-level innovation, more in-depth study on their stability is 
needed.  
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APPENDIX A 
 
ESTIMATION OF PRODUCTIVITY EQUATIONS WITH COBB-DOUGLAS 
PRODUCTION SPECIFICATION 
 
A.1 Specification of productivity equations 
  
With the Cobb-Douglas production function, the specific output form of F  in 
Equation (2-1) can be rewritten as: 
 
(A-1) itutit i it it itQ De C L K e
     
 
where itL  is a measure of labor (often the number of employees); itC  is a measure of 
physical capital; itK  refers to a measure of the current amount of knowledge capital stock, 
partly determined by current and past expenditure on innovative activities such as R&D and 
non-R&D activities; iD  denotes firm-specific total factor productivity which is constant; 
,  and    , which are to be estimated, are parameters representing the elasticity of production 
with respect to physical capital, labor and knowledge capital respectively;   is a rate of 
disembodied technical change over time; itu  represents the error terms reflecting systematic 
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components of the unmeasured factors; and lastly, i  and t denote the individual firm (or the 
entity) and time index, respectively.  
One can further rewrite Equation (2-2) in terms of labor productivity, that is: 
 
(A-2) 1 itutit
i it it it
it
Q
D e C L K e
L
     
 
For estimation purposes, Equation (A-2) can be re-expressed in terms of logarithms of variables 
either in values or first difference, as shown in the following two sets of linear equations:   
 
(A-3) 
( 1)
( 1)
it it i it it it it
it it it it it it
q l d t c l k u
q l c l k u
   
   
       


          
 
 
where , , ,  and it it it it iq c l k d  denote the value of corresponding upper case variables in a 
logarithm, , ,  and it it it itq c l k    denote the corresponding first differences. Note that 
1
1 1 1
1 lnit it it it it it
it it it
Q Q Q
q q q
Q Q Q

  

        when itQ  is sufficiently small. Then, the second in 
Equation (A-3) represents the relation between productivity growth and the growth rate of 
every input.   
To apply this equation to survey data, one might need to find an appropriate measure 
of knowledge capital ( K ) to avoid the measurement issue arising from the fact that it is difficult 
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to measure K  by way of survey data. Following Mairesse and Sassenou (1991), one can 
accomplish this by taking the marginal productivity of knowledge capital 
Q Q
K K



 

 ( is 
constant) instead of the elasticity of knowledge capital 
K
Q

  . That is, assuming that there is 
no depreciation of knowledge capital, one gets (ln ) itit it
Kd
k K
dt K

   . This implies that one 
may use ‘R&D expenditure’ or ‘expenditure on innovative activities’ as a proxy of an increase in 
knowledge capital ( itK ). One can then transform Equation (A-3) to get 
 
(A-3)’ 
it i it it it it
it
it it it it
it
q d t c l k u
K
q c l u
Q
   
   
     


        

 
  
Then, the labor productivity is hypothesized to be positively affected not only by the 
elasticity of production with respect to knowledge capital stock as well as other input factors, 
but by the contribution of the corresponding growth rate of every input. Note that the 
coefficient of it
it
K
Q

 in Equation (A-3) stands for the marginal productivity of knowledge capital 
unlike the other coefficients which represent the elasticity of production with respect to each 
input factor.  
As discussed before, this Cobb-Douglas production technology has useful advantages, 
when variables are expressed in terms of logarithmic values, either in levels or in first 
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differences. From Equation (A-3)’, the productivity equations describing the linear relation 
between innovation outputs (input factors of production here) and productivity have two 
different forms according to the types of innovation outputs chosen in the previous section. 
Those are specified by the following two linear equations: 
 
(A-4) 
1 1 1 1 1 1 1'
prod proc organ market
i i i d i c i o i m i i iq l d y y y y w u           
  
(A-5) 
2 2 2 2'
isales
i i i i i iq l d y w u        
 
where i iq l  is labor productivity in logarithm, iw  is a vector of other explanatory variables 
including fixed capital (as a proxy of capital stock) and number of employees and so on, 
1 2 and i iu u  are the error terms that follow normal distribution with mean 0 and variance 
2 2
1 2,  , respectively, and , ,  and 
prod proc organ market
i i i iy y y y , which are in fact the binary response of 
each type of innovation, represent the knowledge capital accumulated for a given time period. 
Each coefficient of the innovation output variables then represents the effect of each type of 
innovation output on productivity or productivity growth. 
Note that the use of observed binary values (0,1) of , ,  and prod proc organ marketi i i iy y y y  in 
Equations (A-4) might result in a possible endogeneity problem which arises from the fact that 
they are already used as dependent variables in the innovation output equations, Equation (3-5) 
of CHAPTER 3. The possible endogeneity problem inherent in the productivity equations could 
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also be relieved by the use of instrumental variables instead of the binary innovation output 
variables ( , ,  and prod proc organ marketi i i iy y y y ). Instrumental variables that are highly correlated with 
the binary innovation outputs would offer some solutions to avoid the possible problem which 
arises from the use of expected values of discontinuous binary variables. The number of 
patents from firm-level innovative activities or the predicted probabilities of being engaged in 
each type of innovation during the past three years can be considered as potential instrumental 
variables.  
 
A.2 Results of estimation 
 
The estimated results of the first type productivity equation given by Equation (A-4) are 
presented in Table A.1. The two columns of each model estimated show the coefficients of each 
variable according to two different specifications when the predicted probabilities of having 
innovation outputs are incorporated instead of binary outputs as covariates. They are almost 
significantly positive at the 5% level except for marketing innovation, ranging from -0.0323 to 
0.8812 for the full sample and from 0.1338 to 0.7616 for the SMEs sample. These results imply 
that the effects of product innovation and process innovation have a larger impact on 
productivity than the organizational innovation and marketing innovation for both samples. 
Even more, the effects of all types of innovation outputs within a typical SME are smaller than 
those of a typical firm in the full sample. These are consistent with the results for the CES 
production function case reported in Table 3.6.    
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The above results can be reinforced by using instrumental estimation for binary 
innovation outputs. Two kinds of instruments for each binary response are employed in this 
step: the expected probability of having innovation output (IV 1) from the innovation output 
equations and total patent counts in logarithm (IV 2). The results of the weakness test for IV’s 
test based on the Cragg-Donald’s Wald F-statistic (which should be greater than 10) show that 
the two IV’s are valid separately or jointly for all specifications of the productivity equations.  
As presented in Table A.2, for the full sample, the impacts of innovation outputs, 
ranging from -0.0552 to 0.4618 for IV 1 and from 0.2278 to 0.5586 for IV 1 and IV 2 combined, 
are almost statistically significant at the 10% level except for the marketing innovation case and 
robust to weak instruments based on the Conditional Likelihood Ratio (CLR) test. Product and 
process innovations also turn out to have the greatest effect on productivity and marketing 
innovation the smallest.  
The SMEs sample reveals a similar pattern of impacts: from 0.1099 to 0.4189 for IV 1 
and from 0.2644 to 0.4778 for IV 1 and IV 2 combined, all of which are statistically significant at 
the 10% level except for the marketing innovation case. Although the coefficients of innovation 
outputs are less than those of the full sample, the patterns of those impacts by innovation 
types are similar regardless of IV’s, implying that product or process innovation has greater 
effects on productivity than organizational and marketing innovation, though not significant. 
The results also imply that the impacts of innovation outputs from IV estimation also tend to 
increase when large firms are included, while the impacts of other factors do not appear to 
change much. 
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Other factors except innovation inputs measured by the sales share of expenditure on 
innovation have positive impacts on productivity as expected; The increase of fixed physical 
capital per employee by 1% along with each type of innovation output contributes to increasing 
the labor productivity by around 0.4%, whereas the innovation inputs represented by the sales 
share of expenditure on innovation negatively affect labor productivity by 0.14% ~ 0.24% for 
both samples. It is interesting to note that firm size, measured by the number of employees, 
has the greatest impact on firm performance. This might be because firm performance used in 
this study is measured by labor productivity. 
Admitting positive impacts of each of the four type of innovation, their underlying 
relational structure in contributing to firm performance could be useful to distinguish the pure 
effects of each type of innovative activity. Product innovation and process innovation are 
grouped into ‘technology-based innovation’, and organizational innovation and marketing 
innovation are combined to form ‘management-based innovation’. Note that marketing 
innovation is dropped since the coefficients from previous regressions are not significant.  
As presented in Table A.4, all the interaction terms of technology-based innovation 
with organizational innovation turn out negative, though some of them are not significant. 
Negative coefficients of interaction terms along with positive signs of each technology-based 
innovation term suggest that organizational innovation is not complementary to product and 
process innovations. These are in line with the survey results which demonstrated product 
innovation tends to be accompanied by process innovation and vice versa (STEPI, 2008), 
implying that organizational innovation might perform less when combined with 
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technology-based innovations. Alternatively, it could be the case that it is difficult to perform 
more when both technology-based innovation and management-based innovations are 
engaged. 
The second type of production equation with innovative sales being an independent 
variable can be simultaneously estimated with the innovation output equation given by 
Equation (3-6) through the ‘Seemingly Unrelated Regression’ (SUR). Table A.3 summarizes the 
estimated results. The impacts of the expenditures on innovation are significantly positive 
(0.3164 for the full sample and 0.3760 for the SMEs sample) at the 5% level. The coefficients of 
the innovative sales are significantly positive (0.1898 for the full sample and 0.1795 for the 
SMEs sample) at the 1% level.  
Note that the sizes of the impacts of innovation outputs are not much different each 
other for both samples, unlike the results from the production equations where the binary 
innovation outputs are directly incorporated. These results, though smaller than those of the 
binary innovation response, could be added to the set of findings to underpin the proposition 
that innovative activities significantly contribute to enhancing firm performance through the 
form of innovation outputs.  
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Table A.1 Productivity equations with binary innovation outputs (STEP 3): OLS 
(Cobb-Douglas production specification) 
  
[All firms] 
 
 Dependent variable: Labor productivity 
 With ˆ ( 1)prodip y   With ˆ ( 1)
proc
ip y   With ˆ ( 1)
organ
ip y   With ˆ ( 1)
market
ip y   
 (1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3) 
Product 0.4516*** 0.3412* 0.7307***          
Process    0.5169*** 0.4555** 0.8812***       
Organizational       0.2627** 0.2358** 0.5271***    
Marketing          0.0005 -0.0323 0.1864 
Expenditure  
on innovation 
-0.1535*** -0.1783*** -0.2325*** -0.1542*** -0.1791*** -0.2328*** -0.1502*** -0.1769*** -0.2299*** -0.1443*** -0.1731*** -0.2218*** 
# of patents  0.0731*** 0.0849***  0.0725*** 0.0861***  0.0746*** 0.0895***  0.0770*** 0.0905*** 
Physical Capital 0.4055*** 0.4014***  0.4009*** 0.3977***  0.4067*** 0.4012***  0.4121*** 0.4040***  
# of employees 0.5659*** 0.5164*** 1.0458** 0.5601*** 0.5090*** 1.0111 0.5689** 0.5143*** 1.0282 0.5908*** 0.5332*** 1.0782*** 
1) Standard errors are in parenthesis  
2) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%. Note that they are determined based on boostrapping standard errors.  
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Table A.1 (cont.) 
 
 [SMEs only] 
 
 Dependent variable: Labor productivity 
 With ˆ ( 1)prodip y   With ˆ ( 1)
proc
ip y   With ˆ ( 1)
organ
ip y   With ˆ ( 1)
market
ip y   
 (1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3) 
Product 0.5543*** 0.4610** 0.7315***          
Process    0.5013*** 0.4786** 0.7616***       
Organizational       0.2556* 0.2599* 0.4734***    
Marketing          0.1486 0.1338 0.2325* 
Expenditure  
on innovation 
-0.1831*** -0.2011*** -0.2224*** -0.1803*** -0.1989*** -0.2192*** -0.1755*** -0.1973*** -0.2179*** -0.1700*** -0.1932*** -0.2095*** 
# of patents  0.0439 0.0427*  0.0417 0.0409*  0.0455 0.0449**  0.0492 0.0492** 
Physical Capital 0.3638*** 0.3349***  0.3611*** 0.3339***  0.3666*** 0.3369***  0.3689*** 0.3375***  
# of employees 0.4862*** 0.5168*** 1.0156 0.4807** 0.5045*** 0.9856 0.4921*** 0.5123*** 0.9983 0.5158*** 0.5372*** 1.0491** 
1) Standard errors are in parenthesis  
2) 2) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%. Note that they are determined based on boostrapping standard errors. 
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Table A.2 Productivity equations with binary innovation outputs (STEP 3): IV estimation (2SLS) 
(Cobb-Douglas production specification) 
 
   
  [All firms] 
 
 
Dependent variable : Labor productivity 
(1) (2) (3) (4) 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
Product innov. 
0.3567*  
(0.2160) 
0.5586** 
(0.2577) 
      
Process innov.   
0.4618*** 
 (0.1743) 
0.4760** 
(0.1969) 
    
Organizational innov.     
0.2390*  
(0.1286) 
0.4016*** 
(0.1330) 
  
Marketing innov.       
-0.0552 
(0.1361) 
0.2278* 
(0.1423) 
Expenditure on innovation 
-0.1723*** 
(0.0225) 
-0.1813*** 
(0.0276) 
-0.1796*** 
(0.0205) 
-0.1893*** 
(0.0268) 
-0.1617*** 
(0.0181) 
-0.1749*** 
(0.0234) 
-0.1494*** 
(0.0194) 
-0.1696*** 
(0.0250) 
Physical capital 
0.4236*** 
(0.0347) 
0.4521*** 
(0.0386) 
0.4184*** 
(0.0336) 
0.4425*** 
(0.0353) 
0.4149*** 
(0.0337) 
0.4363*** 
(0.0361) 
0.4176*** 
(0.0341) 
0.4333*** 
(0.0364) 
# of employees 
0.5657*** 
(0.0535) 
0.5327*** 
(0.0555) 
0.5572*** 
(0.0512) 
0.5344*** 
(0.0517) 
0.5802*** 
(0.0482) 
0.5484*** 
(0.0484) 
0.6047*** 
(0.0480) 
0.5729*** 
(0.0491) 
Test of weak instrument 
(GT  >  10) 
OK OK OK OK OK OK OK OK 
1) IV 1 = each predicted probability of being engaged in the corresponding innovation type, IV2 = patent counts in logarithm 
2) Boostrapping standard errors are in brackets and robust standard errors of IV estimates are in parenthesis 
3) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%. Those are based on confidence intervals robust to weak instruments.  
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Table A.2 (cont.) 
   
  [SMEs only] 
 
 
Dependent variable : Labor productivity 
(1) (2) (3) (4) 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
With 
IV 1 
With 
IV 1+IV 2 
Product innov. 
0.4189* 
(0.2217) 
0.4778** 
(0.2397) 
      
Process innov.   
0.3985** 
(0.1716) 
0.4153** 
(0.1852) 
    
Organizational innov.     
0.2042 
(0.1343) 
0.2798* 
(0.1489) 
  
Marketing innov.       
0.1099 
(0.1557) 
0.2644 
(0.1795) 
Expenditure on innovation 
-0.2034*** 
(0.0300) 
-0.2112*** 
(0.0359) 
-0.1999*** 
(0.0271) 
-0.2086*** 
(0.0339) 
-0.1818*** 
(0.0246) 
-0.1947*** 
(0.0329) 
-0.1809*** 
(0.0263) 
-0.2019*** 
(0.0351) 
Physical capital 
0.3811*** 
(0.0476) 
0.3801*** 
(0.0616) 
0.3798*** 
(0.0446) 
0.3715*** 
(0.0561) 
0.3759*** 
(0.0451) 
0.3677*** 
(0.0579) 
0.3736*** 
(0.0446) 
0.3575*** 
(0.0580) 
# of employees 
0.4885*** 
(0.0614) 
0.5220*** 
(0.0775) 
0.4809*** 
(0.0600) 
0.5038*** 
(0.0745) 
0.4993*** 
(0.0565) 
0.5187*** 
(0.0707) 
0.5232*** 
(0.0553) 
0.5566*** 
(0.0709) 
Test of weak instrument 
(GT  >  10) 
OK OK OK OK OK OK OK OK 
1) IV 1 = each predicted probability of being engaged in the corresponding innovation type, IV 2 = patent counts in logarithm 
2) Boostrapping standard errors are in brackets and robust standard errors of IV estimates are in parenthesis 
3) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%. Those are based on confidence intervals robust to weak instruments.  
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Table A.3 Productivity equations with continuous innovation outputs (STEP 2 & 3): SUR  
 
1) Reference group : SMEs with employees < 50, low-technology, not supported from government and domestic demand-oriented in the Food/Beverage industry 
2) Boostrapping standard errors are in brackets and standard errors are in parenthesis. 
3) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%  
  
Dependent variables 
 
All Firms 
 
SMEs only 
 Innovative Sales per 
employee 
Labor Productivity 
 
Innovative Sales per employee Labor Productivity 
Innovative sales per employee  
(in log) 
 
- 0.1898 [0.0267]*** 
 
- 0.1795 [0.0360]*** 
Estimated expenditure on 
innovation per employee (in log) 
 
0.3164 [0.1607]** 0.0593 [0.0470] 
 
0.3760 [0.2327]* -0.0472 [0.0566] 
KIS (information) 
 
0.1430 [0.0552]*** - 
 
0.1047 [0.0742] - 
Fixed capital (in log) 
 
- 0.4218 [0.0403]*** 
 
- 0.3011 [0.0671]*** 
# of employees (in log) 
 
- 0.5656 [0.0544]*** 
 
- 0.6217 [0.0759]*** 
D (High-tech=1) 
 
-0.3662 [0.1301]*** -0.2514 [0.0626]*** 
 
-0.2541 [0.1816] -0.1466 [0.0714]** 
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Table A.4 Test of complementarities among innovation types 
 
 
     
 
 
Dependent variable : Labor productivity 
 
All Firms SMEs only 
 
(1) (2) (3) (1) (2) (3) 
Innovation 
dummies 
Product innovation 
0.0417 
(0.0739) 
  
0.0415 
(0.0851) 
  
Process innovation  
0.1982** 
(0.0752) 
  
0.1414* 
(0.0881) 
 
(Product & Process) innovation
1)
   
0.1911** 
(0.0776) 
  
0.1328 
(0.0882) 
Organizational innovation 
0.2321*** 
(0.0831) 
0.2271*** 
(0.0758) 
0.3381*** 
(0.1166) 
0.2095** 
(0.0995) 
0.1770** 
(0.0904) 
0.2345* 
(0.1440) 
Interactions 
of dummies 
Product × Organ 
-0.0975 
(0.1009) 
  
-0.0846 
(0.1216) 
  
Process × Organ  
-0.1697* 
(0.0999) 
  
-0.1028 
(0.1211) 
 
(Product & Process) × Organ   
-0.2387* 
(0.1278) 
  
-0.1279 
(0.1579) 
1) (Product & Process) innovation takes value of 1 if a firm implements both product and process innovation and 0 otherwise. 
2) Standard errors are in parenthesis 
3) ***: significant at 1%,  **: significant at 5%,  *: significant at 10%. Those are based on confidence intervals robust to weak instruments. 
  
140 
 
REFERENCES 
 
Acs, Z. J. and D. B. Audretsch (1988). “Innovation in large and small firms: An empirical analysis.” 
The American Economic Review, 78(4), 678-690. 
Acs, Z. J. and D. B. Audretsch (1990). Innovation and Small Firms. Cambridge, MA: MIT Press. 
Amemyia, T. (1984). “Tobit Models: A Survey.” Journal of Econometrics, 24, 3-61. 
Arrow, K.J., Chenery, H.B., Minhas, B.S. and R.M. Solow (1961). “Capital-Labor Substitution and 
Economic Efficiency.” The Review of Economics and Statistics, 43(3), 25-250. 
Arundel, A. (2007). “Innovation survey indicators: What impact on innovation policy.” In OECD, 
Science, Technology and Innovation Indicators in a Changing World – Responding to 
Policy Needs, proceedings of the OECD Blue Sky II Forum, Ottawa. 
Arundel, A. and H. Hollanders (2005), “EXIS: An exploratory approach to innovation 
scoreboards.” In European Commission, European Trend Chart on Innovation, Brussels. 
Arvanitis, S. and H. Hollenstein (1994). “Demand and supply factors in explaining the innovative 
activity in Swiss firms; an analysis based on input-, output- and market-oriented 
innovation indicators.” Economics of Innovation and New Technology, 3, 15-30. 
Ashford, J. R. and R. R. Sowden (1970). “Multivariate probit analysis.” Biometrics, 26, 535-546. 
Atherton, A. and P. D. Hannon (2000). “Innovation processes and the small business: a 
conceptual analysis.” International Journal of Business Performance Management, 2(4), 
276-292. 
141 
 
Baldwin, J. R. and J. Johnson (1996). “Business strategies in more-and less-innovative firms in 
Canada.” Research Policy, 25(5), 785-804. 
Birch, D.L. (1981). “Who creates jobs?” The Public Interest, 65(Fall), 3-14. 
Blackman Jr., A.W., E. J. Seligman, and G. C. Sogliero (1973). “An Innovation index based on 
factor analysis.” Technological Forecasting and Social Change, 4(3), 301-316. 
Bock, R. D. and I. Moustaki (2006). “Item response theory in a general framework.” In Rao, C. R. 
and S. Sinharay (eds.), Handbook of statistics 26: Psychometrics, Amsterdam:Elsevier.  
Bock, R.D. and M. Aitkin (1981). “Marginal maximum likelihood estimation of item parameters: 
Application of an EM algorithm.” Psychometrika, 46(4), 443-459. 
Bock, R.D. and M. Lieberman (1970). “Fitting a response model for n dichotomously scored 
items.” Psychometrika, 35(2), 179-197. 
Bock, R.D., and R.D. Gibbons (1996). “High-dimensional multivariate probit analysis.” Biometrics, 
52(4), 1183-1194. 
Bock, R.d., R. Gibbons and E. Muraki (1988). “ Full-information item factor analysis.” Applied 
Psychological Measurement, 12(3), 261-280.  
Bolinao, E.S. (2009). “Innovation process and performance in small- to medium-sized firms: A 
conceptual Framework.” DLSU Business & Economics Review, 19(1), 71-80. 
Börsch-Supan, A. and V. Hajivassiliou (1993). “Smooth unbiased multivariate probability 
simulators for maximum likelihood estimation of limited dependent variable models.” 
Journal of Econometrics, 58, 347-368. 
Cantwell, J. (2005). “Innovation and Competitiveness.” In Fagerberg, J, D.C. Mowery and R.R. 
142 
 
Nelson (ed.), The Oxford Handbook of Innovation. New York: Oxford University Press. 
Capaldo, G., L. landoli, M. Raffa and G. Zollo (2003). “The evaluation of innovation capabilities in 
small software firms: A methodological approach.” Small Business Economics, 21, 
343-354. 
Chib, S. and E. Greenberg (1998). “Analysis of multivariate probit models.” Biometrika, 85(2), 
347-361. 
Cohen, W.M. (2010). “Fifty years of empirical studies of innovative activity and performance.” 
In Hall, B.H. and N. Rosenberg (ed.), Handbook of the Economics of Innovation, 
Amsterdam and New York: Elsevier 
Conner, K.R. (1991). “A historical comparison of resource-based theory and five schools of 
thought within industrial organization economics: Do we have a new theory of the firm?” 
Journal of Management, 17(1), 121–154. 
Crépon, B., E. Duguet and J. Mairesse (1998). “Research, innovation and productivity: An 
econometric analysis at the firm-level.” Economics of Innovation and New Technology, 
7(2), 115-158. 
Denison, E. (1985). Trends in American Economic Growth, 1929-1982. Washington, D.C: 
Brookings Institution.  
Fagerberg, J., D. C. Mowery and R.R. Nelson (2005). The Oxford Handbook of Innovation. New 
York: Oxford University Press. 
Geroski, P. and S. Machin (1992). “Do Innovating Firms Outperform Non-Innovators?” Business 
Strategy Review, 3(2), 79-90. 
143 
 
Gibbons, R.D., and V. Wilcox-Gӧk (1998). “Health service utilization and insurance coverage: A 
multivariate probit analysis.” Journal of the American Statistical Association, 93(441), 
63-72. 
Gouriéroux, C. and A. Monfort (1996). Simulation-Based Econometric Methods. New York: 
Oxford University Press. 
Grant, R.M. (1991). “The resource-based analysis of competitive advantage: Implication for 
strategy formulation.” California Management Review, 33(3), 114-135. 
Greene, W. H (2003). Econometric Analysis. 5th edition. Upper Saddle River, NJ: Prentice Hall. 
Griffith, R., E. Huergo, J. Mairesse, and B. Peters (2006). “Innovation and productivity across 
four european countries.” NBER Working Paper No.12722. 
Griliches, Z. (1979). “Issues in assessing the contribution of R&D to productivity growth.” Bell 
Journal of Economics, 10, 92-116. 
Griliches, Z. (1987). “R&D and productivity: Measurement issues and econometric results.” 
Science, 237(4810), 31-35. 
Griliches, Z. (1990). “Patent statistics as economic indicators: A survey.” A Journal of Economic 
Literature, 28(4), 1661-1707. 
Griliches, Z. (1995). R&D and productivity: Econometric results and measurement issues. In P. 
Stoneman (ed.), Handbook of the Economics of Innovation and Technological Change. 
Oxford: Blackwell. 
Griliches, Z. (1996). “The discovery of the residual: A historical note.” Journal of Economic 
Literature, 34(3), 1324-1330. 
144 
 
Griliches, Z. (1998). R&D and Productivity: The Econometric Evidence. Chicago, IL: The University 
of Chicago Press. 
Gruber, W.H. and D.G.Marquis (1969). Factors in the Transfer of Technology. Cambridge, MA: 
MIT Press. 
Hagedoorn, J. and M. Cloodt (2003). “Measuring innovative performance: Is there an advantage 
in using multiple indicators?” Research Policy, 32, 1365-1379. 
Hall, B. H., and J. Mairesse (2006). “Empirical studies of innovation in the knowledge-driven 
economy.” Economics of Innovation and New Technology, 15(4/5), 289-299. 
Hall, B. H., F. Lotti and J. Mairesse (2009). “Innovation and productivity in SMEs: empirical 
evidence for Italy.” Small Business Economics, 33(1), 13-33. 
Hall, B. H., J. Mairesse and P. Mohnen (2010). “Measuring the Returns to R&D.” In Hall, B. H. 
and N. Rosenberg (eds.), Handbook of the Economics of Innovation, Amsterdam and 
New York: Elsevier. 
Hall, B. H. (2011). “Innovation and Productivity”, NBER Working Paper No. 17178.  
Han, S. Y. (2006). “The relationship between innovation and performance of Korean 
manufacturing firms: evidence from KIS 2002.” Master’s thesis, Seoul National 
University.  
Heckman, J. (1979). “Sample selection bias as a specification error.” Econometrica, 47(1), 
153-161. 
Hoffman, K., M. Parejo, J. Bessant, and L. Perren (1998). “Small firms, R&D, technology and 
innovation in the UK: A literature review.” Technovation, 18(1), 39-55. 
145 
 
Hollenstein, H. (1996). “A composite indicator of a firm’s innovativeness: An empirical analysis 
based on survey data for Swiss manufacturing.” Research Policy, 25, 633-645. 
Janz, N., H. Loof and B. Peters (2003). “Firm-level innovation and productivity – Is there a 
common story across countries?” Mannheim, Germany: ZEW Discussion Paper No. 
03-26. 
Jefferson, G. H., H. Bai, X. Guan and X. Yu (2006). “R&D performance in Chinese industry.” 
Economics of Innovation and New Technology, 15, 345-366. 
Jeon, W.S., Nagasaka, B. G. Son, Y. H. Wang, Y. J.Ahn and G. Y. Lee (2000). Management 
Innovation Tools and Examples. Seoul: Korea. 
Jöreskog, K. G. (1979). “A general approach to confirmatory factor analysis, addendum.” In K.G. 
Jöreskog and D. Sörbom (ed.), Advances in Factor Analysis and Structural Equation 
Models. Cambridge, MA: Abt Books. 
Kim, J. O. and C. W. Mueller (1978). Introduction to factor analysis: What it is and how to do it. 
Beverly Hills: Sage Publications. 
Kleinknecht, A. (1987). “Measuring R&D in small firms: How much are we missing?” The Journal 
of Industrial Economics, 36(2), 253-256. 
Kleinknecht, A., K. Van Montfort, and E. Brouwer (2002). “The non-trivial choice between 
innovation indicators.” Economics of Innovation and New Technology, 11(2), 109-121. 
Kolenikov, S. (2009). “Confirmatory factor analysis using confa.” The Stata Journal, 9(3), 
329-373. 
Korea Small Business Institute (2005). Supporting Strategy for 30,000 Innovative SMEs in Korea. 
146 
 
Seoul: Korea Small Business Institute. 
Lu, Y. and F. Yu (2010) “The evaluation of the innovation capability of China’s high-tech 
industries.” International Business Research, 3(2), 87-91. 
Lichtenberg, F. R. and D. Siegel (1991). “The impact of R&D investment on productivity: New 
evidence using linked R&D-LRD data.” Economic Inquiry, 29(2), 203-228. 
Lӧӧf, H. and A. Heshmati (2002). “Knowledge capital and performance heterogeneity: A 
firm-level innovation study.” International Journal of Production Economics, 76(1), 
61-85. 
Lӧӧf, H. and A. Heshmati (2006). “On the relationship between innovation and performance: A 
sensitivity analysis.” Economics of Innovation and New Technology, 15(4/5), 317–344. 
Mairesse, J. and M. Sassenou (1991). “R&D and productivity: A survey of econometric studies at 
the firm-level.” NBER Working Paper No. 3666. 
Mairesse, J. and P. Mohnen (2002). “Accounting for innovation and measuring innovativeness: 
An illustrative framework and an application.” American Economic Review, 92(2), 
226-230. 
Mairesse, J. and P. Mohnen (2010). “Using innovation surveys for economic analysis.” NBER 
Working Paper No. 15857. 
Mohnen, P., and M. Dagenais (2002). “Towards an innovation intensity index: The case of CIS 1 
in Denmark and Ireland.” In A. Kleinknecht and P. Mohnen(ed.), Innovation and Firm 
Performance. New York: Palgrave. 
Muthén, B. (1979). “A structural probit model with latent variables.” Journal of the American 
147 
 
Statistical Association, 74(368), 807-811. 
Mulaik, S. A. (1972). Foundations of Factor Analysis. New York: McGraw–Hill. 
Nelson, R. R., Peck, M. J., Kalacheck, E. D. (1967). “Technology, Economic Growth, and Public 
Policy.” Washington D.C.: The Brookings Institution. 
Neumark, D., B. Wall, and J. Zhang (2008). “Do small businesses create more jobs? New 
evidence for the United States from the National Establishment Time Series.” IZA 
Discussion Paper No. 3888. 
OECD (2005a). Oslo Manual: Guidelines for collecting and interpreting innovation data. 3rd 
edition. Paris: OECD. 
OECD (2005b). SME and Entrepreneurship Outlook. Paris: OECD. 
OECD (2009). Innovation in Firms: A Microeconomic Perspective. Paris: OECD. 
Pakes, A. and Z. Griliches (1984). “Patents and R&D at the firm-level in French manufacturing: A 
First Look.” In Z. Griliches (ed.), Research and Development, Patents and Productivity, 
Chicago: The University Press of Chicago.  
Parisi, M. L., F. Schiantarelli and A. Sembenelli (2006). “Productivity innovation and R&D: Micro 
evidence for Italy.” European Economic Review, 50, 2037-2061. 
Penrose, E.T. (1957). The Theory of the Growth of the Firm. Oxford: Basil Blackwell. 
Romijn, H. and M. Albaladejo (2000). “Determinants of Innovation capability in Small UK Firms: 
An Empirical Analysis.” QEH Working Paper No.40.   
Romijn, H. and M. Albaladejo (2002). “Determinants of innovation capability in small electronics 
and software firms in southeast England.” Research Policy, 31, 1053-1067. 
148 
 
Schulze, W. S. (1994). “The two schools of thought in resource-based theory: Definitions and 
implications for research.” Advances in Strategic Management, 10 (1), 127-152. 
Schumpeter, J.A. (1934). The Theory of Economic Development. Cambridge, MA: Harvard 
University Press.  
Siedschlag, I., Z. Zhang and B. Cahill (2010). “The effects of the internationalization of firms on 
innovation and productivity”, Economic and Social Research Institute Working Paper No. 
363. 
Siqueira, A. C. O. and A. D. Cosh (2008). “Effects of product innovation and organizational 
capabilities on competitive advantage: Evidence from UK small and medium 
manufacturing enterprises.” International Journal of Innovation Management, 12(2), 
113-137. 
Solow, R. (1957). “Technical change and the aggregate production function.” Review of 
Economics and Statistics, 57, 312-320. 
STEPI (2008). Report on the Korean Innovation Survey 2008: Manufacturing Sector. Seoul: 
Korea. 
Teece, D. J. (1998). “Design Issues for Innovative Firms: Bureaucracy, Incentive and Industrial 
Structure.” In Chandler, A.D. Jr., P. Hagstrom, and O. Solvell (ed.), The Dynamic Firms. 
Oxford: Oxford University Press. 
U.S. Department of Commerce Advisory Committee on Measuring Innovation in the 21st 
Century Economy (2008). “Innovation measurement: Tracking the state of Innovation in 
the American economy.” Report to the Secretary of Commerce. 
149 
 
Utterback, J.M. (1971). “The process of technological innovation within the firm.” Academy of 
Management Journal, 14(1), 75-88. 
Van Leeuwen, G. and L. Klomp (2006). “On the contribution of innovation to multi-factor 
productivity growth.” Economics of Innovation and New Technology, 15, 367-390. 
Vega-Jurado, J., A. Guitiérrez-Garcia, I. Fernández-de-Lucio and L. Manjarrés-Henríquez (2008). 
“The effect of external and internal factors on firms’ product innovation.” Research 
Policy, 37, 616-632. 
