Abstract. The incremental gradient method is a prominent algorithm for minimizing a finite sum of smooth convex functions, used in many contexts including large-scale data processing applications and distributed optimization over networks. It is a first-order method that processes the functions one at a time based on their gradient information. The incremental Newton method, on the other hand, is a second-order variant which exploits additionally the curvature information of the underlying functions and can therefore be faster. In this paper, we focus on the case when the objective function is strongly convex and present fast convergence results for the incremental gradient and incremental Newton methods under the constant and diminishing stepsizes. For a decaying stepsize rule α k = Θ(1/k s ) with s ∈ (0, 1], we show that the distance of the IG iterates to the optimal solution converges at rate O(1/k s ) (which translates into O(1/k 2s ) rate in the suboptimality of the objective value). For s > 1/2, this improves the previous O(1/ √ k) results in distances obtained for the case when functions are non-smooth. We show that to achieve the fastest O(1/k) rate, incremental gradient needs a stepsize that requires tuning to the strong convexity parameter whereas the incremental Newton method does not. The results are based on viewing the incremental gradient method as a gradient descent method with gradient errors, devising efficient upper bounds for the gradient error to derive inequalities that relate distances of the consecutive iterates to the optimal solution and finally applying Chung's lemmas from the stochastic approximation literature to these inequalities to determine their asymptotic behavior. In addition, we construct examples to show tightness of our rate results.
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1. Introduction. We consider the following additive cost optimization problem
where the objective function is the sum of a large number of convex component functions f i : R n → R. Such problems arise in a number of settings including distributed optimization across m agents, where the component function f i corresponds to the local objective function of agent i [9, 23, 24, 29] , and statistical estimation problems where each f i represents the loss function associated with one of the data blocks [5, 8, 30, 32] .
Our goal is to exploit the additive structure of problem (1.1) and solve it using incremental methods which involve sequential processing of component functions. * Laboratory for Information and Decision Systems, Massachusetts Institute of Technology, Cambridge, MA, 02139, USA. email: {mertg, asuman,parrilo}@mit.edu.
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We first consider the incremental gradient (IG) method for solving problem (1.1).
IG method is similar to the standard gradient method with the key difference that at each iteration, the decision vector is updated incrementally by taking sequential steps along the gradient of the component functions f i in a cyclic order. Hence, we can view each outer iteration k as a cycle of m inner iterations: starting from initial point x 1 1 ∈ R n , for each k ≥ 1, we update the iterate x IG is a prominent algorithm with a long history that has appeared in many contexts. In the artificial intelligence literature, it has been used in training neural networks in the 80s and is known as the online backpropagation algorithm [5, 17, 34] .
Another well-known example of this method is the Kaczmarz method for solving systems of linear equations, which is a special case of the IG method [6] .
Due to the simplicity and long history of IG method, its global convergence has been supported under various conditions (see [5] for a survey), however characterizing its convergence rate has been the subject of more recent work . Among the papers relevant to our work, Kohonen [16] focused on quadratic component functions with constant stepsize, α k = α > 0 for all k, and showed that the iterates may converge to a limit cycle (subsequence of inner iterates converge to different limits close to optimal). The papers [2, 3, 7, 11, 12, [17] [18] [19] 33] focused on diminishing stepsize and showed convergence of the algorithm and its variants under different assumptions.
The papers [31] and [22] studied IG with a constant stepsize and under different assumptions on the component functions, and showed that the iterates converge to a neighborhood of the optimal solution (where the size of the neighborhood is a function of the stepsize). Most closely related to our paper is a convergence rate result provided by Nédic and Bertsekas [22] , which under a strong-convexity type condition on the sum function f (x) = m i=1 f i (x), but without assuming differentiability of the component functions, shows that the distance of the iterates generated by the incremental subgradient method converges at rate O(
) to the optimal solution with a properly selected diminishing stepsize.
Luo [17] considered a special case of the problem ( 
in function values by the strong convexity of f ). Then, we generalize this result to twice continuously differentiable component functions under some assumptions. Achieving this rate with IG requires using a diminishing stepsize that adapts to the strong convexity constant c of the sum function, i.e., a stepsize that takes the form R/k where R > 1/c. 1 We then consider alternative "robust" stepsizes α k = Θ( 1 k s ) for s ∈ (0, 1), which does not require knowledge of the strong convexity constant, and show that IG method with these stepsizes achieve a rate O(
We also provide lower bounds showing that these rates cannot be improved using IG. Furthermore, our results play a key role in the recently obtained convergence results for the random reshuffling (RR) method [14] .
The random reshuffling method is a stochastic variant of IG where the order to visit the functions is selected as a random permutation of {1, 2, . . . , m} at the beginning of each cycle instead of the deterministic fixed order {1, 2, . . . , m} of IG (hence the name RR refers to the random reshuffling of the order). The convergence rate of the 1 We note that a consequence of a paper by Hazan and Kale [15] is that when each of the component functions is strongly convex, IG with iterate averaging and stepsize α k = R/k where R is the multiplicative inverse of the strong convexity constant, converges at rate O(log k/k) in the suboptimality of the function value. However, the rate we obtain in this paper with a similar stepsize corresponds to O(1/k 2 ) in the suboptimality of the objective value which is much faster. 
where
with the convention that x Notation. For non-negative sequences {a k } and {b k }, we write a k ≥ Ω(b k ) if there exists a real constant h > 0 and a finite integer k 0 such that a k ≥ hb k for every k ≥ k 0 . The norm · denotes Euclidean norm for vectors and the spectral norm for matrices. We also write a k ≥Ω(b k ) if there exists a real constant h > 0 and infinitely many k such that a k ≥ hb k is true 2 . The matrix I n denotes the n × n identity. The sets R + and N + denotes the positive real numbers and positive integers respectively.
We refer to twice continuously differentiable functions on R n as smooth functions.
Preliminaries.
We introduce the following lemma, known as Chung's lemma, which we will make use of in our rate analysis. 
Lemma 2.1. Let u k ≥ 0 be a sequence of real numbers. Assume there exists k 0 such that
where 0 < s ≤ 1, d > 0, a > 0 and t > 0 are given real numbers. Then,
3. Convergence rate analysis for IG. 
where P i is a symmetic n × n square matrix, q i ∈ R n is a column vector and r i is a real scalar. The gradient and the Hessian of f are given by
The sum f is also a quadratic which we next assume to be strongly convex.
Under this assumption, the optimal solution to the problem (1.1) is unique, which we denote by x * . In the particular case, when each f i is a quadratic function given by (3.2), then the Hessian matrix of the sum satisfies
and the optimal solution is
The inner iterations of IG become
Therefore, the outer iterations are given by
From (3.4), (3.6) and (3.7), it follows that
(3.10)
Taking norms of both sides of the last expression, defining
as the distance to the optimal solution and using the lower bound (3.3) on the eigenvalues of P , we obtain
The next theorem is based on analyzing this recursion and is on the achievable convergence rate when the component functions are quadratics. Then, we have the following:
where the stepsize α = α k = R is a constant and M ∞ is defined by (3.12).
Proof. We first prove parts (i) and (ii). So, assume 0 < s ≤ 1. Plugging the expression for the stepsize into (3.10) and taking norms, we obtain
It is also easy to see from (3.8) that
for some finite positive constant h 1 (that depends on
). Then, from (3.14),
Finally, applying Lemma 2.1 with a choice of 0 < a < Rc, t = s and d > R 2 M and letting a → Rc and d → R 2 M proves directly parts (i) and (ii). To prove part (iii), assume s = 0 and R ≤ 1 P . Then, the stepsize α k = α = R is a constant and by (3.11) , for all k ≥ 1,
From this relation, by induction we obtain for all k ≥ 1,
As the geometric sum 
This rate can actually be improved further as follows. In this special case, assume for simplicity that x * = 0 (the more general case can be treated similarly by shifting the coordinates and considering the functions
. Then, this implies that q i = 0 for all i and therefore from (3.5) we have,
where the last inequality holds for any 1 < δ < Rc and j large enough. As
3.2. Rate for smooth component functions. In addition to Assumption 3.1 on the strong convexity of f , we adopt the following assumptions that have appeared in a number of papers in the literature for analyzing incremental methods including [20] , [2] , [13] . A consequence of these two assumptions is that by continuity of the first and second derivatives on the compact set X , the first and second derivatives are bounded.
Therefore there exists a constant G such that
and there exists constants
From the triangle inequality, f has also Lipschitz gradients on X with constant
Another consequence is that, an optimal solution to the problem (1.1), which we denote by x * , exists and is unique by the strong convexity of f . Furthermore, these two assumptions are sufficient for global convergence of both the incremental Newton and the incremental gradient methods to x * (see [13] , [4] for a more general convergence theory).
3.2.1. Analyzing IG as a gradient descent with errors. We can rewrite the inner iterations (1.2) more compactly as 19) where the term
can be viewed as the gradient error. If Assumption 3.3 holds, we can substitute 
Taking norms of both sides, this implies that
These relations show that the evolution of the distance to the optimal solution is controlled by the decay of the stepsize α k and the gradient error e k . This motivates deriving tight upper bounds for the gradient error. Note also that under Assumptions 3.1, 3.3 and 3.4, the Hessian of f and the averaged Hessian matrix A k admit the
(see also (3.18) ). The gradient error consists of the difference of gradients evaluated at different inner steps (see (3.20) ). This error can be controlled by the Lipschitzness of the gradients as follows: For any k ≥ 1,
L is a Lipschitz constant for the gradient of f as in (3.18) and G is an upper bound on the gradients as in (3.16). Finally, plugging this into (3.22) and using the bounds cycles to guarantee convergence to an ε-neighborhood of the optimal solution x * .
Proof. Given such ε > 0 and stepsize α, we note that cα < 1 and α
Furthermore, by Theorem 3.2, the inequality (3.13) holds with M ∞ replaced by
Therefore, there exists a constant K such that
and dist k+1 < ε for all k ≥ K, i.e. the iterates lie inside an ε-neighborhood of the optimizer after K cycles. By taking log of both sides and using log(1 − z) ≈ z for z around zero, straightforward calculations show that this condition is satisfied for K satisfying (3.27).
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The rate results in Theorem 3.1 for O(1/k) stepsize (when s = 1) requires adjusting the stepsize parameter R to the strong convexity parameter c which requires the estimation or the knowledge of a lower bound for c (need to choose R > 1/c). The following example illustrates that the convergence can be slow when R is not properly adjusted to c. Similar issues with 1/k-decay step sizes are also widely noted in the analysis of the stochastic gradient descent method in the stochastic approximation literature, see e.g. [1, 10, 21, 25] . If x 1 = 1, a simple analysis similar to [25] shows 
f (x) = 1 2 x T P x − q T x + r P symmetric, cI n P LI n ; x, q ∈ R n ; r ∈ R .
Theorem 3.1 and Remark 3.5 shows that when IG is applied to quadratic functions f i : R n → R with a sumf ∈ C c,L using a stepsize α k = R/k where R is properly chosen as a function of the strong convexity constant c, it results in lim sup
In other words, dist k = O(1/k). A natural question is whether one could improve this rate by choosing a perhaps alternative stepsize. Would it be possible to obtain
and m)? The next result gives a negative answer to this question showing that no matter which stepsize we choose, there exists simple quadratic functions which result in iterates {x 
x(ℓ) denotes the ℓ-th coordinate of the vector x. In any of these two examples, IG becomes the classical gradient descent method leading to the iterations
. By the assumption, we have at least
and α k → 0 (otherwise simple examples show the global convergence may not happen from an arbitrary initial point). By taking the natural logarithm of both sides, this is equivalent to requiring
when k is large enough. Assume there exists δ such that lim sup k→∞ kα k < δ < b. Then, by definition of the limit superior, we have α k ≤ δ k for any k large enough. By summing this inequality over the iterations k, we obtain k j=1 α j ≤ δ log(k) + b 2 for a constant b 2 and for any k large enough. This contradicts with (3.29) . Therefore, no such δ exists, i.e. lim sup k→∞ kα k ≥ b.
This completes the proof.
(ii) Consider the following simple example with two quadraticsf =f 1 +f 2 with
Then, applying IG with an initial point x 1 1 ∈ R results in the iterates {x
By summing up (3.31) and (3.32), we see that
By the necessary condition (3.28), we also have
, we obtain
As α k =Ω(1/k) by part (i) and x k 1 is converging to zero, it follows from (3.34) and the triangle inequality that
This completes the proof. This lower bound is based on an example in dimension one. However, one can also construct similar examples in higher dimensions. In Appendix B, we provide an alternative example in dimension two for illustrating this fact, although it is not as simple as the dimension one example. .12] as:
is the gradient error and
is an averaged Hessian up to an error term
We let α k = R/k and introduce the following norm:
which arises in the analysis of the self-concordant functions and Newton's method [26] .
The next theorem shows that unlike IG, IN can achieve the O(1/k) rate without requiring to know or estimate the strong convexity constant of f . Furthermore, the constants arising in IN when considered in the * -norm do not depend on the Lipschitz constant L unlike IG. 
where · * and H * are defined by (4.5) and B = showing that these rates cannot be improved using IG.
Achieving the fastest O(1/k) rate in distances with IG requires a good knowledge or approximation of the strong convexity constant of the sum function f . However, we showed that IN as a second-order method, can achieve this fast rate without the knowledge of the strong convexity constant.
Appendix A. Proof of Theorem 4.1.
Proof. By a change of variable let y = H 1/2 * x and definef (y) = f (x). Consider the IN iterates in the y-coordinates. By the chain rule, we have
Using these identities, the IN iterations (1.4)-(1.5) become
Furthermore, the IN method is globally convergent under these assumptions (see [13] 
where we used the second change of variable identity from (A.1) to calculate ∇ 2f (y * ).
Comparing the IN iterations (1.4) in the x-coordinates and the IN iterations (A.2) in the y-coordinates, we see that they have exactly the same form, the only differences are that in the latter the gradients and the Hessian matrices are taken with respect to y (instead of x) and f is replaced withf . Therefore, the inequalities (4.1)-(4.2)
hold if we replace f withf and x i j with y i j leading to 5) and the gradient error becomes
where we set α k = R/k. Setting ∇f (y
where y * = H 1/2 * x * and using the triangle inequality we obtain
The remaining of the proof consists of estimating the terms m k and n k on the righthand side separately in the following three steps which gives the desired convergence rate of the left-hand side y
Step 1: (Bounding m k ) We first observe that
where 
Then, for every ε ∈ (0, 1), there exists a finite k 1 = k 1 (ε) such that for
and therefore
. By taking the square roots of both sides, for k ≥ max{k 1 , 2R}, we obtain
where we used (
Step 2: (Bounding n k ) Similarly we can write
with an averaged Hessian From the triangle inequality for n k defined in (A.8), we have
We then estimate n k,ℓ for ℓ = 1 and ℓ = 2:
From (A.4) and (A.12), for every ℓ, j ∈ {1, 2, . . . , m}, each summand above in the last equality satisfies
where in the last step we used the fact that ∇ 2f (y * ) = I n and the change of variable formula (A.1) on gradients. Similarly, In other words, for any ε > 0, there exists k 2 = k 2 (ε) such that n k ≤ (1 + ε)(R + 1)B 1 k , ∀k ≥ k 2 (ε). (A.17)
Step 3: (Deriving the rate) Let ε ∈ (0, R−1 2R ) so that R ε := R(1 − ε) > 1. Then, it follows from (A.8), (A.11) and (A.17) that for k ≥ max{k 1 (ε), 2R, k 2 (ε)},
Applying Lemma 2.1 with u k = y which implies
where in the second step we used the fact that the terms with α k and α 
