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Esta Tese de Doutorado propõe controladores não lineares para serem aplicados a veí-
culos aéreos não tripulados (VANTs) em missões de posicionamento, rastreamento de
caminhos e seguimento de trajetória no espaço aéreo 3D. Adicionalmente, mostra-se um
protótipo de uma plataforma para utilização dos VANTs em ambientes interiores, com
diversas ferramentas computacionais que possibilitam utilizar robôs aéreos nessas missões
clássicas de navegação. Para contextualizar as ferramentas desenvolvidas, destacam-se o
desenvolvimento de algoritmos de detecção e localização de objetos no ambiente e um mo-
delo de fusão sensorial descentralizado que é utilizado para melhorar os dados de postura
(posição e orientação) do VANT medidos, além de detectar obstáculos. Posteriormente,
o mesmo filtro de fusão é utilizado para combinar sinais de controle PVTOL (do inglês
Planar Vertical Takeoff and Landing), relaxando as restrições de movimento da aeronave,
antes limitadas ao deslocamento no eixo Z e nos planos verticais XZ e YZ. De forma
complementar, a implementação de sistemas de navegação e controle é baseada em dois
modelos dinâmicos distintos. Os sistemas de controle são projetados utilizando-se técnicas
clássicas de inversão de modelo, com a incorporação de um controlador de desvio de obstá-
culo, para evitar colisão, um controlador adaptativo e um controlador com saturação das
velocidades máximas. A estabilidade dos controladores é comprovada pela convergência
assintótica das variáveis de controle e pelo cumprimento do objetivo de controle durante
as simulações e experimentos realizados, em conformidade com a análise teórica.
Palavras-chave: Veículos aéreos não tripulados (VANTs), controle não linear, fusão sen-
sorial, navegação autônoma, robótica aérea.

Abstract
This thesis proposes nonlinear controllers to be applied to unmanned aerial vehicles
(UAVs) in positioning, trajectory-tracking and path-following missions in 3D airspace.
In addition, a prototype of a platform conceived to allow using UAVs in indoor environ-
ments is shown, with several computational tools that allows using aerial robots in such
classic navigation missions. In order to contextualize the developed tools, we highlight the
development of algorithms for the detection and localization of objects in the environment
and a decentralized sensorial fusion structure that is used to improve the measurement of
the posture data (position and orientation) of the UAVs, in addition to detecting obstacles.
Subsequently, the same fusion filter is used to combine PVTOL (Planar Vertical Takeoff
and Landing) control signals, relaxing the aircraft motion constraints, previously limited
to displacement along the Z axis and the XZ and YZ vertical planes. Complementarily,
the implementation of navigation and control systems is based on two different dynamic
models, one simple and the other detailed. The control systems are designed using classic
model inversion techniques, which has shown to be an efficient methodology for the design
of controllers for the developed applications, namely positioning, trajectory-tracking and
path-following. Additionally, a collision avoidance controller, an adaptive controller, and a
controller with maximum speed saturation are designed. The stability of such controllers
is demonstrated by the asymptotic convergence of the control variables and by the ful-
fillment of the control objective during the simulations and experiments performed, as
expected from the theoretical analysis.
Keywords: Unmanned aerial vehicles (UAVs), nonlinear control, sensorial fusion, au-
tonomous navigation, aerial robotics.
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Nos últimos anos, é notório o crescente desenvolvimento de veículos aéreos não tripu-
lados (VANT) do tipo multirotores, motivado por sua capacidade de voar em ambientes
interiores e exteriores (FERRICK et al., 2012) e suas vantagens em relação a outras
máquinas voadoras, como a capacidade de decolar e aterrissar verticalmente, deslizar,
avançar e afastar-se, bem como mudar sua direção de vôo e parar seu movimento abrup-
tamente (GARCIA; LOZANO; DZUL, 2005). Essas características os tornam adequados
para voar em ambientes interiores, como escritórios e laboratórios (TOURNIER et al.,
2006). Tornando-os mais versáteis que os veículos terrestres, possibilitando uma visão glo-
bal do espaço de trabalho, o que é fundamental em tarefas como vigilância ou inspeção,
por exemplo.
Tradicionalmente, os métodos para determinar a postura (posição e orientação) de um
VANT, para a navegação autônoma e controle, são tratados pela combinação de unidades
de medições inerciais (IMU do inglês, Inertial Measurement Unit). Nesta configuração, as
acelerações e as taxas angulares da IMU podem ser integradas no tempo, e as atualiza-
ções de posição são obtidas de sucessivas integrações, limitando a confiabilidade destas
informações. Para solucionar tal problema, é comum combiná-las com dados provenientes
de um sistema de localização global (GPS). No entanto, a dependência da recepção de
sinais de GPS insere limitações artificiais em aeronaves, tais como pequenos VANTs que
operam em ambientes interiores.
Neste contexto, esta tese investiga estratégias de baixo custo para a realização de
experimentos com VANTs em ambientes interiores, utilizando apenas um sensor de pro-
fundidade RGB-D. Os sensores de visão permitem extrair informações sobre o ambiente
de navegação determinando a localização de pontos de interesse.
As observações subsequentes do sensor de visão podem, por sua vez, serem usadas em
uma estrutura de fusão sensorial, combinando com as informações sensoriais da aeronave.
Os pontos de interesse são detectados em cada imagem, utilizando um método simples
de identificação, também desenvolvido pelo autor, utilizando funções polinomiais. Essas
medidas de característica são correspondentes a cada quadro. Assim, as observações se-
quenciais de um ponto de referência permitem estimar a localização do ponto no espaço,
assim como sua orientação, através de figuras elípticas que representam a aeronave.
A implementação de sistemas de navegação e controle para utilização com veículos
aéreos não tripulados também faz parte das propostas desta tese. Desenvolvem-se con-
troladores que possibilitam a aplicação de robôs aéreos em missões clássicas de posici-
onamento, rastreamento de trajetória e seguimento de caminhos. Também se explora o
rastreamento de trajetória para desenvolvimento de outros controladores, capazes de des-
viar de obstáculos, evitar colisões, adaptar os parâmetros da modelagem durante o voo e,
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por fim, utilizando-se um método capaz de saturar as velocidades máximas do controlador
para respeitar as limitações dos atuadores da aeronave. Em todos os casos, utilizou-se um
modelo matemático simplificado que representa os movimentos do veículo, considerando a
existência de uma estrutura hierárquica de controle proporcionada pelo piloto automático
já disponível a bordo.
Com o intuito de validar um modelo matemático mais detalhado, também se criou
uma estrutura de fusão de sinais de controladores PVTOL (termo originário do termo
em inglês Planar Vertical Takeoff and Landing) para realizar tarefas mais complicadas de
navegação, como por exemplo seguimento de caminho ou rastreamento de trajetórias, já
que tais controladores eram usados apenas para posicionamento, utilizando o método de
comutação entre controladores.
Alguns resultados correspondentes a simulações de voos são apresentados, para a de-
monstrar viabilidade da aplicação dos controladores propostos em aplicações em tempo
real. Esses métodos são integrados à plataforma desenvolvida para vôos em ambientes in-
teriores, e verificados através da execução de diversas tarefas de navegação autônoma com
um VANT real. A metodologia desenvolvida também se estende à aplicação de veículos
equipados com outros sensores, por exemplo uma câmera acoplada ao VANT. Esta estru-
tura desenvolvida permite que as aeronaves sejam capazes de executar quaisquer tarefas
de controle no ambiente e que possam manter uma estimativa de postura sem "deriva"ao
longo do experimento.
1.1 Definição do Problema
Melhorar o desempenho e a qualidade de navegação dos VANTs é um objetivo inte-
ressante para a robótica aérea, já que os VANTs podem ser usados em uma ampla gama
de aplicações, como aplicações militares, civis, industriais, comerciais e agrícolas, como
vigilância, rastreamento de objetos, treinamento de vôo, avaliação de danos de batalha,
resgate de vítimas, pulverização de culturas e inspeção de pontes, por exemplo.
A combinação de uma IMU com um receptor do sistema de posicionamento global
(GPS) geralmente é usada para determinar a posição e a atitude de uma aeronave (SA-
ADEDDIN; ABDEL-HAFEZ; JARRAH, 2013). Nesta configuração, as acelerações e as
taxas angulares dos acelerômetros e giroscópios da IMU podem ser integradas no tempo
e as atualizações de posição do GPS podem ser usadas para limitar os erros resultantes
da integração. Esta solução para o problema de navegação torna a aeronave propensa a
falhas devido à dependência na recepção de sinais externos da rede GPS. Os sinais de GPS
podem sofrer obstruções em determinados ambientes, e a recepção desses sinais também
pode ser bloqueada.
Os sensores de visão demonstraram imenso potencial de aplicação (ACGTELIK et al.,
2009; BACHRACH et al., 2011; LI et al., 2013) para localização, uma vez que fornecem
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dados sobre o ambiente e, simultaneamente, permitem a possibilidade de inferir informa-
ções sobre o movimento do veículo a partir dessas imagens. No entanto, muitas vezes os
resultados apresentados nessas áreas foram aplicadas a robôs terrestres, onde as conside-
rações de tamanho e carga útil muitas vezes não são uma limitação. Os robôs terrestres
também têm a opção de parar o movimento para processar informações de forma segura
e planejar o próximo movimento, enquanto os veículos aéreos que operam em espaço 3D
podem falhar sem apresentar atualizações durante esse período.
Na recente busca pela validação experimental das técnicas de navegação e controle
aplicadas na robótica aérea, diversos equipamentos passaram a auxiliar os pesquisadores,
ganhando bastante destaque na literatura científica. Em (LUPASHIN et al., 2014), por
exemplo, os autores apresentam detalhes e características técnicas da construção de um
laboratório especializado que aplica sensores de captura de movimento para rastrear com
precisão os movimentos de objetos inseridos em um espaço de trabalho. Tal recurso foi
aplicado, tendo obtido resultados surpreendentes nos últimos anos, como aquele descrito
em (HEHN; D’ANDREA, 2011a), onde se observa um quadrimotor voando enquanto equi-
libra um pêndulo invertido. Outro bom exemplo são os dispositivos denominados como
piloto automático que acompanham os VANTs mais modernos (CHAO; CAO; CHEN,
2010), que representam aparelhos dentro dos quais técnicas de navegação e controle são
implementadas com o objetivo de auxiliar os operadores humanos na pilotagem dos veí-
culos.
Neste contexto, torna-se evidente a necessidade de investir em sistemas auxiliares de
localização do veículo para realizar a validação experimental dos algoritmos de controle.
Especificamente em termos de controle, há diferentes métodos e técnicas aplicáveis aos
VANTs. No entanto, muitos trabalhos se baseiam apenas em simulações (BERNHARDT;
SCHRECK; WILLNOW, 1995; RODIC; MESTER, 2011; BRANDAO et al., 2013). Nesta
tese, a avaliação dos controladores propostos é inicialmente feita através de análise teó-
rica, e comprovada por simulações e, na sequência, através de experimentos práticos, que
validam o estudo teórico.
1.2 Motivação
As motivações para o desenvolvimento dos estudos desta tese de doutorado são, prin-
cipalmente:
• Desenvolvimento de uma plataforma auxiliar de localização de baixo custo para
prover experimentos em robótica aérea que seja facilmente implementada em labo-
ratórios;
• Desenvolvimento de algoritmos para sistemas de navegação e controle, primeira-
mente no que se refere à implementação de simulações, e, posteriormente, na vali-
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dação experimental destas tecnologias.
1.3 Objetivos Geral e Específicos
Como objetivo geral desta tese de doutorado, destaca-se o desenvolvimento de técnicas
de navegação e controle de VANTs modernos, além de sua validação experimental.
Para alcançar tal objetivo geral, listam-se a seguir alguns objetivos específicos, a saber,
• Desenvolver uma plataforma para auxiliar na localização do VANT e, consequen-
temente, aprimorar seu sistema de navegação, baseado na fusão de dados de visão
computacional e sensores inerciais;
• Validar experimentalmente a plataforma e sua arquitetura de fusão;
• Propor projetos de sistemas de controle e suas aplicações em ambientes interiores,
baseado em modelagens simplificadas e detalhadas do VANT;
• Apresentar algumas simulações dos sistemas de controle propostos para validar te-
oricamente os métodos implementados;
• Apresentar sistematicamente a validação dos sistemas propostos através de voos
experimentais.
1.4 Estado da Arte
Os sistemas tradicionais de navegação baseados em informações transmitidas sem fio,
como o Sistema de Posicionamento Global (GPS), são amplamente utilizados para ga-
rantir uma tarefa de auto-posicionamento. No entanto, ambientes interiores permanecem
inacessíveis aos sistemas de posicionamento externo, limitando a capacidade de navega-
ção dos sistemas de GPS baseados em satélite (FLORES-COLUNGA et al., 2014). A
maioria das aplicações internas usa dispositivos comercialmente disponíveis com luz in-
fravermelha para localizar o VANT através da visão por computador, como o sistema
VICON (http://www.vicon.com) e o sistema CODA (http://www.codamotion.com). O
Flying Machine Arena do Instituto Federal de Tecnologia de Zurique (ETHZurich), de
Zurique, Suíça, é um exemplo de um espaço de pesquisa experimental construído es-
pecificamente para o estudo de sistemas autônomos e robóticos aéreos (LUPASHIN et
al., 2011; LUPASHIN et al., 2014). Nesta arena, o sistema VICON gera dados de posi-
ção de quadrimotores, que são usados para realizar diferentes tipos de tarefas (HEHN;
D’ANDREA, 2011b; LUPASHIN; D’ANDREA, 2011; WILLMANN et al., 2012; HEHN;
RITZ; D’ANDREA, 2012; SCHOELLIG et al., 2014). Outro exemplo famoso é o GRASP
Laboratory (MICHAEL et al., 2010), da Universidade da Pennsylvania, Estados Unidos,
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onde os quadrimotores voam precisamente através de lacunas estreitas, pousam automati-
camente em superfícies invertidas e executam vôos de formação agressivos (MELLINGER;
MICHAEL; KUMAR, 2014; TURPIN; MICHAEL; KUMAR, 2012).
No entanto, o sistema VICON pode ser muito caro. Uma alternativa é usar marcadores
visuais no laboratório. Como exemplo, em (SANTANA; BRANDÃO; SARCINELLI-FI-
LHO, 2016a) a posição e a orientação do VANT são estimadas através da extração de
recursos de imagens de marcadores conhecidos no ambiente, usando as câmeras internas
do veículo. No entanto, outros estudos também apresentam soluções similares através do
uso de diferentes tipos de câmera, como visão monocular (WEISS et al., 2013), visão es-
téreo (ACGTELIK et al., 2009) e RGB-D (FLORES-COLUNGA et al., 2014; HUANG et
al., 2017). Apesar de serem soluções de baixo custo, esses equipamentos têm desvantagens,
como a sensibilidade às mudanças de luz, o alto custo de processamento e a exigência de
marcadores externos. Em (HUANG et al., 2011) é apresentado um método que realiza
a fusão de dados fornecidos por uma câmera RGB com um mapa de profundidade para
tarefas de mapeamento. Seguindo esta abordagem, para reduzir custos e não exigir marca-
dores, o protótipo da plataforma desenvolvido neste trabalho propõe uma estrutura para
localização e execução de experimentos com VANTs em ambientes internos.
Por outro lado, algumas pesquisas se dedicam a projetar sistemas de navegação e con-
trole, construídos com base apenas em equipamentos embarcados no VANT. Isso permite
a utilização dos veículos em ambientes não estruturados, para navegar ou mapear áreas
de forma autônoma (LUCAS, 2016). Por exemplo, em (WEISS et al., 2013; FAESSLER
et al., 2016) descrevem resultados obtidos com sistemas de navegação projetados usando
visão computacional monocular, tratando as imagens obtidas com uma câmera de vídeo
em conjunto com sensores inerciais para realizar a estimativa de movimentos do veículo.
Em (SHEN et al., 2014; BURRI et al., 2015; CHARROW et al., 2015), por sua vez, equipa-
mentos de alta tecnologia são utilizados para explorar e mapear ambientes desconhecidos,
através de técnicas de SLAM aplicando fusão sensorial para combinar leituras de esca-
neadores a laser, GPS, câmeras de vídeo estéreo e RGB-D, além de outras informações
sensoriais, para localizar o veículo nesses ambientes. As implementações mais recentes
apontam novas possibilidades, como aquelas descritas em (LOIANNO et al., 2015), onde
os algoritmos de navegação por visão monocular e controle são migrados para dentro de
celulares modernos utilizando os processadores, câmeras e sensores inerciais do próprio
celular para embarcar uma central de comando no voo junto do VANT, e em (LIU et al.,
2016; CHEN; LIU; SHEN, 2016) em que sistemas de direção estão sendo aperfeiçoados
para tomada de decisão, reagindo rapidamente à detecção de obstáculos e a interferências
no caminho do VANT, redirecionando sua navegação por regiões livres.
Os VANTs têm dinâmicas não-lineares, com características que não são apenas difíceis
de medir, mas também podem variar ao longo da realização da tarefa. A maioria das
técnicas de controle de voo baseia-se no modelo particular do veículo que está sendo
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controlado e, portanto, muitos algoritmos precisam de uma boa identificação do modelo
(SANTANA; BRANDÃO; SARCINELLI-FILHO, 2016a) ou métodos para atualizar o
modelo dinâmico do VANT (HATAMLEH; MA; PAZ, 2009; LIN et al., 2013; YE et al.,
2006). Estas técnicas são desejáveis em aplicações com VANTs, uma vez que tornam a
navegação autônoma do veículo mais suave.
Para aprimorar as noções gerais sobre os conceitos e as tecnologias envolvidos na cons-
trução dos VANTs, pode-se citar alguns livros de referência. Em (CASTILLO; DZUL;
LOZANO, 2004a) tem-se um documento cujos autores foram pioneiros na divulgação de
trabalhos com resultados experimentais com VANTs de pequeno porte sendo controla-
dos por computador. Além disso, existem informações sobre técnicas de modelagem e
controle aplicadas em diversas arquiteturas diferentes de veículos aéreos, incluindo o PV-
TOL, helicópteros, quadrimotores e outros, o que torna tal texto uma leitura totalmente
recomendável para autores que buscam demonstrações válidas em testes experimentais de
tempo real, para a regulação da posição e orientação tridimensionais dos veículos.
Ainda sobre sistemas de controle, os VANTs têm atraído a atenção de muitos pes-
quisadores, tanto da comunidade de controle quanto da comunidade de robótica, devido
aos desafios e à oportunidade de desenvolver e testar novas estratégias de controle. De
fato, uma grande variedade de artigos sobre o controle de aeronaves de asas rotativas já
está disponível na literatura. Alguns deles são baseados em controle adaptativo, como em
(KENDOUL, 2009), onde se propõe um controlador não linear adaptativo para voo base-
ado em visão usando um quadrimotor. Outros trabalhos usam a técnica de backstepping,
como é o caso em (MADANI; BENALLEGUE, 2006a). Já em (MELLINGER; KUMAR,
2011) o algoritmo desenvolvido gera trajetórias ótimas através de uma sequência de posi-
ções 3D e ângulos de guinada. Tais trajetórias são então seguidas precisamente, usando
um controlador não linear com laços interno e externo (do inglês inner- and outer-loop
controller), também denominados controladores em cascata.
Por sua vez, em (CASTILLO; DZUL; LOZANO, 2004b) é proposto um esquema de
controle não linear em tempo real com saturação, baseado no critério de estabilidade
de Lyapunov. Outros exemplos de estratégias de controle podem ser encontrados em
(BRANDAO; SARCINELLI-FILHO; CARELLI, 2010) e (BRANDAO; SARCINELLI-FI-
LHO; CARELLI, 2013b), onde um controlador sub-atuado é proposto. Também merece
menção o trabalho descrito em (CASTILLO; LOZANO; DZUL, 2005), onde os autores
comparam o desempenho do seu controlador não linear com o de um controlador linear,
no caso o regulador linear quadrático (LQR, do inglês Linear Quadratic Regulator), o qual
apresenta problemas de estabilidade quando o sistema é levado a operar longe do ponto
de operação usado no projeto do controlador linear.
Nota-se que todos os trabalhos acima mencionados, assim como muitos outros, são
baseados no modelo não linear do veículo, o que muitas vezes torna difícil implementar
as leis de controle, tanto por conta da alta demanda computacional do algoritmo quanto
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pelo fato do grau de idealismo do modelo ser tal que é impossível realizar um experi-
mento fora do laboratório, por exemplo. Uma alternativa é apresentada em (HAUSER;
SASTRY; MEYER, 1992), onde os autores introduzem o conceito de tarefas PVTOL,
que corresponde a um voo inteiramente num plano vertical. Ou seja, a aeronave decola
verticalmente, se orienta em relação ao ponto objetivo, avança em linha reta até atingir
tal ponto, para e pousa.
Em (BRANDAO, 2013), se propõem controladores não lineares aplicados a VANTs
em missões de posicionamento, rastreamento de trajetória e seguimento de caminhos
no espaço aéreo 3D. Trata-se de um excelente documento, com detalhes importantes
sobre o modelo dinâmico da aeronave, obtido segundo as equações de Euler-Lagrange
e segundo as equações de Newton-Euler. Em adição, apresenta-se a representação do
modelo de um VANT (helicóptero ou quadrimotor) com enfoque em sua característica
de sistema subatuado, dado que tais veículos apresentam mais variáveis a controlar que
comandos de controle. O texto ainda cobre desde conceitos básicos de funcionamento
dos veículos, passando por teorias de modelagem, controle e simulação, chegando em
testes e demonstrações experimentais com restrições de movimentos, de modo que seu
deslocamento se restrinja ao eixo Z e, em seguida, aos planos verticais XZ e YZ, sempre
tendo como referência o sistema inercial.
Outra abordagem interessante utilizada em experimentos práticos é a utilização de
modelos mais simples que representem parcialmente a dinâmica dos VANT, como é o
caso do quadrimotor AR.Drone, da Parrot, utilizado nos experimentos realizados ao longo
desta pesquisa. Em (BRISTEAU et al., 2011) se apresenta o VANT AR.Drone como o
primeiro veículo de custo acessível para uso recreativo. Alguns detalhes sobre os sistemas
computacionais embarcados no piloto automático do veículo são expostos, demonstrando
como ele realiza sua integração com usuários iniciantes, sem qualquer experiência de
pilotagem. Em (KRAJNÍK et al., 2011), esse veículo é defendido como uma plataforma
experimental de baixo custo especialmente útil para pesquisas científicas, demonstrando
seu uso em aplicações de controle servo-visual de posicionamento.
Essa tese é fundamentada em conceitos apresentados em (SANTANA; BRANDÃO;
SARCINELLI-FILHO, 2016a), onde testes experimentais são realizados através do uso
desse VANT, facilitando a reprodução dos resultados. Os autores propõem um modelo
matemático simplificado para representar os movimentos do veículo, considerando a exis-
tência de uma estrutura hierárquica de controle proporcionada pelo piloto automático,
quando associado a um controlador externo. Além disso, os sistemas de controle desen-
volvidos são constituídos de algoritmos obtidos por técnicas de inversão do modelo ma-
temático simplificado. Sobre a navegação, uma estrutura de fusão de sensores é proposta
utilizando apenas um filtro de Kalman para combinar dados da câmara de profundidade
RGB-D acoplada ao sistema de controle do VANT com informações da IMU disponível
a bordo do mesmo. Observe-se a diferença, em comparação com o trabalho descrito em
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(ENGEL; SCHÖPS; CREMERS, 2014), cujo principal resultado é um sistema de navega-
ção construído a partir da fusão sensorial utilizando um filtro de Kalman estendido (EKF,
do inglês Extended Kalman Filter), utilizando os dados inerciais do veículo e dados de
visão computacional monocular originados pela aplicação do algoritmo PTAM (do inglês
Parallel Tracking and Mapping) (KLEIN; MURRAY, 2007). O sistema apresentado é pro-
jetado para calcular a pose de uma câmera em um ambiente desconhecido, através de
características identificadas nas imagens, em conjunto com um fator de escala estimado
através de um procedimento inicial de calibração, e depois através de outras informações
sensoriais do VANT. A principal vantagem apresentada pelo sistema de navegação pro-
posto é a independência de uma marcação visual previamente fixada no ambiente, sendo
testado em aplicações de controle de posicionamento do veículo, com resultados adicionais
de rastreamento de trajetórias realizados posteriormente em (MERCADO; CASTILLO;
LOZANO, 2015), e também de detecção e navegação entre obstáculos em (ESRAFILIAN;
TAGHIRAD, 2016).
Em todos os sistemas acima mencionados os sistemas de controle são atrelados a um
algoritmo de fusão de dados, para propiciar uma estimação eficiente da postura do veículo.
Toda a modelagem matemática apresentada em (SANTANA; BRANDÃO; SARCINELLI-
-FILHO, 2016a) será utilizada nesta tese para o desenvolvimento de outros controladores.
Adicionalmente, foi desenvolvida uma estrutura de fusão de dados, optando por um filtro
de informação descentralizado (DIF, do inglês Decentralized Information Filter) devido
algumas características importantes que este filtro apresenta em relação ao KF (do inglês
Kalman Filter), EKF e DKF (do inglês Extetend Kalman Filter e Decentralized Kalman
Filter, respectivamente). No decorrer do texto, o mesmo filtro é utilizado para combinar
informações de sensores e de sinais de controle.
Observações adicionais acerca do estado da arte também são apresentadas durante os
capítulos seguintes, restritos aos temas específicos ali abordados.
1.5 Publicações da Tese
No decorrer dos estudos sintetizados nesta tese, algumas contribuições foram regis-
tradas e compartilhadas em formato de trabalhos científicos, conforme a enumeração a
seguir:
• Trabalhos publicados em periódicos internacionais (QUALIS A1, conforme o Comitê
de Avaliação Engenharias IV da CAPES)
– "Indoor low-cost localization system for controlling aerial robots", publicado
em Control Engineering Practice (SANTOS et al., 2017).
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– "A Novel Null-Space Based UAV Trajectory-tracking Controller with Collision
Avoidance", publicado em IEEE/ASME Transactions on Mechatronics (SAN-
TOS et al., 2017).
• Trabalhos publicados em periódicos internacionais (QUALIS A2, conforme o Comitê
de Avaliação Engenharias IV da CAPES)
– "An Adaptive Dynamic Controller for Quadrotor to Perform Trajectory Trac-
king Tasks", publicado em Journal of Intelligent and Robotic Systems"(SAN-
TOS et al., 2018).
• Trabalhos publicados em anais de eventos internacionais
– "Adaptive Dynamic Control for Trajectory Tracking with a Quadrotor"(SAN-
TOS et al., 2017)
– "Trajectory tracking for UAV with saturation of velocities"(SANTOS; SARCI-
NELLI-FILHO; CARELLI, 2016)
– "Estimating and controlling UAV position using RGB-D/IMU data fusion with
decentralized information/Kalman filter"(SANTOS et al., 2015b)
– "UAV obstacle avoidance using RGB-D system"(SANTOS et al., 2015a)
– "Seguimiento de Camino con Modelo Dinámico Simplificado de un Vehículo
Aéreo de Cuatro Rotores"(SANTOS et al., 2015)
– "Indoor waypoint UAV navigation using a RGB-D system"(SANTOS; SARCI-
NELLI-FILHO; CARELLI, 2015)
• Trabalhos publicados em anais de eventos nacionais
– "Controle Dinâmico Adaptativo para Veículos Aéreos Não-Tripulados"(SAN-
TOS et al., 2016)
– "Estimação de Posição e Atitude de um Veículo Aéreo Não Tripulado Baseada
em GPS, IMU e Dados Visuais"(AMORIM et al., 2015)
– "Controle de posição de um VANT utilizando diferentes frequências de atuali-
zação das observações na fusão sensorial"(SANTOS et al., 2015)
– "Controle e Estimação de Posições 3D de um VANT com um Sistema de Cap-
tura usando uma Câmera de Profundidade"(SANTOS et al., 2014). Artigo
premiado com o título de melhor trabalho da área.
1.6 Estrutura do Trabalho
Esta tese começa por apresentar algumas informações preliminares sobre como as
medidas podem ser obtidas a partir de sensores de profundidade, e uma visão geral dos
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métodos de sistemas de controle empregados neste trabalho. A seguir, os demais capítulos
discriminam os controladores desenvolvidos, com resultados experimentais reais ou simu-
lados para validar a efetividade de cada implementação. Para facilitar a compreensão do
texto, esta tese está estruturada em capítulos e apêndices, conforme a descrição a seguir:
O apêndice A traz uma transcrição das equações matriciais representando um modelo
dinâmico simples e outro completo de um VANT, assim como a descrição de técnicas para
identificação dos parâmetros do modelo simplificado. Essas informações são essenciais para
compreender os sistemas de controle desenvolvidos nos demais capítulos.
No capítulo 1 estão contidas informações introdutórias sobre o tema abordado, com a
apresentação de alguns laboratórios e temas relacionados à localização de veículos aéreos
não tripulados, assim como é discutida a importância de aprimorar a estimativa da postura
do VANT. Em seguida, apresenta-se a definição do problema abordado, demonstrando o
estado da arte no uso dos VANTs na literatura, ressaltando as contribuições desta tese.
O capítulo 2 apresenta um sistema de localização de baixo custo para guiar um veículo
aéreo não tripulado (VANT) em vôos internos, considerando um ambiente com textura
invariante à iluminação interior. Estas informações serão utilizadas nos Capítulos 3, 4, 5 e
6, que executam experimentos reais. Assim, o capítulo trata de uma proposta para estimar
a posição e orientação do VANT, através de um esquema de fusão de diversos sensores,
com informações provenientes de sensor RGB-D, uma unidade de medição inercial (IMU),
um sensor ultrassônico e estimativas de velocidade através de fluxo óptico.
Nos capítulos 3, 4, 5, 6 e 7, são apresentadas as aplicações denominadas de sistemas
de navegação e controle desenvolvidas para ambientes interiores, isto é, de laboratório.
É realizada uma discussão completa dos algoritmos e várias simulações comprovam a
efetividade do controle desenvolvido na teoria. Além disso, alguns experimentos reais
corroboram sua aplicabilidade real em problemas de navegação, como posicionamento,
seguimento de caminhos e rastreamento de trajetórias. São diversas aplicações desenvolvi-
das para diferentes problemáticas relacionadas à navegação autônoma. Os capítulos 5, 6 e
7 recebem destaque por tratarem de métodos de controle adaptativo, controle para evitar
colisão e controle baseado na fusão de comandos provenientes de controladores PVTOL,
respectivamente.
Finalmente, no Capítulo 8 são apresentadas algumas conclusões e indicações de traba-
lhos futuros, através da aplicação das ideias apresentadas nesta tese.
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2 Plataforma Experimental
2.1 Prótotipo da Plataforma para Ambientes Interiores
Alguns laboratórios adotaram o conceito de espaços inteligentes para robôs móveis,
como é relatado em (MORIOKA; HASHIMOTO, 2004), (STEINHAUS; STRAND; DILL-
MANN, 2007) e (LOSADA et al., 2010). Algumas das tecnologias utilizadas para a lo-
calização em ambientes interiores obtêm precisão de nível de centímetro, como banda
ultra-larga (UWB) (AHN; YU; LEE, 2007), luz infravermelha (LUPASHIN et al., 2011),
(WANT et al., 1992), sistemas de visão estéreo (ELMEZAIN; AL-HAMADI; MICHAE-
LIS, 2009) ou sistemas de visão computacional (LUPASHIN et al., 2011), (RAMPINELLI
et al., 2014). No entanto, todos esses métodos precisam de um investimento considerável
para a estruturação do ambiente (HAZAS; SCOTT; KRUMM, 2004).
Kinect c© e Xtion Pro Live c© saíram como sensores que atingiram um preço aceitável
em comparação com os sistemas acima mencionados, e apesar do baixo custo alcançam
resultados semelhantes (REGAZZONI; VECCHI; RIZZI, 2014). Neste apêndice, propõe-se
uma solução simples e de baixo custo, usando informações de profundidade proporcionadas
por esses sensores, para detectar e localizar objetos em um ambiente interior. Figura 1
apresenta a estrutura da plataforma proposta.
Os pontos da imagem de profundidade gerada pelo sensor de profundidade indicam
a distância do sensor aos objetos no ambiente de navegação. Assim, o primeiro passo
para detectar o VANT em um ambiente interior pode ser realizado através da subtração
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Figura 1 – Esquemático do espaço tridimensional da plataforma de baixo custo aqui pro-
posta para ambientes interiores.
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sequência de imagens do ambiente na ausência do VANT, a partir do qual um modelo
de fundo é gerado. Mais tarde, após a introdução do VANT no ambiente, a subtração do
fundo é realizada sempre que uma nova imagem é adquirida, de modo que o que resta
na imagem muito provavelmente contém o VANT. Em seguida, a imagem resultante é
binarizada e a imagem final resultante dessa binarização contém algumas regiões de blob
(do ingês, binary large object), que correspondem aos objetos que não estavam incluídos no
modelo de fundo (VANT incluído). Na sequência, os blobs são comparadas a um modelo,
e esses blobs semelhantes ao modelo são selecionados para o próximo estágio, que usa
funções polinomiais relacionando a altitude do VANT com a área do blob para decidir
se tal objeto na imagem é ou não o VANT (isto é porque a área do blob correspondente
ao VANT depende de quão longe ou próximo o VANT está do sensor, instalado na parte
superior do ambiente).
Nas próximas subseções serão apresentados diferentes métodos para detectar o VANT
na imagem binarizada. Na Subseção 2.2.1, o método de Hu (HU, 1962), com seu momento
invariante, é adotado para detectar e classificar o VANT. Essa estratégia é comumente
adotada em aplicações robóticas para detectar e classificar objetos. Enquanto a abor-
dagem desenvolvida neste trabalho para detectar o VANT na imagem binarizada, que
se baseia apenas em funções polinomiais relacionadas com a altitude do UAV e a área
correspondente do blob na imagem, é discutida na Subseção 2.2.2.
2.2 Detecção do VANT
2.2.1 Método de Hu
Os momentos invariantes de Hu (HU, 1962) são frequentemente usados como recursos
para processamento de imagem (MERCIMEK; GULEZ; MUMCU, 2005), classificação e
reconhecimento de forma (ROTHE; SUSSE; VOSS, 1996). Eles podem fornecer caracte-
rísticas de um objeto que representa de forma única sua constituição. O reconhecimento
de forma é realizado por classificação no espaço da característica dos momentos, sendo
invariante à rotações.
No entanto, eles são calculados sobre o limite da forma e sua região interior. Devido
a essas características, esses momentos são usados para comparar uma imagem (A) com
um padrão (B), usando
I(A,B) = max
i=1...7
∣∣∣sgn(φAi )log(φAi )− sgn(φBi )log(φBi )∣∣∣
|sgn(φAi )log(φAi )|
, (2.1)
onde sgn é uma função simples que resulta em ±1 quando os valores são positivos ou
negativos. Por sua vez, φi, i = 1, ..., 7, são sete momentos invariantes propostos por Hu
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(HU, 1962), que são
φ1 = η20 + η02 (2.2)
φ2 = (η20 + η02)
2 + 4η211
φ3 = (η30 − 3η12)2 + (η03 − 3η21)2
φ4 = (η30 + η12)
2 + (η03 + η21)
2
φ5 = (3η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
+(3η21 − η03)(η21 + η03)× [3(η30 + η12)2 − (η21 + η03)2]
φ6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2] +
4η11(η30 + η12)(η21 + η03)
φ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] +
(3η12 − η30)(η21 + η03)× [3(η30 + η12)2 − (η21 + η30)2],
onde ηpq são os momentos relativos, o momento matemático da ordem p + q, que são





onde o fator de normalização é γ = (p+ q
2
) + 1.
Assim, o valor de I(A,B) foi usado para classificar os blobs em uma imagem, que
correspondem a objetos diferentes no ambiente, como uma maneira de identificar o VANT.
2.2.2 Método de Funções Polinomiais
Neste trabalho, a identificação do VANT acontece em um ambiente interior com a
presença de outros objetos. Por isso, é necessário escolher o blob correspondente na imagem.
Um método estatístico simples que correlaciona a altitude do veículo com sua área efetiva
na imagem binarizada é proposto. A Figura 2 mostra o diagrama para a detecção de
VANT, com base em imagens de profundidade.
Para ajustar o sistema, um voo controlado manualmente é executado, e as imagens
binarizadas correspondentes ao AR.Drone 2.0 são coletadas, juntamente com a altitude
do veículo durante o voo. A partir dessas informações, os valores mínimo e máximo da
área de VANT são relacionados às funcionais polinomiais. O procedimento é repetido
considerando que o VANT pode voar com ou sem o seu casco de proteção. Basicamente,
as funções polinomiais foram criadas para relacionar as áreas máximas e mínimas que
o VANT ocupa na imagem em relação à altitude, a partir do conjunto área/altitude de
dados coletados. Assim, além de detectar o VANT, é possível determinar se o veículo está
com ou sem sua proteção.
Pode-se perceber intuitivamente que a área correspondente ao blob que representa o
VANT em uma imagem aumenta quando está mais próximo da câmera no teto, e reduz
quando está mais próximo do piso e vice-versa.
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Figura 2 – Diagrama para representar como é realizada a detecção do VANT nas imagens.
As funções g1(z) e g2(z) representam as áreas máxima e mínima do VANT como uma
função da altitude z(∈ R+). Assim, durante a decolagem, o sistema de captura proposto
fornece a altitude zV ANT correspondente a um objeto no espaço de navegação através de
um mapa de profundidade, bem como a área que o blob correspondente ocupa na imagem
binarizada. A partir desses dados, o sistema verifica as regras
Se blobarea > g1(zV ANT ) então VANT não detectado
senão se blobarea < g1(zV ANT ) e
blobarea < g2(zV ANT ) então VANT detectado senão VANT não detectado
Depois de determinar se o VANT está na imagem capturada, as funções polinomiais
correspondentes são usadas para selecionar os valores das áreas máxima e mínima asso-
ciadas ao VANT, de acordo com sua altitude (zV ANT ). Assim, a detecção do VANT é
realizada simplesmente verificando se a área de blob do objeto presente na imagem binari-
zada está entre os valores máximo e mínimo para a área de VANT, sempre que uma nova
imagem é capturada. Desta forma, mesmo quando mais de um blob (mais de um objeto)
é detectado em uma imagem, o sistema de captura é capaz de detectar o VANT, supondo
que ele esteja no campo de visão da câmera.
2.2.3 Estimando a Orientação e a Posição do VANT
Depois de detectar o VANT, sua postura (posição e orientação) podem ser calculadas
extraindo informações da imagem. Para realizar tais cálculos, primeiro é necessário trans-
formar as coordenadas da imagem 2D em coordenadas 3D. As coordenadas 3D, xwc , y
w
c e
zwc , serão fornecidas pela câmera Xtion Pro Live (c) no referencial global (w). Para fazer
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onde zij é a profundidade do pixel na posição (i, j), f é a distância focal, su e sv são fatores
de escala, (ou, ov) é o deslocamento do centro dos eixos de imagem, e R e T são matrizes




c são as coordenadas
do ponto de referência no mundo (veja (MA et al., 2001) e (SANTOS et al., 2015b) para
obter mais detalhes).
Basicamente, observe que (2.4) depende dos parâmetros intrínsecos e extrínsecos da
câmera e os valores de profundidade do ponto (u, v) que são localizados na linha i e coluna
j do mapa de profundidade.
Neste trabalho, a posição e a orientação do VANT são determinadas pela câmera
RGB-D. A posição do VANT é calculada como o centro do blob representando o VANT,
detectado a partir das imagens de profundidade usando a subtração de fundo. Por outro
lado, o método para estimar a orientação do VANT é baseado na detecção de uma elipse
de inércia, que também usa o blob que representa o VANT na imagem em profundidade.
A elipse utilizada (elipse inercial), como mostrado em (CHAUMETTE, 2004), é cen-
trada no centroide c do objeto e seus eixos, 2a e 2b, são as linhas que passam por c, de tal
modo que os momentos centrais da segunda ordem são máximo e mínimo, respectivamente.
O blob e a elipse que representam o VANT podem ser vistos na Figura 3.
Figura 3 – Blob de imagem e a respectiva elipse inercial. O eixo principal indica a orien-
tação do VANT.
As dimensões dos semi-eixos da elipse (a, b) e a orientação (θ) do semi-eixo maior
em relação ao x do plano da imagem podem ser obtidas usando os momentos centrais
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(µ20 + µ02)− [(µ20 − µ02)2 + 4µ211]
2
. (2.9)




Neste trabalho, os momentos centrais utilizados, µ20 e µ02, são os momentos centrais
de segunda ordem de x e y, isto é, a variância de cada uma das variáveis. As variâncias
de x e y são
µ20 = σ2x =
∑
(x− µ)2f(x) (2.11)
µ02 = σ2y =
∑
(y − µ)2f(y). (2.12)
O blob do VANT na imagem binarizada, como mostrado na Figura 3, sugere que a
extração da orientação pode ser feita através da análise de características da extremidade
frontal do blob com o centro do objeto. No entanto, o cálculo da orientação do UAV
através da elipse de inércia é mais rápido, pois não usa todos os pontos do contorno do
blob. É importante ressaltar que a área de blob está relacionada à altitude do VANT no
meio ambiente. Figura 4 apresenta um exemplo do número de pontos necessários para
determinar a orientação do VANT através do cálculo da orientação da elipse de inércia.
Além do método da elipse, foi implementado um método para rastrear marcadores
visuais coloridos anexados ao veículo para calcular a orientação (ψ) do VANT e utilizá-los
como ground truth, para validar os resultados obtidos com o método da elipse.
Para estimar ψ usando a informação RGB, dois marcadores visuais foram adicionados
ao veículo, como mostrado na Figura 14. O uso de informações de cores para detectar
objetos em movimento é um procedimento comum na robótica. Os algoritmos para rastrear
os marcadores foram desenvolvidos com base na segmentação dos canais HSV, usados para
representar a imagem. Para acelerar a procura dos marcadores, é determinada uma região
de interesse (ROI), de modo que ao invés de procurar a totalidade de u × v, calcula um
retângulo de busca de dimensão m × n, onde m << u e n << v. Para determinar esse
ROI, é usado o ponto médio do blob representando o VANT (cu, cv) e, de acordo com o


















Figura 4 – Imagens correspondentes a diferentes instantes durante um voo. Em (a), o
VANT está com 0.925m de altitude, o contorno do blob tem 20 pontos e a
quantidade total de pontos de pixels do blob é 180. Em (b), o drone está na
altitude de 1.60m, com 31 pontos no contorno e um total de 723 pontos. Em
(c), o VANT está a uma altitude de 2.6m, o contorno tem 220 de pontos e o
blob tem 14075 de pontos no total.
Figura 5 – Imagem do sensor RGB e ROI para reduzir a janela de busca para localizar os
marcadores.
contorno do blob, o tamanho do ROI é determinado. Figura 5 mostra a imagem obtida
pela câmera RGB e alguns quadros com o ROI no qual a pesquisa é realizada.
Portanto, (uR, vR) e (uB, vB) são os centros dos blobs que representam os marcadores








Os ângulos θ e θRGB têm como referência o espaço de imagem 2D e, portanto, [θ, θRGB ] ∈
[−90◦, 90◦]. Para isso, uma função é projetada para que o ângulo calculado a partir da
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imagem possa seguir o movimento do UAV, ou seja, ψeli = fwc (θ) e ψRGB = f
w
c (θRGB).
Tal função, fwc (.), é mostrada no Algoritmo 1.
Algorithm 1 usado para converter o ângulo no espaço da imagem 2D (c) para o global
(w)
Precondition: ψk−1 e θ são o ângulo convertido na etapa anterior e o ângulo de entrada
a ser convertido, respectivamente.
1: function ConvertTowc (ψk−1, θ)
2: var ψk ← −θ
3: var s ← sgn(ψk)
4: var δ ← θ − ψk−1
5: if |δ| ≥ δmax then
6: ψk ← ψk−1 + δ − (s) ∗ π
7: else




2.2.4 Resultados na Detecção do VANT
Para estimar as funções g1(z) e g2(z) alguns voos manuais foram realizados com o
quadrimotor AR.Drone 2.0, para coletar dados relativos à área ocupada pelo VANT nas
imagens coletadas e as altitudes respectivas. Esses voos foram realizado sem a utilização
do casco de proteção do veículo.
A detecção e a classificação dos objetos através dos momentos de Hu são importantes
ferramentas computacionais para a plataforma, pois permitem a detecção de qualquer
forma desejada, incluindo o VANT. No entanto, este estudo propõe um método menos
exigente, em termos de computação (nossa abordagem exige 1, 1831 ± 0, 3103 ms e o
algoritmo de Hu exige 13, 8443 ± 5, 2632 ms de tempo de processamento, diferença que
está ilustrada na Figura 7). Nossa abordagem para detectar o VANT é baseada nas funções
g1 e g2 obtidas conforme descrito na sequência.
Com base nas imagens coletadas e nas altitudes correspondentes de vôos operados
manualmente, a Figura 6 apresenta as constantes estimadas para as funções polinomiais
de terceiro grau, o que ajudará na detecção do VANT no ambiente de navegação. Como
pode ser visto na figura, a região de interesse é bem definida pelas funções g1 e g2.
Na Tabela 1 são apresentadas as constantes estimadas para as funções polinomiais
de terceiro grau, o que ajudará na detecção do VANT no ambiente de navegação. As
Figuras 8a e 8b apresentam os resultados de detecção do VANT (nesse caso, o blob de
maior área é considerado como sendo mais provável corresponder ao VANT) e o resultado
com os polinômios propostos, respectivamente.
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Figura 6 – (a) Os dados utilizados para calcular as funções g1 e g2 são apresentados. Em
(b) as funções polinomiais e a região de interesse para detectar o VANT são
apresentadas.












Figura 7 – Diferença entre o tempo de processamento usando Momentos de Hu e as fun-
ções polinomiais para detectar o VANT.
Tabela 1 – Parâmetros e variáveis das funções polinomiais para detecção do VANT.
função a b c d
f1 +12380 +1775 +26219 +2667
f2 +26971 -33693 +15415 - 726.8
g1 +14636 -32236 +26218 -3839
g2 +13702 -35364 +29752 -6848
2.3 Fusão sensorial através de estimativas multi-sensoriais
Usando os sensores inerciais a bordo do veículo e um sensor RGB-D, é possível estimar
a posição 3D e a orientação do VANT no mundo real. Uma vez que cada sensor é propenso
a erros, a fusão de dados sensoriais é adotada para melhorar essa informação de dados
(MUTAMBARA, 1998a). Assim, as coordenadas da posição e da orientação (x, y, z, ψ)
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(a) (b)
Figura 8 – Os resultados de detecção do VANT são apresentados nas figuras (a) e (b),
sem a aplicação das funções polinomais e com, respectivamente. O retângulo
em cada imagem destaca o VANT detectado.
são estimadas através da implementação de um Filtro de Informação (IF) e um Filtro de
Informação Descentralizado (DIF) (SAADEDDIN; ABDEL-HAFEZ; JARRAH, 2013). O
IF foi usado porque é um algoritmo recursivo que pode produzir uma estimativa ótima
de sistemas lineares (ASSIMAKIS; ADAM; DOULADIRIS, 2012a) e estima os estados
mais rapidamente do que o Filtro de Kalman (KF) (ASSIMAKIS; ADAM; DOULADI-
RIS, 2012b), além de não necessitar uma pré-inicialização dos parâmetros dos estados
estimados.
O Filtro de Informação é essencialmente um KF expresso em termos de medidas de in-
formação (FREIRE et al., 2004; ASSIMAKIS; ADAM; DOULADIRIS, 2012b) nos estados
de interesse, em vez de estimativas do estado e suas covariâncias associadas (MUTAM-
BARA, 1998a). As equações correspondentes ao Filtro de Informação são
Yk = P−1(k|k−1) (2.14)
e
yˆk = P−1(k|k−1)xˆ(k|k−1) = Ykxˆ(k|k−1), (2.15)
que dão, respectivamente, a Matriz de Informações do Estado e o vetor de Informações
do Estado. Quanto a P, é a matriz de covariância de erro, enquanto x é a estimativa do
estado. Então, as equações correspondentes ao passo de previsão do IF são










onde A é uma matriz de transição de estado e Q é a matriz de covariância de erro de
processo. Quanto às equações de estimativa de IF, são
yˆ(k|k) = yˆ(k|k−1) + ik, e
Y(k|k) = Y(k|k−1) + Ik, (2.17)
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onde
Lk = Y(k|k)AkY−1(k|k−1), (2.18)
ik = HtkR
−1




são o coeficiente de propagação da informação, a contribuição da informação do estado e
a matriz da Informação associada a cada estado, respectivamente.
2.3.1 Filtro de Informação Descentralizado
Um filtro descentralizado consiste em uma rede de filtros, cada um com sua própria
unidade de processamento. Em tal sistema, a fusão ocorre localmente em cada nó da rede,
com base em informações locais e informações transmitidas a partir de filtros vizinhos.
Para um sistema descentralizado de fusão de dados, o filtro de processamento é um nó de
sensor, que distribui observações e informações locais para outros nós de fusão. Posteri-
ormente, ele assimila essa informação e calcula uma estimativa local, ou seja, no sistema
descentralizado, o filtro/nó local usa a informação para gerar uma saída local fundida.
Neste trabalho, as informações são provenientes de dois sensores, o IMU a bordo do
VANT e o sensor RGB-D fixado no teto do ambiente (laboratório). No entanto, como o
sensor RGB-D fornece um mapa de profundidade e uma imagem RGB, os dados prove-
nientes do mapa serão associados a um filtro local e a imagem será associada a outro,
configurando assim um DIF com três filtros locais (o terceiro lida com os dados fornecidos
pelos sensores internos do VANT), como é mostrado na Figura 9. Assim, a forma como o
filtro de informação descentralizado lida com os dados recebidos é a seguinte: no instante
k, para o i-ésimo filtro local, tem-se
yˆi(k) = yˆ(k|k−1) + ii(k) e (2.21)
Yi(k) = Y(k|k−1) + Ii(k), (2.22)








Yi(k) − (n− 1)Y(k|k−1), (2.24)
onde n é o número de filtros locais (n = 3, conforme já mencionado).
2.3.2 Estimação de Estado
O filtro global é configurado da seguinte maneira
x(k|k−1) = Ax(k−1|k−1) +wk (2.25)
z(k|k−1) = Hx(k−1|k−1) + νk,
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onde w e ν são os vetores de ruído e x(k|k−1) e x(k−1|k−1) são vetores de estado. Esse filtro
relaciona o estado na etapa de tempo anterior (k − 1) para o estado na etapa de tempo
atual (k). Nesta tese, os estados do VANT, a serem estimados pelo DIF, são
















Conforme mencionado acima, a informação usada para estimar a posição VANT são
provenientes dos sensores internos do VANT e RGB-D, de quem são gerados três filtros
locais. Assim, o DIF tem três IF locais, cujas matrizes de configuração são













0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0






0 0 0 0 σ2x˙z1 0 0 0
0 0 0 0 0 σ2y˙z1 0 0
0 0 σ2zz1 0 0 0 0 0
0 0 0 σ2ψz1 0 0 0 0

 .














1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0






σ2xz2 0 0 0 0 0 0 0
0 σ2yz2 0 0 0 0 0 0
0 0 σ2zz2 0 0 0 0 0
0 0 0 σ2ψEliz2 0 0 0 0

 .














0 0 0 σ2ψRGBz3 0 0 0 0
]
.
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Portanto, o filtro de fusão trata dos dados fornecidos por três sensores. A escolha
de um filtro descentralizado, neste caso, é devido aos diferentes tempos de aquisição,
especialmente em relação à IMU a bordo e ao sistema de visão. Desta forma, embora
os processos sejam executados no mesmo computador, foram criados três processos, que
são executados em paralelo para compensar o atraso na aquisição de dados do sensor
RGB-D. É possível verificar se os dados fornecidos pela câmera RGB e pelo mapa de
profundidade passam por um processamento digital para a extração de recursos para a
localização do VANT e a estimativa de sua posição e orientação. Assim, de um lado, é
evidente a necessidade de mais instantes para o cálculo desses dados. Por outro lado,
os dados fornecidos pelo IMU a bordo do VANT têm um atraso causado pela rede de
comunicação que foi criada entre a estação de serviço e o VANT.
Esses filtros permitem a fusão de dados provenientes dos dois sensores (três dados
diferentes), resultando em dados de saída cuja variância é menor do que a menor variância
associada aos dados medidos por cada sensor (SANTOS et al., 2015a). Para ter sucesso,
deve ser dada especial atenção às matrizes Ri. Elas armazenam os pesos em relação aos
dados provenientes da IMU de bordo e do dispositivo RGB-D. Se os valores das entradas
de R1 forem maiores do que as entradas de R2, os dados fornecidos pela IMU têm maior
peso na estimativa do que os dados fornecidos pelo dispositivo RGB-D. Por outro lado, se
os valores das entradas deR2 forem superiores aos das entradas deR1, os dados fornecidos
pelo dispositivo RGB-D contribuem mais para a estimativa da posição e da orientação do
UAV. Figura 9 mostra o diagrama do filtro de informações descentralizado proposto.


















Assim, a saída desses filtros corresponderá a dados cuja variância seja menor que a menor





































Figura 9 – A estrutura do Filtro Descentralizado de Informação proposto.
































Figura 10 – A função de densidade de probabilidade (FDP) das medidas fornecidas pelos
sensores.
Para validar a plataforma e analisar alguns resultados práticos, foram executados
alguns experimentos que são interessantes para serem analisados como estudo de caso.
As Subseções 2.3.3 e 2.3.4 apresentam interessantes aplicações e resultados utilizando o
método de fusão desenvolvido para a plataforma.
2.3.3 Caso de Estudo: Fusão Sensorial Descentralizada com diversos sensores.
Um estudo comparativo dos dados obtidos pelos sensores de profundidade, laser e
ultrassônico, bem como o resultado de fusão dos dados fornecidos por esses sensores, é
conduzido nesta subseção. Cada sensor é usado para executar um conjunto de medidas
da distância dos sensores para uma parede. A aquisição de dados foi realizada para as
distâncias de 1000, 1500, 2000 e 3000 [mm]. Um gráfico da distribuição normal dos dados
é mostrado na Figura 10, que contém uma distribuição normal para cada sensor em cada
distância.
Para executar a fusão de dados, o sistema é modelado usando quatro IF locais, onde a
única condição é a distância à parede. Os sensores incluídos no estudo são um laser (Sick
L200), um sensor ultrassônico (HC-SR04) e uma câmera de profundidade Xtion Pro Live
da ASUS (configurada em duas resoluções diferentes, ou seja, 320× 240 e 640× 480). O
valor médio e o desvio padrão correspondentes ao resultado da fusão de dados e a todos
os dados de entrada são apresentados na Tabela 2. Os dados na tabela são preparados da
seguinte forma: d ± σ, onde d e σ são a média das informações de distância e o desvio
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padrão
Tabela 2 – Estatísticas correspondentes ao estudo de caso na fusão de dados.
Sensores 1000mm 1500mm 2000mm 3000mm
Laser 1001.47± 4.96 1529.13± 49.82 2007.27± 25.30 3001.55± 16.18
Sonar 980.70± 30.60 1424.76± 157.88 1872.61± 260.64 2600.44± 449.19
Xtion1 979.42± 1.91 1496.31± 5.64 1962.58± 9.0145 2904.58± 31.57
Xtion2 987.96± 0.35 1511.94± 2.85 2013.02± 2.98 3043.25± 4.56
Média 987.30± 7.95 1490.09± 39.44 1964.79± 64.24 2884.51± 113.31
DIF 987.77± 0.19 1508.02± 1.96 2007.59± 1.86 3037.38± 1.41
2.3.4 Caso de Estudo: Diferentes frequências de atualização das observações
na fusão sensorial
O vetor de estimação dos estados do DIF é
xˆ =
[
x y z x˙ y˙ z˙
]
. (2.31)
O diagrama da Figura 11 representa as matrizes dos filtros utilizados na fusão das
informações provenientes da câmera de profundidade e dos sensores inerciais (IMU) do
VANT.
de Informação
Figura 11 – Diagrama do sistema de estimação das posições e velocidades do VANT com
DIF.
É importante ressaltar que na implementação do DIF, pode-se criar um mecanismo
que controla quando as observações de cada filtro local são coletadas, as quais contribuição
no filtro global. Na Figura 11 a frequência de atualização das observações da câmera é
limitada pela chave 1. Assim, incorporam-se as informações da câmera ao filtro global em
determinados instantes, conforme a taxa de aquisição.
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2.4 Resultados Experimentais
Os resultados a seguir apresentam o controle de posição. Utilizam-se as informações de
saída do DIF para realizar a tarefa de posicionar o VANT na posição desejada. Também
foram inseridos distúrbios manuais nas direções de controle, em todos os experimentos, a
fim de validar o método proposto.
As diferentes frequências de aquisição dos dados da câmera são evidenciadas nos in-
tervalos e na quantidade de informações presentes nas Figuras 13 (a), (b), (c) e (d), que
mostram os resultados dos experimentos 1, 2, 3 e 4, respectivamente (as marcações com
um círculo azul é que representam os dados obtidos pelo sistema de captura).
No Experimento 1, a frequência de aquisição dos dados da câmera foi programada
para atualizar o DIF a cada 1Hz. Entretanto, o filtro consegue estimar os estados de
posição e velocidades da aeronave na taxa de 100Hz, devido às informações inerciais do
VANT. Os erros nos instantes de [1400→ 1600, 2200→ 2400, 3000→ 3200] foram ocasi-
onados por perturbações aplicadas ao VANT. Os Experimentos 2, 3 e 4 foram realizados
seguindo o mesmo procedimento, mas variando a frequência de aquisição dos dados da
câmera para 1.5Hz, 6Hz e 30Hz, respectivamente, e os instantes em que as perturba-
ções são inseridas. Para melhor interpretação dos dados e do que realmente acontece com
a aeronave na inserção de perturbações, foi editado um vídeo com todos os experimen-
tos deste estudo de caso. Logo, para obter mais detalhes, o leitor pode acessar o link
http://youtu.be/oBAjVh0rw-c.
Note-se que o objetivo de controle foi alcançado em todos os experimentos, uma vez que
o VANT fixo sobre a posição desejada ξd = [0, 0, 0.8], inclusive sob pertubações, conforme
desejado. Assim, foi comprovado que independentemente da frequência de atualização
das observações do filtro para correção do posicionamento tridimensional, desde que o
sistema tenha algum outro sensor que forneça as informações de velocidade e posição a
uma frequência de pelo menos 30Hz, que é a frequência mínima (fmin) para o envio de
sinais de controle ao quadrimotor utilizado, o controle de posição é efetivamente realizado,
utilizando um controlador PD (SANTANA et al., 2014). Neste sentido, as informações
do sistema de captura são incorporadas ao filtro e realizam uma correção nos dados de
posição fornecidos pelos sensores inerciais, passíveis de erros expressivos ao longo do tempo
(SANTANA et al., 2014).
A manipulação de imagens é um processo custoso. Assim, no decorrer dos experimentos
foi avaliado o tempo médio de processamento (Tp) de todo o algoritmo (detecção do
VANT, atualização das observações, estimação dos estados e cálculo dos sinais de controle),
rodando em um computador à base do processador I7 da Intel, de quatro núcleos, com
memória RAM de 4 GBytes e sistema operacional Windows 7. A Tabela 3 apresenta
os resultados obtidos. Tal tempo representa o tempo de execução total medido ao longo
de cada experimento, dividido pelo número total de amostras de posição obtidas. Assim,
quando a taxa de aquisição das imagens de profundidade é a mesma da odometria se





Figura 12 – Resultados dos Experimentos 1, 2, 3 e 4 com as frequências de atualização
das observações em 1Hz, 1.5Hz, 6Hz e 30Hz, respectivamente em (a), (b),
(c) e (d).
obtém um tempo médio maior, pois o cálculo da fusão dos dados sensoriais é feito a cada
loop de controle, o que não ocorre quando a taxa de aquisição das imagens de profundidade
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(a)
(b)
Figura 13 – Resultado do Experimento 5 com a frequência de atualização fixada a 30Hz.
Em (a) e (b), são mostradas as posições e velocidades obtidas no experimento,
respectivamente.
diminui.
Tabela 3 – Tempos de execução médio de cada iteração do sistema, para várias frequências
de captura das imagens de profundidade.





O Experimento 5, ilustrado na Figura 13, tem o mesmo objetivo de controle dos
demais experimentos. A diferença é a realização de uma manobra brusca (entre os ins-
tantes [1380→ 1500]) e a amplitude das perturbações introduzidas (nos intervalos entre
[400→ 500] e [750→ 800]). Destaque-se que após a realização da manobra brusca as in-
formações dos sensores inerciais acumulam um erro que compromete a execução da tarefa
desejada. Porém, mesmo com erros no cálculo da posição e velocidade, o VANT se man-
tém "ancorado"na posição desejada, visto que as informações visuais da câmera auxiliam
na correção destes cálculos a cada iteração. A Figura 13(a) mostra a evolução da posição
do VANT ao longo das iterações. Observe-se que ξr → ξd, assim como ξ˙ → 0, como se vê
na Figura 13(b), conforme previsto.
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2.4.1 Conclusões Parciais
Apesar do sistema de odometria do VANT tender a fornecer valores cada vez mais
incertos, ao longo do tempo, esses dados respeitam o comportamento do movimento,
porém deslocados. Essa observação é importante, já que o controle do VANT se baseia
nos erros de sua posição em relação ao ponto desejado ξd. Logo, se não houvesse uma
correção da posição, a tarefa de controle seria executada com êxito, mas para efeitos de
experimentos práticos seria observado um contínuo deslocamento lateral, ocasionado pelo
erro acumulativo de posição da odometria (drifting). Em virtude disso, os experimentos
reais com diferentes frequências de atualização da posição foram executados com sucesso,
mesmo com frequências bastante baixas de atualização de posição.
Em teoria, pode-se afirmar que se os sensores inerciais do VANT fornecessem os dados
de velocidade sem imprecisões a frequência de aquisição da câmera (fc) no filtro de fusão
poderia ser muito baixa, comparada à frequência de atuação do VANT (fV ANT ), ou seja
fc << fV ANT , que mesmo assim a tarefa de controle seria executada. Entretanto, na
prática observou-se que ao excitar o VANT a realizar manobras bruscas (flip ahead) os
dados inerciais de velocidade acumulam um erro interno que ocasiona a má estimação das
velocidades e posições. Neste caso, se fc 6= fV ANT a estimação da posição do VANT fica
comprometida, desestabilizando o sistema, levando-o ao chão. Logo, para experimentos
práticos, recomenda-se incorporar ao filtro de fusão a maior quantidade de informações
de posição tridimensional do VANT possível.

59
3 Controle de Rastreamento de Caminho
Particularmente, as técnicas de controle não-linear são populares para as aplicações
em controle de navegação para seguimento de caminho (SUJIT; SARIPALLI; SOUSA,
2014). Neste controle, as estimativas de dados sensorias de posição (x, y, z) e orientação
(ψ) do VANT são essenciais para controlar seu movimento e seguir o caminho desejado, por
exemplo (CHEN; CHANG; AGATE, 2013). Um problema atual no desenvolvimento desta
estratégia de navegação específica é que o robô deve manter uma velocidade fixa ao longo
do caminho que está seguindo, com a possibilidade de uma velocidade nula, para permitir
que o VANT paire sobre um ponto no caminho, se desejado. Assim, o caminho que segue
pode ser uma tarefa convergente mais suave (AGUIAR; HESPANHA; KOKOTOVIC,
2005), ideal para aplicações que envolvam a captura de imagens do ambiente de trabalho,
por exemplo.
No problema de rastreamento de caminho, o erro de controle (ρ) é a distância do
VANT ao caminho. Em primeiro lugar, é interessante minimizar (ρ) e o erro de orientação
|ψd − ψ|, onde |.| representa o valor absoluto. O objetivo dos algoritmos de rastreamento
de caminho é fazer com que ρ→ 0 e |ψd − ψ| → 0, com o tempo de tarefa t→∞.
No entanto, quando os controladores de caminho são baseados apenas na cinemática do
robô, as mudanças na velocidade do veículo não são permitidas (RHEE; PARK; RYOO,
2010) ou possuem diversas limitações (PARK; DEYST; HOW, 2007; NELSON et al.,
2007). Portanto, o objetivo de controle, ou seja, manter o erro do caminho próximo a zero
quando o veículo navega a uma velocidade fixa ao longo do caminho, não é totalmente
atingido (a mudança de velocidade requer um tempo de aceleração diferente de zero).
Assim, resultando em uma diferença entre a velocidade comandada pelo controlador
e a velocidade efetivamente desenvolvida pelo VANT. Em tal contexto, este trabalho
propõe adicionar um controlador dinâmico simples em cascata com o cinemático, para
que o VANT execute as tarefas de rastreamento, bem como tarefas de posicionamento
(neste caso, ajustando a velocidade de seguimento para zero). Observe que esta segunda
classe de tarefas é perfeitamente compatível com os quadrimotores, que podem pairar em
uma posição 3D predefinida.
3.1 VANT utilizado
A aeronave experimental escolhida neste trabalho é o AR.Drone, da Parrot Inc, em
sua versão 2.0. A Figura 14 mostra seu sistema de coordenadas do corpo < b > (os três
eixos com o sobrescrito b na figura), cuja origem está no centro de gravidade do veículo.
Esse quadrotor é um veículo aéreo autônomo de pás rotativas comercializado como um
brinquedo de alta tecnologia, originalmente projetado para ser controlado usando celula-








Figura 14 – O AR Drone 2.0. Os marcadores visuais são usados para estimar sua orienta-
ção (ψ ângulo).
res ou tablets através de uma rede Wi-Fi e usando protocolos de comunicação específicos.
Está equipado com duas placas embutidas (SANTANA; BRANDÃO; SARCINELLI-FI-
LHO, 2016a). A primeira, chamada de placa do sensor, contém um conjunto de sensores,
como um sensor ultrassônico, um sensor barométrico e um sensor inercial (IMU) com ace-
lerômetros, giroscópios e magnetômetros. Os sensores inerciais (IMU) serão usados neste
trabalho específico para medir as velocidades do UAV. A segunda, rotulada como a placa
principal, é uma unidade de processamento baseada em um processador ARM Cortex-A8,
com 1GHz de frequência de clock, executando um sistema operacional Linux incorpo-
rado. Esta placa gerencia os dados provenientes da placa do sensor, os canais de vídeo
provenientes das câmeras frontal e inferior e a rede de comunicação sem fio do VANT.
3.2 Controlador Autônomo
Em tarefas de navegação autônomas, é necessária informação sobre a posição da aero-
nave para realimentar o controlador. Quanto mais precisa for a informação entregue ao
controlador, menores serão os erros de posição. Neste trabalho, é adotada a informação
de posição fornecida pelo mecanismo de fusão multi-sensorial descrito no Capítulo 2, uma
vez que as informações fornecidas pelo DIF (do inglês, decentralized information filter)
são mais confiáveis do que as informações fornecidas por um único sensor. Como o pro-
cessamento da imagem pode ser uma tarefa demorada, é interessante ter um algoritmo
de navegação sem restrições de tempo. É por isso que o seguimento de caminho é uma
tarefa de navegação interessante para validar tal estratégia, pois não há restrição sobre a
velocidade do VANT na sequência do caminho prescrito, em oposição ao seguimento de
trajetória, tarefa em que há restrição temporal. Um esboço da posição desejada ao longo
de um caminho é mostrado na Figura 15.
Quanto ao controlador proposto, um algoritmo de controle em cascata consistindo
em dois subsistemas foi projetado: um controlador cinemático e um estabilizador para
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a dinâmica da aeronave. O controlador cinemático, o primeiro subsistema, cuja função é
gerar velocidades de referência para o VANT, é baseado na linearização por realimentação,
adotando uma saturação nos sinais de controle quando os erros de posição são grandes. Por
sua vez, o controlador dinâmico atua compensando a dinâmica do veículo, permitindo um
melhor rastreamento das velocidades de referência geradas pelo controlador cinemático.
Ao descrever os modelos e as leis de controle adotadas, alguns índices são usados nas
seguintes equações, para se referir às variáveis envolvidas. Ao se referir ao corpo do VANT,
os valores são indicados pelo sobrescrito b, enquanto o sobrescrito w refere-se às variáveis
relacionadas ao sistema de referência global. O subscrito r é usado ao sinal de referência,
enquanto o subscrito d é adotado para a posição, velocidade ou aceleração desejadas.
3.2.1 Algoritmo de Controle em Cascata
O objetivo de seguir um caminho conhecido requer a convergência para zero do erro
entre a posição do VANT e o ponto do caminho mais próximo. Para realizar tal tarefa, a
aeronave pode seguir o caminho com qualquer velocidade desejada.
O caminho é definido por uma sequência de pontos [p1, p2, ..., pn], n ∈ N+, como mos-
trado na Figura 15. A variável ρ representa a distância entre a aeronave e o ponto do




b ) da aeronave
e a posição de [p1, p2, ..., pn], n ∈ N+, dada por (xwn , ywn , zwn ). Quanto aos ângulos α e β,
eles representam a orientação das velocidades desejadas ao longo do caminho.
Dado um caminho geométrico p ∈ ℜ3 e uma velocidade desejada vwd ∈ ℜ é necessário
que a velocidade da aeronave vwb possa convergir para vd, bem como que os erros de
posição e orientação (ρ, α˜, β˜) sejam mantidos dentro de uma pequena região em torno de
zero.





Figura 15 – Posição desejada ao longo de um caminho, com a velocidade do VANT tan-
gente ao caminho.
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por um conjunto de quatro velocidades representadas no sistema de referência < b >
anexado ao veículo projetado para o sistema global < w > de acordo com ψb, a orientação
do veículo. Cada velocidade linear do VANT refere-se aos eixos de referência. Por exemplo,
uz causa um deslocamento na direção do eixo z, enquanto ux e uy causam deslocamentos
frontal e lateral, respectivamente. A velocidade angular ω provoca guinada em torno do
eixo z, na direção anti-horária. Assim, o movimento do veículo pode ser descrito como












cosψb − senψb 0 0
senψb cosψb 0 0
0 0 1 0




















T como a postura desejada (veja Figura 15), definida






























Propõe-se usar a lei de controle
uk = F(x)−1
(




onde κ1 e κ2 são matrizes de ganhos positivos, e x˜w = xwd − xwb é o erro de postura
atual do VANT. Um detalhe importante em (3.3) é o uso da função tanh, cujo objetivo
é saturar o sinal de controle quando os erros são grandes (isso impede a saturação física
dos atuadores do veículo, garantindo assim que nenhuma não-linearidade imprevisível
conduzirá o sistema à instabilidade).
3.2.2 Análise de Estabilidade
Ao definir a diferença entre a velocidade cartesiana da aeronave (x˙w) e a velocidade
desejada ao longo do caminho (x˙wd ) como
γ = uk − x˙w (3.4)
a equação do sistema de circuito fechado pode ser obtida introduzindo (3.3) e (3.4) em
(3.1), como
˙˜xw + κ1 tanh(κ2x˜w) = γ, (3.5)
onde x˜w = xwd −xw é o erro de controle, cuja primeira derivada temporal é ˙˜xw = x˙wd − x˙w.
O objetivo do controle é obter x˜w = 0, que é o equilíbrio da equação do sistema em laço
fechado.
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A estabilidade da lei de controle é analisada usando a teoria de Lyapunov. Adotando
V = 1
2
x˜wT x˜w > 0 como função candidata de Lyapunov, cuja primeira derivada temporal
é
V˙ = x˜wT ˙˜xw. (3.6)
Depois de apresentar (3.5) em (3.6), obtém-se
V˙ = x˜wTγ − x˜wTκ1 tanh(κ2x˜w). (3.7)
Uma condição suficiente para ter V˙ negativa, para garantir a estabilidade do sistema,
é |x˜wTκ1 tanh(κ2x˜w)| > |x˜wTγ|. Para grandes valores de x˜w, pode-se considerar que





condição que x˜w diminua. Considere o termo λmin(.) o menor autovalor. Por outro lado,
para valores pequenos de x˜w, κ1 tanh(κ2x˜w) ≈ κ1κ2x˜w. Sob tal condição (3.5) pode ser
escrita como ˙˜xw + κ1κ2x˜w = γ, e, finalmente, x˜ é limitada, para realizar esta análise,
deve-se considerar que γ seja limitado, o que é uma hipótese realista.
No entanto, as ações de controle geradas por (3.3) são afetadas pela dinâmica do
VANT, como é mostrado no Apêndice (A.4). Assim, uma condição suficiente para que o
VANT siga o caminho desejado é garantir que as diferenças de velocidade entre os sinais
de referência gerados pelo caminho cinemático seguindo o controlador até agora projetado
e as velocidades atuais do VANT sejam próximas de zero. Assim, quando o VANT rastreia
assintoticamente as velocidades geradas pelo controlador cinemático de (3.3), os erros de
seguimento do caminho convergem para zero assintoticamente, i.e. γ → 0.











































Figura 16 – A arquitetura do sistema de controle proposto.
Como comentado, o controlador de seguimento de caminho apenas gera as velocidades
de referência. Assim, deve-se propor uma maneira de conectar o controlador de segui-
mento do caminho com a dinâmica do VANT (identificado na Figura 16), para obter um
rastreamento assintótico das velocidades de referência. Para um compensador dinâmico,
a lei de controle dinâmico
ud = F−11 (u˙k +Kγ + F2x˙
b) (3.8)
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é adotada, onde K é uma matriz diagonal com entradas constantes positivas (K > 0).
Ao introduzir (3.8) em (A.4), tem-se
x¨w = F1F−11 (u¨k +Kγ + F2x˙
b)− F2x˙b, então (3.9)
0 = u˙k − x¨w︸ ︷︷ ︸
γ˙
+Kγ, (3.10)
onde x¨w e u˙k são as acelerações do VANT e as acelerações de referência baseadas no
movimento cartesiano, respectivamente, ambas com referência em < w >. Uma solução
para o rastreamento de velocidade proposto é
γ˙ +Kγ = 0. (3.11)
Como consequência, levando em consideração que γ(t)→ 0 (como discutido em conexão
com (3.5)), pode-se concluir que ˙˜x→ 0, de modo que x˜→ 0. Desta forma, garante-se que
as velocidades de referência geradas pelo algoritmo de rastreamento do caminho sejam
alcançadas em um tempo finito.
Nota 1: Este estudo é baseado em modelos dinâmicos, cinemáticos e exatos. Se essa
consideração não for realizada, os erros finais de controle persistirão e a conclusão será a
estabilidade prática (em última instância, erros limitados).
Nota 2: É importante observar que as velocidades de referência dependem da veloci-
dade desejada vd, como se pode ver em (3.2). Assim, quando vd = 0 as velocidades de
referência do controlador cinemático são enviadas para o sinal de diferença γ. Enquanto
isso, o objetivo de sinal γ continua a ser o mesmo para manter o rastreamento da ve-
locidade de referência. Desta forma, é possível passar o VANT em um ponto desejado,
situação na qual o sistema realiza um controle de posição. A conclusão é que o controle
proposto é adequado para controle de seguimento de caminho e controle de posição.
3.3 Experimentos e Resultados
Para validar o controlador proposto, várias experiências práticas foram executadas.
Tais resultados práticos são apresentados utilizando a plataforma de ambientes interiores
desenvolvida nesta tese e apresentada no Capítulo 2.
Nesta seção, são discutidos os experimentos com a orientação e a posição do VANT
estimados usando o subsistema de fusão de dados sensoriais e o controlador de cascata
proposto. Foram realizados três experimentos, alterando o tipo de caminho (sequência
de pontos e orientações correspondentes). As Figuras 17 (a) e (b) apresentam o caminho
desejado correspondente às experiências 1 e 2, respectivamente. No terceiro experimento,
utilizou-se o mesmo caminho do experimento 2, mas neste caso, os distúrbios foram apli-
cados com o VANT em movimento.
3.3. Experimentos e Resultados 65
(a) (b)
Figura 17 – Caminhos dos experimentos 1 (a) e 2 (b).
No experimento 1, o caminho tem uma mudança de orientação entre os pontos que
o formam, representado por β. O rastreamento desta orientação é importante para algu-
mas tarefas práticas e é um procedimento clássico dos controladores de caminho (ROZA;
MAGGIORE, 2012). Para isso, o controlador deve adotar ψwd → β. Conforme mostrado
na Figura 18, analisando a diferença entre os eixos, é possível visualizar que o VANT






















































dados dos sensores do VANT
Figura 18 – Experiência 1: Caminho seguido pelo UAV durante a experiência.
Durante o experimento, é determinado um ponto de observação, onde o VANT perma-
nece pairando (x˙wd = 0). Na Figura 19, este evento é denominado como "posicionamento".
No intervalo t ≈ [105, 182] s, o controlador tem como objetivo manter o veículo posicio-
nado em tal posição. Para validar a tarefa de posicionamento, foram aplicadas algumas
perturbações ao VANT, representadas pelas linhas laranjas com uma estrela na Figura 19.
Esses distúrbios influenciam diretamente as velocidades do VANT, é importante co-
mentar que os distúrbios foram aplicados manualmente ao VANT para perturbar seu
estado de equilíbrio. Na Figura 20, pode-se observar, durante o intervalo t ≈ [105, 182] s,
que, apesar das velocidades desejadas serem zero, a magnitude do distúrbio atribui velo-
cidades ao veículo, as quais o VANT tende a corrigir ao longo do tempo.
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dados da fusão sensorial
Figura 19 – Experimento 1: posicionamento e orientação do UAV durante o experimento.








































Figura 20 – Experimento 1: velocidade do VANT durante o experimento.
Foram aplicados cinco distúrbios durante a tarefa de observação. Além disso, o objetivo
dos controladores de seguimento e posicionamento (abordagem de controle em cascata)
ainda são alcançados com sucesso. Na Figura 21, observa-se que os erros de controle e
orientação tendem aos valores desejados.



















Figura 21 – Experiência 1: posição de VANT e erros de orientação durante o experimento.
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No experimento 2, um caminho na forma de oito deve ser seguido pelo quadrimotor.
Esse caminho é comumente usado na robótica para validar controladores, pois executa
ações de controle em todas as direções devido às suas características e à presença de
curvaturas ao longo do caminho. Assim, a realização da tarefa valida o sistema de controle
em cascata em todas as direções. Nessa experiência, o objetivo do acompanhamento de
orientação difere do experimento 1. O VANT inicia o caminho com a orientação ψwd = 0
◦.
Quando o VANT está pairando para executar a tarefa de observação, a orientação desejada
muda para ψwd = 180
◦. Figura 22 apresenta o caminho seguido pelo VANT durante o

















































dados dos sensores do VANT
dados da fusão
desejado
Figura 22 – Experiência 2: Caminho percorrido pelo VANT durante o experimento. São
apresentados três figuras que ilustram a posição do VANT estimado pela
plataforma, sensores internos do VANT e a fusão sensorial, respectivamente.
O ponto de observação é destacado na Figura 23, novamente como ponto de posicio-
namento. No intervalo t ≈ [115, 160] s, o controlador tem como objetivo manter o veículo
neste ponto com orientação invertida. Distúrbios são aplicados nesse intervalo com o ob-
jetivo de verificar a estabilidade do controlador. As linhas verticais na Figura 23 em cor
laranja com uma estrela na ponta marcam os instantes em que o distúrbio foi aplicado.
As velocidades do VANT durante o seguimento do caminho são apresentadas na Fi-
gura 24. O efeito dos distúrbios é claramente visível nas Figuras 24 e 25. Além disso,
o objetivo do controlador de seguimento e posicionamento (abordagem de controle em
cascata) é alcançado, uma vez que os erros de posição e orientação alcançam os valores
desejados, como mostrado na Figura 25.
Em ambos os experimentos até agora descritos, as tarefas de seguimento e posicio-
namento foram executadas. Distúrbios foram aplicados ao VANT quando permaneceu
pairando, o que valida o controlador mesmo diante de distúrbios. Para ajudar o leitor a
entender os experimentos, pelo link https://youtu.be/p7WdYI4pfJQ é possível acessar
um vídeo que mostra a experiência completa.
A principal diferença do experimento 3, em comparação com a experiência 2, é o fato
de que os distúrbios são aplicados ao VANT em movimento. Na Figura 26 pode-se observar
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Figura 23 – Experimento 2: Posição e orientação do VANT durante o experimento.







































Figura 24 – Experimento 2: Velocidades do VANT durante o experimento.

















Figura 25 – Experimento 2: Erros de posição e orientação do VANT durante o experi-
mento.
claramente o resultado de saída da fusão de dados, nesse caso.
Nos instantes [56.23]s e [88.18]s, alguns distúrbios foram aplicados ao VANT, repre-


















































Figura 26 – Experiência 3: Caminho seguido pelo VANT durante a experiência. O meca-
nismo de fusão usa os dados dos sensores de bordo (azul) e de profundidade
(cinza). O resultado de saída é o caminho percorrido (vermelho).







Figura 27 – Experiência 3: posicionamento e orientação do VANT durante o experimento.
Como foi visto anteriormente, esses distúrbios influenciam diretamente as velocidades
do VANT. Na Figura 28, nos instantes [56.23]s e [88.18]s, a magnitude dos distúrbios
muda as velocidades do VANT, as quais ele corrige ao longo do tempo.
Quanto aos erros de controle e orientação, na Figura 29, observa-se que eles tendem
para os valores desejados.
Pelo link https://youtu.be/A2RNt9O8NZM é possível acessar um vídeo que mostra a
experiência completa.
Deve-se observar que os dados dos sensores de bordo do AR.Drone para estimar xw e
yw sofrem desvio, ao contrário dos valores zw e ψ. Isso se deve ao fato de que, internamente,
o AR.Drone realiza uma fusão de dados da informação IMU com outros sensores, como um
módulo ultra-sônico, câmera RGB, giroscópios e magnetômetros. Os dois últimos sensores
influenciam a estimativa de ψ, e o módulo ultrassônico influencia a estimativa de z.
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Figura 28 – Experimento 3: velocidade do VANT durante a experiência.
























Figura 29 – Experiência 3: Erros de posição e orientação do VANT durante o experimento.
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4 Controle de Seguimento de Trajetória
Este capítulo apresenta o controlador não-linear proposto para orientar o VANT em
tarefas de seguimento de trajetória. Basicamente, utiliza-se a mesma estrutura de controle
em cascata apresentada no Capítulo 3 consistindo em dois subsistemas: um controlador
cinemático e um estabilizador para a dinâmica da aeronave. Um esboço da tarefa em
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Figura 30 – Trajetória desejada, com a posição desejada xd e velocidades x˙d e uma ilus-
tração de todos os sistemas de coordenadas (w é referencial do mundo e b é
referencial do corpo do VANT).
Logo, os equacionamentos e prova de estabilidade obedecem as mesmas regras adotadas
na estratégia de seguimento de caminho. A diferença entre os dois controladores é apenas
conceitual, já que no rastreamento de trajetórias é imposto uma restrição temporal. Assim,
não há gerador de caminhos que determina a posição, orientação e velocidade desejada
naquele ponto, mas um gerador de trajetórias dependente do tempo.
4.1 O Controlador Dinâmico
A hipótese de rastreamento perfeito de velocidade usado no controlador de cinemática
é válido apenas em simulações, já que na prática o robô não consegue alcançar instantane-
amente as velocidades de referência. Portanto, um controlador dinâmico é proposto para
rastrear as velocidades geradas pelo controlador cinemático, onde o objetivo de controle
é fazer com que os erros de rastreamento de velocidade tendam a zero com t −→ ∞.
A Figura 31 apresenta uma estrutura em cascata com o controlador de seguimento de
velocidade, gerado na etapa anterior, com o controlador dinâmico.
O controlador dinâmico proposto é baseado no modelo dinâmico da Equação (A.3)
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Figura 31 – Diagrama do controlador cinemático (CC) e controlador dinâmico (CD), res-
ponsável por seguir as referências de velocidades geradas pelo primeiro con-
trolador.







onde K é uma matriz definida positiva, ou seja, K > 0, ∆ = ubN − x˙b são os erros de
rastreamento de velocidade e as matrizes F1 e F2 são aquelas associadas ao modelo do
quadrimotor (veja as Equações dos Apêndices (A.4), (A.5) e (A.6)).
Este algoritmo de seguimento de trajetória com o compensador da dinâmica do VANT
é a base dos controladores que serão apresentados a seguir. Lembrando que os Capítulos 5
e 6 também o utilizam as mesmas ações de controle geradas por este controlador.
4.2 Seguimento de Trajetória com Saturação das Velocidades
No contexto de navegação, um VANT totalmente automatizado deve adotar algorit-
mos que não excedam os recursos do atuador em nenhuma condição. Considerando este
fato, muitos autores se concentraram no desenvolvimento de um controlador de saturação
para problemas de rastreamento e correção de trajetórias (CLOUGH, 2002; ANDERSON;
BEARD; MCLAIN, 2005; REN; BEARD, 2004).
A estratégia de controle para velocidades de referência limitadas já é testada em vá-
rios casos com robôs e humanóides. Em (SCHUTTER et al., 2007; MANSARD; CHAU-
METTE, 2007), os autores permitem formular as tarefas e os limites de velocidade como
restrições em um procedimento de otimização. Este passo fornece as entradas de veloci-
dade para o nível inferior do controlador.
Portanto, esta seção propõe uma abordagem simples às estratégias de navegação com
base em um controlador em cascata que será projetado para executar o seguimento da
trajetória com velocidades limitadas (nível superior do controlador). A Figura 32 apre-
senta uma estrutura para realizar a compensação dinâmica das velocidades obedecendo
as limitações de velocidades máximas.
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Figura 32 – Diagrama do controlador cinemático (CC) e compensador dinâmico (CD),
responsável por seguir as referências de velocidades geradas pelo primeiro
controlador. Os blocos S1 e S2 representam as transformações de estado das
Equações (4.4) e (4.5), respectivamente
Considerando a Equação (A.4), pode-se reorganizá-la da seguinte maneira
x¨w = F(xb)Kuu−Kvx˙w (4.2)
F(xb)Kuu = x¨w +Kvx˙w
u = (F(xb)Ku)−1x¨w + (F(xb)Ku)−1Kvx˙w
u = (F(xb)Ku)−1︸ ︷︷ ︸
A
x¨w + (F(xb)Ku)−1Kv︸ ︷︷ ︸
B
x˙w
u = Ax¨w +Bx˙w.
Para reduzir as demais equações, adote F = F(xb). Os parâmetros desse modelo dinâmico
podem ser identificados (SANTOS et al., 2015b). Observe que os ângulos de rolagem e
arfagem não foram considerados, para simplificar o modelo.
Para realizar a saturação das velocidades, é aplicada uma alteração às variáveis de










onde s é definido para garantir que x˙ : X˙max (é limitado por um valor máximo). Assim,
adota-se
x˙ = X˙max tanh(s) (4.4)
x¨ = X˙maxCh(s)−2s˙ (4.5)
onde a matriz Ch(s) = diag[cosh(sx) cosh(sy) cosh(sz) cosh(sψ)] é uma matriz diagonal
definida pelo coseno hiperbólico de cada estado. A função tanh(.) é usada para limitar o
sinal de controle s (LEWIS; DAWSON; ABDALLAH, 2003). Assim, x˙ também é limitado.
Para obter o modelo do sistema em termos das novas variáveis de estado, basta apre-
sentar os valores acima em (4.2), obtendo assim
u = AX˙maxCh(s)−2s˙+BX˙max tanh(s), (4.6)
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que também pode ser expresso como
u = (FKu)−1X˙maxCh(s)−2s˙ (4.7)
+(FKu)−1KvX˙max tanh(s).
4.2.1 Algoritmo de controle dinâmico
Para realizar o controle do veículo, respeitando as velocidades de limitação do mesmo,
é proposta a seguinte lei de controle de velocidade
ud = AX˙maxCh(s)−2(s˙d +Kss˜) (4.8)
+BX˙max tanh(s),
que também pode ser expressa em termos gerais como
ud = (FKu)−1X˙maxCh(s)−2(s˙d +Kss˜) (4.9)
+(FKu)−1KvX˙max tanh(s),
onde Ks = diag[ksx ksy ksz ksψ] é matriz diagonal definida positivamente e s˜ = sd − s é o
erro.
4.2.2 Análise de Estabilidade
Em malha fechada, tem-se
u = ud, (4.10)
de modo que
˙˜s+Kss˜ = 0. (4.11)
Analisando a Equação (4.4), tem-se que a variável s é dependente da velocidade do
veículo. Sabe-se que a tangente hiperbólica limita o valor da equação em máximos e
mínimos. Sendo assim, pode-se afirmar que s˜ é limitado, visto que os erros de velocidade
também são considerados como limitados. Logo, s(t) → sd(t), é x˙(t) → x˙d(t), com x˙ ≤
x˙max
É fundamental garantir que x˙c ≤ x˙max, tal que (4.5) tenha soluções. Portanto, os
ganhos correspondentes à matriz Kc são calculados da seguinte forma.
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Tabela 4 – Velocidades máximas do VANT utilizadas nas simulações.
VANT x˙max[m/s] y˙max[m/s] z˙max[m/s] ψ˙max[rad/s]
1 1.6 1.1 0.25 0.25
2 3.2 2.2 0.50 0.50
4.2.3 Calculando os ganhos para saturar as velocidades
Para selecionar as constantes que vão obedecer aos limites de velocidade para o VANT
(dados do fabricante), deve ser adotado







X˙max tanh(s) = x˙wd +Kc tanh(Kγx˜
w)
Kc tanh(Kγx˜w) = X˙max tanh(s)− x˙wd ,
Kc = X˙max︸ ︷︷ ︸
Limitações V ANT
−max|x˙wd |,
onde x˙max emax|x˙wd | são as matrizes das velocidades máximas que o VANT pode alcançar
em x, y, z e ψ (fornecido pelo fabricante) e na trajetória (deve ser calculado durante a etapa
de planejamento da trajetória). As matrizes Kc e Kγ são constantes positivas, lembrando
que a prova de estabilidade exige que Kc seja uma matriz com ganhos positivos. Se a
matriz for negativa, isto é, max|x˙wd | ≥ x˙max, a estabilidade não é garantida. Assim, a
trajetória não pode ser executada pelo VANT.
4.2.4 Resultados de Simulações
As simulações demonstram a eficácia da estratégia de controle proposta. O modelo
VANT apresentado no Apêndice A.2 é utilizado nessas simulações. Além disso, para pro-
var que o controlador limita as velocidades máximas do VANT, adotaram-se duas configu-
rações distintas do veículo. A Tabela 4 apresenta os valores das velocidades máximas de
cada configuração. O V ANT1 e V ANT2 representam os veículos com a primeira e segunda
configuração, respectivamente.
Na simulação de seguimento de trajetória, todos os quatro graus de liberdade são
controlados ao mesmo tempo. Neste caso, uma trajetória inclinada no formato do número
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Tabela 5 – Parâmetros, variáveis e valores adotados na simulação
Ganhos Variáveis e Valores
Ku k1 4.72 k3 6.23 k5 2.65 k7 2.38
Kv k2 0.28 k4 0.53 k6 2.58 k8 1.52
Ks ksx 1.0 ksy 1.0 ksz 1.0 ksψ 1.0
Kγ kγx 3.1 kγy 3.1 kγz 3.1 kγψ 3.1
Primeira Simulação
Kc kcx 0.10 kcy 0.15 kcz 0.05 kcψ 0.04
Segunda Simulação
Kc kcx 1.62 kcy 1.20 kcz 0.29 kcψ 0.28












Tal trajetória deve ser rastreada com ρ = 3.75 and ω = 0.4. Nesta trajetória, o vetor de




1.5 0.9375 0.2 0.2094
]T
. (4.15)
Outros parâmetros e variáveis utilizados neste trabalho podem ser vistos na Tabela 5.
Na primeira simulação, utilizou-se VANT1, cujas características podem ser visualizadas
na Tabela 5. As velocidades máximas que o veículo pode alcançar são muito próximas
dos valores das velocidades máximas da trajetória desejada, conforme indicado em (4.15).
Figura 33 ilustra a trajetória executada pelo VANT.
Nesta simulação, é importante observar que as velocidades de referência (x˙wc ) não
superam as velocidades máximas do VANT, evitando assim a saturação dos atuadores.
As Figuras 34 (a), (b), (c) e (d) apresentam os resultados obtidos durante a simulação. Em
todos os casos, as velocidades do VANT estão sobrepostas às velocidades desejadas. No






c estão abaixo dos valores de x˙max, y˙max, z˙max, ψ˙max.
Outros dados importantes são os valores das constantes kcx, kcy , kcz , e kcψ obtidos por
(4.13) para garantir a estabilidade. Nesta simulação, esses valores são pequenos, uma vez
que os valores de velocidade máxima da trajetória estão próximos dos valores máximos
de velocidade do VANT.
As Figuras 35 (a), (b), (c) e (d) mostram a convergência das posições do VANT para
os valores desejados em (4.13). Também pode ser observado, nas mesmas figuras, que a
convergência pode ser adiada para evitar a saturação dos atuadores. No entanto, isso será
alcançado durante o experimento.
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Figura 33 – Simulação com o VANT1 rastreando uma trajetória na forma de oito.
Na segunda simulação, as velocidades máximas do VANT são superiores que na pri-
meira configuração. Ao fazer isso, os ganhos do controlador (kcx, kcy, kcz, e kcψ) são maiores.
Isso permite uma convergência mais rápida para os valores desejados. Na Figura 36 é apre-
sentada a trajetória desejada e a executada pelo VANT.
As Figuras 37 (a), (b), (c) e (d) mostram a limitação das velocidades do VANT. Mais
especificamente, na Figura 37 (a) os valores iniciais das velocidades de referência estão pró-
ximos do valor máximo permitido para o VANT, uma vez que ele está longe da trajetória
desejada e é possível aumentar a velocidade. Isso não ocorreu na primeira simulação, por-
que a velocidade máxima da trajetória era praticamente a velocidade máxima do VANT.
Durante a simulação, as variáveis de posição e orientação tendem para os valores dese-
jados. Assim, mostra-se que a abordagem de rastreamento de trajetórias com limitação de
velocidade controlada é eficaz para evitar a saturação dos atuadores e seguir a trajetória.
4.2.5 Discussões
Nesta Seção, foi apresentado o desenvolvimento de uma estratégia de controle que per-
mita realizar tarefas de seguimento de trajetória usando uma abordagem de controle em
cascata e alterar as variáveis de estado para limitar as velocidades máximas. Esta aborda-
gem tem a vantagem de respeitar as velocidades máximas do veículo, sendo um sistema
de controle que é assintoticamente estável, sendo comprovada pela teoria e validada com
simulações.






















































Figura 34 – Velocidades do VANT durante a primeira simulação.
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Figura 35 – Posição e orientação do VANT durante a primeira simulação.
Figura 36 – Simulação com VANT2 rastreando uma trajetória na forma de oito.



































































































Figura 37 – Velocidades do VANT durante a segunda simulação.
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Melhorar o desempenho e a qualidade do voo dos VANTs são objetivos interessantes
para robótica aérea, visto que os mesmos podem ser usados em uma vasta área de aplica-
ções com diversas funções, conforme já mencionado. Diferentes configurações impacta em
diferentes modelos de veículos aéreos que acarretam em variados parâmetros, por exem-
plo alguns veículos podem ser mais rápidos que outros, ou até mesmo mais pesados e
apresentarem diferentes dinâmicas ao longo da tarefa.
Este capítulo tem como objetivo desenvolver e verificar experimentalmente um método
para controlar um VANT sobre uma trajetória desejada e, concomitantemente, estimar
os parâmetros do modelo dinâmico. Em (MARTINS et al., 2008), os autores apresentam
técnica similar, porém aplicada em um robô terrestre sendo controlado em um espaço 2D
variando apenas a carga. Este controlador aborda a utilização de uma lei de atualização
dos parâmetros para ajustar os parâmetros do modelo e reduzir os erros de controle além
de realizar o controle sobre a trajetória desejada, em todas as direções de controle (x, y, z) e
orientação do VANT (ψ). Outros métodos de controle dinâmico (FELIX, 2007; MADANI;
BENALLEGUE, 2006b; EFE, 2007) são apresentados na literatura para executar a mesma
tarefa de controle aqui proposto, entretanto em nossa abordagem não é necessária a
identificação dos parâmetros do VANT antes da navegação.
5.1 Estrutura de Controle
A ideia de simplificar o modelo considerando comportamentos independentes para as
quatro coordenadas é baseada em resultados anteriores (SANTANA; BRANDÃO; SARCI-
NELLI-FILHO, 2016a) (KRAJNÍK et al., 2011), e na premissa de que o AR.Drone, bem
como outros VANTs, possui um piloto automático a bordo que cuida da estabilização da
dinâmica do veículo. A relação entre as ações de controle e a posição do quadrimotor pode
ser aproximada por um modelo linear de dois estados. Portanto, a dinâmica do AR.Drone
pode ser modelada, de acordo com Apêndice A.2,
x¨b = Kuub −Kvx˙b, (5.1)
ou
x¨w = F(xb)Kuub −Kvx˙w, (5.2)
dependendo do sistema de referência usado, o referencial do corpo < b > ou o refe-
rencial no mundo < w >, respectivamente. O vetor ub = [ux˙, uy˙, uz˙, uψ˙]
T corresponde
aos sinais de comando normalizados (restritos ao intervalo [−1.0,+1.0]). Por sua vez,
Ku = diag[k1 k3 k5 k7] e Kv = diag[k2 k4 k6 k8] são matrizes diagonais correspondentes
aos parâmetros do modelo (SANTANA; BRANDÃO; SARCINELLI-FILHO, 2016a).









Figura 39 – Estrutura de controle adaptativo
Finalmente, (5.2) pode ser escrita como
ub = Ax¨b +Bx˙b, (5.3)
onde
A = K−1u ,
e
B = K−1u Kv. (5.4)
A estrutura de controle adaptativo desenvolvida é apresentada na Figura 39. Os mo-
delos de (3.1) e (A.3) representam a cinemática do robô e a dinâmica do robô, respecti-
vamente. Portanto, dois controladores são implementados, com base na linearização por
realimentação, tanto para modelos de robôs cinemáticos quanto dinâmicos. Finalmente, é
proposta uma lei para ajustar os parâmetros do modelo, a fim de minimizar os erros de
controle.
5.2 Controle Adaptativo Dinâmico
A parametrização linear do modelo dinâmico (A.3) pode ser expressa como
ub = Ax¨b +Bx˙b =Mθ, (5.5)















x¨b 0 0 0 x˙b 0 0 0
0 y¨b 0 0 0 y˙b 0 0
0 0 z¨b 0 0 0 z˙b 0





































]T . Para obter o controlador
dinâmico e considerando (3.1), (5.6) é expresso como















θ1 0 0 0
0 θ2 0 0
0 0 θ3 0


















x˙b 0 0 0
0 y˙b 0 0
0 0 z˙b 0














Com base na dinâmica inversa, a lei de controle
ubD = Dσ + η, (5.9)
é proposta, onde
σ = [σ1 σ2 σ3 σ4]T = u˙bk +Kd ˙˜x
b, (5.10)
com Kd = diag[kdx kdy kdz kdψ] e ubk são as ações de controle cinemático obtidas a partir
de (??), e ˙˜xb = ubk − x˙b. Então, (5.8) pode ser escrita como
ubD = Gθ, (5.11)





g11 0 0 0 g15 0 0 0
0 g22 0 0 0 g26 0 0
0 0 g33 0 0 0 g37 0




g11 = u˙kx˙ + kdx[ukx˙ − x˙b] (5.13)
g15 = x˙b
g22 = u˙ky˙ + kdy[uky˙ − y˙b]
g26 = y˙b
g33 = u˙kz˙ + kdz[ukz˙ − z˙b]
g37 = z˙b
g44 = u˙kψ˙ + kdψ[ukψ˙ − ψ˙b]
g48 = ψ˙b
Normalmente, há incertezas nos valores dos parâmetros utilizados para realizar o cál-
culo das ações de controle. O objetivo é encontrar uma maneira de adaptar os valores dos
parâmetros usados no controlador para minimizar o erro de controle causado por erros
paramétricos. Assim, considerando incertezas nos parâmetros dos resultados do VANT
que
ubD = Gθˆ = Gθ +Gθ˜ = Dσ + η +Gθ˜, (5.14)
onde θ e θˆ são os parâmetros reais e estimados, respectivamente. Enquanto que, θ˜ = θˆ−θ
é o vetor de erro dos parâmetros.
Para facilitar a compreensão, um diagrama de blocos do controlador é apresentado na
Figura 40.
Figura 40 – Diagrama do controlador adaptativo. O bloco G representa a matriz da equa-
ção 5.12. A atualização dos parâmetros é representada pelo bloco A.P .
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5.2.1 Análise de Estabilidade
De (5.7) e (5.14), a malha fechada
Dx¨b + η = Dσ + η +Gθ˜ (5.15)
é obtido, o que equivale a
D(σ − x¨b) = −Gθ˜. (5.16)
Considerando
σ − x¨b = ¨˜xb +Kd ˙˜xb, (5.17)
onde ˙˜xb = ubk − x˙b e Kd é uma matriz positiva definitiva, tem-se
D(¨˜xb +Kd ˙˜xb) = −Gθ˜, (5.18)
ou
¨˜xb = −D−1Gθ˜ −Kd ˙˜xb. (5.19)










onde γ ∈ R8×8 é uma matriz definida positivamente. Usando ˙˜θ = ˙ˆθ, porque o vetor dos
parâmetros reais é considerado constante θ˙ = 0. A derivada do tempo da função Lyapunov
é expressa da seguinte forma:
V˙ = − ˙˜xbTDKd ˙˜xb − ˙˜xbTGθ˜ + θ˜Tγ ˙ˆθ. (5.21)
A lei da adaptação de parâmetros
˙ˆ
θ = γ−1GT ˙˜xb (5.22)
é definida para o controlador proposto. Substituindo (5.22) em (5.21), tem-se
V˙ = − ˙˜xbTDKd ˙˜xb ≤ 0, (5.23)
que significa que ˙˜xb e θ˜ são sinais limitados. Integrando (5.19), tem-se
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Como DKd é uma matriz positiva simétrica e definida para a qual λmin(DKd) e
λmax(DKd) representam os autovalores mínimo e máximo,
λmin(DKd)|| ˙˜xb||2 ≤ ˙˜xbTDKd ˙˜xb ≤ λmax(DKd)|| ˙˜xb||2. (5.26)
De (5.25) e (5.26), obtém-se
∫ T
0
|| ˙˜xbT ||2dt ≤ V(0)
λmin(DKd)
, ∀T. (5.27)
Portanto, ˙˜xb é um sinal de integração quadrática. Então, como ˙˜xb, θ˜ e G são limitados,
de acordo com a expressão ¨˜xb = −D−1Gθ˜−K ˙˜xb, isso implica que ¨˜xb também é limitado.
Assim, de acordo com o Teorema de Barbalat (ver (KHALIL, 2015)), pode-se concluir
que ˙˜xb → 0 com t→∞, que garante a convergência assintótica dos erros de controle para
zero.
5.3 Resultados Simulados
Para avaliar o significado do controlador de compensação dinâmico adaptativo pro-
posto, o desempenho do sistema foi avaliado através de simulação usando dois índi-
ces de desempenho, a integral do valor absoluto do erro (IAE) e a integral de tempo
multiplicada pelo valor absoluto do erro (ITAE). O primeiro é definido como IAE =∫ T
0 |e(t)|dt, enquanto o segundo é definido como ITAE =
∫ T
0 t|e(t)|dt. A variável e(t) =√
x˜2 + y˜2 + z˜2 + ψ˜2) representa o erro instantâneo, e T é o tempo total de simulação. O
IAE e ITAE foram obtidos para T = 420s de simulação, em que o VANT deve seguir uma
trajetória com o formato do número oito. Foram realizadas quatro simulações, cada uma













enquanto mantém ρ = 1.75.
Foram realizadas simulações para os seguintes casos, em relação ao sistema de controle.
No primeiro caso, apenas o controlador cinemático foi habilitado, isto é, o VANT recebe os
comandos de referência diretamente do controlador cinemático(3.1). Na segunda situação,
a compensação dinâmica foi ativada, mas sem habilitar a atualização de parâmetros. A
terceira simulação corresponde à compensação dinâmica e atualização de parâmetros ati-
vada. Finalmente, a última simulação incluiu a compensação dinâmica ativada, mas com
estimativas de parâmetros corretos (modelo identificado) e sem atualização de parâmetros.
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ico sem atualização dos parâmetros
Dinâmico com atualização dos parâmetros
(a)












ico sem atualização dos parâmetros
Dinâmico com atualização dos parâmetros
(b)
Figura 41 – IAE (a) e ITAE (b) para 420s de simulação para os casos em que o sistema
usou parâmetros corretos, apenas controle cinemático, controle cinemático e
dinâmico com e sem atualização de parâmetros.
Tabela 6 – Parâmetros, variáveis e valores aprovados na simulação
Trajetória Cinemático Dinâmico sem Atualização Dinâmico com Atualização Parâmetros Corretos
w vxmax vymax vzmax vψmax IAE ITAE IAE ITAE IAE ITAE IAE ITAE
0.01 0.0175 0.010938 0.005 0.005236 1538.297 2845.4031 1340.1633 2594.9641 1931.626 3596.5412 434.6685 644.0902
0.31 0.5425 0.33906 0.155 0.16232 7158.0254 15054.9665 6476.3507 13534.5351 3330.9279 6398.1181 3087.6924 6356.8783
0.61 1.0675 0.66719 0.305 0.3194 11134.0975 23546.2892 9888.5388 19513.4888 14890.0905 19192.9459 15877.9704 112311.0872
0.91 1.5925 0.99531 0.455 0.47647 44950.877 95908.3166 13691.3698 126193.6426 16516.7818 112348.2633 19082.0531 19075.2171
Figura 42 – Evolução dos parâmetros do modelo dinâmico para uma trajetória em forma
de oito com diferentes valores de ω.
A Figura 41 mostra os valores IAE e ITAE obtidos através de várias simulações para
cada um dos casos acima mencionados. Pode-se ver que, quando o controlador de compen-
sação dinâmica é ativado, os valores IAE e ITAE resultantes são menores que os valores
obtidos apenas com o uso do controlador cinemático. Observe que esse resultado era es-
perado, já que o compensador dinâmico apenas compensa os erros no rastreamento das
velocidades comandadas pelo controlador cinemático.
Como esperado, os valores IAE e ITAE resultantes são menores quando o controlador
de compensação dinâmica está ativado, de acordo com a Tabela 6. O controle adaptativo
atualiza os parâmetros do modelo utilizado nos cálculos dos sinais de controle, a fim de
reduzir os erros de controle. Assim, mesmo que o modelo esteja corretamente parametri-
zado, podem existir trajetórias para as quais a seleção de ganhos do controlador torna
o sistema instável ou impossível de se realizar. Para o caso em que os parâmetros são
atualizados usando o controle adaptativo, a Figura 42 mostra a evolução dos parâmetros
durante as simulações.
Na Tabela 6, observa-se que para velocidades mais elevadas, o controlador adaptativo
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permite obter valores de erro menores, em comparação com o caso correspondente aos
parâmetros corretos. É interessante notar que as diferentes simulações estão associadas a
diferentes valores de ω para a trajetória e não a diferentes ganhos do controlador. Assim,
observa-se que mudar os ganhos do controlador é uma boa opção, para diferentes traje-
tórias. Desta forma, mesmo os resultados com os parâmetros corretos tornam-se piores
quando a dinâmica das trajetórias aumenta, ou seja, quando ω é aumentado. A Figura
42 mostra a evolução dos parâmetros para diferentes trajetórias. Quando o compensador
dinâmico e a lei de atualização de parâmetros são habilitados, o valor inicial dos parâme-
tros do modelo pode ser arbitrariamente escolhido (neste trabalho, os valores adotados
são θ1,··· ,8 = 1). Para a simulação usando o controlador com os parâmetros corretos, os
parâmetros adotados foram definidos através de um processo de identificação, descrito em
(SANTOS et al., 2017).
Para validar a estrutura de controle apresentada neste trabalho, a tarefa de rastrea-
mento da trajetória com ω = 1.0rad/s é mostrada na Figura 43 para os casos correspon-
dentes ao modelo com os parâmetros identificados e o modelo com parâmetros desconhe-













metros com Lei de Adaptação
Desejado
Figura 43 – Simulação com o VANT rastreando uma trajetória na forma de oito.
Os índices IAE e ITAE dependem de |e(t)| e t|e(t)|, respectivamente. A Figura 44
mostra sua evolução durante a simulação. É interessante notar que os erros do controla-
dor adaptativo são menores que o modelo com parâmetros corretos sem atualização de
parâmetros. Isso mostra a contribuição efetiva do controlador adaptativo para melhorar
o desempenho do VANT durante o rastreamento da trajetória.
A Figura 45 mostra a evolução dos erros de controle durante a simulação com ω =
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ico sem atualização dos parâmetros
Dinâmico com atualização dos parâmetros
(a)












❼❹❽❶❾ico sem atualização dos parâmetros
Dinâmico com atualização dos parâmetros
(b)
Figura 44 – |e(t)| (a) e t|e(t)| (b) para simulações de 420s para o controlador usando
parâmetros corretos, o controlador cinemático e o controlador dinâmico com
e sem atualização de parâmetros.
1.0rad/s. É interessante notar a redução gradual dos erros causados pelo controlador
dinâmico com atualização de parâmetros. É importante observar que existem erros estaci-
onários no modelo com parâmetros corretos (linha azul), que são reduzidos ao atualizar os
parâmetros do modelo, apesar de não precisar da identificação dos parâmetros do modelo
antes da simulação. Além disso, mesmo quando os parâmetros do modelo estão dispo-
níveis (depois da identificação), o controlador dinâmico com atualização de parâmetros
aqui proposto permite reduzir os erros de rastreamento aumentados quando a trajetória
é caracterizada por valores maiores de ω.


















(a) Erro de posição em x































(b) Erro de posição em y





















➄➅➆➇metros com a Lei de Adaptação
(c) Erro de posição em z































Parâmetros com a Lei de Adaptação
(d) Erro de orientação.
Figura 45 – Erros de posição e orientação do VANT durante a simulação..
Neste capítulo, um controlador dinâmico adaptativo foi projetado para um VANT
para compensar os erros de parametrização. Embora o modelo usado para representar
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o VANT seja mais simples do que outros da literatura, os resultados aqui apresentados
permitem afirmar que o controlador adaptativo proposto é capaz de lidar com incertezas
nos parâmetros do modelo. Além disso, os parâmetros do modelo foram inicializados com
um valor inicial padrão e o sistema de controle adaptativo, além de minimizar erros de
controle, obteve uma boa estimativa dos parâmetros do modelo (o que pode ser uma esti-
mativa inicial para outras experiências, por exemplo). Como resultado da análise teórica e
das simulações apresentadas no trabalho, pode-se concluir que a estratégia de adaptação
do controlador melhora o desempenho do VANT durante a realização da tarefa, princi-
palmente em situações nas quais a dinâmica do VANT está fortemente excitada. Além
disso, usando a lei de atualização de parâmetros, não é necessária uma identificação do
modelo antes de usar o VANT em tarefas de rastreamento de trajetória. Nas simulações
aqui apresentadas, por exemplo, o valor inicial padrão dos parâmetros foi 1, sem identifica-
ção. Ao contrário de outros trabalhos que executam várias manobras e movimentos para
realizar a identificação dos parâmetros do modelo antes de iniciar a tarefa de interesse,
este trabalho propõe um sistema que executa ambas as tarefas simultaneamente: navega-
ção e identificação de parâmetros. Finalmente, os resultados com um VANT permitem
concluir que o algoritmo proposto funciona reduzindo os erros de controle e melhorando
o desempenho da navegação.
5.4 Resultados Experimentais
Para validar os controladores apresentados neste capítulo, foi realizado um experi-
mento de seguimento de trajetória com um VANT real. O experimento é inicializado
sem o conhecimento prévio dos parâmetros da dinâmica do VANT. Assim, optou-se por
inicializá-los com [θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8]T = [1 1 1 1 1 1 1 1]T .
Os resultados apresentam os dados obtidos com o controlador adaptativo, juntamente
com o método de fusão dos dados dos sensores internos e de uma câmera Xtion Pro Live. O
método de fusão, o sistema de captura e a técnica de detecção do VANT são apresentados
em (SANTOS et al., 2015b) e (SANTOS et al., 2015a).
As Figuras 46 e 47 ilustram as posições e velocidades do VANT durante o seguimento
da trajetória. O objetivo é realizar o seguimento da trajetória e minimizar os erros de
controle.
É importante observar que os dados iniciais dos parâmetros do modelo dinâmico são
inicializados com 1. Inicialmente, o controlador utilizado é um controlador adaptativo,
porém não se utiliza a lei de atualização de parâmetros ( ˙ˆθ = 0), apresentada em (5.22).
Após decorrer 37.64 segundos, a lei de atualização de parâmetros é acionada. A evolução
dos parâmetros pode ser visualizada na Figura 48. Assim, pode-se observar a melhora na
navegação quando há atualização dos parâmetros.
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Figura 46 – Posição do VANT durante o experimento.





































Figura 47 – Velocidades del VANT durante o experimento.
Para facilitar a visualização na redução dos erros de controle, as Figuras 49 e 50
apresentam a evolução dos erros de posição e de velocidade, respectivamente.
Conforme os resultados apresentam, o sistema de controle adaptativo reduz satisfato-
riamente os erros provenientes de uma má identificação dos parâmetros do modelo. Os
resultados de distribuição de dados apresentados na Figura 51, demonstram que a variân-
cia e a dispersão dos erros reduzem e estão muito próximas do 0, quando a atualização
de parâmetros está acionada.
Na Figura 47 observa-se que as velocidades desejadas são alcançadas (x˙ → x˙d, y˙ →
y˙d, z˙ → z˙d). Os erros de controle também alcançam o objetivo, acercando-se a zero (ou
seja, (x˜, y˜, z˜, ψ˜)→ 0 e ( ˙˜x, ˙˜y, ˙˜z, ˙˜ψ)→ 0).
Para obter mais detalhes, o leitor pode acessar o link https://youtu.be/HEw0JTJor80.
Contudo, diversos experimentos foram executados com o modelo parametrizado de (A.7)
com o intuito de visualizar a convergência dos parâmetros. Nestes experimentos, os pa-
râmetros recebiam valores arbitrários. Apesar de diferirem em alguns valores, pode-se
observar que os parâmetros convergem para uma determinada região, conforme Figura 52.
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Figura 48 – Evolução dos parâmetros do modelo dinâmico.

































Figura 49 – Erros de posição do VANT em relação à trajetória.
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Figura 50 – Erros de velocidade do VANT em relação à velocidade desejada sobre a tra-
jetória.
5.5 Discussões
Neste capítulo, apresentou-se um controle dinâmico adaptativo para compensar os er-
ros de parametrização do modelo do VANT. Os parâmetros do modelo foram inicializados
com um valor inicial qualquer. Apesar do modelo ser simplificado, o sistema de controle
adaptativo, além de minimizar os erros de controle, obteve uma estimativa dos parâmetros
do modelo que servem como dados iniciais para outras tarefas de navegação.
Em teoria, pode-se afirmar que essa estratégia de controle adaptativo para veículos
aéreos agiliza a tarefa de navegação, já que não é necessário realizar a identificação do
modelo. Ao contrário dos demais trabalhos que executam, primeiramente, diversas mano-
bras e movimentos para realizar a identificação dos parâmetros, este trabalho propõe um
sistema que realiza ambas as tarefas: navegação e identificação.
Por fim, os resultados com um VANT concluem que o algoritmo proposto funciona
de acordo com a teoria reduzindo os erros de controle e melhorando o desempenho de
navegação.

















































































































































































































Figura 51 – Distribuição dos erros obtidos ao longo do experimento. Em amarelo, são
os dados obtidos sem a lei de atualização ( ˙ˆθ = 0). Já os dados cinzas foram
obtidos com a lei de atualização ( ˙ˆθ = γ−1GT ˙˜xb). Em (a), (c), (e) e (g) são erros
de posicionamento, respectivamente, em (x, y, z, ψ). Demais são referentes aos
erros de velocidades.
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Figura 52 – Convergência dos parâmetros durante a atualização dos parâmetros.
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6 Controlador de Desvio de Obstáculos
Geralmente, o ambiente de navegação é dinâmico e desestruturado, e a localização de
qualquer objeto dentro desse ambiente é desconhecida e pode mudar ao longo do tempo. Se
a natureza e a estrutura do meio ambiente não forem consideradas no sistema de controle,
provavelmente surgirão situações de risco para a segurança física do robô. Portanto, evi-
tar colisões é um problema fundamental na robótica (móvel). Em geral, um determinado
problema pode ser definido no contexto de um robô móvel autônomo que navega em um
ambiente com obstáculos e/ou outras entidades móveis, onde o robô emprega um ciclo con-
tínuo de controle de detecção. Em cada ciclo, o robô deve calcular uma ação com base em
observações locais do ambiente, de modo a evitar qualquer colisão com obstáculos e/ou ou-
tros robôs enquanto navega (ESRAFILIAN; TAGHIRAD, 2016; BAREISS; BERG, 2013).
Vários trabalhos disponíveis na literatura trataram de evitar colisões (FOX; BURGARD;
THRUN, 1997; RICHARDS; HOW, 2002; FRAICHARD; ASAMA, 2004; MENG; LIN;
REN, 2012; MATVEEV; HOY; SAVKIN, 2015). Muitas soluções são baseadas em campos
potenciais, com o conceito de criar um espaço de trabalho onde um robô é orientado para
um objetivo, mas com um potencial repulsivo que garante e evita qualquer colisão com
outros objetos (GE; CUI, 2002). Este método é particularmente interessante por causa
de sua análise, simplicidade e elegância matemática. A maioria dos estudos acima utiliza
métodos de campo potenciais para lidar com o planejamento do caminho do robô móvel
em ambientes estáticos, onde todos os alvos e obstáculos são estacionários. No entanto,
em muitas instâncias de implementação real, os ambientes são dinâmicos. Em (KURIKI;
NAMERIKAWA, 2014), por exemplo, é proposto um controle de formação cooperativa
para um sistema multi-VANT, incluindo um controlador para evitar colisões que adota
o conceito de campos potenciais artificiais. O conceito básico para evitar colisões é a to-
mada de ações evasivas somente na direção vertical, não em um plano horizontal. Uma
região de segurança é ajustada em torno do centro de gravidade do quadrimotor, com
uma forma de cilindro. Alguns trabalhos adotaram as mesmas considerações (GARCIA–
DELGADO et al., 2012), ou seja, uma região de segurança é estabelecida e a estratégia
para evitar a colisão torna-se ativa somente se o obstáculo entrar em uma região desse
tipo. Isso não é confiável, porque a possibilidade de uma colisão entre o robô e qualquer
obstáculo depende da sua posição relativa e velocidade. Outras obras, como (GE; CUI,
2002) e (SCHLANBUSCH; OLAND, 2013), propõem um controlador para evitar colisões
em ambientes dinâmicos. Essas abordagens assumem a velocidade relativa de cada obstá-
culo em relação ao robô como parte da lei de controle, exigindo que as velocidades dos
obstáculos sejam conhecidas ou que seja possível calculá-las em tempo real. No entanto, às
vezes não é possível calcular tais velocidades e, portanto, o desempenho deste controlador
dependerá da precisão da medição.
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Esta seção apresenta, como contribuição significativa, novos subsistemas de desvio de
obstáculos e prevenção de colisão para ambientes de navegação dinâmica, que utilizam
uma técnica de desvio tangencial e um campo de potencial artificial variável no tempo,
respectivamente. O controlador da Seção 6.1 exige um conjunto de pontos de escape para
realizar o desvio vertical ou lateral do obstáculo. Ao passo que o controlador da Seção 6.2
permite considerar os objetivos de rastreamento de trajetória e evasão de obstáculos di-
nâmicos na mesma estrutura. O movimento do obstáculo é levado em consideração pela
variação da função potencial, sem uma medida explícita das velocidades dos obstáculos.
Vários obstáculos dinâmicos também estão naturalmente incluídos na estrutura do con-
trolador.
6.1 A Abordagem de Desvio de Obstáculos Proposta
6.1.1 Controlador de Posição
Esta subseção apresenta um controlador não-linear proposto para orientar o VANT
em tarefas de posicionamento (SANTANA et al., 2014). O objetivo é guiar o veículo de









Reescrevendo a equação do Apêndice (A.4) como
























com f1 e f2 sendo as duas 3× 3 matrizes de (A.4), um controlador de dinâmica inversa é
proposto, de uma maneira bastante semelhante à proposta em (SANTANA et al., 2014).
Para fazer isso, adota-se a lei de controle
U = f1
−1(ν + f2ξ˙), (6.2)
com ν = ξ¨d + κd
















são as matrizes de ganho proporcionais e derivativos, respectivamente. A Figura 54 mostra
um esquemático com as variáveis.
Substituindo (6.2) em (6.1), a equação em malha fechada que representa a dinâmica
dos erros de posição, obtém-se
¨˜ξ + κd
˙˜ξ + κpξ˜ = 0. (6.4)
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Figura 53 – VANT buscando o ponto desejado ξd








˙˜ξT ˙˜ξ ≥ 0 (6.5)
é escolhida. Depois de tomar sua primeira derivada temporal e substituir (6.4), obtém-se
V˙(ξ˜, ˙˜ξ) = ξ˜Tκp




−κpξ˜ − κd ˙˜ξ
)
= − ˙˜ξTκd ˙˜ξ ≤ 0. (6.6)
Pode-se concluir, a partir da teoria de Lyapunov para sistemas não-lineares, que ˙˜ξ → 0
com t→∞. Depois de aplicar o teorema de La Salle em (6.4), pode-se finalmente afirmar
que também ξ˜ → 0 com t → ∞. Portanto, o sistema de controle é assintoticamente
estável.
A estratégia de desviar de obstáculos é um requisito fundamental para a navegação
autônoma. Na maioria dos casos, uma estratégia que leva em consideração os obstáculos
dinâmicos, é uma solução mais elegante (AOUDE et al., 2013). Neste capítulo, uma me-
lhoria na estratégia de desvio tangencial é apresentada para evitar obstáculos no espaço
3D. Nesta proposta, as manobras de fuga são realizadas tangencialmente às bordas do
obstáculo, de forma semelhante às (manobras) apresentadas em (BRANDAO; SARCI-
NELLI-FILHO; CARELLI, 2013a). Sempre que possível, o VANT escapa verticalmente
de obstáculos, o que não pode ser feito por veículos terrestres.
Um supervisor interpreta a informação do sensor de profundidade e determina a dis-
tância (̺) entre o veículo ao obstáculo mais próximo. A velocidade de colisão respectiva
( ˙̺) também é calculada. Na sequência, uma zona de segurança é determinada e usada
para modificar os sinais de controle sempre que um objeto invade essa zona, o que é dado
por
D(̺, ˙̺) = ̺0 +
k̺
2
(1 + tanh(k ˙̺ ˙̺)), (6.7)
onde k̺ e k ˙̺ são constantes de saturação. Assim, quando D(̺, ˙̺) < ̺min, isto é, quando
o objeto entra na zona de segurança, o supervisor desencadeia a estratégia de desvio
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de obstáculos. A Figura 54 destaca como D(̺, ˙̺) aumenta/diminui de acordo com a
velocidade de colisão do obstáculo. Pode-se concluir que, quanto mais rápido, o obstáculo
se aproxima, maior deve ser a zona de segurança.
Considerando que ξκobs e ξκ são as posições 3D dos obstáculos e à aeronave no instante




, com ρκ = ξκ − ξκobs (6.8)
onde δt é o tempo de amostragem.
6.1.2 Abordagem de Escape Vertical
Sempre que for possível superar obstáculos, sobrevoando-os, é adotada a fuga vertical.
O supervisor analisa o ambiente e determina possíveis rotas de desvio para evitar a colisão.
Em outras palavras, se zobs < z (Caso 1) e zobs +D(̺, ˙̺) < zmax (Caso 2), então escape
vertical é aplicado; caso contrário, o escape lateral é executado.
Nesta estratégia, um alvo virtual é definido acima do ponto desejado. Por exemplo,
considerando que a posição desejada do VANT é ξd = [xd, yd, zd], se um obstáculo estiver
se aproximando da aeronave (ou vice-versa), entrando na zona de segurança (D(̺, ˙̺) <
ρmin), um ponto virtual xiv = [xd, yd, zmax] é calculado para permitir que a aeronave
escape verticalmente. zmax é determinado como a altitude máxima que o veículo pode
voar com segurança, já que serão realizados experimentos em ambientes interiores. Dessa
se
Comando: desviar de obstáculo
Zona de
Segurança
Figura 54 – (Superior) D(̺, ˙̺) com ̺0 = 0.75, k̺ = 0.6 e k ˙̺ = −8.5. (Inferior) Evolução
temporal do raio de segurança D(̺, ˙̺) para velocidades de colisão negativas.
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forma, é necessário limitar a altura máxima. Assim, o VANT passará no ponto virtual até
D(̺, ˙̺) > ̺, evitando o obstáculo. A Figura 55 ilustra a estratégia.
6.1.3 Abordagem de Escape Lateral
Evitar um obstáculo tangencialmente é uma abordagem muito comum adotada pelo
robô terrestre durante a navegação. Essa estratégia pode ser estendida a robôs aéreos,
quando não for possível desviar verticalmente. No entanto, para fazer esse desvio, é crucial
conhecer algumas regiões onde o VANT pode pairar com segurança. Neste contexto, cria-
se um ponto virtual alinhado com a tangente ao limite do obstáculo. Então, o ponto mais
próximo (entre [ξ1, ξ2, ..., ξn−1, ξn]) do ponto virtual criado é selecionado como ponto de
fuga. A Figura 56 ilustra a estratégia.
O ângulo de rotação γ é obtido a partir do conjunto de medidas de profundidade
fornecidas por um sistema de captura e é dado pelas regras:
se (xobs > xr e yobs > y) ou (xobs < x e yobs < y) então γ = −90◦ + α
senão se (xobs < xr and yobs > y) ou (xobs > x e yobs < y) então γ = +90◦+α,
onde α é a orientação do obstáculo mais próximo. A posição virtual é dada por
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Figura 55 – Estratégia de escape vertical.
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d< , >2 90ºd< , >n-1 90º
d< , >n 90º
(a) As variáveis γ e α são os ângulos de es-
cape e entre os objetos, respectivamente.
Neste exemplo, considerando que d<ξ2,ξ90o> <
d<ξ1,ξ90o>, ..., d<ξn−1,ξ90o>, d<ξn,ξ90o>, o ponto





















































































(b) Demonstra-se como se calcula os ângulos de es-
cape para os quatro quadrantes.
Figura 56 – A estratégia de desvio lateral.
Depois de calcular o ponto virtual, procura-se uma posição mais próxima, entre [ξ1, ..., ξn]
para executar o desvio, como mostrado na Figura 56. Observe que há uma quantidade
mínima de pontos para o veículo desviar dos obstáculos (de fato, o algoritmo requer que
n > 2, n ∈ R, que é uma condição suficiente para obter os pontos de triangulação e para
obter rotas de escape laterais. Ainda no esquema mostrado na Figura 56 (b), pode-se vi-
sualizar que, em determinadas situações, realiza-se uma rotação em 180◦ para obter novas
rotas de fuga. A estratégia pode ser usada se a orientação selecionada corresponder a uma
rota congestionada ou perigosa para a aeronave, por exemplo, a presença de objetos no
ambiente.
6.1.4 Simulações e Discussões
O uso de simuladores em aplicações de controle é uma estratégia muito comum na lite-
ratura. Existem vários simuladores de robôs aéreos (RODIC; MESTER, 2011; BRANDAO
et al., 2013) com base no modelo dinâmico obtido usando a formulação Euler-Lagrange ou
Newton-Euler. No entanto, este trabalho discute um modelo simplificado para representar
a dinâmica da aeronave. Portanto, o desenvolvimento de um simulador considerando esse
modelo visa a validação teórica dos algoritmos de controle de movimento e prevenção de
obstáculos, antes da execução dos experimentos reais.
No simulador, pode-se atribuir tantas aeronaves quanto necessário e os comandos de
entrada podem ser determinados por um joystick ou leis de controle. Para a simulação, são
utilizadas duas aeronaves para executar uma experiência em que uma delas seja autônoma,
ou seja, controlada somente pela lei de controle (6.2), enquanto a outra é controlada
por um operador usando um joystick (para simular um obstáculo dinâmico). A ideia é
6.1. A Abordagem de Desvio de Obstáculos Proposta 105
VANT
(a)





Figura 57 – Resultados simulados para a estratégia proposta de desvio de obstáculos para
VANTs. Em (a), tem as posições desejadas para o VANT e os caminhos segui-
dos por ele e pelo obstáculo. As variáveis de posição (x, y, z) são apresentadas
em (b), bem como o resultado do supervisor ao longo da realização da tarefa
de posicionamento e desvio de obstáculos. Além disso, a evolução da distância
do obstáculo com o VANT (̺) e o raio da zona de segurança D(̺, ˙̺) ao longo
do tempo também são apresentados.
forçar um obstáculo a colidir com o veículo controlado. Além disso, nesta simulação, são
criados seis pontos de escape no meio ambiente, formando um hexágono regular. O VANT
deve permanecer posicionado em um desses pontos. A Figura 57a mostra os caminhos
percorridos pelo VANT com o controle de desvio de obstáculo e pelo VANT controlado
pelo operador com joystick, bem como as posições desejadas (marcadas como (◦)). A
Figura 57b ilustra a posição real do VANT ao longo da simulação, bem como a evolução
do tempo da distância entre o VANT e o obstáculo e o raio da zona de segurança ao redor
do VANT.
Os resultados apresentados na Figura 57b demonstram que a estratégia de desvio de
obstáculos é desencadeada sempre que qualquer obstáculo entra na zona de segurança
(D(̺, ˙̺)) do VANT e, portanto, impede que ̺ diminua ao longo do tempo. As regras para
determinar se o desvio deve ser executado lateralmente ou verticalmente são verificadas
pelo supervisor, o qual determina novas referências de posição de acordo com a estratégia
adotada. Como se pode notar, o desvio de obstáculos e o posicionamento tridimensional
são bem sucedidos, uma vez que ̺ > 1, 0691 m, ou seja, o obstáculo não colide com o
VANT e ξV ANT → ξd, ξ˜ → 0 quando t→∞
Uma estratégia para evitar obstáculos dinâmicos em ambientes interiores é proposta
para VANTs pairando na posição desejada. Nesse caso, a fuga vertical ou lateral é realizada
de acordo com a situação do ambiente. A proposta consiste em um supervisor que orienta
o VANT para uma posição segura. Em outras palavras, ele escolhe o ponto entre um
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conjunto de pontos virtuais, tangentes à borda do obstáculo.
O sistema de controle demonstrou ser globalmente e assintoticamente estável no sen-
tido de Lyapunov, na ausência de obstáculos e capaz de desviar de qualquer obstáculo.
Portanto, a abordagem proposta garante que a aeronave se deslocará em pontos seguros
e escapará para outros pontos caso seja necessário o desvio de obstáculo.
As simulações foram executadas usando o sistema proposto. Nas simulações foram
incluídos escapes lateral e vertical, uma vez que o obstáculo dinâmico pode se mover em
três eixos. Os resultados mostraram que o controlador proposto é efetivamente capaz de
fazer o VANT pairar em pontos seguros sem colidir com qualquer obstáculo, validando
assim a proposta. No entanto, alguns problemas cruciais impediram a implementação deste
algoritmo em experimentos reais. Dentre eles, pode-se destacar o problema de planificação
de rotas de escape, basicamente, o controlador precisa de boas alternativas e que devem
ser planificadas antes do voo. Dessa forma, optou-se por desenvolver um algoritmo que
possa evitar colisão sem a necessidade de determinar pontos de fuga no ambiente.
6.2 Abordagem de Campo Potencial para Evitar Colisão
No controlador proposto, o objetivo de controle é dividido em duas tarefas elementares,
evitar colisões e seguimento de trajetória. Ambos são resolvidos individualmente e, em
seguida, combinados, usando a abordagem do espaço nulo. A tarefa de seguimento da
trajetória é resolvida através do uso de um controlador cinemático, enquanto o controlador
para evitar colisões é baseado em uma função de potencial variante no tempo, cuja variação
depende da velocidade e da posição relativa do obstáculo ao robô. Um valor de potencial
maior que zero (V (t) > 0) é atribuído a cada zona espacial ocupada por um obstáculo e o
objetivo é navegar em zonas sem obstáculos, para as quais a função potencial é próxima
de zero.
O seguimento da trajetória e os controladores para evitar colisões são combinados pela
estrutura hierárquica de espaço nulo, considerando que as tarefas primárias e secundárias
são evitar a colisão e seguimento de trajetória, respectivamente. Finalmente, um contro-
lador dinâmico é proposto para garantir que o robô rastreie as referências de velocidades
gerada pelo controlador de espaço nulo.
Esta abordagem utiliza a plataforma de localização apresentada no Capítulo 2, onde
é necessário apenas um sensor (por exemplo, câmera, scanner a laser, etc.) para estimar
a posição relativa entre o robô e os obstáculos para operar. Observe, no entanto, que a
mesma estrutura pode ser extrapolada para outras aplicações, como a navegação externa,
por exemplo, usando sensores apropriados.
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6.2.1 Evitando Colisões
A segurança é uma questão importante quando um veículo autônomo está realizando
uma determinada tarefa, tornando-se ainda mais importante quando o ambiente de nave-
gação é desconhecido. Uma proposta para um controlador de desvio de obstáculo agora é
apresentada, considerando que o veículo está navegando em um ambiente dinâmico, onde
os obstáculos podem mudar sua posição ao longo do tempo.
O objetivo de controle consiste em que o robô deve navegar por regiões sem obstáculos.
Para caracterizar quais áreas são livres de obstáculos, uma função de potencial positiva é
definida para cada obstáculo ou qualquer outra coisa que possa afetar a segurança física
do veículo. As posições dos obstáculos são determinadas e as funções de potencial positiva
estão associadas a essas posições, considerando o obstáculo de distância ao robô. Como
consequência, o controlador deve garantir que o robô se mova em áreas cujo potencial é
próximo de zero.
A função potencial associada a um obstáculo é definida como


























onde n é um número positivo natural e as constantes a, b e c permitem ajustar o com-
primento, a largura e a altura da função V (t), respectivamente. A posição do obstáculo




obs(t)). Diferentes valores de n geram
uma função V (t) com características diferentes, ou seja, V (t) é uma família de curvas
gaussianas.














onde xw e xwobs representam o robô e as posições de obstáculos na referência do mundo,
respectivamente. O primeiro termo representa as variações em V (t) devido a mudanças na
posição do robô, enquanto a segunda indica as variações de V (t) associadas a mudanças
na posição de obstáculos. Assim, para ambientes estáticos, o último termo em (6.12) é
zero.











e permite calcular a variação potencial devido a mudanças na posição do robô. Quando
não há variação na posição de obstáculo, o controlador considera o ambiente de navegação
como estático, e essa matriz Jacobiana determina todas as variações de potencial. No en-
tanto, se existir pelo menos um obstáculo dinâmico, o desempenho do sistema de controle
piora e a segurança do robô pode ser afetada.




Figura 58 – Um robô navegando em um ambiente com obstáculos ao se redor
O último termo em (6.12) está relacionado às variações temporais de V (t) causadas
por variações na posição do obstáculo, e é dado por
∂V (t)
∂xwobs















Para calcular (6.14), é necessário conhecer as velocidades do obstáculo em (x, y e z).
No entanto, é possível estimar V˙ (t) usando um método numérico, como a aproximação











é o valor estimado da derivada de tempo da função potencial V (t). Assim,
obtém-se as velocidades dos obstáculos sem precisar medí-los.
Em consequência, o caso para objetos múltiplos que se aproximam do robô e o valor
potencial resultante deve ser analisado. A Figura 58 mostra m obstáculos próximos da
posição do robô, cada um contribuindo para a energia potencial total V (t), que agora é
definida como a soma dos potenciais associados a cada obstáculo, ou




onde di é a distância entre o robô e o i-ésimo obstáculo. A derivada no tempo de (6.16) é






Figura 59 – Diagrama do controlador para evitar colisões.



















6.2.2 Controlador para evitar colisões
Para realizar o objetivo de controle de uma navegação livre de colisão, o algoritmo
de cinemática inversa (do inglês, Closed-Loop Inverse Kinematics algorithm CLIK) (AN-











onde Vd é o potencial desejado (Vd é próximo de zero), V˜ = Vd− V , κobs é uma matriz de
ganhos positivos e J†o é a pseudo-inversa de Jo.
Como os valores de uwo são definidos no referencial do mundo < w >, é necessário












A Figura 59 mostra o diagrama completo do controlador proposto. O valor potencial
desejado é Vd = 0 (na verdade, próximo a zero), de modo que as velocidades calculadas
por (6.18) evitem zonas onde V (t) > 0. O ganho κobs é uma matriz definida positivamente
que permite ajustar a resposta do controlador. A lei de controle em (6.18) permite que
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o robô se mova através de zonas livres de obstáculos, levando em consideração qualquer
movimento de obstáculos, sendo assim diferente de (GARCIA-DELGADO et al., 2012),
onde as manobras para evitar colisões são realizadas assumindo um ambiente estático
e uma altitude constante zw. Este método é independente da planificação de pontos,
diferenciando da estratégia abordada na Seção 6.14.
É digno de mencionar que esse controlador não leva em consideração o ângulo de
guinada ψw ao calcular as velocidades de referência, porque o ângulo de guinada não
interfere na função potencial, portanto não sendo considerado em (6.18). Isso significa
que não é necessário alterar a orientação do VANT para evitar um obstáculo.
Uma limitação de controladores com campos potenciais é o chamado mínimo local,
que ocorre quando o veículo se encontra em uma extremidade sem saída (por exemplo,
dentro de um obstáculo em forma de U) (KOREN; BORENSTEIN, 1991). No entanto,
este não é um problema para o algoritmo em (6.18), porque a existência de vários mínimos
representa pontos do espaço onde o robô pode navegar sem colidir. Em outras palavras,
os mínimos locais são parte do algoritmo.
Outro fato interessante da estratégia desenvolvida é a possibilidade de cumprimento
de diversas tarefas de operação, ou seja, quando o veículo está navegando em espaço livre,
o algoritmo para evitar colisões não está ativo e as velocidades calculadas pelo controlador
de posição da Seção 6.1 cumprirão o objetivo de seguimento de trajetória.
6.2.3 Controle para evitar colisões e seguimento de trajetória
Nas Seções 6.1 e 6.2.1, respectivamente, foram propostos um controlador cinemático
de seguimento de trajetória e um controlador para evitar colisão. O objetivo agora é
combiná-los de forma eficaz para garantir a navegação robusta de robôs em ambientes
dinâmicos. Para isso, a estratégia selecionada é a abordagem do espaço nulo, por causa
das características descritas em (CHIAVERINI, 1997). O controle baseado em espaço nulo
é baseado em comportamento, porque a tarefa é dividida em subtarefas que são resolvidas
individualmente e, em seguida, são combinadas em uma única ação de controle. Para
um sistema redundante, existem soluções infinitas para um objetivo de controle, e esse
fato é usado para introduzir objetivos secundários a serem atendidos no espaço nulo da
tarefa principal (ZHAO; DENG; YI, 2009; ROSALES et al., 2016). A principal vantagem
desse esquema de controle é garantir que a subtarefa de maior prioridade seja sempre
realizada, enquanto os objetivos da hierarquia inferior são projetados no espaço nulo,
removendo assim os componentes que podem gerar conflitos de interesse (ANTONELLI;
ARRICHIELLO; CHIAVERINI, 2009).
O controlador proposto combina a ação de controle [ukx˙ uky˙ ukz˙]T de (3.1) com o
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Figura 60 – O controlador completo implementado.





















onde o subscrito N representa o sinal de controle final gerado pelo controlador baseado
no espaço nulo.
A ação de controle ukψ˙ não é levada em consideração em (6.21), porque (A.4) mostra
que ψw está desacoplado de outras variáveis. As velocidades para evitar a colisão com os
obstáculos são mapeadas no espaço de coluna de J†o (R(J
†
o)) e os comandos do controlador
cinemático são mapeados em seu espaço nulo N(J†o) com matriz (I − J†oJo). A Figura 60
mostra o sistema de controle proposto.
A abordagem de espaço nulo garante que a tarefa principal seja sempre alcançada,
portanto, o controlador (6.21) evita qualquer colisão. Outro cenário possível é quando o
quadrimotor está navegando em um espaço sem obstáculos, o que significa que Jo = 0[1,3] e
J†o = 0[3,1] (STRANG, 1980). Nesse caso, as ações de controle calculadas pelo controlador
(6.18) permitem seguir a trajetória desejada.
A Figura 61 apresenta uma estrutura de controle completa de compensação dinâmica.
6.2.4 Análise de estabilidade para o controlador baseado no espaço nulo
A estabilidade do sistema de controle em malha fechada com base no controlador
proposto é discutida considerando o rastreamento perfeito de velocidade (x˙w = uwN ).
A análise a seguir é realizada considerando apenas o objetivo principal. Multiplicando
ambos os membros de (6.21) por R e então por Jo, que é suposto ser de classificação
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Figura 61 – Diagrama da estrutura de controle para evitar colisão. Os blocos M.E.D.O
e P , representam método de estimação de obstáculos e cálculo do potencial
do obstáculo, respectivamente.








Substituindo (6.23) em (6.22), resulta em
V˙ = V˙d + κobsV˜ , (6.24)
ou
˙˜V + κobsV˜ = 0. (6.25)
Uma vez que a matriz κobs > 0, de (6.25), resulta que V˜ → 0 com t→∞, o que implica
em uma navegação livre de colisões.
As tarefas de nível inferior só podem ser cumpridas se não forem conflitantes com as
tarefas de nível superior. A primeira condição a ser cumprida é que uk ⊆ N(Jo), ou seja,
quando o controlador para evitar colisões está ativo, a tarefa de seguimento da trajetória é
impossível de ser realizada. Em outras palavras, isso significa que, ao evitar um obstáculo,
o veículo não pode manter-se na trajetória. Sob tal situação, a prioridade é evitar qualquer
obstáculo antes de continuar o seguimento da trajetória.
Para analisar a segunda tarefa, considera-se a situação quando não há obstáculos pró-
ximos ao quadrotor, porque na presença de qualquer obstáculo, o controlador para evitar
colisão impede que o controlador de rastreamento da trajetória atinja seu objetivo. Assim,
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Tabela 8 – Variáveis de referência dos obstáculos
Obstáculo x [m] y [m] z [m] x˙ [m/s] y˙ [m/s] z˙ [m/s] a[m] b[m] c[m]
1 0 0 1.5 0 0 0 0.2 0.2 2
2 −r cos(0.25t) r sen(0.25t) 1.5 0.25r sen(0.25t) 0.25r cos(0.25t) 0 0.2 0.2 2
3 r cos(0.15t) r sen0.15t) 2 −0.15r sen(0.15t) 0.15r cos(0.15t) 0 0.2 0.2 2
4 r cos(1.15t) r sen1.15t) 1.5 −1.15r sen(1.15t) 1.15r cos(1.15t) 0 0.2 0.2 2
e, como é mostrado na Seção 3.2.2, x˜w → 0 com t→∞.
6.2.5 Simulação e Resultados Experimentais
Para validar a simulação do sistema de controle proposto e gerar resultados experimen-
tais, foi utilizado um quadrimotor Parrot AR Drone 2.0. Todos os algoritmos e detalhes
sobre a estrutura interna, como a arquitetura da plataforma para rastrear o quadrimotor,
o método de detecção de obstáculos e um esquema de fusão de dados sensoriais para
estimar a posição do VANT e as posições de obstáculos podem ser vistos em (SANTOS
et al., 2015a) ou no Capítulo 2 e Apêndice A.
A simulação e experimento são realizados para validar o controlador baseado em espaço
nulo proposto em (6.21), que combina o controlador para evitar colisão da Seção 6.2.1 e
o controlador de rastreamento de trajetória do Capítulo 4.
O simulador utilizado neste trabalho foi programado em MATLAB usando o modelo
dinâmico identificado. Para a simulação, quatro obstáculos foram considerados, um deles
estático e os outros dinâmicos. A posição dos obstáculos foi definida de forma a interceptar
a trajetória desejada do VANT. As variáveis de referência do VANT estão resumidas na
Tabela 7, e a trajetória dos obstáculos é mostrada na Tabela 8.
As Figuras 62 e 63a mostram a evolução no tempo das ações de controle e erros de
controle nas simulações, respectivamente. Figura 63a também mostra como a estratégia
para evitar colisões é desencadeada quando algum obstáculo se aproxima do VANT, o que
gera um aumento na energia potencial, como mostrado na Figura 63b.
Finalmente, a Figura 64 mostra a evolução da distância relativa entre os quatro obs-
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Figura 62 – Os sinais de controle enviados para o VANT durante a simulação.
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Figura 63 – Erros de posição e orientação (parte a) e energia potencial (parte b) durante
a simulação.
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Ampliação
Figura 64 – Distância relativa entre os quatro obstáculos e o VANT.
táculos e o VANT no decorrer do experimento. As variáveis ρi são a distância do i−ésimo
obstáculo para o VANT. Os obstáculos para os quais a distância relativa do VANT é
> Dcmd não são levados em consideração. Finalmente, Dmin = 0, 27m é a distância mí-
nima alcançada em toda a simulação, ou seja, o VANT não colide com o obstáculo. O
link https://youtu.be/Gq_6lCleG9U permite acesso ao vídeo que mostra a simulação
completa.
Os resultados experimentais foram obtidos com a estrutura interna de baixo custo
acima mencionada, usando um Parrot AR Drone 2.0.
A trajetória de referência selecionada é uma figura no formato de oito. Depois de
algum tempo rastreando essa trajetória, o quadrimotor foi mandado para uma posição
fixa (controle de posicionamento). Os valores desejados da trajetória estão na Tabela 9.
Tabela 9 – Variáveis de referência para a tarefa de rastreamento de trajetória.
Variáveis 37− 84 [sec] 0− 12 e 84− 112 [sec]
xd(t) 0.8 cos(0.5ωt) [m] 0.0 [m]
yd(t) 0.8 cos(0.5ωt) [m] 0.0 [m]
zd(t) 1.1 [m] 1.0 [m]
ψd(t) π6 sen(0.5ωt) [rad] 0.0 [rad]
Durante o experimento, um ser humano é o obstáculo dinâmico que interage com o
VANT. A plataforma realiza a fusão de dados sensorais estimando as posições do VANT e
fornece a localização tridimensional do obstáculo, permitindo calcular os sinais de controle
para o veículo.
Para realizar a tarefa, uma distância Dcmd = 1m foi definida para ser usada como um
limite de distância para criar a zona repulsiva ao redor do obstáculo. Quando a distância
entre o VANT e o obstáculo é < Dcmd, o controlador de desvio de obstáculo é ativado.
Caso contrário, fica inativo.
Uma sequência de quadros é mostrada na Figura 65, tirada do vídeo disponível em
https://youtu.be/ahKJVbLsceU. A parte mais importante desses quadros é quando o
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Figura 65 – Realizando seguimento de trajetória e evitando colisões. O obstáculo é uma
pessoa (na área delimitada por um retângulo) que se aproxima do VANT.
obstáculo se aproxima do VANT, de modo que o veículo realiza uma manobra para evitar
a colisão.
A Figura 66 mostra a evolução das quatro variáveis (xw, yw, zw, ψw) e a posição do
obstáculo durante o experimento, ao passo que a Figura 67a mostra os erros de controle.
Durante os primeiros 15 segundos da experiência, o VANT segue uma trajetória de refe-
rência. Depois, uma tarefa de posicionamento é atribuída, de acordo com as referências
descritas na Tabela 9. Quando o AR.Drone atinge a posição de referência, a pessoa tenta
colidir com o mesmo. Quando a distância entre eles é < Dcmd o controlador para evitar
colisão torna-se ativo e gera sinais de controle que fazem o AR.Drone evitar a colisão. A
Figura 66 mostra as posições de VANT e do obstáculo. Observe que em nenhum momento
o VANT e as posições de obstáculo coincidem em xw, yw e zw e, portanto, não há colisão.
Figura 67a mostra um aumento nos erros de controle quando a estratégia para evitar co-
lisão está ativa, o que era esperado, uma vez que a tarefa de desvio tem maior prioridade.
Finalmente, a Figura 67b mostra o valor da função potencial e a distância do AR.Drone
para a pessoa.
6.2.6 Discussões
Neste capítulo, desenvolveu-se um sistema de controle hierárquico capaz de executar
tarefas de posicionamento, seguimento de trajetória e desvio de obstáculos. Além disso, a
proposta de desvio de obstáculos é generalizada por n obstáculos.
Apesar de que propor um controlador generalizado para ambientes interiores e exter-
nos com obstáculos dinâmicos e/ou estáticos é uma tarefa difícil, a maior dificuldade para
os algoritmos é determinar a posição de cada obstáculo. Assim, para validar experimen-
talmente o controlador, um ambiente estruturado capaz de detectar e estimar a posição
dos obstáculos foi adotado, restrito a ambientes interiores.
Os resultados da tarefa de navegação autônoma demonstram a eficácia do sistema
proposto, basta analisar a distância mínima (Dmin) que o VANT manteve do obstáculo.
Os controladores propostos também podem ser usados para a interação homem-máquina,
já que uma zona de segurança é garantida.
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Figura 66 – Posição e Postura VANT e posições de obstáculos durante o experimento.





















Figura 67 – Erro de posição e orientação (parte a), distância do obstáculo ao VANT (ρobs)
e energia potencial (V ) ao longo do experimento (parte b). O gráfico de dis-
tâncias também mostra a distância Dcmd que ativa o controlador para evitar
colisão. Considere Dmin sendo a menor distância entre VANT e obstáculo
obtido durante o experimento.
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7 Controle Utilizando Fusão de Controlado-
res
A maioria das aplicações dos VANTs requer as capacidades de voar em baixa altitude,
pairar e decolar e pousar verticalmente (VTOL, do inglês Vertical Take-Off and Landing),
de sorte que pequenas aeronaves autônomas de asas rotativas (RUAS, do inglês Rotor-
craft Unmanned Aircraft Systems) são mais apropriadas para determinadas aplicações que
aeronaves autônomas de asas fixas (KENDOUL, 2012). Isto porque um fator crucial do
helicóptero e seus assemelhados, como o quadrimotor, é a possibilidade de controle nas
direções lateral, longitudinal e vertical, com qualquer orientação. Esta característica con-
fere alta manobrabilidade aos veículos de asas rotativas, que os distingue das aeronaves
de asas fixas (MARCONI; NALDI, 2006). Uma desvantagem, porém, é o maior consumo
de energia durante o voo, que em geral resulta voos de curta duração.
Figura 68 – Modelo de 6 GDL do quadrimotor ArDrone, mostrando os sistemas de re-
ferência associados a ele e as entradas de controle abstratas fi, i = 1, · · · , 4
associadas a ele. Os sistemas inercial, espacial e do corpo do veículo são 〈g〉,
〈s〉 e 〈b〉, como indicado pelo índice à esquerda nos eixos x, y e z.
Tratando-se especificamente das famílias de aeronaves de asas rotativas, um quadrimo-
tor é muito mais simples e fácil de construir, em comparação com o helicóptero clássico,
uma vez que ele não exige o conjunto do prato oscilante (do termo em inglês swashplate,
também conhecido popularmente como "bailarina"). Mais ainda, ele é controlado apenas
variando a rotação de cada um dos quatro motores, os quais giram em sentido contrário
dois a dois, o que torna estas aeronaves muito atrativas como plataformas para teste de
estratégias de controle.
Um aspecto importante das tarefas PVTOL é que nenhuma limitação é imposta ao seu
ponto de operação, ao contrário do que ocorre nos casos de linearização. Ou seja, mesmo
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(a) Caracterização do modelo PVTOL no plano
XZ.
(b) Caracterização do modelo PVTOL no
plano Y Z.
Figura 69 – Caracterização de movimentos PVTOL para o quadrimotor ArDrone, da Par-
rot, Inc.
para tarefas PVTOL controladores não lineares têm desempenho superior aos casos de
controladores lineares, baseados em modelos linearizados (BRANDAO et al., 2014a).
Este capítulo propõe uma forma de controlar uma aeronave de asas rotativas combi-
nando diferentes controladores PVTOL para posicionar um quadrimotor no espaço 3D,
onde cada um dos controladores é baseado na teoria de Lyapunov. Especifica-se uma
sequência de pontos, e o quadrimotor deve alcançar cada um de tais pontos. Tal ideia é
similar a missões de seguimento de caminho, ou seja, o controlador proposto é, em prin-
cípio, compatível com tarefas de posicionamento e seguimento de caminhos no espaço 3D.
Note-se que esta combinação dos controladores PVTOL é diferente daquela já proposta
em (BRANDAO et al., 2013): ali a forma de combinar os controladores PVTOL é por
meio de comutação entre os controladores PVTOL utilizados, enquanto que no presente
trabalho a combinação se dá por meio da fusão dos sinais de controle gerados por cada
um dos três controladores PVTOL. A razão pela qual esta proposta foi desenvolvida é que
a simples comutação entre os controladores PVTOL faz com que o cumprimento de uma
tarefa de posicionamento tome um tempo muito grande, o que praticamente impossibilita
o uso de tal esquema de controle em tarefas de seguimento de trajetórias, por exemplo,
em que requisitos de velocidade são impostos pela trajetória sendo seguida. A expectativa
é que a navegação baseada na fusão dos controladores PVTOL seja bem mais rápida,
utilizando-se a fusão dos sinais de controle.
7.1 Controladores PVTOL Utilizados
Os três controladores projetados para guiar o VANT em tarefas PVTOL serão im-
plementados, e os sinais de controle por eles gerados serão injetados em um filtro de
informação descentralizado (MUTAMBARA, 1998b; FREIRE et al., 2004; SANTOS et
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al., 2015b), utilizado como máquina para fusão de dados. Com isso, é gerado um único
sinal de controle, que é enviado ao quadrimotor para guiá-lo desde sua posição atual até
uma posição desejada, cumprindo assim uma tarefa de posicionamento no espaço 3D. A
essência é que controladores para movimento bidimensional (PVTOL) são utilizados para
guiar a navegação em espaço tridimensional, aproveitando o fato de que tais controladores
são mais simples de projetar e implementar.
O primeiro de tais controladores é um controlador para o movimento de subida/descida,
ou seja, deslocamento linear na direção do eixo z, e rotação ao redor do mesmo eixo. Para
isso os ângulos de arfagem e rolagem são forçados a permanecer em zero durante toda a
navegação. Já o segundo de tais controladores tem por objetivo permitir subir e descer
o quadrimotor e movê-lo para a frente e para trás, ou seja, os ângulos de rolagem e
guinada são mantidos em zero durante toda a navegação. Por fim, no caso do terceiro
controlador o movimento desejado é similar ao do segundo caso, com a diferença que
agora os ângulos mantidos em zero são os ângulos de arfagem e de guinada. Com isso,
tem-se um movimento PVTOL somente na direção do eixo z e com giro ao seu redor,
um movimento na direção do plano XZ e um movimento na direção do plano Y Z, sendo
estes dois últimos caracterizados na Figura 69. Cada um desses controladores é discutido
em detalhes em (BRANDAO et al., 2013) e em (BRANDAO et al., 2014b), e por isso não
serão detalhados neste trabalho.
Por fim, vale mencionar que a proposta de utilizar um controlador baseado na co-
mutação entre os três controladores PVTOL acima mencionados, conforme proposto em
(BRANDAO et al., 2013), também é implementada neste trabalho, para efeito de compa-
ração entre os resultados das duas abordagens.
7.2 Fusão dos Controladores PVTOL
7.2.1 Filtro de informação descentralizado
Como o filtro de informação é uma derivação do filtro de Kalman, a formulação do
filtro de informação descentralizado é similar àquela do filtro de Kalman descentralizado.
Assim, para o i-ésimo filtro local tem-se
yˆi(k) = yˆ(k|k−1) + ii(k) (7.1)
Yi(k) = Y(k|k−1) + Ii(k), (7.2)








Yi(k) − (n− 1)Y(k|k−1). (7.4)
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Figura 70 – Diagrama do filtro de informação descentralizado com i filtros de informação,
onde H,R e z são o modelo de observação, a estimativa da covariância do
ruído e o vetor de medidas, respectivamente.
7.2.2 A arquitetura de controle proposta
A arquitetura de controle aqui proposta corresponde ao filtro de informação descen-
tralizado com três filtros locais, que recebem os sinais de controle gerados pelos três
controladores PVTOL mencionados na Seção 7.1.
Tal arquitetura é mostrada na Figura 71, onde se pode ver que cada um dos três contro-
ladores PVTOL recebe informação do VANT e calcula a ação de controle correspondente.
Os filtros de informação locais fornecem informações ao filtro de informação global, corres-
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Fusão de Controladores PVTOL
Figura 71 – A arquitetura de controle proposta. No bloco fusão a info mostrada corres-
ponde a yˆ(k), Yˆ(k).
O mais importante, considerando a estratégia proposta, é como selecionar o peso cor-
respondente a cada filtro local para guiar o VANT em sua tarefa de posicionamento
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ou seguimento de caminho. Em resumo, a arquitetura de controle proposta determina a
matriz de covariância do erro nas observações (ações de controle provenientes dos contro-
ladores XZ-PVTOL, YZ-PVTOL e Z-PVTOL) com pesos calculados a partir dos erros de
posições e velocidades do VANT. Em tese, o método criado é uma evolução da arquitetura
de controladores comutados, onde, ao invés da comutação entre eles, utiliza-se uma fra-
ção de cada controlador, de acordo com sua covariância relacionada. Assim, conjugam-se
as ações de controle provenientes dos controladores PVTOL, que são controladores mais
simples, para solucionar tarefas mais complexas.
7.2.3 Estimando as ações de controle para o VANT
A arquitetura proposta tem como variáveis de saída para cada controlador i
xˆi = [uθ uφ uψ˙ uz˙]
T , (7.5)
onde uz˙ representa um comando de velocidade linear que causa deslocamento sobre o
eixo zw, uψ˙ representa um comando de velocidade angular que causa a rotação em torno
do eixo zw, uφ representa, indiretamente, um comando de velocidade linear que causa
deslocamento sobre o eixo yb (indiretamente porque através do ângulo de rolagem φ), e,
finalmente, uθ representa, também indiretamente, porque através do ângulo de arfagem
θ, um comando de velocidade linear que causa deslocamento sobre o eixo xb.
Como já mencionado, a informação de entrada para estimar os sinais de controle para
o VANT vêm dos controladores XZ-PVTOL (i = 1), YZ-PVTOL (i = 2) e Z-PVTOL
(i = 3). Assim, o filtro global tem três filtros locais. Para cada filtro local i a configuração
geral do vetor de medidas, modelo de observação e matrizes de covariância do erro de
medição corresponde a





1 0 0 0
0 1 0 0
0 0 1 0






σ2ix 0 0 0
0 σ2iy 0 0
0 0 σ2iψ 0
0 0 0 σ2iz

 . (7.6)
Considerando as especificidades de cada controlador, tem-se a configuração














0 σ(y˜, ˙˜y) 0 0
0 0 σ(ψ˜, ˙˜ψ) 0
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onde σ(x˜, ˙˜x) =
√
ρx + κx(x˜2 + ˙˜x2), σ(y˜, ˙˜y) =
√
ρy + κy(y˜2 + ˙˜y2), σ(ψ˜,
˙˜ψ) =
√
ρψ + κx(ψ˜2 +
˙˜ψ2)
e σ(z˜, ˙˜z) =
√
ρz + κz(z˜2 + ˙˜z2) são funções que dão o peso relativo instantâneo de cada controla-
dor.
O cálculo das covariâncias relacionadas com as ações de controle é feito obedecendo uma
lógica de relevância. Por exemplo, no ﬁltro-1 o controlador XZ-PVTOL calcula apenas as
ações [uθ uz˙], logo o peso referente a estas ações deve ser mais signiﬁcante. As funções de
σ(x˜, ˙˜x), σ(y˜, ˙˜y), σ(ψ˜, ˙˜ψ) e σ(z˜, ˙˜z) geram valores positivos que inﬂuenciam na estimativa e indi-
cam a signiﬁcância dos dados observados. Neste caso valores para covariância próximos de zero
indicam que as observações são mais relevantes. Dessa forma, observa-se que para o ﬁltro-1, que
atua efetivamente com [uθ uz˙], a função de peso é σ(x˜, ˙˜x)
−1 e σ(z˜, ˙˜z)−1 com alta pertinência.
Ao passo que as demais ações de controle [uφ uψ˙] são submetidas a pesos com baixa pertinência
σ(ψ˜, ˙˜ψ) e σ(z˜, ˙˜z).
Assim, os pesos relativos associados aos sinais de controle serão função de quanto "observá-
veis"eles são nas medições. Sinais imediatamente visíveis nas medições recebem pesos maiores.
Uma vez que o ﬁltro calcula uma estimativa atualizada dos estados usando as novas medições, a
covariância dos estados estimados também deve ser modiﬁcada, para reﬂetir a informação adici-
onada, reduzindo-se assim a incerteza. Dessa forma, esses ﬁltros fusionam os sinais de controle
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provenientes dos três controladores, resultando em um sinal de controle cuja variância é menor
que a menor variância associada aos sinais de controle gerados por cada controlador. A saída do
ﬁltro global é
xˆfusion = [uˆθ uˆφ uˆψ˙ uˆz˙]
T . (7.10)
7.3 Resultados Experimentais
Dois experimentos são realizados com o VANT do tipo quadrimotor Ar.Drone, para comparar
o desempenho das estratégias de controle baseadas na comutação entre controladores PVTOL
e na fusão dos sinais de controle gerados por eles. Tratam-se de dois seguimentos de caminho,
sendo o primeiro um caminho em forma de oito e o segundo um caminho em espiral, ambos no
espaço tridimensional.
As duas tabelas a seguir permitem comparar as duas estratégias de controle. A Tabela 10
trata do primeiro experimento (caminho em forma de oito), enquanto a Tabela 11 se refere ao
segundo experimento (caminho espiral). As tabelas trazem o tempo de execução da tarefa e os
índices de desempenho ISE (integral do quadrado do erro) e IAE (integral do valor absoluto do
erro), para o caso da comutação de controladores e para o caso de fusão dos sinais de controle.
Tabela 10 – Análise dos dados do experimento 1: seguimento de caminho em forma de
oito.
Estratégia Tempo [s] ISE IAE
Comutação 448.0740 9.0940 80.9668
Fusão 124.6410 3.8203 21.5379
Tabela 11 – Análise dos dados do experimento 2: seguimento de caminho em espiral
Estratégia Tempo [s] ISE IAE
Comutação 690.95 44.2309 188.0470
Fusão 214.83 22.4165 61.2083
Em adição às Tabelas 10 e 11, as Figuras 72 e 73 a seguir mostram os gráﬁcos correspondentes
aos mesmos experimentos.
Uma análise dos resultados experimentais comprova que a estratégia de fusão dos sinais
gerados pelos controladores PVTOL para gerar um controlador capaz de guiar o VANT em
tarefas de navegação 3D tem duas vantagens bastante destacadas: a primeira é que a mesma
tarefa é executada em um tempo bem menor, em comparação com a estratégia de comutação
entre controladores, enquanto a segunda é que os erros de posicionamento são bem menores, além
do fato do caminho seguido ser muito mais suave. Inclusive, deve ser destacado que o menor
tempo de execução viabiliza a utilização da estratégia de controle proposta neste trabalho para





























































































Figura 72 – Gráficos referentes ao experimento 1.
aplicações de seguimento de trajetória, o que não é possível no caso da estratégia de comutação
entre controladores, conforme destacado em (BRANDAO et al., 2013).
Embora até o momento não tenha sido possível obter uma prova formal da estabilidade do
sistema de controle proposto, conjectura-se que efetivamente o sistema é estável, conjectura esta
que se apoia no fato de que não há descontinuidade no sinal de controle entregue ao VANT, como
é o caso quando ocorre a comutação entre controladores, ou seja, o sinal de controle gerado tem








































































































Figura 73 – Gráficos referentes ao experimento 2.
a arquitetura proposta.
7.4 Discussões
Este capítulo apresenta uma arquitetura de controle baseada na fusão do sinal de saída de
três controladores para execução de tarefas PVTOL com um quadrimotor, resultando em uma
navegação no espaço 3D. Embora o objetivo de navegar no espaço 3D usando controladores de
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alto nível correspondentes à navegação 3D já tenha sido proposta, através de um esquema de
comutação entre os controladores, a solução via fusão dos sinais de controle aqui proposta é
inovadora, e se mostrou bem mais efetiva do que a comutação dos sinais de controle, resultando
em uma navegação mais rápida e suave nos casos de posicionamento e seguimento de caminhos.
Também se propôs uma forma analítica de atribuir o peso correspondente a cada um dos três
controladores básicos em função dos erros em relação ao posicionamento desejado, função esta
que é atualizada a cada ciclo de controle. Assim sendo, o que se obtém, na verdade, é uma lei
de controle única, expressa por meio de uma função analítica, a qual, intrinsecamente, permite
dar mais peso ao controlador básico que mais se adapte à tarefa, a cada ciclo de controle. Por
ﬁm, também se mostra que a fusão dos diferentes controladores que possuem objetivos distintos
de controle, mas compartilham frações do objetivo comum, gera um sinal de controle limitado
quando as funções de peso propostas são aplicadas. Por ﬁm, embora a estabilidade do sistema
de controle como um todo não tenha sido provada, propõe-se uma conjectura, a saber, que o
sistema de controle em malha fechada, quando o controlador baseado na fusão dos sinais de
controle é utilizado, é estável, sendo tal conjectura embasada no fato do sinal de controle não
sofrer descontinuidade, como seria o caso de comutação entre controladores, e nos resultados
experimentais apresentados.
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8 Conclusão e Trabalhos Futuros
Em conclusão, foram apresentados nesta tese de doutorado algoritmos de sistemas de nave-
gação e controle para veículos aéreos não tripulados (VANTs). Alguns algoritmos são executados
em tempo real usando uma plataforma de baixo custo (para ambientes interiores) que auxilia
na estimação de estados referentes à postura da aeronave, dados esses que são fundamentais
na realimentação envolvida no sistema de controle. Uma estrutura de fusão de dados sensorial
foi desenvolvida e sistematicamente validada com experiências e estudos de casos. Ainda sobre
a plataforma, desenvolveram-se métodos para reduzir o custo computacional na localização do
VANT e detecção de objetos.
No tratamento dos dados sensoriais, demonstrou-se uma metodologia para a compensação
do drift tridimensional dos sensores inerciais, apenas utilizando o processamento de imagens de
uma câmera de profundidade. Adicionalmente às informações da extração de posição e orien-
tação do VANT através das imagens de profundidade, uma estratégia simples para calcular a
orientação por meio das imagens RGB da câmera também foi incluída no sistema de fusão, para
melhorar as estimativas de orientação do VANT. Assim, foi possível realizar diversas manobras e
trajetórias que dependessem da orientação do VANT, já que a plataforma desenvolvida fornece
dados conﬁáveis acerca desta variável de estado. Assim, diferentemente de diversos trabalhos
disponíveis na literatura que, em muitos casos, utilizam apenas as informações de sensores iner-
ciais, limitando-se, assim, às experiências em curtos intervalos de tempo, ou recorrendo apenas
às simulações, com a plataforma foi possível realizar experimentos com mais tempo, dada a
conﬁabilidade dos dados de postura obtidos com a plataforma desenvolvida.
Nos sistemas de controle, demonstrou-se que unir um sistema que propicia uma boa estima-
ção de dados de posicionamento com o uso de uma modelagem simpliﬁcada é uma estratégia
eﬁciente, a qual explica, através de uma arquitetura hierárquica de controle, como as equações
podem ser escritas em função apenas dos comandos reais do veículo. Efetivamente, foram de-
senvolvidos diversos controladores utilizando essa lógica de compensação dinâmica, sendo que
todos se revelaram soluções experimentalmente eﬁcientes, inclusive sob inﬂuência de distúrbios
e perturbações.
Ainda sobre os sistemas de controle, foi construído um controlador de seguimento de caminho
ou trajetória através de controladores simpliﬁcados do tipo PTVOL, utilizando uma modelagem
extremamente detalhada (BRANDAO, 2013; BRANDAO et al., 2014a). Abordou-se uma métrica
de ganhos positivos baseados nos erros de posicionamento para alimentar uma estrutura de fusão
dos sinais de controle provenientes de tais controladores.
Do ponto de vista de contribuições técnicas, a Seção 8.1 a seguir aponta as principais delas,
associadas a esta tese.
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8.1 Contribuições da Tese
As principais contribuições desta tese ﬁcam o desenvolvimento de uma plataforma para
estimação da postura do VANT em ambientes interiores, e a validação dos sistemas de navegação,
baseados em implementações lineares de fusão sensorial através de um ﬁltro descentralizado de
Informação/Kalman e dos sistemas de controle, baseados na inversão de modelos matemáticos
simpliﬁcados, as quais são resumidas da seguinte forma:
• Método de detecção do VANT usando funções polinomiais
• Plataforma de baixo custo para voos em ambientes interiores
• Controladores não-lineares para uma modelagem simpliﬁcada
– Controlador de Rastreamento de Caminho e Trajetória
– Controlador de Seguimento de Trajetória com Limitação nas Velocidades
– Controlador de Seguimento de Trajetória com Adaptação dos Parâmetros do Modelo
– Controlador de Seguimento de Trajetória com Desvio de Obstáculos
• Proposição de matrizes positivas deﬁnidas para fusão de sinais de controle para uma
modelagem detalhada.
8.2 Trabalhos Futuros
Diante do que foi apresentado nesta tese, deixam-se como propostas de trabalhos futuros
sugestões que possuem viabilidade real como pesquisas aplicadas no assunto:
• Testar, sob condições similares de voo, resultados para diferentes estratégias de controle
comparando se há de fato diferenças signiﬁcativas no desempenho que justiﬁquem abor-
dagem com modelagens mais detalhadas;
• Utilizar um método de ajuste dos ganhos do controlador para otimizar o sistema de nave-
gação. Outro tópico interessante é usar o VANT real com diferentes conﬁgurações, como
um quadrimotor, hexamotor, octamotor, para executar experimentos ao ar livre, para mos-
trar que a estratégia de controle com saturação das velocidades funciona em experimentos
reais;
• Acoplar cargas ao veículo para relacionar a evolução dos parâmetros do modelo para
diferentes conﬁgurações. Intuitivamente, sabe-se que adicionando massa ao veículo sua di-
nâmica será modiﬁcada, e, consequentemente os parâmetros do modelo dinâmico também
o serão;
• Utilizar a mesma estrutura de fusão sensorial apresentada nesta tese para realizar voos
exteriores com dados provenientes de sistema de localização externa (GPS), ou outros
sensores;
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• Validar o controlador para evitar colisões entre veículos navegando cooperativamente em
exteriores, já que uma maneira simples de localizar ambos os VANTs seria acoplando um
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APÊNDICE A – Modelagem Matemática
dos VANTs
A.1 Princípio de Funcionamento dos VANTs
Um modelo de VANT, o quadrimotor, pode ser representado por quatro subsistemas dinâmi-
cos interligados: Atuadores Dinâmicos (responsável pela transformação dos comandos gerados
por computador/controle na atuação do servomotor), Dinâmica das asas rotativas (que incorpora
os parâmetros aerodinâmicos e a geração de impulso associado aos quatro motores independentes,
no caso de um quadrimotor), geração de forças e torques (onde ocorre a decomposição da força de
impulso com base na atitude do veículo) e Dinâmica do corpo rígido (que deﬁne o deslocamento
e a inclinação do VANT no espaço cartesiano livre, causado pelas forças e torques atuando sobre
ele) (AHMED; POTA, 2009; BRANDAO; SARCINELLI-FILHO; CARELLI, 2013). Os sinais de
controle u representam os controles de entrada reais (aqueles efetivamente aplicados ao VANT),
onde
• uz˙ representa um comando de velocidade linear, que causa deslocamentos ao longo do eixo
zw;
• uψ˙ representa um comando de velocidade angular, que causa rotações em torno do eixo
zw;
• uφ representa indiretamente um comando de velocidade linear, que causa deslocamentos
ao longo do eixo yb, de modo que uφ = uy˙;
• uθ representa indiretamente um comando de velocidade linear, que causa deslocamentos
sobre o eixo xb, de modo que uθ = ux˙.
As variáveis de saída são os estados q = [ξ η]T , onde ξ = [x y z] ∈ ℜ3 representa os
deslocamentos longitudinais, laterais e normais do VANT, e η = [φ θ ψ] ∈ ℜ3 indica os ângulos
de rolagem, arfagem e e guinada.
A.2 Modelo Simplificado Dinâmico do VANT
Na literatura, um VANT pode ser matematicamente representado como um corpo rígido
no espaço 3D, sujeito à ação de forças externas. Portanto, as equações de Newton-Euler (BU-
DIYONO; WIBOWO, 2007) ou Euler-Lagrange (GARCIA; LOZANO; DZUL, 2005) podem ser
aplicadas para modelá-lo, apresentando algumas diferenças em sua formulação.
Usando o método de Newton-Euler, o modelo é dado por
x˙(t) = f(x,u, t), (A.1)
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onde x representa as variáveis de estado, u corresponde aos sinais de controle e f(.) é uma
função, normalmente não-linear e dependente do tempo, que relaciona o vetor de estado com
as entradas de controle. Por outro lado, ao usar a formulação de Euler-Langrange, obtém-se o
modelo
M(q)q¨ +C(q, q˙)q˙ +F(q˙) +G(q) = τ +D, (A.2)
onde q é o vetor de coordenadas generalizadas, M é a matriz de inércia, C é a matriz de
Coriolis e forças centrífugas, F é o vetor de fricção, G é o vetor de forças gravitacionais, τ é
o vetor que contém os sinais de controle aplicados ao veículo e D é um vetor de perturbação
(BRANDAO; SARCINELLI-FILHO; CARELLI, 2013). Essa modelagem dinâmica de alto nível
possui algumas propriedades e elementos de matrizes bem complexas e trabalhosas, para maiores
detalhes recomenda-se a leitura do (BRANDAO, 2013), uma ideia superﬁcial do assunto será
apresentado no Anexo A.3.
O ﬁrmware AR.Drone, como na maioria dos veículos comerciais, leva em conta os efeitos
aerodinâmicos para alcançar a estabilização do voo, mas os desenvolvedores não podem acessar
os parâmetros do modelo (BRISTEAU et al., 2011). No entanto, conforme relatado em várias
obras relacionadas ((SANTANA et al., 2014), (KRAJNÍK et al., 2011), (ENGEL; STURM;
CREMERS, 2012), (HERNANDEZ et al., 2013) e (FALCON; BARREIRO; CACHO, 2013)), é
possível analisar a resposta AR.Drone com base em seus controladores internos, em vez de lidar
com suas dinâmicas complexas. A ideia de simpliﬁcar o modelo considerando comportamentos
independentes para as quatro coordenadas é baseada em resultados anteriores (SANTANA;
BRANDÃO; SARCINELLI-FILHO, 2016b; SANTANA et al., 2014; KRAJNÍK et al., 2011), e
na premissa de que o AR.Drone, assim como outros micro VANTs, possui um piloto automático
instalado a bordo, que cuida da estabilização da dinâmica do veículo. A relação entre as ações
de controle e a posição do quadrotor pode ser aproximada por um modelo linear de dois estados.
Esse modelo pode ser adotado para qualquer VANT com um piloto automático a bordo, com
valores limitados de ângulos de inclinação e rolagem. Portanto, a dinâmica do AR.Drone pode
ser modelada como
x¨b = Kuu−Kvx˙b, (A.3)
onde o sobrescrito b está relacionado ao sistema de coordenadas < b > unido ao VANT, o vetor
xb = [xb, yb, zb, ψb]T representa a posição 3D do VANT e seu ângulo de guinada, em relação ao
sistema < b > de coordenadas, enquanto que u = [ux˙, uz˙, uψ˙]
T corresponde aos sinais de comando
normalizados (restritos ao intervalo [−1.0,+1.0]). Por sua vez, Ku = diag[k1 k3 k5 k7] e Kv =
diag[k2 k4 k6 k8] são matrizes diagonais e deﬁnidas positivas correspondentes aos parâmetros do
modelo.
Os sinais ux˙, uy˙ e uz˙ são as variáveis de entrada relacionadas aos eixos xb, yb e zb, respecti-
vamente, enquanto uψ é a variável de entrada relacionada ao movimento angular em torno do
eixo zb.
Os parâmetros do modelo k1, k2, ..., k8 devem ser identiﬁcados, para os quais é necessário
reescrever equação (A.3), agora relacionado ao sistema de referência global. Em (SANTANA et
al., 2014), tal transformação é feita, resultando em
x¨w = F1u− F2x˙b, (A.4)
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w cosψb + y¨w senψb (A.8)






















De uma forma mais compacta, (A.7) é equivalente a
u = Gθ. (A.11)
Para identiﬁcar os parâmetros do modelo, incorporados no vetor θ, foi aplicado um conjunto
de n+ 1 amostras de sinais experimentais agrupados no vetor uE , resultando nas velocidades e
acelerações coletadas na matriz GE , onde o subscrito E representa dados experimentais usados
para identiﬁcação. Assim, considerando as amostras de excitações e respostas para os instantes

















GEθ = uE (A.13)




Para concluir, valores especíﬁcos de θˆ para o AR.Drone 2.0 são tratados na subseção A.2.1.
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A.2.1 Identificação da Modelagem Simplificada do VANT
Para determinar os parâmetros k1, ..., k8 o modelo parametrizado de (A.7) é usado. Uma en-
trada adequada é aplicada à aeronave cujo modelo deve ser identiﬁcado e as saídas corresponden-
tes são coletadas, completando assim o processo de identiﬁcação. Os resultados da identiﬁcação
foram obtidos após dez experimentos diferentes. A Equação (A.14) foi usada para identiﬁcar os
parâmetros. A convergência de parâmetros θ é observada na Figura 74 e os resultados da identiﬁ-
cação são apresentados na Tabela 12. A Equação (A.10) foi usada para converter os parâmetros
θ a k.
Tabela 12 – Os valores identificados para os parâmetros do modelo do AR.Drone 2.0.
k1 k2 k3 k4 k5 k6 k7 k8
12.63 1.43 7.61 0.84 6.63 7.56 1.89 0.54
θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8
0.0792 0.1132 0.1314 0.1104 0.1508 1.1403 0.5291 0.2857
Para veriﬁcar a conﬁabilidade desses valores de parâmetros, é executado um experimento
adicional, coletando dados experimentais de voos em que o AR.Drone 2.0 recebe comandos
simultaneamente em seus quatro sinais de controle. A comparação entre a saída real do VANT
com a saída do modelo dinâmico do VANT é apresentado na Figura 74 e 75. Na Tabela 12, são
apresentados os valores da identiﬁcação do modelo.
A.3 Modelo Dinâmico Detalhado de Alto Nível: Propriedades e
Elementos Matriciais
Este apêndice descreve algumas propriedades do modelo dinâmico de alto nível, bem como a
derivação dos elementos que compõem as matrizes da dinâmica rotacional. Este desenvolvimento
completo se encontra em (BRANDAO et al., 2013), porém também há uma versão simpliﬁcada
disponível em (RAFFO; ORTEGA; RUBIO, 2009).
O modelo dinâmico não linear de alto nível do quadrimotor pode ser escrito uniﬁcando a



































onde G = [0 0 mg]T é o vetor de força gravitacional e D representa o vetor de distúrbio e
forças de fricção atuando sobre a aeronave, o qual inclui os efeitos aerodinâmicos da fuselagem,
a resistência do ar, rajadas de vento, efeitos do solo e outros.
Assim, a Equação (A.15) pode ser representada de maneira similar àquelas obtidas pelo
método de Euler-Lagrange para representar a dinâmica de manipuladores robóticos, como
M(q)q¨ +C(q, q˙)q˙ +G = τ −D, (A.16)



















































































































































































































































Figura 74 – Convergência dos parâmetros do modelo no processo de identificação. Fo-
ram realizados dez experimentos diferentes em cada eixo para obter os dados
acima.
tal representação possui como propriedades:
• M(q) é simétrica e deﬁnida positiva;
• M(q)−1 existe e é também deﬁnida positiva;
• C(q,0) = 0 ∀q ∈ R3;
• C(q, q˙)q˙ é uma forma quadrática em q˙;
• N = M˙− 2C = q˙T ∂M
∂q
− M˙ é anti-simétrica se C(q, q˙) é obtida através dos símbolos de
Christofell.
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Figura 75 – Comparação entre a saída real de VANT (as linhas azuis contínuas) e a saída
do modelo dinâmico VANT (a linha vermelha ponto-tracejada). As linhas
pretas contínuas são os sinais de controle.
Considerando agora somente a parte rotacional do modelo dinâmico de alto nível da aeronave,




































No que se refere à matriz de Coriolis e forças centrífugas da parte rotacional do sistema,



















φcθ − φ˙s2φcθ − θ˙sφcφsθ)
−Izz(φ˙c2φcθ − φ˙s2φcθ − θ˙sφcφsθ)








φcθ − φ˙s2φcθ − θ˙sφcφsθ)
−Izz(φ˙c2φcθ − φ˙s2φcθ − θ˙sφcφsθ)+








−2Ixy(φ˙cφsθcθ + θ˙sφc2θ − θ˙sφs2θ)


















Iyy(−2θ˙sφcφ + ψ˙c2φcθ − ψ˙s2φcθ)
+Izz(2θ˙sφcφ − ψ˙c2φcθ + ψ˙s2φcθ)
+Ixy(−φ˙sφ + ψ˙sφsθ)
+Ixz(−φ˙cφ + ψ˙cφsθ)
−2Iyz(θ˙c2φ − θ˙s2φ + 2ψ˙sφcφcθ)
Iyy(θ˙c
2
φcθ − θ˙s2φcθ + 2ψ˙sφcφc2θ)
−Izz(θ˙c2φcθ − θ˙s2φcθ + 2ψ˙sφcφc2θ)
+Ixy(φ˙cφcθ + θ˙sφsθ − 2ψ˙cφsθcθ)
+Ixz(−φ˙sφcθ + θ˙cφsθ + 2ψ˙sφsθcθ)














−Ixy(φ˙sφsθ + θ˙cφcθ + 2ψ˙sφc2θ − 2ψ˙sφs2θ)
−Ixz(θ˙cφsθ − θ˙sφcθ + 2ψ˙cφc2θ − 2ψ˙cφs2θ)
+Iyz(θ˙s
2





As propriedades apresentadas para (A.16), veriﬁcam-se para Mr e Cr, uma vez que M(q)
e C(q, q˙) são matrizes bloco diagonal. Sendo assim, ao observar Mr em (A.17), veriﬁca-se sua
propriedade de matriz simétrica. Além do mais, pode-se veriﬁcar que Mr é deﬁnida positiva e
que existe M−1r também deﬁnida positiva.
É fácil veriﬁcar a propriedade de que a matriz de Coriollis é igual a zero se as velocidades
generalizadas η são nulas, isto é, C(η,0) = 0 ∀q ∈ R3. Quanto à propriedade de anti-simetria,
não é possível dizer diretamente que a matriz
N = M˙− 2C = η˙T ∂M
∂η
− M˙
é anti-simétrica, dado que C(η, η˙) não foi obtida mediante os símbolos de Christofell.
















φcθ − 2Iyys2φcθ − 2Izzc2φcθ + 2Izzs2φcθ + Ixxcθ
)
+ θ˙ψ˙ (Ixxcθ − Ixxcθ)
φ˙θ˙ (2Iyysφcφ − 2Izzsφcφ) + φ˙ψ˙
(
−2Ixxcθ − Iyyc2φcθ + Iyys2φcθ + Izzc2φcθ − Izzs2φcθ
)
+
θ˙ψ˙ (−Iyysφcψsθ + Izzsφcφsθ) + ψ˙ψ˙
(















θ˙θ˙ (Iyysφcφsθ − Izzsφcφsθ) + θ˙ψ˙
(































































































Após obter a matriz N na forma anti-simétrica, é possível obter uma nova matriz de Coriolis

























































































































































































Por ﬁm, o modelo dinâmico de alto nível de um quadrimotor, descrito pela equação (A.15),
pode ser completamente representado utilizando (A.17) e (A.18).
