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“Whatever you do, you need courage. Whatever course you decide upon, there is always some one to tell
you that you are wrong. There are always difficulties arising to tempt you to believe your critics are right.
To map out a course of action and follow it to an end requires some of the same courage that a soldier needs.
Peace has it’s victories, but it takes brave men and women to win them.”
Ralph Waldo Emerson (1803–1882)






This PhD thesis is a step further in the understanding of novel applications for X-Band radars
to study morphodynamics and wave hydrodynamics in coastal areas. . New data processing
techniques are proposed for the assessment of scopes and limitations from radar-derived sea
state parameters, coastline evolution and water depth estimates. Most of the raised research is
focused on Colombian Caribbean coast and the Western Mediterranean Sea.
First, a novel procedure to mitigate shadowing in radar images is proposed. The method
compensates distortions introduced by the radar acquisition process and the power decay of
the radar signal along range applying image enhancement techniques through a couple of
pre-processing steps based on filtering and interpolation. Results reveal that the proposed
methodology reproduces with high accuracy the sea state parameters in nearshore areas. The best
performance is achieved when the significant wave height (Hs) is at least 0.5 m and preferably
higher and the peak period is Tp ≥ 4 s.
The improvement resulting from the proposed method is assessed in a coral reef barrier,
introducing a completely novel use for X-Band radar in coastal environments. So far, wave
energy dissipation on a coral reef barrier has been studied by a few in-situ sensors placed in a
straight line, perpendicular to the coastline, but never been described using marine radars. In
this context, this dissertation use marine radar images to describe prominent features of coral
reefs, including the delineation of reef morphological structure, wave energy dissipation and
wave transformation processes in the lagoon of San Andres Island barrier-reef system.
Results show that reef attenuates incident waves by approximately 75% due to both frictional
and wave breaking dissipation, with an equivalent bottom roughness of 0.20 m and a wave
friction factor of 0.18. These parameters are comparable with estimates reported in other shallow
coral reef lagoons as well as at meadow canopies, obtained using in-situ measurements of wave
parameters. Besides, the mean height of the reef elements is also estimated in the entire radar
coverage area. Results are both in the same order of magnitude of measured data reported by
previous studies and in good agreement with the geometric parameters proposed by in-canopy
flow models for branched species, such as Stylophora and Pocillopora, which are also common in
the coral carpets of San Andres Island.
Finally, the assessment of morphological mapping facilities of X-Band radars is performed
by comparing radar-derived bathymetry and shoreline estimates with in-situ data and the
previously reported video performance at the study sites. Results reveal a promising combined
use of X-Band radars and stereo-video systems as complementing monitoring tools in coastal
areas. Therefore, radars and optical video systems should be considered as complementing
morphological mapping tools, instead of excluding, in order to provide higher-resolution and
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“You cannot measure time by days, the way you measure money by dollars and cents, because dollars are
all the same while every day is different and maybe every hour as well.”
Jorge Luis Borges (1899 – 1986)
1.1 Background
Shallow water environments are dynamic areas that play an important role for commercial
activities providing high value ecosystems and economic benefits, which make them one of the
most attractive and populated land zones in the world [1]. In these areas, ocean waves interact
with the bottom modifying their properties and conditioning its complex coastal morphology. In
particular, beaches and non-consolidated coasts dissipate energy from incoming waves, being the
first natural coastal defenses against flooding. Furthermore, extreme morphological changes in
coastal areas can cause negative impacts on the quality-life of human settlements affecting also
civil structures. Therefore, access to continuous and real-time wave measurements is crucial for
coastal studies and the assessment of global change impacts on coasts [2].
Since sea state data provide significant information to design coastal management programmes,
it might be expected that gathering data from accurate devices (i.e. in-situ sensors) would
decrease reliability issues. Although traditional in-situ measurements provide accurate sea
state data, their limited spatial resolution hinders to examine coastal processes in a broad area.
Besides, acquisition of sea surface data and bathymetry surveying are complex, expensive and
labor-intensive tasks [3]. For instance, in-situ sensors (e.g. buoys and bottom-mounted pressure
gauges) could be affected by breaking waves and strong wave-driven currents in the surf zone
during storm events. Although these are the most important periods of sediment transport,
measurements conditions hamper data acquisition to describe them. The high cost of installation
and maintenance of in-situ sensors is the main drawback to use them massively in shallow water
areas [1].
In order to overcome the shortcomings of in-situ devices, several remote sensing approaches
have been designed as cost-effective tools. Foremost among the available remote sensing tech-
nologies are satellite imagery, infrared cameras, Laser imaging Detection and Ranging systems
(LiDAR), video-based monitoring techniques and radar technologies that operate in a broad
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frequency band. Radar frequencies range from high frequency (HF), which allows the scanning
of gravitational ocean waves, also known as long waves, to microwave and radio-wave of the
electromagnetic (EM) spectrum, including S-Band and X-Band marine radar systems.
Fixed optical video cameras and X-Band marine radars (also named passive and active remote
sensing technologies, respectively) are relatively young nearshore remote sensing approaches.
However, they are able to scan sea surface with high spatial and temporal resolution spending
less time and effort than in-situ measurements. They use intensity of the acquired signals (i.e.
pixels for optical cameras and echo signals for X-Band radars) as a direct proxy of water level,
neglecting non-linear behaviours in the nearshore area [4]. These systems are the main focus of
the discussion in the present dissertation.
X-Band marine radars are typically used for nautical purposes, but they can also be employed
as mapping devices of the surrounding wave dynamic through sea clutter signals processing.
The indirect relationship between the radar remotely sensed data and the true value of the wave
properties (i.e. significant wave height Hs, peak period Tp, or wavelength λ) can be explained
by backscattering and Bragg scattering laws and the composite surface theory that establish
microwave backscatter and sea surface elevation data relationship [5], [6]. For video-based coastal
monitoring systems, the mathematical description of optical reflectivity from ocean waves is
based on Maxwell’s equations [7]. Besides, the acquired features resolution degrades in the
spatial domain as pixels are further from the shoreline. This occurs because the illuminated
facets corresponds to unique look directions but not unique distance span. This concern is less
evident in radar sensors, which map sea clutter through echo signals that are geographically
located at the field site. This is done using the time difference between the transmitted and the
received electromagnetic signal, as well as the azimuth resolution derived from the geometry of
the antenna look-direction.
Although X-Band radars are highly desirable sensors for coastal studies, their mapping issues
are still widely held, mainly in shadowing conditions. X-Band radar data have shown poor
performance in the surf and swash zones compared to their good estimations achieved at offshore.
It could be explained by noisy echo signals reflected from sand and nearby buildings, as well
as non-linear wave propagation in extremely dynamic nearshore areas. The latter has not been
considered in detail by commercial radar-data acquisition devices, such as WaMoS II [8]. In the
case of fixed video cameras, noisy signals can correspond to brightness signature acquired from
foam arisen by wave breaking in the surf zone [4], [9] as well as the presence of hostile weather
conditions (e.g. fog, low wind or rain) during measurements that also contributes to degrade
their performance. It is worth to note that unlike radar systems, fixed optical video cameras are
unable to scan sea state during night and it is nearly impossible to estimate Hs due to optical
limitations.
The lack of accurate sea state data collection throughout the nearshore area is mainly due
to inherent limitations of the remote sensing devices. It could be overcome developing novel
techniques and improving data processing, which is one of the main purpose of this thesis.
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1.2 Research objectives and scope
The aim of this research is to develop a novel method using X-Band radar remotely sensed
data to estimate nearshore bathymetry and hydrodynamics, which are inspired by video imagery
algorithms, as well as signal and image processing techniques. The study proposes to close
the gaps in shaded radar data acquisition in shallow water areas for further investigation into
merging video and radar retrieved data in coastal environments. Hence, this research exhibits
the scopes and limitations from radar remote sensing systems at different coastal environments
(e.g. sand-beaches, coral reefs and semi-stretched beaches) in order to examine the opportunity
to merge the advantages of radars and video cameras, which could improve the reliability of
retrieved coastal data.
This study also aims to include shadowing mitigation procedure in radar-data processing
method. Thus, more accurate sea state data are obtained and the reliability of inferred bathymetry
is improved by minimizing estimation errors from wave properties (e.g. significant wave height,
wave celerity, wave period, wavelength and incident wave angle). The improvement resulting
from the proposed method is assessed in a coral reef barrier, introducing a completely novel use
for X-Band radar in coastal environments. So far, wave energy dissipation in a shallow coral
reef lagoon has been studied by a few in-situ sensors placed in a straight line, perpendicular
to the coastline. It had never been described by marine radar systems, which provide sea state
data throughout nearshore areas with high spatial and temporal resolutions. Besides, shoreline
detection and bathymetric inversion algorithms from X-Band radar image sequences are proposed.
These applications of radar systems are focused on the evaluation of new opportunities to merge
radar-derived estimates with video imagery methods. Thus, the following issues are investigated
in this study:
• Development of a signal processing methodology that does not require empirical or semi-
empirical calibration to minimize shadowing effects due to extreme grazing incidence
angles throughout the intensities of the radar image.
• Estimation of wave properties such as significant wave height, peak period, peak wave-
length and peak wave angle from retrieved radar data by using space-time and frequency
information of the processed shaded intensities.
• Analysis of wave energy dissipation in a coral reef barrier using radar remotely sensing
data, as a novel application of X-Band marine radars.
• Estimation of bottom roughness and friction factors in a lagoon area of the coral reef field
site through spectral methodology considering physical formulations.
• Inversion of water depths in nearshore areas through estimated sea state parameters from
radar-derived image sequences.
• Shoreline detection algorithm from processed sea clutter radar image sequences.
• Comparison of shoreline and bathymetric estimates derived from video imagery and radar
through the investigation of the effects of error sources on both coastal remote sensing
systems and considering different scenarios.
4 Chapter 1. Introduction
As a local motivation, coastal erosion is one of the most relevant environmental problems in
Colombia, which is caused by extreme waves that change significantly seabed form and shoreline
[10]. So far, thirty percent of 3000 kilometres of Colombian coast have been affected, causing
negative social and ecological impacts specially in the Caribbean coast. Therefore, DIMAR
(National Maritime Authority) has installed a network of eight directional wave buoys, four of
them located in the Caribbean Sea [11]. Despite these strategies to monitor wave climate, the
present buoys are not sufficient to monitor entire coastal dynamic.
In this context, the massive installation of low-cost coastal monitoring systems in Colombian
coasts is crucial to provide real-time data that describe the particularly complex coastal processes.
This can be achieved installing radar systems throughout the littoral at nearshore towers or high
buildings where antennas could be placed. However, shadowing effects have to be mitigated
since, in most cases, the height of buildings does not exceed 50 meters above mean sea level
(MSL) and hence grazing incidence angles are extreme.
1.3 Thesis Overview
This doctoral dissertation offers new developments and data processing descriptions to im-
prove the understanding of the coastal hydrodynamics and morphodynamics using X-Band radar
systems. Most of the raised research is focused on Colombian Caribbean coast and the Western
Mediterranean Sea. In this context, this dissertation combines signal and image processing
techniques as well as spectral analysis methodologies with the use of observations- radar, video
imagery and in-situ sensors (e.g. AWAC, ADV and ADCP devices)- and numerical modelling
data from Simulating WAves Nearshore (SWAN) model.
In Chapter 2, previous studies on coastal remote sensing using X-Band radars and fixed optical
video cameras are reviewed considering their methodologies, advantages and shortcomings.
Besides, the necessary wave and radar theory is introduced, including a short description of some
commercial wave-data acquisition systems from radar and video imagery. Chapter 3 summarizes
methods and data sources used along this dissertation. It provides details of the X-Band marine
radar system, the video camera monitoring system and all field sites, where sea clutter acquisition
and data analysis process were performed.
The development of a novel procedure based on filtering and interpolation approaches is fully
detailed in Chapter 4. Methods and techniques developed are of general applicability to estimate
sea state parameters including significant wave height, peak wave direction, peak period, peak
wavenumber and peak wavelength in shallow waters using X-Band marine radars.
Wave energy dissipation in a coral reef coastal environment is analysed in Chapter 5. This
work is performed through two physical formulation [12]–[15] in the frequency domain by using
a set of processed wave-radar composites, which were measured in San Andres Island. A spatial
distribution of bottom roughness and friction factor is obtained in the study area considering only
sea clutter images. A SWAN model provides sea state information of the surrounding zone to
validate X-Band radar estimates. Simulation is forced by the water depth measurements, which
were acquired during the field campaign.
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Most of the time, wave properties estimates are used as inputs for obtaining others physical
variables as bathymetry using three-dimensional Fast Fourier Transform (FFT), power spectral
density (PSD) and time-frequency processing techniques. Chapter 6 gives an extended explana-
tion of the proposed approach to estimate water depth (uBathy algorithm [16]) which is based
on empirical orthogonal functions (EOF) and Hilbert Transform, as a novel bathymetric inversion
algorithm from video imagery, which is adapted to radar data. Besides, a brief description of the
shoreline detection algorithm derived from X-Band radar sea clutter data is stated, including a
sensitivity analysis and a contrast against video imagery results.
Finally, Chapter 7 presents the overall conclusions of this doctoral dissertation and some future





“Life is a series of steps. Things are done gradually. Once in a while there is a giant step, but most of the
time we are taking small, seemingly insignificant steps on the stairway of life.”
Ralph Ransom (1903 – 1959)
2.1 Introduction
A large number of coastal dynamics studies within the last three decades reveals a growing
interest in nearshore processes among the scientific community. However, poor availability of real-
time sea state data restricts the reliability of coastal assessments [17]. The higher data efficiency,
the more accurate predictions are obtained, regardless of inherent limitations of the monitoring
devices [18]. Thereby, the forecasting and hindcasting of coastal hazards could be improved. The
ideal scenario combines accurate real-time sea state data and morphological estimates from a
distributed network of in-situ and remote sensors, yielding further data and useful foresights
of coastal dynamics. This Chapter is focused on the study of video-based and X-Band marine
radar systems as coastal mapping devices. It begins with the applicable linear wave theory and
its non-linear limitations in shallow water. Then, a brief description of coastal observations is
introduced, including in-situ and remote sensing platforms. Afterwards, nearshore applications
of commercial microwave and optical monitoring systems are fully detailed. An overview of
depth inversion and shoreline detection algorithms using video and radar remote sensing systems
is also included. This Chapter concludes by examining previous studies that combines data from
both remote sensors, highlighting a potential new line of research.
2.2 Nearshore Hydrodynamics and Morphodynamics
Coastal dynamics responds to ocean wave energy processes that drive nearshore currents
circulation and sediment transport. The interaction between waves, currents and the seabed form
describes the shape of the sea surface and beach morphology. In order to simplify the analysis
of field data, ideal hydrodynamic conditions are usually considered. However, most remote
sensing techniques does not take into account non-linear effects associated with shoaling, wave
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breaking, refraction and diffraction. Therefore, estimation errors resulting from this simplifica-
tion are relevant in the surf zone, where the effects of non-linear wave amplitude dispersion
contributes significantly to nearshore processes [4]. Remote sensing techniques propose indirect
measurements that require the application of physical concepts to infer the local bottom morpho-
dynamics from the nearshore wave properties. This section describes the necessary linear wave
dispersion relation and the non-linear limitations in the shallow water applicable to this doctoral
dissertation.
2.2.1 Linear Wave Theory
The surface wave dispersion and its interaction with the complex bottom morphology is
analyzed by means of the linear wave theory [9], [19], [20]. The linear wave theory is based on
the continuity equation and the momentum balance whose solution requires the consideration of
dynamic and kinematic free surface boundary conditions to establish the physical system behaviour.
The dynamic boundary conditions use the Bernoulli equation to specify a constant pressure of
the water surface. The kinematic air-water interface boundary conditions prescribe that any fluid
particles must flow across the interface. In other words, the particles must not leave the surface
[19].
The solution of the linear wave theory equations leads to the definition of the sea surface
elevation as freely propagating harmonic waves in the form,
η = a sin (ωt− kx) (2.1)
where η is the surface elevation that relies on time t and space x, a describes the amplitude of
the waves, ω = 2π/T is the wave frequency and the wavenumber k is defined as 2π/λ for
waves with a period of T and a wavelength λ [9], [19]. Besides, kinematic free surface boundary
conditions describe the manner in which waves that propagate at different frequencies could
separate or disperse due to the celerities of the different wave frequency components [19], [21].
Neglecting surface current, the relationship between ω and k can be explained by the linear
dispersion relation defined as,
ω2 = gk tanh(kh) (2.2)
where g is the acceleration of gravity and h represents the local water depth. Since wave celerity











As water depth becomes large (i.e. deep water, h/λ > 0.5), the relation tanh (kh) ≈ 1 is
satisfied. Hence, c =
√
g/k depends on the wavenumber and implicitly on wave period. Besides,
the wavelength can be defined as,
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λ = cT = λ0 tanh (kh) (2.4)
where λ0 is the wavelength at deep waters gT2/2π. In the case of shallow water, i.e. h/λ ≤ 0.05,
the relation tanh (kh) ≈ kh is satisfied. Therefore, c =
√
gh that is solely a function of local water



















The linear wave dispersion relation and its non-linearity variants are the main physical concepts
behind the depth inversion methodology explained in Chapter 6.
2.2.2 Non-linear Limitations
The linear wave theory assumes an incompressible fluid with a constant density without
stratification and a continuous water body, which is subjected to a single external force. Besides,
it assumes that wave height is small compared with the local water depth. Hence, this small-
amplitude approximation is not applicable in non-dispersive shallow water waves which do not
depend on wavelength or frequency.
Several studies have proposed non-linear approximations of the linear dispersion relation
to inverse finite water depth with higher accuracy. They have demonstrated that the linear
dispersion relation underestimates the wave speed and overestimates the water depth within the
surf zone. The solitary wave theory approximates wave celerity in shallow water as a function of
water depth and wave height (H) defined as,
c =
√
g(h + H) (2.6)
which considers infinitely long wavelength [21], [22], but this is an idealization for waves bounded
by the littoral in shallow waters. In the absence of currents, relative errors tend to be of order 10%
in intermediate water depths. However, errors increases as waves shoal and water depths are
often over-predicted with errors of more than 25% [23], [24]. In shallow water, errors and wave
height have shown to be correlated [21], [24].
Thornton and Guza [25] found that the ratio Hrms/h is 0.42 considering their field measure-
ments in the inner surf zone. Hrms corresponds to the root mean squared (RMS) wave height. It
implies that water depth is overestimated up to 42% using the linear dispersion relation in the
nearshore area. Grilli [26] found errors up to 50-70% for water depth estimates based on solitary
linear wave theory.
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proposing Z = H as an empirical parameter that includes non-linear behaviour of large waves
in nearshore areas which propagate faster than the predictions of the linear wave theory. Booij
[28] suggested Z = 0.5H for monochromatic waves or Z = Hs/2
√
2 = 0.35Hs for spectral waves.
Holland [24] suggested an empirical shallow water phase speed relationship given by
c =
√
g(h + αHs) (2.8)
where α = 0.48 is an empirical coefficient that considers the best fit between measured wave
celerity and water depth in regions shallower than 4 m. However, the normalized depth error is
over 50%. Hence, a more accurate estimator of c and h is needed in shallow water areas.
2.3 Coastal Observations
Ocean waves are complex random processes whose amplitude and energy rely on wind speed,
duration, intensity and the average distance of wind along ocean surface, also known as fetch.
Appendix B explains in more detail the stochastic concept as applied to random ocean waves
description. A never-ending cycle of additive combination of waves that come from different
offshore directions gradually increases wave energy, which is slowly dissipated in deep waters.
Thus, beach morphology responds to strong energy dissipation processes as waves shoal towards
nearshore areas [20].
The most energetic coastal processes, such as sediment transport and creation of sand bars,
take place throughout shoaling, breaking, surf and swash zones. Since ocean waves shoal and
continuously interact with the local seabed, beach morphology suffers extreme changes, such
as shoreline erosion, which can occur on varied time scales as hours to days and over a large
span of spatial scales ranging from tens to kilometres [21]. For instance, a large storm can cause
significant coastal bathymetric changes in only an hour [4]. The aim of nearshore science is to
describe, predict and monitor coastal waves, currents and water depth within a broad littoral
domain by combining a large number of available experimental measurements and numerical
modelling to improve the three-dimensional description of coastal dynamics.
Despite the importance in observing coastal dynamics, sampling devices are still scarce due
to the difficulty of taking measurements. In-situ bathymetric surveys have traditionally been
conducted through on-board sonar-based devices or using a survey rod for shallower points,
which has to be held while the height of the submerged side of the target rod is recorded when it
moves trying always to touch the seabed. Thus, water depth data are sparse and the uncertainty of
measurements is large owing to low accuracy in the sampling system that hinders the bathymetry
data collection during periods of large waves or strong nearshore currents [4], [21].
Sampling requirements for successful monitoring coastal processes are mainly determined by
their rapid variability. Surface waves have periods of O(10s), infragravity waves, and longer
group waves in general, move with O(30− 300s) periods, whose instabilities in alongshore
currents arise in very-low wave frequencies with periods ranging from O(102 − 103s), even
though disregarding extreme wave events like storm and hurricanes. Therefore, acquisition
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systems with a sampling rate between 1-10 Hz can meet the nearshore high-frequency needs in
the time domain [1]. Regarding spatial cross-shore scales, wave currents, wave motions and water
depth change significantly in nearshore areas [1]. Hence, proper sampling of coastal variability
would need a large array of in-situ sensors to characterize a significant region. This ideal spatial
sampling situation represents a slow, expensive and labour-intensive task. As a general rule,
spatial resolution improvements involve restrictions in the time sampling domain and vice-versa.
Remote sensors map hundreds of meters over wide areas during short time-scales at the expense
of higher computational needs and lower accuracy data because they only acquire superficial
ocean data unlike in-situ measurements. Moreover, ocean observations can be classified in three
main groups depending on the inherit characteristics of the measurement devices.
• In-situ and stationary sensors. These instruments provide high temporal resolution data
being limited to the single seabed location where they are deployed. Therefore, the description of
coastal processes is usually expanded by using numerical modelling simulations. Wave currents
and sea state properties, such us significant wave height (Hs or Hm0), peak wave direction (θp),
maximum wave height (Hmax), peak wave period (Tp) and peak wave frequency ( fp), can be
directly measured using Acoustic Doppler Current Profilers (ADCP). The sensor measures wave
current speed and direction using sound pulses ranging from 40 to 3000 kHz, which are reflected
by small particles (e.g. fine silt or plankton) drifting with the current [29]. Doppler effect allows
the acoustic three-dimensional measurements of wave current, considering that the frequency
shift of the echo signal is proportional to the velocity component measured by the three oblique
transducers of the sensor [29], [30]. Regarding sea state data, only the sea surface layer of the
water column is considered applying the simple echo-sounder principle over the central vertically
oriented transducer of the ADCP sensor. It transmits a very short pulse relative to the Doppler
measurements. Bottom-mounted pressure gauges, such as Acoustic Doppler Velocimeters (ADV),
use the same procedure described above for ADCP devices [9].
• Observation with mobile systems. These sensors move in an autonomous way or by following
the ocean dynamics. They can also be deployed at mobile platforms such as ships or planes.
Traditionally, expensive vessel campaigns have been performed to characterize small ocean
areas during short periods. Recently, Autonomous Underwater Vehicles (AUV) and coastal gliders
measure many physical, chemical and biochemical variables such as temperature, salinity, oxygen
and chlorophyll along the water column by autonomous moving that is only restricted by the
battery load [31]. Despite the spatial coverage increases, the sampling frequency is reduced.
• Observation with remote sensors. They measure the strength of the electromagnetic radiation
to provide a large footprint of the observed nearshore dynamics, transforming the received
intensities into a physical variable. These devices can be deployed either at fixed locations, e.g.
towers, or at mobile platforms like satellites. Wave shadowing and spatial resolution degradation
along distance are the strongest hurdles to deem fixed remote sensors as robust coastal monitoring
devices. Instead, Synthetic Aperture Radar (SAR) satellites [32], [33] have been considered as the
most mature overhead moving platforms with accurate analysis methods [1]. Although satellite
imagery cover global areas, their capabilities as coastal mapping devices are usually daunting
because of their limited dwell capability and spatial resolution [1].
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Remote sensors can be active or passive, namely emitting-receiving or only receiving devices.
Satellite-altimeter for Sea Surface Height (SSH) estimation [34], Laser imaging Detection and Ranging
(LiDAR) systems, high-frequency (HF) and marine radars are active sensors that extract some
wave properties through the modification of energy spectra and statistical attributes. Although
marine radars can operate at both S-Band and X-Band wavelengths, X-Band radars are the most
appropriate devices to sample the complex nearshore seabed variability at high frequencies.
They cover large areas, out to 1-3 km, using wavelengths of 3 cm and 5-10 cm spatial resolution.
According to Table 2.1, HF wavelengths are too coarse for nearshore applications.
In contrast, passive remote sensors use the energy received from natural emitter (e.g. the
long-wave thermal radiation or the short-wave solar radiation reflected by a surface [35]) to
estimate sea surface parameters. Optical and infrared (IR) cameras are passive sensors that rely
on ambient sources of illumination from the local sea surface in the visible and the IR bands,
respectively. Optical wavelengths spans from 400 (violet) to 700 (red) nm whereas thermal
wavelengths are much longer ranging from 700 nm to 300 µm. Since optical video-cameras
depend on the interaction of sun light with the dielectric surface of the ocean, reflection and
refraction phenomena define the upwelling sea surface radiation. Unlike optical cameras, IR
energy is directly radiated by the ocean even at night. However, turbulence often distort the sea
surface signature with patchy patterns [1].
TABLE 2.1: IEEE standard letter designations for radar-frequency bands [36].
Frequency Band Range of frequencies Wavelengths
HF 3 - 30 MHz 100 - 10 m
VHF 30 - 300 MHz 10 - 1 m
UHF 300 - 1000 MHz 1 m - 30 cm
L 1 - 2 GHz 30 - 15 cm
S 2 - 4 GHz 15 - 7.5 cm
C 4 - 8 GHz 7.5 - 3.75 cm
X 8 - 12 GHz 3.75 - 2.5 cm
Ku 12 - 18 GHz 2.5 - 1.67 cm
K 18 - 27 GHz 1.67 - 1.11 cm
Ka 27 - 40 GHz 11.1 - 7.5 mm
V 40 - 75 GHz 7.5 - 4 mm
W 75 - 110 GHz 4 - 2.7 mm
mm 110 - 300 GHz 2.7 - 1 mm
2.4 X-Band Marine Radar
Since the 1980s, X-Band marine radar has devoted as remote sensing devices that describes
wind and wave dynamics [37]–[39]. X-Band radars employ frequencies between 8 and 12 GHz,
recognizing the sea surface signature, usually named sea clutter, through backscattering and Bragg
resonance interactions. Although commercial X-Band radars filter the sea clutter for navigation
and surveillance on-board ships, these electromagnetic signals have relevant information to
describe sea state [40]–[42]. The electromagnetic signal transmitted by a radial displacement
of the radar antenna (between 1◦-3◦ wide in azimuth) is reflected off short capillary waves
and other features, whose wavenumber is comparable to the wavelength of the transmitted
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Figure 2.1: X-Band marine radar spiral data acquisition considering only two antenna rotation cycles [52].
signal (i.e. wavelength λ ≈ 3 cm). Besides, the microwave pulses are electrically generated
by either horizontal-transmit-horizontal-receive (HH) or vertical-transmit-vertical-receive (VV)
polarization with different backscattering characteristics for each one [1]. Thus, the roughness of
the sea surface can be geometrically defined considering echo intensities and time differences
between radar-emitted waves and received signal [43], [44]. Appendix C describes in detail the
basic concepts and operation of a pulse X-Band radar system to acquire sea clutter data.
The mathematical description of sea clutter, MTF (Modulation Transfer Function), describes
the modulation of centimetric surface waves on water by longer waves through the incident
radar signal affected by the statistical properties of the ocean dynamics [45], [46]. MTF considers
aerodynamic, hydrodynamic, tilt and shadowing modulation. Aerodynamic modulation defines
capillary waves through wind-sea interaction. Hydrodynamic modulation of short sea surface
ripples determines the amplitude and phase of modulated longer waves, making them visible on
sea clutter radar images. Besides, tilt modulation considers that wave slope variations lead to
changes on effective incident angle of the radiated electromagnetic signal. Finally, shadowing
occurs when higher waves obstruct microwave backscatter from smaller one, mainly during low
grazing angle radar measurements [40], [47]–[51].
The raw sea clutter images are obtained by the continuous rotation of the radar antenna
providing polar coordinates images in space-time domain. Then, radar images are interpolated
to a Cartesian grid. Figure 2.1 reproduces the backscattered data from X-Band radars as a
spiral staircase in a spatio-temporal cube instead of snapshot images from sea surface [52], [53].
However, for practical reasons, the radar backscatter recorded during each antenna rotation are
assumed to be a spatio-temporal snapshot of the nearshore area.
X-Band marine radar has been used in several ocean applications including target tracking [54],
oil spill detection [55], surface current determination [56]–[59], coastal upwelling observation
[60], tide estimation [61], bathymetry mapping [62], [63], coastal erosion [64], surface elevation
estimation [65], [66] and prediction [67], [68]. Relevant commercial products have been developed
by exploiting the maturity and accuracy of X-Band radar measurements. For instance, WaMoS II
(Wave and Current Monitoring System) digitalizes and saves sea clutter images through the Disper-
sive Surface Classificator (DiSC) algorithm, assuming stationary and inhomogeneity wavefields at
offshore platforms, coastal stations and moving vessels [39], [69]–[71]. The acquisition system
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scans sea surface with a spatial resolution of 5-10 m [72], [73] and measures directional wave
spectra, Hs, fp, θp, bathymetry and wave current speed [8], [9], [68], [69]. However, WaMoS II
does not consider algorithms to mitigate shadowing effects in nearshore areas and cannot provide
water depth data in strongly non-linear wavefields, i.e. h > -4 m [71]. SeaDarQ [74] and Sigma 6
[75] systems allow the detection of oil spills and measure some wave parameters. However, the
additional application of oil spill detection significantly increases the selling price (e.g. Sigma S6
+ WaMoS II hybrid system costs about $ 115,000 USD [76], [77], similar to the directional wave
buoy price). Radac system [78] is an offshore monitoring tool that uses a static marine radar
deployed on an offshore structure similar to conventional wave buoys. Since this radar needs to
be installed in the ocean, it has the same drawbacks of in-situ sensors.
Regarding wave properties estimation, non-coherent X-Band radars perform either spectral or
texture analysis techniques to retrieve sea state information. For wave spectral analysis, wave
parameters are usually estimated through wavenumber-frequency spectra of raw-radar time
series using three-dimensional Discrete Fourier Transform (3D-DFT). In contrast, wave-retrieval
algorithms based on texture analysis obtain wave parameters directly from the image texture
without the estimation of wave spectra [37]. This section is devoted to examine previous radar-
derived wave measurement algorithms in both spectral and texture approaches, comparing their
performance and discussing their pros and cons for coastal applications.
Wave Spectral Analysis Techniques
Spectral inversion schemes have been broadly used for estimating wave properties analyzing
time-sequence of sea clutter images in frequency domain. In this technique, consecutive rectangu-
lar sub-images are extracted and normalized subtracting the temporally-averaged radar intensity
of each pixel. Then, directional wave spectrum is obtained starting from the three-dimensional
Fast Fourier Transform (3D-FFT) of processed radar images in the test region. A large number
of studies and commercial monitoring systems use this method to obtain wave properties from
marine radar imagery [39], [44], [56], [57], [69], [79]–[84].
Izquierdo et al. [43] and Nieto-Borge et al. [42], [82] estimate Hs, peak wave direction θp,
wavenumber vector
−→
k = (kx, ky) and peak frequency fp from radar imagery in deep water
waves. They use the linear wave theory to filter the 3D-FFT and obtain the directional wave
spectrum. However, Hs estimation requires a previous empirical calibration using the square-root
of measured signal-to-noise ratio (SNR) derived from in-situ sensors like buoys. Additionally, the
calibration procedure depends on radar antenna location [82], [85]. SNR calibration originates
from a SAR technique [82], [86] which considers that radar-derived wave spectra are not properly
scaled whereby wave height cannot be directly determined. The performance of SNR-based
methods relies on significant water depth changes and the local wind speed, showing corre-
lation coefficients (CC) and root mean squared (RMS) differences of 0.71-0.89 and 0.18-0.42 m,
respectively [37].
In contrast, Vicen-Bueno et. al. [87] proposed a non-linear model based on Artificial Neural
Networks (ANN) with multilayer perceptrons (MLP) to improve Hs estimates, even under low
wind speeds and swell-dominated sea state conditions. Although the CC between radar-derived
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and buoy-measured Hs are higher than 0.96 and the RMS differences are lower than 0.27 m,
SNR calibration is still used, in this case, as an input parameter for MLP method. Ma et. al. [88]
proposed an array beamforming algorithm based on a spatial filtering methodology to estimate
wave parameters and directional wave spectrum using X-Band marine radars. This algorithm
considers each pixel as elements in a circular antenna array, obtaining CC in order of 0.95 and
mean bias error of 0.28 m between Hs estimation and in-situ measurements. However, the
array beamforming algorithm still uses SNR calibration and it does not consider heterogeneous
wavefields [37].
Lund et. al. [52] examine the wave radar data dependency on range and azimuth. They remove
the azimuth dependency in Hs estimates using least-squares fitting and Fourier series, but still
considering deep water data. However, they suggested that the azimuth dependence could be
neglected in coastal areas since waves approach towards shoreline, unlike offshore stations [52].
Lund’s method provides robust wave parameter measurements when the radar field of view
is partially obstructed in contrast to adaptive recursive positioning method (ARPM) proposed
by Al-Habashneh et al. [89], which estimates wave properties under binomial (i.e. wind waves
and swell) sea state conditions in deep water waves. ARPM requires a full radar field of view to
average the wave spectra from several sub-images in different azimuthal directions [37].
Regarding coastal monitoring, Nieto-Borge et al. [80] proposed an empirical MTF correction as
an extension of the traditional inverse modelling technique applied in shallow waters [42], [43],
[82]. This mathematical approximation describes radar backscattering at HH polarization using
a constant MTF of |M(k)|2 = kβ, where β = −1.2 [80]. However, this function was determined
using offshore radar data collected at deep waters, assuming a stationary and homogeneous
wavefield [80]. In coastal regions, the variation of range and azimuth cannot be neglected and
the linear MTF with a constant exponent does not work properly. In this context, Chen et al. [90]
proposed a new quadratic polynomial MTF using a VV-polarized radar, but they only compared
the buoys-measured peak and mean wave periods with the radar-retrieved data. Additionally,
the sea clutter images in [80] were obtained by a permanent WaMoS II station at 100 m above the
mean sea level, where shadowing has a minor impact on radar imaging and grazing incidence
angles are not extreme [91]. WaMoS II system was also deployed at oil rigs, such as Ekofisk
[91] and Glas Dowr [92], whose heights are beyond 50 m above the sea level and shadowing
modulation is still insignificant [8], [91]. Vogelzang et al. [93] used WaMoS II device to measure
Hs, θp and Tp at 10 m above the ground. Results show that Hs, Tp and θp were retrieved with 20%
(about 30 cm), 0.6 seconds and 9◦ of error, respectively. However, WaMoS II data needed to be
calibrated using a reference directional WaveRider buoy located at about 600 m offshore.
Considering shallow water heterogeneities, Chuang et al. [94] and Wu et al. [95] proposed a
2D continuous wavelet transform (CWT) to obtain wave spectra from X-Band radar imagery.
An et al. [96] improved the previous 2D-CWT approach suggesting a self-adaptive algorithm to
select the wavelet scaling parameters for wave properties estimation. Although the self-adaptive
2D-CWT-based method uses a single radar image, the computational cost is expensive, the RMS
differences of Hs tend to be of O(0.61m) and the wave directional ambiguity cannot be eliminated
in the radar-retrieved wavenumber spectrum.
Recently, Greenwood et al. [65], [66] proposed a novel methodology to approximate sea surface
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elevation η using a second order Stokes wave model in regions where radar shadows occur. Field
data were captured by a SeaDarQ system with a VV polarized radar antenna. They generate
artificial wavefields to minimize shadowing effects where required. CC of η approximation range
from 0.56 to 0.69. For Hs and Tp, CC are 0.62 and 0.41, respectively, by comparing nearshore
phase-resolved wave data, ADCP and wave buoy measurements. However, this method still
needs calibration of X-Band radar data to scale Hs.
Serafino et al. [64], [97]–[101] proposed the Normalized Scalar Product (NSP) to estimate wave
parameters, bathymetry, shoreline and surface currents in harbours. NSP method is based on spec-
tral analysis and filtering of overlapping sea clutter regions considering the dispersion relation.
The method proposes maximizing the normalized power scalar product between the magnitude
of the image three-dimensional spectrum and the linear dispersion relation. Bathymetry esti-
mation results show a mean bias error of 1.2 m. A novel commercial coastal monitoring device,
REMOCEAN system [102]–[104], uses this approach to survey coastal dynamics. Although NSP
has been tested in coastal areas, it follows the empirical MTF proposed by Nieto-Borge et al. in
[80] that was obtained using offshore measurements [99]. Recently, Ludeno and Serafino [105]
combined tidal and shadowing modulation approaches with the original NSP method to avoid
external calibration. However, CC of Hs estimates are still of O(0.7), even though they only use
simulated radar wavefields.
Texture Analysis Techniques
Although traditional Hs estimation requires external calibrations, some texture-based tech-
niques, such as tilt- [91] and shadowing-based [106] algorithms, have been proposed to remove
calibration procedure and the estimation of wave spectra. Nevertheless, they are mainly devel-
oped for either infinite deep water or large incidence angles conditions. For instance, Dankert et
al. considered tilt modulation to estimate Hs using marine radar imagery without calibration [91],
[107]–[109]. However, the antenna was installed on oil rigs at deep waters, avoiding shadowing
modulation and non-linear behaviour in shallow water areas [91]. Figure 2.2 illustrates the tilt-
and shadowing modulation of the ocean waves through X-Band radar systems.
Figure 2.2: Tilt and shadowing modulation scheme for onshore microwave X-Band radar systems [2], [40].
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In this regards, Plant and Farquharson [110] investigated two types of shadowing, namely
geometric and partial shadowing in deep waters. They suggested that geometric shadowing is a
poor description of backscatter from low grazing angles. However, it is difficult to distinguish
between these two types of shadowing because SNR differences are very small [111]. Geometric
optics theory has been used for estimating Hs through the probability of illumination P0, as
proposed Buckley and Aler [112]. This theory suggests that the peak-to-trough ratio (i.e. the
illuminated areas reflected from visible wave portions) decreases as the wave height increases for
a given P0, emerging a large number of areas with no reflection due to shadowing. Shadowed
areas are identified by a pixel-by-pixel threshold, in which intensity levels that are lower than
the constant threshold are affected by shadowing whereas others are illuminated. However, a
constant threshold value cannot be applied for different sea states. Thus, CC of Hs tend to be of
order 0.54 [37].
Gangeskar [113], [114] proposed an image shadow statistical analysis to estimate Hs. This
method is based on principles of geometric shadowing and band pass filtering obtaining CC
of 0.67. However, it considers infinite deep water conditions [106]. Later, Gangeskar [106]
also introduced a calibration-free shadowing-based algorithm that can be used even at grazing
incidence conditions. This algorithm adds edge detection, threshold techniques and single noise
filters to the previous procedure, incorporating sea surface slope and the average zero-crossing
wave period. However, the test use the peak period derived from an external reference buoy
instead of the radar estimation, still depending on in-situ measurements. An improved method
is proposed by Liu et. al. in [115], [116]. They smoothed the edge pixel intensity histogram to
select a more robust shadow threshold that yields high CC of Hs (i.e. 0.81). However, this method
is only applied over a short sub-area (e.g. 5◦) where radar backscatter meets wind direction.
Wei et. al. [111] includes the water depth (h) to estimate Hs, but CC do not exceed 0.68 between
radar-derived and buoy-measured Hs data.
Salcedo-Sanz et al. [117] carried out sea state measurements on a FINO 1 platform, where
shadowing cannot be neglected. A SVR (Support Vector Regression) computer-aided algorithm was
trained to remove calibration and to estimate Hs using simulation-based data [117]. However,
SVR neglects diffraction effects and estimates of Hs are only accurate up to 1.5 m. According to
this study, X-Band radar antennas installed in low grazing incidence conditions cannot detect sea
state when local wind speed is lower than 3 m/s because it does not induce enough roughness
on the sea surface [117].
Recently, Chen et al. [118] estimated Hs, Tp, θp and wavelength through the principal compo-
nents (PC) of radar time-sequences derived from an empirical orthogonal function EOF-based
algorithm (EOF-PC). Instead of linear wave theory and MTF formulation, Hs is estimated from
an empirical relationship with the standard deviation of any one PC zi from the 2D time-space
image sequence Z given by, Hs = A + B · std (zi). However, calibration procedure is necessary to
obtain A and B empirical coefficients by using external sensor data, e.g. wave buoys. Besides, the
method uses deep water dataset and it is affected by the selected area and pixel position. Yu et
al. [119] and Zhang et al. [120] considered a rotated EOF (REOF) to estimate Hs. However, the
calibration is still required, similar to the Ensemble Empirical Mode Decomposition algorithm
proposed by Liu et al. in [121]. Chen et al. [122] also included a joint PDF of dimensionless
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wave periods and wave heights to estimate the calibration coefficients of Hs without external
reference data and using nearshore X-Band radar dataset. Joint PDF method is an extension of
the EOF-PC algorithm. However, the performance needs to be improved relative to the SNR- and
shadowing-based algorithms because CC of Hs are lower than 0.78 [37].
2.5 Optical Video-Based Monitoring Systems
Optical video cameras provide continuous sea state measurements from the ocean surface radi-
ation in the visible band, usually neglecting upwelling and direct sun radiances. The modulation
transfer function in optical imagery relates the differences in reflection and intensity with the
true waveform and the sea surface slope. Therefore, MTF depends on the mechanism used for
imaging ocean waves by the camera. For nonbreaking waves, the main mechanism is the specular
reflection of the incident light on the sea surface, which relies on the direction of wave propagation
and the camera looking angles. The specular radiation assumes the sky radiance is isotropic
and homogeneous. Hence, the observed radiance depends on Fresnel reflection coefficient [123],
[124]. However, strong brightness variations occur at non-linear surface slope that hinder the
identification of clear wavefields. The breaking waves radiance in the surf zone relies on the
diffuse reflectivity from the whitecap that is observed from the isotropic scattering mechanism
[123], [124]. In this case, radiance is not closely related to the viewing geometry but the remnant
foam must be removed for correct wavefield isolation.
With regard to nearshore remote sensing, video-based monitoring systems can estimate
bathymetry, shoreline and in some ways wave parameters through conventional video im-
agery products including snapshot, time-exposure or timex, time-variance and timestack images
[125]. Figure 2.3 shows a set of common video-based beach monitoring facility products at Tairua
beach, New Zealand, which is considered as a case of study in [125]. Figures 2.3a to 2.3c (i.e.
snapshot, timex and variance images, respectively) are oblique with resolution 2016 × 1528 pixels.
The cross-shore black line in Figures 2.3a to 2.3c is used for building a timestack image with 10
minutes of time exposure at 2 Hz, as shown in Figure 2.3d [125].
Snapshot images yield beach features that are useful for coastal management (e.g. quantification
of beach users [126], [127]) and geomorphological coastal studies (e.g. detecting beach cusps
[128]). Timex images corresponds to the average in time domain of a large set of snapshot images,
usually 10 minutes of video imagery, which allow the assessment of shoreline evolution [129]–
[133], wave breaking and submerged bars migration in the surf zone [134]–[136], rip currents
[137] and video-derived intertidal [138] and subtidal [139] bathymetry. Moreover, variance
images reproduce the standard deviation in time domain from a set of snapshots [140] and they
have been used for delineate wave breaking regions [141]–[143], runup and mean shoreline
detection [125] obtaining accurate estimations. Time-sequences of video imagery used for timex
and variance images are usually deleted once these products have been computed to reduce
memory requirements. In contrast, timestack is a synthetic image that depicts the evolution of a
given cross-shore beach transect in time (vertical axis) and space (horizontal axis) dimensions, as
shown in Figure 2.3d [125]. Timestacks allow the study of swash zone including runup statistics
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Figure 2.3: Traditional products from video monitoring stations, Tairua beach, New Zealand, as a case of
study: (a) snapshot image, (b) time-exposure or timex image, (c) time variance image and (d) timestack
image [125].
and shoreline evolution for a limited number of cross-shore locations instead of the whole field
of view of the camera [4], [144].
Nieto et al. [145] presented a detailed comparison of some commercial and automated coastal
video monitoring systems such as ARGUS, SIRENA and HORUS. ARGUS coastal stations,
developed by Coastal Imaging Laboratory at Oregon State University in the 1990s, were the
pioneering in video-based monitoring [140], [146]. It consists of a number of optical cameras
installed together at a tower, looking downward at different directions in order to completely
cover the beach [146]. However, users cannot personalize ARGUS facilities [140], [147]. The
Mediterranean Institute of Advanced Studies (IMEDEA) developed SIRENA and ULISES [145],
[148], [149], two open-source software conceived with the objective of video monitoring dynamical
systems. HORUS, developed by University of Cantabria and National University of Colombia, is
able to estimate waves, shoreline evolution and the number of beach users employing snapshots
from high resolution video cameras [150], [151].
Although optical systems have a higher sampling rate (0.1-1 Hz) and a denser spatial resolution
for shallower pixels (∼1 m) than X-Band radars, video-based monitoring systems are unable to
scan sea state during night. Hostile weather conditions during measurements (e.g. fog, low wind
or rain) also contributes to degrade their performance. Besides, it is nearly impossible to estimate
significant wave height (Hs) due to optical limitations and they cover smaller areas than X-Band
radars, of about 1 km. Therefore, X-Band radars are becoming widely used in coastal monitoring
because of their flexibility and their fine spatial and temporal resolution in comparison with
in-situ sensors and others remote sensing techniques, such as satellites, synthetic aperture radar
(SAR) imagery and high-frequency (HF) coastal radars [42], [64].
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2.6 Bathymetry Estimation and Shoreline Detection
Water depth and shoreline are the most critical variables for modelling nearshore variability
that can be surveyed through several direct or indirect remotely sensed products [4], including
LiDAR techniques [152], [153], satellite images [154]–[158], video images [16], [21], [159], infrared
[160], [161] and X-band radar imagery [80], [162]–[164]. Direct bathymetry survey techniques are
highly dependent on optical clarity of sea waters and bottom reflection. They use remote sensing
devices such as spectral satellite-airborne technology and LiDAR instruments, but water depth is
usually overestimated by several meters using these expensive devices [4].
In contrast, indirect water depth measurement requires a priori wave properties estimation (e.g.
wave celerity and wave frequency) considering the remotely sensed intensities as a proxy of the
ocean surface signature. Then, bathymetry can be inferred by applying either frequency-domain
(e.g. 3D-FFT method [165]) or spatio-temporal domain (e.g. phase gradient method [166], [167])
inversion algorithms based on the linear wave theory. The accuracy of depth inversion methods,
including 3-D spectral analysis, time-exposure images and time-stacking techniques, depends
on the capability of the remote sensor to estimate wave speed and wave amplitude with high
accuracy and the applicability of a correct algorithm to relate wave data with water depth, even
in non-linear regions [123]. Indeed, phase gradient method returns ten times finer high-resolution
bathymetry than 3D-FFT-derived water depth estimates [166].
Stereo video-based imagery have been the most powerful and low-cost tool for coastal remote
sensing [134], [168], which were initially used for morphological observation of shoreline and
sandbar migration. However, video data also describe runup, wave energy dissipation, swash
velocity and nearshore water depth. Bathymetry can be obtained from video images using
timestack analysis [4], i.e. 1D space, or considering the whole 2D image by using cross-spectral
method and Principal Component Analysis (PCA).
The cBathy [21], [159], [169] algorithm is the most widely used for video-derived 2D water
depth estimation, which considers two main stages: first, a depth inversion procedure combining
the linear dispersion relation and wave phase fitting for each hourly video; second, a Kalman
filter to smooth the hourly estimated depths updating the previous depth points with the new
estimates depending on the Kalman gain. Therefore, each pixel intensity is transformed to the
frequency domain to obtain water depth from the EOFs of the Cross Spectral Matrices (CSMs) in
a neighborhood of each given point. The analysis of the set of CSMs yields dominant frequencies
and wavenumbers to estimate different water depths and a weighted average of them h̄, which
is then smoothed in the time domain through the Kalman filter. Although cBathy is a robust
depth inversion method for micro/meso tidal environments, it needs to be modified considering
the effect of the tide on the water depth estimation in a highly energetic macro-tidal domain, as
shown in [169].
Bergsma et al. [169] revealed that water depth estimation using cBathy is significantly less
accurate on the inter camera boundaries in a stereo-video system and the bias error tends to
increase when tidal range also increases. Therefore, a parallel depth estimation using only pixels
from single cameras is carried out. Then, depth estimates are combined by a weighted average
considering the centre of mass of each location to overcome camera boundary issues. Besides,
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floating pixels are considered instead of fixed geographical locations to include tidal elevation
in cBathy code. However, the reduction of RMS error is found only for limited wave heights, i.e.
lower than 1 m, because cBathy exhibits limitations dealing with high wave heights, wet/dry tiles
and long waves [146], [170].
The inversion method presented in this doctoral dissertation is based on the idea of the uBathy
approach [16] by determining the wavenumber and wave frequency through the time-series of
pixel intensities, which is fully detailed in Chapter 6. It was originally designed to infer nearshore
water depth through cross-spectral matrix and PCA of the Hilbert transform from video images.
However, a new application using X-Band radar systems is discussed in Chapter 6. Appendix D
provides more detailed description about Hilbert transform.
Catalán and Haller [23], [123] reviewed a large number of models for nonbreaking (e.g. linear
theory and Boussinesq wave theory), breaking waves (e.g. Bore [171] and Shock [172] models)
and waves in the transition between these two zones, i.e. intermediate depths where kh ranges
from 0.15 to 0.81 (e.g. Kirby and Dalrymple KD86 model [173], Hedges [27] and Booij [28]
models), to obtain phase speeds and depth inversions using a hybrid dataset that combines video
cameras, in-situ wave gages and model-generated wave amplitude profiles. Data were collected
from a large-scale laboratory experiment using a fixed bathymetry and a single submerged bar.
Results show that KD86 and Booij composite models provided the best agreement in surf and
intermediate zones, highlighting the simplicity of Booij model for practical applications. However,
wave speed is computed by edge detection using timestack images in 1D space, which are not as
robust as 2D depth inversion algorithms. Similarly, Flampouris et al. [174] found KD86 as the best
performance non-linear model relative to the modified cnoidal and Hedges models, but using
X-Band radar data.
For X-Band radars, the pioneering study in shallow water bathymetry estimation is presented
in [164], which recommended the inclusion of higher order wave models to improve the accuracy
of the over-predicted shallower h, mainly when h > -6 m [165]. Errors are up to ± 2 metres
[57], [175], [176] in the intertidal zone, even using nested radar systems [177]. It was also
suggested by Trizna in [178], [179]. DisC [71], [175] and NSP [64], [97], [99], [101] algorithms
used in WaMoS II and REMOCEAN wave monitoring commercial products, respectively, are the
most popular radar-derived depth inversion methods. They provide morphological information
based on spectral analysis of time-sequence radar images (3D-FFT) and filtering techniques
using the linear dispersion relation. Recently, Ludeno et al. [97] added a modification to NSP
algorithm considering an adaptive spatial partitioning dimension of the radar overlapping sub-
images, according to the local peak wavelengths estimates. This strategy provides more accurate
bathymetric estimates than the original NSP space-invariant partitioning procedure with CC
higher than 0.94, but only for Tp > 7.5 s and h > -15 m. Method shows poor performance in deep
and intermediate waters. Rips currents are also identified in [64].
Bell and Bird et al. [180], [181] introduced the Temporary Waterline depth inversion method for
long-term intertidal bathymetry estimation that evaluates high/low changes in hourly averaged-
radar pixel intensity, which are closely related to tidal variation and wet/dry transitions. Field
data were obtained at about 30 m height above the sea level [57], [182] through WaMoS II system
and POLPRED software. This latter uses a model based on harmonic constants and the type
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of tide in offshore operations. Since Temporary Waterline algorithm depends on tidal changes,
measurements must be performed during long periods of time (i.e. at least two-week to observe
the full spring-neap cycle) with considerable spatial resolution to avoid significant bias errors.
Wu et al. [63] proposed a depth inversion algorithm based on image decomposition techniques
and Hilbert transform to estimate the local wavenumber from radar images using single-period
wavefields. Since the wave period is constant during wave propagation, a spectral filtering of the
power density is carried out on individual pixels to obtain the monocomponent signals using 1-D
inverse FFT (IFFT). Then, the Hilbert transform yields the imaginary part of the signals and the
signal phase can be estimated from the phase derivative. The gradient of the local phase allows







phase speed and water depth can be estimated considering the most frequency wavenumber
from each location. Although the computational complexity is lower than DisC and wavelet
transform methods, the isolated wave periods are limited to Ts greater than 7 s because wave
patterns are sufficiently clear.
Besides, McNinch [163], [183] developed a Bar and Swash Imaging Radar (BASIR) to measure
water depth, shoreline, runup and sandbars in swash and surf zones throughout large alongshore
distances (5-10 km), especially during storm events. BASIR is a mobile X-Band radar mounted
on a beach vehicle with a dual-channel global positioning system (GPS) to map the nearshore
morphodynamics at very low grazing angles. It uses a fixed antenna height, i.e. 3 m elevation
above surface level, a sampling frequency of 0.4 Hz and a modest power of ∼12 kW. However,
large wave heights are required for breaking wave detection and wave parameters have not been
estimated yet using BASIR system. Moreover, data collection is not carried out while the vehicle
is moving along the beach. Instead, the X-Band radar only can move to new location once it has
collected 8-10 minutes raw-radar images in the previous position.
Regarding coastline detection, there are a widespread number of applications based on digital
coastal images including aerial photographs, LiDAR data and ARGUS video systems which have
been documented in [184]. In particular, stereo-video systems use time-exposure [185], [186] and
time-variance [17], [125] images to extract proxy shoreline features, being the high-water line
(HWL) the most common discernible shoreline indicator to represent the true shoreline position
[184]. Recent studies about video-based shoreline detection also include image processing
techniques such as edge detection, automatic threshold detection, binarization based on the
distribution of color intensity in the RGB histogram, erosion and dilatation techniques, image
subtraction, supervised classification, adaptive filtering and smoothing approaches, similar to
satellite imagery methods [156]–[158], [187].
Among the variety of data sources, X-Band radars have not been widely used as shoreline
mapping devices. However, they can automatically surveyed morphological changes (e.g. seabed
features, water depth estimates and shoreline variations) over large distances even during storms
[163], [183] in order to support coastal management decisions using time-averaged images [188].
However, manual corrections is sometimes required, especially in irregular wave breaking areas
[163].
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2.7 Merging Marine Radar and Optical Video-Based Systems
Several studies use both optical and microwave data to measure nearshore dynamics, including
swash and wave breaking zones. Haller and Lyzenga [189] introduced the pioneering shallow
water wave breaking comparison between radar and video observations at intermediate grazing
angles. Sensors are accurately synchronized and geolocated. Wave breaking regions are identified
by an empirical threshold procedure. Results show that radar is less sensitive to persistent
high-intensity foam on the sea surface. Therefore, breaking and nonbreaking waves are identified
with less tuning using radar imagery. Similarly, Ruessink et al. [162] measured sandbar location
from time-averaged X-Band radar images and timex video imagery also tracking the maximum
intensity with good agreement.
Regarding low grazing angles, Catalán et al. [124], [190] analyzed intensities and different
scattering features between radar and video sensors in the surf zone to classify breaking and
nonbreaking regions through a Joint Probability Density Function (JPDF). In [163], shoreline and
nearshore sandbar locations are measured by the mobile X-Band BASIR system and then esti-
mations are compared with video-derived data and in-situ measurements. Results show high
correlation between radar and ARGUS sandbar estimates whereas water depth is under-predicted
relative to in-situ bathymetric profiles. Besides, radar antenna position and orientation is crucial
to define the Bar and Swash Imaging Radar system accuracy.
Perkovic et al. [191] measured long-shore surface currents using Doppler radar and Particle
Imaging Velocimetry (PIV) video data. Shoreline was only detected from video-derived timestack
images. Both marine radar and video systems were deployed at 73 m above sea level, neglecting
shadowing modulation effects. Although radar and stereo-video imagery rely on different
measurement mechanisms, reasonable accuracy was found with CC of about 0.78. However,
differences between radar- and video-derived velocity estimates increase as range also increases
because the spatial resolution of both systems degrades at seaward direction. Thus, the cross-
shore pixel geolocation of two data sources may not be aligned. Differences between radar
and video estimates in the surf zone were mainly attributed to inappropriate image-to-ground
coordinate transformation, lack of synchronization and lens distortion of video cameras. In
contrast, Benetazzo et al. [192] suggested, as a future research, the use of directional properties
of stereo imagery to find the best radar MTF and scale calibration factor, after comparing the
directional wavenumber spectra from radar and video overlapping wavefield regions.
Rutten et al. [146] estimated nearshore bathymetry from VV polarized marine radar data and
optical video imagery, neglecting the correction for finite wave amplitude dispersion in non-linear
wavefields. Depth inversion was carried out using 3D-FFT and cBathy algorithm from radar
and video time-sequence images, respectively. According to bias and RMS errors, they defined
three depth ranges, namely shallower, intermediate and deeper water regions. Limits of depth
ranges are different for both microwave and optical sensors. Intermediate depth range is the
best agreement zone for both video and radar systems relative to in-situ data. Bias error from
radar images is up to -2.3 m in shallower depths because of FFT accuracy depends on window
size, sequence length and homogeneous wavefield in the region of interest. As stated in [146],
FFT method yields larger bias and RMS errors than cross-spectral algorithms in shallow waters.
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Indeed, this doctoral dissertation evaluates a cross-spectral methodology based on EOF analysis
and Hilbert transform, instead of traditional FFT method, to infer nearshore water depth from
radar imagery. Besides, sensors in [146] were deployed at too far locations (4 km) from each other,
that means there are not enough overlapping footprints over a dense area of interest. Thus, data
fusion test was not properly carried out.
Recently, Honegger et al. [166], [167] implemented the cBathy depth estimate algorithm on
X-Band radar data at micro- [166] and macro-tidal [167] nearshore areas. As stated above, cBathy
was originally designed from video cameras. They added a time lag correction between pixel
time series in order to reduce possible error source, since cBathy algorithm has been exclusively
applied to snapshot video images. Water depth estimates from X-Band radars show mean bias
errors and RMSE of 0.26 m and 0.49 m, respectively, by applying the Kalman filter but without
considering non-linear effects [166]. Hence, significantly higher errors are achieved at locations
shallower than 2 m depth (surf zone). In contrast, bathymetric inversion from video imagery
shows mean bias errors and RMSE of 0.23 m and 0.44 m, respectively [166]. In the extended case
where tidal currents are considered on the linear dispersion relation [167], the mean bias error is
0.02 m with RMSE of 0.35 m. Therefore, inherent limitations of cBathy algorithm remain [166].
A data-model assimilating method, Beach Wizard [193], was able to reduce nearshore subtidal
bathymetry bias error applying an optimal least-square estimator. Water depth was updated
considering wave celerity and time-averaged radar and video images. In-situ measurements
were not available. Model-predicted errors increase with periods of low wave heights, mainly
in the deeper seaward areas. In surf zone areas, incorrect video image rejection yields false
bathymetry update. In contrast, Wilson et al. [17] predicted bathymetry by assimilating 5 hours of
in-situ and remotely sensed measurements (including IR, radar and video imagery) through the
ensemble Kalman filter. Bathymetry is rapidly corrected and a surf zone rip current is observed
only using remote sensing data. Shoreline and wave current are obtained from variance and
timestack ARGUS images, respectively. Wave celerity and wavenumber is derived from both
radar and video data. However, radar data are disregarded in a cross-shore range of 0-250 m
from the detected shoreline because pixel resolution is inferior than optical systems, yielding an
under-estimated wavenumber in shallow waters.
2.8 Summary
Coastal systems are sensitive environments where a large number of non-linear processes
operate at different space-time scales. Since beaches are the first barrier in front of coastal flooding
and their economic and social importance is relevant in terms of tourism economy and outdoor
recreation, several studies of nearshore zones have been performed to better understand coastal
processes. Remotely sensed data are of the particular interest because they can measure wave
characteristics in large coastal areas even at high-energetic storm conditions unlike in-situ sensors.
This Chapter introduces a variety of definitions and previous studies related to wave properties
estimation, shoreline detection and depth inversion using X-Band radars and optical video
imagery.
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On a general basis, radar-derived wave properties algorithms based on spectral analysis ap-
proach considers empirical MTF, signal-to-noise ratio and the three-dimensional discrete Fourier
Transform with good agreement between estimated and ground truth wave data. However, they
depend on several factors and assumptions which make them only approximate for a single
location. Hence, they may need to be calibrated by using external reference in-situ sensors
when the algorithms are applied on a different study area [1]. In contrast, texture analysis tech-
niques remote calibration procedure, but they demand considerable computation time and the
performance needs to be improved relative to the spectral analysis algorithms. Besides, video
monitoring systems usually capture noisy signals from remnant foam and wave breaking in the
surf zone that hinder the accurate depth inversion and shoreline detection, even in daylight hours
with fair weather conditions.
Although previous studies have suggested a potential fusion of radar and video systems,
conditions how and when microwave and optical algorithms can be considered as complementary
coastal monitoring data sources are still poorly defined. Besides, depth inversion algorithms
strongly depend on traditional FFT procedures and linear wave theory, neglecting shadowing





“To receive everything, one must open one’s hands and give.”
Taisen Deshimaru (1914 – 1982)
3.1 Introduction
Optical cameras and X-Band marine radars have become the most desirable nearshore sampling
tools. However, most of applications use fixed video cameras because X-Band radars have only
been adapted for wave data retrieval. Marine radars provide day-night sea state data and large
spatio-temporal resolution to measure coastal processes, whereby they are good mapping tools
for further coastal investigations. Although several studies show that coastal morphology can
be described by video cameras [17], optical systems cannot estimate some wave properties
such as significant wave height [2]. Hence, it is reasonable to believe that dissimilarities and
advantages by which both sensors (i.e. radars and cameras) interact in coastal environments
provide interesting opportunities to merge them through the simple addition of individual
devices capabilities. Their complementary spatial and temporal resolutions with non-redundant
information could yield a more detailed footprint of the nearshore processes.
The challenge of remote sensing in coastal areas is to develop more advanced algorithms
and methods to obtain accurate sea state data, water depth and shoreline estimates which can
be incorporated into prediction models in shallow areas. Therefore, this doctoral dissertation
mainly discusses two hypotheses: (1) Accurate sea state parameter estimations could be retrieved
from X-Band marine radars through the mitigation of shadowing effects, (2) coastal morphodynamics and
hydrodynamics estimates could improve by merging data from multiple low-cost sensors. The research
performed along this PhD thesis has been the result of the combination of different techniques
aimed to be complementary in order to prove the previous hypotheses. Since coastal dynamics
is governed by a set of nonlinear processes, the nearshore study requires not only accurate
modelling systems but also continuous measurements of nearshore conditions. In this Section
we outline some of the techniques applied and developed in the different Chapters where more
details are given.
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3.2 Field Sites Description
This research requires four distinct datasets that were acquired during different field campaigns
at onshore locations in beaches from the Caribbean Colombian coast and the Western Mediter-
ranean coast. A brief description of each study area and an overview map of the experimental
setup is given.
Salgar Beach
Salgar beach is one of the beaches of Puerto Salgar, a township in the town of Puerto Colombia
seven miles from Barranquilla, in the Colombian Caribbean region. The wide belt of beaches
begins on the province of Sabanilla and ends on the rocky cliff of Salgar Castle, a National Historic
Landmark. Salgar is located in the Northwestern coast of the Caribbean Sea, as shown in Figure
3.1. From a morphodynamic point of view, Salgar is an intermediated transverse bar and rip
beach (TBR) with high wave energy dissipating along its coastline. It is discontinuous along
shore, because of alternation of shallow bars and deeper rip channel. Typically, Hs is below 2 m
from the northeast, according to in-situ data from the directional wave buoy located at Bocas de
Ceniza, Colombia [194], [195]. As depicted in Figure 3.1, the field site is located at 11◦1′5.772′′ N,
74◦56′29.796′′ W, on the terrace floor of the Salgar Castle.
Salgar beach is a shocking case of coastal erosion [10], [196]. Some civil coastal defense
structures, such as groynes, have been constructed in Salgar beach for damage mitigation and
protection of this vulnerable zone. Regarding the hazard rating, this beach corresponds to a
moderately hazardous area, with a hazard rate of 6/10 due to the groynes generate topographic
rips. It is one of the highest rates in the Colombian Caribbean coast. Besides, Salgar beach has a C
public risk level, mainly because human overuse and touristic explotation [194]. Hence, sea state
needs to be continuously monitored to manage timely preventive actions against these issues.
Figure 3.1: Salgar beach location and equipment setup in Salgar Castle (20 m above the mean sea level
(MSL): LAT = 11◦1′5.772′′ N; LON= 74◦56′29.796′′ W).
Castelldefells
Castelldefels is an open, tideless and dissipative beach located approximately 20 km south-west
of Barcelona (Spain), facing southward at the Western Mediterranean Sea, as depicted in Figure
3.2. Castelldefels beach is about 4.5 km long and it belongs to the strech of the Llobregat river
delta. The study site is located at 41◦15′54.440′′ N, 1◦59′50.628′′ E, scanning 5 km2 with the
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radar signal. This beach is mainly comprised by sand with a uniform sediment size of 0.3 mm.
Generally, waves come from both East-Southeast and the Southwest but the highest waves come
from the East (mainly between September and March) because the strongest influence of winds
that are presented from this direction [125], [135].
Figure 3.2: Castelldefels beach location and equipment setup in Marítimo restaurant (13 m above the mean
sea level (MSL): LAT = 41◦15′54.440′′ N; LON= 1◦59′50.628′′ E).
Cala Millor
Cala Millor is a semi-stretched and sandy beach located in the North-eastern coast of Majorca,
Balearic Islands, Spain, in the Western Mediterranean Sea. The beach area is about 14 km2 with
1.7 km long and a variable water depth ranging from 6 to 35 m. The seabed is colonized by the
endemic Posidonia oceanica meadow, which increases bottom roughness modifying the sediment
transport [197]. Cala Millor is a microtidal (i.e. with a negligible tidal regime below 0.25 m) and
an intermediate beach with a dynamic configuration of transverse and crescentic bars. Due to
its semi-enclosed configuration, waves typically come from the NE to the ESE with a significant
wave height usually bellow 0.9 m. Bathymetric variations are often more intense than sandbar
movement and the occurrence of storm is during 2% of the days of a year with Hs over 1 m [198].
Figure 3.3: Cala Millor beach location and equipment setup in the rooftop of the SENTIDO Castell de Mar
hotel (46.7 m above the mean sea level (MSL): LAT = 39◦35′46.849′′ N; LON= 3◦22′59.164′′ E).
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San Andres Island
San Andres Island is a coastal reef environment in the Colombian Caribbean Sea that belongs
to Archipelago of San Andres, Old Providence and Sta. Catalina. This territory is at the lower
Nicaraguan rise in the Western Caribbean Sea. San Andres Island is located at 750 km from the
north-western coast of Colombia with an area of 25 km2 and a population of more than 60.000
inhabitants. Therefore, it is probably the largest and the most densely populated island in this
province, where climate change and human impact over coral reef health must be analyzed [199],
[200]. Figure 3.4 shows the study site location at the northeastern coast of San Andres Island,
specifically at down-town area. The study site is a tropical area with a plenty of borderline reefs,
the most common coral reef type in Colombia, which forms a solid and continuous structure with
a lagoon of variable depth.
From a hydrodynamic point of view, wind directions are primarily from the ENE with mean
monthly variations between 4 m/s (May, September-October) and 7 m/s (December-January,
July). Significant wave height is below 2 m. The predominant surface wave current is from E to W
in the Caribbean Sea, which forms a large counter-clockwise eddy in the south-western Caribbean
coast. San Andres Island is permanent exposed to long-periodic oceanic swells generated by
trade winds over nearly 2000 km wave fetch, whose released energy influences the structure of
benthic communities on coral reefs, beach morphology and sediment transport processes.
Figure 3.4: Study site at the northeastern coast of San Andres Island. Equipment setup at Calypso restaurant
(34 m above the mean sea level MSL: LAT = 12◦35′6.2′′ N; LON= 81◦41′35.8′′ W).
3.3 Observations
Field data is acquired by X-Band marine radars, in-situ sensors and video monitoring systems.
The in-situ data is necessary to validate the performance of both radar- and video-derived esti-
mates and to establish a clear relationship with radar and video accuracy. In-situ measurements
must align spatially and temporally with remote sensor datasets for comparison. Therefore, in-
situ data is often interpolated to be spatially similar to radar grid. Figure 3.5 depicts a schematic
representation of the relationship between the remotely sensed data and in-situ datasets with the
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3.3.1 X-Band Radar
In this study, a commercial X-Band marine radar FURUNO 8252 was used for scanning the
coastal area. In particular, the pulse nautical radar was equipped with a 6-foot long X-Band
antenna (9.41 GHz) rotating in the horizontal plane (HH polarization) at 48 rpm which results
in a temporal resolution of 1.25 s. The output peak power of the system is 25 kW and the radar
field of view was 180◦ for the measurement campaigns, thereby the coverage area corresponds to
5 km2. The radar system transmits short pulses whose length are 80 ns with a horizontal beam
width of 1.35◦.
The nominal radar range resolution given by ∆rRADAR = cτ/2, where τ is the length of the
electromagnetic transmitted pulses and c is the speed of light. Thus, a τ = 80 ns pulse length
corresponds to a ∆rRADAR = 12 m. However, the sample frequency of the acquisition system
could be selected in order to obtain a desired range resolution for the digitized images [51].
The range resolution designed for the system can be obtained as ∆r = c2 fADC , giving ∆r = 6 m.
The azimuthal resolution is 0.1◦ using a sample frequency fADC = 25 MHz for the Analog-to-
Digital converter (ADC) [51]. Table 3.1 summarizes some system configuration parameters of the
marine radar [201].
TABLE 3.1: Parameters of the radar acquisition system FURUNO FR-8252
Parameter Value
Frequency 9.41 GHz
Peak power 25 kW
Antenna rotation period (4t) 1.25 s
Spatial resolution (4r) 6 m
Radar coverage 2500 m
Pulse length 80 ns
Antenna Polarization HH
Pulse repetition frequency (PRF) 2100 Hz
Horizontal beam width 1.35◦
Vertical beam width 22◦
Azimuth resolution 0.1◦
Antenna speed rotation 48 rpm
Figure 3.6 shows the block diagram of the X-Band radar system developed by the Telecommu-
nication and Signals Group (GT&S) from Universidad del Norte, Colombia. The system employs
a FPGA Cyclone I core that incorporates a clock signal of 50 MHz, a 10-bits ADC acquisition card
that allows mapping the digitized echo intensity from 0 to 1023, and a LAN controller to send
the sea clutter data to a computer via Ethernet port connection [51]. Echo signals received from
the sea surface are visualized in the Radar Display Unit. Then, the acquisition system discretizes
the sea clutter data using Trigger, Heading and Bearing signals for synchronization. Thereby, time
sequence of raw radar images are acquired and transmitted [51]. The radar system measures sea
surface through off-line spectral analysis. Sea state parameters as θp, Tp, Hs and temporal-spatial
































Figure 3.6: Block diagram of the radar acquisition system and settings.
3.3.2 Video Monitoring System
SIRENA video monitoring system [145] operates during the field experiments to capture
nearshore images at Castelldefels and Cala Millor beaches. Results are discussed in Chapter
6. The stereo-video system is installed in a 32 m high observation tower at Castelldefels beach,
whereas it is deployed at 46.7 m above MSL in Cala Millor beach. Both video-based systems
consist of 5 full-colour cameras SONY XCD-SX90CR IEEE1394b that covers a full field of view
of the beaches (i.e. 180 degrees overview of the shoreline). Optical cameras are connected to a
central SIRENA Station with Linux/Ubuntu operating system that stores, digitalizes and transfers
the video data to the SIRENA Network System that makes images available to the user. This
storage system is also a GNU/Linux with CentOS connected to the Internet [145].
SIRENA open source code provides one snapshot image, one timex image and one variance
image every daylight hour with a resolution of 1298 × 960 pixels. Timex and variance images
are statistical products that consider the first 10 minutes of each hour (i.e. the mean and the
standard deviation of 600 snapshot images at 1 Hz, respectively) to quantify hydrodynamical and
morphological coastal data. For instance, shoreline and submerged sandbar detection through the
identification of stripes of foam in the video imagery contrast is a useful application for coastal
management.
Afterwards, video images are rectified and transformed from image-to-ground local coordinates
through standard photogrammetric equations and assuming an invariant vertical coordinate
at tidal level. Hence, detailed information about camera position, orientation and focal length
are needed. Visible and georeferenced distance temporary ground control points (GCPs) allow
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the definition of tilt, pitch and roll to accurately obtain the true camera orientation, which is
crucial to identify image coordinates. However, camera orientation can rapidly shift due to strong
winds or thermal expansion. Therefore, a periodical calibration procedure is required. Radial
lens distortion is corrected using the focal length which is typically measured in the laboratory,
but it is only suitable to a particular image geometry.
Finally, ULISES open source code merges the stereo-video imagery from the five cameras into
a planview of the shoreline with a size of 2001 × 601 pixels (i.e. 1000 × 300 m with a pixel
resolution of 0.5 m) [148]. The origin of the coordinate system is the location of the SIRENA video
monitoring system. Figures 3.7a and 3.7b show a panoramic photography of the video-based
coastal observation system at Castelldefels and Cala Millor beaches, respectively.
(a) (b)
Figure 3.7: Stereo-video coastal observation system at (a) Castelldefels beach and (b) Cala Millor beach.
3.3.3 In-situ Data
Wave Data
Wave data from the ADV gauges where obtained considering the pressure field associated
with a progressive wave and the unsteady Bernoulli equation. Basically, the ADV gauges sense
the pressure fluctuations and then we calculate the associated water surface elevation by least-
square fitting pressure data to a Fourier series and applying the Equation 3.1 and 3.2 [19]. These
expressions consider that pressure measured by the gauge is comprised by a hydrostatic term,
which does not rely on the presence of waves, and an oscillating dynamic pressure as a result of
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where pD is the dynamic pressure which is isolated by subtracting the mean hydrodynamic
pressure, ρ is the ocean water density, g is the acceleration due to gravity and Kp(−h) the
pressure response factor, knowing the water depth h of the installed gauge and the angular
frequency ω of the reconstructed waves, the linear dispersion relation, ω2 = gk tanh(kh), could
be used for determining wavenumber values (k) and finally estimating the free sea surface
displacement η, as shown in Equation 2.2 [19].
On the other hand, the X-Band radar scanned the sea surface every 5 minutes during Salgar
beach campaign but the deployed ADCP provides currents and wave data only 20 minutes every
hour. Therefore, the outputs of the X-Band radar are averaged every hour and the resulting sea
state parameters are compared with the in-situ data in order to minimize the error produced by
no-matching output time between X-Band radar dataset and the in-situ measurements.
For the MUSAFELS experiment at Castelldefels beach, the three bottom-mounted pressure
gauges (ADV) operated during 210 seconds every 30 minutes, the AWAC sensor worked twice
times each hour collecting sea state data during 20 minutes on each run and the X-Band radar
worked continuously. Therefore, the time exposure radar images were truncated until the mea-
surement period limited by the in-situ sensors. The same procedure is used for field datasets at
Cala Millor, Salgar and San Andres Island beaches.
Bathymetric Surveys
Topographic profiles and bathymetric surveys were carried out to describe the nearshore
morphological variations in every study site. A differential GPS-RTK with submetrical resolution
is used for the description of shallow water depth characteristics in aerial and submerged beach
(i.e. from shoreline and up to 1 m depth). Deeper depths at submerged beach is measured in
cross-shore transects by using a Biosonics DE-4000 multibeam echo-sounder with a cell size of
1× 1 m, which is mounted on a ship yielding a dense mapping of the nearshore area from 0.5 m
and up to 30 m depth.
Bathymetric surveys were performed during calm sea state conditions to reduce errors in
measured water depth due to wave-induced pitch and roll of the ship. In-situ measured water
depth data is often converted to the radar grid by linear interpolation and smoothing techniques.
Radar range, i.e. 5 squared kilometres, defines the spatial domain of the bathymetric study in this
doctoral dissertation. Particular details are presented on each Chapter, when more information is
required.
3.4 Numerical models
The Simulating WAves Nearshore (SWAN) model solves the equation of action balance for the
propagation of the wave spectrum, allowing realistic estimations of wave parameters in oceanic
and coastal zones [202]. To assess the performance of SWAN in the area, the model is first
validated in a non-stationary simulation using the Japanese 55-year wind Reanalysis, JRA-55
[203] using a coarse grid of 229 × 101 points spaced each 12 km in longitude and latitude, that
covers the Caribbean basin.
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Sea states from a model grid point at the same position of the NOAA buoy # 42058, were used
to validate the simulated waves. This buoy is in the central Caribbean at 14.755◦N, 74.56◦W.
Wave growth by wind was set as exponential following the formulation of Komen et al. [204] and
the deep water non-linear interaction by using the Webb-Resio-Tracy method, as stated in [205].
Besides, wave breaking as well as energy dissipation by whitecapping and bottom friction were
took into account for the simulation [205]. The time step was set as 30 minutes and results stored
for each sea state condition, i.e. every 3 hours [205].
The mean bias and root mean square error (RMSE) between the buoy and the SWAN model
grid point time series are about zero whereas the Willmot and the correlation coefficient are 0.9
and 0.83 respectively, showing a good fit between modelled and observed data, as shown in
Figure 3.8. This relationship is statistically significant at a confidence level of 95% according to a
two-tailed t-Student distribution with p-value lower than 10−5 [205].
Subsequently, validated SWAN model was implemented for the San Andres area in stationary
mode. In this case, the SWAN domain had a resolution of 50 x 50 m2 (i.e. 480 × 419 grid points)
with bottom left UTM coordinates 1375010 N, 413380 E at zone 18 N. Bathymetry was obtained
from the nautical charts COL 414, COL 201, COL 202 from the Colombian Hydrographic Institute,
with scale ranges of between 1:25000 and 1:100000.
Figure 3.8: Dispersion diagram where the WWIII data propagated with SWAN model are correlated with
the wave data of the buoy # 42058 available in the National Data Buoy Center of the NOAA.
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Chapter 4
Estimation of Sea State Parameters
“Do not go where the path may lead, go instead where there is no path and leave a trail.”
Ralph Waldo Emerson (1803 – 1882)
4.1 Introduction
This Chapter presents a novel procedure to estimate wave parameters in coastal areas consider-
ing extreme grazing incidence angles, i.e. shadowing, without external calibration neither the
definition of an empirical MTF. The method employs filtering and interpolation approaches to
mitigate shadowing effects so as to enhance sea clutter raw radar data (beam by beam). Shadow-
ing influences on sea clutter intensities along range (i.e. the distance from the detected target to
the transmitter antenna) are considered, which have not been studied yet in detail [206].
The proposed methodology uses datasets acquired from a FURUNO FR-8252 X-Band marine
pulse radar, whose acquisition system was developed by the Telecommunication and Signals
Group (GT&S) from Universidad del Norte, Colombia [40]. The radar system was deployed at
onshore locations during different field campaigns which took place at beaches in the Caribbean
Colombian coast (Salgar, Colombia, on February 2014 and June 2015) and the Western Mediter-
ranean coast (Castelldefels, Spain, on March 2018). Five different pre-processing approaches
were tested in order to determine the most appropriate technique to estimate coastal sea state
parameters with high resolution and accuracy mitigating shadowing. Results derived from each
proposed technique were compared with in-situ data obtained by a Nortek AWAC (Acoustic Wave
and Current) sensor. In summary, the main contributions of this methodology are:
• To the best of our knowledge, this is the first method that identifies intensities affected by
shadowing modulation along range and corrects them using filtering and interpolation
approaches to fill in the shaded areas.
• The system was designed using data acquired by coastal radar stations in nearshore appli-
cations considering extreme grazing incidence angles from electromagnetic signal over sea
surface without calibration.
• Unlike previous studies that use offshore empirical MTF to correct the estimation of coastal
wave parameters, the proposed methodology considers intensity data of each beam along
range taking advantage of high spatial resolution of radar systems (6 m, in this case).
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• Therefore, the procedure is able to reconstruct the wave frequency spectrum at each pixel
with a spatial resolution of 6 m covering an area of more than 5 square kilometres. As a
result, the estimation of coastal wave parameters derived from X-Band radar systems can be
compared with hundreds of in-situ sensors monitoring the total coverage area of the radar
system at the same time. However, spatial resolution improvements involve restrictions
in the temporal sampling domain [1]. Although X-Band marine radars map hundreds of
meters covering large areas during short timescales, they do not get the accuracies of in-situ
measurements and they require as well a high computational cost.
The chapter is outlined as follow. Section 4.2 gives a brief description of all datasets used for the
analysis. Section 4.3 is devoted at presenting an empirical characterization of shadowing effects
in coastal areas defining the methodology to adjust the threshold value for the interpolation. The
methodology to estimate wave parameters, such as peak period Tp, peak wave direction θp, peak
wavenumber kp and significant wave height Hs, is presented in Section 4.4. Section 4.5 deals
with the comparison of the sea state parameters estimation and the measurement provided by an
ADCP Nortek AWAC, which was installed at a depth of 8 m in the area. A discussion is presented
in Section 4.6. Finally, Section 4.7 concludes the chapter.
4.2 Field Data
The present study considers three datasets acquired at two different beaches: Salgar beach in
Colombia and Castelldefels beach in Spain. Table 4.1 summarizes the dates and the number of
sea states (n) considered. It also includes the code used hereinafter to refer each set. The sea state
conditions detailed in Table 4.1 are the average values of Tp and Hs derived from AWAC sensors,
as mentioned in Chapter 3.
TABLE 4.1: Summary of the datasets considered for the study
Code: description Date (yyyy/mm/dd) n
S1: Salgar, 10 m AMSL 2014/02/28 4
S2: Salgar, 20 m AMSL 2014/02/28 4
S3: Salgar, 20 m AMSL (Tp < 9 s, Hs < 2 m) 2015/06/19 9
C1: Castelldefels, 13 m AMSL (Tp < 6 s, Hs < 0.45 m) 2018/03/14 3
C2: Castelldefels, 13 m AMSL (Tp < 8 s, Hs < 1.6 m) 2018/03/15 15
C3: Castelldefels, 13 m AMSL (Tp < 7 s, Hs < 1 m) 2018/03/16 11
C4: Castelldefels, 13 m AMSL (Tp < 4.5 s, Hs < 0.9 m) 2018/03/17 6
C5: Castelldefels, 13 m AMSL (Tp < 10 s, Hs < 1.3 m) 2018/03/18 11
C6: Castelldefels, 13 m AMSL (Tp < 5 s, Hs < 1 m) 2018/03/19 11
In this study, S1 and S2 datasets (Table 4.1) are used for the characterization of shadowing
modulation throughout the distance away from radar antenna location. S3 dataset runs from
Salgar field campaing on June 2015 was used for illustrating the technique and explaining
the initial results. The technique was then further tested using data collected as a part of the
MUSAFELS experiment, conducted during March 14th-19th 2018, at Castelldefels beach (C1-C6
datasets) over different wind and wave conditions.
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This study requires wave data from X-Band radar images and a set of in-situ measurements for
evaluating the performance of the radar estimates. S1 and S2 datasets were derived from two
radar antennas installed on the first and terrace floor at Salgar Castle at 10 m and 20 m above the
mean sea level (MSL), respectively. For S3 dataset, a single X-Band marine radar was deployed on
the same location than S2. Radar antenna was oriented 27◦ NW. An ADCP sensor was installed
in 8 m water depth to compare its wave data against the X-Band radar estimates.
For MUSAFELS campaing (C1-C6 datasets), a X-Band radar was deployed on the roof of the
"Marítimo" restaurant at 13 m above MSL with a field view of 180◦. The antenna was oriented
193◦ SW. Wave data were obtained from an array of three wave gauges (ADV 1, 2 and 3) located at
3.8 m, 5 m and 7 m water depth, respectively. Besides, an ADCP sensor was deployed at a depth
of 21 m inside the coverage area of the radar antenna. Figures 4.1a and 4.1b give a general layout
of the marine radar and in-situ instruments deployment in Salgar and Castelldefels beaches,
respectively.
4.3 Shadowing Characterization
In order to characterize the sea clutter intensities affected by shadowing modulation, each
radar antenna height of the S1 and S2 datasets corresponds to a stochastic process that has its
own realizations along range. The sample space (Ω) of these two stochastic processes is made
from 200 realizations corresponding to the intensities of the highest variance beam along range
from the sea clutter images. A pre-filtering is first applied in order to identify the highest variance
beam in the sea clutter image, eliminating echo signals received from buildings, vessels, land and
other objects. If it is not done, the highest variance beam may correspond to non-clutter signals
distorting the analysis [40], [41].
The variation of shadowing along range has a key role to estimate wave parameters, such as
Hs [207]. Considering that geometric shadowing occurs when any echo signal is received from
the smallest and obstructed waves forming hidden and noisy areas in the sea clutter images [52],
[106], [110], [208], two methods for counting the amount of intensities affected by shadowing
are proposed. As a first step, the mean RCS of each antenna height is fitted to a third-order
polynomial function since the radar equation explains that the power decay along range is cubic
[52]. Figure 4.2a and 4.2b present the polynomial function fitted to the mean RCS at 10 and 20 m
above MSL, respectively. The proposed methods for shadowing characterization are as follow:
1. Method 1 considers that the intensities affected by shadowing are those below the polyno-
mial approximation at each range. The red line in Figure 4.2 corresponds to the adjusted
threshold considered in this method, which changes for each distance from the radar
antenna. Likewise, the black dots correspond to the mean RCS.
2. Method 2 takes into account that shadowing can be identified counting all the echo intensi-
ties that are below the smallest value of the polynomial approximation, which is usually
reached at 2 km away from the radar antenna, as shown in Figure 4.2. After that distance,
there are no significant difference between the averaged intensities. Unlike the previous
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Figure 4.1: General layout of the marine radar and the in-situ sensors in the (a) Salgar campaing (S1-S3
datasets), (b) MUSAFELS campaing (C1-C6 datasets).
4.3. Shadowing Characterization 41
Figure 4.2: Polynomial approximation from the mean RCS (Radar Cross-Section) collected by the radar
antennas located at (a) 10 m and (b) 20 m above MSL. Red line represents the best third-order polynomial
function fitted to the average RCS (black dots) of each antenna height.
method, the threshold value does not change along range but it may vary for different sea
state conditions.
The proposed methods consider principles of geometric shadowing along the surrounding
azimuth area of the highest variance beam. However, they can be applied to partial shadowing
processes because echo signal from shadowed areas are always weaker than the backscatter signal
from illuminated facets [106]. This assumption makes sense since radar signal-to-noise ratio
(SNR) is directly derived from wave intensity and variance [40], [41]. Due to azimuth direction
of the highest variance beam matches properly with the wave direction, it provides the most
accurate description of the current coastal wave conditions and allows searching an appropriate
threshold to explain shadowing. Besides, this research is focused on range dependence instead of
azimuth dependence since waves approach perpendicular toward shoreline in coastal areas due
to bottom refraction (unlike offshore stations) and the azimuth dependence could be neglected
[52].
Basic statistical measures are computed for the two stochastic processes of interest. Figure 4.3
depicts the mean, median, mode, standard deviation, maximum and minimum values of the echo
intensities along range in gray levels (0-255). According to Figure 4.3, a more stable variance is
observed from the intensities captured at 20 m height (black dots) than the echo signals obtained
at 10 m above MSL (red dots). Variance peaks arise due to the radar antenna delay and the
original operation of a pulse X-Band radar [91], [209].
Figure 4.3g depicts the kurtosis (κ) behaviour using the mean RCS from 200 intensity points
at each distance. Since kurtosis is a measure of how outlier-prone a distribution is, we found
the mean kurtosis value (κ̄) to characterize the entire dataset along range. As it can be seen,
majority of points are concentrated around κ ≈ 3 for both heights. Indeed κ̄ is 2.97± 0.38 and
3.04± 0.40 for dataset collected at 10 m and 20 m above MSL, respectively. Hence, data behave
as a Gaussian distribution at both heights. Besides, 11.8% and 15.4% of total kurtosis data (416
distances) are higher than 3± σκ̄ at 10 m and 20 m above MSL, respectively. Hence, it can be
concluded that intensity data at both heights are normally distributed and they can be described
as a mesokurtic distribution with a great concentration around the mean values. It is worth to
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note that the maximum κ is obtained in the most remote distance, mainly more than 2 km away
from the radar antenna taking into account dataset at 10 m height. Higher κ values are presented
for nearshore distances (less than 300 m from antenna). Considering Figure 4.3, these irregular

































































Figure 4.3: Descriptive statistical measures of the stochastic processes with respect to the range: (a) mean,
(b) median, (c) mode, (d) standard deviation, (e) maximum and (f) minimum of the echo intensities along
range in gray levels (0-255), (g) kurtosis coefficient (i.e. the fourth standardized moment, κ) along range
considering mean amplitude values. Red and black dots represent the measured radar data at 10 m and 20
m above MSL, respectively. Each distance considers 200 intensity points at both heights.
Figures 4.4a and 4.4b depict the scatter plots from the probability of shadowing along range
considering the method 1 and 2, respectively. According to Figure 4.4b, the number of intensities
affected by shadowing increases when the distance from radar antenna also increases, being
affected up to 60% of the total intensities in the most remote areas. It is in agreement with the
hypothesis proposed in [207] for synthetic radar images. However, it does not occur for method 1
considering the irregular behaviour along range depicted in Figure 4.4a.
Table 4.2 shows percentages of change from the total number of intensities affected by shadow-
ing at 10 and 20 m above MSL for method 1 and 2. These data are a measure of the average change
from the total shadowing effect. Considering method 2, the percentage of change between radar
antenna height at 10 and 20 m exceeds 5%, unlike results from method 1 which are below 5%. In
general, this result allows inferring that if the radar antenna height decreases, the shadowing
effects increase, as expected. However, an Analysis of Variance (ANOVA) test is carried out to
validate that method 2 is the most appropriate to explain shadowing.
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Figure 4.4: Scatter plots of the probability of shadowing along range considering (a) method 1 and (b)
method 2. Square markers and black dots represent the percentage of intensities affected by shadowing at
10 m and 20 m above MSL, respectively. Each distance considers 200 intensity points at both heights.
TABLE 4.2: Total number of intensities affected by shadowing along range and
change percentages.
Method Antenna height Total intensities Percentage change
1 10 m 29691 4.31%20 m 28463
2 10 m 14655 27.04%20 m 11536
Table 4.3 summarizes the ANOVA results for method 2 using the decomposition of squares
sum [210]. The radar antenna height considers two levels (10 m and 20 m above MSL) with 200
repetitions per range. The entire process considers 284 ranges from 300 m to 2000 m with a spatial
resolution of 6 m, resulting in 568 surveyed data. The critical F-value of the Fisher test is lower
than the observed F-value. Thereby, it indicates with a confidence level of 95% that the radar
antenna height is a significant factor for explaining shadowing modulation effects in sea clutter
images. Similarly, due to P-value (0.0006) is lower than α = 0.05, there is a statistically significant
difference between the means of the radar antenna heights considered.
To validate the ANOVA results, the assessment of normality, homoscedasticity and indepen-
dence of residuals assumptions is performed [210]. Figure 4.5a illustrates the normal probability
plot of the residuals obtained from the ANOVA test. Residuals comply with the normality as-
sumption. Figure 4.5b depicts a scatter plot of the probability of shadowing against the radar
antenna height above MSL. It can be seen that both heights present a similar variance, indicating
that ANOVA residual comply with the homoscedasticity assumption. Besides, the homoscedas-
ticity assumption is examined running a Bartlett test. The P-value is 0.227, which is greater than
α = 0.05. Thereby, it can be concluded with a confidence level of 95% that there is no statistically
difference between the variances by height. Considering this behaviour, it is not possible to reject
the homoscedasticity assumption. In addition, the confidence interval of Lag 1 (i.e. the first delay
of the autocorrelation function) is [-0.065, 0.082] that contains zero value. This fact validates
analytically the independence of residuals.
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Figure 4.5c shows 24 estimated autocorrelations coefficients from the ANOVA residuals and
the confidence interval of 95% around zero. Since all the probability limits contain the estimated
coefficient, the autocorrelation coefficients do not have a statistically significant correlation,












































































Figure 4.5: Validation of the ANOVA assumptions: (a) Normal probability plot to validate the normality
of residuals. (b) Scatter plot of radar antenna heights and the probability of shadowing to evaluate the
homoscedasticity. (c) Estimated autocorrelations for ANOVA residuals to examine the independence
assumption. Dashed lines depict the confidence interval limits of 95% from the first 24 autocorrelation
coefficients, which values are shown as gray bars.
TABLE 4.3: Simple ANOVA results from data of the radar antenna heights (10 m
and 20 m above MSL) considering method 2.
Source of Variance Square Sum dof Mean Square Fo Fcrit P-value Conclusion
Antenna Height [m] 0.428 1 0.428 11.95 3.85 0.0006 Significant
Error 20.28 566 0.036
Total 20.708 567
A LSD test (Fisher’s Least Significant Difference between means) is performed to determine if the
radar antenna heights leads to a different shadowing behaviour [210]. Table 4.4 summarizes the
LSD results. There are two homogeneous zones of operation considering the LSD value of 0.031.
Thus, when the radar antenna height decreases, the amount of intensities with shadowing effects
increases being in good agreement with the range dependence of shadowing. We conclude that
method 2 allows a better characterization of shadowing effects throughout range.
TABLE 4.4: Results from Fisher’s Least Significant Difference (LSD) test.
Height Mean Groups Description
20 m 0.203 X Few intensities affected by shadowing
10 m 0.258 X Many intensities affected by shadowing
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4.4 Proposed Approach for Sea State Monitoring in Coastal En-
vironments
Considering the shadowing characterization described above, it is possible to remove shadow-
ing effects on sea clutter images applying image enhancement techniques based on filtering and
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Figure 4.6: Flow diagram of the data processing approach for sea state monitoring in coastal areas.
The procedure considers two main stages: a pre-processing approach and an inversion tech-
nique, which are described in detail in this section. The pre-processing approach aims to com-
pensate the distortions introduced by the radar acquisition process and shadowing effects. The
inversion technique applies Gauss and Gabor filters on the image spectrum instead of an em-
pirical MTF adjust to estimate sea state parameters from the directional wave spectrum [2],
[40].
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4.4.1 Pre-processing approaches
To determine the most appropriate image enhancement technique for improving the estimation
of sea state parameters in coastal areas, five different approaches based on filtering and inter-
polation are examined. The proposed methods are: (1) filtering, (2) interpolation with adjusted
threshold, (3) interpolation with fixed threshold, (4) filtering and interpolation with adjusted
threshold (in this order) and (5) interpolation with adjusted threshold and filtering (in this order).
The assessment of each technique considers the recognition of clear wave patterns, the stability
of the sea clutter intensities along range and the mitigation of shadowing effects in the sea clutter
images. It is worth to note that the pre-processing approaches are applied on each intensity beam
of the entire raw sea clutter images collected by the X-Band radar system in the coverage area.
Filtering
The filtering approach considers the design of a zero-phase Butterworth Low-Pass (LP) selective
filter with order n= 44 and cutoff frequency of 0.5 Hz. The wind wave frequencies are considered
to be between 0.033 Hz and 0.485 Hz [211]. Figure 4.7a illustrates the raw and filtered RCS from
the highest variance beam of the sea clutter image obtained by the X-Band radar from S3 dataset
at 11:08 UTC. It can be seen that the LP filter intensifies lower intensities and reduces higher sea
clutter data at the most remote distances from the radar antenna.
Interpolation
The interpolation approach considers that shadowing modulation and the power decay of the
radar signal along range can be compensated interpolating the lowest intensities using at least
two neighbouring pixels. The threshold value from the interpolation procedure defines whether
a RCS is affected by shadowing modulation.
Considering the method 2 of the empirical shadowing characterization above described, pixels
from the sea clutter images whose intensities are lower than the proposed threshold are considered
to be affected by shadowing. In this regards, two linear interpolation approaches are proposed.
The first one considers a fixed threshold of 350 units of intensity quantized to 10 bits (which
corresponds to a gray level of 87) taking into account the methodology proposed in [212]. The
second approach proposes an adjusted threshold that has the value of the smallest intensity
obtained from the third-order polynomial approximation that is fitted to the mean RCS along
range.
Figure 4.7b presents the raw and interpolated RCS from the highest variance beam of a sea
clutter image (S3 dataset at 11:08 UTC). Both interpolation approaches with fixed (dark blue
dotted line) and adjusted threshold (light blue dotted line) are considered. As depicted Figure 4.7b,
the adjusted threshold value remains constant along range for the beam of interest. However,
it can vary with time and wave conditions, whereby the interpolation approach considers a
threshold value that is adjusted for each radar image.
In addition, the overlaid plot in Figure 4.7b shows that the interpolation with fixed threshold
causes a significant distortion on the sea clutter signal along range, changing the sea state
information obtained from X-Band radar images.
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Combination of filtering and interpolation with adjusted threshold approaches
Considering the advantages obtained by using filtering and interpolation approach on raw
radar images, the improvement resulting from the combination of these both techniques is evalu-
ated. As already stated, the interpolation approach with adjusted threshold reduces significantly
shadowing effects causing irregular areas in the most remote ranges and the LP filter intensifies
lower RCS and reduces higher sea clutter data. The a priori results suggest that the combination of
both approaches can improve the estimation of sea state parameters. The combinations consider
the filtering and interpolation as well as the interpolation and filtering techniques that are applied
on the raw radar image in this order.
The overlaid plot in Figure 4.7c depicts the sea clutter data along range from the highest
variance beam of the raw radar and the processed image using the combinations of filtering and
interpolation approaches. According to Figure 4.7c, when the radar images are interpolated after
applying the LP filter, the RCS of the shaded areas is filled with information of the surrounding
pixels, whereby sea state data are intensified in these regions.
Figure 4.7: Pre-processing techniques in comparison to raw RSC: (a) filtering (red line), (b) interpolation
with adjusted threshold (light blue line) and fixed threshold (dark blue line) and (c) using the combination
of filtering and interpolation approaches from the highest variance beam intensities of S3 dataset at 11:08
UTC. Black and orange dotted line represent the raw and the interpolated and filtered RCS, respectively.
Green line corresponds to the filtered and interpolated sea clutter data.
Figure 4.8 shows the differences between gray level intensities obtained from each pre-
processing approach and the raw radar amplitudes, which are normalized by the maximum
gray level value (255). According to Figure 4.8a, wave patterns imaged by the radar system are
clearer than those observed in the raw radar data reducing higher sea clutter data at the most
remote distances using the LP filter. It can be seen that the adjusted interpolation reconstructs the
wave fields and enhances raw radar data in Figure 4.8b. However, in some areas, mainly more
than 2 km away from the radar antenna, the interpolation technique cannot be applied properly
since there are not sufficient neighbouring pixels whose intensities are higher than the threshold
resulting in irregular sea clutter areas [91], [209]. As shown in Figure 4.8c, the wave patterns
imaged by the radar are more distinguishable using the LP filter and the interpolation approach,
providing clearer wave field information. Section 4.5 examines the improvement resulting from
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Figure 4.8: Normalized differences between the raw radar image and processing images acquired in Salgar
beach from S3 dataset at 11:08 UTC using (a) filtering, (b) interpolation, (c) filtering and interpolation, (d)
interpolation and filtering approaches.
Afterwards, time-sequence regions of 128 × 128 pixels are built centred at in-situ sensor
coordinates (r0) or at a range of interest from the highest variance beam. Then, processed regions
are turned on gray scale and intensities at r0 are saved for all ti.
4.4.2 Inversion technique
The three-dimensional Fast Fourier Transform (3D-FFT) from the processed radar time-sequence
is computed and the Gauss and Gabor spatial filters applied. The effect of the two-dimensional
Gaussian smoothing is to blur the radar image eliminating the dependence on modulation effects
along range.
As depicted in Figures 4.9a and 4.10a, the Gauss High-Pass (HP) filter eliminates the peak
spectral intensity that appears around f = 0 Hz due to the mean RCS decay along range direction
that can be defined as function of the antenna height above the mean mean sea level. The Gabor
Band-Pass (BP) filter intensifies the swell peaks that appear in the directional (kx, ky) spectrum,
as shown in Figures 4.9b and 4.10b. The spectral peaks are identified convolving a square
window of ones (3 × 3 pixels) with the two-dimensional wave spectrum filtered through the
Gaussian smoothing. This window moves around overlapping region of equal size inside the
two-dimensional spectrum.
The 2D-FFT is obtained from the sum of the magnitudes derived from 3D Fourier coefficients





, as explained in Appendix B. It is worth to note that kmax vector has two
maximum values due to the symmetrical form of the directional wave spectrum. Considering
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ymax , and the peak wavelength
defined as λp = 2π/kp are estimated.
Analytically, the Gauss Ψ̂(kx, ky) and Gabor Ω̂(kx, ky) filters are











Ω̂(kx, ky) = exp
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where |~k| corresponds to the magnitude of the wavenumber vector defined as
√
k2x + k2y. Besides,
σkx , σky and σk are the standard deviation that define the filter bandwidth in the corresponding
dimensions. The spatial filters are multiplied with the complex Fourier coefficients of the direc-
tional wave spectrum in order to remove the Fourier coefficients with non-relevant information
about sea state.
Figure 4.10b depicts the processed directional spectrum obtained by S3 dataset at 11:08 UTC
using both Gauss and Gabor filters, in this order. The directional spectrum has one dominant
spectral wave direction around 25.6◦ (north-east).
(a) (b)
Figure 4.9: (a) High-Pass Gauss filter and (b) Band-Pass Gabor filter.
Sea surface elevation η̃(r, t) is reconstructed by inverse Fourier Transform (3D-IFFT) using the
filtered directional spectrum (Figure 4.10b). It is worth to note that η̃(r, t) corresponds to not
properly scaled values in gray levels of the true sea surface elevation η(r, t) because sea clutter
data depicts directly the electromagnetic echo intensities rather than sea surface displacement [82].
Here, η̃(r0, t) represents the sea surface elevation at range r0 that is scaled as η(r0, t) = CZη̃(r0,t),
being C defined as [2],
C =
4r tan(Φ)r0 tan(4ϕ)
2 max(η̃(r0, t)− η̃(r0, t))
(4.3)
50 Chapter 4. Estimation of Sea State Parameters
(a) (b)
Figure 4.10: (a) Raw and (b) processed directional wave spectra using Gauss and Gabor filters to suppress
spectral noise components.
and Zη̃(r0,t), the normalization of the η̃(r0, t) values with respect to the noise level using its
standard deviation, is given by,
Zη̃(r0,t) =
η̃(r0, t)− η̃(r0, t)
ση̃(r0,t)
(4.4)
where 4r and 4ϕ are the spatial resolution and the horizontal beam resolution of the radar
system (6 m and 1.35◦, respectively). In addition, the maximum value of η̃(r0, t) is used for
normalizing the area computed in the numerator of the relation. Besides, the grazing incidence
angle Φ is defined as arctan(hant/r0) being hant the radar antenna height, as shown in Figure
4.11a [110]. Finally, ση̃(r0,t) and η̃(r0, t) represent the standard deviation and the mean value of
η̃(r0, t), respectively. Note that empirical MTF correction is replaced by a scale factor using radar


















































Figure 4.11: (a) Geometrical parameters considered to obtain S( f ) from a single illuminated facet located at
r0. (b) Welch PSD method to compute periodograms through overlapping Hamming windows of length L.
Wave energy spectral density is obtained considering the temporal sequence of scaled η(r0, t) by
using Welch PSD methodology. Welch method divides each set of 128 samples in 16 overlapping
Hamming windows of equal size to compute periodograms. These periodograms are averaged
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to obtain an adequate estimation of wave spectral density. Figure 4.11b describes this spectral
procedure [2], [40]. Hs, Tp and fp are estimated by means of the frequency spectrum derived from
the computed wave elevation map taking into account that Hs = 4
√
E, where E is the energy
of the frequency spectrum and Tp = 1/ fp, where fp is the peak frequency of the wave spectral
density S( f ).
Wave energy spectra derived from radar data are compared againts the spectrum recorded by
the in-situ system as well as the semi-empirical JONSWAP spectrum proposed by Hasselmann




















where ω = 2π f is the wave angular frequency in radians, ωp is the peak ω that is computed
with the peak frequency fp in Hz of the wave frequency spectrum, γ is the peak-shape parameter
that is usually chosen as 3.30 and σ is 0.07 for ω ≤ ωp and 0.09 for ω > ωp. The values of γ vary
approximately from 1 to 6 even for a constant wind speed since γ is actually a random variable
normally distributed with mean 3.30 and variance of 0.62. However, γ is obtained from analysis
of the measured data [20].
In this case, γ is adjusted to 3.49 according to radar measurements and the constant αg2 is
obtained from the peak value of the wave frequency spectra S(ωp). In addition, the mean
value of the scale parameter, α, is 0.0267 with a standard deviation of 0.0145. The values of
these parameters are in good agreement with the analysis presented in [214] for the Colombian
Caribbean coast. The JONSWAP formulation is used for the validation of sea clutter data obtained
from radar system through the assessment of good agreement between radar wave frequency
spectrum and JONSWAP semi-empirical spectrum.
4.5 Results
4.5.1 Salgar beach dataset
The proposed algorithm uses regions of 128 × 128 pixels from the digitized radar image. The
sea state information derived from nine 128 time-sequence radar images sets (S3 dataset) is
analysed in detail. According to hourly AWAC data, Hs was 1.92 m and 1.93 m, Tp was 8.75
s and 8.47 s, fp was 0.1142 Hz and 0.1181 Hz, and θp corresponded to 21.61◦ and 25.65◦ from
09:29:17 and 10:29:17 (UTC), respectively. Table 4.5 presents the percentage relative error, R(r0),
and the corresponding bias error, D(r0), between X-Band radar estimates χ̂(r0) of the ground
truth values χtrue(r0) from the sea state parameters Hs and θp derived from AWAC data, which
are computed to measure the performance of the proposed techniques.
Results show that Tp is estimated with the same accuracy using the different pre-processing
approaches. This fact suggests that the enhancement procedure of the raw radar images does
not affect the estimation of the sea state parameter retrieved with high accuracy. From 09:29:17
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TABLE 4.5: Percentage relative error and absolute error between radar estimation
and AWAC in-situ data
Pre-processing approach Time (UTC) Hs θp
Raw image 09:29:17 9.64% (-0.19 m) 2.20% (0.48
◦)
10:29:17 8.35% (-0.16 m) 9.354% (−2.39◦)
Filtering 09:29:17 7.31% (-0.14 m) 2.20% (0.48
◦)
10:29:17 5.97% (-0.12 m) 9.354% (−2.39◦)
Interpolation with
adjusted threshold
09:29:17 13.63% (0.26 m) 2.20% (0.48◦)
10:29:17 15.38% (0.30 m) 5.94% (−1.52◦)
Filtering and
interpolation
09:29:17 1.25% (0.02 m) 2.20% (0.48◦)
10:29:17 2.72% (0.05 m) 5.94% (−1.52◦)
Interpolation and
filtering
09:29:17 14.22% (0.27 m) 2.20% (0.48◦)
10:29:17 16.05% (0.31 m) 5.94% (−1.52◦)
and 10:29:17 (UTC), the estimation errors are 1.67% (-0.15 s) and 1.59% (0.14 s) for Tp, 1.70%
(1.88mHz) and 1.56% (-1.79 mHz) for fp, respectively. In addition, kp and λp are estimated from
the radar data using the directional wave spectrum, being retrieved as 0.0818 rad/m and 76.8 m,
respectively.
Analysing the measurements in Table 4.5, the best performance is obtained from filtered and
interpolated radar images with an adjusted threshold. In this regards, the significant wave height
was retrieved with a maximum error of 2.72% (about 0.05 m). The estimation errors of the peak
period and the peak wave direction were below 0.15 seconds and 2◦, respectively. As shown
in Table 4.5, the significant wave heigh is over-estimated by the interpolation with adjusted
threshold and using the interpolation and filtering procedure. Besides, Hs is under-estimated by
the raw radar and the filtering method mainly because shaded areas are still present. However,
the assessment of the statistical difference among the estimation of the sea state parameters
derived from each pre-processing method needs to be examined in order to identify whether the
percentage of relative error is significant and to determine a single pre-processing approach with
the best results.
Figure 4.12 illustrates the comparison of the average frequency spectra derived from the
estimated wave elevation map using the different pre-processing approaches described above
(dashed gray line), the semi-empirical JONSWAP spectrum adjusted with the peak amplitude
and frequency of the radar S( f ) (red line), and the AWAC record (black line) at 8 m depth at
r0 = 1.4 km away from the radar antenna. Note that the three spectra present the best agreement
for the filtered and interpolated radar images. Besides, a good agreement between the spectra
derived from AWAC record and radar data is obtained. It is of interest to note that the shape of
the JONSWAP spectrum does not completely coincide with the radar data because it considers
older waves (i.e. waves whose ratio between their speed of propagation and the wind speed
tends to infinity) but the measured waves are not necessarily saturated.
4.5.2 Castelldefels beach dataset
The proposed techniques are tested using regions of 128 × 128 pixels from the MUSAFELS





Figure 4.12: Comparison of the wave frequency spectra derived from the AWAC record (black line), the
X-Band radar wave elevation maps (gray dashed line) and the JONSWAP adjust (red line) from S3 dataset
using the (a) raw, (b) filtered, (c) interpolated with adjusted threshold, (d) filtered and interpolated and (e)
interpolated and filtered time sequence radar images.
of the radar system (54t = 6.25 s). The other three datasets (C1, C4 and C6) will be used for
discussing the strengths and weaknesses of the system in Section 4.6.
Figure 4.13 presents the scatter plot between the radar-retrieved Hs, Tp and θp and the AWAC-
retrieved data for all the pre-processing techniques. From Figure 4.13, it can be observed that the
combination of filtering and interpolation approaches (square markers) has a better performance
than the others pre-processing techniques. In this case, the correlation coefficients, r, between the
radar estimates and the external reference are 0.8, 0.91 and 0.46 for Hs, Tp and θp, respectively.
Besides, the root mean square error (RMSE) of the raw images is 0.16 m for Hs but the RMSE
of the best performance technique is 0.12 m. Additionally, the scattered distribution is more
concentrated when applying the combination of filtering and interpolation approaches than the
others techniques. In general, it can be seen that Tp estimates are in good agreement with in-situ
measurements for all the analysed approaches. Therefore, the pre-processing techniques do not
affect significantly the performance of this sea sate parameter, as mentioned above for the data
retrieved in Salgar.
To further verify the effectiveness of the filtering and interpolation approach, Figures 4.14a and









































































































































































Figure 4.13: Scatter plots of Hs, Tp and θp between the radar-retrieved data and the AWAC record using all
the pre-processing techniques. Circles depict the estimates from the raw radar images. Triangles are the
results from the filtering approach. Triangle toward right markers represent the interpolation technique. The
filtering and interpolation are the square markers. Finally, the results from the interpolation and filtering
approaches are presented using the diamond markers.
4.14b depict the scatter plots for Hs and Tp, respectively, from March 16th to March 18th at the
ADV locations. According to these scatter plots, the best performance pre-processing technique is
the combination of filtering and interpolation approaches with a correlation coefficient of 0.9, 0.85
and 0.86 for Hs radar estimates derived from ADV-1 (h = 3.8 m), ADV-2 (h = 5 m) and ADV-3
(h = 7 m) data, respectively.
As mentioned above, Tp is estimated with high accuracy for all the pre-processing approaches.
However, the performance for Hs radar estimates is gradually improved when the distance
from the radar antenna decreases. It could be explained considering the shoaling theory and
the morphology of the Castelldefels beach that cause better defined waves with stronger echo
intensities and higher wave heights in the nearshore area than at the AWAC location (21 m depth).
Figure 4.15a illustrates the comparison of the average frequency spectra derived from the
estimated wave elevation map using the pre-processing approaches and the AWAC record (black
line). Figure 4.15b, 4.15c and 4.15d consider the ADV 1, 2 and 3 record, respectively. Note that the
four spectra present the best agreement for the filtered and interpolated radar images. Besides, the
peak amplitude of the wave energy spectra increases when the distance from the radar antenna
decreases because of shoaling and beach morphology of the Castelldefels coast, as mentioned
above. These experimental results confirm that the filtering and interpolation technique can




































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.15: Comparison of the wave frequency spectra derived from radar processed images and the (a)
AWAC, (b) ADV-1, (c) ADV-2 and (d) ADV-3 record at 21 m, 3.8 m, 5 m and 7 m water depth, respectively.
Black lines represent the spectra obtained from in-situ measurements. Yellow lines show the corresponding
wave frequency spectra using raw radar data. Blue and green lines represent the radar-retrieved spectra from
filtered and interpolated images, respectively. Finally, the wave frequency spectra from the combination
of filtering and interpolation approaches are depicted using red lines for the filtered and interpolated
time-sequence radar images and purple lines for the interpolated and filtered sea clutter images.
4.6 Discussion
4.6.1 Salgar beach dataset
An ANOVA test is performed using the estimation of Hs obtained from the different methods
listed in Table 4.5. This sea state parameter gives relevant information to identify statistical
differences among the pre-processing methodologies. Results are summirazed in Table 4.6. SoV,
SS, MS and dof refer to Source of Variance, Square Sum, Mean Square and degrees of freedom,
respectively.
TABLE 4.6: ANOVA results from S3 dataset. Hs estimates are obtained from raw
radar images and using filtering, interpolation and the combinations of filtering
and interpolation approaches.
SoV SS dof MS Fo Fcrit P-value Conclusion
Method 1.720 4 0.43 61.07 3.06 0.0 Significant
Error 0.282 40 0.007
Total 2.002 44
The ANOVA is computed using the decomposition of squares sum procedure [210] and
considering nine Hs estimates retrieved from five different methods. This fact produces an
entire process of 45 values of Hs analysed. According to Table 4.6, the critical F-value (3.06) is
lower than the observed F-value (61.07) whereby the pre-processing method affects significantly
the estimation of Hs. In addition, a statistically significant difference can be observed with a
confidence level of 95% since P-value is lower than α = 0.05.
4.6. Discussion 57
According to the P-value of the Shapiro-Wilks test (0.477) which is greater than α = 0.05, the
residuals obtained from the ANOVA test can be fitted to a normal distribution with a confidence
level of 95%. The Bartlett test has a P-value of 0.965 (greater than α = 0.05) whereby the
homoscedasticity assumption of residuals is complied with a confidence level of 95%. Finally, the
confidence interval of Lag 1 contains the zero value [-0.1997, 0.2921] that allows the validation of
the independence assumption.
Once the ANOVA results have been validated, a LSD test is performed to examine the mean
values of Hs estimates retrieved from the different methods using a confidence intervals of 95%.
Table 4.7 summarizes the LSD results. It can be seen that three homogeneous groups are identified
which do not exceed LSD value of 0.079 m.
TABLE 4.7: Results of Fisher’s Least Significant Difference (LSD) test.
Method Cases Mean Homogeneous groups Group description
Raw Image 9 1.750 X Under-estimation of Hs
Filtering 9 1.795 X Under-estimation of Hs
Filtering and interpolation 9 1.961 X Accurate estimations of Hs
Interpolation 9 2.202 X Over-estimation of Hs
Interpolation and filtering 9 2.214 X Over-estimation of Hs
As shown in Table 4.7, Hs estimates are statistically equal using the raw radar images and the LP
filter approach. Besides, these methods under-estimate Hs since they have the lowest mean values
(1.75 m and 1.795 m, respectively). In addition, an over-estimation of Hs is obtained from the
interpolated and the interpolated and filtered images without statistical difference between both
procedures. Finally, the filtering and interpolation approach gives the most accurate estimations of
Hs. It can be concluded that the filtering and interpolation approach allows removing shadowing
in coastal areas, obtaining the estimation of the sea state parameters with the highest resolution
and accuracy.
4.6.2 Castelldefels beach dataset
In order to examine the performance of the filtering and interpolation technique during very
mild sea state conditions (lower peak periods and wave heights), Figure 4.16 depicts the bias
error, D(r0), including the C1, C4 and C6 datasets. It can be seen that the estimation accuracy
relies on both peak period and significant wave height. The highest bias errors are obtained from
waves of the C1 dataset, where Tp < 6 s and Hs < 0.45 m. Besides, Figure 4.16 shows that the
bias error is acceptable even for waves whose Tp are lower than 6.25 s (i.e. Tp < 5∆t, where
∆t = 1.25 s is the temporal resolution of the radar system) but with Hs ≥ 0.5 m.
Since the filtering and interpolation technique depends on recording high signal-to-noise ratio
(SNR) sea clutter data, the method needs sufficient wave action to operate properly. Therefore, it
is possible to obtain the most accurate wave parameters estimates in nearshore areas when the
following conditions are fulfilled simultaneously: (1) Hs is at least 0.5 m and preferably higher;
(2) Tp ≥ 4 s. Besides, the best quality data are collected when Tp is higher than the temporal
resolution of the radar system and the first criteria is fulfilled. In this case, bias error is almost
zero, as shown in the right side of Figure 4.16.































Figure 4.16: Scatter plot of the error bias of Hs estimates with respect to peak period, considering the AWAC
record as the true values of Hs, which are depicted as yellow square markers. Red circles represent the
retrieved error bias and the black line corresponds to the first-order polynomial function that best fit their
behaviour along Tp with r = 0.49.
4.7 Summary
The proposed shadowing mitigation method allows the estimation of sea surface elevation
distribution in coastal areas through sea clutter data obtained from X-Band marine radar systems
in extreme grazing incidence angles without calibration neither empirical MTF adjusts. This
method considers temporal sequences of processed marine radar images and inversion techniques
based on FFT analysis to obtain wave properties in the frequency domain. The FFT analysis is
physically meaningful when the intensity sea clutter signals are a reasonable proxy of actual wave
conditions. Therefore, shadowing effects in extreme grazing incidence angles need to be removed
in order to eliminate noise and to improve the estimates of sea state parameters in shallow waters.
The method compensates distortions introduced by the radar acquisition process and the power
decay of the radar signal along range applying image enhancement techniques through a couple
of pre-processing steps based on filtering and interpolation of the images [2].
To mitigate shadowing, an investigation was carried out to examine empirically the behaviour
of the sea clutter intensities along range direction to determine the best threshold value for the
interpolation approach that explains shadowing behaviour. The characterization considers data
provided by X-Band radar systems deployed at two different heights above the mean sea level
(10 and 20 m). Results reveal that an ever-increasing amount of intensities affected by shadowing
arises as the distance from the radar antenna increases as expected. In this regards, the threshold
value for the interpolation approach considers the influence of the antenna height above the
mean sea level on shadowing modulation effects. Shadowing has not previously analyzed in
detail considering beam intensities behaviour along range at two different radar antenna heights.
To develop the methodology, the improvement resulting from five pre-processing approaches
are evaluated considering sea clutter data collected by a FR-8252 X-Band marine radar. A LP
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filter and an interpolation with adjusted threshold were proposed. Results reveal that filtering
intensifies lower intensities and reduces the sudden peaks of sea clutter data that appear at
the most remote distances from the radar antenna. In addition, the interpolation approach
reduces significantly shadowing modulation effects. Wave patterns imaged by the radar are more
distinguishable by using the combination of these two approaches (filtering and interpolation,
in this order). The inversion technique considers High-Pass Gauss and Band-Pass Gabor filters
instead of MTF approach. The effect of the Gaussian smoothing is to blur the radar image
eliminating the dependence on modulation effects along range. The Gabor Band-Pass (BP) filter
intensifies the swell peaks that appear in the wave directional spectrum which contain relevant
information about sea state.
Regarding filtering and interpolation approach, errors for Hs, θp and Tp calculated as the
difference between estimated and true data show a mean bias and a relative value of 0.05 m
(2.72%), 1.52◦ (5.94%) and 0.15 s (1.67%), respectively. In addition, the directional wave spectrum
yields accurate θp, kp and λp estimates using this pre-processing technique. The results also show
good agreement in the overlaid plot of the wave frequency spectra derived from in-situ data,
radar estimates and JONSWAP spectrum. It is worth to note that Tp is generally estimated with
high accuracy for all the pre-processing techniques. Hence, the accuracy of Hs estimates is the
principal criteria that has been taken into account to evaluate the effectiveness of each approach.
According to LSD results, it can be concluded that Hs is under-estimated by the raw radar and
filtering method mainly because shaded areas are still present. Besides, the interpolated and the
interpolated and filtered radar images over-estimates Hs. Finally, the filtering and interpolation
approach gives the most accurate estimations of Hs in extreme grazing incidence angles. The
scattered distribution of Hs between the radar estimates and the external reference data is more
concentrated using the combination of filtering and interpolation approaches than the others
techniques, obtaining correlation coefficients higher than 0.8 which are good outcomes for field
datasets. Therefore, the proposed method is able to remove the shadowing and to reproduce with
high accuracy the sea state parameters. Finally, the best performance of the method is achieved
when Hs is at least 0.5 m and preferably higher and Tp ≥ 4 s. However, the bias error of Hs is
acceptable even for waves whose Tp are lower than 6.25 s but with Hs ≥ 0.5 m. The flexibility





Wave Energy Dissipation in a
Shallow Coral Reef Lagoon
“Look at a day when you are supremely satisfied at the end. It is not a day when you lounge around doing
nothing, it is when you have had everything to do and you have done it.”
Margaret Thatcher (1925 – 2013)
5.1 Introduction
Coral reefs are diverse and vulnerable ecosystems that provide crucial coastal protection
services from wave action in tropical and subtropical nearshore regions [215]. They can attenuate
about 97% of the wave energy mainly through wave breaking and frictional dissipation processes
[216]. The complex structure of coral reefs yields particular wave transformation processes that
differ significantly from those of sandy bed systems in at least two main issues. Firstly, coral
reefs often form steep and irregular transitions between offshore and shallow water areas that
increase the complexity of local bathymetry [13]. Secondly, the presence of canopy-forming
benthic organisms produces very rough bottom topography, also named submerged canopies [217],
[218], which promote bottom friction as an important or even dominant wave energy dissipation
mechanism [219], [220]. As a result, both experiments and numerical modelling of coral reef
hydrodynamics impose considerable difficulty, since existing theoretical descriptions developed
on beaches cannot be successfully extended to coral reef communities [221].
Circulation due to wave breaking on the reef rim provides wave-driven flows and currents
that facilitate sediment transport, nutrient uptake and the distribution of massive surrounding
biota, e.g. larval fishes and plankton, determining coral reef ecology and productivity [215].
Bottom roughness of coral reefs is closely correlated with ecological diversity, reef health and the
permanent hydrodynamics influence of waves and bed shear stress, which in turns define coral
reef capabilities of protection and wave energy attenuation [222], [223]. In this context, wave
energy dissipation rates provide a quantitative description of coral reef health. Hence, reduced
rugosity due to sustained degradation of benthic structural complexity yields lower frictional
dissipation and higher probability of erosion and coastal inundation [223].
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Climate change and human impacts substantially deteriorate coral reef health through destruc-
tive coastal development practices, pollution, overfishing, global warming, ocean acidification
and overexploitation. By 2011, global reef mortality reached 19% and 75% of reefs were threatened
to suffer coral bleaching which is directly linked to anomalous ocean warming [224]. Hence,
detailed and continuous measurements of coral reef systems are considered as a priority to
develop protection actions. Most field monitoring global initiatives (e.g. Reef Check program
[225]) examine coral reefs from a biological point of view, but rarely are focused on detailed
description of hydrodynamics processes of coastal reef-lagoon systems [224].
Echo-sounders and acoustic sensors are traditionally used to map topographic complexity
of reef areas. However, they are unable to characterize very shallow waters, reef crest and
reef flats due to tide, sea state and shallow-limited performance [224]. In contrast, a variety of
remote technologies have been used for habitat mapping and environmental stress assessment
including satellite imagery, airborne sensors, unmanned aerial systems, LiDARs and autonomous
underwater vehicles. Indeed, SAR satellites (e.g. RADARSAT-1) have provided multiple daily
data on coral reefs since 1984, sensing a limited geographic area with higher resolution than
scatterometers whose extension is restricted by spatial resolution. Data cost and processing
effort establish the level of detail achievable and determine which field survey approach is
more appropriate to use [224]. Thereby, remote sensors are complementary and alternative
approaches that provide superficial large-scale and often low-resolution data, which are unable
to measure seabed features directly, e.g. bottom roughness. Hence, they require in-situ surveys
for ground-truth validation [226].
Several studies combine in-situ data and optical multi-spectral satellite imagery with moderate
resolution (i.e. pixel sizes from 10 to 30 m) not only to establish sources and causes of coral
bleaching [227] but also to obtain detailed classification [228] and delineation [229] of coral reef
areas. Future trend suggests the combination of multiple data sources (e.g. remote sensors, in-situ
data and numerical modelling) to improve spatial assessment of coral reefs threats, thereby
supporting coastal management and conservation services [224].
HF radars (e.g. WERA system [227]) are the one marine radar technology that have been
deployed on reef coasts to measure surface currents, wind direction and wave height up to
150 km from the shore, mainly for the assessment of coral bleaching, a phenomenon that leads to
long-term coral mortality [230], [231]. This analysis is performed by observing the relationship
between stratification of the water column and anomalous warming of the surface water. Using
HF radar data, required surface currents to produce vertical mixing are identified, distributing
confined heat and minimizing any temperature rise that might lead to coral bleaching [232].
Since X-Band marine radars scan the ocean surface with high spatio-temporal resolution, they
may be suitable to measure some prominent features of coral reefs, e.g. wavefields in the outer
coral barrier, wave transformation once wave break on the reef front and the remnant energy in
the lagoon [233]. However, wave energy dissipation and coastal hydrodynamics have not yet been
studied using X-Band marine radars in coral reef environments. Hence, field measurements and
validation are still poor [233]. In contrast, dissipation has been extensively studied using in-situ
sensors (e.g. ADVs and ADCPs) placed in a straight line, perpendicular to the coastline. Therefore,
this Chapter introduces a completely novel use for X-Band radars in coral reef environments by
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obtaining wave energy dissipation rates through remotely sensed marine radar data.
The Chapter is outlined as follow. Section 5.2 describes available field datasets collected
at San Andres Island, a Colombian Caribbean coral reef system which represents one of the
most extensive reef areas in the western Atlantic region [234]. Section 5.3 presents the spectral
methodology to compute bottom roughness and friction factors on coral reefs. In Section 5.4,
radar-derived Hs data are compared with modeled wavefields and in-situ measurements to verify
its performance in a coral reef system. Reef morphology structure is also studied. Besides, two
physical wave energy dissipation approaches (Nielsen [12], [13] and Madsen et al. [14], [15]) are
assessed using radar data. Then, the best performance spectral procedure is identified in Section
5.5 and finally, Section 5.6 concludes the Chapter.
5.2 Field Data
A field experiment was conducted on the barrier reef at the northeastern coast of San Andres
Island in 16-17th December 2016. A FURUNO-8252 X-Band marine radar was deployed on the
roof of "Calypso" hotel at 34 m above MSL with a field view of 180◦ (12◦35′6.2′′ N, 81◦41′35.8′′
W). Radar antenna was oriented 36◦ NE. Two tide-gauges were located in 4.9 m and 8 m water
depth acquiring wave data at 6 Hz. Figure 5.1a gives a general layout of the instrument locations.
Chapter 3 gives a more detailed description about the study area.
36°NE
Radar
X-Band Radar (12°35’6.24’’ N, 81°41’35.82’’ W)    ℎ𝑎𝑛𝑡= 34 m
Tide-gauge #1 (12°35’’45.54’’ N, 81°41’7.2’’ W)     ℎ1= - 4.9 m























Figure 5.1: (a) General layout of San Andres Island field experiment. Here, hant and h denote the antenna
height and water depth, respectively. Colour bar is the gray level scale used for plotting the radar wavefield.
(b) Local bathymetry. Red circle indicates the X-band marine radar position.
Local waver depth is depicted in Figure 5.1b using a spatial resolution of 6 m, similar to ∆r
for the X-Band marine radar system. Bathymetric survey was performed by CIOH Colombian
Institute using a multi-beam echo sounder. As it can be seen, water depth is highly heterogeneous
in the study area. Reef structure is clearly identifiable from Figure 5.1b. The shallow reef flat has
a mean water depth that does not exceed 1 m with an average slope of approximately 1:5. In
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contrast, the relatively deep lagoon has heterogeneous water depths ranging from 0.2 to 12.1 m.
Reef morphological structure is also assessed using remotely sensed radar data in Section 5.4.
5.3 Spectral Wave Energy Dissipation Algorithm
Coral reefs protect the coast from wave action through breaking and frictional dissipation in
a highly heterogeneous bathymetry [219], [229]. Figure 5.2a depicts a typical reef morphology
where lagoon depths range from 0.5 to 20 m and gradually descend seaward with mild slopes
until reef flat zone. Then, seabed drops off steeply to the outer reef, where water depths are
greater than 60 m. Thus, the complex geomorphology of a typical barrier reef can be sketched
as Figure 5.2b. Three main regions compose a coral reef barrier: (1) a sloping fore reef, (2) a
shallow reef flat (also named barrier reef or reef rim), and (3) a lagoon with variable depths. This
morphological structure allows transformation of larger incoming waves as they propagate into
back-reef environments [13], [219].
Figure 5.2: Barrier reef structure. (a) Geomorphology of a typical barrier reef and some terminology. (b)
Cross section of a typical coral reef system
Indeed, fore reef is the first region of interaction between ocean waves and the complex barrier-
reef morphology, where wavelength is reduced up to be comparable to local water depth, h.
Therefore, barrier reef works like a low-pass wave height filter, where h is the cut-off frequency
that restricts the maximum wave height allowed to pass and forces incoming waves to dissipate
some of their energy to maintain a constant energy flux [13]. As stated in [13], wave breaking
occurs when wave heights become some critical fraction of water depth, Hrms < βh, where
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Hrms is the root-mean squared (RMS) wave height and β is a critical breaking parameter. When
Hrms/h ratio is lower than β, waves pass onto the reef flat and propagate into lagoon area. This
wave breaking relation provides a surf zone region where an important part of wave energy is
dissipated by depth-limited breaking. Wave breaking is the predominant wave energy dissipation
mechanism on sandy beaches unlike coral reefs, where dissipation due to bottom friction is also
strong. Hence, only frictional dissipation factors are estimated in the study site. Results are
shown in Section 5.4.3.
A number of empirical and semi-empirical models have been proposed to predict wave
energy dissipation rate due to bottom friction in coral reefs, porous media and submerged
canopies. These models are formulated considering the integral form of the conservation of
mechanical energy equation [235]. However, most methodologies consider monochromatic waves
to determine energy dissipation factor.
Dalrymple et al. [236] proposed the pioneer approach to modelling wave energy dissipation
on an idealized canopy formed by a cluster of cylinders. This model predicts wave friction
factor as a function of the canopy geometry without considering wave conditions. Nielsen [12]
developed an empirical formulation to estimate the wave friction factor by fitting laboratory data
from monochromatic wave-driven flows, where bottom roughness was known and controlled.
However, this approach is not in accordance with propagation of coastal waves in coral reefs,
where superposition of individual random wave components often occurs when they pass onto a
reef flat. Hence, Madsen et al. [14], [15] extended the monochromatic Nielsen’s formulation to
spectral wave conditions, which are much closer to random nature of coastal waves.
Madsen et al. [14], [15] defined representative flow parameters as a weighted average of
spectral components that assigns more weight on the components that have higher wave energy.
Considering the above models, Figure 5.3 summaries the spectral procedure used for the wave
energy dissipation analysis in this Chapter.
Frictional dissipation analysis considers an array of transects oriented in the cross-reef direction,
perpendicular to the detected shoreline. Chapter 6 gives more detailed information about the
shoreline detection algorithm. Firstly, wave parameters significant wave height Hs, peak period
Tp and peak wavelength λp are estimated from sea clutter radar data. The peak wavenumber
kp is determined by solving the linear dispersion relation for a given water depth h at each
transect point. Then, we apply FFT on radar-derived sea surface elevation data to convert time
series into frequency domain for spectral wave conditions. Empirically, the first seven frequency
components of the wave amplitude spectrum that contain more energy are selected to estimate
wave friction coefficients and the equivalent bottom roughness factor. Hence, continuous wave
spectrum is described by N = 7 discrete frequency components of sub-index j. Afterwards, the






where aj and k j denote wave amplitude and wavenumber of the jth frequency component that
can be obtained as,







































































































































































































































































































































































































































































































































































































where Sj is the jth component of the wave energy spectral density S, which is obtained by
overlapping Hamming windows of equal size over sea surface elevation time series according
to Welch algorithm. Indeed, ∆ fb, 1/64 in this case, represents the bandwidth of the considered
Hamming windows. Then, the representative maximum near-bed horizontal orbital velocity, ub,r,















Considering that all frequency components propagate in the same wave direction x, the one-
dimensional wave energy equation is [13],
δFj
δx
= −εb,j − ε f ,j (5.5)
where εb,j and ε f ,j are the energy dissipation rate due to wave breaking and bottom friction,
respectively [235]. Fj is the wave energy flux defined as [13],
Fj = EjCg,j (5.6)
where Ej denotes the wave energy density and Cg,j represents the group velocity, which can be

















where k j, ωj and aj are the wavenumber, angular wave frequency and wave amplitude for each
jth frequency component, respectively.
Regarding wave dissipation, εtotal is the total wave dissipation rate that considers the resulting









εb,j + ε f ,j. (5.9)
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Since lagoon in the study area has a rough bottom surface, mild bottom slopes and less wave
breaking behind the reef barrier, wave energy dissipation is assumed to be mainly caused by
frictional dissipation [235]. Therefore, εtotal is approximately equivalent to ε f [13],




where ∆x is the distance between two arbitrary adjacent points A and B inside the lagoon and θ
is the angle formed between the line connecting A and B and the wave propagation direction in
this zone [235].
An alternative procedure to find ε f considers the representative wave parameters ub,r and ωr,













where fe,j is the jth component of the energy dissipation factor fe, which can be described as a





fw,j cos φj (5.12)
where fw,r and fw,j are the representative and the jth component of the wave friction factor,
respectively. Besides, φj is the angle between the bottom shear stress τw and the near-bed
horizontal orbital velocity ub. Hence, the representative dissipation factor, fe,r, can be determined











giving a single value for the energy dissipation factor that represents the contributions of the
different wave frequency components in spectral conditions.
According to Nielsen [12], [13] and Madsen et al. [14], [15] approaches, equivalent bottom
roughness, kw, can be determined as a function of the wave friction factor, fw. Wave friction
factor fw is parametrized as a ratio of the near-bed horizontal wave orbital excursion amplitude











where a1, a2 and a3 are empirical coefficients. In Nielsen’s formula [12], [13], a1 = 5.5, a2 = −0.2
and a3 = −6.3. Madsen et al. [14], [15] stated that these coefficients correspond to a1 = 7.2,
a2 = −0.078 and a3 = −8.82, respectively. Cµ is an empirical coefficient, which is defined in the
range of 0.2 < Cµub,r/kwωj < 102 according to the strength of wave-current flows. This Chapter
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wave-current interaction is neglected.
According to Equation 5.12, the phase angle φr is required to estimate the representative wave
friction factor fw,r for a given energy dissipation factor fe,r. Therefore, the phase angle φj in
degrees for each jth frequency component can be determined by [13],






where the representative phase lag, φr, is obtained by substituting ωj for ωr. Finally, fw,r is
calculated as [13],
fe,r = fw,r cos φr (5.16)
As shown in Figure 5.3, φr is estimated through an iterative procedure which assumes φr0 = 33
◦
as the initial value. On the first iteration, i = 1, the representative dissipation factor fe,r is
expressed as a function of the representative wave friction factor fw,r using Equation (5.16) and
considering an initial value defined by Equation (5.13). Bottom equivalent roughness, kw, is
estimated using Madsen’s et al. and Nielsen’s coefficients, as defined in Equation (5.14). Finally,
a new value of φr is obtained for a given kw which is updated until the new value of kw does
not exceed the minimum difference of 10−6. A list of symbols used in the spectral wave energy
dissipation analysis is given in the Table of Symbols of this doctoral dissertation.
5.4 Results
5.4.1 Reef Morphology
In this section, reef morphology of the study site is evaluated through raw-intensities and
surrounding wavefields detected by the marine radar in the barrier-reef lagoon system. Figure
5.4 indicates the approximate position for the fore reef (seaward from the reef rim at x = 0), reef
flat (reef crest or rim) and lagoon (between the beach and the reef flat), which are identified by
visual inspection. As it can be observed, ocean waves move shoreward from deep waters to coral
barrier-reef system from NE, whose wave propagation direction θ is mainly dominated by fetch.
In this offshore area, waves can be described by linear wave theory. Then, depth-limited wave
breaking occurs when waves pass onto reef flat forming the irregular wavefield inside lagoon, as
shown in Figure 5.4, due to wave transformation processes (e.g. breaking and diffraction).
It is worth to note that not only reef morphology and wavefields are observed in the total
coverage area of the radar system. As shown in Figure 5.4, Johnny Cay and a sand beach
section can be also detected through the discrimination of large shaded areas with low intensity.
Applying digital image processing and first-order derivative filters, the magnitude of the image
gradient is computed and therefore shoreline and coral reef barrier (i.e. reef rim) are delineated.
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Results are depicted in Figure 5.5b for a normalized sea clutter image acquired at 15:00 UTC.












Figure 5.4: Reef morphology and surrounding wavefields detected by the X-Band marine radar in the coral
reef system. Fore reef, reef flat and lagoon areas are identified by visual inspection. Johnny Cay and a sand
beach section are also detected.
(a)
(b)
Figure 5.5: Reef rim detection using first-order derivative filters: (a) Magnitude of the image gradient. (b)
Coral reef barrier (red line) detected at 15:00 UTC by using the variance image of sea clutter and normalized
sea clutter intensities.
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5.4.2 Radar-Measured Wave Parameters in a Barrier-Reef System
In order to verify the effectiveness of the marine radar to estimate sea state parameters in
coral reefs, model-predicted significant wave height and radar-measured Hs data are compared
at three different hours (12:00, 15:00 and 18:00 UTC). Figure 5.6 shows the model-predicted Hs
wavefield at 15:00 UTC in the outer and the inner coral reef using the SWAN numerical model
with a spatial resolution of 50 m, as mentioned in Section 3.4. As it can be seen, offshore wave
conditions present a mean Hs of 2.08 m. However, Hs is reduced up to 0.25 m in the reef lagoon
due to wave breaking and frictional energy dissipation.
Figure 5.6: Model-predicted Hs wavefield at 15:00 UTC. Square indicates the study area.
Figure 5.7 presents the scatter plots between the radar-retrieved Hs and the model-predicted
data in the fore reef and the lagoon regions. It can be observed that X-Band marine radar estimates
are in good agreement with model-predicted Hs data in both reef regions with high correlation
coefficients r ≥ 0.84 and RMSE ≤ 0.24.
Tide-gauges data are also used for the assessment of radar estimates in the lagoon region.
According to hourly in-situ measurements, Hs1 = 1.13 m, Hs2 = 0.69 m, Tp1 = 7.15 s and
Tp2 = 7.68 s at 15:00 UTC, where sub-index denotes the data source instrument (i.e. Hs1 is the
significant wave height measured by tide-gauge #1). For tide-gauge #1, Hs1 and Tp1 show mean
bias and relative errors of 0.089 m (9.34%) and 1.20 s (22.77%), respectively. In contrast, the
estimation errors are 0.06 m (10.35%) and 0.32 s (7.04%) for Hs2 and Tp2 considering tide-gauge
#2. Although both instruments were installed in the reef lagoon, tide-gauge #1 is closer to reef flat.
Hence, local depth-limited wave breaking hinders data acquisition explaining the large errors for
Tp1.
Besides, an alternative unsupervised classification procedure to delineate the inner and the
outer reef zones (i.e. lagoon and fore reef areas, respectively) is applied. The method considers
Hs data retrieved from radar. From Figure 5.8a, the bi-modal distribution of Hs in the barrier-reef
system allows the identification of two main zones with (1) mild and (2) rough wave conditions,
which in turns represent the inner and the outer reef areas, respectively. Therefore, we define an
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Figure 5.7: Scatter plots of Hs between radar-retrieved and model-predicted data in (a)-(c) the fore reef and
(d)-(f) the lagoon. Wave data were collected at 12:00, 15:00 and 18:00 UTC.










































Figure 5.8: Assessment of wave conditions in the barrier-reef system. An unsupervised classification
procedure is defined to delineate the inner and the outer reef zones by using (a) the mean normalized
histogram of radar-retrieved Hs data and (b) the wave energy spectra from two tide-gauges located in the
shallow coral reef lagoon.
empirical Hs threshold by computing the normalized histogram from mean radar-retrieved Hs
data to decide where each pixel is located. According to Figure 5.8a, the empirical threshold is
Hs = 1.8 m considering the average wave conditions during the field measurement campaign.
Regarding in-situ data, Figure 5.8b illustrates the comparison of wave frequency spectra from
tide-gauges data and the semi-empirical JONSWAP spectrum at 15:00 UTC. As stated above,
stronger waves and highly spread wave energy spectrum for tide-gauge #1 suggest that the
instrument is closer to non-linear wave breaking processes in the fore reef.
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5.4.3 Spectral Wave Dissipation Analysis
Nielsen [12], [13] and Madsen et al. [14], [15] approaches are tested using remotely sensed radar
data to determine frictional dissipation in the shallow coral reef lagoon. Since these methods
originally consider wave and currents data from an array of in-situ sensors installed in a cross-
reef direction, 210 transects perpendicular to the detected shoreline are analyzed to measure the
energy dissipation rate. Therefore, each pixel of the radar image is considered as a single virtual
sensor which provides wave data from the sea surface as demonstrated in Chapter 4.
Figure 5.9 shows the radar-retrieved and model-predicted Hs data in a cross-reef transect at
12 m away from the radar antenna (transect #104, black dashed line in Figure 5.9a). According
to Figure 5.9b, ocean waves move shoreward from the fore reef (−500 < x < 0 m) with a mean
significant wave height of Hs0 = 2.1 m. Then, waves break when they pass onto reef rim at x = 0
and Hs is reduced with a steep slope due to wave breaking dissipation in the fore reef and the
reef rim. Hence, fore reef combines effects of both wave breaking and bottom friction to dissipate
wave energy of incoming waves. As it can be seen, Hs is about Hs0/4 in the lagoon due to bottom
friction and wave breaking dissipation.
Tide-gauge #1(a)
(b)
Figure 5.9: (a) Transect of virtual instruments in cross-reef direction at 12 m away from the radar antenna
(transect #104, black dashed line). The transect considers tide-gauge #1 position. (b) Radar-retrieved and
model-predicted Hs data throughout the transect #104; x = 0 corresponds to reef rim.
74 Chapter 5. Wave Energy Dissipation in a Shallow Coral Reef Lagoon
In order to analyze the frictional dissipation in transect #104, wave friction factor kw and the
equivalent bottom roughness kw are determined using Nielsen’s [12], [13] and Madsen’s et al.
[14], [15] coefficients. Results are shown in Figure 5.10. Water depth is highly irregular along this
transect. As expected, both kw and fwr reach their higher values in shallower water depths, e.g.
1.9 < x < 2 km and 1.15 < x < 1 km from the reef rim. That means these shallower areas strongly
contribute to wave energy dissipation due to bottom friction. Besides, kw and fwr drop with a
steep slope at x = 0 which indicates the reef rim location in this transect. Note that fwr,Nielsen and
fwr,Madsen are in good agreement. However, the equivalent bottom roughness values obtained
from Nielsen’s model are often higher than Madsen’s et al. estimation.
Figure 5.10: (a) Wave friction factor fwr and (b) the equivalent bottom roughness kw in transect #104 by
applying Nielsen’s [12], [13] and Madsen’s et al. [14], [15] coefficients; h represents the local water depth.
Results in Figure 5.10 reveal that wave friction factor fwr and the equivalent bottom roughness
kw are strongly correlated with water depth h but they cannot be described as a function of the
incident significant wave height height due to non-linear amplitude effects. Besides, frictional
dissipation in reef flats is strong because they are one of the shallowest and roughest regions in
coral reef systems.
To further verify the performance of both methodologies using remotely sensed radar data,
Figure 5.11a and 5.11b depict mean values of kw and fwr in the coral reef lagoon, respectively.
Note that only the lagoon region where water depth data are available will be considered. Black
and red lines delineate the detected shoreline and reef rim, respectively. Again, kw obtained from
Nielsen’s model is about twice the equivalent bottom roughness estimated using Madsen’s et al.
coefficients, mainly in shallower depths.
Total average value and mean standard deviation (σ) of the wave friction factors fwr in Figure
5.11 considering Nielsen’s [12], [13] and Madsen’s et al. [14], [15] empirical coefficients are 0.167




Figure 5.11: Mean values of (a) kw and (b) fwr in the coral reef lagoon using Nielsen’s [12], [13] and Madsen’s
et al. [14], [15] coefficients. Black and red lines delineate the detected shoreline and reef rim, respectively.
roughness kw are 0.30 m (σ = 0.12 m) and 0.20 m (σ = 0.14 m) using Nielsen and Madsen et al.
approaches, respectively.
Indeed, mean values of fwr and kw are in good agreement with the values calculated by Lowe
et al. in [13] for each pair of in-situ pressure sensors aligned in a cross-reef direction transect on
the barrier reef in Kaneohe Bay, Hawaii ( fwr = 0.28 and kw = 0.16 m, according to [13]). Besides,
mean kw obtained in San Andres Island is comparable to kw = 0.4 m calculated for meadow
canopies in Cala Millor beach, Spain [197], [237].
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5.5 Discussion
Considering the mean values of kw and fwr obtained from both Nielsen’s [12], [13] and Madsen’s
et al. [14], [15] empirical coefficients in the coral reef lagoon (See Figure 5.11), the mean bias error
is calculated to give a quantitative comparison of both techniques and thereby measure their
agreement. Results are depicted in Figure 5.12. For the equivalent bottom roughness kw, this
performance statistic is calculated as kw,Nielsen − kw,Madsen. Similarly, mean bias of fwr estimates
is determined by fwr,Nielsen − fwr,Madsen.
In general, the correlation coefficients between both formulations are 0.806 and 0.99 for kw
and fwr, respectively. Besides, the root mean square errors (RMSE) for kw and fwr are 0.01 and
0.09, respectively, by comparing both approaches and considering all kw and fwr estimated in the
lagoon. However, Nielsen’s coefficients slightly overestimate kw in most of the tested locations,
as shown in Figure 5.12a. Therefore, a total mean bias, Bias is calculated to determine the general
agreement between Nielsen’s and Madsen’s et al. estimates. For the equivalent bottom roughness







kw,Nielsen − kw,Madsen (5.17)
where M is the number of locations where kw is determined. Total mean bias and the correspond-
ing relative errors are 0.102 m (12.99%) and -0.012 (0.05%) for kw and fwr, respectively. The highest
mean bias errors for kw and fwr are 0.33 m and -0.1, respectively.
Figure 5.12: Mean bias error of (a) kw and (b) fwr between Nielsen’s [12], [13] and Madsen’s et al. [14], [15]
models by using remotely sensed radar data.
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Since Nielsen’s coefficients estimate the wave friction factor by fitting laboratory data from
monochromatic wave-driven flows and fixed three-dimensional roughness, it may be question-
able to apply Nielsen’s formula in the rough lagoon. In contrast, Madsen’s et al. spectral wave
model can be applied to a relative roughness range of 0.2 < Cµub,r/kwωj < 102, where spectral
wave conditions are much closer to random nature of coastal waves. Therefore, Madsen et al.
approach adequately estimate kw.
As Lowe et al. stated in [13], the equivalent bottom roughness, also named the equivalent
Nikuradse roughness, can be determined by kw,Nielsen ' 4σb, where σb is the standard deviation
of the measured bed elevation. σb was obtained in [13] by using a roughness profiler which
measured the height of the roughness every 5 cm in a cross-reef transect of 3 m with a vertical
resolution of ±2 mm. Similarly, Madsen et al. [14], [15] reported kw,Madsen ' 4Hbed, where
Hbed is the height of the bottom roughness elements, i.e. the mean height of the coral elements.
Figures 5.13a and 5.13b depict the estimated Hbed and σb obtained from kw,Madsen and kw,Nielsen,
respectively.
As it can be observed in Figure 5.13, mean Hbed and σb are 5 cm and 7.66 cm, respectively.
These values are in good agreement with the geometric parameters proposed by Lesser et al.
[238], Reindenbach et al. [239] and Marshall [240] to model in-canopy flows for branched species,
such as Stylophora and Pocillopora (Table 4 in [218]), which are also common in the San Andres
Island’s coral carpets [199]. Moreover, the highest Hbed = 0.25 m and σb = 0.17 m are comparable
to values obtained by Huang et al. [215] in Lady Elliot Island (the Great Barrier Reef, Australia),
where Hbed = 0.272 m and σb = 0.14 m.
Figure 5.13: (a) Height of the bottom roughness elements Hbed and (b) the standard deviation of the bed
elevation σb estimated in the shallow coral reef lagoon using remotely sensed radar data.
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5.6 Summary
This Chapter introduces a completely novel use for X-Band radars by remotely sensing wave
energy dissipation rates, wave friction factors and the equivalent bottom roughness in the San
Andres Island barrier-reef system. Until now, wave energy dissipation had been extensively
studied by deploying a line of in-situ sensors (e.g. ADVs and ADCPs) in a cross-reef direction,
perpendicular to the coastline. Due to radar estimates are in good agreement with model-
predicted Hs data and in-situ measurements, results reveal that X-Band marine radars can describe
prominent features of coral reefs, including the delineation of reef morphological structure, wave
energy dissipation and wave transformation processes in the lagoon.
Considering raw-radar intensities, the fore reef, reef flat and lagoon regions can be identified
by visual inspection. However, an alternative unsupervised classification procedure to delineate
the inner and the outer reef zones (i.e. lagoon and fore reef areas, respectively) is applied. This
method uses an empirical threshold (Hs = 1.8 m) derived from the bi-modal distribution of
radar-measured Hs, where two main zones with mild and rough wave conditions are identified.
These zones in turn represent the inner and the outer reef areas, respectively. Johnny Cay and
a sandy beach section are also detected through the discrimination of large shaded areas with
low intensity. Shoreline and reef rim are delineated using the magnitude of the image gradient.
Chapter 6 gives more detailed information about this methodology.
In order to determine frictional dissipation in the reef lagoon, Nielsen [12], [13] and Madsen et
al. [14], [15] approaches are tested considering each pixel of the radar image as a single virtual
sensor. Correlation coefficients between both formulations are high (rkw =0.806 and r fwr =0.99)
with root mean squared differences of 0.01 and 0.09 for kw and fwr, respectively. However,
Nielsen’s coefficients slightly overestimate kw in most of the tested locations because they were
originally determined by fitting laboratory data from monochromatic waves over a fixed rough
bottom. Therefore, Madsen’s et al. spectral wave model adequately estimates kw as 0.20 m.
It is worth to note that the reef attenuates incident waves by approximately 75% due to both
frictional and wave breaking dissipation. According to results, mean values of fwr,Madsen = 0.18
and kw,Madsen = 0.20 m calculated in the study area are comparable with estimates obtained by
Lowe et al. [13] in Kaneohe Bay, Hawaii ( fwr = 0.28 and kw = 0.16 m) and Infantes et al. [197],
[237] for meadow canopies in Cala Millor beach, Spain (kw = 0.4 m), both using in-situ wave and
currents data.
Finally, the standard deviation of the measured bed elevation σb and the height of the bottom
roughness elements Hbed, i.e. the mean height of the coral elements, are estimated considering
kw,Nielsen ' 4σb [13] and kw,Madsen ' 4Hbed [14], [15]. According to results, mean values of Hbed
and σb are 5 cm and 7.66 cm, respectively. These values are in good agreement with the geometric
parameters proposed by Lesser et al. [238], Reindenbach et al. [239] and Marshall [240] to model
in-canopy flows for branched species, such as Stylophora and Pocillopora (Table 4 in [218]), which
are also common in the coral carpets of San Andres Island [199]. Moreover, the highest values of
Hbed = 0.25 m and σb = 0.17 m are comparable to values obtained by Huang et al. [215] in Lady
Elliot Island (the Great Barrier Reef, Australia), where Hbed = 0.272 m and σb = 0.14 m.
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For future studies, velocity measurements may improve the understanding of radar perfor-
mance. However, results presented above suggest a new research line in the assessment of coral
reefs threats by combining multiple data sources, i.e. marine radars, in-situ sensors and numeri-






Using X-Band Marine Radar Data
“Anyone who stops learning is old, whether at twenty or eighty. Anyone who keeps learning stays young.
The greatest thing in life is to keep your mind young.”
Henry Ford (1863 – 1947)
6.1 Introduction
Monitoring coastline evolution and bathymetry changes are crucial tasks to support coastal
management services including the assessment of flooding risks, crescentic sand bar formations
and beach erosion/accretion. Indeed, environmental boundary conditions, bottom coastal mor-
phology and incoming waves significantly modify the wave climate in specific sites. Human
overexploitation in a given coastal zone is one of the most common causes of decline of ecosystem
stability that yields important morphological changes on beach structure. Since coastal dynamics
is governed by a set of nonlinear processes, the nearshore study requires not only accurate
modelling systems but also continuous measurements. Therefore, the coarser pixel resolution
of satellite imagery and the expensive, time-consuming and spatially-limited LiDAR and sonar
surveys often preclude the continuous morphological mapping of coastal areas. In this context,
shore-based remote sensing technologies, such as stereo-video imagery and microwave X-Band
radars, can be used to describe the coastal dynamics in detail.
This Chapter is devoted to determine morphological mapping facilities of X-Band radars
which are compared with the performance of video systems reported in the literature and results
previously obtained from SIRENA [145] and ULISES [148] video monitoring systems at the study
sites. Therefore, this Chapter mainly discusses the second hypothesis of this doctoral dissertation:
Coastal morphodynamics estimates could improve by merging data from multiple low-cost sensors.
The chapter is outlined as follow. Section 6.2 describes all datasets used for the morphological
analysis at Castelldefels and Cala Millor beaches. Section 6.3 gives an extended explanation
of the the proposed approaches to estimate water depth and to detect shoreline using X-Band
radars. Subsection 6.3.1 outline the uBathy algorithm [16] which is based on empirical orthogonal
functions (EOF) and Hilbert Transform, as a novel bathymetric inversion algorithm from video
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imagery, which is adapted to radar data. The shoreline detection algorithm derived from radar
data is stated in Subsection 6.3.2. Section 6.4 deals with the comparison of the radar-retrieved
morphological estimates and the measurements provided by in-situ surveys at the study sites.
A discussion is presented in Section 6.5 comparing radar performance with video estimates in
nearshore areas. Finally, Section 6.6 summaries the Chapter.
6.2 Field Data
Field experiments were conducted at Castelldefels and Cala Millor beaches during March 14th-
19th and October 22th-24th 2018, respectively, to describe the nearshore morphodynamics using
X-Band radars. Indeed, Castelldefels dataset allows the evaluation of water depth mapping skills
from marine radars in coastal areas, whereas the assessment of shoreline detection is performed
through Cala Millor dataset. The radar antenna was deployed at 13 m above MSL at Castelldefels
beach (41◦15′54.440′′ N, 1◦59′50.628′′ E) and at 46.7 m height in Cala Millor (39◦35′46.849′′ N,
3◦22′59.164′′ E). Figure 6.1 shows the instruments deployment at Cala Millor beach, where an
AWAC sensor was installed at 17 m depth and 1.5 km away from radar antenna (39◦35′32.5′′ N,
3◦23′59.1′′ E).
Figure 6.1: General layout of the marine radar and the in-situ sensor in Cala Millor. Onshore deposits of
Posidonia oceanica meadows and surrounding rocky outcrops are identified in radar image.
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As shown in Figure 6.1, the irregular and shaded areas correspond to radar backscatter from
onshore deposits of Posidonia oceanica meadows and surrounding rocky outcrops. Since radar
image seabed is colonized by the endemic Posidonia oceanica meadow, bottom roughness modifies
wave propagation and dissipates energy due to bottom friction [197]. An extended analysis of
wave energy dissipation in a coral reef coastal environment is given in Chapter 5.
The Coastal Ocean Observatory (http://coo.icm.csic.es/) from the Institute of Marine
Science (ICM-CSIC) in Castelldefels has a set of 5 cameras located at 30 m height (41◦15′54.7′′ N,
1◦59′29.1′′ E), and at about 500 m from the radar antenna location. In Cala Millor, the Marine-
Terrestrial Beach Monitoring Facility (http://www.socib.eu/) from the Balearic Islands Coastal
Observing and Forecasting System (SOCIB) also deployed 5 unattended video cameras located at
39◦35′46.9′′ N, 3◦22′59.33′′ E in the rooftop of the SENTIDO Castell de Mar hotel, i.e. at 6 m from
the radar system location.
Topographic profiles and bathymetric surveys were carried out at both beaches to describe the
nearshore morphological variations. Water depth survey at Castelldefels beach has dimensions
of 1500 m × 1750 m (i.e. alongshore and cross-shore distances, respectively) from 1 m depth until
22 m depth. In contrast, topographic measured data in Cala Millor is extended up to about 13 m
depth in a region of 1880 m × 720 m.
Besides, a differential GPS-RTK with submetrical resolution was used to measure shoreline
data and submerged water depth profilers in both study sites. Figure 6.2c presents the measured
shoreline on a planview timex image from SIRENA system in Castelldefels (14th March 2018)
[125]. More detailed explanation is given in Chapter 3.
Figures 6.2a and 6.2b depict locations of remote sensors and water depth in-situ surveys in
both study areas, i.e. Castelldefels and Cala Millor. Red squares and black diamonds markers
indicate locations of video cameras and radar system, respectively. Red dotted line in Figure 6.2a
delineates a cross-shore bathymetric transect measured during MUSAFELS experiment, whereas
black dashed square outlines the radar analysis region in Castelldefels.
6.3 Methods
6.3.1 Bathymetric Inversion Algorithm from Video Imagery (uBathy)
The uBathy algorithm [16] is a novel approach to estimate water depth from stereo-video
imagery that applies Principal Component Analysis (PCA) on the Hilbert Transform of the video
images. Wave frequency ω and wavenumber k are determined by algebraic decomposition of
the retrieved wave patterns from the spatio-temporal complex EOF-PCA analysis. For a given
snapshot video image X in a spatio-temporal domain, i.e. Xmn = f (xm, tn), with m = 1, 2, .., M
and n = 1, 2, .., N, each Xmn value can be obtained by [16],
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Figure 6.2: Remote sensors deployment and in-situ measured water depth data at (a) Castelldefels beach
and (b) Cala Millor beach. Red squares and black diamonds indicate locations of video cameras and radar
system, respectively. Red dotted line in (a) delineates a cross-shore bathymetric transect measured during
MUSAFELS experiment. Black dashed square outlines the radar analysis region at Castelldefels beach. (c)
Measured shoreline using RTK data on a planview timex image from SIRENA system in Castelldefels (March
14th 2018).
where fm is the time average space-vector, EOFq is the qth empirical orthogonal complex-valued
vector in space and PCq is the qth orthogonal complex-valued vector in time domain. Note
that each pair {EOFq, PCq} is a mode, whose contribution to the total complex-valued signal is
quantified by the explained variance, σ2q , i.e. a real value [16].
Considering the propagation of J different small-amplitude wave components onto a flat





aj cos(kj · x−ωjt + ϕj) (6.2)
where aj is the amplitude and kj = (kxj, kyj) is the wavenumber vector of the jth wave component.
Besides, ωj and ϕj are the wave frequency and wave phase lag, respectively. This expression is
an extended version of Equation 2.1 for sea surface elevation maps.
The Hilbert transform can be applied on wave patterns of Xmn to obtain the corresponding






aj exp(−i(kj · xm + ϕj)) exp(iωjtn) (6.3)
where each jth component of the wave field can be determined as a mode of the PCA for large
time domain. Therefore, ωj and k j = |kj| are given by [16],
αt = angle{PC(t)} ≈ angle{exp(iωjt)} = ωjt (6.4)
and
αx = angle{EOF(x)} ≈ angle{exp(−i(kj · x + ϕj))} = −(kj · x + ϕj) (6.5)
More detailed explanation about Hilbert transform is given in Appendix D.
The uBathy algorithm uses sub-videos obtained from a moving time window of width wt, in
which the dominant PC mode of each complex EOF is analyzed. Then, each time window ti gives
a {ωi, σωi} pair by fitting αt in a vicinity radius Rt to a polynomial function as p0 + p1(t− t0) at
a certain time t0. The ratio between the standard deviation σωi and ωi must be lower than 15% to
select accurate ωi values. Thus, wavenumber k can be obtained from each window ti using the
first EOF and the phase fitting procedure, as stated in [16] . Correlation coefficient of the fitted αx
has to be higher than 0.70 to properly recover k. Finally, local water depth is estimated fitting
all pairs {ωi, ki} with the linear dispersion relation (Equation 2.5) on a neighborhood Rx. More
detailed information about uBathy algorithm is given in [16] for synthetic wave trains and real
field site video data.
The above methodology is adapted to radar systems considering more than 120 time windows
with wt = 80 s, 4t = 10 s, 4x = 150 m, Rx = 250 m and Rt = 40 s for each hourly sea clutter
dataset during March 14th-19th 2018. Therefore, more than 35000 sub-videos were analysed with
an average duration of the total video tmax = 15 minutes. Since more sub-videos are available,
the windowing analysis will filter better the wave patterns, as stated in [16]. Hence, ω and k can
be recovered from each radar sub-video with high accuracy.
According to Simarro et al. [16], the temporal parameters (4t and Rt) of the uBathy algorithm
are defined considering4t ≤ Rt ≤ T/2, where T is the wave period. Besides, the optimal spatial
parameters must comply with the condition 4x ≤ Rx ≤ λ/2, where λ is the wavelength [16].
In contrast, 4x ≤ Rx ≤ 6λ is considered for radar analysis, where λ ranged from ∼ 25 m to
∼ 65 m in this case. The condition for temporal parameters remains unchanged. Note that spatial
parameters, i.e. 4x and Rx, that optimize the bathymeric inversion using radar data are larger
than those used for video imagery in [16], mainly due to the coarser spatial resolution of marine
radars relative to video systems, i.e. 4rradar = 6 m and4rvideo = 0.16 m [125].
Finally, the main mode for the PCA analysis of each time window must explain more than 80%
of the total variance from the radar-retrieved wave patterns.
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6.3.2 Proposed Shoreline Detection Approach
The proposed method for automatic extraction of the shoreline applies digital image processing
techniques and first-order derivative filters on remotely sensed radar data. Basic steps include
enhancement, smoothing and edge extraction of the radar images, as shown in Figure 6.3. En-
hancement and smoothing procedures use both non-linear Gaussian filtering and morphological
filters to intensify the edge discontinuities in the image intensity. Therefore, impulse noise in the
image is suppressed while the edges are preserved.
Figure 6.3: Shoreline detection procedure.
Considering each radar image as a spatial function f (x, y) over a defined time ti, the morpho-
logical operators, i.e. erosion and dilatation, and their combinations, i.e. opening and closing,
can be used to describe curves and mixed texture of shorelines [241]. The erosion of an image by
a moving window W, also known as structuring element, is given by f 	W and describes the
infimum backward-shifted versions of f in all points of the neighborhood of size W. In contrast,
the dilatation of an image, f ⊕W, is the point-wise supremum of forward-shifted versions of f in
all convolved points of the structuring element W. That means that erosion returns the minimum
value of all pixels that are completely contained inside the moving window W, whereas dilatation
returns the maximum intensity of f within W. Therefore, the shapes contained in f are reduced
or expanded by eroding or dilating the input image, respectively.
By combining the above morphological operators, opening and closing techniques can be
defined. Opening is the dilatation of the erosion of f by a structuring element W and is given by
[241],
f ◦W = (( f 	W)⊕W) (6.6)
Similarly, dilating an image f by a moving window W and then eroding the result by the same
structuring element W yields the closing of f by W as [241],
f •W = (( f ⊕W)	W) (6.7)
In this case, morphological closing is firstly applied on Gaussian filtered radar image using a
disk structural element of radius r = 3 pixels and then this result is enhanced by opening the
resulting image through a line structural element with 15 pixels length and oriented 45 degrees
with respect to the origin of the input image. Then, first-order derivative filtering is applied to














where δ f /δx is the partial derivative of the image f (x, y) with respect to x, i.e. the gradient in
the x direction (Gx), and δ f /δy corresponds to the partial derivative of the image f (x, y) with
respect to y, i.e. the gradient in the y direction (Gy). Besides, the magnitude of the gradient | 5 f |
and the gradient direction θ can be calculated by [242],
| 5 f | =
√






After gradient image has been computed, a thresholding procedure is applied considering that
continuous pixels with larger values of | 5 f | are possible edge locations, which in turns represent
the detected shoreline. Finally, the detected edge pixels are fitted to a high order polynomial
function to smooth the results and to obtain the final shoreline estimation.
6.4 Results
6.4.1 Water Depth Estimation
The uBathy algorithm is applied on the radar images measured at Castelldefels beach. The k
and h estimates from a radar sub-video are shown in Figure 6.4 considering the first EOF that
explains 82 % of the total variance. Note that some outliers in k estimates distort the radar-derived
water depth, mainly in that pixels where wave fields are discontinuous. This discontinuity is due
to radar antenna rotation that yields a slightly time lag between consecutive pixels. However,
this time lag is indeed shorter than the temporal parameters of the uBathy algorithm (i.e. 4t and
Rt). Therefore, sea clutter data after a complete radar rotation is considered as a snapshot image
for practical reasons and simplicity (See Figure 2.1 in Section 2.4).
After all sub-videos have been processed, composite images are built using the mean, median
and mode statistics of the retrieved wave frequency, wavenumber and water depths at the study
area. Then, a median filter with a kernel size of 7× 7 pixels is applied to remove outliers in k
and to further enhance h estimates from radar images. Figure 6.5 illustrates the enhancement
procedure to remove outliers using the median composite image depicted in Figure 6.6b. Figure
6.5a depicts the wavenumber estimates, where white dots represent outliers. Note that water
depth outliers of up to 59 m in Figure 6.5b corresponds to pixel locations of k outliers in Figure
6.5a. Finally, radar-derived wavenumber and water depths are enhanced using the median
filtering procedure (See Figures 6.5c and 6.5d, respectively). It is worth to note that k estimates
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Figure 6.4: Wavenumber and water depth estimates from a radar sub-video using the main mode for the
PCA analysis that explains 82 % of the total variance.
Figure 6.5: Enhancement procedure to remove outliers in k and h estimates using uBathy algorithm from
remotely sensed radar images. (a) Wavenumber estimates; white dots represent outliers. (b) Water depth
outliers. (c) Filtered wavenumber and (d) the enhanced bathymetric inversion.
are larger than the deep-water wavelength ω2/g and shorter than the corresponding k at the
minimum measured depth, i.e. k < ω/
√
ghmin where hmin =0.87 m in this case.
Figures 6.6a to 6.6c show the processed and filtered mean, median and mode water depth
composite images, respectively. These inferred depths are compared with in-situ measurements
at a cross-shore transect, as shown in Figure 6.6d. Figure 6.2a indicates the transect location by the
red dotted line. As it can be observed, mode composite image returns the largest error compared
with in-situ data and hence Figure 6.6c is discarded for the analysis. Since mean and median
bathymetric estimates behave similarly, both images are further analyzed in order to measure the
quality of the recovered water depths inferred by the radar.
In this context, Figures 6.7a to 6.7c illustrate the bias error distribution from inferred mean
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Figure 6.6: Inferred (a) mean, (b) median and (c) mode water depth composites. (d) Comparison of the
radar-derived water depths and the in-situ measurements at a cross-shore transect. Transect location is
indicated by the red dotted line in Figure 6.2a. Gray dashed and dotted lines are the mean and median
radar-derived depth estimates, respectively. Circles are the mode statistic of the inferred water depths. Black
line represents the in-situ measured depths at the cross-shore transect.
Figure 6.7: Normalized histograms of the bias errors from inferred mean (black bars) and median (gray bars)
water depths compared with in-situ measured data. Bias error distribution for (a) raw and (b) enhanced h
estimates using the median filtering and (c) considering non-linear effects. (d) In-situ measured and (e) the
final radar-derived water depths, as well as (f) the difference between the gridded survey and the inferred
water depths using the median composite image.
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(black bars) and median (gray bars) water depths compared with in-situ measured data (Figure
6.7d). As it can be observed, the bathymetric inversion produces small errors using the median
composite image. Raw uBathy results and enhanced h estimates by using the median filtering are
depicted in Figures 6.7a and 6.7b.
To further compare the surveyed bathymetry with radar-derived depth estimates, Figures
6.8a and 6.8b depict a scatter plot for raw and enhanced hradar estimates respectively, but only
considering the median composite image (Figure 6.6b). Note that larger bias errors are obtained
in the shallower (-5 m ≤ h ≤ -1 m) and deeper (-16 m ≤ h ≤ -10 m) water areas in the local
bathymetry, where scatter distributions are coarser. Indeed, hradar is overestimated at shallower
areas and underestimated at deeper water, as shown in Figure 6.8b. Water depth estimates are
sufficiently good at intermediate water depth zone (-10 m < h < -5 m).
From Figure 6.8b, it can be observed that RMSE is reduced by applying the median filtering
yielding a better agreement between hradar and hin−situ, i.e. r = 0.97 and RMSE = 0.76 m. However,
limitations in the large and shallow water depth areas remain.
Figure 6.8: Comparison of surveyed depths and radar-derived (a) raw, (b) filtered and (c) final depth
estimates at Castelldefels beach.
Mean differences between surveyed and radar-derived depth estimates are shown in Figure
6.9, in order to assess the average radar performance by applying the uBathy algorithm [16] to
infer each given h. Black square markers indicate the errors obtained by the filtered h image. As
stated above, three main zones are defined, i.e. shallow depths, intermediate depths and large
depths, considering similarities in the average radar accuracy at the local bathymetry.
Note that radar performance is degraded at deeper (-16 m ≤ h ≤ -10 m) and shallower (-5 m
≤ h ≤ -1 m) waters. It is worth to note that large water depth areas are just located at the remote
pixels where radar backscatter signal is weaker. However, shallower areas indeed correspond
to the surf zone where non-linear wave transformations take place, which are associated with
shoaling, wave breaking and transfer among different harmonics due to the finite water depth.
In order to reduce errors due to non-linear effects and weak echo signals, an empirical range
dependent scaling factor c(r0) is included considering the radar antenna height hant = 13 m, the
distance of each pixel to the antenna location, i.e. r0, and the minimum local wavelength λmin,r0
in meters at each r0 location. This factor is used to correct the previous hradar estimates at shallow






where c(r0) is positive at deeper water (-16 m ≤ h ≤ -10 m) and negative at shallower water
depths (-5 m ≤ h ≤ -1 m), where h is under- and over-estimated, respectively. This factor is
applied on both mean and median water depth composite images and the normalized histogram
from bias errors is shown in Figure 6.7c. As it can be seen, mean bias error is 0.08 m from median
water depth estimates. Besides, inferred hradar and measured hin−situ are in good agreement with
a high correlation coefficient r = 0.99 with a RMSE of 0.45 m, according to Figure 6.8c. Therefore,
the final radar-derived water depth estimate is the filtered and empirically adjusted median
composite, which is depicted in Figure 6.7e.
Figure 6.7f shows the difference between the gridded survey and the radar-inferred water
depths, i.e. hin−situ − hradar. Note that over the vast majority of the overlapping domain, bias
ranges from -0.5 m and 0.4 m. At the large and shallow water depths, mean bias is about 0.40 m
and -0.37 m, respectively. Bias is up to 1.2 m only for lateral pixels at the remote areas.
Regarding Figure 6.9, gray circles represent the mean bias and RMSE considering the empirical
scaling factor c(r0) for non-linear effects. As it can be observed, radar-derived depth estimates at
intermediate depths (-10 m < h < -5 m) are sufficiently good in both cases when the the empirical
scaling factor c(r0) for non-linear effects are or not included. In this depth range, mean bias and
RMSE are -0.37 m and 0.79 m when c(r0) is not included (i.e. only for filtered images). In contrast,
considering the empirical correction the mean bias is -0.27 m with a RMSE of 0.65 m.
Figure 6.9: (a) Bias and (b) root-mean-square errors of radar-derived water depths using the uBathy algo-
rithm [16]. Black square markers indicate the errors obtained by the filtered h image. Gray circles represent
the results considering the empirical scaling factor c(r0) for non-linear effects.
Besides, at deeper water (-16 m ≤ h ≤ -10 m), h is underestimated in both cases with a mean
bias of 0.97 m and 0.40 m and a root-mean-square error of 1.58 m and 0.71 m using and not
using the c(r0) factor, respectively. At shallower water (-5 m ≤ h ≤ -1 m), the radar accuracy
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strongly declines without considering the non-linear adjust. Hence, mean differences are larger,
i.e. bias = -1.13 m and RMSE = 1.38 m respectively. Note that negative mean bias indicates that
h is overestimated at this zone. After applying the empirical correction factor c(r0), errors are
reduced with a mean bias of -0.37 m and a RMSE of 0.66 m at shallower depths.
6.4.2 Shoreline Detection
Regarding shoreline detection, Figure 6.10 illustrates the proposed approach applied on the
normalized variance image. Variance image is calculated as the standard deviation in time
domain from a series of hourly radar data measured at Cala Millor beach during October 22th-
24th 2018. Pixel intensities larger than µvar ± 3σvar in the variance image are considered outliers,
where µvar and σvar are the mean and the standard deviation of the variance image intensities.
Outliers are represented by white pixels in the radar coverage area, as shown in Figure 6.10a.
Rocky outcrops are clearly identified.
Figure 6.10: Shoreline detection using the variance image. (a) Normalized variance image. (b) Gaussian
filtered and morphological operated image using closing and opening techniques. (c) Magnitude of the
gradient and (d) the detected shoreline (red line) at Cala Millor beach.
Then, variance image is smoothed and enhanced by applying the Gaussian filtering and
closing/opening morphological operators, as depicted in Figure 6.10b. The aim of this step is to
remove discontinuities that do not correspond to the shoreline, e.g. buildings and shaded areas
due to rocky outcrops backscattering obstruction, which can be possible error sources for the
edge detection procedure. Thus, the magnitude of the gradient is calculated from the enhanced
radar image.
After the gradient image has been computed, a thresholding procedure is applied, as shown in
Figure 6.10c. Continuous pixels with larger values of the magnitude of the gradient, | 5 f | ≥ 2.5
when the variance image is the input signal, are considered as possible shoreline locations. These
detected edge pixels are fitted to a high order polynomial function, n =9, to smooth the results
and to obtain the final shoreline estimation presented in Figure 6.10d over the original variance
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image. Note that the radar-derived shoreline estimate not only includes the sand beach but also
the rocky outcrops at the study site, where video systems cannot measure. The above procedure
is also performed using mean and median images. Results are shown in Figure 6.11.
Figure 6.11: Radar-derived shoreline estimates using (a) mean, (b) median and (c) variance images. (d)
Local shoreline estimates at the black square regions indicated in (a-c) that contain the submerged sandbars.
Black line is the surveyed data. Blue, red and black dashed lines correspond to the shoreline estimates using
mean, median and variance images, respectively.
According to Figures 6.11a and 6.11b, errors for shoreline detection are larger using mean and
median images that wrongly identify submerged sandbars at about 200 m from the radar antenna
as shoreline locations, mainly due to strong radar backscatter signal at that zone. Radar-derived
shoreline using variance images are in good agreement with in-situ data, as shown in Figure
6.11c. Figure 6.11d shows the local shoreline estimates at the black square regions indicated in
Figures 6.11a to 6.11c, which contain the submerged sandbars. Mean bias from mean and median
images exceed the 50 m and shoreline locations are often overpredicted at seaward direction. In
contrast, variance image achieves -3.74 m mean bias with a normalized error of 7.18% and RMSE
of 2.49 m.
6.5 Discussion
Table 6.1 summaries the assessment of uBathy [16] and cBathy [159] bathymetric inversion
algorithms using radar and video imagery. Radar and video performance by applying cBathy
algorithm and the Kalman filter is reported in [146]. Optical video-based accuracy using both
bathymetric inversion algorithms but without considering the Kalman filter is stated in [16].
It is worth to note that uBathy improves the results achieved by cBathy, providing smaller
average error (bias) and RMSE at the different depth ranges considered. This proves that uBathy
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algorithm, which has previously been evaluated only using video imagery [16], is suitable to be
applied on field data from different remote sensor platforms, e.g. marine radars, with a similar
overall accuracy to those obtained from video-derived depth estimates.
According to Table 6.1, the combination of uBathy estimates with the proposed post-processing
techniques, i.e. median filtering to remove outliers and the empirical scaling factor in order to
minimize errors due to non-linear effects, provides the best performance scenario. Besides, the
total mean accuracy for radar-derived depth estimates is significantly higher than the achieved
in [16] via optical video, with a mean bias of 0.08 m and RMSE of 0.45 m at the total study site.
However, radar performance has lower fidelity depth estimates at intermediate depths than those
reported in [146] using the Kalman filter.
TABLE 6.1: Assessment of the radar-derived water depth estimates using uBathy
[16] algorithm compared with in-situ measurements and the reported accuracy on
video-derived depth estimates using cBathy [159] and uBathy [16] algorithms.
Sensor Results cBathy [159] estimates uBathy [16] estimatesDeeper Intermediate Shallower Deeper Intermediate Shallower
Radar
Depth Range -15 m≤ h ≤-9 m -9 m< h <-6 m -6 m≤ h ≤0 m -16 m≤ h ≤-10 m -10 m< h <-5 m -5 m≤ h ≤-1 m
Bias 1.00 m -0.02 m -2.30 m 0.40 m -0.27 m -0.37 m
RMSE 1.00 m 0.40 m 2.70 m 0.71 m 0.65 m 0.66 m
Videoa
[146]
Depth Range -10 m≤ h ≤-5 m -5 m< h <-1 m -1 m≤ h ≤0 m
Bias 0.59 m -0.01 m -0.92 m Not yet developed [16]
RMSE 0.79 m 0.34 m 1.0 m
Videob
[16]
Depth Range -8 m≤ h ≤0 m -8 m≤ h ≤0 m
Bias -0.50 m -0.27 m
RMSE 1.38 m 1.29 m
a represents the performance using a series of hourly videos and applying the Kalman filter.
b denotes the results obtained from cBathy [159] and uBathy [16] algorithms considering only one video.
The Kalman filter is not used.
Recently, Honegger et al. [166], [167] implemented the cBathy depth estimate algorithm on
X-Band radar data at micro- [166] and macro-tidal [167] nearshore areas. As stated above, cBathy
was originally designed from video cameras. They added a time lag correction between pixel
time series in order to reduce possible error source, since cBathy algorithm has been exclusively
applied to snapshot video images. Water depth estimates from X-Band radars show mean bias
errors and RMSE of 0.26 m and 0.49 m, respectively, by applying the Kalman filter but without
considering non-linear effects [166]. Hence, significantly higher errors are achieved at locations
shallower than 2 m depth (surf zone). In contrast, bathymetric inversion from video imagery
shows mean bias errors and RMSE of 0.23 m and 0.44 m, respectively [166]. In the extended case
where tidal currents are considered on the linear dispersion relation [167], the mean bias error is
0.02 m with RMSE of 0.35 m. Therefore, inherent limitations of cBathy algorithm remain [166].
In this context, it can be observed that adding wave-current bathymetric interaction (as sug-
gested [167] for cBathy) and Kalman filtering may decrease the bias and RMSE in about 40%
obtained by using uBathy and the post-processing enhancement procedure that is proposed in
this doctoral dissertation from radar data.
Regarding shoreline detection, Simarro et al. [125] also used video-derived variance images
obtained from SIRENA open source code at Castelldefels beach (Spain) and Tairua beach (New
Zealand). They obtained a mean bias of 8.5 m (0.6 m) and a relative error of 10.5% (6.1%),
considering all videos at both studies sites (only at Castelldefels) [125]. In contrast, radar-derived
variance images achieve -3.74 m bias error with a normalized error of 7.18% and RMSE of 2.49
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m using the proposed shoreline detection approach based on digital processing techniques and
first-derivative filtering.
Besides, surrounding rocky outcrops and submerged sandbars can also be identified in the
radar image. However, onshore deposits of Posidonia oceanica meadows and crescentic sandbars
often hinder the extraction of accurate shoreline in some regions.
6.6 Summary
The assessment of morphological mapping facilities of X-Band radars is performed by compar-
ing radar-derived depths and shoreline estimates with in-situ data and the previously reported
video performance at the study sites. Results reveal a promising use of X-Band radars and stereo-
video systems as complementing nearshore monitoring tools, even although inherent trade-offs
remain (i.e. the coarser spatial resolution and sea clutter image quality for X-Band radars and the
degradation of video range resolution at cross-shore direction [166]). Therefore, radars and optical
video systems should be considered as complementing morphological mapping tools, instead of
excluding, in order to provide higher-resolution and more accurate bathymetric estimates and
shoreline measurements in a broad area.
The uBathy algorithm [16] is adapted to radar systems considering more than 120 time windows
with wt = 80 s, 4t = 10 s, 4x = 150 m, Rx = 250 m and Rt = 40 s for each hourly sea clutter
dataset at Castelldefels beach. Since more sub-videos are available, ω and k can be recovered
with high accuracy. Median composites of radar-derived depth estimates are combined with a
median filtering to remove outliers and the empirical scaling factor in order to minimize errors
due to non-linear effects, providing the best performance scenario (i.e. mean bias and RMSE of
0.08 m and 0.45 m respectively, and r = 0.99).
Using this configuration, we obtained that uBathy improves the results achieved by cBathy
from both radars and video imagery, providing smaller average error (bias) and RMSE at the
different depth ranges considered. This proves that uBathy algorithm, which has previously been
evaluated only using video imagery [16], is suitable to be applied on field data from different
remote sensor platforms, e.g. marine radars, with a similar overall accuracy to those obtained
via video systems. Further studies may consider the assessment of radar accuracy by adding
wave-current bathymetric interaction and Kalman filtering in the uBathy algorithm [16].
Over the vast majority of the study site, bias errors range from -0.5 m and 0.4 m. At the
large and shallow water depths, the mean bias is 0.40 m and -0.37 m, respectively. Only for
lateral pixels at the remote areas the bias error is up to 1.2 m, where radar backscatter signal is
weaker. Larger bias errors are obtained at the shallower water (-5 m ≤ h ≤ -1 m) and deeper
water (−16 m ≤ h ≤ −10 m) areas in the local bathymetry. Indeed, hradar is overestimated at
shallower areas and underestimated at deeper water. Water depth estimates are sufficiently good
at intermediate water depth zone (-10 m < h < -5 m). Shallower water correspond to the surf
zone where non-linear wave transformations take place, which are associated with shoaling,
wave breaking and transfer among different harmonics due to the finite water depth. Radar
accuracy is enhanced at this zone including the empirical range dependent scaling factor c(r0).
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Finally, a method for automatic extraction of the shoreline is proposed applying digital image
processing and first-order derivative filters on variance images. Mean bias and normalized
errors from radar-derived shoreline estimate are comparable to those achieved via optical video.
Besides, surrounding rocky outcrops and submerged sandbars can also be identified using radar
images. However, onshore deposits of Posidonia oceanica meadows and crescentic sandbars often




“In the depth of winter, I finally learned that within me there lay an invincible summer.”
Albert Camus (1913 – 1960)
Remote sensing is a challenging task in nearshore areas. Environmental conditions at the
moment of image capture as well as the inherent random nature of highly dynamic coastal
processes often degrade estimates at site-specific spatio-temporal scales. Therefore, pre-processing
is crucial to improve the potential for deriving wave properties using remotely sensed data and the
final results rely on the the effort invested in this previous step. Future trends in hydrodynamics
and morphodynamics monitoring in shallow water highlight the increasing capability of remote
sensors to be merged with different data sources in order to provide continuous and more detailed
information.
In this context, this PhD thesis provides new insights aimed to advance in the use of X-
Band radars in coastal areas to obtain reliable, autonomous and continuous measurements for
hydrodynamical and morphodynamical processes in the nearshore and to combine this system
with optical video to improve both diagnostic and prognostic of coastal processes. Hence, this
research exhibits the scopes and limitations from radar remote sensing systems at different coastal
environment (e.g. sand-beaches, coral reefs and semi-stretched beaches) in order to examine the
opportunity to merge the advantages of radars and video cameras, which could improve the
reliability of retrieved coastal data.
First, a shadowing mitigation methodology has been proposed by combining signal and image
processing techniques as well as spectral analysis to reproduce with high accuracy the sea state
parameters in nearshore areas from remotely sensed radar data. The method is based on filtering
and interpolation approaches and is able to estimate sea state parameters including significant
wave height (Hs), peak wave direction (θp), peak period (Tp) and peak wavelength (λp) in shallow
waters with high accuracy. Traditional empirical and semi-empirical calibration methods, which
use signal-to-noise ratio and in-situ measurements as external references, are avoided by using
image enhancement techniques. Besides, distortions introduced by the radar acquisition process
and the power decay of the radar signal along distance are compensated.
Errors for Hs, θp and Tp calculated as the difference between estimated and true data show a
mean bias and a relative value of 0.05 m (2.72%), 1.52◦ (5.94%) and 0.15 s (1.67%), respectively.
The directional and wave energy spectra derived from radar estimates, AWAC and ADVs record
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as well as JONSWAP formulation are presented to illustrate the improvement resulting from the
proposed method over frequency domain. The best performance is achieved when the significant
wave height is at least 0.5 m and preferably higher and the peak period is Tp ≥ 4 s.
Then, a completely novel use for X-Band radars is introduced by estimating wave energy
dissipation rate, wave friction factors and the equivalent bottom roughness using the above
pre-processing methodology. Datasets were obtained from radar-measured field data at San
Andres Island barrier-reef system. Two physical formulations (i.e. Nielsen [12], [13] and Madsen
et al. [14], [15] approaches) are assessed and each pixel of the radar image considered as a single
virtual sensor. The results obtained show that Madsen’s et al. spectral wave model adequately
estimates the bottom roughness (kw) as 0.20 m. In contrast, the formulation of Nielsen slightly
overestimate kw in most of the locations because they were originally determined by fitting
laboratory data from monochromatic waves studied over a fixed rough bottom.
Considering raw-radar intensities, the fore reef, reef flat and lagoon regions are identified by
visual inspection. However, an alternative unsupervised classification procedure to delineate
the inner and the outer reef zones (i.e. lagoon and fore reef areas, respectively) is also proposed.
Johnny Cay and a sandy beach section are detected through the discrimination of large shaded
areas with low intensity. Shoreline and reef rim are also identified by using the magnitude of the
image gradient.
Results reveal that the reef attenuates incident waves by approximately 75% due to both
frictional and wave breaking dissipation. Furthermore, the mean values of fwr,Madsen = 0.18 and
kw,Madsen = 0.20 m obtained in the study area are comparable with estimates derived from in-situ
moorings at coral reefs and endemic Posidonia oceanica meadow canopies. Besides, the standard
deviation of the measured bed elevation σb and the height of the bottom roughness elements
Hbed, i.e. the mean height of the coral elements, are estimated, which are in good agreement with
previous in-canopy flows models. Moreover, the highest Hbed = 0.25 m and σb = 0.17 m are
comparable to values obtained at others barrier-reef systems from in-situ wave and currents data.
Since wave height derived from radar are in good agreement with model-predicted Hs as
well as by in-situ measurements, results reveal that X-Band marine radars can describe promi-
nent features of coral reefs, including the delineation of reef morphological structure, wave
energy dissipation and wave transformation processes in the lagoon. For future studies, velocity
measurements may improve the understanding of radar performance.
The assessment of morphological mapping facilities of X-Band radars is performed by compar-
ing radar-derived depths and shoreline estimates with in-situ data and the previously reported
video performance in the study sites. Results reveal a promising use of X-Band radars and
stereo-video systems as complementary monitoring tools, even although inherent trade-offs
remain (i.e. the coarser spatial resolution and sea clutter image quality for X-Band radars and the
degradation of video range resolution at cross-shore direction [166]). Therefore, radars and optical
video systems should be considered as complementing morphological mapping tools, instead of
excluding, in order to provide higher-resolution and more accurate bathymetric estimates and
shoreline measurements in a broad area.
The uBathy algorithm [16], which has previously been evaluated only using video imagery [16],
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is adapted to radar systems through the redefinition of optimal parameters taking into account
the radar pixel resolution and the sampling rate. Besides, more sub-videos are available and
hence ω and k can be recovered with high accuracy. A post-processing technique is proposed
to improve radar-derived depth estimates. Median composites of inferred depths are combined
with a median filtering to remove outliers and the empirical scaling factor in order to minimize
errors due to non-linear wave transformations, providing the best performance scenario (i.e.
mean bias and RMSE of 0.08 m and 0.45 m respectively, and r = 0.99).
According to results, larger bias errors are obtained in the shallower (-5 m ≤ h ≤ -1 m) and
deeper (-16 m ≤ h ≤ -10 m) regions in the local bathymetry. Indeed, hradar is overestimated
at shallower areas and underestimated at deeper water. Water depth estimates are sufficiently
good at intermediate water depth zone (-10 m < h < -5 m). Shallower water correspond to the
surf zone, where non-linear wave transformations associated with shoaling, wave breaking and
transfer among different harmonics due to the finite water depth, take place. Radar accuracy is
enhanced at this zone including the empirical range dependent scaling factor c(r0).
Therefore, we obtained that uBathy improves the results achieved by cBathy from both radars
and video imagery, providing smaller average error (bias) and RMSE at the different depth
ranges considered. This proves that uBathy algorithm, is suitable to be applied on field data from
different remote sensor platforms, e.g. marine radars, with a similar overall accuracy to those
obtained via video systems. Further studies may consider the assessment of radar accuracy by
adding wave-current bathymetric interaction and Kalman filtering in the uBathy algorithm [16].
Finally, a method for automatic extraction of the shoreline is proposed applying digital image
processing and first-order derivative filters on variance images. Mean bias and normalized
errors from radar-derived shoreline estimate are comparable to those achieved via optical video.
Besides, surrounding geological paleo-channels and submerged sandbars can also be identified
using radar images. However, onshore deposits of Posidonia oceanica meadows and crescentic
sandbars often hinder the extraction of accurate shoreline in some regions.
It is worth to note that radar remote sensing is a complementary nearshore monitoring ap-
proach, which does not necessarily replace in-situ surveys due to their coarser spatio-temporal
resolution for some specific applications. However, marine radars provide accurate wave data
in broad areas that can support coastal management services and numerical modelling related
to the assessment of coastline evolution, detection of crescentic sandbars, water depth changes,
wave energy dissipation in coral reefs and estimation of sea state parameters, as obtained in this
doctoral dissertation. Therefore, extreme changes in the beach shape can promptly be detected in
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Appendix B
Stochastic Description of Ocean
Waves
Wind-generated ocean waves change randomly with time. Hence, wave height (peak-to-trough
excursions) and wave period are non-repeatable from one cycle to another in time and space.
Figure B.1 depicts a sea surface elevation profile in time domain travelling from deep water
to shallow water areas. In shallow water, the relation kh < π/10 is satisfied, where k is the
wavenumber and h represents the local water depth [19]. It can be seen that peaks and troughs
of the wave profile, i.e. wave displacement from mean value, are similar in deep water obeying
a normal probability distribution. However, wave profile has a large number of sharp peaks
and weak troughs in shallow water because of non-linearities in nearshore areas. It leads to an
asymmetric sea surface probability density function (PDF) with respect to the mean value.
Figure B.1: Sea surface elevation η in severe seas at (a) deep water and (b) shallow water [243].
In this regard, ocean waves are assumed as Gaussian random stochastic processes in deep water.
That means waves are steady in space, ergodic random processes and any displacement from
the mean sea level are normally distributed [20]. In contrast, non-Gaussian random processes
take place in shallow water areas where wave properties are affected by water depth. It suggests
that wave characteristics transform from Gaussian to non-Gaussian random processes as they
approach towards shoreline. Although there are some exceptions where shallow water waves
can be considered as Gaussian random processes (e.g. when the sea severity is very mild), the
concept of non-Gaussian random processes is generally used for statistical description of waves
in shallow water. The degree of sea severity can be defined by the area under the density spectral
function, which is described later in this section [20].
According to Figure B.1, the evaluation of random wave properties is almost impossible to be
performed by a wave-by-wave analysis in time domain. Therefore, the random waves have to
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be considered as stochastic processes in order to statistically evaluate wave properties through
frequency and probability domains [20], [243].
For the mathematical representation of random wave profiles, let us consider a progressive
wave in deep water using the coordinate system (X, Y, Z) fixed in space, θ represents the counter-
clockwise angle with respect to X-axis [20]. As an initial approach, the profile of simple harmonic
sea surface waves η may be described as,




(x cos θ + y sin θ)−ωt + ε
}
(B.1)
where a, ω and ε are the wave amplitude (in meters), angular frequency (in radians/s) and phase
(in radians), respectively.
The profile of random ocean waves can be written as shown in Equation B.2 based on the
assumption that a sea surface elevation profile at time t is formed by an infinite number of
j-th sinusoidal components with random amplitudes, directions and frequencies covering the
range 0 < aj < ∞, −π < θj < π and 0 < ωj < ∞, respectively. Besides, the phase ε is a
random variable uniformly distributed in the range −π < εj < π whose magnitude depends on
frequency ωj and angle θj.







x cos θj + y sin θj
)
−ωjt + εj(ωj, θj)
}
(B.2)
Figure B.2a shows a comprehensive sketch to explain the stochastic fluctuation of the sea
surface displacements through the sum of a large series of statistically independent harmonic
wave components which follow a random phase-amplitude model. Therefore, Fourier analysis
and spectral techniques can be used for performing the stochastic analysis and description of
random ocean waves [19], [20].
Besides, Figures B.2b and B.2d illustrate a set of n wave displacement records in time domain
(i.e. X1(t), X2(t), X3(t), ..., Xn(t)) dispersed in a certain area in the ocean to elaborate the definition
of ocean waves as a stochastic process. Hence, X(tj) at any time is a random variable that relies
on time and sample space. The set
{
X1(tj), X2(tj), X3(tj), ..., Xn(tj)
}
is a random sample of size
n or an ensemble at time tj. The probability density function of the ensemble can be obtained by
constructing a histogram from the wave records. It may be normally distributed with zero mean,
as shown in Figure B.2c.
Sea surface random fluctuations generally relies on energy transfer from the local wind to sea.
However, another ocean wave systems, also known as swell, is formed by a train of fairly large and
more regular waves with minor or even no wind, which have moved away from their generating
area. Wave spectrum allows clear identification of both swell and the local wind-generated waves
in the frequency domain, as shown in Figure B.3 [20], [244]. It is evaluated from auto-correlation
function defined in the time domain by applying the Weiner-Khintchine theorem which states
that correlation function Rxx(τ) and the spectral density function Sxx(ω) are a Fourier transform
pair defined as,
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Figure B.2: Random ocean waves. (a) Structure of random sea surface: Sum of infinite sinusoidal compo-
nents with different directions, amplitudes, frequencies and phases. (b) Definition of ensemble of random












where τ represents a shift in time in seconds.
Since Rxx(τ) and Sxx(ω) are both real and even functions and assuming that wind-generates
waves are a steady-state ergodic random process, Equation B.3 can be presented in terms of
frequency f (in hertz) as,
Sxx( f ) = 2
∞∫
−∞
Rxx(τ)e−j2π f τ dτ = 4
∞∫
0






Sxx( f )ej2π f τ d f =
∞∫
0
Sxx( f ) cos(2π f τ)d f
(B.4)
where Rxx(0), also known as zero order spectral moment (m0 or P), represents the average wave
energy in time domain that defines sea severity through the variance of waves. It can be calculated




Sxx(ω)dω = P = Rxx(0) = Var [η(t)] (B.5)
In this regard, wave height of the zero-order moment Hm0 = 4
√
m0 is the most widely used
wave parameter to define the sea severity. For a narrow-band wave spectrum (i.e. wave energy is
concentrated around the peak frequency) Hm0 is practically equal to the significant wave height
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Hs or H1/3 which is the average height of the N/3 largest waves in Sxx(ω).
Figure B.3: Example of a combined swell and wind-generated wave spectrum [244]
Since ocean waves do not necessarily move in the same direction of wind, the wave energy
spreads in various directions. Therefore, a directional spectral density function, denoted by
S(ω, θ), may be considered. This function defines the time average of wave energy at any
frequency interval ∆ω and for any directional angle interval ∆θ [20], [243]. Ignoring ρg factor,








where ρ is the density of water, g represents the acceleration of gravity and aj is a positive random
variable.
Moreover, wave spectrum can be obtained as a function of wavenumber S(k) instead of angular








where ω is a function of k that corresponds to ω =
√
kg tanh(kh) using the linear dispersion
relationship (see Equation 2.2). Besides, dω/dk is the wave group velocity. For deep water waves,
we have ω =
√
kg and dω/dk = 0.5
√
g/k.








where k is defined as a function of ω that is k = ω2/g for deep water waves. However, k cannot
be expressed in closed form for waves of finite water depth. Hence, wavenumber has to be
evaluated as a function of water depth h. The stochastic process for S(k) in space domain can be
defined as wave profiles at a time t along a longitudinal section X. Therefore, x-axis in Figure
B.2d would be distance (in meters) instead of time (in seconds).
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Appendix C
Description of a Pulse X-Band
Marine Radar
A monostatic pulse marine radar consists of a transmitting/receiving microwave antenna
that emit a train of modulated electromagnetic pulses of short duration and high power, as
shown in the block diagram of Figure C.1. The duplexer (e.g. a solid-state circulator) permits
a single antenna to be time-shared for both transmission and reception, protecting the receiver
from damage when the high-power transmitter is on. The directive antenna concentrates the
electromagnetic energy into a narrow beamwidth. Hence, reflecting objects can be described in
size and shape through both range and angle resolutions, taking advantage of the fact that the
radiated energy is slightly attenuated under fog, rain and weather conditions.
The transmitting-receiving X-Band radar antenna rotates to completely cover the surrounding
area and its speed of rotation relies on mechanical and scanning factors. Radar transmitter gener-
ates high-power signals with stable waveforms, which operate in a wide bandwidth according to
the radar type. Receiver separates the desired signal from the interfering or noisy signal through
the low noise filter amplifier. Then, the echo signal is translated to an intermediate frequency (IF)
using the mixer and the local oscillator. The IF amplifier maximizes the signal-to-noise ratio as
a matched filter. Finally, the processing is applied to obtain the target data, rejecting undesired
signals, such as clutter [209].
Radar equation describes the relationship between range of detection and the radar parameters







where Pr and Pt denote the received and transmitted power (in watts) from an antenna of gain
Gt. Besides, σ represents the target radar cross-section (RCS) in square meters. The first factor
in Equation C.1 is the transmitted power density at a distance R in meters. The product of the
first two terms corresponds to the power per square meter returned to the radar antenna. The
effective aperture antenna Ae is defined as Ae = λ2Gt/4π since the same antenna is used for
both transmitting and receiving [209].
According to Equation C.1, the range is proportional to the fourth root of the transmitted
power. Hence, the power must be increased by 16 to double the range. This means that there is a
necessary balance as well as an economical limit between transmission power and the range of a
radar. Therefore, radar equation can also be expressed in terms of the minimum detectable signal
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Figure C.1: Simple block diagram of a monostatic pulse radar [209].











where k is Boltzmann’s constant, T is the temperature, B is the receiver bandwidth and the factor
Fn is the receiver noise figure at a T0 = 290K being kT = 4× 10−21 W/Hz. Sometimes T0Fn is
replaced with the system noise temperature Ts. Therefore, Smin is calculated by multiplying the
signal-to-noise (SNR) ratio E/N0 required for reliable detection by the receiver noise, which in
turn relies on the thermal noise produced by an ideal receiver.
Since radar equation describes the incident electromagnetic wave energy dispersed by different
objects in all direction, the intensity of echo signal can be directly defined by the physical
characteristics of the targets such as shape, material and velocity. Radar Cross Section (RCS) is
a target characteristic that explains the percentage of transmitted power that returns to radar
antenna in the same direction and with the same polarization of the incident electromagnetic
wave because of backscattering. The symbol σ designates the RCS of an object, which is defined
by the projected area of a metal sphere that can be substituted by the target since it scatters the
same power back to radar [209]. Hence, RCS relates the scattered power density at the receiver
PDr , with the incident power density at the target PDi , through a limit in the far field of radar
radiation given by,







Radar footprint receives echo signals not only from the target but also from the physical
environment including ground and sea clutter. Since sea clutter can be defined as a surface-
distributed process, the basic clutter parameter is the normalized radar cross-section (NRCS) σ0
of the surface, which is expressed in decibels relative to 1 m2/m2. It is obtained by dividing the





For a radar with an antenna beamwidth B and a rectangular pulse of length T covering a range











for limited pulse-width conditions such as short-pulse radar at low grazing angles, as this doctoral







Hilbert transform is particularly useful for signal decomposition based on phase selectivity using
phase shifts between signals to obtain the desired separation. Just as the ideal transformer allows
the polarity reversal of 180 degrees, which is the simplest phase shift procedure, the Hilbert
transformer of a given signal shifts the phase angles of all components by ± 90 degrees, without
affecting the amplitudes of all frequency components in the signal [245].
Therefore, the Hilbert transformation, which is denoted as ĝ(t), is a linear operator that
convolves the original real-valued signal g(t) with the time function 1/(πt). The functions g(t)













t− τ dτ (D.1)
where ĝ(t) denotes the direct Hilbert transform and g(t) expression corresponds to the inverse
Hilbert transform [245]. Since the convolution of two functions in time domain can be transformed
into the multiplication of their Fourier transforms in the frequency domain, the Fourier transform
of ĝ(t), i.e. Ĝ( f ), is given by,
Ĝ( f ) = −jsgn( f )G( f ) (D.2)
where G( f ) is the Fourier transform of the original signal g(t) and the expression −jsgn( f )
corresponds to the Fourier transform of the time function 1/(πt), being sgn( f ) the signum
function which can be defined in the frequency domain as,
sgn( f ) =

1, f > 0
0, f = 0
−1, f < 0
(D.3)
Equation D.2 states that for a given g(t) signal, its Hilbert transform ĝ(t) can be obtained by
passing g(t) through a linear two-port device with frequency response −jsgn( f ) producing a
phase shift of -90 degrees for all positive frequency components of g(t) and +90 degrees for all
negative frequencies [245]. That is,
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arg [H( f )] =

−90◦, f > 0
0◦, f = 0
90◦, f < 0
(D.4)
where arg [H( f )] is the phase characteristic of the frequency response H( f ) from the linear two-
port device to obtain the Hilbert transform of a real-valued signal g(t) [245]. For this reason,
Hilbert transform is also called a quadrature filter.
Unlike Fourier transform, Hilbert transform operates exclusively in the time domain. For a
given real-valued signal g(t), some of the basic Hilbert transform properties are listed below
[245].
1. A signal g(t) and its Hilbert transform ĝ(t) have identical energy because phase shift does
not change the magnitude spectrum.
2. If ĝ(t) is the Hilbert transform of g(t), then the Hilbert transform of ĝ(t) is −g(t).
3. A signal g(t) and its Hilbert transform ĝ(t) are orthogonal over the entire time domain.
Therefore,
∫ ∞
−∞ g(t)ĝ(t)dt = 0
D.2 Pre-envelope or Analytical Signal
The pre-envelope or analytical signal g+(t) of a given real-valued signal g(t) is the complex-valued
function
g+(t) = g(t) + jĝ(t) (D.5)
where g(t) is the real part of the pre-envelope g+(t), and the Hilbert transform of the original
signal, ĝ(t), is the imaginary part [245]. The pre-envelope definition is particularly useful in
band-pass signal representation because the analytic signal is a complex representation made by
taking the original signal and then adding in quadrature its Hilbert transform. Fourier transform
of the pre-envelope G+( f ) is given by,
G+( f ) = G( f ) + sgn( f )G( f ) (D.6)
from which we can obtain,
G+( f ) =

2G( f ), f > 0
G(0), f = 0
0, f < 0
(D.7)
where G( f ) is the Fourier transform of the original signal g(t) and G(0) denotes the value of
G( f ) at frequency f = 0. Therefore, the pre-envelope g+(t) does not have negative frequency
components because it is defined for positive frequencies. Hence, the complex conjugate of g+(t) is
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the pre-envelope for positive frequencies denoted as g−(t) = g(t)− jĝ(t). In contrast, the spectrum
of g−(t) is non-zero only for negative frequencies. Therefore, the pre-envelopes g+(t) and g−(t)
constitute a pair of complex-valued signals [245].
According to the above analysis, the pre-envelope g+(t) of a given signal g(t) can be deter-
mined by either of the following two methods.
1. We determine the Hilbert transform ĝ(t) of the signal g(t). Then, the pre-envelope g+(t) is
computed by using Equation D.5
2. We determine the Fourier transform G( f ) and then G+( f ) is obtained by using Equation
D.7. Therefore, the pre-envelope g+(t) is computed by the inverse Fourier transform of




G( f )ej2π f t d f (D.8)
The simplicity of a particular signal g(t) and its Fourier transform G( f ) determines which one
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