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Klein [Klein, A. S. (2006). Separating transducer nonlinearities and multiplicative noise in contrast discrimination. Vision Research,
46, 4279–4293] questions the existence of intrinsic singularities in two-alternative force-choice (2AFC) Signal Detection Theory (SDT)
models, suggesting that the singularities found in Katkov et al. [Katkov, M., Tsodyks, M., & Sagi, D. (2006a). Singularities in the inverse
modeling of 2AFC contrast discrimination data. Vision Research, 46, 259–266; Katkov, M., Tsodyks, M., & Sagi, D. (2006b). Analysis of
two-alternative force-choice Signal Detection Theory model. Journal of Mathematical Psychology, 50, 411–420] are due to discarding
higher order terms in the Taylor expansion of d 0 and/or limited to steep psychometric functions. Here we provide some simple intuitive
examples that illustrate the results described in Katkov et al. (2006a, 2006b). We show, for the constant noise model, that singularities
exist when exact values of d 0 are computed and that the singularities are not limited to steep psychometric functions. In these cases the
disambiguation of the diﬀerent models requires millions of trials.
 2007 Elsevier Ltd. All rights reserved.
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We consider a standard 2AFC experiment where on
each trial an observer is presented with two stimuli that dif-
fer on a single dimension (e.g. contrast, intensity) and
reports which one of the two has a higher value. The anal-
ysis provided in Katkov, Tsodyks, and Sagi (2006a, 2006b)
is aimed at ﬁnding the range of models that can describe
the same experimental results given a ﬁnite number of
2AFC trials. Here we provide a brief description of the
problem and some illustrative examples to further clarify
the implications for psychophysics. Following Signal
Detection Theory (SDT), we assume that each stimulus
evokes a scalar internal response that varies across trials
so that the observer’s performance depends on the distribu-
tions of these internal responses. In addition, we assume
that (1) the distribution of internal responses is Gaussian,0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2006.10.030
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E-mail address: Dov.Sagi@Weizmann.ac.il (D. Sagi).and (2) the decision is made by comparing internal
responses corresponding to the two stimuli. The percentage
of correct discrimination responses under these assump-
tions is given by Green and Swets (1966)
Ps1;s2 ¼ U
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r2s1 þ r2s2
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Z x
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2 dt;
where U(x) is a standard normal cumulative distribution
function, Rs1 , Rs2 are mean internal responses, rs1 , rs2 are
trial-by-trial standard deviations of the internal responses,
and P s1;s2 is the probability of reporting that the stimulus s2
has higher contrast than stimulus s1. The values of P s1;s2 are
estimated from the experiment, whereas those of R and r
are the parameters of the model. Eq. (1) has four unknown
variables for one pair of stimulus contrasts, leading to an
ambiguous solution for the values of R and r. Two un-
knowns can be ﬁxed, such as Rs1 ¼ 0, rs1 ¼ 1, since Ps1;s2
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the scale of the internal responses. However, there are still
two unknowns left to be solved with one equation and an
ambiguous solution is expected. This situation reﬂects a
well-known problem in psychophysics, according to which,
performance is a function of the signal-to-noise ratio and
neither the signal nor the noise can be separately estimated.
Consequently, there is a trade-oﬀ between the choice of
contrast response function and noise amplitudes, which
Klein (2006) calls singularity. For any choice of noise
amplitudes, one can always ﬁnd a contrast response func-
tion that will explain the same TvC (threshold vs. contrast)
curve exactly—i.e. many models can explain the same data.
The singularities found in Katkov et al. (2006a, 2006b) are
of a diﬀerent nature—many models can explain the data
within an experimental error in conditions where the num-
ber of measurements (and equations) exceeds the number
of unknown parameters (R and r).
It is clear that if one wants to obtain an unambiguous
solution for Eq. (1), one has to design an experiment where
the number of measurements is at least greater than the
number of parameters. The maximum number of indepen-
dent measurements in discrimination experiments with a
ﬁxed set of stimuli can be achieved by performing all pair-
wise comparisons. For example, for ﬁve stimuli there are
eight independent parameters, and ten independent mea-
surements. In this case the presence of singularity is not
obvious. There should be a good reason why several diﬀer-
ent models with eight parameters can equally describe the
same ten measurements. In Katkov et al. (2006b) we pro-
vide such an analysis and describe under what conditions
an over-completed (the number of measurements is greater
than the number of parameters) system of equations such
as Eq. (1) has many solutions, taking into account experi-
mental errors due to ﬁnite sampling. In other words, the
main question here is: what is the range of models that
can ﬁt the same experimental data.
For example, in Table 1 we present three models—one
in which the noise amplitude does not depend on contrast
and two models where the noise is an increasing function of
contrast. We do not specify the values of c1,c2, . . . ,cnTable 1
Example of a constant noise singular model
c1 c2 c3
Constant noise model
R 0 1 2
r 1 1 1
Alternative (multiplicative noise) model
R 0 3978.86 10618.95
r 1 5626.30 7510.71
Power ﬁt of noise amplitudes
496.503 R0.293 0 5630.35 7506.45
Another alternative model
R 0 1.194 2.6883
r 1 1.3606 1.6167explicitly, since the following discussion does not depend
on the particular choice of these contrast levels. Therefore,
by adequately placing ci, it is possible to describe any shape
of contrast response function. Consequently, we discuss all
possible models with arbitrary contrast response functions
and constant noise. A more detailed analysis in Katkov
et al. (2006b) shows that only the relationship between
the contrast response function and the noise function is rel-
evant. The speciﬁc values of the model parameters were
computed using Matlab programs, which are attached as
Supplementary material. Technically, we were looking for
a model with parameters that best ﬁt the performances cal-
culated for the constant noise model shown in Table 1, with
an additional constraint deﬁning the ratio between the ﬁrst
and the last noise amplitudes. The ratios used were 104 and
2 for the ﬁrst and the second alternative models, respec-
tively, thus forcing them to have non-constant noise. The
power model in Table 1 can be seen as a limit of an inﬁnite
ratio with additional constraint on the form of noise ampli-
tudes (power function of contrast response).
Table 2 presents a comparison between exact expected
probabilities [as computed by Eq. (1)] of correct responses
for stimulus pairs that are represented by the rows (s2) and
the columns (s1), for the three models presented in Table 1.
Assume that we test a constant noise null hypothesis with
these probabilities estimated using 100,000 trials per pair
(totaling 1 million trials), the Pearson X2 statistics can be
computed as:
X 2 ¼
X
ði;kÞ
ðP i;k  P^ i;kÞ2
P i;kð1 P i;kÞN ; ð2Þ
where Pi,k is the expected probability of the tested model—
the top number in each cell of Table 2, P i;k  P^ i;k is the dif-
ference between this expected probability and one expected
from another model (one of the two lower numbers in the
corresponding cell of Table 2), and N = 105 is the number
of trials used to estimate each probability. The resulting X2
values are shown in Table 1. Even with 2 degrees of free-
dom the data produced by the alternative (multiplicative
noise) models with one million trials are compatible withc4 c5 X
2 (N = 105)
3 4
1 1 0
18847.43 28306.86
8884.14 10000.00 0.045
8880.42 10004.22 0.083
4.4114 6.3252
1.8234 2 0.0005
Table 2
Performances for constant noise and alternative models (see Table 1)
c1 c2 c3 c4 c5
c1 0.5 0.23975 0.07865 0.01695 0.00234
0.23972 0.07870 0.01694 0.00232
0.23975 0.07866 0.01695 0.00233
c2 0.76025 0.5 0.23975 0.07865 0.01695
0.76028 0.23961 0.07869 0.01699
0.76025 0.23974 0.07866 0.01695
c3 0.92135 0.76025 0.5 0.23975 0.07865
0.92130 0.76039 0.23969 0.07864
0.92134 0.76026 0.23975 0.07865
c4 0.98305 0.92135 0.76025 0.5 0.23975
0.98306 0.92131 0.76031 0.23973
0.98305 0.92134 0.76025 0.23976
c5 0.99766 0.98305 0.92135 0.76025 0.5
0.99768 0.98301 0.92136 0.76027
0.99767 0.98305 0.92135 0.76024
The top number in each cell represents the performance for the constant
noise model and the bottom numbers show performances for alternative
models. It is obvious that it is impossible to distinguish these diﬀerences in
an experiment of reasonable length. Note that Pci ;ck þ Pck ;ci ¼ 1.
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Fig. 1. An example of constant noise model and an alternative model
using 100 stimuli and all pairwise comparisons. The noise amplitudes for
the constant noise model was chosen to obtain maximum X2 value for
selected experimental design (SNR = 3.65, see Fig. 2 and the correspond-
ing text). Here, for the presentation purpose, we rescaled the internal
responses and noise amplitudes, setting Rmax = 1 in each model separately.
Rescaling of all noise amplitudes (ri) and internal responses (Ri) by the
same factor does not change the resulting performances [see Eq. (1)].
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Fig. 2. The eﬀect of SNR on X2 of an alternative model. 15 stimuli and all
pairwise comparisons were used in these computations. The alternative
model has a max-to-min noise ratio of 104. The curve is maximal at
SNR = 3.40. The ﬂuctuations seen on the right can be attributed to
numerical errors, possibly due to the large number of local minima with
large SNR.
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jected). Here we used the X2 metric, as was suggested in
Klein (2006). We present here only two alternative models,
but any model presented in the right column of Fig. 3 in
Katkov et al. (2006b) has the same property, with power
ﬁt being the worst case, though X2 is small even for noise
amplitudes represented as a power ﬁt of alternative models.
Therefore, we show here an example of intrinsic singularity
of the 2AFC SDT model: very diﬀerent models produce al-
most indistinguishable results.
To ensure that this result is not due to the small number
of contrast levels used, we carried out simulations using
100 contrast levels with results shown in Fig. 1 for one of
the alternative models shown in Table 1 (max-to-min noise
ratio of 104). X2 in this case is 2.05 · 104, requiring at least
104 trials per pair (totaling more than 107 trials) to disam-
biguate the models. Furthermore, the largest term in Eq. 2
is of order of 106, therefore, even if it is possible to use
only the more informative pairs, as was practically done
by Kontsevich, Chen, and Tyler, 2002, million trials are
required to disambiguate these models. Since 100 contrast
levels are certainly suﬃcient to cover the contrast range
used in experiments, modeling the data becomes impracti-
cal with any experimental design, unless some additional
constraints are imposed on the tested model. Such con-
straints are frequently imposed on the models when assum-
ing a speciﬁc functional form relating r and R (Georgeson
& Meese, 2006; Klein, 2006; Kontsevich et al., 2002).
Klein (2006) suggests that steep psychometric functions
may produce singularities. In our analysis, the shape of the
contrast response function is irrelevant since we do not
specify the contrast levels used (ci). However, problems
may arise if the contrasts are not properly chosen so that
their spacing is too small or too large relative to the slopeof the corresponding psychometric function. In the con-
stant noise model it is possible to deﬁne ‘‘steepness’’ in
terms of the ratio between the span of contrast response
function and the noise amplitude—maximum signal to
noise ratio, SNR ¼ RmaxRminr , with higher SNRs correspond-
ing to steeper psychometric functions. Fig. 2 shows the
dependency of X2 on SNR. In this computation, we used
15 stimuli (contrast levels) and all pairwise comparisons.
We assumed a constant noise model and looked for the
best ﬁtting alternative model with a max-to-min noise ratio
of 104. We found that X2 is maximal with SNR = 3.4
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case, rejection of the alternative model (with ‘‘multiplica-
tive’’ noise) requires 105 trials per measurement and thus,
having 105 pairwise comparisons, impractical.
2. Equations analyzed
The results presented here in Tables 1 and 2 and in our
previous reports (Fig. 3 in Katkov et al., 2006b, Figs. 4 and
5 in Katkov et al., 2006a) are from simulations that com-
pute and compare exact values of performances. Thus, con-
trary to Klein’s claim, our results do not rely on the Taylor
expansion of d 0, and the d 0 values in the equations are
solved exactly, without using linear approximation. We
do use the Taylor expansion when analyzing the eﬀects
on d 0 when there are small changes in the parameters
around the solution, i.e. linearizing diﬀerences in d 0 in a
small neighborhood of the ‘‘true’’ model, while computing
d 0 values exactly. In the analysis of d 0 diﬀerences three sin-
gularities (in addition to the continuous symmetry) are
revealed in the ﬁrst-order term of the Taylor expansion.
For example, suppose we carry out a 2AFC experiment
having two stimuli—s1 and s2. Furthermore, suppose the
true parameters of the internal response distributions are
Rs1 and rs1 , and Rs2 and rs2 , respectively. In a long experi-
ment, we expect to measure a performance P correspond-
ing to
z ¼ Rs2  Rs1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2s1 þ r2s2
q :
Let us now examine the alternative model, which diﬀers
from the true one by the singular eigenvector correspond-
ing to the constant noise model (Katkov et al., 2006b,
Table 1, second line). Namely, we set R0s1 ¼ Rs1 þ cR2s1 and
r0s1 ¼ rs1ð1þ cRs1rs1Þ for the stimulus s1 and R0s2 ¼ Rs2þ
cR2s2 and r
0
s2
¼ rs2ð1þ cRs2rs2Þ for the stimulus s2. Now
we can compute a zalt score for the alternative model:
zalt ¼
R0s2  R0s1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðr0s1Þ
2 þ ðr0s2Þ
2
q ;
zalt ¼
Rs2 þ cR2s2  Rs1  cR2s1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðrs1ð1þ cRs1rs1ÞÞ2 þ ðrs2ð1þ cRs2rs2ÞÞ2
q ;
with a corresponding performance P 0. Applying Taylor
expansion with respect to c leads to
zalt ¼ zþ
Rs2  Rs1ð Þ2 r2s1  r2s2
 
r2s1 þ r2s2
 3=2 cþ Oðc2Þ:
It can be seen that the ﬁrst-order term remains unless
rs1 ¼ rs2 . In this case the diﬀerence zalt  z goes at least
as c2. What does this mean in terms of hypothesis testing?Let us now examine the v2 goodness of ﬁt. Suppose we per-
formed N trials, but performances are obtained from an
alternative model (or can be described exactly by an alter-
native model). Then, v2 can be written in the following way
[Eq. (2) for a single pair]:
v2 ¼ ðP P
0Þ2
P ð1 PÞN :
Since [see Eq. (1)]
P ¼ UðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z z
1
e
t2
2 dt
is an analytic function, then a Taylor expansion of v2 is
v2 ¼
dP
dz jzdzþ oðdzÞ
 2
P ð1 P Þ N :
Ignoring insigniﬁcant high-order terms in c:
v2  constðr2s1  r2s2Þ
2 c2 þ const c4
 
N :
According to statistics, when v2 reaches some threshold,
which depends on the number of degrees of freedom, we
would reject the null hypothesis (data described by an alter-
native model can be explained by an original model in our
case). Thus, in ﬁxing the values of v2 at this level, we can
see the dependency of limiting c on the number of trials
in the constant noise true model case (rs1 ¼ rs2 ), and in
the opposite case; c / 1= ﬃﬃﬃﬃNp when rs1 6¼ rs2 otherwise
c / 1= ﬃﬃﬃﬃN4p . For a large number of trials, this means that
the critical value of c is smaller than 1, and thus, it is much
larger for the constant noise case. This means that if, for
example, in a nonsingular case it is necessary to measure
100 trials to obtain a reliable estimation of the parameters,
then in a singular case it would require 10000 trials to
obtain the same range of solutions.3. Conclusion
Here we presented a discussion of singularities in the
SDT model that describe 2AFC performance, clarifying
some issues pointed out in Klein (2006). We described some
simple examples that illustrate the concept of singularity
used by us and the resulting implications. In Katkov
et al. (2006b) we found another two classes of models that
exhibit singular behavior in addition to the model associ-
ated with constant noise. Note that not all 2AFC SDT
models are singular, and thus the corresponding data can
be modeled with a small range of parameters (for example,
as in the left column in Fig. 3 in Katkov et al. (2006b)).
Therefore, the question about the usefulness of 2AFC pro-
cedures for estimating the contrast response function and
noise amplitudes depends on how far the ‘‘true’’ unknown
model is from one of the singular models. This is an empir-
ical question but anyone using 2AFC methods should be
aware of this. Our experimental results have properties that
2922 M. Katkov et al. / Vision Research 47 (2007) 2918–2922are typical to that of the constant noise singular model
(Katkov et al., 2006a).
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Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.visres.2006.
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