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a b s t r a c t
Phase change problems are of practical importance and can be found in a wide range of
engineering applications. In the present paper, two proposed numerical algorithms are
developed; the first one is general for phase change problems, while the second one is
for ablation problems. The boundary elements method is used as a mathematical tool in
conjunction with the proposed algorithms. Two test examples were solved and the results
agree with the physics of the problems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Phase change problems can be modeled as moving boundary problems. These problems can be defined as a set of partial
differential equations that are to be solved for a domain whose boundaries are not known a priori but have to be determined
as an integral part of the solution. The determination of themoving boundary is themajor part in the required solution from
theoretical and practical points of view [1].
Phase change problems frequently appear in physical, engineering, industrial and other problems of technological
interest such as the determination of the depth of the frost or thaw penetration, designing of roadways or other engineering
works in cold regions, the so called ‘‘re-entry’’ problem of hypersonic missiles in aeronautical science, etc [2].
A phase change problem is usually highly nonlinear due to the moving interface conditions; therefore few analytical
solutions are available [3]. Heat conduction within solids followed by surface ablation is of major interest in various
engineering applications. Such applications occur in the aerospace, military and nuclear fields related to heat protection,
and in space vehicle re-entry and erosion of fusion reactor first walls [4,5].
When a body is exposed to heat flux the surface of the body changes phase. If the changed phase is immediately removed
upon formation, this is referred to as an ablation problem [6]. A major difference between Stefan and ablation problems is
that the overall domain in a Stefan problem remains fixed in space while the domain in the ablation problem is variable and
diminishes in size with time.
Practical engineering problems are efficiently solved nowadays only by numerical methods. Finite differences [7], finite
elements [8] and boundary elements [9] underlie the principal methods used to determine both steady state and transient
fields. Previous works on solving phase change problemswere directed towards approximate or purely numerical solutions.
The work on finite geometries is still quite limited [10], since the relative accuracy of the proposed approaches could
not be fully established by comparisons against different, but still not exact solutions. The only available exact solution is
restricted to the case of semi-infinite solids subject to uniform heat flux. Bonnerot and Jamet [11] have introduced a finite
element method, which can be used to solve such problems.
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Fig. 1. Problem domain.
Boundary integralmethods are very convenient to use for the solution of Stefan problems. In thesemethods, nodal points
are located only on the boundaries and move together with the phase change interface. This means that there is no need for
any mesh adjustment [12].
For multidimensional problems, mesh adjustment is necessary but much easier to perform than in standard domain
methods. The solution of Stefan problems based on boundary integral methods started in the early 1970s with papers by
Chuang and Szekely [13]. Other applications include those of Shaw [14], Wrobel [15], Heinlein et al. [16], Zabaras et al. [17]
and Hsieh et al. [18].
In the present paper, two proposed numerical algorithms are developed; the first one is general for phase change
problems, while the second one is for ablation problems. The boundary elements method is used as a mathematical tool in
conjunction with the proposed algorithms. In the present paper, a two-dimensional case problem is solved. Unfortunately,
the first test problem has no analytical solution available, and therefore, only the results due to the present method are
presented, while the second one is compared with source and sink method results [19]. A good agreement between the
present method and the source and sink method is obtained.
2. Problem description and formulation
A domainΩ consists ofΩs—solid phase—andΩ`—liquid phase—representing the two phases that appear throughout the
whole process. A contour bounds the overall domainΓ , while the two phases are separated by amoving interface; see Fig. 1.
The governing equations are as follows [20–22]:
αi
(
∂2ui
∂x2
+ ∂
2ui
∂y2
)
= ∂ui
∂t
, i = s, `. (1)
The subscripts i = s, ` refer to solid and liquid phases respectively. On the fixed boundary, two boundary conditions are
prescribed:
u (x, t) = uo ∀x ∈ Γf1 (2)
with
Ks
∂u (x, t)
∂n
= q (x, t) ∀x ∈ Γf2 . . . , Solidification problem (3)
or
K`
∂u (x, t)
∂n
= q (x, t) ∀x ∈ Γf2 . . . ,Melting problem. (4)
In Eqs. (2)–(4), Γf1 ∪Γf2 represents the boundary of the domainΩ . The boundary condition (3) or (4) depends mainly on the
type of the problem under consideration. On the moving boundary, two boundary conditions are prescribed:
u (x, t) = um ∀x ∈ Γm1 (5)
or
u (x, t) = uf ∀x ∈ Γm1 (6)
with
Input− Output = ±ρsL∂Vn
∂t
∀x ∈ Γm. (7)
The initial condition is given by
u (x, 0) = ui. (8)
3. Boundary element formulation
For any phase i, one can start the integral formulation with∫ tF
to
∫
Ωi(t)
(
∇2ui − 1
αi
∂ui
∂t
)
u∗dΩ = 0. (9)
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Green’s second identity is applied to the first term of Eq. (9); then after dropping the subscript, Eq. (9) will take the following
form: ∫ tF
to
dt
[∫
Γ (t)
(
u∗
∂u
∂n
− u∂u
∗
∂n
)
dΓ +
∫
Ω(t)
u∇2u∗dΩ
]
−
∫ tF
to
dt
∫
Ω(t)
(
1
α
u∗
∂u
∂t
)
dΓ = 0. (10)
Eq. (10) contains three kinds of integrals; they are
I1 =
∫ tF
to
dt
∫
Γ (t)
(
u∗
∂u
∂n
− u∂u
∗
∂n
)
dΓ (11)
I2 =
∫ tF
to
dt
∫
Ω(t)
u∇2u∗dΩ (12)
I3 = −
∫ tF
to
dt
∫
Ω(t)
(
1
α
u∗
∂u
∂t
)
dΓ . (13)
Applying Leibniz’s rule to Eq. (13) leads to
I3 = −
[∫ tF
to
dt
∫
Ω(t)
1
α
(
∂
∂t
(
u u∗
)− u∂u∗
∂t
)
dΓ
]
. (14)
Rewriting Eq. (14) in a more expanded form yields
I3 =
∫ tF
to
dt
∫
Ω(t)
1
α
(
u
∂u∗
∂t
)
dΩ −
∫ tF
to
dt
∫
Ω(t)
1
α
∂
∂t
(
u u∗
)
dΩ. (15)
Applying the Reynolds transport theorem to the second term in the R.H.S. of Eq. (15) yields
−
∫ tF
to
dt
∫
Ω(t)
1
α
∂
∂t
(
u u∗
)
dΩ =
∫ tF
to
dt
∫
Γ (t)
(
u u∗
)
VndΓ − 1
α
[
d
dt
∫
Ω(t)
(
u u∗
)
dΩ
]t=tF
t=to
. (16)
Then Eq. (15) will be
I3 =
∫ tF
to
dt
∫
Ω(t)
1
α
(
u
∂u∗
∂t
)
dΩ +
∫ tF
to
dt
∫
Γ (t)
1
α
(
u u∗
)
VndΓ − 1
α
[∫
Ω(t)
(
u u∗
)
dΩ
]t=tF
t=to
. (17)
Now substituting from Eq. (17) into Eq. (10) yields∫ tF
to
dt
∫
Ω(t)
u
[
α∇2u∗ + ∂u
∗
∂n
]
dΩ −
[∫
Ω(t)
uu∗dΩ
]t=tF
t=to
= −α
∫ tF
to
dt
∫
Γ (t)
(
u∗
∂u
∂n
− u∂u
∗
∂n
+ 1
α
uu∗Vn
)
dΓ . (18)
Again, three different integrals appear in Eq. (18); they are
I1 =
∫ tF
to
dt
∫
Ω(t)
u
[
α∇2u∗ + ∂u
∗
∂n
]
dΩ (19)
I2 = −
[∫
Ω(t)
uu∗dΩ
]
t=tF
(20)
I3 =
[∫
Ω(t)
uu∗dΩ
]
t=to
. (21)
The first integral I1 will vanish due to the following property of the fundamental solution:
α∇2u∗ (p, tF ; s, t)+ ∂u
∗ (p, tF ; s, t)
∂t
= −δ (p, s) δ (tF , t) . (22)
Apply the following property to the second integral:
lim
t→tF
u∗ (p, tF ; s, t) = δ (p, s) . (23)
Then by making use of the property given by Eq. (23), the second integral reduces to
I2 = −u (p, tF ) . (24)
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Treating the third integral as the initial condition, this can be rewritten as
I3 =
∫
Ω(t)
u (s, to) u∗ (p, tF ; s, to) dΩ. (25)
The next stage is to add the result of Eq. (22) to Eqs. (24) and (25), leading to
u (p, tF ) =
∫
Ω(t)
u (s, to) u∗ (p, tF ; s, to) dΩ. (26)
Now substituting from Eq. (26) into Eq. (18) leads to
u (p, tF ) = α
∫ tF
to
dt
∫
Γ (t)
[
u∗ (p, tF ; s, t) ∂u (s, t)
∂n
− u (s, t) ∂u
∗ (p, tF ; s, t)
∂n
]
dΓ
+α
∫ tF
to
dt
∫
Γ (t)
[
u (s, t) u∗ (p, tF ; s, t) Vn
]
dΓ +
∫
Ω(t)
[
u (s, to) u∗ (p, tF ; s, to)
]
dΩ. (27)
Eq. (27) gives the temperature distribution at any interior/exterior point of the domain Ω , therefore; it can take a more
general form:
C (p) u (p, tF ) = α
∫ tF
to
dt
∫
Γ (t)
[
u∗ (p, tF ; s, t) ∂u (s, t)
∂n
− u (s, t) ∂u
∗ (p, tF ; s, t)
∂n
]
dΓ
+α
∫ tF
to
dt
∫
Γ (t)
[
u (s, t) u∗ (p, tF ; s, t) Vn
]
dΓ +
∫
Ω(t)
[
u (s, to) u∗ (p, tF ; s, to)
]
dΩ. (28)
The coefficient C (p) is a function of the position p as well as the smoothness of the boundary in its neighboring part and it
takes one of the following values:
C (p) =

0 if (p) outsideΩ
1 if (p) insideΩ
Θ
2pi
if (p) onΩ.
(29)
4. Proposed numerical algorithm
In this section, two numerical algorithms are developed. The first one is general, while the second is a special one for
ablation problems.
General algorithm
Step (1) At time tF−1 estimate the velocity vF−1.
Step (2) With vF−1 predict the position of the moving boundary ΓmtF−1 .
Step (3) Solve all matrices that appear to obtain ∂us
∂n and
∂u`
∂n .
Step (4) Evaluate the new velocity VnF = 1ρL
(
Ks ∂us∂n − K` ∂u`∂n
)
.
Step (5) Check whether ∂u
∂n =
∣∣∣ Q (x,tF )−ρLVn(x,tF )−K ∣∣∣ < ε1 or
|u (x, tF )− um| < ε2.
Two possible outcomes:
(a) If yes, then the new time with Vn is the same as in the previous time step.
(b) If no, then guess a new position and repeat steps (2)–(5) until the end of the process is reached.
Special algorithm
Step (1) At time tF−1 estimate the velocity vF−1.
Step (2) With vF−1 predict the position of the moving boundary ΓmtF−1 .
Step (3) Evaluate
(
∂u
∂n
)i
tF
.
Step (4) Check whether
∣∣∣Q (t)− ∣∣∣−K ( ∂u∂n )i∣∣∣∣∣∣ < ε.
Two possible outcomes:
(a) If yes, then the new time with the velocity is the same as in the previous time step.
(b) If no, have a new velocity Vn = 12
(
Q (t)−
∣∣∣K ( ∂u∂n )i∣∣∣) and repeat steps (2)–(4) until the end of the process is reached.
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Fig. 2. Example 1—moving interfaces at different times.
Fig. 3. Example 2—the solid/liquid case for constant heat flux.
5. Numerical results
Example 1. The first example is a two-dimensional case problem, describing a circle of unit radius subject to Robin boundary
conditions. Unfortunately, there is no analytical solution and only one numerical solution available, obtained using the
boundary elements method in [23] with a different algorithm of solution suggested. The material properties are taken
as unity for the purpose of computation only, with zero initial condition and the ambient temperature as uamb = 1.2.
The boundary is discretized into 68 linear and equal space elements. Four Gaussian quadrature points are used in the
computation.
In this example, only the moving interface is plotted at different times, as shown in Fig. 2. As is clear from the moving
interface figure, the sequence of appearance of the moving interface agrees with what we should expect. The results are
plotted in the first quarter, due to the symmetry of the problem and the symmetry of the resulting interface motion. It is
clear that the results from the present method agree with what we expected, in fact.
Example 2. A solidmedium initially at uniform temperature,Ui = 300 K, with the boundary x = 0 exposed to two different
cases of input heat flux, constant, Q (t) = 5 × 106, and linear, Q (t) = 3 × 104t . The domain in the present problem is
S.G. Ahmed, S.A. Meshrif / Computers and Mathematics with Applications 58 (2009) 1302–1308 1307
Fig. 4. Example 2—the ablated surface for constant heat flux.
Fig. 5. Example 2—solid/liquid and ablated surfaces for linear heat flux.
still fixed while there appear two moving interfaces, solid–liquid and gas–liquid (ablation surface) ones. Fig. 3 shows the
movement of the solid–liquid one due to the constant input heat flux, and the resulting ablation surface due to the same
input heat flux is shown in Fig. 4. The same results but for the linear case are plotted on the same plot, as shown in Fig. 5.
From the above figures, it is found that the solid–liquid interface has the same behavior in constant and linear cases for
input heat flux that is concave upward. In the case of linear heat flux input this concavity becomes more apparent than for
the constant case. In contrast, the gas–liquid interface behaves is a concave downward fashion, but in the linear case this
concavity increases.
6. Conclusion
Phase change problems with moving boundaries were studied from the mathematical point of view using the boundary
elements method. It is clear from the mathematical derivation that this method is quite simple and has different ways of
achieving high accuracy such as using Gaussian quadrature points, equal and unequal discretizations, and various kinds of
elements in the computation. Also, the suggested algorithms were simple and the results from both general and special
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algorithms agreed with the physics of the problems, as seen from the first example, and also the results agreed with those
from another approximatemethod, as shown in the second example. Finally, it can be said that phase change problemswith
moving boundaries can be solved well with the boundary elements method.
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