Abstract-Compared to other electroencephalogram (EEG) modalities, motor imagery (MI) based brain-computer interfaces
I. INTRODUCTION
Non-invasive brain-computer interfaces (BCIs) based on electroencephalogram (EEG) provide a promising pathway for the development of an interactive control of a robotic device or a neural prosthesis to assist motor disabled persons [1, 2] , especially for the EEG modality of motor imagery (MI) [3, 4] . MI-based BCIs decode a specific mental activity into control command by power modulations of sensorimotor rhythms, such as the event-relayed de/synchronization (ERD/ERS) activity [5, 6] . Compared to steady-state visual evoked potential (SSVEP) [7] or P300, the MI-based BCIs are more useful and flexible in view of natural and intuitive interaction.
A variety of MI-based BCIs were developed in different fields, such as control of wheelchairs [8] , prosthetic arms or devices [9] , mobile and humanoid robots [10] , mind-driven navigation in gaming or virtual reality [11] . However, most MI-based BCIs can only discriminate a finite number of MI tasks (usually two or three) and decode spatially well separated MI patterns in brain areas as control commands. For example, left/right hand, foot and/or tongue MI tasks are the most commonly adopted among the MI-based BCI systems [6, 12] . Due to the fact that MI tasks within the same upper extremity activate and occupy the same brain regions on the motor cortex area [13, 14] , the EEG signals have non-stationary and overlapped representations, which makes them really challenging to detect the MI tasks from the same limb. There are relatively few researches that address the recognition challenge of various MI tasks from the same limb. Vuckovic and Sepulveda combined an Elman neural network classifier with time-frequency features to detect four real and imaginary wrist motions (supination/pronation and extension/flexion), with 71.3% accuracy for each pair [15, 16] . Similarly, Edelman et al. adopted source space analysis method with band power features to promote the decoding performance of imaginary wrist motions with an average accuracy of 81.4% [17] . Liao et al. applied a support vector machine (SVM) classifier with power spectral features to decode ten pairs of finger motion intents by EEG [18] . Menon et al. conducted a preliminary comparison of nine various schemes to decode rest and two MI tasks (hand grasp and elbow) for the identical limb, employing three state-of-the-art feature extraction with an average accuracy of 58.4% [14] . In a further study, a decoding scheme of integrating optimal SVM with time-domain features was proposed to improve the performance of 3-class BCI with 74.2% accuracy, including autoregressive (AR) model coefficients, waveform length (WL) and root mean square (RMS) [19] . Ofner et al. investigated the decoding of executed/imagined movements by using time-domain features of the low frequency EEG for single upper limb, with accuracy of 55% for executed movements, 27% for imagined movements [20] . From the above studies, we can see that the decoding accuracy and feasibility of the MI-based BCIs highly relies on EEG signal processing for the different MI tasks within the same limb, particularly feature extraction procedures.
In view of EEG signals have relative low spatial resolution and signal-to-noise ratio, an effective signal processing scheme is extremely important. Furtherly, the decoding performance was extremely affected by the extracted features. Currently, massive feature extraction methods and classifiers have been developed and applied to EEG recognition for MI-based BCIs [21, 22] . Some widely used feature extraction methods have been implemented in the traditional MI tasks (left/right hand), including power spectral analysis [23] , wavelet transformation [24] , AR model [25] , common spatial pattern (CSP) and variants of filter-bank CSP (FBCSP), regularized CSP (RCSP), sub-band CSP (SBCSP) [26] . However, for the MI tasks within the same limb, there are few comparison studies by using those state-of-the-art feature extraction methods.
In this paper, a comparative study for decoding multiple MI tasks within the same limb was evaluated by combining four types of feature extraction methods with SVM and linear discriminant analysis (LDA), including wavelet transformation, power spectrum, AR model, and CSP (FBCSP, RCSP). Six imaginary movements from the same upper extremity were designed, including elbow extension/flexion, forearm or wrist pronation/supination, and hand open/grasp (similar to [20] ).
The entire structure of this paper consists of the following parts. The systematic method for MI decoding is introduced in Section II. The MI experiment and datasets are presented in Section III. Section IV describes detailed signal processing methodology. Then, experimental results and discussions are showed in Section V. Finally, Section VI gives the conclusions and future works.
II. OVERALL DECODING FRAMEWORK
The theme of our study is to compare the performance of different feature extraction methods for decoding MI EEG elicited by the same upper extremity. The decoding framework of the integral scheme is presented in Fig. 1 , which mainly includes three parts: raw MI EEG preprocessing, four types of feature extraction methods, and two classifiers. The raw MI EEG was recorded by using non-invasive electrodes with wet gel when subjects do diverse imaginary motion intents with their ipsilateral limbs. The preprocess procedure was adopted to construct pure MI EEG datasets, including band-pass filtering, independent component analysis (ICA), and sliding windows segmentation. Different domains of features were retrieved by power spectrum (frequency domain), AR model (time domain), wavelet transform (time-frequency domain) and CSP (spatial domain). The extracted features were separately fed to SVM and LDA to discriminate the various MI tasks within the same limb. The results were comparatively evaluated and analyzed in the aspect of feature extraction and classifier individually.
III. MOTOR IMAGERY EEG DATASETS

A. Subjects
Eight normal individuals (right-handed, age range from 23 to 26 years old, all males, named S01-S08) were recruited to participate the MI research. All individuals have no any disease history, especially for the cognitive or neurological dysfunction. Explicitly, none of them has never experienced the MI experiment. Written informed consent was signed, and the experiment was approved by the ethics committee of the Third Military Medical University.
B. Experimental Paradigm
According to [20] , six imaginary movements (shown in Fig.  2 ) from the same limb were designed for three joints (elbow, wrist and hand). In the electrical and magnetic shielding condition, the individuals sat in a chair and looked at a computer screen in the front distance with rough 1.5 m. The trial-based cues were displayed in this experimental paradigm. Before the start of the experiments, the upper extremity was at a neutral position: the forearm extended to 120 degrees, the hand relaxed and palm half opened, and wrist in a neutral rotation. The experiment consists of 10 sessions with the total duration of one hour. All sessions were implemented during the same condition with a break of ten minutes between the two consecutive sessions. Figure 3 shows the sequence of the paradigm in a session. The 2 s black screen was a relax/prepare period before the triggers. Then, at the center of the computer screen, a cross with green color was appeared to give an indication, which last 1 s. Immediately, a movement cue (a figure in Fig. 2 ) displayed on the screen with duration of 5 s. According to the clew information, the individual was recommended to conduct relevant MI tasks within the same upper extremity respectively during that time period, such as repeatedly imaginary kinesthetic grasp of hand. In addition, to minimize the artefacts that may arise by the subjects, the trier should not to blink or swallow and try not to move their body. At the end of the trial, the subjects perform relax/prepare state and hold back to the neutral position. Each of the cues was presented by a randomized order. In each session, 30 trials were recorded with 5 trials for each class. For each individual in an experiment, the total MI tasks are 300 trials with 5 s length.
C. Recording and Dataset
A 64-channels grid cap with Ag/AgCI scalp electrode produced by Plexon Inc., USA was used to record the EEG. The 64 channels were arranged according to the international 10-20 positioning system. The right mastoid channel was regarded as ground and the left mastoid channel served as reference. The recorded analog signal was transformed by pre-amplification, a low-pass filter and A/D conversion, which provided by OmmiPlex Acquisition System (Plexon Inc.). Additionally, the power line interference was removed by using a notch filter with 60 Hz. The MI EEG signals were sampled at 1 kHz and stored as 64×5000×300 (a form of channels×times×trials). To obtain most representative MI EEG, a 4 s period was cut out from each trial. Hence, the MI EEG signal sets were established by a three-dimensional array with 64×4000×300 size for each subject. The 75% signal sets were randomly selected as training set and the rest was testing set.
IV. DECODING METHODOLOGY
A. EEG Preprocessing
To eliminate the unwanted parts of the MI EEG, the preprocessing module was applied, including a) band-pass filtering, b) ICA and c) sliding windows segmentation.
1) Band-pass filtering: For MI signals, the ERS/ERD phenomenon usually presents in the 8-30 Hz frequency band, such as mu (8-12 Hz) and beta (18-26 Hz) rhythms [6] . This frequency band has the maximal information related to MI tasks. To attenuate the specific artifacts while amplify interested 8-30 Hz frequency component, a Butterworth band-pass filter (cutoff frequency of 8 Hz and 35 Hz) with fifth-order was adopted. Then, a large part of EMG (higher than 35 Hz) and electrical line interference (50-60 Hz) was removed.
2) ICA: To remove EOG, an ICA procedure was adopted. The EEG signals were decomposed into multiple independent components (ICs) based on high order statistics. By visual inspection, some ICs corresponding to EOG artefacts were rejected. The selected non-artefactual ICs were mixed and projected back onto the original channel space to obtain the EOG-free EEG signals. In this study, 32 ICs were isolated from EEG signals for each subject by using FastICA algorithm of the EEGLAB software [27] .
3) Sliding windows segmentation: The MI EEG period should be segmented to improve the temporal resolution. Moreover, a trial of MI tasks need repeatedly envision body motions for a while to produce steady and stable rhythm modulation. Hence, in this paper, a sliding window method was used to divide trial-based EEG into overlapped segments. For a four-second period of motor imagery EEG signals, a 1 s sliding window with 80 % overlap was used to spilt into 16 segments with 1 s length. Hence, for each subject, the dataset was 64×1000×4800, where 4800 was the number of epoch signal.
B. Different Feature Extraction Methods
The core of a MI-based BCI/BMI is feature extraction, which highlights important information corresponding to MI and eliminate non-informative parts. To compare the performance, four types of feature extraction methods were adopted, including AR model, power spectrum, wavelet transform and 2) Power spectrum: The power spectrum method is mainly used to extract band energy features, which represent the ERD/ERS variation in the frequency domain. The power features can be obtained by a direct method (fast Fourier transform, FFT). However, since the EEG signal is non-periodic, the FFT estimation cannot conform consistent estimation condition and readily generate spectrum leakage. In this study, the welch method was used to estimate the frequency spectrum. For MI EEG mostly located in 8-30 Hz, four sub-bands were divided by a 6 Hz bandwidth, including high beta (23-28 Hz) and low beta (18-23 Hz), sigma (13) (14) (15) (16) (17) (18) , and alpha (8-13 Hz) rhythms. The power spectral features during each sub-band were obtained for each channel, using averaging powers by welch method.
3) Wavelet transform: The wavelet transform provides an effective solution for non-stationary EEG signal to extract time-frequency features. Moreover, the discrete wavelet transform (DWT) can produce fine temporal and spectral analysis by using different contracted and dilated versions of the wavelet base. The DWT decomposes signals into detailed and approximate coefficients by successive high pass and low pass filtering created by orthonormal wavelet bases. These coefficients span different non-overlapping sub-bands for the EEG signals. In this study, a 2-level DWT with gabor wavelet was adopted to divide the 8-30 Hz MI EEG into four sub-bands, including 8-13. 
where k N is the number of EEG segments in class k . The spatial filters of CSP are learned and computed by maximizing the below ratio formula: 
where C ∈ w R is a spatial matrix, and 2 • represent l2-norm.
By solving the generalized eigenvalue decomposition problem, the relevant eigenvectors can be obtained to form w . 
where var( ) • and log( ) • denote the variance, logarithm operator respectively. Due to the CSP for solving two class problem, a One-vs-Rest strategy was applied to cope with multi-class MI EEG. In this study, for six MI classes, there were six CSP filters. For each CSP, the number of selected eigenvectors is e = 2. Hence, the total spatial filtering matrix is
, where 2 6 S e = × × is the number of CSP projections. In addition, FBCSP and RCSP were also introduced in the comparison study. For FBCSP, three frequency bands 8-16 Hz, 17-25 Hz, and 26-32 Hz were separately used to filter EEG. In summary, for each EEG epoch, 24, 72, and 24 spatial features were extracted for CSP, FBCSP, and RCSP, respectively.
C. Classification
Considering the performance and computation complexity, two efficient state-of-the-art classifiers (LDA and SVM) were used in this paper.
1) LDA:
The commonly adopted classifier in BCI systems is the LDA, which aims to find a linear hyperplane to characterize or separate two classes of MI EEG signals. More explicitly, this hyperplane or projection is optimized by maximizing inter-class divergence and minimizing intra-class divergence synchronously. Since LDA is a binary classifier, a One-vs-One strategy was conducted to address multiple class classification. In this paper, the class of MI EEG was assigned using a maximum voting way from 15 LDA classifiers.
2) SVM: The SVM executes in a similar manner with LDA, by attempting to search a high-dimensional hyperplane to discriminate samples with a maximum margin. The generalization capabilities of the SVM are increased by maximizing this margin. The hyperplane can be obtained by solving the following optimization problem: 
where c is a regularization term, i ζ are slack parameters, i x is the feature vector representing a sample, i y is the associated label, i is the sample index. With the use of a kernel function which mapped the sample to higher dimensional space, an optimized hyperplane can be used to easily separate the mapped sample. In this study, a radial basis function (RBF) was selected as the kernel function. The kernel parameter and regularization term c were optimized by a grid search in the range of (0, 5).
Furthermore, a 5-fold cross-validation procedure was used to prevent over-fitting for training a classifier.
V. EXPERIMENT RESULTS AND DISCUSSIONS
A. Comparison with different feature extraction methods
Six feature extraction methods (DWT, Welch, AAR-4, CSP, FBCSP, and RCSP) were individually applied for the eight subjects' datasets. The extracted features were fed to the SVM classifiers. The classification accuracy of SVM with six types of feature datasets were show in Fig. 4 . It illustrates that the CSP, FBCSP, and RCSP methods have higher performance for each subjects compared to the DWT, Welch, and AAR-4 methods. More specifically, the average classification performance (mean ± standard deviation) for each feature extraction method is presented in Fig. 5 . The DWT, Welch, AAR-4, CSP, FBCSP, and RCSP produced a mean accuracy of 64.86 ± 2.05%, 65.95 ± 2.90%, 65.22 ± 3.32%, 68.63 ± 2.79%, 71.73 ± 2.24%, 69.94 ±3.59% respectively. The analysis of variance (ANOVA) was carried out to show the statistically significant difference of six methods. The DWT, Welch, and AAR-4 methods have no significant difference for the average accuracy (p-value > 0.76). However, there is a significant difference (p-value < 0.05) using Kruskal-Wallis test between DWT, Welch, AAR-4 and CSP, FBCSP, RCSP. Especially, the FBCSP method has the best classification accuracy with lower deviation (p-value < 0.01). This result might be attributed to the improved spatial separability of the FBCSP algorithm.
Furthermore, Fig. 6 shows an accuracy confusion matrix obtained by SVM classifier with FBCSP, corresponding to joint movements-level classification results for six MI tasks. The average accuracy was 68.25%, 70.5%, 58.65%, 62.70%, 74.85%, and 79.20% for flexion/extension (elbow joint), supination/pronation (elbow and wrist joint), and close/open (hand), respectively. Interestingly, the distribution of false recognition rates is obviously non-uniform for each paired-MI tasks. Particularly, the classification accuracies for supination/pronation MI tasks were lower with notable misclassification errors than that of other MI tasks. The possible reason may be the fact that the supination/pronation MI tasks derived from multiple joints within the same limb are tightly emerged at the adjacent sensorimotor cortex. So, the spatial separability of the relevant EEG signals is ambiguous.
B. Comparison between LDA and SVM
Moreover, for the features extracted by the FBCSP methods, the comparison analysis of LDA and SVM classifiers were conducted. The accuracies of the two classifiers for each individual and mean accuracies are presented in Fig. 7 . Generally, the performance of the SVM is slightly better that that of LDA for each subject. The mean accuracy is 69.02% (± 1.65%) for LDA and 71.78% (± 1.92%) for SVM. The post hoc test using the Kruskal-Wallis method indicates a statistically significant difference in classification accuracy between LDA and SVM, with p-value = 0.012 < 0.05. The increased performance of SVM classifier is benefited by the improved generalization capabilities and maximized separable margins using optimal parameters. 
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, we carried out a comparative study for decoding six motor imagery EEG within the same upper extremity by using four types of feature extraction methods and two classifiers (LDA and SVM), including wavelet transformation, power spectrum, AR model, and CSP (FBCSP, RCSP). The CSP algorithm was better than the other three methods, especially for the FBCSP and RCSP methods. Compared to the LDA, the SVM classifier was more suitable and effective for decoding various MI tasks within the same limb, such as. elbow extension/flexion, wrist pronation/supination, and hand open/grasp. For these MI tasks, the highest overall performance of the SVM with FBCSP was obtained, with accuracy of 71.78% (± 1.92%). In the future work, the decoding method could potentially be applied in BCI-driven assistive robots or neuroprosthetics by using natural and intuitive motor imagery EEG signals. 
