Abstract. Let L 1 (G) and M (G) be group algebra and measure algebra, respectively of a locally compact group G and ∆ : L 1 (G) → M (G) be a continuous linear map. We consider ∆ behaving like derivation or anti-derivation at orthogonal elements for several types of orthogonality conditions and we characterize such maps. Indeed we consider that ∆ is a derivation or anti-derivation through orthogonality conditions on L 1 (G) such as f * g = 0, f * g ⋆ = 0, f ⋆ * g = 0, f * g = g * f = 0 and f * g ⋆ = g ⋆ * f = 0.
Introduction
Throughout this paper all algebras and vector spaces will be over the complex field C. Let A be an algebra and M be an A-bimodule. Recall that a linear map D : A → M is said a derivation if D(ab) = aD(b)+D(a)b for all a, b ∈ A. Each map of the form a → am − ma, where m ∈ M , is a derivation which will be called an inner derivation. Also D is called an anti-derivation if D(ab) = bD(a) + D(b)a for all a, b ∈ A. There have been a number of papers concerning the study of conditions under which mappings of (Banach) algebras can be completely determined by the action on some sets of points. We refer the reader to [3, 4, 8, 9, 14, 16] for a full account of the topic and a list of references. In the case of derivations, the subsequent condition attracted much attention of some mathematicians: a, b ∈ A, ab = z ⇒ ∆(ab) = a∆(b) + ∆(a)b ( ), where z ∈ A is a fixed point and ∆ : A → M is a linear (additive) map. Brešar, [8] study the derivations of rings with idempotents in this direction with z = 0. It was shown in [8] that if A is a prime ring containing a nontrivial idempotent and ∆ : A → A is an additive map satisfying ( ) with z = 0, then ∆(a) = D(a) + ca (a ∈ A) where D is an additive derivation and c is a central element of A. Note that the nest algebras are important operator algebras that are not prime. Jing et al. in [17] showed that, for the cases of nest algebras on a Hilbert space and standard operator algebras in a Banach space, the set of linear maps satisfying ( ) with z = 0 and ∆(I) = 0 coincides with the set of inner derivations. Then, many studies have been done in this case and different results were obtained, for instance, see [3, 4, 8, 9, 10, 14, 15] and the references therein.
The other direction is to study linear (additive) maps that behave like homomorphisms of (Banach) algebras when acting on special products. Especially, one of the interesting question is the characterizing linear maps of group algebras and other Banach algebras associated with a locally compact group behaving like homomorphisms at zero product elements or orthogonal elements. This question has been extensively studied [3, 4, 5, 6, 7, 12, 13, 19, 20, 22] .
Motivated by these reasons, in this paper we consider the problem of characterizing continuous linear maps on group algebras behaving like derivations or antiderivations at orthogonal elements for several types of orthogonality conditions. In particular, in this paper we consider the subsequent conditions on a continuous linear map ∆ from a group algebra L 1 (G) into the measure convolution algebra M (G) where G is a locally compact group:
where f, g ∈ L 1 (G), the convolution product is denoted by * and the involution is denoted by ⋆. It is worth noting that the conditions D1 and D4, D2 and D3, D5 and D6, D7 and D8 agree in the case where the group G is abelian.
Our purpose is to investigate whether the above conditions characterize derivations (⋆-derivations) or anti-derivations (⋆-anti-derivations). This article is organized as follows. In section 2 some preliminaries are given. Section 3 is concerned with characterizing derivations and anti-derivations through one-sided orthogonality conditions (conditions D1 − D6). In the last section continuous linear maps of group algebras of a SIN group satisfying in conditions D7 and D8 (derivations through two-sided orthogonality conditions) are considered.
We note that the centre of an algebra A are written by Z(A).
Preliminaries
Let G be a locally compact group. The group algebra and the measure convolution algebra of G, are denoted by L 1 (G) and M (G), respectively. The convolution product is denoted by * and the involution is denoted by ⋆. The element δ e is the identity of M (G), where δ e is the point mass at e ∈ G and e is the identity of G. The measure algebra M (G) is a unital Banach ⋆-algebra, and L 1 (G) is a closed ideal in M (G), identified with the subspace of M (G) consisting of measures which are absolutely continuous with respect to the Haar measure. If a net (λ i ) i∈I in M (G) converges to λ ∈ M (G) with respect to the weak * topology, we write it by λ i w * − −→ λ. Every group algebra L 1 (G) has a bounded approximate identity. The group G is a SIN group if it has a base of compact neighborhoods of the the identity that is invariant under all inner automorphisms. If G is a SIN group, we denote it by G ∈ [SIN ]. It is known that the group algebra L 1 (G) has a bounded approximate identity consisting of functions in Z(L 1 (G)) if and only if G ∈ [SIN ]. We refer the reader to [11, Section 3.3] for the essential information about the group algebras and measure algebras. Also see [23, section 12.5 and 12.6] for a discussion of the class of SIN groups.
In order to prove our results we need the following results.
. Let G be a locally compact group, and let φ :
where X is a Banach space. Lemma 1.3] ). Let G be a locally compact group, and let µ ∈ M (G).
Note that by [18, Theorem 6.3 ] the convolution product in M (G) is separately continuous with respect to the weak * topology, i.e., ν → µ * ν is w * -continuous for each µ ∈ M (G) and µ → µ * ν is w * -continuous for each ν ∈ M (G).
Remark 2.3. Let (u i ) i∈I be a bounded approximate identity of L 1 (G). Since (u i ) i∈I is bounded, we can assume that it converges to µ ∈ M (G) with respect to the weak is an approximate identity, for each f ∈ L 1 (G) we get u i * f
1 (G) = {0} and by Lemma 2.2-(i), it follows that µ = δ e . Therefore we can assume that the group algebra L 1 (G) has a bounded approximate identity
Let A be an algebra. Recall that a linear map D : A → A is said to be a Jordan derivation if D(a 2 ) = aD(a) + D(a)a for all a ∈ A. Clearly, each derivation is a Jordan derivation. The converse is, in general, not true. Sinclair [24] shows that a continuous Jordan derivation on a semisimple Banach algebra is a derivation. Since L 1 (G) is a semisimple Banach algebra, it follows that any continuous Jordan derivation D :
Derivations and anti-derivations through one-sided orthogonality conditions
In this section we will consider a linear map ∆ : L 1 (G) → M (G) behaving like derivation or anti-derivation at one-sided orthogonality conditions. firstly we characterize derivations through one-sided orthogonality conditions. Theorem 3.1. Let G be a locally compact group, and let ∆ :
Proof. (i) By [3, Theorem 4.6] and Lemma 2.2-(i), there is a continuous derivation
(ii) Suppose that (u i ) i∈I is a bounded approximate identity of L 1 (G) such that u i w * − −→ δ e , where δ e is the identity of M (G). Since the net (∆(u i )) i∈I is bounded, we can assume that it converges to ξ ∈ M (G) with respect to the weak
and D(u i ) w * − −→ 0. We will show that D is a ⋆-derivation. In order to prove this we consider the continuous bilinear map φ :
Let G be a locally compact group, and let ∆ :
Proof. Suppose that (u i ) i∈I is a bounded approximate identity of L 1 (G) such that
Since the net (∆(u i )) i∈I is bounded, we can assume that it converge to ξ ∈ M (G) with respect to the weak * topology. On account of (3.4), for all f, g ∈ L 1 (G) we have
From continuity of ∆, we get u i * ∆(f * g)+∆(u i ) * f * g converges to g * ∆(f )+∆(g) * f with respect to the norm topology. On the other hand, by separately w * -continuity of convolution product in M (G), it follows that u i * ∆(f * g)+ ∆(u i ) * f * g converges to ∆(f * g) + ξ * f * g with respect to the weak * topology. Hence (3.5) ∆(f * g) = g * ∆(f ) + ∆(g) * f − ξ * f * g for all f, g, h ∈ L 1 (G). Now letting f = u i in 3.4, we obtain g * h * ∆(u i ) + ∆(g * h) * u i = h * ∆(u i * g) + ∆(h) * u i * g.
By this identity and using similar arguments as above it follows that (3.6) ∆(f * g) = g * ∆(f ) + ∆(g) * f − f * g * ξ for all f, g, h ∈ L 1 (G). Hence from 3.5 and 3.6, for each f, g, h ∈ L 1 (G), we find that µ * f * g = f * g * ξ. So by Cohen's factorization theorem and Lemma 2.2-(ii), it follows that ξ ∈ Z(M (G)). Define D : L 1 (G) → M (G) by D(f ) = ∆(f ) − ξ * f . By 3.5 and the fact that ξ ∈ Z(M (G)), it follows that D is an Jordan derivation. From Cohen's factorization theorem and 3.5, we obtain ∆(L 1 (G)) ⊆ L 1 (G) and hence
