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Following N. Noble, we say that a space is subsequential if it is a subspace of a sequential
space. A free ﬁlter F on ω is called subsequential if the space ω ∪ {F} is subsequential. In
this paper, we state several properties of these ﬁlters.
© 2009 Elsevier B.V. All rights reserved.
1. Preliminaries and notation
All the spaces are assumed to be Hausdorff. The neighborhoods of a point x ∈ X will be denoted by N (x). All ﬁlters
will be taken on ω and will be free. The Stone–Cˇech compactiﬁcation β(ω) of the natural numbers ω with the discrete
topology is identiﬁed with the set of all ultraﬁlters on ω, and its remainder ω∗ = β(ω) \ ω is identiﬁed with the set of
all free ultraﬁlters on ω. For A ⊆ ω, we know that clβ(ω)A = Aˆ = {p ∈ β(ω): A ∈ p} and we let A∗ = Aˆ ∩ ω∗ . If A, B ⊆ ω,
then A ⊆∗ B means that A \ B is ﬁnite. If f : ω → ω is a function, then f : β(ω) → β(ω) will stand for the Stone extension
of f . For an inﬁnite set X , we let [X]ω = {A ⊆ X: |A| = ω}. A family A ⊆ [ω]ω is called almost disjoint (AD) if for every two
distinct elements A, B ∈ A we have that A ∩ B is ﬁnite. A maximal AD inﬁnite family is called MAD family. If F is a free
ﬁlter, then F+ = {A ⊆ ω: ∀F ∈ F(A ∩ F 	= ∅)}. If A ∈ F+ , then F |A = {A ∩ F : F ∈ F} is a free ﬁlter on the set A.
For A ∈ [ω]ω , we deﬁne
Fr(A) =
{
F ⊆ ω: |A \ F | < ω}.
Fr(ω) = Fr is the Frechét ﬁlter on ω. Let A, B ∈ [ω]ω . A free ﬁlter F on A and a free ﬁlter G on B are called equivalent
(F ∼ G) iff there is a bijection f : A → B such that f [F ] = { f [F ]: F ∈ F} = G .
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A space X is said to be sequential if for each non-closed subset A of X there is a sequence (xn)n<ω in A that converges to
a point in X \ A. The following is a generalization of sequential spaces due to N. Noble [8].
Deﬁnition 1.1. A space is called subsequential if it can be embedded in a sequential space.
Our generalization of sequential ﬁlters is the following.
If F is a free ﬁlter on ω, then symbol ξ(F) will stand for the space whose underlying set is ω ∪ {F}, where ω is a
discrete subset and a basic neighborhood of F is of the form F ∪ {F}, where F ∈ F .
Deﬁnition 1.2. A free ﬁlter F is called subsequential if the space ξ(F) is subsequential. In particular, F is called a sequential
ﬁlter if the space ξ(F) is sequential.
Our ﬁrst example of a sequential ﬁlter is the Frechét ﬁlter Fr since ξ(Fr) is a convergent sequence. For a free ﬁlter F ,
it is evident that ξ(F) is sequential iff it is a Frechét–Urysohn space. It is not diﬃcult to see that a free ultraﬁlter on ω
cannot be sequential (we will show that it cannot be subsequential either).
A characterization of the sequential ﬁlters given by P. Simon [9] is stated in Section 2 and is used to produce 2c-many
pairwise non-equivalent ﬁlters. In Section 3, we state several properties of subsequential ﬁlters. We present in Section 4
some examples including a study of Seq-like spaces for the case when all the involved ﬁlters are subsequential. In Section 5,
in particular, we improve a theorem of E.M. Aniskovicˇ about the non-subsequentiality of any free ultraﬁlter. Finally, in
Section 6 we include some additional results.
2. Sequential ﬁlters
To understand the combinatorics of the subsequential ﬁlters we will study, in this section, some basic properties of the
sequential ﬁlters. We need some notation:
For A ∈ [ω]ω , we let [A] = {B ∈ [ω]ω: |A ∩ B| = ω}.
The proof of the next lemma is straightforward.
Lemma 2.1. If F is a free ﬁlter, then F+ =⋂{[F ]: F ∈ F}.
In this context, we have that F ∈ clξ(F)A iff A ∈ F+ . For a free ﬁlter F and A ∈ F+ , we have that ξ(F |A) is a subspace
of ξ(F).
The next characterization of the sequential ﬁlters is given in [9].
Theorem 2.2. A free ﬁlter F is sequential iff there is an AD family A maximal with respect to the following properties:
(1) F ∈ F iff A ⊆∗ F for all A ∈ A, and
(2) A is AD.
The previous theorem provides a method to construct several sequential ﬁlters pairwise non-homeomorphic:
Given an AD family A, we deﬁne FA = {F ∈ [ω]ω: ∀A ∈ A(A ⊆∗ F )}. It is evident that FA is a ﬁlter and we shall show
next that it is sequential. Before doing that we observe that every inﬁnite subset of A ∈ A converges to F and we state an
easy lemma.
Lemma 2.3. Let A be an AD family. Then, for every B /∈ A, we have that A ∪ {B} is AD iff ω \ B ∈ FA .
Theorem 2.4. For every AD family A, we have that FA is a sequential ﬁlter.
Proof. Let B ∈ [ω]ω such that FA ∈ clξ(F)B . We know that B ∈ F+A and then, by Lemma 2.3, we obtain that A∪ {B} cannot
be almost disjoint. Hence, there is C ∈ A such that C ∩ B is inﬁnite. Observe that C ∩ B is a sequence in B converging to FA
inside the space ξ(FA). This shows that FA is a sequential ﬁlter. 
We remark that two free ﬁlters F and G on ω are equivalent iff the spaces ξ(F) and ξ(G) are homeomorphic.
Theorem 2.5. There are 2c pairwise non-equivalent sequential ﬁlters.
Proof. Fix an AD family A of size c (for a construction of such a family see [6]). We enumerate A as {Aμ: μ < c}. For
each non-empty X ∈ P(c), we consider the AD family AX = {Aμ: μ ∈ X}. Now, we shall prove that FAX 	= FAY for distinct
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that ω \ Aθ /∈ FAX . Since each space ξ(FAX ) is countable, it cannot be homeomorphic to more that c spaces of the same
kind, for each non-empty X ∈ P(c). From this fact we can take from the family {ξ(FAX ): X ∈ P(c) \ {∅}} a subfamily of
size 2c consisting of pairwise non-homeomorphic spaces. This shows the theorem. 
A family of c+ sequential ﬁlter pairwise non-homeomorphic in a stronger sense is constructed in [10].
3. Subsequential ﬁlters
In the paper [5], the authors introduced the degree of subsequentiality of a subsequential ﬁlter and proved that there are
subsequential ﬁlters with arbitrarily large subsequential order. To repeat the deﬁnition of this notion we need the following:
Let X be a space and let A ⊆ X . We put A0 = A and for each ordinal number θ we deﬁne Aθ = {x ∈ X: ∃(xn)n<ω ⊆
Aμ(xn → x)} if θ = μ + 1, and Aθ =⋃μ<θ Aμ if θ is a limit ordinal. It is known (see for instance [2]) that a space X is
sequential iff there is θ  ω1 such that Aθ = clX A for all A ⊆ X . The minimal ordinal θ with this property is called the
sequential order of the sequential space X and will be denoted by σ(X). Observe that for every sequential space X we have
that σ(X)ω1. For a sequential space X and x ∈ X , we deﬁne
σ(x, X) = min{θ ω1: ∀A ∈ P(X)(x ∈ clX A → x ∈ Aθ )}.
It is clear that σ(X) = sup{σ(x, X): x ∈ X} (see [2]). By using these ideas we introduce the subsequential order of a subse-
quential ﬁlter:
If S is a sequential space that contains ξ(F), without loss of generality, we will always assume that S = clSω. Also
observe that A ∈ F+ iff F ∈ clS (A). The sequential order of F inside the space S is the ordinal number
σ(F, S) = min{θ ω1: ∀A ∈ F+(F ∈ Aθ )},
where the iteration Aθ is taken inside of the space S . Observe that if F is a subsequential ﬁlter, then
σ(F, S) = sup{σ(F |A, clS A): A ∈ F+}.
The subsequential order of a subsequential ﬁlter F is the ordinal number
σ(F) = min{σ(F, S): S is a sequential space with ξ(F) ⊆ S}.
The following easy result is taken from [5].
Theorem 3.1. For every sequential ﬁlter F and for every A ∈ F+ , we have that F |A is also subsequential and σ(F |A) σ(F)ω1 .
In [5], the authors used the sum of ﬁlters and introduced the product of ﬁlters to produce several subsequential ﬁlters.
Let us see the deﬁnition of these two notions since we will need them:
Fix a free ﬁlter F on ω and a partition {An: n < ω} of ω in inﬁnite subsets. For each n < ω, let Fn be a free ﬁlter on An .
Then, we deﬁne∑
F
Fn =
{
A ⊆ ω: {n < ω: A ∩ An ∈ Fn} ∈ F
}
, and
∏
Fn =
{ ⋃
n<ω
Fn: ∀n < ω(Fn ∈ Fn)
}
.
It is clear that
∑
F Fn and
∏Fn are free ﬁlters on ω. We remark that A ∈ (∑F Fn)+ (resp., A ∈ (∏Fn)+) iff {n < ω:
A ∩ An ∈ F+n } ∈ F (resp., there is n < ω such that A ∈ F+n ).
Let us see that these two operations of ﬁlters produce subsequential ﬁlters.
Theorem 3.2. Let F be a subsequential ﬁlter and let {An: n < ω} be a partition of ω in inﬁnite subsets. If Fn is a subsequential ﬁlter
on An, for each n < ω, then
∑
F Fn is subsequential and
σ
(∑
F
Fn
)
min
{
sup
{
σ(Fn): nm
}
: m < ω
}+ σ(F).
In particular,
∑
Fr Fn is subsequential, and
σ
(∑
Fr
Fn
)
min
{
sup
{
σ(Fn): nm
}
: m < ω
}+ 1.
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F
Fn =
{
A ⊆ ω: {n < ω: A ∩ An ∈ Fn} ∈ F
}
.
By assumption, there are a sequential space S and, for each n < ω, a sequential space Sn such that ξ(F) ⊆ S = clS (ω),
σ(F) = σ(F , S), ξ(Fn) ⊆ Sn = clSn An and σ(Fn) = σ(Fn, Sn), for each n < ω. Let us assume that S ∩ Sn = ∅, for all n < ω,
and Sn ∩ Sm = ∅ for distinct n,m < ω. Following the idea of the sequential sum introduced in [2], let Y be the topological
disjoint sum of the spaces Sn ’s and X = {Fn: n < ω}. Observe that X is a closed subset of Y . Deﬁne f : X → S by f (Fn) = n,
for each n < ω. By Proposition 1.2 from [4], we know that the adjunction space Z = Y ∪ f S is sequential. Let us put
F = z ∈ Z . Suppose that V ∈ N (z). By the deﬁnition of the topology on Z , we obtain that {n < ω: V ∩ An ∈ Fn} ∈ F . Let
F ∈∑F Fn . Then, we can ﬁnd U ∈ N (F) inside the space S such that U ∩ (⋃n<ω An) = F . We also know that for each
k ∈ {n < ω: F ∩ An ∈ Fn} there is Uk ∈ N (Fk) open in Sk such that Uk ∩ Ak = F ∩ Ak . Then, V = U ∪ (⋃k<ω Uk) is an open
subset of Z for which z ∈ V and V ∩ (⋃k<ω Ak) = F . Therefore,
∑
F
Fn =
{
V ∩
( ⋃
n<ω
An
)
: V ∈ N (z)
}
.
This shows that
∑
F Fn is subsequential. Let α = min{sup{σ(Fn): n  m}: m < ω}. Choose m < ω so that α =
sup{σ(Fn): n m}. If z ∈ clZ (C) \ C for some C ⊆ S ⊆ Z , then there is θ  σ(F) such that z ∈ Cθ . Hence, z ∈ Cα+σ(F) .
Now, ﬁx A ∈ (∑F Fn)+ . Then, we can ﬁnd an increasing sequence (nk)k<ω of natural numbers such that A ∩ Ank ∈ F+nk
for all k < ω. Without loss of generality, we may assume that m < nk for all k < ω. It follows from the assumption that
Fnk ∈ (A ∩ Ank )α ⊆ Aα , inside of the space Snk , for every k < ω. So, z ∈ Aα+σ(F) . Therefore,
σ
(∑
F
Fn
)
 σ
(∑
F
Fn, X ∪ f S
)
min
{
sup
{
σ(Fn): nm
}
: m < ω
}+ σ(F). 
Question 3.3. Let {An: n < ω} be a partition of ω in inﬁnite subsets. If F is a subsequential ﬁlter on ω and Fn is a
subsequential ﬁlter on An , for each n < ω, is true that
σ
(∑
F
Fn
)
= min{sup{σ(Fn): nm}: m < ω}+ σ(F)?
Theorem 3.4. ([5]) Let {An: n < ω} be a partition of ω in inﬁnite subsets. If Fn is a subsequential ﬁlter on An, for each n < ω, then∏Fn is also subsequential, and σ(∏Fn) = sup{σ(Fn): n < ω}.
The relation between the sum and product is the following.
Theorem 3.5. ([5]) Let {An: n < ω} be a partition of ω in inﬁnite subsets. If F is a free ﬁlter on ω and Fn is a free ﬁlter on An, for each
n < ω, then
∏Fn ⊆∑F Fn and∏Fn contains a ﬁlter whose trace on Am is Fm, for each m < ω.
A nice application of the ﬁlter addition is the following.
Theorem 3.6. Let F be a subsequential ﬁlter. Then, for every A ∈ F+ there are a partition {An: n < ω} ⊆ [ω]ω of A and, for every
n < ω, a subsequential ﬁlter Fn on An such that
F |A ⊆
∑
Fr
Fn.
In particular, there is a partition {An: n < ω} of ω in inﬁnite subsets and, for each n < ω, there is a subsequential ﬁlter Fn on An such
that
F ⊆
∑
Fr
Fn.
Proof. First, assume that F is sequential. Choose an inﬁnite set A ∈ [ω]ω converging to F . Let {An: n < ω} be a partition
of A in inﬁnite subsets. By adding ﬁnitely many points to each An , in case if it is necessary, we may assume that ω =⋃
n<ω An . Fix F ∈ F . So, there exists m < ω such that A \m ∈ F . From our assumption we deduce the existence of k < ω
so that An ⊆ F for all k < n < ω. Hence, F ∈∑Fr Fr(An). Thus, F ⊆∑Fr Fr(An). Now, suppose that σ(F) > 1. Let S be a
sequential space that contains a ξ(F) as a subspace, σ(F , S) = σ(F) and ω is dense in S . Since σ(F , S) > 1, there is a non-
trivial sequence (sn)n<ω in S \ω such that sn → F . We may assume that sn 	= sm for n <m < ω. Let {Vn: n < ω} be a family
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each n < ω. As above, we may assume that ω =⋃n<ω An . It is evident that Fn is a subsequential ﬁlter on An , for every
n < ω. If F ∈ F , then, we can ﬁnd an open neighborhood U of F such that F = ω ∩ U . We know that there is m < ω such
that sn ∈ U for all m  n < ω. By deﬁnition, we have that An ∩ U ∈ Fn for all m  n < ω. That is, F =⋃n<ω(F ∩ An) ∈∑
Fr Fn . 
Next, we give a characterization of those free ﬁlters for which F has a non-trivial, convergent sequence.
Theorem 3.7. Let F be a free ﬁlter. ξ(F) has a non-trivial, convergent sequence iff there is a partition {An: n < ω} of ω in inﬁnite
subsets such that F ⊆∏Fr(An).
Proof. Suppose F ⊆∏F(An)r . It is clear that each An is a non-trivial, convergent sequence in ξ(F). For the other direction,
let {An: n < ω} be a partition of the range of a non-trivial, convergent sequence in ξ(F) and, without loss of generality,
assume that ω =⋃n<ω An . If B ∈ F , then An ⊆∗ B for all n < ω; hence, B ∈∏Fr(An). 
The proof of the following theorem is straightforward.
Theorem 3.8. Let A = {An: n < ω} be a partition of ω in inﬁnite subsets and let F be a free ﬁlter on ω. If Fn is a free ﬁlter on An for
each n < ω, then
∑
F Fn is the ﬁlter generated by
∏Fn ∪ (F ⊗ A), where
F ⊗ A = {B ⊆ ω: {n ∈ ω: An ⊆ B} ∈ F}.
Theorem 3.9. Let F be a free ﬁlter on ω. Then, F is (sub)sequential iff F ⊗ A is (sub)sequential for every partition A of ω in inﬁnite
subsets.
Proof. Fix a partition A = {An: n < ω} of ω in inﬁnite subsets. For notational simplicity, we put G = F ⊗ A.
Sequential case:
Necessity. Suppose that F is sequential and let B ∈ G+ . Then, E = {n < ω: B ∩ An 	= ∅} ∈ F+ . Hence, there is a sequence
(nk)k<ω in E such that nk → F . For each k < ω ﬁx bk ∈ B ∩ Ank . If G ∈ G , then there is F ∈ F for which
⋃
n∈F An ⊆ G . We
know that there is i < ω such that nk ∈ F for all k < ω with i  k. So, bk ∈ G for every k < ω with i  k. This shows that
bk → G . Therefore, G is sequential.
Suﬃciency. Assume G is sequential and let D ∈ F+ . Put G =⋃n∈D An . It is evident that G ∈ G+ . Then, we can ﬁnd
an inﬁnite subset C ⊆ G such that C ⊆∗ W for all W ∈ G . Let E = {n ∈ D: C ∩ An 	= ∅}. If F ∈ F , then we have that
C ⊆∗⋃n∈F An and hence we get that E ⊆∗ F . So, F is sequential.
Subsequential case:
If we deﬁne the function f : ω → ω × ω so that f : An → {n} × ω is a bijection for all n < ω, then G ∼ f [G] = {A ⊆
ω × ω: {m < ω: {n < ω: (m,n) ∈ A} = ω} ∈ F}. Hence, we can observe that ξ(F) is homeomorphic to f [G] ∪ (ω × {0}) as
a subspace of ξ( f [G]). Thus, if G is subsequential, so is F .
Conversely, suppose that there is a sequential space S such that ξ(F) ⊆ S and S = clS (ω). Consider the function f : S → S
be deﬁned by f (x) = x if x ∈ S \ω and f (x) = n if x ∈ An . Put on S the weak topology induced by this function f and denote
this topological space by T . Then, T is a sequential space and ξ(F ⊗ A) ⊆ T . 
Next, we apply the ﬁlter addition to prove that every sequential ﬁlter has a countable π -network: We say that P ⊆ [ω]ω
is a π -network of a ﬁlter F if for every F ∈ F there is P ∈ P such that P ⊆ F . We need the following lemma.
Lemma 3.10. Let F be a free ﬁlter and let {An: n < ω} be a partition of ω in inﬁnite subsets and assume that Fn is a ﬁlter on An, for
each n < ω. If Pn is a π -network of Fn, for each n < ω, then
⋃
n<ω Pn is a π -network of
∑
F Fn.
Proof. If F ∈∑F Fn , then E = {n < ω: F ∩ An ∈ Fn} ∈ F . Fix n ∈ E and pick P ∈ Pn such that P ⊆ F ∩ An . Then, we have
that P ⊆ F . This proves the lemma. 
The following theorem is a particular case of Proposition 1 from [7].
Theorem 3.11. If F is a subsequential ﬁlter, then F has a countable π -network.
Proof. Let F be a subsequential ﬁlter that can be extended to a sequential space S such that clS (ω) = S . Then, there is
A ∈ F+ and 0μ < ω1 such that F ∈ Aμ+1 (the μ + 1-iteration is taken inside S). Now, we proceed by transﬁnite induc-
tion, on μ. If μ = 0, then there is a sequence (sn)n in ω converging to F . Then, the π -network is the collection {sk: k n}
with n ∈ ω. Suppose 1 < μ, we can ﬁnd a sequence (sn)n<ω in S \ ω and μn < μ such that sn → F and sn ∈ Aμn , for each
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and identify sn with Fn , for each n < ω. It is clear that Fn is a subsequential ﬁlter, for each n < ω. It is not diﬃcult to show
that F ⊆∑Fr Fn . By the inductive hypothesis, Fn has a countable π -network. It is evident that if F and G are free ﬁlters
such that F ⊆ G , then every π -network of G is a π -network for F . Now we can use Lemma 3.10 to ﬁnish the proof. 
4. Some examples
In the paper [5], it was deﬁned the θ -power of a free ﬁlter, for each ordinal number 1 θ < ω (the idea of this notion
is taken from the original power deﬁned in [3]):
Let F be a free ﬁlter on ω. Fix a partition {An: n < ω} of ω in inﬁnite subsets, and for each limit ordinal θ < ω1 we
ﬁx a strictly increasing, unbounded sequence {θn: n < ω} in θ consisting of non-limit ordinal numbers. For each n < ω, let
Fn be a free ﬁlter on An equivalent to F . Then, we deﬁne F1 = F and F2 =∑Fr Fn . By using transﬁnite induction, we
deﬁne F θ for each 2 θ < ω1 as follows:
If θ = μ + 1 and μ is not a limit ordinal, then we deﬁne
Fθ =
∑
Fr
Gn,
where Gn ∼ Fμ , for each n < ω. Now, suppose that θ is a limit ordinal. Then, we deﬁne
Fθ =
∏
Fn and Fθ+1 =
∑
F
Fn,
where Fn is equivalent to F θnr for each n < ω. We remark that the deﬁnition of each power of the ﬁlter F θ is unique up
to ﬁlter equivalence, since it depends on the partition that we ﬁx and on the ﬁlters on each element of the partition that
we choose. The basic properties of these powers of ﬁlters were studied in [5] and we take from there the following result
which shows the special role played by the powers of the Frechet ﬁlter Fr .
Theorem 4.1. ([5])
(1) For each 1 θ < ω1 , the ﬁlter F θr is subsequential and σ(F θr ) = θ .
(2) If F is a subsequential, non-sequential ﬁlter then there is θ < ω1 such that F ⊆ F θr . Moreover, if σ(F) < ω1 , then θ = σ(F).
Now we recall an example from [7] of a non-subsequential ﬁlter.
Example 4.2. Let (Mk)k be a partition of ω into ﬁnite sets such that sup |Mk| = ∞. Then, we deﬁne an ideal I of subsets
of ω by declaring that E ∈ I if there is m such that |E ∩ Mk| m for all k ∈ ω. In [7] it was shown that its dual ﬁlter is
non-subsequential (in fact, it does not have a countable π -network).
The next example shows that the converse of Theorem 3.6 is not true.
Example 4.3. Let us consider the ﬁlter F2r = {A ⊆ ω × ω: {n < ω: {m < ω: (n,m) ∈ A} ∈ Fr} ∈ Fr} as a subset of P(ω × ω)
(in the literature, this ﬁlter is called the tensor product and it is denoted by Fr ⊗ Fr ). Fix an arbitrary free ﬁlter G on ω.
Then, we deﬁne
FG =
{
(A × ω) ∪
( ⋃
n∈ω\A
{n} × (ω \ f (n))
)
: A ∈ G and f : ω → (ω \ {0}) is a function
}s
,
where, in general, Ds = {A ⊆ ω: ∃D ∈ D(D ⊆ A)} for D ⊆ [ω]ω . It is clear that FG is a free ﬁlter on ω × ω, FG ⊆ F2r and
ω×{0} ∈ F+G . It is also clear that the ﬁlter FG |ω×{0} is equivalent to G . Let G be any non-subsequential free ﬁlter on ω (for
instance, the ﬁlter given in Example 4.2), then the ﬁlter FG |ω×{0} cannot be subsequential and so FG is not subsequential.
Now we present a class of examples of subsequential ﬁlters.
Let Seq =⋃n<ω ωn . For a function δ that assigns to each s ∈ Seq a free ﬁlter δ(s) on ω, we deﬁne a topology τδ on Seq
by saying U ∈ τδ is open iff {n < ω: sn ∈ U } ∈ δ(s) for all s ∈ Seq, where sn = s∪{(dom(s),n)} (for more properties about
the Seq spaces the reader is referred to the paper [11]). This space will be denoted by Seq(δ). It is well know that Seq(δ) is
a zero-dimensional, extremely disconnected, Hausdorff space without isolated points (see [11]). Let F be a free ﬁlter on ω.
If δ(s) = F for every s ∈ Seq, then Seq(δ) will be simply denoted as Seq(F). It is well known that the space Seq(Fr) is
homeomorphic to the Arhangelskii–Franklin space [2] and it is sequential but not Frechét–Urysohn.
For s ∈ Seq, we deﬁne C(s) = {t ∈ Seq: s  t} and Xs = {s} ∪ {sn: n}. Observe that C(s) is open in Seq(δ) and Xs is a
closed subset of Seq(δ), for each s ∈ Seq. Observe C ⊆ Seq(δ) is closed iff C ∩ Xs is closed for all s ∈ Seq. Indeed, suppose that
S. García-Ferreira, C. Uzcátegui / Topology and its Applications 156 (2009) 2949–2959 2955C ∩ Xs is closed in Xs , for all s ∈ Seq, and that there is t ∈ clSeq(δ)(C) \ C . Without loss of generality, we may assume that
{n < ω: tn ∈ C} ∈ δ(t)+ (this can be proved inductively). This implies that t ∈ clXt (C ∩ Xt) \ C which is impossible since
C ∩ Xt is closed. It worthy to remark that the spaces Xs and ξ(δ(s)) are homeomorphic, for all s ∈ Seq. Thus, we can assume
that ξ(δ(s)) = {s} ∪ Ns , where Ns = {sn: n < ω}, for each s ∈ Seq.
The following theorem is taken from [10], but for the sake of completeness we include the proof.
Theorem 4.4. Seq(δ) is sequential iff δ(s) is sequential for all s ∈ Seq.
Proof. Necessity. Fix s ∈ Seq. As Seq(δ) is sequential, then Xs is sequential as well. We also know that {V ∪ {sn: n}:
V ∈ N (s)} = {{sn: n ∈ F }: F ∈ δ(s)}. Thus, we obtain that δ(s) is sequential.
Suﬃciency. Let C ⊆ Seq(δ) be non-closed. Then, there exists t ∈ Seq such that C ∩ Xt is not closed. Since Xt is sequential
and closed in seq(δ) there is a sequence in C∩ Xt converging to a point outside of C . This shows that Seq(δ) is sequential. 
Theorem 4.5. Seq(δ) is subsequential iff δ(s) is subsequential for all s ∈ Seq.
Proof. We only prove the suﬃciency. Assume that δ(s) is subsequential for all s ∈ Seq and that δ(s) is a ﬁlter
on {sn: n < ω}. The main idea for the construction of the suitable sequential space is based on Theorem 3.2. Indeed,
for each s ∈ Seq, let Ts be a sequential space such that ξ(δ(s)) = {sn: n < ω} ∪ {δ(s)} ⊆ Ts . Without loss of generality, we
may assume that Tr ∩ Ts = ∅ for distinct r, s ∈ Seq. For convenience, we identify the point δ(∅) of T∅ with ∅. Let Y be the
topological disjoint sum of the spaces {Ts: s ∈ Seq}. Put X = {δ(s): s ∈ Seq \ {∅}}. It is clear that X is a closed subset of Y
and deﬁne f : X → Y by f (δ(s)) = s, for each s ∈ Seq \ {∅}. The desired space is the adjunction space Z = Y ∪ f Y which
is sequential by Proposition 1.2 from [4]. As in the proof of Theorem 3.2, we can prove that Seq(δ) is a subspace of Z .
Therefore, Seq(δ) is subsequential. 
It is clear that Seq(Fr) contains a subspace homeomorphic to ξ(Fnr ), for each n < ω, it is also evident that it cannot
contain a copy of Fωr . However, let us consider the following ﬁlters:
Fix a partition {An: n < ω} of ω in inﬁnite subsets. If 1 θ < ω1 is a limit, then we put
Fθ =
∑
F
Dθn ,
where Dθn is a ﬁlter on An equivalent to Fθn for all n < ω. For any ω θ < ω1, we deﬁne
Fθ+1 =
∑
F
Eθn ,
where En is a ﬁlter on An equivalent to Fθ , for all n < ω.
Theorem 4.6. For each 1 θ < ω1 , ξ(Fθ ) is homeomorphic to a subspace of Seq(F).
Proof. It is clear that <1ω, as a subspace of Seq(F), is homeomorphic to ξ(F). For n < ω, we let 〈n〉 = {(0,n)}. For the
inductive step, we note ﬁrst that if Xn = {〈n〉s: s ∈ Seq}, then Xn is homeomorphic to Seq(F), for each n ∈ ω. Suppose
the result is true for all 1μ < θ . If θ = μ + 1, then for each n < ω pick a subspace Yn of Xn \ {〈n〉} so that {〈n〉} ∪ Yn is
homeomorphic to ξ(Fθ ) with 〈n〉 as the non-isolated point. Then Y =⋃n Yn ∪ {∅} is a subspace of Seq(F) homeomorphic
to ξ(Fθ+1). If θ is a limit ordinal, deﬁne Y as above where now Yn is taken so that {〈n〉}∪Yn is homeomorphic to ξ(Fθn ). 
5. Subsequentiality and subsets of ω∗
Let us see an other application of Theorem 3.6 which is the following result due to E.M. Aniskovicˇ [1].
Theorem 5.1. A free ultraﬁlter on ω cannot be subsequential.
Proof. Let p ∈ ω∗ . Suppose that p is subsequential. According to Theorem 3.6, there are a partition {An: n < ω} of ω in
inﬁnite subsets and, for every n < ω, a subsequential ﬁlter Fn on An such that
p ⊆
∑
Fr
Fn.
Since p is an ultraﬁlter, then either
⋃
n<ω A2n ∈ p or
⋃
n<ω A2n+1 ∈ p, but this implies that either
⋃
n<ω A2n ∈
∑
Fr Fn or⋃
n<ω A2n+1 ∈
∑
F Fn , which is impossible. r
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Given a free ﬁlter F and a countable family of free ﬁlters {Fn: n < ω}, we deﬁne
∗∑
F
Fn =
{
A ⊆ ω: {n < ω: A ∈ Fn} ∈ F
}= ⋃
F∈F
(⋂
n∈F
Fn
)
.
To prove our ﬁrst result concerning this addition we shall use the next lemma.
Lemma 5.2. Given {pn: n < ω} ⊆ ω∗ and 1 θ < ω1 , there is B ∈ [ω]ω such that {pn: n < ω} ⊆ B∗ and B /∈ F θr .
Proof. We shall proceed by transﬁnite induction. First, let assume that ν = 1. It is well known that ω∗ is not separable.
Then, it is possible to choose q ∈ ω∗ \clω∗ ({pn: n < ω}) and then take B ∈ [ω]ω so that ω\ B ∈ q and clω∗ ({pn: n < ω}) ⊆ B∗ .
It is evident that B /∈ Fr . Assume that the condition holds for each μ < θ < ω1. Fix a partition {An: n < ω} of ω in inﬁnite
subsets. In any case, F θr can be deﬁned by using ﬁlters Fn on An , for n < ω, equivalent to some powers of Fr strictly lower
than θ . Thus, we have that either F θ =∏Fn or F θ =∑F Fn . By Theorems 4.1 and 5.1, we have that pn 	= Fm for all
n,m < ω. Let L = {n < ω: A∗n ∩ {pk: k < ω} 	= ∅}. Applying our induction hypothesis, for each n ∈ L choose Bn ∈ [An]ω such
that {pk: k < ω} ∩ A∗n ⊆ B∗n and Bn /∈ Fn . Put A =
⋃
n∈L Bn . Next, we consider the set X = ω∗ \ (
⋃
n<ω A
∗
n) and ﬁx an AD
family A of size ω1. For each I ∈ A, we let CI =⋃n∈I An . If I, J ∈ A are distinct, then it is clear that CI ∩ C J = CI∩ J and so
C∗I ∩ C∗J =
⋃
n∈I∩ J A∗n . Hence the elements of the family {X ∩ C∗I : I ∈ A} are non-empty and pairwise disjoint. Hence, we can
ﬁnd I ∈ A such that C∗I ∩ ({pn: n < ω} ∩ X) = ∅. Let B = (ω \ CI ) ∪ A. By the construction we have that {pn: n < ω} ⊆ B∗
and B /∈∑Fr Fn = F θr . 
Corollary 5.3. If {pn: n < ω} ⊆ ω∗ and let 1 θ < ω1 , then∑∗Fr pn F θr .
Proof. According to the previous lemma, we can ﬁnd B ∈ [ω]ω such that {pn: n < ω} ⊆ B∗ and B /∈ F θr . It is clear that
B ∈∑∗Fr pn . 
As an immediate consequence of Theorem 4.1(2) and the previous corollary we have the following.
Theorem 5.4. If {pn: n < ω} ⊆ ω∗ , then the ﬁlter∑∗Fr pn cannot be subsequential.
There is a one-to-one correspondence between the free ﬁlters on ω and the non-empty closed subsets of ω∗:
F free ﬁlter → MF =
⋂{
F ∗: F ∈ F},
∅ 	= M ⊆ ω∗ is a closed subset → FM =
{
F ∈ [ω]ω: M ⊆ F ∗}.
It is easy to verify that FM is a free ﬁlter on ω. We left the reader to prove that MFM = M and FMF = F . We remark that
p ∈ MF iff p ⊆ F+ , and F is an ultraﬁlter iff MF is a single point. The following implications are evident:
If F and G are free ﬁlters and F ⊆ G , then MG ⊆ MF .
If M,N ⊆ ω∗ are closed subsets and M ⊆ N , then FN ⊆ FM .
Theorem 5.5. If {pn: n < ω} ⊆ ω∗ , then the ﬁlter Fclω∗ ({pn: n<ω}) cannot be subsequential.
Proof. Assume that F = Fclω∗ ({pn: n<ω}) is subsequential. According to Theorem 4.1(2), we know that there is 1  θ < ω1
such that F ⊆ F θr . By Lemma 5.2, we can ﬁnd B ∈ [ω]ω so that {pn: n < ω} ⊆ B∗ and B /∈ F θr . Hence, B ∈ F and F F θr ,
which is a contradiction. 
Corollary 5.6. Let ∅ 	= M ⊆ ω∗ be closed. If FM is subsequential, then M is not separable.
Given {pn: n < ω} ⊆ ω∗ , it is well known and not hard to show that the set clω∗ ({pn: n < ω}) is nowhere dense; that is,
it has empty interior. We will show that there are subsequential ﬁlters F for which MF has empty interior.
We remind the reader that B ⊆ F is called a base for the ﬁlter F if for every F ∈ F there is B ∈ B such that B ⊆ F . The
character of a free ﬁlter F is the cardinal number
χ(F) = min{|B|: B is a base for F}.
Theorem 5.7. χ(F2r ) = b1 and intω∗ (MF2r ) = ∅.
1 Recall that b is the smallest cardinality of an unbounded family in ωω.
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k∈ω\n{k} × (ω \ f (k)). Let B ⊆ ωω be unbounded with |B| = b. We shall prove that B = {B( f ,n): f ∈ B and n < ω} is a
base for F2r . Indeed, let F ∈ F2r . Then, there exists f : ω → ω and k < ω such that B( f ,k) ⊆ F . Choose g ∈ B such that
f ∗ g . Then there is m < ω such that f (n)  g(n) for all n < ω with m < n. Without loss of generality, we may assume,
by taking the maximum, that k =m. So, B(g,k) ⊆ B( f ,k) ⊆ F . This shows that χ(F2r ) |B| = b. Suppose that B is a base
for F with |B| = χ(F2r ). We may suppose that each B ∈ B is of the form B = B( f ,n) where f : ω → ω and n < ω. Thus,
we must have that B = {B( f ,n): f ∈ A and n < ω}, where A ⊆ ωω and |A| = χ(F2r ). We shall prove that A is unbounded
in ωω. Indeed, let g ∈ ωω. Since B(g,0) ∈ F2r , there are f ∈ A and n < ω such that B( f ,n) ⊆ B(g,0). Hence, we deduce
that g ∗ f . So, A is unbounded and hence b  |A| = χ(F2r ). Thus, we have that χ(F2r ) = b. Now suppose that there is
D ∈ [ω]ω such that D∗ ⊆ MF2r . Observe that D ∩ ({n} × ω) 	= ∅ for inﬁnitely many n’s. Fix n < ω. If D ∩ ({n} × ω) 	= ∅,
then pick h(n) < ω so that D ∩ ({n} × h(n)) 	= ∅ and we put h(n) = 0 otherwise. Then, we have that B(h,0) ∈ F2r , but
D∗  B(h,0)∗ since D \ B(h,0) is inﬁnite. Therefore, intω∗ (MF2r ) = ∅. 
Observe that MFr = ω∗ . More general, we have that MFr(A) = A∗ for every A ∈ [ω]ω .
Corollary 5.8. If Fn is a free ﬁlter for each n < ω, then intω∗ (M∑F Fn ) = ∅, for every free ﬁlter F .
Proof. Let {An: n < ω} be a partition of ω in inﬁnite subsets. Without loss of generality, we may assume that F2r =∑
Fr Fr(An), and that Fn is a ﬁlter on An , for all n < ω. Thus, we have that F2r ⊆
∑
F Fn . Then, by Theorem 5.7, we obtain
that intω∗ (M∑F Fn ) ⊆ intω∗ (MF2r ) = ∅. 
Let {An: n < ω} be a partition of ω in inﬁnite subsets. Suppose that Fn is a ﬁlter on An , for all n < ω. It is clear that
F ∈ (∏Fn)+ iff there is n < ω such that F ∩ An ∈ F+n . Hence, M∏Fn = clω∗ (⋃n<ω MFn ).
Theorem 5.9. Let {An: n < ω} be a partition of ω in inﬁnite subsets. If Fn is a free ﬁlter on An for each n < ω, then intω∗ (M∏Fn ) = ∅
iff intω∗ (MFn ) = ∅, for all n < ω.
Proof. The necessity is trivial. Let us assume that intω∗ (MFn ) = ∅ for all n < ω. Suppose that there is p ∈ intω∗ (M∏Fn ).
Fix A ∈ p such that A∗ ⊆ M∏Fn . Let us assume that p /∈ MFn for any n < ω. Then, for each n < ω we can ﬁnd Bn ∈ p so
that B∗n ⊆ A∗ , B∗n ∩ MFn = ∅ and Bn+1 ⊆ Bn . We know that there is C ∈ [ω]ω such that C∗ ⊆
⋂
n<ω B
∗
n ⊆ A∗ ⊆ M∏Fn =
clω∗ (
⋃
n<ω MFn ), but this is impossible. Therefore, there is k < ω such that p ∈ MFk . Then, p /∈ MFn for any n < ω with
k 	= n. As above, we may assume that Bn ∈ p, B∗n ⊆ A∗ , B∗n ∩ MFk = ∅ and Bm ⊆ Bn for all n,m < ω distinct from k. Then,
C∗ ⊆⋂k 	=n<ω B∗n ⊆ A∗ ⊆ M∏Fn = clω∗ (⋃n<ω MFn ). Hence, we deduce that C∗ ⊆ MFk which contradicts our hypothesis.
Therefore, intω∗ (M∏Fn ) = ∅. 
It is not hard to construct a non-subsequential, free ﬁlter F with intω∗ (MF ) 	= ∅: Partition ω into two inﬁnite subsets A
and B , and ﬁx p ∈ A∗ . Let us deﬁne
F = {F ⊆ ω: F ∩ A ∈ p and B \ F is ﬁnite}.
Then, F is not subsequential and intω∗ (M∏F ) = B∗ . Now, for each 2 θ < ω1 we pick a ﬁlter Fθ on A equivalent to F θr .
Then, deﬁne
Gθ = {F ⊆ ω: F ∩ A ∈ Fθ and B \ F is ﬁnite}.
As above, we have that intω∗ (MGθ ) = B∗ , and Gθ is subsequential and σ(Gθ ) = θ , for every 2 θ < ω1.
The following theorem can be proved inductively by using Theorem 5.7, Corollary 5.8 and the previous theorem.
Theorem 5.10. For every free ﬁlter F and for every 2 θ < ω1 , we have that intω∗ (MF θ ) = ∅.
Thus, we have that Fνr is subsequential and intω∗ (MFνr ) = ∅, for all ν < ω1.
In terms of convergent sequences, we have the following characterizations.
Theorem 5.11. Let F be a free ﬁlter. Then intω∗ (MF ) 	= ∅ iff there is a sequence in ω converging to F inside of the space ξ(F).
Proof. Necessity. Let A ∈ [ω]ω be such that A∗ ⊆ intω∗ (MF ). If F ∈ F , then A∗ ⊆ MF ⊆ F ∗ and hence F \ A is ﬁnite. This
shows that A is a sequence converging to F inside of the space ξ(F).
Suﬃciency. Let A be an inﬁnite subset of ω that converges to F inside of the space ξ(F). Thus, if F ∈ F , then we have
that F \ A is ﬁnite and so A∗ ⊆ F ∗ . Hence, A∗ ⊆⋂F∈F F ∗ = MF . Therefore, intω∗ (MF ) 	= ∅. 
Now, observe that A ∈ F+ iff A∗ ∩ MF 	= ∅. This observations allows to give a characterization of sequential ﬁlters.
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Proof. Necessity. Suppose that F . Let A ∈ [ω]ω be such that A∗ ∩MF 	= ∅. Then we have that A ∈ F+ and so F ∈ clξ(F)(A).
Since ξ(F) is Fréchet–Urysohn, there is B ∈ [ω]ω that converges to F inside the space ξ(F). Hence, B∗ ⊆ A∗ ∩ MF .
Suﬃciency. Assume that F ∈ clξ(F)(A) for some A ∈ [ω]ω . Then, we have that A ∈ F+ and so A∗ ∩ MF 	= ∅. By assump-
tion, there is B ∈ [A]ω such that B∗ ⊆ MF . It is then clear that B converges to F inside the space ξ(F). 
Theorem 5.13. If P ⊆ ω∗ is a P -set 2, then FP is not subsequential.
Proof. Suppose that FP is subsequential. According to Theorem 3.6 there are a partition {An: n < ω} of ω in inﬁnite subsets
and, for every n < ω, a subsequential ﬁlter Fn on An such that
FP ⊆
∑
Fr
Fn.
As An /∈ FP for all n < ω, then Bn = ω \ (⋃mn Am) ∈ FP . Hence, there is B ∈ FP such that B∗ ⊆⋂n<ω B∗n . By assumption,{n < ω: B ∩ An ∈ Fn} ∈ Fr . Choose k < ω so that B ∩ An ∈ Fn for all n < ω with k n. Since B∗ ⊆ B∗k+1, we must have that
B \ Bk+1 is ﬁnite, which is a contradiction since B ∩ Ak ∈ Fr and B ∩ Ak ⊆ B \ Bk+1. 
Theorem 5.14. Let F be a subsequential ﬁlter. If A∗ ∩ MF 	= ∅, then there are a partition {An: n < ω} of A in inﬁnite subsets and, for
every n < ω, a subsequential ﬁlter Fn on An such that
A∗ ∩ MF ⊆
⋃
n<ω
MFn \
⋃
n<ω
MFn .
Proof. Suppose that A∗ ∩ MF 	= ∅. Then, A ∈ F+ . By Theorem 3.6, there are a partition {An: n < ω} ⊆ [ω]ω of A and, for
every n < ω, a subsequential ﬁlter Fn on An such that
F |A ⊆
∑
Fr
Fn.
Fix p ∈ A∗ ∩ MF and let B ∈ p. Then, we have that B ∩ A ∈ F |+A and hence {n < ω: (B ∩ A) ∩ An ∈ F+n } is inﬁnite. Hence,
we deduce that p ∈⋃n<ω MFn . It is evident that p /∈⋃n<ω MFn . 
6. Further results
Let F and G be two free ﬁlters. If F ⊆ G and G is sequential, then F is also sequential. But for subsequential spaces
this is not true in general as it is shown in Example 4.3. Let us see next the relationship between the Rudin–Keisler order
of free ﬁlters and subsequentiality.
Deﬁnition 6.1. Let F and G be two free ﬁlters. We say that F RK G if there is a function f : ω → ω such that f (G) = F .
Theorem 6.2. Let F and G be two free ﬁlters. If F RK G and G is subsequential, then F is subsequential and σ(F) σ(G).
Proof. Let f : ω → ω be a function such that f (G) = F , and let S be a sequential space that contains ξ(G) as a dense
subset and σ(G) = σ(G, S). Denote the point G of S by ∗. We shall change a little bit the topology on S . Indeed, the
neighborhoods of each point in S \ {∗} are the same as before. Thus, ω remains discrete. The new neighborhoods of ∗
are of the form (V \ ω) ∪ f [V ∩ ω], where V is a neighborhood of ∗ in S . Let us denote this new space by S ′ . We shall
prove that S ′ is sequential. First observe that S \ ω = S ′ \ ω as topological spaces and it is a closed subset of both spaces
S and S ′ . Thus, S ′ \ ω is a subsequential closed subset of S ′ . Assume that x ∈ clS ′C \ C . If x is an accumulation point of
C \ ω in S ′ , we are done. Suppose that x is an accumulation point of C ∩ ω in S ′ and is isolated in S ′ \ ω. If x 	= ∗, we are
done. Suppose that x = ∗. Then, ∗ is an accumulation point of f −1(C ∩ ω) in S , and then there is a sequence (kn)n<ω in
f −1(C ∩ ω) converging to ∗ inside the space S . So, f (kn) → ∗ inside the space S ′ . This shows that S ′ is subsequential and,
by construction, ξ(F) ⊆ S ′ . Therefore, F is subsequential. It is not hard to prove that σ(F) σ(G, S) = σ(G). 
It is natural to ask if any subsequential ﬁlter can be extended to a countable subsequential space. It can be proved
inductively that the space ξ(F θ ) can be embedded in a countable sequential space, for every 1 θ < ω1. However, S. Doleski
communicated to the authors the following example (the proof given here is due to the authors).
2 P ⊆ ω∗ is a P -set if the intersection of countably many neighborhoods of P is again a neighborhood of P .
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Proof. Let A be an MAD family and let X = Ψ (A) ∪ {∗} be the one-point compactiﬁcation of the Isbell–Mrówka Ψ (A) =
ω ∪ {A: A ∈ A} space associated to A. Let us consider the ﬁlter F = {V ∩ω: V ∈ ∗}. Since X is a sequential, the ﬁlter F is
subsequential and evidently σ(F) = 2. Let us assume that S = ξ(F) ∪ {sk: k < ω} is a countable sequential space. For each
k < ω, choose two disjoint open subsets Uk and Vk of S such that bk ∈ Uk and Vk ∈ F . For each k < ω, put Fk = Vk ∩ ω.
We know that for every k < ω there is a ﬁnite subset {Akt : t  lk} of A such that A ⊆∗ Fk , for all A ∈ A \ {Akt : t  lk}. Fix
k < ω and suppose that B ∩ Uk is inﬁnite for some B ⊆ ω. Since A is maximal, we can ﬁnd A ∈ A such that A ∩ (B ∩ Uk) is
inﬁnite and so A ∈ {Akt : t  lk}; hence, we conclude that ω ∩ Uk ⊆∗
⋃
tlk A
k
t , for all k < ω. We need the following general
fact that can be proved easily:
Fact. If A is a MAD family and {Ak: k < ω} ⊆ A, then there is D ∈ [ω]ω such that |D ∩ Ak| < ω, for each k < ω, {A ∈ A:
A ∩ D is inﬁnite} is inﬁnite and if A ∩ D is inﬁnite for some A ∈ A, then A ∈ A \ {Ak: k < ω}.
We apply this fact to the family {Akt : t  lk and k < ω} to get the set D . Then, we have that F ∈ clS(D). Since no sequence
from ω converges to F inside S , there is a sequence (xn)n<ω in D such that xn → sm for some m < ω. So, {xn: n < ω} ⊆∗
ω ∩Um ⊆∗⋃tlm Amt . Now, pick A ∈ A so that A ∩ {xn: n < ω} is inﬁnite. Then, we have that A ∈ A \ {Akt : t  lk and k < ω}
which is impossible. Therefore, F cannot be extended to a countable sequential space. 
The previous example suggests the following question.
Question 6.4. Can every subsequential ﬁlter be extended to a Tychonoff sequential space?
Remember that our deﬁnition of a subsequential ﬁlter only requires to be a subspace of a Hausdorff sequential space.
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