Abstract. The Miller-Morita-Mumford classes associate to an oriented surface bundle E → B a class κ i (E) ∈ H 2i
Introduction and statement of results
Recall that any bundle π : E → B of oriented surfaces with finite dimensional base B has an embedding j : E → B × Ê N +2 over B. For N large, j is unique up to isotopy. A choice of embedding j induces a transfer map
The embedding j : E → B × Ê N +2 also induces classifying maps 
Recall that there is a Thom class λ U ⊥ ∈ H N (Th(U ⊥ ), * ; ) and that we have
The definition of the κ-classes is
In this paper we define secondary characteristic classes of surface bundles. The definition involves Toda brackets. In section 2 we recall some generalities about Toda brackets. By a surface bundle we shall mean a fibre bundle with closed oriented smooth two-dimensional fibres. 
is defined with indeterminacy κ i(p−1)−1 .
Definition 1.2. With notation as in Lemma 1.1 define
Theorem 1.3. The mod p reduction λ i (E) ∈ H * (B; p ) has zero indeterminacy and satisfies
More generally we have the following in integral cohomology
(ii) If π : E → B is a surface bundles and π ′ : E ′ → B is obtained from E by fibrewise surgery, then
As an application of secondary classes we prove the following strengthening of a theorem of [GMT] : Theorem 1.5. Let p be a prime and s ≥ 1. Then the reduction of κ ps(p−1)−1 mod p 2 vanishes:
Theorem 1.5 proves part of the following conjecture.
Conjecture 1.6. Let s ≥ 1 and v ≥ 0. Then
If the conjecture is true, then κ p v s(p−1)−1 can be divided by p v+1 . In [GMT] we prove that this holds modulo torsion. It is also proved in [GMT] that the statement of Conjecture 1.6 is best possible in the sense that if s ≡ 0 (mod p), then κ p v s(p−1)−1 = 0 ∈ H * (B; /p v+2 ). I hope to return to Conjecture 1.6 at a later time.
Secondary composition
We recall the definition of secondary compositions (Toda brackets). For further details see [Toda] .
All spaces and maps are pointed. The reduced suspension SX is regarded as the pushout of 
For a sequence of maps
We define the secondary composition to be the subset {h, g, f } ⊆ Lemma 2.1. {h, g, f } depends only on the homotopy classes of h, g, and f . If {h, g, f } is defined, then it gives a unique element in the double coset,
Proposition 2.2. For a sequence of maps
represent multiplication by p, reduction mod p, and the mod p Bockstein, respectively. Then
Corollary 2.4. Let c : X → K( , n) represent a cohomology class. Let ρ and β be as in Proposition 2.3. Then
where
Proof. Clearly the two sides have the same indeterminacy c + βH n−1 (X; p ), so all we need to check is that if pc ′ = c, then c ′ ∈ {β, ρ, c}. But this follows from Proposition 2.3:
Elementary properties of the secondary classes

Consider the oriented Grassmannian SO(N+2)/SO(N)×SO(2). Let
2 be the canonical oriented 2-dimensional vectorbundle and let
Lemma 3.1 ( [GMT] ). In H * (Th(U ⊥ ), * ; p ) we have that
and hence
The cohomology of the Grassmannian SO(N + 2)/SO(N) × SO(2) vanishes in odd degrees (when N is larger than the degree), so βP i • λ ≃ 0. Therefore {βP i , λ, α} is defined. It follows from Lemma 2.1 that the indeterminacy is κ i(p−1)−1 .
Proof of Theorem 1.3. This follows from Proposition 2.2 and Corollary 2.4 and the diagram:
Indeed, Proposition 2.2 gives the inclusions
Then Lemma 2.1 proves that the first inclusion is an equality since the two sides have the same indeterminacy Im(β) + κ i(p−1)−1 . Therefore by Corollary 2.4
and hence pλ i (E) ⊆ (1 + p )κ i(p−1)−1 . Since they have the same indeterminacy, they are equal.
Proof of Theorem 1.4. (i) follows from the additivity of α, i.e. the property that
by fibrewise surgery.
A variant of λ ps
The goal of this section is to prove Theorem 1.5. The definition and properties of λ i proves that κ i(p−1) is divisible by p. When i = ps, a variant of λ ps can be used to prove that κ ps(p−1)−1 is divisible by p 2 .
Definition 4.1. Let s ≥ 0 and consider the Steenrod algebra A p . When p = 2 we write P i = Sq 2i and βP i = Sq 2i+1 as before. Define θ s ∈ A p by θ s = s j=0 (−1) j (p − 1)(s − j) j P ps−j P j = P ps + terms of lenght 2 Define vectors v s , w s ∈ A p by w s = (P 0 , . . . P s ), v s = (P ps , . . . , (−1) j (p − 1)(s − j) − 1 j P ps−j , . . . , P (p−1)s ).
