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以及我的女朋友偉君，認識五年了，一直照顧著我，有妳真好。 摘  要 
俯視型行人計數系統 























關鍵字：行人計數、Level Set、粒子濾波器 ABSTRACT  
 
A People Counter Using Top-view Video Sequences 
 
In this thesis, we propose a bi-directional people counting system based on 
top-view video sequences. The system is divided into two sub-systems:  people 
detection and people tracking. For people detection, we extract foreground object by 
two features of object: attention region and the boundary between objects and 
background. The attention region is generated by motion detection. Since people may 
stay at same location, our system should consider the stopping objects into attention 
region. Then we can use level set method to extract the objects. For people counting, 
we use particle filter to tracking objects to solve object merge-split problem. Each 
particle is represented by an ellipse. One object is tracking by a set of particles. The 
likelihood function of the particle weight is defined by location, color, and shape style. 
Using expect state to be output of our system. Then we use the tracking result to count 
number of people. Our system has been tested in different lighting conditions (e.g. 
weather, time, and environment) and using video sequences catching from different 
camera types (e.g.   ordinary, and fish eye cameras) to show the robust of system. 
 
Key words: people counting, level set , particle filter. 目  錄 
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第一章  簡介 
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時間所湧入的大量行人，無法精確的進行計數。圖 1.1 為設置於錢櫃 KTV 門口
的人數統計系統，利用行人通過時，將紅外線遮斷的特性，得知是否有行人通過。
架設於 SOGO 百貨公司忠孝復興店的行人計數感測器(圖 1.2)，雖然其使用兩個
感測器，並架設於行人通道上方(圖 1.3)，減少了行人並排的誤差，但是當一個
行人同時被兩個感測器偵測到時，或者行走於非感測器正下方時，計數都會發生
誤差。   4
    
圖 1.1、錢櫃 KTV 人數統計系統 (a)紅外線感應器 (b)紅外線反射板 
    
圖 1.2、SOGO 行人計數系統(a)行人計數看板 (b)兩個感測裝置 
 
































見前景擷取的方法有：model matching [Bro00][Zha97][Xia95][Xia97], temporal 
differencing [Dai00], and background subtraction[Che03][Mas01][Zha95][Jae]。
Background subtraction 是事先建立好該場景的背景影像[Lai98]，然後將目前輸入
的影像，和背景影像比較以得到行人區塊；Temporal differencing 利用前後兩張







出了移除陰影的方式，在[Bes03]中，使用 DTC(discrete cosine transform)的方式，































條不同的觀測列 ， 分別建立兩張epipolar-plane images(EPIs) ， 在其上以optical-flow
的方式計算行人速度，但是這種方法必須花費時間建立 EPIs，對於一些需要即
時處理的應用並不適用。[Ter99]使用兩條掃描線建構出兩張時空影像(space-time   9
image)再將兩張影像作 template-matching 來判斷行人的移動方向，不過建立時空
影像造成系統無法即時計數。近年來一些以往被用來作物體追蹤及預測的方法，




mean shift 及卡曼濾波器相比，卡曼濾波器有執行速度快優勢，mean shift 則具追
蹤過程平順不抖動的優點，粒子濾波器對於移動速度快、運動方向變化大或物體
有較大形變時，能展現出其強健性(robust)  ，達到準確的追蹤結果。 
粒子濾波器(particle filter)[Isa96][Cho06]是一種 sequential Monte Carlo(MC)
方法，而 sequential Monte Carlo 方法根據不同作者跟應用方式有些許差異，名稱
也有不同形式的別稱，如：sequential importance sampling(SIS)、particle filter、
bootstrap filter、the condensation algorithm、interacting particle approximations、及
survival of the fittest。粒子濾波器提供了ㄧ個非參數化(non-parametric)的模型，不
像卡曼濾波器及 HMM，Particle filter 以模擬粒子隨機運動的方式，利用事前機
率(prior)、事後機率(posterior)，預測物體可能的位置。在粒子濾波器應用中，前
景提供了證據(evidence)，[張 05]使用前景的大小及位置來定義與實際物體的相
似程度(likelihood)，而[鄭 05]則使用形狀、材質、及 color histogram 來定義之。 
綜上所述 ， 各種方法皆有其優缺點 。 在偵測階段 ， 本研究則提出採用 temporal   10
differencing  找出移動物出現的區塊 ， 並結合物件邊緣資訊 ， 利用 Level set Method
收縮物件邊界將行人和場景分割出來，以取得較完整且較不受光影影響之行人區
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圖 2.1、魚眼攝影機取像結果 
 
    為了判斷人員的進出，我們在攝影機所監視到的影像中定義兩條基線，分別
為內部基線(inside base-line)和外部基線(outside base-line)，如圖 2.2  所示。此兩


















可能的位置。在這之前所偵測到的行人區塊，則是暫時停滯的行人(temporal   14














數量。   15
 
圖 2.3、系統架構圖 
   16
第三章  行人偵測 
行人偵測包含四項主要工作：第一是前處理、第二是注意力區域偵測、第三











本論文在 3.1 節將介紹前處理工作詳細步驟，在 3.2 節中描述尋找注意力區
域的做法，3.3 節則說明前景物擷取，最後於 3.4 節介紹暫時停滯物決定與儲存
方法。 
 





使用的 Canny 邊緣偵測法，以及在 3.1.2 介紹如何建立背景邊緣影像。 
 
3.1.1 Canny 邊緣偵測 
在本研究中，為了避免ㄧ般邊緣(如：Sobel)偵測法容易產生的邊緣輪廓不完
整、邊緣有斷口、有較弱邊緣(weak edge)及雜訊影響的缺點，採用一種稱為 Canny
邊緣偵測的最佳化邊緣偵測演算法，將行人的輪廓完整定位出來。Canny 邊緣偵  18
測的包含四個步驟： 
Step1：利用 Gaussian 濾波器將影像平滑(smooth)去雜訊。 
Step2：計算影像梯度(gradient)的強度(magnitude)與方向(orientation)。 




    先將輸入的原始影格用高斯平滑法來做迴旋積(convolution)對影像達到平滑
效果。假設 (, ) I xy代表影像，而 [,, ] Gxyσ 是ㄧ個高斯濾波器，而σ 是用來控制
平滑程度。較大的σ 可以獲得較好的雜訊濾波，但是容易喪失重要的邊緣資訊，
或造成兩邊緣線接在一起，通常σ 的大小根據物件的尺寸與位置而被選擇。所以
我們選用的是 5X5 且σ =2 的高斯濾波器遮罩。影像 (, ) I xy使用 [,, ] Gxyσ 作迴
旋後的結果平滑影像應為：
( , )= [ , ; ]* ( , )                                                    (3.1) Sxy Gxy Ixy σ 。  
(2)計算影像中的梯度強度及梯度方向 
    我們使用有限差分近似法(finite-difference approximation method)計算影像梯
度，將被平滑後的影像 (, ) Sxy中可能是邊緣的區域尋找出來。首先我們先分別
取得影像中的水平跟垂直方向的邊緣強度： 
(, ) ( ( 1 , ) (, ) ( 1 , 1 ) (, 1 ) )/2      ( 3 . 2 ) Pij Si j Sij Si j Sij ≈+− + + + − + ，    19
(, ) ( (, 1 ) (, ) ( 1 , 1 ) ( 1 , ) )/2     ( 3 . 3 ) Qij Sij Sij Si j Si j ≈+ −+ + + − + ，  
再將兩個結果合併以得到完整的影像梯度： 
22 ( , ) ( , ) ( , )                                                (3.4) Mij Pij Qij =+ ，  
角度的計算方式為： 
1 (, )






− = ，  





 (向著負相的對角方向)。任何角度介於0~ 2 2 . 5
   或者
157.5 ~180
   將會被分配到 0 的區段，角度落入22.5 ~67.5
   被分配到區段 1，
介於67.5 ~112.5
   則被分配到區段 2，112.5 ~157.5
   分配給區段 3，如圖 3.2。
以數學式表示為： 




(3)使用 nonmaxima suppression   20
    ㄧ般邊緣偵測法使用訂定門檻值的原則，為將梯度強度位於高處的像素留下
來作為邊緣，Canny 則使用更精確方法 nonmaxima suppression，將位於區域最高
值(local maxima)的像素留下，並讓其餘像素去除，使得過粗(thick)的邊緣變細
(thin)，而所保留下來的邊緣寬度為一個像素寬。作法是檢查 (, ) M ij ，若 (, ) M ij
比其沿著梯度方向區段的鄰近點都較小，則設 (, ) M ij為 0。在經過 nonmaxima 
suppression 程序後，所產生的影像以數學式表示為： 
( , ) ( ( , ), ( , ))                                              (3.7) Nij n m sMij ij ξ = 。  
(4)利用雙門檻值演算法連接邊緣線 
    最後確保不必要的雜訊邊緣不會干擾到邊緣偵測的結果，所以 Canny 使用
兩個門檻值做為過濾的標準。之後開始沿著這些區域追蹤每一個像素的強度，並
在追蹤過程中依據兩個門檻值做為過濾，如果此像素強度低於第一個 L T 門檻值
的時候，便將之設為 0，即判定此像素不算邊緣，如果強度大於第二個 H T 門檻
值時，該像素即為我們要找的邊，若強度介於 L T 和 H T 之間時，除非與此像素相
鄰的像素有任一個大於或等於 H T ，否則將此像素設為 0。 





t E  ( 如圖 3.3)。   21
    
圖 3.3、邊緣偵測影像(a)原始影像(b)邊緣影像
t E   
 
3.1.2  背景邊緣影像的建立 















t B ：   22
1
1
(,) i f (,)





Bx y x yA
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而在系統初始 0 t = 時候的，則使用 0 t = 的邊緣影像當作背景邊緣即可。背景邊
緣結果，如圖 3.4。 
   







(3)  背景邊緣可以立即建置，不需要訓練時間(training time)。 
到此為止，我們得到了背景邊緣
t B 。 
 
3.2  注意力區域偵測 






t D ，  
{ }
1 ( , ) ( , ) ( , )                             (3.9)
tt t Dx y I x y I x y t h α







變化。為了修正這種差異，我們藉由計算在時間t 和 -1 t 連續兩張連續影像
t I 及
1 t I
− 的增益值α 作補償的動作。α 值的計算方式如下：首先，將一張影像分割成
k 個區塊(block)(每個區塊為nn × )，並計算每個區塊的平均亮度值。再將這些平
均值標示成 0...
tt









度值變化的區塊 p 計算出來： 
{ }
11
00 argmin ...                                          (3.10)
tt tt
kk pI I I I
−− =− − ，  







α − 。  
這樣，在計算公式 3.9 時，由於兩張影像的整體亮度獲得了補償，所獲得的影像
差異可將光影變化的影響降至更低。 




t D 影像取互補  24
(complement)影像得到影像
t D ，其中
t D 可表示成： 
{ }
1 ( , ) ( , ) ( , )                             (3.12)
tt t Dx y I x y I x y t h α







     
圖 3.5、原始影像(a) 1 t − 時間的原始影像(b)t 時間的原始影像 
 
   
圖 3.6、影像中變動區域(a)有變動區域(b)缺洞填補後的變動區域 
 
    最後我們將影像中有移動物出現區域
t D 及上個時間的暫時停滯物 i M , 
i=1…m  在結合一起成為新的區域
t A ： 
{ } ( , ) , 1...                                       (3.13)  
tt
i Ax y D M im =∪ = ，    25
其中m為暫時停滯物的個數。所得到的區域
t A 即為我們所尋找的注意力區域。 
  
3.3  前景物擷取 












這邊本研究提出了使用 level set 的方式將物件的邊界擷取出來。我們將在 3.3.1
節中介紹物件邊緣偵測的方法，而在 3.3.2 介紹整個收縮邊界的流程。 
 
3.3.1  物件邊緣偵測  
    為了求得物件的邊緣，我們將現有的邊緣圖上，藉由比較邊緣的方向
(orientation)的方法將屬於背景邊緣的部份移除掉。為了適應目前影像與背景影像  26
可能的偏移(shift)，邊緣的比較是由下列的距離函數d 來決定： 
( , ) [ ]                                                              (3.14) dXY V( X - Y ) = ，  







所以再將E將B的部分去除，將所得的邊緣圖表示為 () obj E EB = − 。所得結果
見圖 3.7。 
 
     
( a )                     ( b )                    ( c )  
圖 3.7、邊緣影像(a)場景邊緣影像(b)背景邊緣影像(c)前景邊緣影像 
 
3.3.2  收縮邊界   27
    在處理收縮邊界的時候，可能因為物件邊緣不連續或有缺洞，使我們必須對
不完整的物件邊緣作收縮，在此我們使用 level set 方法來表示以及收縮邊界，以
便利用收縮後的邊界取出前景物件。首先，將物件的邊界表示成一個在影像中的
封閉曲線(curve) :[0,1] ( , ) x y Γ→。Level set 方法的主要觀念建立在 level set 函
數φ 上，使得： 
0i f ( , )
( , )      if( , )  ,                                                 (3.15)











其中 in Γ 指的是在曲線內的區域， out Γ 為在曲線外的區域。當 (,) 0 x y φ = 時，我
們稱為 zero level set ， 整個演算法就是藉由不斷更新曲線 ， 使得曲線達到 zero level 
set 的狀態，這時邊界也收縮到物件的邊緣處。 
    為了說明曲線的更新的過程，這邊使用 Chain rule 來推導φ 的偏微分方程式
(partial differential equation)： 
() ()




∂Γ ∂Γ ∂ Γ∂
=+ = ∇ ⋅ Γ + =
∂∂ Γ ∂ ∂
 
其中τ 為更新間隔時間，而 τ Γ 可視為曲線的傳遞速度(propagation speed)。傳遞













0                                                                        (3.17) ττ φ φ ∇⋅ Γ+ =    28





→∇ ⋅ ⋅ − + =
∇
 
                                                                      (3.19) F τ φ φ →=⋅ ∇。  
    我們可以根據物件的邊界來假設速度方程式，我們將F 定義為： 
                                                              (3.20) ext int img FF F F =++ ，  
使得Γ滿足下列定義： 
(1)  外部力(external force) ext F ：由於物件一定位於注意力區域內， ext F 被定義為
一個用來將曲線往內縮的常數。通常，它是一個很小的數，在物件邊界上時，更
可以將其設為零。 
(2)  內部力(internal force) int F ： int F 可以經由曲線的曲度(curvature)來計算，令
int F γ ′′ =Γ ，其中 ′′ Γ 指的是Γ的二階導數(second derivative)，而γ 為一權重因
子，如果Γ像外凸出，γ 則為正值；若Γ向內凹入，則γ 則為負值，如圖 3.8，




(3)  圖像力(image force) img F ：為了讓曲線能被物件邊界吸引 img F 被定義為  29
img obj FE β = ，其中β 為一權重因子。如果 ext int FF + 為負值，則β 為正值；如
果 ext int FF + 為正值，β 設為負值。而 obj E 為物件邊緣強度。 
    實際上，我們將像點分成兩個集合 in Γ 與 out Γ ，對於像點(,) in xy∈Γ 連接到
其他像素(,) out xy∈Γ 計算 (,) Fxy。如果 (,) 0 Fxy> ，這個像點將會被移動到
out Γ ，也就是說，位於曲線內的像點數量變少，讓曲線會往內收縮。而可以藉由
計數在鄰近像點範圍(2 1) (2 1) nn +× +內屬於 in Γ 的像點個數來計算曲線的曲
度。而曲度被定義成： 
= (2 1)                                                                (3.21) s nn n ′′ Γ− × + ，  
其中 s n 為計數結果。為了避免曲線的收縮時發生毀壞，我們可以固定β 值為負
值，並根據n來調整α ，使得曲線有較好的形狀。 
    最後，我們檢查每次曲線更新的結果，如圖 3.9，如果曲線的改變不大，即
可視為曲線已收縮完畢，此時曲線內的像點集合 in Γ 即是我們的前景物，也就是
行人偵測步驟的結果，所得結果如圖 3.10。 
 
    
( a )                   ( b )    30
    
( c )                  ( d )  
圖 3.9、  曲線收縮過程圖(a)第一次曲線更新(b)第二次更新 
(c)第三次更新(d)第四次更新 
 
圖 3.10、  前景物擷取結果 
 
3.4  暫時停滯物決定 
   暫時停滯物決定的目的是將決定出何者為暫時停滯物並將其儲存在系統中，
以便下一張影格進來時，能夠我們幫助找出注意力區域。這邊我們將介紹如何將
暫時停滯物儲存以及找出暫時停滯物的方法。 
    首先，我們藉由儲存暫時停滯物件邊界內的所有像素集合來保存物件： 
{ } ( , ) ( , )   -th object's region , 1...         (3.22) i Mx y x y i im =∈ = 。  
對任意一個擷取出來的前景物
j O ，利用物件的特徵將它與 i M 比較差異度，以了
解
j O 是否為已儲存的暫時停滯物。比較結果會發生兩種狀況：   31
(1)  若差異很小，代表可能為同一物體發生了暫時停滯。對於一個發生暫時停滯
的物體，我們於每過一個時間後，增加 i M 的停留時間(stay time)。且為了避免錯
誤儲存到曾經移動過的背景物(如：行李、手推車、光影變化等)，故在時間超過




    我們也可以說，被擷取的物件
j O 如果有一個小的差異值 () j SO 則會被儲存
起來： 





















其中C為一個常數值(如：256)，而 ij M O − 以及 i M 指的是區域大小。在(3.24)
式中，一個沒有改變位置的物件(即 0 ij MO − = )且顏色改變
(
1 (,)
tt Ix y I α
− −× ∑ )很小，會有一個較小的差異值。如果物件過去已被儲存
過，我們就將增加 i M 的停留時間。比對所有場景中的移動物後，那些沒有增加
停留時間的 Mi 便會從記憶體中移除。 
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4.1  粒子濾波器簡介 
    粒子濾波器運用了數值方法上非常成功的 Monte Carlo(MC)技術，能有效且
準確的算出因傳統方法無法逼近多維度或變因複雜的真實物理現象而不容易計
算出的數學方程式。Monte Carlo 法是由  Stanislaw Marcin Ulam, Enrico Fermi, 




關，加上 Ulam 為了紀念他的賭徒舅舅，因此才以最著名的賭場 Monte Carlo 來
命名。 
    M o n t e   C a r l o法主要理念為，當所要求解的問題是某種事物出現的機率或者
某隨機變量的期望值時，可以透過實驗的方法，求得該事物出現的概率或者該變




合特性的方法，所以 Monte Carlo 法也是隨機過程和概率統計這兩大重要理論的
合併。當取樣的次數越多，也就是進行的模擬實驗次數越多，其模擬結果越接近
真實值。所以 Monte Carlo 法說明白了就是一種暴力解題的方法，但往往這種暴
力方法在處理複雜問題的時候是非常有效的。 
    粒子濾波器基於 Monte Carlo 法，藉由粒子模擬中子在空間中運動的方式，
對於物體的運動進行仿真。由於中子之間可能發生碰撞或漂移，其運動軌跡是類
似鋸齒形的隨機路徑，所以粒子的移動為模仿中子隨機運動方式。而粒子濾波器
使用一定數量的粒子來進行物體狀態的估測，則是基於 Monte Carlo 法中取樣的
動作。 



















4.2  行人追蹤   36






    粒子濾波器主要基於貝氏定理 ， 對於一個追蹤的問題 ， 我們定義以下表示法 ：  
11 x (x ,v )                                                        (4.1) kk kk f −− = ，  
xk 為 k 時間的狀態，其中 k f 為一個非線性系統使得時間 k-1 狀態由轉變成時間 k
的狀態，v則為一個非高斯的雜訊(noise)。然而實際的情況下，我們無法直接求
得想要估測的狀態，而是經由一個觀察(observation)： 
z (x ,n )                                                            (4.2) kk k k h = ，  
其中h為一個非線性觀察轉換函式，將目前的狀態經由觀察，得到目前的觀測值
z，而在觀察的時候也常有誤差與干擾 n 的影響。若以貝式(Bayesian)機率的觀
點來看 ， 假設時間點k-1時所需要的pdf (probability density function) 1 1: 1 (x z ) k k p − −
為已知，則在時間點 k 時，該系統事前機率(prior)的表示法如下： 
11 1: 1 1 1: 1 (x z ) (x x ) (x z ) x               (4.3) kk k k kk k pp p d −− −− − =∫ 。    37
其中 1 (x x ) kk p − 稱為轉移模型(transition model)或運動模型(motion model)。 
當時間點 k 時，zk 為已知，根據貝式定理，此時事後機率(posterior)可由事




(z x ) (x z )










= 。  
其中 (z x ) kk p 可以根據(4.2)式定義，且 1: 1 (z z ) kk p − 為一個正規化常數
(normalizing constant)定義如下： 
11 (z z ) (z x ) (x z ) x                         (4.5) kk kk kk k pp p d −− =∫ 。  
    觀察(4.3)式中 1 1: 1 (x z ) k k p − − 和(4.4)式的中 1: (x z ) kk p ，我們可以知道此系統
是經由遞廻(recursive)運算，不斷求更新現在事後機率的狀態。 





(x z ) (x x )                                     (4.6)
s N
ii




≈− ∑ ，  
其中 1 :  z k為時間 1 到時間 k 的系統觀測值， (4.6)式利用 s N 個粒子x
i
k 描述了在





k w ，而 () g δ 為 Dirac delta function。當 s N →∞時後，
(4.6)式會逼近真實的事後機率密度
1 :  (x z ) k k p 。 





(z x ) (x x )
                                   (4.7)











∝ ，  
其中 q 函式為重要性密度(importance density)  函式，也就是取樣粒子分佈函數，
1 (x x )
ii
kk p − 為運動模型(motion model)。在實際(practical)情況中，當重要性密度 
的選擇為事前機率時，使得： 
11 (x x ,z ) (x x )                                         (4.8)
ii ii
kk k kk qp −− = 。  
將(4.8)代入(4.7)式經過化簡，之後可以得到，粒子的質量只與粒子的觀測函數及
前一個時刻的質量有關: 
1 (z x )                                                       (4.9)
ii i
kk k k ww p − ∝ ，  






    由以上定義，可規劃粒子濾波器追蹤物體的流程，其步驟如下： 
step1.  初始粒子系統(Initialization) 
定義所需要的粒子個數N ，並由事前機率(prior) 0 (x ) p 初始化一個粒子集合   39
00 1 {x , }
ii N
i w = ， 0 x
i 每個粒子初始狀態及初始權值 0
i w ，令 1 k = 。 
step2.  取樣(Sampling) 
(a)  移動粒子  
對於 1,..., iN = ， 
根據運動模型  1 (x x )
ii
kk p − 取樣出x
i
k 。 
(b)  計算新的權重植 
(z x ) , 1,...,                                            (4.10)
ii
kk k wp i N == 。  
(c)  權重植正規化(Normalize)  
1


















(x z ) (x x )
s N
ii





值狀態(expect state)  作為粒子集合的輸出結果： 
1 ( (x )) (x )                                        (4.12)
N ii
kk k kk i Ef wf






k w 的機率分佈重新取樣出新的N 個獨立且隨機的粒子  x
j
k   使其
能符合事後機率
1 :  (x z ) k k p 。 
step5. k=k+1, go to step2. 
   40
  整個粒子濾波器步驟流程圖，如圖4.1，而粒子濾波器流程的示意圖，如圖4.2：  
 
圖 4.1、粒子濾波器步驟流程圖   41
 
圖 4.2、粒子濾波器流程示意圖 
4.3  實作粒子濾波器追蹤單一行人 
    由於多人追蹤需考慮更多細節，為了能說明整個粒子濾波器的追蹤流程，在
這邊我們先假設影像中只有一個行人，而且擷取出該行人的區塊是完整的。多人
追蹤的應用將留到 4.5 節再作說明。 





粒子集合所需要的粒子個數N 為100，因為 100 N = 時，當使系統能正確追蹤  42
行人，卻又不會影響系統執行效能。而當 50 N ≤ 的時候，系統容易追蹤失誤。
當 200 N ≥ 時，則會有計算時間較久的問題。 
在第二個影格(幀)(frame)進來後(第一個影格時，擷取前景資訊還不夠)，我
們利用第三章前景擷取的方法，由前後兩張影像中得到的前景區塊，對於每個區
塊，計算其質心(mass center)(, ) obj obj XY、面積(area)() obj Area 、最小外接矩形
(bounding box)的長跟寬( , ) width height 、及色彩直方圖(color histogram)等資
訊 。利用這些資訊，計算出行人的狀態值，以 ,, , ,,,,,    xy Sx y v v a b w t θ ⎡ ⎤ = ⎣ ⎦ 。 其
中包括行人的形狀資訊，以橢圓形表示：中心位置(,) x y 、長軸(a)、短軸(b)、旋





1 _* x v gaussian random c =  
2 _* y v gaussian random c =  
其中 _ gaussian random為介於-1 到 1 且產生機率符合高斯分佈的隨機亂數(附
錄 1)， 1 c 和 2 c 為一個常數，用來將亂數縮放(scale)到我們所需要的範圍。 
   粒子位置的計算方式為行人區塊質心座標加上初始速度： 
obj x x Xv =+    43
obj y yY v =+  





a =  
2
height














    在粒子濾波器第二個步驟取樣中，為了提升粒子濾波器追蹤效果，實作上將
控制粒子集合整體移動方向的運動模型 1 (x x )
ii
kk p − 設定為相隔一張影格下 ， 行人
在影像中移動的平均距離，其定義如下： 
, if moving direction is  In .   
                     (4.13)










⎪ = ⎨ − ⎪
⎪ ⎩
 
其中h為影像高度， a t 為一個行人以正常行走穿越監測區域的平均時間， f r 為幀
率(frame rate)。而考慮到行人移動受出入口的影響，大致行進方向分為進(in)或  44
出(out)，並由行人的進與出決定運動模型的方向，至於如何判斷行人行進方向
(moving direction)將於第 4.6 節行人統計交代細節。 
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其中random為隨機亂數， 1 c ~ 5 c 為常數。各粒子所產生的狀態橢圓結果，見圖
4.3。 
 
     
圖 4.3、(N =6 時)粒子狀態橢圓分佈圖(a)時間為 t-2 時(b)t-1 時(c)t 時 
 







重值 i w 。計算完每個粒子的權重之後再利用(4.10)式將權重值作正規化，使整個
粒子集合的權重值加起來總和為 1。 
   再來本研究使用(4.12)式計算了整個粒子集合的期望值狀態，以顯示目前追蹤
的成果。因為我們用橢圓來顯示輸出結果，所以我們僅需計算出橢圓中心位置、

















=∑ ，  




到之前景區塊的色彩直方圖，使追蹤目標的色彩直方圖也能隨著追蹤物體變化。    46
     










































= 。   47
然而要注意的是因為分數化為整數時取floor函數(即捨去正小數至最近整數)





4.4  相似程度及定義 
    前面提到本研究在判斷一個粒子所形成的橢圓跟擷取出來的前景物是否相
似時，使用了三種特徵來定義相似程度：(1)  粒子位置與行人區塊之間距離相似
程度、 (2) 粒子狀態橢圓與行人區塊之間的形狀大小相似程度、以及(3)粒子與
追蹤目標行人的色彩相似程度。其詳細方法分別詳述於 4.4.1、4.4.2、以及 4.4.3。  
 
4.4.1  距離相似程度定義 








取 chamfer distance 運算快速的優點，本系統採用 chamfer distance 作為粒子
位置與前景物體之間距離的描述，在每次影格輸入後，僅需計算一次 chamfer 
distance map 即可。 
 
 
圖4.5、各種類型的距離定義(a) Euclidean(b) Manhattan 
              ( c ) C h e s s b o a r d ( d ) C h a m f e r  
 
    用來計算距離的 chamfer distance map 可以採用 Rosenfeld 與 Pfaltz 提出演算
法[Fou03]，這個演算法利用 chamfer mask 在”forward pass”與”backward pass”中，
對影像做遮罩(mask)運算兩次，以快速計算出 chamfer distance map。當前景影像
(圖 4.6 a)I輸入後，由於考慮到之後行人判定步驟所需的邊界比對，我們先針對  49
前景做邊界偵測(boundary detection)：對前景影像中每ㄧ個像素作檢查，如果不
是前景，則像素值設為 0，如果是前景則近一步檢查其八近鄰中有任一個像素的
像素值為 0 ， 則像素值設為 255 ， 否則設為 0 ， 並令此影像為 B I  ( 圖 4.6 b) ， (,) B I xy
為影像 B I 於座標(,) x y 的像素值。 
再來將邊界偵測後的影像 B I 轉換成 chamfer distance map C I (圖 4.6 c)。整個
chamfer distance 演算法藉由二次遮罩運算達成，將 chamfer mask 分成兩個左上
半跟右下半部份 ( 圖 4.7 )，演算法步驟如下： 
Step1.  令長為width，寬為height的影像 B I 中的為邊界的像素設為 0，否則設 
      為無限大(∞ ) 
Step2. forward pass：對影像 B I 從左上到右下掃描計算： 
for( 1, width 1, ) x xx =< −+ +  
  for( 1, height 1, ) yy y =< −+ +   
        ( , )m i n (( , ) ,( 1 , )2 ,( 1 , 1 )3 , BB BB Ix y Ix y Ix y Ix y = −+ − − +  
                 (, 1 ) 2 , ( 1 , 1 ) 3 )   BB Ix y Ix y −+ + −+ ；  
Step3. backward pass：對影像 B I 從右下到左上掃描計算： 
for( width 2, 0, ) x xx =− > − −  
  for( height 2, 0, ) yy y =− > − −  
     ( , )m i n (( , ) ,( 1 , )2 ,( 1 , 1 )3 , BB B B Ix y Ix y Ix y Ix y =+ + + + +  
               (, 1 ) 2 , ( 1 , 1 ) 3 )   BB Ix y Ix y ++ − ++ ；    50
此時 B I 被轉換為 chamfer distance map C I 。 
 
      
圖 4.6、chamfer 影像轉換圖(a)前景影像(b)邊界偵測後的影像(c) chamfer 轉換後
影像 
 
圖 4.7、chamfer mask 示意圖(2 passes) 
 
    但是在距離相似程度定義中，我們需要的是粒子中心到前景物體所需的距
離，即是說粒子中心若在前景物上距離即應為 0。所以將 C I 中像素位置其對應到
前景影像I 中相同像素位置且為前景的像素設為 0 ， 並令此時的影像為 C I ′，使 C I ′
位於前景邊界內部的距離值也為 0。所以當我們需要一個粒子中心(,) x y 到前景
物體所需的距離d ，只需查詢像素值 (,) C I xy ′ 。   51
 
4.4.2  形狀大小相似程度定義 




很重要的腳色。圖 4.8  中，假設紅色的橢圓代表著一個粒子所形成的橢圓，其面
積為 A+B，計算公式為 ab π ，黑色的輪廓的為可能為行人的前景，面積為 B+C，
B 部分代表兩者交集的面積，可藉由統計前景影像中前景區塊邊界矩形內符合公
式(4.14)的像素數量求得。 












其中 x I 、 y I 為像素座標，x、 y 為粒子橢圓中心座標。 
 
圖 4.8、粒子橢圓與前景區塊關係示意圖   52
 



































義形狀大小相似程度 f ： 











、 兩項同時都能找到較大 ， 並給予較高的權重。  
 
4.4.3  色彩相似程度定義 





























   首先將所追蹤的行人模型稱為目標物模型(target model)，而粒子所包含的行
人區塊的模型稱為追蹤目標的候選物體(target candidate)模型。令 1... {} ii n x = 為屬於
所追蹤行人的像素，將目標物的模型定義為： 
1




qC h xu δ
=
=− ∑ ，  











ii n x ′ = 為與第k 個粒子的狀態橢圓有交集之行人區塊的像素 ， 而候選物模
型可表示成： 
1





pC h x u δ
′
=














    為了找出候選物模型與目標物模型之間的相似程度，我們採用統計上常用的
Bhattacharyya 係數作判斷： 
1





pq p q ρ
=
=∑ ，  
由於
k
u p 及 u q 皆經過正規化 ， 所計算出的 Bhattacharyya 係數也是介於 0~1 之間的
概率分佈。而 Bhattacharyya distance 的分佈可描述為： 
1 [ , ]                                                                   (4.19)
k
B dp q ρ =− 。  
如果兩個愈相似，則 Bhattacharyya 係數愈大，Bhattacharyya distance 則愈小。由
於根據我們的相似程度定義，粒子所包含的行人區塊的色彩直方圖模型與所追蹤
行人的色彩直方圖模型相似時，給予該粒子較高的權重值，所以我們可以使用
Bhattacharyya 係數作為顏色相似程度定義，並考慮到 RGB 三種色彩頻道的
Bhattacharyya 係數，並將其結合： 
[, ] [, ] [, ]
=                                     (4.20)
3
kkk




其中 R ρ 代表紅色部分的 Bhattacharyya 係數， G ρ 代表綠色部分， B ρ 代表藍色部
份。 
    最後，我們將三種相似定義結合起來，由於這三種相似程度皆為介於 0~1
之間的概率，所以將這三種相乘起來作為粒子權重値的定義：   55
2
1
* *                                                                        (4.21)
k wf c
d
= ，  
其中 f 為粒子所形成之橢圓與物體之間的相似程度值，k 為調整 f 重要性的常
數，d 為粒子位置與前景物體之間 chamfer distance，並且權重值與距離平方成反
比，c為色彩相似程度。此外，對於當相似程度值為 0 時候的例外處理也是必需





4.5  粒子濾波器用於多個行人追蹤 








追蹤流程圖。   56
     
圖 4.10、行人追蹤流程圖 
 





    當原始影像輸入後，首先本研究擷取出可能為行人的前景區塊，對這些區塊
作一次連通區域(connected component)偵測，將各區塊作編號(label)，並計算各區
塊的質心、面積、最小外接矩形的長、寬、及色彩直方圖。   57















( ) ( )  and  <   delete particle set 
(4.20)
( ) ( )  and  < delete particle set 
ij ij i j
xx yy
ij ij j i
xx yy
if E E E E t t i
if E E E E t t j
λτ
λτ
⎧ −+ −≤ ≤ ⎪
⎨





y E 代表粒子集合  i 的中心座標期望值，λ 為面積門檻值，τ 為時間臨 
界值。之後再對沒有追丟的粒子集合作進行重新取樣的動作。 









4.6  行人數量統計 





















部狀態監測。整個狀態變化若以狀態圖(state diagram)表示，如圖4.11。   60
 
圖 4.11、行人計數狀態圖 
   61
第五章  實驗結果 
    實驗的影片分為兩種類型，一種是在室內場景，採用魚眼鏡頭攝影機所拍
攝；另外一種是戶外於各種光影影響下(晴天、雨天或夜間)情況下使用一般攝












− ，這邊 R S − 加上絕對值是因為考慮到行人可能被系統漏
算或者多算的情況。 





5.1  行人區塊的合併與分裂   62
    本實驗在這部分所使用的影像魚眼攝影機所拍攝，解析度為 320X240，每隔
0.25 秒取一張影像。擷取出影像後，使用 Pentium4-3.0GHZ 為中央處理器的桌上
型電腦作影像處理，電腦的其他資料。 







     
  ( a )                    ( b )                     ( c )  
   
( d )                     ( e )  
圖 5.1、合併與分裂情況圖(a) 1-to-2 split (b) 2-to-1 merge (c) 1-to-2-to-1 split-merge 
(d) 2-to-1-to-2 merge-split (e) bi-directional inverse merge   63
    在圖 5.1a  中 2-to-1 merge 情況下，系統偵測行人的追蹤和計數結果，如圖





合刪除。最後，圖 5.2d 中兩個人通過基線，並且被正確的計數。 
   
( a )                              ( b )  
   
( c )                              ( d )  
圖 5.2、2-to-1 merge 實驗結果(a)兩人分開進入場景(b)發生區塊合併(c)合併後持
續追蹤(d)通過基線並完成計數   64
    當行人行走情況類似圖 5.1b 1-to-2 split 的區塊分裂情況下，系統偵測行人的





紅色橢圓代表新的粒子集合。最後，圖 5.3d 正確計數。 
   
( a )                               ( b )   
   
( c )                              ( d )  
圖 5.3、1-to-2 split 實驗結果(a)兩人相鄰進入場景(b)發生區塊分裂(c)分裂後初始
新的粒子集合(d)通過基線並完成計數   65





   
( a )                                  ( b )  
   
( c )                                ( d )  
圖 5.4、1-to-2-to-1 split-merge 實驗結果(a)兩人並行進入場景(b)區塊發生分裂(c)
持續追蹤(d)兩人並行離開造成區塊合併   66





   
( a )                               ( b )  
   
( c )                              ( d )  
圖 5.5、2-to-1-to-2 merge-split 實驗結果(a)兩人分開進入場景(b)發生區塊合併(c)
合併後持續追蹤(d)兩人分開離開場景   67





   
( a )                                ( b )  
   
( c )                               ( d )  
圖 5.6、bi-directional inverse merge 實驗結果(a)一人進入場景一人離開場景(b)兩
人接近中(c)兩人交會，區塊發生合併(d)兩人背向而去 
   68
5.2  各種場景環境測試 
    在本實驗中測試了系統於戶外場景下使用一般攝影機所拍攝的影片，在這
裡，我們總共測試了晴天、雨天、以及夜晚的不同場景。實驗原始影像的解析度
為 640X480，在經過 sub-sampling 程序後，所處理的影像解析度為 323X215，並
每隔 0.25 秒取一張影像。 




   
( a )                           ( b )  
圖 5.7、晴天場景光影變化強烈(a)無雲經過上空(b)有雲經過上空 
   
( a )                         ( b )  
圖 5.8、晴天行人(a)正常行人(b)行人攜帶洋傘 
    圖 5.9 顯示出行人偵測及追蹤結果。圖 5.10 顯示出由於行人之間彼此相鄰太  69
近，產生一個包含多個行人的區塊，若此區塊從進入場景到離開場景皆未發生過
分裂的情況，將會導致系統漏算。表 5.1 則顯示計數的實驗結果。 
 
   
圖 5.9、晴天場景 (a)原始影像(b)偵測結果 
   
圖 5.10、晴天場景偵測失誤情況 (a)原始影像(b)三人區塊只有兩個粒子集合 
 
表 5.1、  晴天場景之雙向計數結果 
  進  出 
實際人數  17 4 
實驗結果  14 3 
 




5.13)，使得計數會發生困難。實驗影片總長度約為 5 分鐘，共有 10 個人次進出，
圖 5.12 則顯示偵測與計數結果，表 5.2 顯示出系統在雨天仍能有良好的計數準確
度。 
   
圖 5.11、雨天場景困難點 (a)場景影像(b)雜訊影響 
   
圖 5.12、雨天場景 (a)原始影像(b)偵測結果 
   
圖 5.13、兩人共用雨傘 (a)原始影像(b)偵測結果   71
表 5.2  、雨天場景之雙向計數結果 
  進  出 
實際人數  6 4 
實驗結果  6 4 
夜晚的場景中，場景中的光線來源為路燈，然而路燈所提供的光線並不充足
(圖 5.14a)，所以這樣的特點使得陰影部份所產生的邊界較晴天場景模糊，對實
際計數影響有限(圖 5.14b)。實驗影片總長度約為 20 分鐘，因為夜間行人較少，
共只有 15 個人次進出場景，圖 5.15 顯示出偵測與計數結果，表 5.2 顯示出系統
在夜間也能有較高計數準確度。 
   
圖 5.14、夜間場景環境 (a)場景影像(b)陰影影響較少 
   
圖 5.15、夜間場景三人通過 (a)原始影像(b)偵測結果 
   72
表 5.3  、夜間場景之雙向計數結果 
  進  出 
實際人數  8 7 
實驗結果  8 7 
 
5.3  高行人流量環境測試 




   為了測試高流量行人計數，本研究設計了三個實驗，其中兩個是晴天的戶外
場景，另一個是室內通道。晴天戶外場景實驗的影片皆是由一般攝影機所拍攝的






算了六個人 。 兩個晴天戶外場景實驗的計數結果顯示於表 5.4 ， 分別以 seq.1 、 seq.2  73
代表之。 
     
( a )                    ( b )                     ( c )  
   
( d )                   ( e )  
圖 5.16、晴天場景原始影像(a)第 20 影格(b)第 25 影格 
(c)第 30 影格(d)第 35 影格(e)第 40 影格 
     
( a )                    ( b )                     ( c )  
   
( d )                   ( e )  
圖 5.17、晴天場景追蹤結果(a)第 20 影格(b)第 25 影格 







景邊界的收縮結果，導致前景物件偵測錯誤，如圖 5.18。圖 5.19 顯示了影片中
的一小段時間內的影格及追蹤結果 ， 圖片上半段為原始影像 ， 下半段為追蹤結果 。  




在編號為 seq.3 的影片實驗中，共有 61 個進入，6 個人離開，系統準確率顯
示於表 5.4。由於離開人數較少，導致離開場景統計人數的誤差較為嚴重。此外，
透過觀察影片可以發現位於通道左邊有一扇門正被關閉，但是並沒有影響到計數





   




影片  長度  方向  實際人數  實驗結果  正確率 
In 130  105 80.7%  Seq.1 30  min 
Out 55  49  89.9% 
In 86  71 82.5%  Seq.2 13  min 
Out 31  27  87.0% 
In 61  55 90.2%  Seq.3 1hr30min 
Out 6  8  66.6% 
In 103  102 99.0%  Seq.4 2hr30min 
Out 90  75  83.3% 
 (Seq.1 與 Seq.2 為情天場景所拍攝的影片，Seq.3 與 Seq.4 為室內場景所拍攝)   76
      
          ( a )                      ( b )                    ( c )  
     
          ( d )                      ( e )                    ( f )  
圖 5.19、室內高流量場景追蹤圖(a)第 1149 影格(b)第 1152 影格 
(c)第 1155 影格(d)第 1158 影格(e)第 1161 影格(f)第 114 影格   77
第六章  結論及未來方向 


































我們可以用建立好的 3D 行人模型(圖 6.1)經由多重視角(multiple-view)(附錄
C)作 2D 投影(圖 6.2) ， 產生行人樣版影像(圖 6.3) ， 再利用分類演算法(如：K-mean)
找出具有代表性的行人樣板，以去除多餘的樣版，加快比對時間。當進行行人追  79
蹤的時候，我們使用 Chamfer distance matching 針對行人區塊的邊界(boundary)
與行人樣版的作比較，而 Chamfer distance matching 共需做兩次，一次是以行人
區塊的邊界與行人樣版的 Chamfer distance 作比較，另一次是以行人樣版的邊界





圖 6.1、3D 人物模型 
 
圖 6.2、多面體投影示意圖   80
   
圖 6.3、所得到之二維投影(a)視角一(b)視角二 
 





















   81
附錄 A：如何產生高斯亂數 
  如何取出具有高斯分佈亦或常態分佈(normal distribution)的亂數，ㄧ直是個
值得探討的議題。其中 Dr. Everett F. Carter Jr.在 Taygeta 科學工業的網站提出了
一個精確又快速的方法。Dr. Carter 提出的方法使用了 Box-Muller  transform 的
polar form，以避免使用過多的數學函式(如：sine、cos)。其演算法的虛擬碼如下：  
 
其中 randf 為產生均勻分布(uniformly distribution)且數值為[0,1]的亂數的函式 。 這
樣的演算法還有一個好處是會一次產生兩個 y1、y2 的期望值(mean)為 0、標準差
(standard deviation)為 1 的常態分佈亂數，可大幅減少電腦運算時間。 
         // Algorithm by Dr. Everett (Skip) Carter, Jr. 
float x1, x2, w, y1, y2; 
   do  { 
       x1  =  2.0  *  ranf()  -  1.0;  //-1 to +1 
       x2  =  2.0  *  ranf()  -  1.0;  //-1 to +1 
              w = x1 * x1 + x2 * x2; 
         }  while  (  w  >=  1.0  ); //see if it is in the unit circle  
      w = sqrt( (-2.0 * ln( w ) ) / w ); 
      y1 = x1 * w; 
   y2 = x2 * w;   82
附錄 B：Bhattacharyya 係數的定義 
如圖 B.1 所示，令q′  
為長度 1 的目標向量，而 ( ) py ′  
為長度 1 的候選向量，
則兩向量可分別表示為： 
() 1,, m qq q ′ =
 
…  








[, ] c o s
T m
uu y u u
u
pyq






′′ ⋅ ∑ 。 
兩向量之間愈相似，則向量夾角 y θ 愈接近零，cos y θ   則愈接近 1，Bhattacharyya
係數也就愈接近 1。反之，若兩向量之間愈不相似，則向量夾角 y θ 愈接近 90 度，
cos y θ   則愈接近 0，Bhattacharyya 係數也就愈接近 0。 
 
 
圖 B.1、Bhattacharyya 係數示意圖 
q′  
( ) py ′  
y θ
1 
1   83
附錄 C：多重視角投影環境建立 
    為了實作多重視角投影，我們使用正二十面體(Icosahedron) (圖 C.1)來作球



























dab =+=  
5
angle subtended by edge at origin arccos( )
5
A==  
然後這 12 個頂點的三維座標為： 
(  0, , ) ab ±± 
(,   0 ,) ba ±±  
(,,   0 ) ab ±±    84
 
圖 C.1、正 20 面體 
    接下來我們針對正二十面體的正三角形面作子分割，以每個邊的中點為分割
點，將邊分成兩個等長的邊，再使兩兩中點之間連線，如此一來，每個正三角面







    我們將人物模型放入分割後的多面體中，並放在多面體上半部的頂點上放置  85
投影攝影機，鏡頭對準中間的人物模型，即可作二維投影。 
 
   86
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