Abstract. This paper presents a stability analysis of a system of differential equations describing the evolution of T-cells populations. The analyzed system corresponds to a well-known four-compartmental model of the thymus which involves a logistic growth term. Unlike existing results on stability for this model which focus either only on the global population or on the two dominant double-positive and double-negative populations, the results presented in this paper provide sufficient conditions for asymptotic stability of all four populations, taken separately. The derived conditions involve parameters related to cells proliferation, death and transfer rates and are used as constraints in the least-square optimization procedure which provides estimates for all parameters of the model. The usage of the constraints derived from the stability analysis ensures that the estimated parameters lead to a mathematical model with an asymptotically stable fixed point.
Introduction
Biological processes are usually complex, therefore identifying mathematical models able to reproduce the behaviour observed in experiments is a difficult task. Many biological processes involves one or several populations of cells which are involved in different kind of transformations. This is also the case of T-cells produced in thymus (an important component of the immune system) as a result of a complex sequence of proliferation, selection, death and maturation processes. Most models of the thymus are multi-compartmental and analyze the evolution of several populations. The corresponding mathematical models are based on interconnected differential equations, one for each population, which usually contain separate terms describing the growth, death and transfer of cells between populations. In mathematical biology there are several growth models, but the most used one is that of logistic type. This is also used by one of the most popular mathematical model of the thymus proposed by Mehr et al. in [3] . The variant of the Mehr's model we use in this paper describes the evolution of four populations of cells characterized by the absence or presence of some markers: double-negative population (N), double-positive population (DP ) and single-positive populations (M 4 and M 8 ). The mathematical model consists of a system of four differential equations (see Eq. (1)), which describes the evolution of the number of cells in each population. 
Each equation involves several parameters associated with different processes (growth, death, transfer etc.). Thus, for the double-negative cells population the parameter K n represents the maximal individual capacity, b denotes the number of progenitor cells that inflows daily into the thymus from the bone marrow, r n denotes the division or proliferation rate, d n denotes the death rate and s n denotes the rate of transfer between the N and DP populations. In the equations corresponding to the other three populations there is a logistic growth term which is controlled by the maximal carrying capacity of the thymus, denoted by K and by the total number of T-cells in the thymus, denoted by Z. [3] . However this analysis is based on several simplifying assumptions or particular cases. One of such simplifying assumption, which is valid in the early stage of the growth, is that 1 − Z K ≈ 1. In this case, the system (1) becomes a linear one. Other simplifications which allow the explicit computations of the fixed points of the right hand side of Eq. (1) and the derivation of stability conditions are based on apriori restrictions of parameters, e.g. equal rates for different populations, rates equal to zero etc. Experimental quantitative results suggest that such assumptions cannot always be made apriori. Therefore, the aim of this paper is to analyze the stability of the stationary solutions of (1) based only on hypotheses which are in line with the experimental data. Moreover we analyze if the theoretically derived sufficient conditions for stability can be exploited in estimating numerical parameters which ensure the stability. The approach is different than that in [3] also because we do not analyze only the stability of the global population but the stability of each population. This could be of practical interest as the small ratio of M 4 and M 8 populations in the total population makes difficult to infer knowledge on the behavior of these populations starting from results referring to the global population. The paper is structured as follows. The second section presents the stablity results obtained under the assumption that the total population can be expressed, by linear regression, as a function of the dominant populations (N and P ). Section III presents the usage of the results derived in Section II in the context of constructing a model describing the evolution of a normal thymus starting from real experimental data. The last section concludes the paper.
Stability analysis
The direct computation of the stationary solutions of the system (1) is difficult, mainly because of the presence of the joint term Z corresponding to the total number of cells in all populations. The solution proposed in [3] and [7] to simplify this computation is to consider the ratio Z/K negligeable. This approximation is valid in the early stage of the evolution when the number of cells in each population is very small, but it is no more valid as the populations approach the stationary state. On the other hand, the double-negative and double-positive cells populations are dominant in Z, therefore Z could be expressed as a function of N and P , by neglecting the contributions of populations M 4 and M 8 . Preliminary analysis based on experimental data suggested that there exists a linear dependence between Z and P and between Z and (N, P ) (see Figures 1 and 2) . Therefore the strategy we use to make the stability analysis easier is to replace Z with α N · N + α P · P + β. In order to simplify the computation of the fixed points of (1) let us introduce the following substitutions (similar with those used in [3] ):
and
With these notations the system (1) becomes:
Since the presence of the joint term, z = x 1 + x 2 + x 3 + x 4 , makes the computation of the fixed points difficult we use the above mentioned idea of replacing z with a linear combination of x 1 and x 2 . We shall analyze two cases. In the first case, z is expressed only with respect to the dominant component, i.e. z = αx 2 + β. In the second case, z will be replaced with z = α 1 x 1 + α 2 x 2 + β.
Case 1:
In this case (3) becomes:
We will consider only the stationary solution with positive components to be practically relevant, because the solutions of the differential system (4) represents the population of the thymus (which can't be negative). The stationary solution, (x
In order to analyze the stability properties of this stationary solution we construct the corresponding Jacobian matrix, J:
where
Since the Jacobian matrix is triangular, the eigenvalues are the elements from the main diagonal (j 11 , j 22 , j 33 , j 44 ):
From (6) it is easy to see that λ 1 and λ 2 are negative, which means that the stationary solutions coressponding to the first two populations (x * 1 and x * 2 ) are stable. For values of the parameters tipically inferred from experimental data λ 1 and λ 2 are even strictly negative, thus x * 1 and x * 2 are asymptotically stable. On the other hand, it is not obvious that λ 3 and λ 4 are always negative. Using (2) and (6) it follows that sufficient conditions to ensure the stability of the stationary solutions x * 3 and x * 4 are:
2.2 Case 2:
Since the numerical regression suggests that this second regression model has a higher correlation coefficient (R 2 = 0.969 in the first case and R 2 = 0.997 in the second case), it seems natural to analyze this case also. Similar to the previous case we consider only the stationary solution with positive components to be relevant. For the second regression model the system (3) becomes:
and the corresponding stationary solution is:
The Jacobian matrix has again a triangular form:
The eigenvalues of J can be computed in a straightforward manner, because the Jacobian matrix has as well a triangular form, and so the eigenvalues are the elements from the main diagonal (j 11 , j 22 , j 33 , j 44 )::
As in the previous case, λ 1 and λ 2 are obviously negative, thus the stationary solutions x * 1 and x * 2 are stable. On the other hand the sufficient conditions ensuring the stability of x * 3 and x * 4 are:
These conditions are very similar to those in (7) and provides constraints on the rates describing the evolution of M 4 and M 8 populations. These constraints will be used in the following section in order to estimate values for the rates which ensures that the stationary states of all populations are asymptotically stable.
A case study on experimental data for mouse thymus
In an excellent review [1] of recent developments in parameter estimation and structure identification of biological systems, Chou and Voit described the main phases in constructing a mathematical model. Data selection, specification of assumptions and simplifications and parameter estimation are some of the nine phases mentioned in [1] .
Data selection
In order to analyze the practical impact of the stability results obtained in the previous section we conducted a case study based on a set of experimental data concerning T-cells populations evolving in mouse thymus during the first two months of life which correspond to the growth period. More specifically, the data were obtained by counting, using specific techniques, the number of double-negative, double-positive, M 4 and M 8 cells at some specific time points, i.e. 5, 10, 15, 20, 25, 30, 35, 40 days. For each time point, values recorded for at least three mice were provided. Based on the raw data, the average value for each time point was computed and the resulting set of values were used in simulations. Using the substitutions and notations introduced in the previous section (see Eq. (3)), the experimental data can be specified as a set {(t j ,x 1j ,x 2j ,x 3j ,x 4j ); j = 1, N} wherex ij denotes the average value of experimental data for population i recorded at time j.
Assumptions and simplifications
The main assumption in the numerical simulation of the mathematical model (3) is that used also in the theoretical stability analysis, namely the fact that z depends linearly on x 1 and x 2 , i.e. z = α 1 · x 1 + α 2 · x 2 + β. The values of α 1 , α 2 and β were estimated using linear regression applied on the values obtained by transforming the averaged experimental data according to Eq. (3) for K = 450·10 6 . This value of K is related to the total carrying capacity of the thymus and was obtained by a preliminary estimation based on the experimental data. It is in accordance with values reported in the literature [5] , [2] .
Parameter estimation
There are 16 parameters of the model described by Eq. (1) ]. The task of estimating the parameters can be formulated as an optimization problem aiming to minimize the distance between experimental data and model predictions. A typical distance is the mean squared error (MSE) which in the case of the model (3) involving four differential equations can be described as:
the set of parameters and x i (σ; t) is a numerically estimated solution for the given set of parameters. A particularity of our approach is that we are looking for parameter values which ensures the asymptotic stability of the stationary states x * 3 and x * 4 . Based on the stability results obtained in the previous section it follows that the parameters values satisfying Eq. (12) ensures the desired stability. Therefore the optimization problem to be solved becomes a constrained optimization problem with constraints given by Eq. (12). One of the simplest approaches in dealing with constrained optimization problems is the penalty method which includes the constraints into the objective function. In our case the objective function becomes:
where z
Since the differential equations involved in the model cannot be solved analytically, there is no an explicit form of the dependence between the objective function MSE c and the parameters to be estimated. In most cases it is difficult to know the structure of the objective function landscape, therefore gradient-based optimization methods can get trapped in local minima. Instead, population-based stochastic methods, as evolutionary algorithms, proved to be effective in solving parameter estimation tasks [1] . These methods use a population of solution candidates, ensure the exploration of the search space by using specific operators to create new potential solutions and guide the search toward the optimum by specific selection rules. From the large family of population-based stochastic methods we selected an adaptive differential evolution algorithm called JADE which was introduced in [8] . The main reasons of selecting this method are: its flexibility, robustness to the choice of control parameters and the large number of successful applications in various optimization problems [6] . The stochastic character of the optimization method (induced both by the random values assigned to the initial population and by the random character of the search operators) is usually a drawback. In the context of the parameter estimation problem we exploited this characteristic by producing, through several independent runs of the estimation process, a sample of parameter values. This values are used to construct confidence intervals for all those sixteen parameters of the mathematical model. Such an approach is advantageous, since it is unlikely that an unique set of parameters provide enough information about the model particularities.
Implementation and results
In order to estimate confidence intervals for the parameters, we run the optimization method for S = 10 times starting from different initial populations of parameters. At each iteration of the JADE algorithm, the quality of each element of the population (which is a vector containing current estimations of the parameters) is computed by numerically solving both the differential equations system and the algebraic system producing the stationary solution and by evaluating the objective function MSE c . The parameter estimation algorithm was implemented in Mathematica 7.0, therefore both the differential and the algebraic systems were solved using the numerical procedures implemented in this software package. The results presented in this paper were obtained by running the JADE algorithm for a population of 50 elements for 500 iterations. The confidence intervals obtained from the parameter values provided in S independent runs are presented in Table 1 while the stationary solutions and the corresponding values of the eigenvalues λ 3 and λ 4 are presented in Table 2 . Since all eigenvalues are negative it follows that the proposed constrained estimation procedure leads to parameters which ensures the asymptotic stability of the stationary solutions corresponding to all four populations of cells. Moreover it is easy to check using the limits of the confidence intervals that since (d The behavior of x 1 (t), x 2 (t), x 3 (t) and x 4 (t) for a set of estimated parameters is illustrated in Figures 3 and 4 . As these plots suggest, the approximation quality is worse in the case of x 3 and x 4 . This can be explained by the fact that the differences in the data corresponding to different cells populations lead to different contributions of the populations to the MSE part of the objective function. Therefore the selection pressure stimulates more the quality of x 1 and x 2 approximation and less the quality of x 3 and x 4 approximation. In order to deal with this issue the parameter estimation process shoul be split in several processes corresponding to the different cells types but this Table 2 : Set of stationary solutions obtained in the S = 10 runs of the parameter estimation algorithm aspect is out of the scope of the current paper. 
Conclusions
The stability analysis conducted in this paper is based on the fact that the original Mehr's model can be simplified by using the remark that the total Figure 4: The evolution of x 3 (t) and x 4 (t) for the parameters estimated in run 8 (MSE = 0.0002011). Red points corresponds to averaged experimental data associated to x 3 while blue points are associated to x 4 number of cells in all four populations can be expressed using only the dominant populations. Linear regression based on experimental data allowed us to find an explicit dependence between Z and (P ,N). Using this simplification, which is valid not only in the early stage of the evolution, the stationary solutions can be computed explicitely and sufficient conditions for stability can be derived by computing the eignevalues of the corresponding Jacobian matrix. For the first two populations (N and P ) the corresponding eigenvalues are strictly negative, ensuring the asymptotic stability of the stationary solutions, as it has been also proved, under different assumptions in [3] and [7] . On the other hand, for the last two populations the fact that the eigenvalues are negative is not so obvious. In this case we used the stability condition as a constraint in the optimization process which allows to estimate the model parameters. In this way we obtained confidence intervals for the parameters such that any set of parameter values selected from these intervals ensures the asymptotic stability of the stationary state. 
