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 要  旨 
4 人でプレイする Blokus は 4 人非ゼロ和完全情報ゲームであり、行動集合の大きさは 1,000
程度に達する。様々な 2 人ゲームでは、強化学習と深層学習を用いた AlphaZero などプロプレ
イヤに勝つほど強力な人工知能 (AI) プレイヤが既に開発されている。しかし、多人数完全情
報ゲームでは深層学習を用いた AI プレイヤの開発事例はあまり報告されていなく、特に
Blokus ではそのような例はまだ報告はされていない。 
多人数完全情報ゲームの木探索アルゴリズムは既に複数考案されており、Blokus での適用例
が報告されているものは MAXN探索、Paranoid 探索、Best-Reply 探索がある。さらに、それ
らにモンテカルロ法を組合せる手法も存在する。 
本研究の目的は、4人でプレイする Blokus の強い AI プレイヤを開発することである。Blokus
の AI プレイヤの開発の手法として、上級者の棋譜を用いた教師あり学習は困難である。そこ
で、2 人ゼロ和完全情報ゲームの AI プレイヤの学習アルゴリズムである AlphaZero を修正し
て、モンテカルロ木探索 (MCTS) と強化学習、深層学習を組合せた手法によって、ランダムな
着手から改善していく BlokusZero を提案する。主な修正点はニューラルネットワーク (NN) 
の構成と、MCTS の探索木である。 
BlokusZero の性能評価を行うために先行研究の BlokusAI である MCTS-MAXN も実装し、
学習した BlokusZero プレイヤ 1 人と MCTS-MAXN プレイヤ 3 人で対戦実験を行って勝率を
計測した。その結果、ゲーム開始から 4 手は一様ランダム、各プレイヤの MCTS のシミュレー
ション回数が同じという条件の下で、BlokusZero の勝率は MCTS-MAXNの勝率を上回った。 
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1 研究背景・目的
Blokus (ブロックス)は 2～4人でプレイする、バーナード・タビシャンにより発案されたボー
ドゲームである1。2,000年にフランスの Sekkoia社から発売された。ルールはシンプルながら
様々な戦略が考えられ、奥が深い陣取りゲームである。世界中で様々な賞を受賞しており2、世
界的に有名である。日本では現在の販売元であるマテル・インターナショナル株式会社が公式
大会を開催している3。
3、4人でプレイする Blokusは多人数非ゼロ和確定完全情報ゲームである。多人数完全情報
ゲームに該当する他のゲームは、ダイヤモンドゲーム (Chinese Checkers)、4色オセロ (Rolit、テ
ンペスト、みんなでオセロ)、Focusなどがある。各ゲームの複雑性 [1]を表 1にまとめる。この
中でも Blokusは特に合法手の数が多いことが特徴とされ、強い人工知能 (AI)プレイヤを開発
することは興味深い。
近年、ゲームAIプレイヤの開発はかなり発展していて、既に2人でプレイする種々のゲームで
はプロの人間プレイヤに勝つほど強いAIプレイヤが開発されている。このようなゲームでは、自
己対戦による強化学習や深層学習が活用されている。例として、DeepStack [2]やAlphaZero [3]、
AlphaStar [4]がある。DeepStackは 2人不完全情報ゲームのポーカー (HUNL)の AIプレイヤ
である。CFR+アルゴリズムと抽象化、局所探索、強化学習、深層学習を組合せた手法を用い
ている。AlphaZeroは 2人完全情報ゲームの囲碁と将棋、チェスの AIプレイヤの学習アルゴ
リズムである。モンテカルロ木探索 (MCTS)と強化学習、深層学習を組合せた手法を用いてい
る。AlphaStarは、リアルタイムストラテジーコンピュータゲームで 2人不完全情報ゲームの
StarCraft IIのAIプレイヤである。模倣学習とマルチエージェント学習、強化学習、深層学習を
組合せた手法を用いている。
さらに、最近では多人数不完全情報ゲームの AIプレイヤの開発も進んでいる。その例とし
て Pluribus [5]がある。これは 6人でプレイするHUNLのAIプレイヤであり、5人のプロプレ
イヤに勝利している。MCCFRアルゴリズムと抽象化、局所探索、強化学習を組合せた手法を
用いている。しかし、多人数完全情報ゲームでは強化学習や深層学習を用いたAIプレイヤの開
発事例はあまり報告されていなく、特にBlokusでの事例は筆者の知る限りではまだ報告されて
いない。
本研究の目的は、4人でプレイするBlokusの強いAIプレイヤを開発することである。Blokus
の上級者の棋譜を公開しているウェブサイトなどは存在せず、BlokusAI開発では棋譜を用いた
教師あり学習は困難である。Blokusは完全情報ゲームなので、AlphaZeroのようにMCTSと強
化学習、深層学習を組合せた手法を用いて、ランダムな着手から AIの性能を改善していくの
が適していると考えられる。Blokusの既存 AIにMCTSを行うプレイヤがある。本研究では、
Blokusの強化学習アルゴリズムBlokusZeroを提案し、性能を既存手法と比較する。以上の先行
研究と BlokusZeroの特徴を表 2にまとめる。
1Blokus,マテル・インターナショナル株式会社,東京都 (2017年購入)
2Wikipedia https://ja.wikipedia.org/wiki/ブロックス (2020年閲覧)
3ブロックスグランプリ http://mattel.co.jp/blokus_grandprix/ (2020年閲覧)
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表 1: 多人数完全情報ゲームの複雑性
ゲーム プレイ人数 状態空間複雑性 ゲーム木複雑性
ダイヤモンドゲーム
3 9.43 × 1023 7.69 × 10129
4 2.73 × 1031 2.73 × 10193
6 2.33 × 1045 1.95 × 10313
Focus
3 1.64 × 1043 1.22 × 1094
4 3.31 × 1059 2.25 × 10115
Rolit
3 1.08 × 1038
7.08 × 1054
4 2.22 × 1044
Blokus 4 1.33 × 10258 4.76 × 10156
表 2: 各AIプレイヤの特徴
AIプレイヤ 対象ゲーム ゲームの性質 手法
DeepStack
HUNL
2人不完全情報
強化学習、深層学習、
CFR+アルゴリズム、抽象化、局所探索
Pluribus 6人不完全情報
強化学習、MCCFRアルゴリズム、
抽象化、局所探索
AlphaZero 囲碁、将棋、チェス 2人完全情報 強化学習、深層学習、MCTS
AlphaStar StarCraft II 2人不完全情報
強化学習、深層学習、模倣学習、
マルチエージェント学習
BlokusZero Blokus 4人完全情報 強化学習、深層学習、MCTS
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2 基礎知識
本章では、本研究に関連する基礎知識を説明する。2.1節では本研究の題材である Blokusの
ルールや特徴、2.2節ではゲーム木探索の基礎、2.3節では本研究で用いる深層学習の概要、2.4
節では本研究で用いる強化学習の概要を説明する。
2.1 Blokus
Blokusは 20×20マスの盤と、1マスの正方形 1～5個で構成された 21種類のピースを用いて
プレイされるゲームである。4人でプレイする場合のルールを説明する。赤、青、緑、黄の 4
色を各プレイヤに 1色ずつ割り当て、各プレイヤは割り当てられた色の 21種類のピースを用い
る。ピースの種類は図 1参照。
4人は行動順を決めて、盤の真上から見て時計回りに盤の隅の席に着く。そして、各プレイ
ヤは順番が回ってくる度にそのプレイヤが所持するピースから 1つを選び、それを盤にはめる
ように置く。1巡目は 4人ともピースの頂点を盤の隅に合わせて置く。2巡目以降は、各プレイ
ヤは自身が置いたピース同士の辺が隣接せずに頂点が接するように置いていく。各プレイヤは
設置可能なスペースの確保や、相手への妨害等の戦略を考えながらゲームを進めていく。全員
がピースを置けなくなったらゲーム終了となり、最も点数が高いプレイヤの勝ちとなる。
本研究では得点はアドバンスト・スコアというルールで計算する。使用できなかったピース
1マス分につき 1点減点となり、一方でピースが全部置けると 15点加点となる。さらに+15点
のとき、最後に置いたのが 1マスのピースだった場合はボーナスとして 5点加点となる。図 2
のようなゲームの例では、赤色のプレイヤは −24点、青色のプレイヤは +20点 (最後が 1マス
ピースの場合)、緑色のプレイヤは −20点、黄色のプレイヤは −8点となり、青色のプレイヤの
勝ちとなる。
Blokusは、偶然の要素なし、プレイヤ全員のピース位置を把握可能ならびに勝者が 2人以上
出るという 3つの特徴を持つ 4人非ゼロ和確定完全情報ゲームである。図 3のように全員が同
じ置き方をした場合は全員勝利となる。そのようなときの戦略は均衡点で、パレート最適であ
ると考えられる。ただし、本研究では複数のプレイヤが同時勝利となる結果を積極的に目指す
ことは考えない。ピースが 1つも置かれていない盤へのピースの置き方は 30,433通りと非常に
多い。1巡目での各プレイヤの着手は、盤の隅にピースを置かなければならないので合法手数
は 58個である。ゲームが進行し中盤に近づくにつれて、着手可能なピースの頂点数が増加する
ので合法手数も増加する傾向が見られる。ゲーム中盤を過ぎ終盤になるにつれて、空のマスが
減少するので合法手数も減少する傾向が見られる。合法手数は 103程度に達する。プレイ長は
最大 84手である。
2.2 ゲーム木とその探索
ゲーム木はゲーム進行の分岐点 (手番)を内部節点で表し、プレイヤの行動の選択肢を枝で表
した木である [6]。各内部節点で行動するプレイヤは予め定められている。このような木で表現
されたゲームを展開型ゲームと呼ぶ。探索中の木の葉節点は節点を展開していない節点であり、
未展開で内部節点であるものと、これ以上展開できないゲーム終了を表す終端節点であるもの
の 2種類に分類できる。終端節点では、ゲームの結果に応じた利得の組が与えられる。この組
を基にゲーム木を探索することで、純戦略の組としての均衡点の 1つを求めることができる。
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図 1: ピース 21種類
(a)開始から 1巡した直後 (b)終了時
図 2: Blokusの盤面の例
図 3: 全員同時勝利の例
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三目並べのようなゲーム木が小さいゲームならば、短い時間でゲーム開始からの全ての節点
を訪問することができる。しかし、ゲーム木が大きい場合、限られた時間で全ての節点を訪問
して利得を算出することは困難である。よって、現実的なゲーム木の探索はヒューリスティッ
ク探索となる。ヒューリスティック探索では元のゲーム木よりも小さい木を考え、探索する時
間や深さなどを制限して探索を途中で打ち切り、葉節点では評価関数によって評価値の組が算
出される。根節点は必ずしもゲーム開始を表す必要はなく、ゲーム途中の状態を表してもよい。
各評価値は各プレイヤにとって行動列がどのくらい好ましいのかを表す数値である。評価関数
はゲームの途中の状況の良さを上手く評価する必要がある。評価関数を人力で作るのが困難な
ゲームでは、機械学習で作られることがある。評価値を基準に親節点が行動を選び、その評価
値を再帰的に根節点へ伝播させていくことで、最終的に根節点でのプレイヤの次の行動を決定
する。終端節点の評価値は、利得と等しいと考えられることが多い。
実装のしやすさや効率は、節点の探索の順序に依存する。おおよその木の探索アルゴリズム
は、深さ優先探索か幅優先探索に分類される。深さ優先探索は木の最深の葉節点を目指して子
節点を優先的に訪問する。一方で、幅優先探索は根節点に近い節点を優先的に訪問する。図 4,
5はそれぞれの探索アルゴリズムの例であり、節点の番号は探索の順番を表している。これら
2つの探索アルゴリズムのメリットを併せ持つのが、反復深化深さ優先探索である。これは探
索を制限する深さを 1ずつ増やしながら、深さ優先探索を繰り返し行う。
1
2
3 4
5
6 7
図 4: 深さ優先探索の例
1
2
4 5
3
6 7
図 5: 幅優先探索の例
2人ゼロ和完全情報ゲームで用いられるヒューリスティック探索のアルゴリズムを 2つ紹介す
る。まず、αβ探索を説明する。これは 2人ゼロ和完全情報ゲームの深さ優先探索を効率的に行
う探索アルゴリズムである。2人ゼロ和完全情報ゲームの場合は、一方のプレイヤが得をすれ
ばもう一方のプレイヤがその分必ず損をするので、自分 (根節点でのプレイヤ)の評価値だけを
考えればよい。2人ゼロ和完全情報ゲームでの木探索アルゴリズムは、Minimax木探索が基本
的な考え方となる。このアルゴリズムでは、自分の手番では評価値が最大の行動、相手の手番
では評価値が最小の行動を選ぶ (図 6参照)。
αβ探索は、Minimax木探索を改良して枝刈を可能にしたものである。探索順序は深さ優先探
索と同じとなる。αβ探索が枝刈をする様子を図 7に示す。この例では、自分の手番では左の行
動の評価値が−2であり、右の行動の評価値が−3以下だと分かった時点でこれ以上の探索は不
要であるので打ち切る。反復深化深さ優先探索を用いれば、前の探索で得られた評価値を元に
節点を並び替えることで、枝刈を発生できる可能性が高まる。
次に、モンテカルロ木探索 (MCTS) [7]を説明する。これは、乱数を用いたシミュレーション
を利用して探索木を大きくしていく探索アルゴリズムである。木の各節点では、手番プレイヤ
の番号とプレイヤ 1から見た報酬の合計、過去の訪問回数が記録される。図 8の例では、選択、
展開、ロールアウト、逆伝播という 4つのプロセスが繰り返される。アルゴリズム開始時は、探
索木は根節点のみである。何らかの手法で子節点を選択してその節点を辿る、ということを葉
節点に辿り着くまで繰り返す。辿り着いた葉節点が終端節点である場合、利得を算出する。一
方で、辿り着いた葉節点が未展開の内部節点の場合、その節点の過去の訪問回数が閾値を超え
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−2自分
−2相手
1 −2
−3相手
−3 −1
図 6: Minimax木探索の例
−2自分
−2相手
1 −2
≤ −3相手
−3 |
図 7: αβ探索の例
(a)選択 (b)展開 (c)ロールアウト (d)逆伝播
図 8: ロールアウトを併用するMCTSの概要
ていたら展開する。そこから子節点を選択して、それを探索木に加えて辿る。展開の閾値は基
本的に 1である。ロールアウトを併用する場合、選択された葉節点から何らかの方策でゲーム
終了までロールアウトを行って利得を算出する。この利得を報酬と考える。基本的に利得は勝
ちなら+1、負けなら 0のように勝敗を表すものにする。ロールアウトを併用しない場合は、何
らかの手法で評価値を算出し、これを報酬と考える。報酬を算出した後は辿ってきた節点を逆
に辿っていき、各節点の報酬総和や過去の訪問回数といった統計情報を更新する。
子節点の選択において、探査と知識利用のバランスを上手く取ることが重要である。このバラ
ンスを取るためにUCB1アルゴリズムがしばしば用いられる [8]。手番プレイヤ Pの節点 parent
において、以下のように子節点 c∗を選ぶ。
c∗ = arg max
i
©­«ϕP=プレイヤ 1
(
wi
ni
)
+ C
√
ln nparent
ni
ª®¬ (2.1)
右辺の第 1項が知識利用、第 2項が探査に当たる。wi は子節点 iのプレイヤ 1の報酬の合計、
ni は iの過去の訪問回数、nparentは parentの過去の訪問回数、Cは探査と知識利用のバランス
を取るための定数である。ϕconditionは、条件 conditionが真のときは恒等写像である。偽のとき
は、例えば報酬をプレイヤ 1が勝ちなら 1、負けなら 0とするならば、ϕP=プレイヤ 1(x) = 1 − x
である。
2.3 深層学習
本節では、深層学習の概要を説明する。2.3.1～2.3.4節では書籍 [9]から抜粋して説明する。
深層学習は、多層のニューラルネットワーク (NN)を用いた機械学習の方法論である。NNは生
物の神経細胞網を模倣した数理的モデルである。
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2.3.1 順伝播型NN
順伝播型NNは、層状に並べたユニットが隣接層間でのみ結合した構造を持ち、情報が入力
側から出力側へ一方向のみに伝播する NNである。多層パーセプトロンとも呼ばれる。NNを
構成する各ユニットは例えば図 9のように、複数の入力を受け取り、1つの出力を計算する。こ
の場合、4つの入力 x1, x2, x3, x4を受け取り、このユニットが受け取る総入力 uは
u = w1x1 + w2x2 + w3x3 + w4x4 + b (2.2)
のように、各入力にそれぞれ異なる重み w1,w2,w3,w4を掛けたものをすべて加算し、さらにバ
イアス bを足したものになる。このユニットの出力 zは、総入力 uに対する活性化関数 f の出
力である。
z = f (u) (2.3)
u z z
x1
x2
x3
x4
図 9: ユニットの例
順伝播型NNでは、このようなユニットが層状に並べられ、層間でのみそれらは結合を持つ。
隣接層のユニットすべてが全結合である層数 LのNNでは、層 l + 1のユニットの出力 z(l+1)は
u(l+1) = W(l+1)z(l) + b(l+1) (2.4)
z(l+1) = f
(
u(l+1)
)
(2.5)
と計算される。NNに対する入力 xが与えられたとき、層 l = 1のユニットの出力は z(1) = xで
あり、NNの最終的な出力を
y ≡ z(L) (2.6)
と表記する。また、活性化関数 fは各層で異なるものを選んでも構わない。順伝播型NNでは、
与えられた入力 xに対して出力 yを計算するので、この関係は関数 y = y(x)として表現でき
る。この関数の中身を決定するのは、各層間の重みW(l)(l = 2, . . . , L)とユニットのバイアス
b(l)(l = 2, . . . , L)である。これらNNのパラメータすべてを成分に持つベクトルwを定義し、関
数を y(x; w)と書く。図 10に 3層NNの例を示す。
ユニットが持つ活性化関数には、基本的に単調増加する非線形関数が用いられる。よく用い
られるものを以下に挙げる。
• (ロジスティック)シグモイド関数
f (u) = 1
1 + e−u
(2.7)
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x3
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W(3)
l = 1 l = 3l = 2
図 10: 3層NNの例
• 双曲線正接関数
f (u) = tanh(u) (2.8)
• 正規化線形 (ReL)関数
f (u) = max(u, 0) (2.9)
この関数を持つユニットのことを ReLUと呼ぶ。
• ソフトマックス関数
入力に応じて有限個のクラスに分類する問題で用いる。Kクラス分類において出力層 l = L
の活性化関数をソフトマックス関数とすると、出力層の k番目のユニットの出力は
yk ≡ z(L)k =
exp
(
u(L)k
)
∑K
j=1 exp
(
u(L)j
) (2.10)
と表される。ここで、クラスを C1, . . . , CK と表すと、ykは入力が Ckに属する確率を表す
ものと解釈できる。
2.3.2 畳み込みNN
畳み込みNN (CNN)は、主に画像認識で用いられる順伝播型NNである。全結合のNNとは
違い、隣接層間の特定のユニットのみが結合を持つ特別な層を持つ。CNNの典型的な構造は、
畳み込み層とその他様々な層の組合せが複数回繰り返され、その後に全結合層が複数並び、最
後にソフトマックス層などの出力層となる。
濃淡値を各画素に格納した、画像サイズW1 ×W2のグレースケール画像を考える。画素 (i, j)
の画素値を xi jとする。そして、フィルタと呼ぶサイズの小さい画像を考え、画像サイズをH×H
とする。フィルタの画素値を同様に hpqと書く。画像の畳み込みは、画像とフィルタ間で定義
される次の積和計算である。
ui j =
H−1∑
p=0
H−1∑
q=0
xi+p, j+qhpq (2.11)
画像の畳み込みは、フィルタの濃淡パターンと類似した濃淡パターンが入力画像上のどこにあ
るかを検出する働きがある。つまり、フィルタが表す特徴的な濃淡構造を、画像から抽出する。
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畳み込みの計算で、画像からフィルタがはみ出すような位置に重ねることは本来できない。
画像内にフィルタ全体が収まる範囲内でフィルタを動かすと、畳み込み結果の画像サイズは入
力画像よりも小さくなる。そのサイズは (W − 2⌊H/2⌋) × (W − 2⌊H/2⌋)と表せる。畳み込み画像
と入力画像が同サイズになると便利な場合があるので、その場合は入力画像の外側に幅 ⌊H/2⌋
のふちを付けて大きくする。この手法をパディングと呼ぶ。ふちの部分の画素値を 0にするゼ
ロパディングが最も一般的である。
フィルタの適用位置を 1画素ずつではなく、数画素ずつずらして計算する手法をストライド
と呼ぶ。ストライドを sとすると、出力画像の画素値は
ui j =
H−1∑
p=0
H−1∑
q=0
xsi+p,s j+qhpq (2.12)
のように計算され、出力画像サイズは約 1/sとなる。
畳み込み層は、以上の演算を行う単層NNである。実用的なCNNでは、グレースケール画像 1
枚に対してではなく、多チャネルの画像に対し複数個のフィルタを並行して畳込む演算を行う。
チャネル数Kの画像では、各画素がK個の値を持つ。ここで、縦横がW1×W2でチャネル数がK
の画像サイズをW1 ×W2 ×Kと表すこととする。第 l層の畳み込み層は、第 (l − 1)層からKチャ
ネルの画像 z(l−1)i j k (k = 0, . . . ,K−1)を受け取り、これにM種類のフィルタ hpqkm(m = 0, . . . ,M−1)
を適用する。各フィルタも入力と同じチャネル数 Kを持ち、サイズをH × H × Kとする。畳み
込み層での畳み込みでは、各チャネル k(= 0, . . . ,K − 1)について並行に画像とフィルタの畳み
込みを行った後、結果を画素ごとに全チャネルにわたって加算する。
ui jm =
K−1∑
k=0
H−1∑
p=0
H−1∑
q=0
z(l−1)i+p, j+q,k hpqkm + bm (2.13)
このように、1つのフィルタからの出力は常に 1チャネルとなる。bmはバイアスであり、一般
的にはフィルタごとに各ユニット共通 (bi jm = bm)とする。ui jmに活性化関数を適用し、畳み込
み層の最終的な出力、すなわち出力画像の画素値は
zi jm = f (ui jm) (2.14)
となる。これらはチャネル数 Mの画像と見なせる。
2.3.3 誤差関数
順伝播型NNが表現する関数 y(x; w)において、良いパラメータwを選ぶことで、このNNが
望みの関数を与えるようにする。1つの入力 xに対する望ましい出力 dのペアが複数与えられ
ているとする。ペア (x, d)1つ 1つを訓練サンプルと呼ぶ。そして、このペアの集合を訓練デー
タと呼び、
D = {(x1, d1), . . . , (xN, dN )} (2.15)
と表す。どの n (= 1, . . . , N)のペア (xn, dn)に対しても、入力 xnを与えたときの出力 y(xn; w)が、
なるべく dnに近くなるようにwを調整する。そうすることを学習と呼び、NNが表す関数と訓
練データとの近さの尺度のことを誤差関数と呼ぶ。誤差関数の代表的なものとして、二乗誤差
と交差エントロピーがある。
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二乗誤差は、回帰問題で最も一般的な誤差関数である。回帰とは、主に出力に連続値をとる
関数が、訓練データによく適合するように定めることである。この場合、NNの出力層の活性
化関数には、その値域が目標とする関数の値域と一致するようなものを選ぶ必要がある。NN
の出力 y(xi)が、訓練データの目標出力 diに可能な限り近くなるようにすることを考える。誤
差 (損失)関数は
E(w) = 1
2
N∑
n=1
∥dn − y(xn; w)∥2 (2.16)
となる。これが最小となるようなwを求める。
交差エントロピーは、多クラス分類問題で用いられる誤差関数である。活性化関数にはソフ
トマックス関数を用いる。NNが実現する関数が各クラスの事後確率のモデルであるとみなし、
その下で訓練データに対するNNパラメータの尤度を評価し、これを最大化する。Kクラス分
類とする。訓練データは入力 xと正解クラスの組となる。このとき NNの目標出力を、2値の
値を K個並べたベクトル dn = [dn1 · · · dnK]⊤によって表現する。dnの各成分は、対応するクラ
スが真の値であったときのみ 1とし、それ以外は 0とする。訓練データに対するwの尤度は、
L(w) =
N∏
n=1
p(dn |xn; w) =
N∏
n=1
K∏
k=1
p(Ck |xn)dnk =
N∏
n=1
K∏
k=1
(yk(x; w))dnk (2.17)
となる。この尤度の対数をとり、符号を反転した、
E(w) = −
N∑
n=1
K∑
k=1
dnk log yk(xn; w) (2.18)
を誤差関数とする。
2.3.4 確率的勾配降下法
学習のゴールは、選んだ誤差関数 E(w)に対し最小値を与えるwを求めることである。しか
し、E(w)は一般的に凸関数ではなく、大域的な最小解を直接得るのは通常不可能である。そこ
で、代わりに局所的な極小点wを求めることを考える。極小点は、何らかの初期値を出発にw
を繰り返し更新する反復計算によって求める。そのような方法の中で最も簡単なものが、勾配
降下法である。勾配は
∇E ≡ ∂E
∂w
=
[
∂E
∂w1
· · · ∂E
∂wM
]⊤
(2.19)
というベクトルである。Mはwの成分数である。現在の重みをw(t)、更新後の重みをw(t+1)と
すると、更新式は
w(t+1) = w(t) − ϵ∇E (2.20)
である。ここで ϵはwの更新量を決める定数で、学習係数または学習率と呼ばれる。初期値w(1)
を適当に決め、更新式を t = 1, 2, . . .に対し繰り返し計算することで w(2),w(3), . . .を得る。w(t)
は ϵ が十分小さければ、tの増加に伴って E(w(t))を確実に減少させ、いつかは極小点に到達で
きる。ただし、E(w)の形状や ϵの大きさによっては、E(w)が増大してしまうこともある。ϵが
小さすぎても、wの 1回の更新量が小さくなるので、反復回数が増加して学習にかかる時間が
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大きくなる。なお、誤差関数の勾配の計算を効率よく行うには、誤差逆伝播法を用いる。詳細
は書籍 [9]を参照。
以上では、全訓練サンプル n = 1, . . . , N に対して計算される E(w)の最小化を考えた。E(w)
は各サンプル 1個だけについて計算される誤差 Enの和として
E(w) =
N∑
n=1
En(w) (2.21)
と表される。この方法をバッチ学習と呼ぶ。これに対し、サンプルの一部を用いてパラメータ
の更新を行う方法を確率的勾配降下法 (SGD)と呼ぶ。SGDはバッチ学習に比べて、計算効率が
良い、局所的な極小解に陥るリスクを軽減できるという利点がある。規模が大きいNNを使う
場合、少数のサンプルの集合をひとまとめにし、その単位で重みを更新するのがよい。このサ
ンプル集合はミニバッチと呼ばれる。t回目の更新におけるミニバッチをDtとし、これの含む
全サンプルに対する誤差
Et(w) =
1
Nt
∑
n∈Dt
En(w) (2.22)
を計算し、その勾配の方向にパラメータを更新する。Nt = |Dt |は、ミニバッチが含むサンプル
数 (サイズ)である。
NNの自由度 (主に重みの数)が高いほど、学習時に誤差関数の浅い局所解に陥った状況にな
る可能性が高くなる。学習時に重みの自由度を制約する正規化によって、この問題を緩和しよ
うとする方法がある。そのうちの 1つに、重み減衰という方法がある。次のように誤差関数に
重みの二乗和を加算し、これを最小化する。
Et(w) =
1
Nt
∑
n∈Dt
En(w) +
λ
2
∥w∥2 (2.23)
λは正則化の強さを制御するパラメータである。この項の追加により、学習時により小さい重
みが選好されるようになる。実際、勾配降下法の更新式は
w(t+1) = w(t) − ϵ
(
1
Nt
∑
∇En + λw(t)
)
(2.24)
となり、重みは自身の大きさに比例した速さで常に減衰されるように修正される。ただし、重
み減衰は通常、NNの重みW(l)だけに適用し、バイアス b(l)には適用しない。
勾配降下法の収束性能を向上させる方法の 1つに、モメンタムがある。これは重みの修正量
に前回の重みの修正量のいくばくかを加算する方法であり、ミニバッチ t − 1に対する重みの修
正量を ∆w(t−1) ≡ w(t) − w(t−1)と書くと、ミニバッチ tに対する更新を
w(t+1) = w(t) − ϵ∇Et + µ∆w(t−1) (2.25)
と定める。µは加算の割合を制御するハイパーパラメータである。モメンタムは、誤差関数が
深い谷状の形状でその谷底にあまり高低差がないときに、勾配降下法が非常に効率が悪くなる
という問題を解決する。
2.3.5 深層学習法の改良
深層学習法の性能を改良する、2つの手法を紹介する。まず、Batch Normalization (BN) [10]
を説明する。これは全結合層や畳み込み層の出力を正規化する手法の 1つである。Nt個の値か
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らなるミニバッチ B = {x1, . . . , xNt }を考える。全結合層のあるユニットの出力の正規化をする
場合はユニットの出力値 Nt 個、畳み込み層の出力を用いる場合は出力画像の同じチャネルに
おける各画素の値 Nt 個が、Bの要素となる。まず、ミニバッチ内の平均 µBと分散 σ2Bを計算
する。
µB =
1
Nt
Nt∑
i=1
xi (2.26)
σ2B =
1
Nt
Nt∑
i=1
(xi − µB)2 (2.27)
そして、次のように Bの各要素を正規化する。
x̂i =
xi − µB√
σ2B + ϵ
(i = 1, . . . , Nt) (2.28)
ϵ は分母が 0にならないようにするための定数である。出力 yiは x̂iにスケールとシフトを行っ
たものである。
yi = γ x̂i + β (i = 1, . . . , Nt) (2.29)
γ, βは学習されるパラメータである。この手法によって、学習率を大きくしても精度良く学習
できるようになり、過学習が起きにくくなることが報告されている。
次に、Residual Network (ResNet) [11]を説明する。通常のCNNでは各層の最適な出力H(x)を
求めるが、この手法では層の入力 xとの差分F (x) = H(x)−xを求める。つまり、H(x) = F (x)+x
を学習するようにする。ResNetは、残差ブロックとショートカットコネクションの 2つの手法
によって実現できる。図 11のような構成のNNがあったとき、残差ブロックは図 12のように
なる。この図の破線矢印がショートカットコネクションである。BNは畳み込み層とReLUの間
図 11: 通常のNNの例 図 12: 残差ブロック
に適用する (図 13参照)。この手法によって、層を深くしても精度良く学習できることが報告さ
れている。K. Heらは最終的に 152層まで深くし、画像認識のコンテストである ISLVRC-2015
で優勝した。
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図 13: BNを用いたときの残差ブロック
2.4 強化学習
本節では、書籍 [12]から抜粋して強化学習の概要を説明する。
2.4.1 エージェントと環境
強化学習は、相互作用から学習して目標を達成する問題の枠組みのことである。学習と意思決
定を行う主体をエージェントと呼び、エージェント外部の全てから構成され、エージェントが相
互作用を行う対象を環境と呼ぶ。エージェントと環境が、離散的な時間ステップ t = 0, 1, 2, . . .の
各々において相互作用を行うとする。各 tにおいて、エージェントは何らかの環境の状態 st ∈ S
(Sは可能な状態の集合)を受け取り、これに基づいて行動 at ∈ A(st) (A(st)は状態 st において
選択できる行動の集合)を選択する。1時間ステップ後に、エージェントはその行動の結果とし
て数値化された報酬 rt+1 ∈ Rを受け取り、新しい状態 st+1にいることを知る。以上の流れを図
示すると図 14のようになる。
各時間ステップにおいて、状態から可能な集合を選択する確率の写像があり、これをエージェ
ントの方策と呼ぶ。方策 πt(s, a)は、s = st ならば a = at となる確率である。強化学習法では、
エージェントが自分の経験の結果としてどのように方策を変更されるかが指定される。
エージェント 環境　　
at
st+1, rt+1|st
図 14: エージェントと環境の間の相互作用
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2.4.2 収益
エージェントの目標は、最終的に受け取る報酬の総量を最大化することである。時間 tステッ
プ後に受け取った報酬の系列を rt+1, rt+2, . . .と表すとする。一般的には期待収益を最大化しよう
とし、収益 Rtは、最も単純には報酬の和
Rt = rt+1 + rt+2 + · · · + rT (2.30)
で表される。Tは最終時間ステップである。各エピソードは終端状態と呼ばれる特殊な状態で終
わり、これに続いて標準的な開始状態あるいは開始状態の標準的な分布のサンプルへのリセッ
トが行われる。この種のエピソードを伴うタスクはエピソード的タスクと呼ばれる。
他方で、多くの場合ではエージェントと環境の相互作用は識別可能なエピソード群に自然分
解されず、限界なく継続的に進行していく。このようなタスクを連続タスクと呼ぶ。本研究で
はこれは扱わないとし、連続タスクを扱うのに必要な割引の概念も不要となる。よって、割引
率 γはすべて 1とし、以後の式に表記しない。
2.4.3 マルコフ決定過程
時刻 tで取られた行動に対して、環境が時刻 t + 1においてどのように応答するかを考える。
状態信号がマルコフ性を持つなら、時刻 t + 1における環境の応答は時刻 tにおける状態と行動
表現のみに依存する。このときには全ての s′, r, st, atに対して
Pr {st+1 = s′, rt+1 = r |st, at} (2.31)
という確率分布を指定することで、環境のダイナミクスを定義できる。このとき、状態信号は
マルコフ状態と呼ばれ、全体としての環境とタスクもマルコフ性を持つと呼ばれる。
マルコフ性を持つ強化学習タスクはマルコフ決定過程 (MDP)と呼ばれる。状態と行動の空
間が有限ならば、有限MDPと呼ばれる。特定の有限MDPは状態と行動の集合と、環境の 1ス
テップダイナミクスから定義される。任意の状態 sと行動 aが与えられたとき、次に可能な各
状態 s′の確率は
Pass′ = Pr {st+1 = s′|st = s, at = a} (2.32)
と表され、遷移確率と呼ばれる。同様にして、次の報酬の期待値は
Rass′ = E {rt+1 |st = s, at = a, st+1 = s′} (2.33)
と表される。
2.4.4 価値関数
基本的に強化学習アルゴリズムでは、価値関数に基づく評価を行う。価値関数は状態の関数
であり、エージェントがある状態にいることがどれほど良いのかを評価する。エージェントが
将来受け取ることを期待できる報酬は、エージェントがどのような行動を取るかに依存するた
め、価値関数は特定の方策に関して定義される。
方策 πのもとでの状態 sの価値 Vπ(s)は、状態 sにいて方策 πに従ったときの期待収益であ
る。MDPに対するVπ(s)の形式的な定義は次のようになる。
Vπ(s) = Eπ {Rt |st = s} = Eπ
{ ∞∑
k=0
rt+k+1
st = s
}
(2.34)
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Eπはエージェントが πに従うとしたときの期待値を表す。終端状態があるときは、価値は 0と
なる。関数Vπ(s)を方策 πに対する状態価値関数と呼ぶ。
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3 先行研究
本章では、本研究に関連する先行研究を紹介する。3.1節では多人数完全情報ゲームの木探索
アルゴリズム、3.2節ではAlphaZeroを説明する。
3.1 多人数完全情報ゲームの木探索アルゴリズム
多人数完全情報ゲームの木探索アルゴリズムは既にいくつか考案されている。本節では、Blokus
への適用例が報告されている、MAXN探索、Paranoid探索、Best-Replay探索 (BRS)の 3つを
説明する。これらは多人数完全情報ゲームの深さ優先探索を効率的に行う。さらに、これらに
MCTSを組合せた探索アルゴリズムであるMCTS-MAXN、MCTS-Paranoid、MCTS-BRSも説
明する。
3.1.1 MAXN探索
MAXN探索 [13]は、多人数完全情報ゲームの木探索の基本となる探索アルゴリズムである。
これは、手番プレイヤが自身の評価値が最も高い行動を選ぶという探索アルゴリズムである。n
人ゲームでのMAXN探索において、とある節点 xの持つ評価値ベクトル v(x)は以下のように
再帰的に定義される。
1. xが葉節点のとき
vi(x) = (xでのプレイヤ i = 1, . . . , nの評価値 )
2. xが葉節点でないとき
xはプレイヤ kの手番、C(x)を xの子節点の集合として、c∗は vk(c∗) = maxc∈C(x) vk(c)を
満たすとすると
v(x) = v(c∗)
評価値ベクトルはプレイヤ n人すべての評価値を要素に持つ n次元ベクトルである。
図 15は 3人非ゼロ和ゲームのゲーム木の例で、MAXN探索により根節点となるプレイヤ 1の
手番では右の行動を選ぶのが最適ということになる。また、MAXN探索は均衡点を見つけるこ
とが知られており、評価値ベクトルが (1, 1, 1)となる行動の組はこのゲームでの均衡点である。
(1, 1, 1)A
(0, 4, 4)B
(2, 2, 5)C
(3, 3, 3) (2, 2, 5)
(0, 4, 4)C
(2, 5, 2) (0, 4, 4)
(1, 1, 1)B
(4, 0, 4)C
(5, 2, 2) (4, 0, 4)
(1, 1, 1)C
(4, 4, 0) (1, 1, 1)
図 15: MAXN探索の例 (Aはプレイヤ 1の手番、Bはプレイヤ 2の手番、Cはプレイヤ 3の手番)
MAXN探索において枝刈をする手法が考案されている [14]。これは評価値ベクトルの要素の
和に上界があり、各要素の値に下界がある場合に適用できる。この条件により評価値ベクトル
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の各要素に上限または下限が作られ、枝刈を発生させる。評価値ベクトルの要素の和の上界が
10で、整数評価値であるゲーム木の枝刈をする様子を図 16に示す。プレイヤ 1の手番の左の
行動の評価値が (3, 3, 3)と分かった時点で、評価値ベクトルの和の上界が 10であることからプ
レイヤ 1の手番の評価値ベクトルの各要素の範囲は (≥ 3, ≤ 6, ≤ 6)となる。プレイヤ 1の右の子
節点の評価値ベクトルの各要素の範囲は (≤ 2, ≥ 7, ≤ 2)となり、この時点でプレイヤ 1の手番で
選ばれないことが分かるので探索を打ち切ることができる。
(3, 3, 3)A (≥ 3, ≤ 6, ≤ 6)
(3, 3, 3)B
(3, 3, 3)C (4, 2, 3)C
(≤ 2, ≥ 7, ≤ 2)B
(1, 7, 1)C |
図 16: MAXN探索での枝刈の例 (Aはプレイヤ 1の手番、Bはプレイヤ 2の手番、Cはプレイヤ
3の手番)
3.1.2 Paranoid探索
Paranoid探索 [15]では多人数ゲームを 2人ゼロ和ゲームと仮定し、他プレイヤすべてが結託
して自プレイヤ (根節点でのプレイヤ)を損させるようにしてくると考える。よって、プレイヤ
すべての評価値からなる評価値ベクトルは不要で、評価値は自プレイヤ 1人のものだけを考え
ればよい。すなわち、自プレイヤの手番では評価値が最大の行動を選択し、各他プレイヤの手
番では評価値が最小の行動を選択する。これは実質的にMinimax木探索となるので、効率的な
枝刈が可能な αβ探索を適用できる。
図 17は 3人ゲームの例で、評価値は根節点での手番プレイヤ 1のものだけを考え、プレイヤ
1の手番では評価値が最大の行動、プレイヤ 2, 3の手番では評価値が最小の行動を選ぶ。プレ
イヤ 1の手番では左の行動の評価値が −3となるが、右の行動の評価値が −3以下だと分かった
時点で探索を打ち切る。
−3A
−3B
−2C
1 −2
−3C
−3 2
≤ −4B
≤ −4C
−4 |
|
図 17: Paranoid探索の例 (Aはプレイヤ 1の手番、Bはプレイヤ 2の手番、Cはプレイヤ 3の手
番)
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3.1.3 Best-Reply探索
Best-Reply探索 (BRS) [16]は、Paranoid探索を改良したものである。他プレイヤすべての手
番を深さ 1つ分にまとめ、他プレイヤの手番では自プレイヤを最も損させられる 1人の行動を
選ぶ。Paranoid探索で深さ dのゲーム木は深さ ⌈2dn ⌉となり、Paranoid探索よりも深くにある自
プレイヤの手番を訪問できる。
図 18は 3人ゲームの例で、相手であるプレイヤ 2, 3の手番がまとめられ、プレイヤ 1の手番
の左の子節点では評価値が最小の 2であるプレイヤ 3の行動を選ぶ。プレイヤ 1の右の行動が
2以下と分かった時点で枝刈をする。
2A
2
3
B
9
B
5
C
2
C
≤ 1
1
B
|
図 18: Best-Reply探索の例 (Aはプレイヤ 1の手番、Bはプレイヤ 2の行動、Cはプレイヤ 3の
行動)
3.1.4 さらにモンテカルロ法を組合せる手法
多人数完全情報ゲームにも、MCTSを適用することは可能である。大きくしていく探索木
を、MAXN、Paranoid、BRSのゲーム木の構造と同じにすればよい。このようなことを行うのが
MCTS-MAXN、MCTS-Paranoid、MCTS-BRSの 3つの探索アルゴリズムである [18]。ただし、
各節点に記録される統計情報が 2人完全情報ゲームでのMCTSとは異なり、UCB1アルゴリズ
ムにも変更が必要となる。
MCTS-MAXNでは、プレイヤ 1だけではなく全員分の報酬の合計を各節点に記録する。プレ
イヤ Pの手番では、以下のように子節点を選ぶ。
c∗ = arg max
i
©­«
wPi
ni
+ C
√
ln nparent
ni
ª®¬ (3.1)
wPi は子節点 iにおける、プレイヤ Pの報酬の合計である。また、MCTS-ParanoidとMCTS-BRS
では、プレイヤ 1ではなく根節点の手番プレイヤの報酬の合計を各節点に記録する。プレイヤ
Pの手番では、以下のように子節点を選ぶ。
c∗ = arg max
i
©­«ϕP=根節点の手番プレイヤ
(
w′i
ni
)
+ C
√
ln nparent
ni
ª®¬ (3.2)
w′i は子節点 iにおける根節点の手番プレイヤの報酬の合計である。
多人数完全情報ゲームにおける UCB1アルゴリズムでは、Progressive History [17]という改
良手法が考案されている。例としてこの手法をMCTS-MAXNに用いた場合、プレイヤ Pの手
番では子節点の選択を以下のようにする。
c∗ = arg max
i
©­«
wPi
ni
+ C
√
ln nparent
ni
+
sa
na
W
ni − wPi + 1
ª®¬ (3.3)
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aは子節点 iに対応する行動である。naは過去全てのゲームにおいて行動 aを用いた回数、sa
は過去全てのゲームにおいて aを用いたときの報酬の合計、W は Progressive Historyの効力を
決める定数である。
3.1.5 性能の比較
以上の計 6種類の探索アルゴリズムを様々な組合せでプレイヤに割り当て、いくつかの多人
数完全情報ゲームにおいて対戦実験を行い、それぞれの勝率を求めるという実験結果が報告さ
れた [18]。4人でプレイする Blokusの実験結果について紹介する。
MAXN、Paranoid、BRSでは、あるプレイヤの評価値をそのプレイヤが今までに盤に置いた
ピースのマス数とした。さらにサイズの大きいピースに対応する子節点を優先的に探索するた
めに、子節点を選ぶ前にMove Orderingを行った。MAXN、Paranoid、BRSの中ではBRSが最も
勝率が高く、次に Paranoidが高かった。また、思考時間を長くするほど、BRSの勝率が高いこ
とが示された。思考時間を 5秒にした場合、到達した深さの平均値はMAXNが 2.76、Paranoid
が 3.38、BRSが 4.03であった。
MCTS-MAXN、MCTS-Paranoid、MCTS-BRSでは、ロールアウトにおいて ϵ-greedy法を用
い、確率 1− ϵで使用可能なピースの中でサイズが最大のものをランダムに選んだ。ϵ = 0.05と
し、UCB1アルゴリズムと Progressive HistoryのパラメータはそれぞれC = 0.2,W = 5である。
MCTS-MAXN、MCTS-Paranoid、MCTS-BRSの勝率はほぼ互角であった。ただし、思考時間が
短いとMCTS-BRSの勝率が若干低くなった。思考時間を 5秒にした場合、ロールアウト数の中
央値はMCTS-MAXNが 4,170、MCTS-Paranoidが 4,212、MCTS-BRSが 4,061であった。
BRSとMCTS-MAXNでは、思考時間をかけるほどMCTS-MAXNの勝率が高くなった。思考
時間を 5秒にした場合、BRSの到達した深さの平均値は 3.83、MCTS-MAXNのロールアウト
数の中央値は 4,412であった。
3.2 AlphaZero
AlphaZeroは、プロプレイヤの棋譜を用いた教師あり学習は一切行わずに、ランダムプレイ
ヤを開始点とする強化学習で 2人ゼロ和完全情報ゲームのAIプレイヤを生成する学習アルゴリ
ズムである。2017年にD. Silverらは、このアルゴリズムを囲碁、将棋、チェスに適用し、それ
ぞれの既存の強力なAIプレイヤの性能を上回ったと報告をした。この節では、このアルゴリズ
ムを説明する。
AlphaZeroでは、ゲーム木を状態・行動空間で表現する。ここで、状態は駒の配置などで表
現される意思決定点、行動は合法手に対応する。終端状態では、ゲームプレイの結果に対応す
る報酬 v′が与えられる。勝ちなら v′ = 1、負けなら v′ = 0、引き分けなら v′ = 0.5とする。
3.2.1 CNNの構成
AlphaZeroでは、方策と状態価値の推定を 1つのCNNで行う。状態 sを入力し、途中で分岐
して行動の確率分布 Pと価値 vを推定する CNN, fθ ,を構成する (図 19参照)。
(P, v) = fθ(s) (3.4)
入力から分岐の間ではResNetが用いられる。分岐から出力 P(s, ·)までを方策NN、出力 v(s)ま
でを価値NNと呼ぶ。方策NNの出力値の個数 Hはゲームによって異なる。
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図 19: AlphaZeroで用いる CNN概略図
CNNに入力する状態の特徴はゲームによって異なるが、手番とその過去 1～7手前の駒の配
置列は共通である。方策NNの出力にはソフトマックス関数、価値NNの出力には tanh関数を
作用させているので、0 < P(s, ·) < 1かつ −1 < v(s) < 1が成り立つ。価値 v(s)は状態 sでの手
番プレイヤのものとする。CNNの構成の詳細は以下のようである。
1. ResNet
• 入力
• 第 1層: 畳み込み層 (フィルタ数 256、サイズ 3 × 3)、BN、ReLU
• 第 2～39層: 残差ブロック 19個 (畳み込み層のフィルタ数 256、サイズ 3 × 3)
分岐 (値を複製)
2. 方策NN
• 第 40層: 畳み込み層、BN、ReLU
• 第 41層: 畳み込み層、ソフトマックスユニット
3. 価値NN
• 第 40層: 畳み込み層 (フィルタ数 1、サイズ 1 × 1)、BN、ReLU
• 第 41層: 全結合層 (ユニット数 256)、ReLU
• 第 42層: 全結合層 (ユニット数 1)、tanhユニット
3.2.2 学習アルゴリズム
自己対戦とミニバッチ学習をそれぞれ繰り返し行うことで、CNNの重み θを更新していく。
まず、自己対戦はCNNを用いてMCTSを行うプレイヤ同士で行われる。各プレイヤはゲームの
意思決定点において、その状態を根節点としてMCTSを行うことによって行動を決定する。こ
のとき、各状態・行動対 (s, a)の過去の訪問回数N(s, a)、報酬の合計W(s, a)、報酬の平均Q(s, a)、
方策NNの出力 P(s, a)、手番プレイヤの番号が記録される。手番プレイヤの番号以外の初期値
は全て 0である。
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AlphaZeroの学習アルゴリズムにおける、MCTSのシミュレーションを説明する。状態 sで
の行動は、変形した PUCTアルゴリズム [19]を用いて、以下のように選ぶ。
a∗ = arg max
a∈A(s)
(Q(s, a) +U(s, a)) (3.5)
U(s, a) = 1
2
C(s)P(s, a)
√
N(s)
1 + N(s, a) (3.6)
C(s) = log 1 + N(s) + cbase
cbase
+ cinit (3.7)
N(s)は状態 sの過去の訪問回数である。C(s)は N(s)が増えるほど大きくなる関数で、cbase, cinit
は定数である。行動を選ぶ前にA(s)上で P(s, a)を再正規化しておく。また、多様なゲームプ
レイを生成できるように、根節点に対応する状態でのみディリクレノイズを用いる。その状態
では P(s, a)を再正規化した後、さらに以下のように P(s, a)を更新しておく。
P(s, a) ← (1 − ε)P(s, a) + εDir(α, s, a) (3.8)
ε, αは定数である。αの適切な値はゲームによって異なり、チェス、将棋、囲碁ではそれぞれ
0.3, 0.15, 0.03としている。ノイズDir(α, s, a)は、次のようにガンマ分布を用いて求める。まず、
β = 1のガンマ分布の確率密度関数
f (x;α) = x
α−1e−x
Γ(α) (3.9)
に従って、|A(s)|個の値 y1, . . . , y|A(s)|を生起させる。ただし、Γ(α)はガンマ関数である。そし
て、Dir(α, s, a)は以下のように計算される。
Dir(α, s, a) ← ya∑|A(s)|
i=1 yi
(3.10)
ゲームの終端状態に辿り着いたら、前述のように報酬 v′を算出する。一方で、内部節点の葉節
点に対応する状態に辿り着いたときは価値 NNで評価し、その出力 v(s)を値域が (0, 1)になる
ように正規化した値をMCTSのシミュレーションの報酬 v′とする。v′を算出した後は、辿って
きた各状態 sの記録を以下のように更新する。
N(s, a) ← N(s, a) + 1 (3.11)
W(s, a) ← W(s, a) + Φ(v′) (3.12)
Q(s, a) ← W(s, a)
N(s, a) (3.13)
Φは状態を 1つ辿るたびに変化する関数である。奇数回辿ったときにはΦ(v′) = 1 − v′となり、
偶数回辿ったときには恒等写像となる。以上のシミュレーションを Nsim回行う。着手は、ゲー
ム開始から M 手までは根節点に対応する状態 sでの N(s, a)に比例した確率で行い、それ以降
では N(s, a)が最も多い行動とする。
自己対戦の結果から学習データの組を採取する手法を説明する。プレイ長 K手のゲーム記録
から組 (sk, πk, zk) (k = 1, . . . ,K)を採取し、リプレイバッファに登録する。skは k手目のゲーム
の意思決定点に対応する状態、πk は sk における各合法手のシミュレーションの訪問回数から
計算される確率分布、zk はプレイの勝敗を表す値である。πk は以下のような計算で求める。
πka =
N(sk, a)∑
b N(sk, b)
(3.14)
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zkは skでの手番プレイヤが勝ちなら+1、負けなら−1、引き分けなら 0とする。πk, zkはそれぞ
れ出力 P(sk, ·), v(sk)の教師信号である。TPUを用いて Nact個の自己対戦を同時に行い、ゲーム
記録をリプレイバッファに繰り返し登録する。リプレイバッファのサイズは少なくとも 500,000
プレイ分である。
CNNの学習は、リプレイバッファから組 (s, π, z)をランダムに Nmini個採取してミニバッチ 1
つを構成し、ミニバッチ付き確率的勾配降下法によって θを更新する。誤差関数は以下である。
E = (z − v)2 − π⊤ log P + c∥θ∥2 (3.15)
cはL2正規化 (重み減衰)のパラメータである。θの更新 1回を 1ステップとし、1,000ステップ
ごとに自己対戦で用いる CNNの重みを最新にする。700,000ステップで学習完了となる。
学習アルゴリズムの疑似コードは付録を参照。
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4 提案手法
4人でプレイするBlokusのAIを、MCTSと強化学習、深層学習を組合せることで開発する。
そこで、AlphaZeroの学習アルゴリズムを 4人非ゼロ和完全情報ゲームであるBlokus用に修正
した BlokusZeroを提案する。
4.1 CNNの構成
AlphaZeroでは囲碁と将棋、チェスでのCNNの構成を示していた。BlokusでCNNを用いる
ために、AlphaZeroのCNNの入力と出力の構成を修正する。状態 sを入力として方策 Pと価値
vを推定する CNNの入力は、表 3のような構成とする。CNNの入力は 20 × 20次元 33チャネ
表 3: CNNの入力
チャネル 内容
第 1チャネル 手番プレイヤのピース配置
第 2チャネル 次の手番プレイヤのピース配置
第 3チャネル 2番後の手番プレイヤのピース配置
第 4チャネル 3番後の手番プレイヤのピース配置
...
...
第 29チャネル 7手前の手番プレイヤのピース配置
第 30チャネル 7手前の次の手番プレイヤのピース配置
第 31チャネル 7手前の 2番後の手番プレイヤのピース配置
第 32チャネル 7手前の 3番後の手番プレイヤのピース配置
第 33チャネル 盤上にあるピースの個数
ルとし、手番とその過去 1～7手前の各プレイヤのピースの配置と盤上にあるピースの個数を入
力する。第 1～32チャネルでは 20 × 20の格子をBlokusの盤と見立てて、ピースで埋まってい
るマスを 1、空のマスを 0とする。第 33チャネルでは、以下のように正規化した値 dで 20× 20
の格子を全て埋める。
d =
盤上にあるピースの個数
84
(4.1)
Blokusの盤へのピースの置き方は 30,433通りのため、方策NNの出力値の個数はH = 30, 433
にする。また、価値NNの出力は 4次元ベクトル v(s)とし、手番プレイヤ pの価値を vp(s)と
する。本研究で用いる CNNの概略図を図 20に示す。
図 20: 本研究で用いる CNN概略図
3ヶ月程度で完了できる実験のセットアップを念頭に置き、CNNの構成は以下とする。
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• 入力: 20 × 20 × 33
• 第 1層: 畳み込み層 (フィルタ数 128、サイズ 3 × 3)、BN、ReLU
• 第 2～21層: 残差ブロック 10個 (畳み込み層のフィルタ数 128、サイズ 3 × 3)
分岐
1. 方策NN
• 第 22層: 畳み込み層 (フィルタ数 2、サイズ 1 × 1)、BN、ReLU
• 第 23層: 全結合層 (ユニット数 30,433)、ソフトマックスユニット
2. 価値NN
• 第 22層: 畳み込み層 (フィルタ数 4、サイズ 1 × 1)、BN、ReLU
• 第 23層: 全結合層 (ユニット数 256)、ReLU
• 第 24層: 全結合層 (ユニット数 4)、tanhユニット
方策NNの出力となるソフトマックス関数の手前では畳み込み層を用いず、全結合層を用いる。
重みの初期化アルゴリズムは方策NNの第 23層と価値NNの第 24層を xavier、それ以外をmsra
とする。重みの数はResNetが (32×33×128+128)+(32×1282+128)×10 = 1, 513, 984、方策NNが
400×2×30, 433+30, 433 = 24, 376, 833、価値NNが (400×4×256+256)+ (256×4+4) = 410, 884
である。
4.2 学習アルゴリズム
AlphaZeroのMCTSアルゴリズムは次のように修正する。BlokusZeroはMAXNの探索木を
用いる。Blokusは 4人非ゼロ和ゲームであるので、各状態にはプレイヤ 4人それぞれのW(s, a)
とQ(s, a)を記録する。W(s, a)とQ(s, a)の初期値は −1とする。以降、W とQの右上に pを付
して該当するプレイヤを示す。MCTSのシミュレーションでは PUCTアルゴリズムを修正し、
手番プレイヤ pの状態 sでの行動の選択を以下のように行う。
a∗ = arg max
a∈A(s)
(Qp(s, a) +U(s, a)) (4.2)
内部節点の葉節点に対応する状態に辿り着いたときには、4次元ベクトルの出力 v(s)を 4人の
MCTSのシミュレーションの報酬とする。本研究では報酬を勝ちなら v = 1、負けなら v = −1
とし、正規化は行わない。逆伝播は以下のようになる。
W p(s, a) ← W p(s, a) + vp (p = 1, 2, 3, 4) (4.3)
Qp(s, a) ← W
p(s, a)
N(s, a) (p = 1, 2, 3, 4) (4.4)
価値NNの出力 v(s)に合わせて、報酬の教師信号 zも 4次元ベクトル zとする。誤差関数は以
下のようになる。
E = ∥ z − v∥2 − π⊤ log P(s, ·) + c∥θ∥2 (4.5)
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価値NNの誤差関数 (式 (3.15)、(4.5)の第 1項)の最大値はAlphaZeroでは 4、BlokusZeroでは
16であり、4倍になっている。よって、方策NNよりも価値NNを優先的に学習してしまう可
能性がある。∥ z − v∥2に 1/2や 1/4を掛けることも考えたが、推考する時間に限りがあったた
め、本研究ではこのように最も単純な修正を行った。
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5 実験
BlokusZeroを実装し、その性能を評価する。そのためにBlokusの先行研究のアルゴリズムも
実装し、BlokusZeroと対戦実験を行う。本章では学習と対戦実験の設定と、結果について説明
する。
5.1 設定
5.1.1 学習アルゴリズムの設定
PUCTアルゴリズムのC(s)のパラメータはAlphaZeroと同様に cbase = 19, 625, cinit = 1.25と
する。ディリクレノイズのパラメータをそれぞれ ε = 0.25, α = 0.02とする。εはAlphaZeroと
同じ値だが、Blokusは合法手数が多いことを考慮して αはAlphaZeroにおける囲碁より小さい
値にする。N(s, a)に比例した確率で着手を行うのは、ゲーム開始から M = 20手までとする。
Blokusのプレイ長は将棋や囲碁に比べると短いので、AlphaZeroのM = 30手より小さくする。
MCTSのシミュレーションはAlphaZeroと同様に Nsim = 800回行う。
CNNの規模に加えてリプレイバッファのサイズもAlphaZeroから小さくし、10,000プレイ分
とする。リプレイバッファの初期化では、サイズ上限に達するまで自己対戦を繰り返し行われ
る。自己対戦ではGPU (NVIDIA社のGeForce GTX 1080 Ti)を 8個用いて、Nact = 8個の対戦
を同時に行う。自己対戦の終了後、リプレイバッファから (s, π, z)の組をランダムに Nmini = 64
個取り出してミニバッチ学習を行う。AlphaZeroでは Nmini = 4, 096だが、これもAlphaZeroよ
り小さくする。学習には重み減衰とモメンタムを用い、それぞれのパラメータはAlphaZeroと
同様に λ = 0.0001, µ = 0.9とする。学習を 1,000回行ったら、リプレイバッファから古い 1,000
プレイ分を捨て、新しい重みを用いて自己対戦を行って 1,000プレイ分を溜める。このように
自己対戦と学習を繰り返し、CNNの重みを更新していく。学習率は初期は 0.001で、40,001回
目の学習からは 0.0001、80,001回目の学習からは 0.00001とする。
5.1.2 対戦実験の設定
BlokusZeroと既存の木探索アルゴリズムを行うプレイヤを対戦させて、BlokusZeroの性能評
価を行う。まずは 6つの木探索アルゴリズムを実装して 2通りの対戦実験を行い、それぞれ勝
率を計測して性能評価を行う。性能が良かったものを BlokusZeroの対戦相手とする。
反復深化を行うMAXN、Paranoid、BRSでは評価値をその時点での点数とし、子節点を選ぶ
前にMove Orderingを行う。ロールアウトを伴うMCTS-MAXN、MCTS-Paranoid、MCTS-BRS
では、UCB1アルゴリズムと Progressive HistoryのパラメータはそれぞれC = 0.2,W = 5とし、
着手は最も訪問回数が多い子節点に対応する行動とする。ロールアウトには ϵ-greedy法を適用
し、ϵ = 0.05とする。まず、MCTS-MAXN、MAXN、Paranoid、BRSで対戦実験を行う。対戦
回数は 300回である。各プレイヤの勝率を表 4に示す。各勝率の 95%信頼区間も計算している。
表 4: 各プレイヤの勝率 (%)
思考時間 (秒) MCTS-MAXN MAXN Paranoid BRS
1 46±6 (729) 6±3 (3.39) 14±4 (3.84) 49±6 (3.68)
5 70±5 (3,920) 2±2 (3.68) 6±3 (4.15) 35±5 (4.08)
また、表中の括弧内の数値は、MCTS-MAXNではロールアウト回数の中央値、それ以外では到
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達した深さの平均である。次に、MCTS-MAXN、MCTS-Paranoid、MCTS-BRS、ランダムプレ
イヤで対戦実験を行う。対戦回数は 300回である。各プレイヤの勝率を表 5に示す。表中の括
表 5: 各プレイヤの勝率 (%)
思考時間 (秒) MCTS-MAXN MCTS-Paranoid MCTS-BRS ランダム
1 47±6 (689) 53±6 (718) 46±6 (639) 0±0
5 52±6 (3,824) 49±6 (3.878) 54±6 (3,495) 0±0
弧内の数値はロールアウト回数の中央値である。先行研究 [18]とは対戦のマッチメイクのさせ
方が異なるが、以上の結果から先行研究と同様にMCTSを組合せた手法の方が強いことが確認
できた。また、MCTS-MAXN、MCTS-Paranoid、MCTS-BRSの間に有意な差がないということ
も確認できた。本研究ではMCTSを組合せた 3つの手法のうち、最も基本的なMCTS-MAXN
を用いる。
BlokusZeroとMCTS-MAXNを行うプレイヤを複数回対戦させ、それぞれの勝率を計測する。
プレイヤ 4人のうち 1人を BlokusZero、残り 3人をMCTS-MAXNとする。ゲーム開始前に決
めるプレイヤの行動順はランダムとする。ゲーム開始から 4手は、各プレイヤは合法手の中か
ら一様ランダムに着手する。BlokusZeroはディリクレノイズを用いず、最も N(s, a)が大きい行
動を着手する。
5.2 結果
BlokusZeroの対戦実験の結果を図 21に示す。対戦回数は 300とした。図中のエラーバーは各
図 21: BlokuZero (シミュレーション回数 800/着手)とMCTS-MAXN (ロールアウト回数 800/着
手)の勝率
勝率の95%信頼区間である。BlokusZeroはミニバッチ学習40,000回目でMCTS-MAXNを有意に
勝ち越した。ミニバッチ学習60,000回目からはBlokusZeroの勝率がさらに大きく上がった。学習
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率を下げた効果が出たと考えられる。よって、ゲーム開始から 4手は一様ランダム、BlokusZero
とMCTS-MAXNのシミュレーション回数が同じという条件下で、BlokusZeroはMCTS-MAXN
に有意に勝ち越した。この対戦実験における平均プレイ長と、BlokusZeroと他のプレイヤが同
時に勝利した回数を表 6に示す。学習を行っても、平均プレイ長とBlokusZeroの同時勝利数に
表 6: 平均プレイ長と BlokusZeroの同時勝利数
重み (回目) 平均プレイ長 (手) BlokusZeroの同時勝利数 (回)
0 64.5 16
20,000 64.6 13
40,000 64.6 14
60,000 65.0 11
80,000 65.0 21
100,000 65.5 22
120,000 65.1 23
大きな変化は表れなかった。また、ミニバッチ学習 120,000回目のBlokusZero同士で 100回対
戦させても、全員同時勝利は 1度も起こらなかった。これらのことから、本研究の強化学習実
験では Blokusの非ゼロ和という性質を積極的に活用できていないことが確認された。
さらに、MCTS-MAXNのロールアウト回数を 800, 1600, 3200と変化させて BlokusZeroの
勝率を計測した (図 22参照)。対戦回数は 300、ミニバッチ学習の更新回数は 120,000とした。
図 22: BlokuZero (シミュレーション回数 800/着手)とMCTS-MAXNの勝率
MCTS-MAXNのロールアウト回数がBlokusZeroのシミュレーション回数の 2倍のときまでは、
BlokusZeroの勝率がMCTS-MAXNを有意に上回った。しかし、4倍のときには有意な差が見
られなかった。同様に、BlokusZeroのシミュレーション回数を 800, 1600, 3200と変化させて
BlokusZeroの勝率を計測した (図 23参照)。BlokusZeroの勝率に大きな変化は見られなかった。
このことから、BlokusZeroのMCTSにおいてシミュレーション回数はあまり重要ではないと考
えられる。
図 24に、100ゲーム分で平均をとった方策NNの出力の性質を示す。ミニバッチ学習の更新回
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図 23: BlokuZeroとMCTS-MAXN (ロールアウト回数 800/着手)の勝率
図 24: 方策NNの出力統計情報
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数は 120,000、BlokusZeroのシミュレーション回数は 800、MCTS-MAXNのロールアウト回数
は 800とした。合法手数は、盤上にピースが 16個程度あるときに最も多くなる傾向がある。こ
のようなときには、方策NNは候補手を上位 100手にも絞れていない様子が見てとれる。また、
BlokusZeroとP(s, ·)が一定のBlokusZeroで対戦実験を行った。対戦回数 300、ミニバッチ学習の
更新回数は 120,000、シミュレーション回数は 800とし、プレイヤ 4人のうち 1人をBlokusZero、
3人を P(s, ·)が一定のBlokusZeroとした。結果、BlokusZeroの勝率は 26±5%、P(s, ·)が一定の
BlokusZeroの勝率は 27±5%で、BlokusZeroが勝ち越すことはできなかった。これらが、Blokus
は有効な手が多いということを意味しているのか、方策NNの表現力が低いということを意味
しているのか、どちらなのかを判断するのは現状では困難である。さらなる調査が望まれる。
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6 まとめ
本研究では、MCTSと強化学習、深層学習を組合せた手法によって、4人でプレイするBlokus
のAIプレイヤを開発した。AlphaZeroの学習アルゴリズムを 4人完全情報ゲームであるBlokus
に修正したBlokusZeroを提案し、CNNの入出力やMCTSに変更を加えた。AlphaZeroと比較し
てCNNやリプレイバッファの規模は大きく落としてBlokusZeroを実装した。また、BlokusZero
の性能評価を行うためにMCTS-MAXNも実装し、対戦実験を行って勝率を計測した。その結
果、BlokusZeroの勝率はMCTS-MAXNの勝率を上回った。よって、Blokusにおいて、MCTS
を行うプレイヤの性能を改善するという目標は達成できたと考えられる。
BlokusZeroの改善案として、AlphaGo Zero [20]のようにMCTSにおいてCNNで状態を評価
する際に、盤面を回転や反転をさせて状態価値の推定精度を高める方法が考えられる。
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付録
AlphaZeroの学習アルゴリズムの疑似コードを以下に示す。
Algorithm 1 AlphaZeroのアルゴリズム
1: function AlphaZero()
2: storage← InitStorage()
3: replay_bu f f er ← InitReplayBuffer()
4: for i ← 1, . . . , num_act do in parallel ▷ num_act個並列に行う。
5: SelfPlay(storage, replay_bu f f er)
6: end for
7: TrainNetwork(storage, replay_bu f f er)
8: return storage.LatestNetwork()
9: end function
10: function SelfPlay(storage, replay_bu f f er)
11: loop
12: network ← storage.LatestNetwork()
13: game← PlayGame(network)
14: replay_bu f f er .Save(game)
15: end loop
16: end function
17: function PlayGame(network)
18: game← InitGame()
19: while ! (game.IsTerminal()) do
20: action, root ← Mcts(game, network)
21: game.Apply(action)
22: game.StoreSearchStatistics(root)
23: end while
24: return game
25: end function
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26: function Mcts(game, network)
27: root ← NewNode(0)
28: Forward(root, game, network)
29: AddDirichletNoise(root)
30: for i ← 1, . . . , num_sim do ▷シミュレーションを num_sim回行う
31: node← root
32: scratch_game← game.Clone()
33: search_path[0] ← node
34: while node.IsExpanded() do
35: action, node← SelectChild(node)
36: scratch_game.Apply(action)
37: search_path.Append(node)
38: end while
39: value← Forward(node, scratch_game, network)
40: Backpropagate(search_path, value)
41: end for
42: return SelectAction(game, root), root
43: end function
上記の疑似コードで現れる関数について説明する。
InitStrage
NNを保存するストレージを初期化する。ストレージは自己対戦部と学習部でNNを共有
して利用するために必要なものである。
InitReplayBuffer
リプレイバッファを空にする。
SelfPlay
自己対戦を行う。
TrainNetwork
ミニバッチ学習を行う。リプレイバッファからミニバッチを作成する際、それぞれの状態
sに対する教師教師 zを算出する。そして式 (3.15)によって誤差を算出し、NNの重みを
更新する。学習したNNはストレージに保存する。
LatestNetwork
ストレージから最後に更新したNNを取り出す。
PlayGame
ゲームをプレイする。
Save
リプレイバッファに 1プレイのゲーム記録を追加する。
InitGame
ゲーム記録を空にする。
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IsTerminal
ゲームが終了したかを判定する。
Mcts
MCTSを行う。
Apply
行動をゲームに適用し、その時の状態 sをゲーム記録に追加する。関数 PlayGame内では
着手となる。
StoreSearchStatistics
式 (3.14)の計算を行って教師信号 πを算出し、ゲーム記録に追加する。
NewNode
状態が所持する記録を初期化する。
Forward
現在の状態を入力として NNの出力 P, vを算出する。確率分布 Pは再正規化して、入力
した状態に記録する。
AddDirichletNoise
式 (3.8)～(3.10)の計算を行う。状態に記録されている確率分布にディリクレノイズを加
える。
Clone
ゲーム記録を複製する。関数Mcts内ではゲーム記録を一時的に複製してシミュレーショ
ンに用いる。
IsExpanded
現在の状態が葉節点を表す状態であるかを判定する。
SelectChild
式 (3.5)～(3.7)の計算を行う。PUCTアルゴリズムによって行動を選択する。
Append
現在の状態をパスに記録する。
Backpropagate
式 (3.11)～(3.13)の計算を行う。MCTSの逆伝播を行う。
SelectAction
シミュレーション結果から、着手する行動を決定する。
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