The principle aim of this paper is to explore the existence of periodic solution of neural networks model with neutral delay. Sufficient and realistic conditions are obtained by means of an abstract continuous theorem of k-set contractive operator and some analysis technique.
Introduction
L  , that is, Man-made neural networks have been widely used in the fields of pattern recognition, image processing, association, optimal computation, and others. However, owing to the unavoidable finite switching speed of amplifiers, time delays in the electronic implementations of analog neural networks are inevitable, which may cause undesirable dynamic network behaviors such as oscillation and instability. Thus, it is very important to investigate the dynamics of delay neural networks. 
The existence of periodic oscillatory solutions of neural networks model has been studied by many researchers [1] [2] [3] [4] [5] [6] . Some authors [3] [4] [5] used the well-known Hopf bifurcation theory to discuss the bifurcating periodic solutions. However, the usual Hopf bifurcation theory cannot be applied to non-autonomous system. In [6] , Li and Lu applied the theory of coincidence degree to non-autonomous neural networks system and obtained some new criteria for the existence of periodic solutions.
Remark 1.1 It is easy to verify that if condition (H1) is satisfied then condition (H3) holds.
The organization of this paper is as follows. Preliminaries will be given in the next section. In section 3, we will study the existence of periodic solutions of system (1.1) by the abstract continuous theorem of k-set contractive operator.
Preliminaries
We consider the following model for neutral type neural networks with periodic coefficient:
In order to study Equation ( 
, where k is a constant. In addition, for a Fredholm operator with index zero, according to [7] , we may define
Throughout this paper, we assume that: 
is bounded, open, and symmetric about . Furthermore, we also assume that 
with the norm defined by
It is easy to see from [8] 
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As  is arbitrary small, it is easy to see that
, where is the inverse function of
. Throughout this paper, we assume that
 has a unique inverse, and we set ij to represent the inverse of function 
Main Results
. 
Suppose that 1 ( ( ), , ( ))
is a solution of system 
It is easy to see that there exist two positive constants 
