In electron crystallography, membrane protein structure is determined from two-dimensional crystals where the protein is embedded in a membrane. Once large and well-ordered 2D crystals are grown, one of the bottlenecks in electron crystallography is the collection of image data to directly provide experimental phases to high resolution. Here, we describe an approach to bypass this bottleneck, eliminating the need for high-resolution imaging. We use the strengths of electron crystallography in rapidly obtaining accurate experimental phase information from low-resolution images and accurate high-resolution amplitude information from electron diffraction. The low-resolution experimental phases were used for the placement of a helix fragments and extended to high resolution using phases from the fragments. Phases were further improved by density modifications followed by fragment expansion and structure refinement against the high-resolution diffraction data. Using this approach, structures of three membrane proteins were determined rapidly and accurately to atomic resolution without high-resolution image data.
INTRODUCTION
Electron crystallography is the only electron cryomicroscopy (cryo-EM) technique capable of delivering structural information for membrane proteins at atomic resolution. With recent advancements in both hardware and methodology, a number of membrane protein structures have been determined by electron crystallography to resolutions that rival those achieved by X-ray crystallography (Gonen et al., 2004 (Gonen et al., , 2005 Grigorieff et al., 1996; Henderson et al., 1990; Hiroaki et al., 2006; Hite et al., 2010; Holm et al., 2006; Jegerschold et al., 2008; Kimura et al., 1997; Kuhlbrandt et al., 1994; Mitsuoka et al., 1999; Murata et al., 2000; Ren et al., 2001; Subramaniam and Henderson, 2000; Tani et al., 2009; Vonck, 2000) . Structure determination in electron crystallography begins with twodimensional (2D) crystals, where the membrane protein of interest is crystallized within a lipid bilayer in which extensive lipid-protein interactions can exist and where lipids can influence the protein structure and function (Reichow and Gonen, 2009) . Given 2D crystals of sufficient order, both protein and lipid structures and their interactions can be determined and studied in detail by electron crystallography (Gonen et al., 2005; Hite et al., 2010; Mitsuoka et al., 1999; Tani et al., 2009) .
For data collection, the 2D crystals are frozen and both image and diffraction data are recorded under low-dose conditions to minimize damage to the crystals (Fujiyoshi, 1998) . The images directly provide the phase information (for review, see Glaeser and Downing, 1993) while diffraction patterns yield accurate amplitude measurement. Usually both the image and the electron diffraction data sets are combined for structure determination and the resolution limit is defined by the resolution that is obtained from images. In practice, it is very challenging, time consuming, and laborious to record an image data set to high resolution. This is mainly because of instabilities in the cryogenic stage (mechanical and thermal drift), instabilities of the electron beam, and charging effects, all of which ''smear out'' the highresolution features in the images (Fujiyoshi, 1998) . Moreover, the amplitudes in the Fourier transforms of the images are relatively inaccurate because they are modulated by the contrast transfer function (CTF). On the other hand, image data sets can be collected to low resolution (6 Å ) with relative ease given well-ordered crystals. This is especially true with recent developments in sample preparation and instrumentation. These images provide low resolution, but accurate, phase information.
In sharp contrast to imaging, electron diffraction typically yields higher resolution information because it is not affected by any of the above instabilities or charging affects and the amplitudes are accurate, as they are not modulated by the CTF. However, electron diffraction only provides amplitude information (from diffraction intensities) but not the phase information. Molecular replacement (MR) is a useful method for phasing high-resolution electron crystallographic data. This technique is common in protein X-ray crystallography but was only recently implemented for use in electron crystallography (Gonen et al., 2004 (Gonen et al., , 2005 Hiroaki et al., 2006; Jegerschold et al., 2008; Tani et al., 2009 ) and depends on the existence of a homologous protein structure to be used as a search model for phasing. If a suitable search model does not exist, MR cannot be used and phases have to be determined by other means.
Here, we present a new approach for rapid structure determination of membrane proteins by electron crystallography based upon phase extension. The concept is similar to some of the pioneering work employed by X-ray crystallographers where lowresolution phases from heavy atom derivatives were extended to high resolution for native data sets (Hogle et al., 1985; Liddington et al., 1991; Rossmann et al., 1985) or EM images of viruses were used to provide a molecular envelope for phase extension of X-ray diffraction intensities for structure determination (Dokland et al., 1997 (Dokland et al., , 1998 Prasad et al., 1999) . We applied our method to three previously determined electron crystallographic structures of (1) aquaporin-4 at 3.2 Å resolution (Hiroaki et al., 2006) , (2) bacteriorhodopsin at 3.0 Å resolution (Mitsuoka et al., 1999) , and (3) aquaporin-0 at 1.9 Å resolution (Gonen et al., 2005) . Our approach allowed us to solve all three structures rapidly and within 1 Å rmsd accuracy of the previously published structures. This newly developed approach can dramatically accelerate structure determination by electron crystallography because it eliminates the need for high-resolution image data collection, which is arguably one of the most time-consuming and laborious steps in electron crystallography.
RESULTS

The Overall Strategy for Phase Extension
We set to develop a new approach for rapid structure determination of membrane proteins by electron crystallography in the 2-3.5 Å resolution range without relying on high-resolution imaging or the existence of a homologous structure for MR. We exploited the strengths of electron crystallography in lowresolution imaging (6 Å to obtain accurate initial low resolution phases) and high-resolution diffraction (to obtain accurate amplitudes to high resolution 3.2-1.9 Å ), both of which can be collected rapidly given large and well-ordered 2D crystals. The low-resolution experimental phases from images were used for initial placement of a number of idealized a helix fragments. The fragments were then refined against the high-resolution diffraction data to obtain more accurate spatial positions (Figure 1) . Phase extension was carried out by combining the lowresolution experimental phases (obtained from image data) with the high-resolution phases calculated from the positioned fragments using phase probabilities (Hendrickson and Lattman, 1970) . The combined phases were further improved by the The 20 residue a helix fragments were initially located by the SAPTF+PRF+PTF algorithm using the experimental amplitude and phase data to 6 Å resolution. One helix (yellow) was incorrectly placed outside the density. (C) The fragment outside the density was manually removed. (D) During fragment correction, the fragment that was placed into the kinked density was split into two shorter fragments. (E) Fragments were further corrected by shortening fragments that were too long or elongating fragments that were too short to match the visible density. (F) The fragment positions were refined as rigid bodies against the diffraction amplitude data to correctly position the fragments in the asymmetric unit. Following rigid body refinement all fragments were well positioned and used for the initial phase calculation. maximum likelihood density modification procedure (Terwilliger, 2000) (Figure 2 ). The density-modified phases were then used for fragment expansion, followed by structure refinement against the high-resolution diffraction amplitudes. These procedures were iterated until the structure model was complete ( Figures  1A and 3 ). Our approach was developed and tested with three data sets as outlined below without the use of prior knowledge of the previously determined structures. Detailed procedures can be found in the Supplemental Experimental Procedures available online, while the progress in the phase extension is documented in Figures 1-6 .
To make our approach readily accessible and applicable to the wider structural biology community, our procedures rely solely on programs that are publicly available to perform all of the required calculations. These programs are well-established and user-friendly, and most are available as part of the Collaborative Project Number 4 (CCP4) (CCP4, 1994) or the Pythonbased Hierarchical ENvironment for Integrated Xtallography (Phenix) (Adams et al., 2010) software for macromolecular crystallography. These programs run through shell scripts or through the CCP4i (Potterton et al., 2003) or Phenix graphic user interfaces, respectively. 
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Aquaporin-4 The rat AQP4 structure was previously determined at 3.2 Å resolution by electron crystallography using molecular replacement as the phasing method (PDB 2D57) (Hiroaki et al., 2006) . The AQP4 structure contains 224 residues forming six transmembrane (TM) helices (H1-H6) and two short non-TM helices (HB and HE) ( Figure 4B ). HB and HE dip into the membrane from opposite sides of the lipid bilayer and meet at the center of the membrane such that the N terminus of HB is oriented opposite to the N terminus of HE. The orientation of HB and HE is a signature structural feature shared by all aquaporins studied to date (Gonen and Walz, 2006) . The density map of AQP4 at 6 Å resolution, obtained by imaging of AQP4 2D crystals, was kindly provided by Drs. Yoshinori Fujiyoshi and Kazutoshi Tani of Kyoto University, Japan. At 6 Å resolution, the map contains six rod-like densities corresponding to six TM helices plus a seventh long kinked density belonging to helices HB and HE (that merge into a single density at this resolution) ( Figure 1D ). Bacteriorhodopsin The structure of Halobacterium salinarium bR was previously determined at 3.0 Å resolution (PDB 2AT9) by electron crystallography using a combination of electron diffraction and highresolution imaging of bR 2D crystals (Mitsuoka et al., 1999) . The structure contained 222 residues forming seven transmembrane (TM) helices (named A to G) and a single two stranded antiparallel b sheet in the loop connecting helices B and C (named loop BC) ( Figure 4B ). In addition to the protein, the structure also contained a bound retinal molecule and several ordered lipid and water molecules. The 6 Å resolution density map, obtained by imaging of bR 2D crystals, was kindly provided by Dr. Kauro Mitsouka of the Biomedicinal Information Research Center, Tokyo, Japan. At 6 Å resolution, the density map contained seven rod-like densities that correspond to the seven TM helices and also a density for the b sheet loop BC. However, at this resolution, the density for the beta sheet appears continuous with one of the rod-like densities. The densities for the lipid, water, and retinal molecules that were originally reported (Mitsuoka et al., 1999) were invisible in the 6 Å resolution map. Aquaporin-0 The structure of ovine lens AQP0 was previously determined at 1.9 Å resolution (PDB 2B6O) by electron crystallography, using molecular replacement as the method for phasing (Gonen et al., 2005) . The structure contains 235 residues consisting of six transmembrane (TM) helices (H1-H6), two short non-TM helices (HB and HE) and a C-terminal helix outside the membrane plane ( Figure 4B ). As in AQP4, HB and HE dip into the membrane from opposite sides of the lipid bilayer and meet at the center of the membrane such that the N terminus (Final) Close up view of the final structure of AQP4, bR and AQP0 with the density from phases extended to 3.2, 3.0, and 1.9 Å resolution, respectively. As the phases improved, more and more densities for amino acid residues became apparent and loops connecting a helices became visible. The ribbon diagrams represent the final structures as indicated and colored in spectrum from blue to red corresponding to the N to C termini, respectively. of HB is oriented opposite to the N terminus of HE. In addition to the protein, the structure also contained several ordered lipid and water molecules. Since an electron microscopy image data set for AQP0 2D crystals was not available, we simulated phases to 6 Å to be used in place of the experimental phases for our procedure. The 6 Å phases were calculated from a polyalanine model of the AQP0 structure (PDB 2B6O) lacking protein loop regions, lipids, and water molecules. This AQP0 6 Å simulated map appeared similar to the experimental AQP4 6 Å resolution map. It contained seven long, rod-like densities because the density for helices HB and HE at this resolution merge into a single long density that is kinked at the center (similarly to Figure 1D ). Although this map was simulated, it actually contained less information than the experimental maps for AQP4 and bR because our AQP0-simulated map did not contain density for loop regions so the connectivity between adjacent helices was not apparent.
The Fragment-Based Phase Extension Approach Initial Positioning of Fragments
We initially placed idealized a helix fragments of 20 alanine residues in the asymmetric unit using the spherically averaged phased translation function (SAPTF) followed by phased rotation function (PRF) and phased translation function (PTF) algorithms in the program Molrep (Vagin and Isupov, 2001 ). Using only the default parameters, in all three test cases the program placed a total of 8 fragments into the density. Even though AQP4 was predicted to have only six TM helices plus the two short HB and HE (Hiroaki et al., 2006) , the program placed seven helical fragments into the apparent seven rod-like densities of the map, while fragment 8 was incorrectly placed and did not occupy any density region ( Figure 1B , yellow helix). For bR, the program also placed 8 helix fragments in the asymmetric unit even though the density only contained seven rod-like densities. Each of six fragments occupied a single rod-like density while two fragments were placed in a head-to-tail fashion into a single elongated rod-like density. (This elongated density is the product of a helix and the beta sheet, which appeared merged at 6 Å resolution). Finally, for AQP0 the program again placed eight fragments into the density; six fragments were each placed into a single rod-like density while two helices were placed into the long, kinked density.
Fragment Removal and Correction
We examined the result from the Molrep program using the graphic program Coot (Emsley and Cowtan, 2004 ) and corrected the initial fragments ( Figures 1B-1E ). Fragments that (A) Initial fitting: The initial placement of idealized a helix fragments is the starting point for the fragment-based phase extension procedures. The fragments of 20 alanine residues (red) were initially placed by the SAPTF+PRF+PTF algorithm into the 6 Å experimental density (blue). Final Structure: The density maps and final structures after our fragment-based phase extension procedures. The s A -weight 2F o -F c density maps are shown overlaid with the final structures. The density maps in all panels are shown at 1s contour level. (B) Stereo views of the final structures shown as ribbon diagrams colored in spectrum from blue to red corresponding to the N to C termini, respectively. Helices are labeled as in the previously published structures (Gonen et al., 2005; Hiroaki et al., 2006; Mitsuoka et al., 1999). occupied no density were manually removed from the asymmetric unit (Figures 1B, yellow helix, and 1C) . At low resolution the direction of the a helix fragments was not easily distinguishable, although we found that the SAPTF+PRF+PTF algorithm provided an advantage over manual placement because this algorithm placed the majority of the a helix fragments in the correct direction. To detect errors in the fragment direction, we used the helix dipole principle (Hol, 1985; Hol et al., 1978) to examine all remaining helix fragments. Based on the helix dipole principle, two adjacent helices should pack against 
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Phase Extension in Electron Crystallography each other in an antiparallel fashion because of the opposite partial charges at the helical termini. We were able to detect an error in the directional placement of only two helices for AQP4 and 3 helices for bR, and were able to correct the error by a manual 180 flip. For AQP0 we could only detect one fragment that was placed in the reverse direction and this fragment was also flipped manually by 180
. We then examined all of the fragments in all three test cases for good fit with the density. A close examination of the three density maps revealed that all structures contained kinked densities. When the density contained a sharp kink or a pronounced curvature, the idealized a helix fragment could only partially fit into the density. As a rule of thumb, therefore, we split such helices into two shorter fragments at the kink (an example is presented in Figure 1D ). We then manually extended or truncated all of the fragments to roughly match their corresponding density length ( Figure 1E ; Supplemental Experimental Procedures). We found that the expansion/truncation of the helices is an important step although expansion/truncation by plus or minus five residues gave equally good results. Rigid Body Refinement and Phase Probability Calculation After fragment correction, we carried out rigid body refinement and phase calculation using the program Phaser (McCoy et al., 2007) . Here, we refined the positions of a helix fragments against the diffraction amplitudes. We found that manual model correction prior to rigid body refinement was crucial in allowing the helices to be positioned more precisely and at the correct register ( Figure 1F ). Without fragment correction, large errors in helical registers were observed. Phase probability extended to the resolution limit of the diffraction data was then calculated from the position-refined fragments for each test case ( Figure 2B ).
Phase Combination
We used probability-weighted phase combination as a basis for our phase extension approach. Phases from different sources can be combined to obtain a new phase set in order to improve the overall phase and map quality (Rossmann and Blow, 1961) . This is often accomplished by using the phase probability distribution expressed as Hendrickson-Lattman (HL) coefficients (Hendrickson and Lattman, 1970) . In our procedure, we calculated the HL coefficients and combined the phase probability of the positioned fragments with the phase probability originating from the image data. Phases calculated from the fragments ( Figure 2B ) usually contain large phase errors due to model incompleteness, imprecise placement of the fragments, and coordinate errors between the idealized and the real conformations of the helices. To minimize these errors and possible bias toward the fragments, we underweighted the phase probability from the fragments during phase combination. The resulting density map contained both low-resolution features from the image data set (including unaccounted density belonging to loop regions) and high-resolution features originating from the positioned fragments ( Figure 2C ). (Cycles 1 and 2) The density for lipid, ligand and water molecules became progressively more apparent and more well-defined as phases were extended to 3.0 and 1.9 Å for bR and AQP0, respectively. (Final) In the final map, as the phases were significantly improved, the densities for the lipid, retinal, and water molecules became more accurate and appear similar to the previously published studies (Gonen et al., 2005; Mitsuoka et al., 1999) . The s A -weight 2F o -F c density maps (blue) from each cycle are shown overlaid with the models of lipid and retinal (yellow), or water molecules (red spheres). The protein models at each stage are displayed in gray.
Density Modification
Density modification is a widely used method for improving phases, especially for data below atomic resolution. This is achieved by improving the real space density map. We used the program Resolve (Terwilliger, 2000) to perform maximum likelihood density modification starting with the combined phase probability. The procedure substantially improved the phase quality and the density map appeared more defined and the density for several amino acid residues began to appear (Figures 2D-2H) .
Fragment Expansion and Refinement
Following density modification, we used the automated model building feature of the Resolve program (Terwilliger, 2003) to perform 50 cycles of model building into the density-modified map. The amino acid sequence information was used during the automated model building so that the initial polyalanine fragments were rebuilt and expanded gradually to include other amino acid side chains for residues where the density permitted such modifications. This was coupled with cycles of geometry refinement. Each of the 50 cycles resulted in a possible model with its own R free value. The top five to ten resulting models that were the most complete and had the lowest R free were inspected closely in Coot (Emsley and Cowtan, 2004 ) and used as a guide for cycles of manual model building and refinement in Refmac (Murshudov et al., 1997) . The s A -weighted 2F obs -F calc and F obs -F calc maps were then used for additional cycles of manual model building and correction followed by refinement (see details in the Supplemental Experimental Procedures). The model at the end of the first cycle of our fragment-based phase extension procedures contained 179 residues with R work /R free = 0.368/0.459 for AQP4, 176 residues with R work / R free = 0.375/0.383 for bR and 143 residues with R work /R free = 0.416/0.443 for AQP0 (Figure 3, cycle 1 ).
Iteration and Final Refinement Cycles
After cycle 1, we reiterated the procedures described above and in Figure 1A . The fragment positions were refined with rigid body refinement using the amplitude data to the maximum resolution for each test case. Phase probability was calculated from the fragments and combined with phase probability from the image data. This was followed by density modification, fragment expansion and refinement as described above. The model after cycle 2 contained 203 residues with R work /R free = 0.332/ 0.413 for AQP4, 178 residues with R work /R free = 0.317/0.349 for bR and 185 residues with R work /R free = 0.327/0.372 for AQP0 (Figure 3, cycle 2 ). In the final iterated cycle of our fragment-based phase extension procedures, the phase probability from the refined model of cycle 2 was directly combined with the phase probability from the image data and used in density modification followed by automatic model expansion and refinement. Cycles of manual model building and subsequent refinement were carried out until the model was complete. The final model contained 222 residues with R work /R free = 0.291/0.346 for AQP4, 222 residues with R work /R free = 0.257/ 0.308 for bR and 218 residues with R work /R free = 0.281/0.336 for AQP0 (Figure 3, final) . A detailed description of the iteration procedure can be found in the Supplemental Experimental Procedures, while the initial fitting of the idealized helices versus the final structures for all three test cases are presented in Figure 4 .
Close comparison of the structures determined by our method with the previously published structures indicates that the structures are essentially the same. In the case of AQP4 our structure is similar to the previously determined AQP4 structure (PDB 2D57, Hiroaki et al., 2006) with an rmsd of 1.2 Å for all Ca atoms, and 0.9 Å for 219 Ca atoms using the Secondary Structure Matching (SSM) algorithm (Krissinel and Henrick, 2004) (Figure 5 ). The main differences between our structure and the previously published structure of AQP4 originate from the flexible loop regions where the density is poorly defined. For bR, the final structure can be superimposed with the previously determined structure (PDB 2AT9, Mitsuoka et al., 1999) with an rmsd of 1.3 Å for all Ca atoms, and 0.9 Å using the SSM method for 210 Ca atoms ( Figure 5 ). The main differences are in loop AB and EF regions. Moreover, the C termini of helices A and E are helical in our structure but were previously modeled in an extended conformation. Similarly, for AQP0 the final structure can be superimposed with the previously determined structure of AQP0 (PDB 2B6O, Gonen et al., 2005) with an rmsd of 1.3 Å for all Ca atoms, and 0.7 Å using the SSM method for 213 Ca atoms ( Figure 5 ). The main differences are again in the flexible loop regions where the density is not welldefined. Our refinement statistics for all three test cases are also comparable to the previously determined structures (Table 1 ). The progress in structure determination and phase improvement was evaluated for all three test cases using the plot of figure of merit (FOM) versus resolution ( Figure 5 ). Typically when the FOM was better than 0.6, additional iteration cycles did not provide significant phase improvements. The density maps at this stage were of sufficiently high quality that manual building and refinement could be carried out to improve the phases and complete the model. The final structures have a FOM of 0.713, 0.766, and 0.736 for AQP4, bR, and AQP0, respectively.
Lipid, Ligand, and Water Densities
In the original electron crystallographic studies of both bR and AQP0, the density for a belt of annular lipids that mediated crystal contacts was resolved (Gonen et al., 2005; Mitsuoka et al., 1999) . These lipids interacted intimately with the proteins by fitting snugly into irregularities on the protein surface. A network of charge complementation, van der Waal contacts, and hydrophobic interactions all contributed to the tight packing of the lipids with the proteins.
The starting 6 Å resolution experimental density maps for bR and AQP0 used in our fragment based phase extension method did not initially resolve the density for lipid molecules (Figures 6  and 7) . However, as the phase extension procedure progressed and phases became more accurate, the density map generally revealed additional features of ordered entities that contributed to the total diffraction amplitudes, including ligand, water, and lipid molecules (Figures 6 and 7) . For bR, the density for both lipid molecules as well as retinal appeared. With AQP0 the density for lipid molecules as well as a number of water molecules became apparent. (No lipids were observed for AQP4 likely due to the low-resolution diffraction). These observations serve as a validation that our method can produce accurate phases because the lipid molecules, retinal and water molecules were excluded from the initial fragments and were invisible in the starting lowresolution maps.
DISCUSSION
Once large and well-ordered 2D crystals are obtained, one of the bottlenecks in structure determination by electron crystallography is the requirement of image data collection to directly provide experimental phase information to high resolution. Using our fragment-based phase extension approach we were able to determine the high-resolution structure of each of the above three membrane proteins rapidly and accurately to atomic resolution without the use of high-resolution image data. This approach takes advantage of the strengths of electron crystallography (in rapidly obtaining accurate low resolution experimental phase information from low-resolution image data and in obtaining accurate high-resolution amplitude information from electron diffraction) and, at the same time, introduces less model bias than molecular replacement because it does not require a homologous structure for phasing.
Image acquisition at low-resolution such as 6 Å is relatively simple and routine in electron crystallography given large and well-ordered 2D crystals. Image data collection to high resolution is much more challenging. Various instabilities such as charge and mechanical and thermal drifts in the electron microscope all affect the quality of the images and therefore the phase information (Fujiyoshi, 1998; Gyobu et al., 2004) . For a complete 3D density map to be obtained at 3 Å resolution from image data, one must tilt the 2D crystals to at least 60 to minimize the missing cone and maximize data completeness (Fujiyoshi, 1998; Hiroaki et al., 2006; Kimura et al., 1997) . Unfortunately, all of the artifacts mentioned above are more severe with high tilt angles, further limiting the information that is recorded. Even with the use of crystal unbending protocols (Kunji et al., 2000) , no example exists to date where images of 2D crystals yielded a 3D density map better than 3 Å resolution.
In sharp contrast, high-resolution electron diffraction data can be collected rapidly and accurately typically delivering information well beyond the 3 Å resolution mark for large and wellordered 2D crystals. Electron diffraction is independent of the CTF and the data is not affected by the stage and temperature instabilities or by the charging affects. As a result, data can be collected from highly tilted 2D crystals (60 or even 70 is feasible if the 2D crystals are large enough) resulting in a data set where the missing cone is significantly minimized and the data is more complete (Fujiyoshi, 1998; Glaeser and Downing, 1993) . The downside of using electron diffraction data alone is that phases need to be determined by other methods. While molecular replacement proved itself as a useful technique for phase determination (Gonen et al., 2004 (Gonen et al., , 2005 Hiroaki et al., 2006; Jegerschold et al., 2008; Tani et al., 2009) , it can only be used when a homologous search model is available.
Our new approach does not require a homologous structure for phasing and therefore introduces less bias and has fewer restrictions than molecular replacement. Instead, we obtain No. of refined atoms 1659 2549 2211 a R work and R free were calculated from reflections in the working and the FreeR sets, respectively, according to: R-factor = S kF obs j-jF calc k / S jF obs j. b Number in parenthesis indicates the R-factor recalculated with only protein atoms (lipid, ligand, and water molecules were excluded) using the program Refmac.
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Phase Extension in Electron Crystallography initial experimental phase information from low-resolution image data. Image data acquisition to low resolution is fast and relatively simple and the phases that are obtained are accurate enough that the density for helices is well defined, allowing us to place a helix fragments in the asymmetric unit in real space. Our procedure has been developed and tested for structures containing mostly a helices but has not been tested or optimized for b-barrel membrane proteins. The procedure works well for a-helical proteins as phases extended using the fragments are more reliable when (1) the fragments are positioned accurately with low rmsd between the fragment and the target structure, a condition more suitable to a helices than b sheets at 6 Å low resolution, and (2) the fragments occupy the majority of the asymmetric unit and contribute to a large portion of the total diffraction amplitudes.
Initial phases calculated from the fragments are usually biased toward the fragments and have poor quality due to coordinate errors (deviation of idealized helices from real helices and inaccuracy in positioning) and model incompleteness. In our procedures, these problems were significantly reduced by (1) using the maximum likelihood approach for fragment phase probability calculation so that reflections with more accurate phases have higher weight, (2) using low-resolution experimental phases from images to restrain phase accuracy by phase combination, (3) underweighting the overall fragment phase probability during phase combination, and (4) employing the maximum likelihood density modification to improve the combined phases. Using these procedures, the fragments with small errors showed improvement in the density (well-defined features for backbone and side chain) while fragments with large errors (such as conformational differences and large rotational and translational shifts along the helical axis) showed low correlation with the modified density map. We were able to correct the errors originating from the fragments after cycles of density modification, model building and refinement as the models were routinely checked against the s A -weighted 2F obs -F calc and F obs -F calc maps. Therefore, our procedures were able to minimize, identify, and correct errors and/or bias initiated from the starting fragments to ensure the fidelity of the final model. Using our approach we were able to determine the structures of AQP4, bR and AQP0 rapidly and accurately (within 1 Å rmsd to the published structures determined by other methods) (Figure 5) . The bR test case provides a valuable comparison between the use of high-resolution image phases and our approach for structure determination. Our phase extension approach produced lower refinement R free than the value reported previously (Table 1) even though our structural model did not include retinal, lipid and water molecules in the refinement. Our bR structure differs from the previously reported structure (PDB 2AT9) (Mitsuoka et al., 1999) in the loop AB and EF regions and the C-terminal ends of helices A and E in (Figure 5) . The conformation at these loops and helical ends in our structure was not a result from the fragment bias as the fragments did not extend into these regions. The reported bR structure was previously refined against both diffraction amplitudes and high-resolution phases from images (Mitsuoka et al., 1999) In the starting 6 Å resolution experimental map, the density for lipids was not visible. However, as the phases were extended and improved, the density for lipids became increasingly apparent. In the final s A -weight 2F o -F c map, the lipid densities were pronounced and matched the previously published structures of the membrane surrounding both bR and AQP0. bR and AQP0 are illustrated in blue and lipids in yellow.
Phase Extension in Electron Crystallography while in our approach the refinement was done against diffraction amplitudes only. Therefore, we were able to refine our structure to better agree with the amplitudes and used phases obtained from the refined model to calculate density maps to further improve the structure. Interestingly, the loop and helical conformations observed in our structure are similar to the conformations in the recently reported 1.6 Å resolution bR structure (PDB 3HAP) that was determined by X-ray crystallography (Joh et al., 2009 ) with 0.7 Å rmsd for all Ca atoms.
As the phase extension procedure progressed and phases became more accurate, the density maps for AQP0 and bR revealed bound ligand, water, and lipid molecules (Figures 6  and 7 ). These observations serve as a validation that our method can produce accurate phases because the lipid, retinal, and water molecules were excluded from the initial fragments and were invisible in the starting low-resolution maps. Our fragment-based phase extension approach was therefore able to rapidly and accurately determine the structures of membrane proteins while eliminating the need for high-resolution image data collection, which is arguably one of the most significant bottlenecks in protein structure determination by electron crystallography.
EXPERIMENTAL PROCEDURES
Data files were prepared using the CCP4 programs Sfall, CAD, and SigmaA (CCP4, 1994) via CCP4i version 1.4.4.2 (Potterton et al., 2003) . The initial placement of the idealized a helix fragments was performed using the spherically average phased translation function (SAPTF) followed by the phased rotation function (PRT) and the phased translation function (PTF) algorithm in the program Molrep (Vagin and Isupov, 2001 ). The fragments were manually corrected in the graphic program Coot (Emsley and Cowtan, 2004) . The rigid body refinement of the fragments and phase probability calculation were performed using the program Phaser (McCoy et al., 2007) . The program Clipper hltofom in CCP4i was used for phase combination. Density modification and automated model expansion were carried out using the program Resolve (Terwilliger, 2000 (Terwilliger, , 2003 followed by the geometry refinement using the program Refmac (Murshudov et al., 1997) . Manual model building was done in Coot followed by the geometry and B-factor refinement against diffraction amplitudes using Refmac. Same working and FreeR reflections used in the previously published structures were used in our procedures for comparison purposes of refinement statistics. The refinement was carried out using only the reflections in the working set. The FreeR reflections (5%-10% of all reflections) were excluded from the refinement and were used to calculate R free (Table 1 ) and monitor the progress of the refinement. The progress in structure and phases was analyzed using the CCP4 program SigmaA (Read, 1986 ). Detailed protocols are described in the accompanying Supplemental Experimental Procedures.
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