Metal matrix nanocomposites (MMNCs) are produced by dispersing reinforcing nanoparticles into metal matrix. It is a type of emerging materials with high strength and light weight and draws significant attentions in recent years. If the particles are not well dispersed, they will form particle clusters in the metal matrix. These clusters will detrimentally impact on the final quality of MMNCs. This paper proposes a statistical approach to estimating the parameters of the size distribution of clusters in MMNCs. One critical challenge is that the clusters are distributed in a three-dimensional (3D) space, while the observations we have are two-dimensional (2D) cross-section microscopic images of these clusters. In the proposed approach, we first derived the probability distribution of the observed sizes of the 2D cross sections of the clusters and then a maximum likelihood estimation (MLE) method is developed to estimate the 3D cluster size distribution. Computational efficient algorithms are also established to make computational load manageable. The case studies based on simulation and real observed data are conducted, which demonstrates the effectiveness of the proposed approach.
Introduction
In recent years, the MMNCs, as an emerging advanced material, have drawn significant attention [1] . MMNCs are produced by dispersing reinforcing nanoparticles into metal matrix. It possesses many highly desirable properties such as higher strength-weight ratio and improved resistance to wear and fatigue, especially at elevated temperatures [2, 3] , and can find applications in a broad range of industries such as automotive, aerospace, and healthcare.
Because nanoparticles are the key reinforcing elements in MMNCs, the distribution of nanoparticles within metal matrix is of critical importance in determining the final properties of MMNCs. The principles of material science disclose that uniformly distributed nanoparticles will generally lead to the most significant enhancement in the material properties [2, 3] . Unfortunately, because of the large surface-to-volume ratio, high viscosity, and poor wettability in MMNCs, it is difficult to disperse nanoparticles uniformly in base materials [4] . Thus, if a dispersing process is not well controlled, it is prone to end up with particle clusters in metal matrix which will detrimentally impact on the properties of the final product. Figure 1 provides a typical image which was obtained from a real fabrication process, showing that the clusters of nanoparticles reside in the metal matrix. Consequently, in order to assess and control the quality of the MMNC fabrication process, it is important to detect and evaluate the particle clusters in MMNCs.
The distribution of reinforcing particles in composite manufacturing processes has been investigated in the past two decades [5] [6] [7] [8] [9] . These existing studies aim to quantify and characterize the particle distribution and clustering effect, mostly based on the interparticle distances and/or the particle counts within multiple subregions. General statistical methods to evaluate the clustering of points are also developed in biological and geological fields [10, 11] . For most of these methods, one significant limitation is that they draw conclusions on the particle distribution from the particle locations in a 2D plane. If the underlying particle distribution is limited to 2D space such as the distribution of a plant species within a plain area, these methods would be sufficient. However, in the case of MMNCs, particles are distributed in a 3D base material and clusters also have 3D shapes. Due to the limitation of the inspection capability, it is very difficult, if not impossible, to obtain direct 3D observations of clusters. Instead, only the 2D cross-section images of MMNCs can be observed using microscopic systems. The 2D particle distribution only carries the limited information regarding the particle distribution in a 3D space. In this case, the conventional method for particle cluster detection and evaluation cannot be applied. Most recently, Zhou et al. [12] developed a method of detecting the existence of particle clusters in a 3D space based on multiple randomly sampled 2D images of MMNCs. In their work, the probability distributions of the number of particles on a single image with and without particle clusters are derived, respectively. Based on the difference between the two distributions, a hypothesis test is established to detect the particle clustering in the 3D space. Although it is an important step toward inferring 3D particle clustering based on 2D observations, their method only detects the existence of clusters and does not provide an estimation of the distribution characteristics of clusters in the 3D space.
The purpose of this paper is to develop a statistical method to infer the size distribution of 3D particle clusters based on the observations of 2D cross-section images. In the proposed approach, we first derived the probability distribution of the observed sizes of the 2D cross sections of clusters, and then a MLE method is developed to estimate the 3D cluster size distribution. The rest of the paper is organized as follows. In Sec. 2, the detailed problem formulation is provided. The estimation approach is presented in Sec. 3. Section 4 uses simulation to verify the effectiveness of the parameter estimation approach established in Secs. 2 and 3. Section 5 presents an empirical case to illustrate the application of the parameter estimation approach. Section 6 concludes the paper.
Problem Formation and Assumptions
Before providing the detailed problem formulation, we shall first describe the inspection scheme and the required assumptions. The microscopic images sampled from the specimens of MMNC can be modeled as cross-cutting planes as shown by the shaded planes in Fig. 2 . If an image plane passes through nanoparticles or particle clusters, these particles or particle clusters will show up on the image as illustrated by the 2D figures (I)-(IV) in Fig. 2 . To limit the scope of this paper, we will not investigate how to identify the particle clusters in 2D images; rather, we assume these clusters have been identified manually or through some automatic image processing algorithms. In (III) and (IV), these clusters are identified and marked by the dashed line circles. With this inspection scheme, the problem we are facing is that by knowing the sizes of multiple clusters in 2D observed images, how we can infer the size distribution of clusters in a 3D space.
For the sake of simplicity, we further assume that the 3D clusters in MMNCs are in a spherical shape and that if the radius of a cluster is larger than a given threshold, say r 0 , it deems to have the impact on material properties and should be considered. This is a reasonable assumption in practice because nanoparticles generally have poor wettability in the high-viscosity molten metal. As a result, the nanoparticles tend to form spherical clusters since they have the smallest ratio of surface to volume, as observed in many studies [13, 14] .
With the spherical assumption, the size of a 3D cluster in MMNCs is determined only by the radius, and we need to estimate the probability distribution of R c . However, limited by the inspection scheme, we cannot directly sample R c . Instead, we can observe the radius of the intersecting circle between a 3D cluster and an image plane, which is denoted by R. The relationship between R c and R is illustrated in Fig. 3 , and a simple mathematical relationship is R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 
Estimating the Parameters of the 3D Cluster Size Distribution
In this section, we present the detailed methodologies for estimating the parameters of the distribution of R c based on the samples of R. In Sec. 3.1, the p.d.f. of R is derived and the likelihood function is obtained. The estimation method based on the maximum likelihood principle is presented in Sec. 3.2. In these sections, the results are firstly obtained without assuming any specific structure of the distribution function of R c . Then, the results of presuming two specific distribution functions of R c , namely the uniform distribution and the normal distribution, are derived and presented. These two distributions are widely used in practice as noninformative distributions to model complex processes when little prior knowledge is known. The estimation procedures based on these two specific distributions not only demonstrate the detailed estimation processes but are of practical values. In fact, the case study using the real data shows that uniform distribution is a fairly accurate distribution to describe 3D cluster sizes. 
Given the relationship of R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 
where r 0 is the minimum threshold of 3D cluster radii, that is, a 3D cluster is considered as a cluster when r c ! r 0 . Integrating f RRc ðr; r c jhÞ with respect to R c leads to the marginal p.d.f. f R ðrjhÞ of R
Equation (4) provides the p.d.f. of R when the 3D cluster size R c is generally distributed. If we assume that R c follows a uniform distribution with p.d.f. as
where r b is the upper bound of R c , it is straightforward to obtain the p.d.f. of R as
Another popular choice of the distribution of a random variable when little prior knowledge is known is the normal distribution. In our case, considering the fact that R c needs to be greater than a threshold r 0 , we can assume f Rc ðr c jhÞ to be a truncated normal distribution as
where l and r are the mean and standard deviation of the normal distribution and they constitute the parameter vector h, D ¼ 1 À Uððr 0 À lÞ=rÞ, and UðÁÞ is the c.d.f. of standard normal distribution. Plug Eq. (7) into (4), we have
Equations (4), (6), and (8) provide the p.d.f. of R under the general scenario and two specific scenarios, respectively. These functions are the foundation for establishing the likelihood function. Assume that there are N independently and identically distributed observations of R from microscopic images, denoted as r 1 ; …; r N . According to the p.d.f. in Eq. (4), we can obtain the following log-likelihood function:
where N 1 is the number of observations of R that is smaller than r 0 . Equation (9) gives the likelihood function for N observations of R. If we assume R c follows a uniform distribution, Eq. (9) can be further simplified as
On the other hand, if we assume R c follows a normal distribution as given in Eq. (7), we will get the following log-likelihood function:
Based on the principle of MLE [15] , the estimation of the parameters h can be obtained by solving the following optimization problem:
The solution techniques are discussed in Sec. 3.2.
Parameter Estimation
Based on the EM Algorithm. When we estimate parameters h by solving Eq. (12) , if the likelihood function is in a closed form that is easy to evaluate (e.g., Eq. (10)), conventional optimization algorithms such as the Newton method can be used. However, in many cases, the objective function contains intractable integrals (e.g., Eq. (11)) which make it very difficult to evaluate them. In those cases, it is necessary to adopt a more advanced method to solve the optimization problem Eq. (12) . In this paper, the expectation-maximization (EM) algorithm is chosen due to its computational effectiveness. The EM algorithm was generalized and named by Dempster et al. [16] . The EM algorithm is particularly effective when the parameters we estimate are associated with unobserved latent variables. For instance, in our case, h are the parameters of random variable R c which are unobservable. Thus, the EM algorithm fits our problem well. Generally, the EM algorithm includes two steps, namely, the expectation (E) step and the maximization (M) step which can be formally described by Eqs. (13) and (14), respectively [16] [17] [18] In Eq. (13), h, h ðkÞ , and LðhÞ are the parameter vector, the vector of optimal parameter values at iteration k, and the log-likelihood function, respectively. The symbol y denotes the observed data, and X represents the unobserved latent variables. The EM algorithm is computationally efficient, versatile, and proven to converge to the optimal solution h * [16, 19] . In the following, we tailor this algorithm to our problem. Particularly, we will focus on maximizing the objective function in Eq. (11).
The Expectation
Step. In terms of the likelihood function in Eq. (11), an equivalent expression of Qðh; h ðkÞ Þ is
E½r ci jr i ; h ðkÞ r 2 (15) where N is the sample size and ðr c1 ; …; r cN Þ is the set of unobserved radii of 3D clusters corresponding to the observed ðr 1 ; …; r N Þ. 
where [18, 20] to evaluate E½r ci jr i ; h ðkÞ . The basic idea of the Monte Carlo sampling is to generate a large number of random samples from a distribution and then use the sampled data to compute the required statistic. The popular methods in the Monte Carlo sampling include rejection sampling and importance sampling. Compared with rejection sampling, importance sampling is more efficient when the acceptance rate in rejection sampling is low [20] . In this paper, we adopt the importance sampling method with self-normalized weights [21] . Specifically, suppose we can sample r ci from a predefined distribution with p. 
where n is the number of observations and r cij is sampled from the distribution with the p.d.f. f 0 ðr ci Þ. In Eq. (18), as n goes to infinity, the right side of Eq. (18) is an consistent and asymptotically unbiased estimator of E½r ci jr i ; h ðkÞ . There is no specific requirement for f 0 ðr ci Þ and normally the p.d.f. t n0 ðr ci Þ of student's t distribution is adopted [20] . Similarly, E½r 
With this Monte Carlo sampling, the E-step, namely Eq. (13), can be achieved.
The Maximization
Step. Following the E-step, the M-step needs to find the values of h 
E½r ci jr i ; h ðkÞ À Nl
E½r ci jr i ; h ðkÞ
The details of this derivation are shown in Appendix B. By solving for l and r in Eq. (20), we can obtain h ðkþ1Þ . The EM algorithm is an iterative algorithm. One issue is to determine when to terminate the algorithm. A simple stopping criterion borrowed from the deterministic EM algorithm is ðkþ1Þ could be close to h ðkÞ due to the randomness of the Monte Carlo method. This will cause the risk of stopping prematurely. To overcome this issue, Booth et al. [18] suggest not to stop the algorithm until the inequality is satisfied for several consecutive iterations. In this work, we adopted this criterion as the global stopping criterion.
To facilitate the understanding of the EM algorithm in our problem, the complete procedure is shown in Table 1 .
Although the EM algorithm is an effective optimizer and has some successful applications, there is no guarantee that it can make the likelihood function for a general problem converge to its optimal value. Some references such as Refs. [16, 19, 21] have discussed this problem. According to Theorem 2 in Ref. [19] , for the likelihood function in our case which satisfies the continuity and differentiation conditions, we can at least conclude that the limit points of the EM algorithm are stationary points of the likelihood function.
Numerical Studies
In this section, we use numerical studies to verify the effectiveness of the established approach. In Secs. 4.1 and 4.2, we investigate the estimation methods assuming the sizes of clusters are uniformly distributed and normally distributed, respectively.
Numerical Study With Uniformly Distributed Cluster
Sizes. In the study, we first use simulation to generate samples of R, the radius of the cross section between a cluster and an image plane. In the simulation, we assume that there is a MMNC specimen with size equal to 100 Â 100 Â 100 lm 3 and that each image from the MMNC specimen has a size of 100 Â 100 lm 2 . For the clusters in the MMNC specimen, we assume their radii follow a uniform distribution U(r 0 ,r b ), where r 0 is 300 nm and r b is 500 nm, and totally there are 500 clusters which are randomly distributed in the MMNC specimen. Here, r 0 is assumed to be a known parameter and r b need be estimated.
Using this simulation setting, we conducted 20 simulation runs. In each run, we randomly generated ten microscopic images, respectively, and then the radii of the cross sections between the clusters and these images were obtained. Based on the samples of R, we applied the MLE method presented in Sec. 3 to estimate the distribution parameter. The estimation results are illustrated in Table 2 .
Clearly the estimation results are very accurate. Generally speaking, as the sample size increases, the estimation results may become more accurate. In the estimation of r b for a uniform distribution, we may get a simple guideline as follows: If we set the sample size N to be N ! lnð1 À aÞ=ln
, then we can assure that the relative estimation error of r b , i.e., (r b Àr b )/r b will be less than or equal to p e with the probability of a where p 1Àe ¼ 1 À p e . In order to prove this statement, a critical observation is that the MLE of r b is no less than the largest observation of R, denoted as R max . Thus, if the probability of (r b À R max )/r b p e is a, we can guarantee the same performance of the estimation resultr b . The specific derivation of this result can be found in Appendix C.
In the above guideline, the true value of r b is unknown and need be estimated. However, if we have an initial guess for r b , it then can help us roughly determine the needed sample size. For example, if we want to 60% (a ¼ 0:6) sure that the estimation error of r b is less than 0.05 (or p 1Àe ¼ 0:95), the guideline specifies that the sample size N need be greater than 22 when r 0 is 300 and r b is 500. If we want to be 98% sure, namely, a ¼ 0:98, that the estimation error is less than 0.05, the sample size N need be greater than 96 when r 0 is 300 and r b is 500. It needs be pointed out that the sample size N here is not the required number of images but the total number of clusters that show up on these images. We have further conducted an extensive simulation study. The results confirm that this guideline is quite accurate.
Numerical Study for Clusters With Normally
Distributed Sizes. In this study, we assume that there is a MMNC specimen with size 400 Â 400 Â 400 lm 3 , and each image from the MMNC specimen has a size of 400 Â 400 lm 2 . For the simulated clusters in the MMNC specimen, their sizes follow a truncated normal distribution with mean and standard deviation as 2500 nm and 800 nm, respectively. Presume that there are 100 clusters which are randomly distributed in the MMNC specimen.
Based on the above simulation settings, we estimated the parameters of cluster size distribution in the MMNC specimen by employing the approach in Sec. 3.2. Totally, 20 runs were randomly conducted. Each of them included 20 microscopic images.
We then executed the Monte Carlo expectation-maximization (MCEM) algorithm to estimate the mean and standard deviation of normal distribution. In the E-step, the sample size n of Monte Carlo sampling at each iteration is 10,000 and the designed distribution is a student's t distribution with degree of freedom being 40, namely, the p.d.f. f 0 ðr ci Þ being t 40 ðr ci Þ. In the M-step, we used Eq. (20) to update h ðkÞ to h ðkþ1Þ . The initial values are randomly selected for each of the 20 samples. The estimation results are summarized in Table 3 .
The results show that the MCEM algorithm can generally provide reasonably good estimates for the mean and standard deviation of the cluster size distribution. The simulation results show that the estimated parameter values are stable and not very sensitive to the initial values. A deficiency of the MCEM algorithm is that its computational expense is high due to the influence of Monte Carlo simulation in the E-step. In this numerical study, for the case of uniform distribution, the computer running time of searching optimal solutions is less than 1 min per sample. For the case of normal distribution, the running time of the MCEM algorithm is increased to 25 min per sample on average. The configuration of the used computer includes Intel V R Core TM 2 Quad CPU Q9400 @2.66 GHz, 2.00 GB memory, and 32-bit operating system.
Estimation of the Cluster Size Distribution Based on Real Data
The real dataset includes eight SEM (scanning electron microscope) images of a type of MMNCs as shown in Fig. 4 . The base material is Aluminum alloy A206 and the nanoparticle is Alpha Al 2 O 3 . In Fig. 4 , total 30 nanoparticle clusters are identified and their sizes are listed in Table 4 .
Based on our experience, clusters are assumed to follow a uniform distribution and the lower bound of the uniform distribution to be 6000 nm. With the data in Table 4 , the estimated upper bound of the uniform distribution is 17,347 nm according to our approach. Figure 5 is drawn in terms of the log-likelihood function (Eq. (10)) and the real sample data.
We further use the v 2 0 goodness-of-fit test to investigate the appropriateness of the specified distribution, namely the distribution with density function being Eq. (6). The v 2 0 test formalizes the intuitive idea of comparing the histogram of data to the shape of candidate density function [22] [23] [24] [25] [26] . The statistics of v 2 0 test is Eq. (21)
where O i is the observed frequency in the ith interval, and E i is the expected frequency in this interval and calculated by E i ¼ np i where p i is the theoretical, hypothesized probability of the ith interval and obtained by computing the integration of Eq. (6). Equation (21) approximately follows the v 2 0 distribution with n À s À 1 degrees of freedom where s represents the number of parameters of the hypothesized distribution estimated by the sample statistics. According to Table 5 , the hypothesis of R following the distribution with the density function given by Eq. (6) cannot be rejected at the 0.05 level of significance. The critical value of v 2 0:05;4 is 9.49, whereas the empirical value is 1.48 which is far less than the critical value. Since Eq. (6) is developed under the assumption of cluster sizes following a uniform distribution, the test indirectly confirms the assumption that cluster sizes have a uniform distribution with the upper bound of the uniform distribution being the estimated value. Radius of cutting circle area (nm)   1  11667  16  2778  2  5556  17  1667  3  16667  18  2778  4  10556  19  11944  5  15833  20  8333  6  6944  21  4444  7  9444  22  16667  8  10000  23  10556  9  11111  24  6111  10  7778  25  9444  11  7222  26  4167  12  5556  27  4722  13  5556  28  7778  14  5556  29  8333  15 11667 30 5278 
Conclusions
In this paper, we proposed a statistical approach to estimating the parameters of the size distribution of the nanoparticle clusters in 3D MMNCs. Because of the limitation of the observation capability, the cluster size cannot be observed directly, and only the sizes of the cross sections of the clusters can be obtained on 2D microscopic images. In this paper, we first derived the probability distributions of the observed cross-section sizes. Then, MLE methods are applied based on the derived distributions. Two specific cluster size distributions, namely uniform distribution and normal distribution, are investigated due to their generality. Computational issues related with the MLE methods are also discussed. The numerical study and a case with the real observed data demonstrate that the developed method is effective and that it can be used to estimate the distribution parameters of cluster sizes with reasonably good accuracy. Knowing the distribution parameters of cluster sizes can enhance the understanding of the mechanisms governing nanocomposite formation, which can eventually lead to the improvement of product quality in the nanomanufacturing process. For example, if we know both the process parameters (e.g., processing time, processing power, geometric form of the container) and the distribution of cluster sizes, we can establish a statistical model to link them together with the cluster size distribution as response and the process parameters as covariates. Having this model, we can identify the best process parameters that can minimize the cluster formation.
There are still some open issues in this cluster size distribution estimation problem. In the inspection process, in order to observe a given number of cross sections of clusters, multiple images will be sampled. Thus, the density of clusters in MMNCs is a critical factor of determining the number of images needed. As a result, to extend the current work, we may consider incorporating the density of the cluster distribution into the model. Furthermore, the current work is based on the assumption that cluster sizes have a spherical shape. This assumption could be relaxed to, for instance, a more general elliptical shape. Under the assumption of an elliptical shape, how to estimate the distribution parameters of cluster sizes deserves investigation. We will continue the research on them and report our findings in the near future.
E½lnðr Fig. 5 The maximum log-likelihood function based on the observed sample data
