Axisymmetric evolution of Einstein equations and mass conservation by Dain, Sergio
ar
X
iv
:0
80
4.
26
79
v3
  [
gr
-q
c] 
 2 
Ju
n 2
00
9
Axisymmetric evolution of Einstein equations
and mass conservation
Sergio Dain
Facultad de Matema´tica, Astronomı´a y F´ısica
Universidad Nacional de Co´rdoba
Ciudad Universitaria
(5000) Co´rdoba
Argentina.
Max Planck Institute for Gravitational Physics
(Albert Einstein Institute)
Am Mu¨hlenberg 1
D-14476 Potsdam
Germany.
October 25, 2018
Abstract
For axisymmetric evolution of isolated systems, we prove that there
exists a gauge such that the total mass can be written as a positive
definite integral on the spacelike hypersurfaces of the foliation and the
integral is constant along the evolution. The conserved mass integral
controls the square of the extrinsic curvature and the square of first
derivatives of the intrinsic metric. We also discuss applications of this
result for the global existence problem in axial symmetry.
1 Introduction
The main unsolved problem in General Relativity is the global existence
of solutions of Einstein’s equations that describe the dynamics of strong
gravitational fields. Symmetries have traditionally play an important role in
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this problem. The presence of a symmetry reduces the degrees of freedom
of Einstein equations and hence simplify considerable its analysis. This is of
course useful as a preliminary step to understand the full problem but also
many models with symmetries have direct physical applications.
In vacuum, due to Birkhoff’s theorem, spherical symmetry has no dy-
namics. For isolated systems, the next possible model with symmetries are
axially symmetric spacetimes. It has been proved in [5] that no additional
symmetry can be imposed to the spacetime if we want to keep the gravita-
tional radiation and a complete null infinity. This result single out axially
symmetric spacetimes as the only models for isolated, dynamical, system
with symmetries.
There exists many relevant physical models one can study in axial sym-
metry: head-on collisions of two black holes, rotating starts and black holes,
critical collapse of gravitational waves. These models have been studied nu-
merically. Particularly relevant for the results presented in this article are
the following references in which axial symmetry is imposed explicitly on the
equations using cylindrical coordinates: [23], [2], [17], [8], [26], [29], [30], [28].
From the analytical point of view, there exists up to now no results for
axially symmetric isolated systems (see the review [25] for results with other
kind of symmetries in cosmologies). One of the purpose of this article is
to initiate the study of this problem. We mention a related problem: cos-
mologies with U(1) symmetries. This symmetry was analyzed in [12], [9].
The equations are locally the same as in the axially symmetric case but the
boundary conditions are radically different. In axial symmetry the Killing
vector vanishes at the axis and that is the main source of difficulties.
For axially symmetric data, the total ADM mass [1] can be written as a
positive definite volume integral over one spacelike hypersurface (see [6], [19],
[16], [22], [14]). This fact is likely to play a major role in the initial value
(see the discussion in [15]). In order to study the implication of this integral
formula for the evolution, the first natural step is to prove that there exists a
gauge such that the mass integral holds not only at one hypersurface but in
a whole foliation and it is conserved along the evolution. This is the subject
of the present article. To understand this result, let us review the notion of
mass in General Relativity and its conservation.
The total mass of an isolated system is a boundary integral at infinity
calculated on a given spacelike hypersurface. If we consider not only one hy-
persurface but a foliation on the spacetime we can ask the question whether
the mass is conserved along this particular foliation. That is, whether the
boundary integral gives the same result if it calculated on different slices
of the foliation. Any foliation is determined by the choice of a lapse func-
tion and a shift vector. If the lapse and shift of the foliation satisfy some
2
fall-off conditions (this class is called asymptotically flat gauges), then the
mass boundary integral is conserved. This notions appears naturally in the
Hamiltonian formulation of General Relativity (see [24] [4] [31][32]).
In any physical theory conserved quantities (in particular, conserved en-
ergies) are very important to control the evolution of the system. However,
in General Relativity, the conserved mass appears as a boundary integral and
not as a volume integral (as, for example, in the wave equation). Hence it
is not possible to relate the mass with any norm of the fields to control the
evolution of them (for the wave equation the energy is precisely the norm
of the wave). Axially symmetric systems represent a remarkable exception.
As it was mentioned above in this case it is possible to write the mass as a
positive definite volume integral. However, this integral formula is valid only
in a particular gauge. Moreover, this gauge can not be given a priori, it is a
dynamical gauge which is prescribed as a solution of a system of differential
equations. The natural question is if this particular gauge satisfy the fall-off
conditions which guarantee the conservation of the mass. Our main result is
that the answer to that question is yes. In other words, there exist gauge for
which the mass can be written as a positive definite integral on each slice of
the foliation and this integral is conserved along the evolution on this partic-
ular foliation. Then, in this gauge, the conserved mass controls the norm of
the metric and the second fundamental form along the evolution and hence
this particular gauge is likely to be the most relevant one to study axially
symmetric isolated systems (we further discuss this point in section 6).
The plan of the article is the following. In section 2 we describe our main
result which is given by theorem 2.1. In section 3 we review the well known
(2+1)+1 formalism and compute the behavior of the fields at infinity and
near the axis. In section 4 we describe the gauge. We also derive the mass
integral formula in the (2+1)+1 formalism. This derivation is remarkably
simpler than the ones presented so far in the literature. In section 5 we
prove the main result. Finally, in section 6 we discuss the implication of this
result for the evolution problem.
2 Main result
An initial data set for the Einstein vacuum equations is given by a triple
(S¯, γab, Kab) where S¯ is a connected 3-dimensional manifold, γab a (positive
definite) Riemannian metric, and Kab a symmetric tensor field on S¯, such
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that the vacuum constraint equations
D¯bK
ab − D¯aK = 0, (1)
(3)R−KabK
ab +K2 = 0, (2)
are satisfied on S¯. Where D¯ and (3)R are the Levi-Civita connection and
the Ricci scalar associated with γab, and K = Kabγ
ab. In these equations the
indices are moved with the metric γab and its inverse γ
ab. For simplicity, in
the present article we assume S¯ = R3. We expect, however, that the results
presented here generalize to asymptotically euclidean manifold with many
ends.
We will further assume that the data are axially symmetric, which means
that there exists a Killing vector field ηa, i.e;
£ηγab = 0, (3)
where £ denotes the Lie derivative, which has complete periodic orbits and
such that
£ηKab = 0. (4)
The Killing vector field has associated the following scalars with respect to
the metric γab. The norm
λ2 = γabη
aηb, (5)
and the twist
ω′ = ǫabcη
aD¯bηc. (6)
The prime in the notation of ω′ is justified in section 3, where we will show
that ω′ is related to the time derivative of the four dimensional twist potential
ω.
The data are called asymptotically flat if there exists a coordinate system
xµ (µ = 1, 2, 3) in R3 such that the metric components in these coordinates
satisfy the fall-off conditions
γµν = δµν + o∞(r
−1/2), (7)
and the extrinsic curvature components
Kµν = o∞(r
−3/2), (8)
where we write f = o∞(r
k) if f satisfies ∂αf = o(rk−|α|), for all α. Here
δµν is the euclidean metric in the coordinates x
µ, r is the euclidean radius
r =
√
xµxνδµν , ∂ denotes partial derivatives with respect to the coordinates
and α is a multindex.
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The data are called maximal if the trace of Kab is equal to zero, i.e.
K = γabKab = 0. (9)
Following [18], we define the two dimensional quotient metric qab by
qab = γab −
ηaηb
λ2
. (10)
In [14] it is proved that for any axially symmetric and asymptotically flat met-
ric γab there exists a coordinate system (ρ, z, φ), which we call the isothermal
coordinates, such that the metric qab and the Killing vector have the following
form
q = e2u(dρ2 + dz2), ηa =
(
∂
∂φ
)a
, (11)
and the norm is given by
λ = ρeσ/2, (12)
where u and σ are smooth functions. To these coordinates we associated
Cartesian coordinates (x, y, z) via the standard formula x = ρ cosφ, y =
ρ sin φ. It follows from the results proved in [14] that in the coordinates
(x, y, z) the metric γab is asymptotically flat. Hence, without lose of general-
ity, in the following we take xµ to be (x, y, z).
In isothermal coordinates we consider the following integral
m =
1
16
∫ ∞
−∞
dz
∫ ∞
0
[
|∂σ|2 +
e2uω′2
λ4
+ 2e2uKabKab
]
ρ dρ, (13)
where |∂σ|2 = σ2,ρ+σ
2
,z. Note that the volume element ρdzdρ is equivalent to
the volume element in Cartesian coordinates dxdydz where the integration
domain is R3. We will see in section 4 that for asymptotically flat, axially
symmetric and maximal data m defined by (13) is the total mass.
The mass integral (13) is positive definite, and is zero only for flat space-
time. The first two terms in the integrand contain the square of first deriva-
tives of the metric and the third term contains the square of the extrinsic
curvature.
We want to prescribe gauge conditions for the evolution such that the
integral (13) holds not only at the initial surface but in any surface of the
foliation. We prescribe the lapse by the requirement that the maximal con-
dition (9) is preserved under evolution. The shift vector is prescribed by the
condition that the isothermal coordinates are preserved by the evolution. In
this way we obtain a coordinate system (t, ρ, z, φ), we call it the maximal
isothermal gauge. These gauge conditions are explicitly given in section 4.
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This gauge has been used in numerical evolutions in the following references
[23], [17], [8], [26], [28]. This is a dynamical gauge, namely, the lapse and
shift are calculated in terms of the initial data at each step of the evolution.
The main result of this article is given by the following theorem.
Theorem 2.1. Let (R3, γab, Kab, η
a) be an axially symmetric, maximal, vac-
uum, asymptotically flat initial data. Then, there exist a unique solution of
the maximal-isothermal gauge equations and the mass integral given by (13)
is conserved along the evolution, that is
dm(t)
dt
= 0. (14)
This theorem is proved is section 4. We divide the proof in lemma 5.1,
theorem 5.2 and theorem 5.3. For the sake of clarity, in this section we
presented the results using the standard 3+1 decomposition. However, for
axially symmetric spacetimes there exists a more natural decomposition, the
(2+1)+1 formalism described in the section 3. The maximal isothermal gauge
conditions and the mass formula are better expressed in this formalism.
3 Axisymmetric evolution equations
In this section we review the (2+1)+1 formalism, which has two parts. First,
a reduction of the field equations by the action of the symmetry [18] and
second a time plus space decomposition of the reduced equations (see [23],
[8], [26]). We also give some useful formulas which relate the quantities in the
(2+1)+1 formalism with the natural ones in the standard 3+1 decomposition.
3.1 The (2+1)+1 formalism
Consider a vacuum solution of Einstein’s equations, i.e., a four dimensional
manifold V with metric gab for which the Ricci tensor
(4)Rab vanishes. Sup-
pose, in addition, that there exists a spacetime Killing vector ηa. We define
the norm and the twist of ηa, respectively, by
λ2 = ηaηbgab, ωa = ǫabcdη
b∇¯cηd, (15)
where ∇¯a is the connection and ǫabcd the volume element with respect to gab.
Assuming that the manifold is simply connected and using (4)Rab = 0 it is
possible to prove that ωa is the gradient of a scalar field ω
ωa = ∇¯aω. (16)
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In our case the Killing field will be spacelike, i.e. λ ≥ 0.
In the presence of a Killing field, there exists a well known procedure to
reduce the field equations [18]. Let N denote the collection of all trajectories
of ηa, and assume that it is a differential 3-manifold. We define the Lorentzian
metric hab on N by
gab = hab +
ηaηb
λ2
. (17)
Einstein vacuum equation are equivalent to the following set of equations
intrinsic to (N , hab)
∇a∇
aλ = −
1
2λ3
∇aω∇aω, (18)
∇a∇
aω =
3
λ
∇aω∇aλ, (19)
(3)Rab =
1
λ
∇a∇bλ+
1
2λ4
(∇aω∇bω −∇cω∇
cωhab) . (20)
where ∇a and (3)Rab are the connexion and the Ricci tensor of hab. The
system of equations (18)–(20) can be interpreted as Einstein equation in 3-
dimensions (equation (20)) coupled with a matter sources given by equations
(18)–(19).
We make a 2 + 1 decomposition of (N , hab) and the field equation (20).
Let na be the unit normal vector orthogonal to a spacelike, 2-dimensional
slice S. By construction we have naηa = 0. And hence the norm defined in
(15) is equivalent to (5). The intrinsic metric on S is denoted by qab and it
is given by
hab = −nanb + qab. (21)
Our convention for the signature of hab is (− + +). In terms of the lapse α
and shift vector βa the line element takes the form
h = −α2dt2 + qij(dx
i + βidt)(dxj + βjdt), (22)
where i, j = 1, 2. The extrinsic curvature χab of the slices S is given by
1
χab = −q
c
a∇cnb = −
1
2
£nqab. (23)
We write the field equations (20) as evolution equations for (qab, χab)
q˙ab = −2αχab +£βqab, (24)
χ˙ab = £βχab + α
(
χχab +
(2)Rab −
(3) R¯ab − 2χacχ
c
b
)
−DaDbα, (25)
1opposite sign convention with respect to [33]
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and constraint equations
(2)R − χabχab + χ
2 = µ, (26)
Daχab −Dbχ = Jb. (27)
Here a dot denotes partial derivative with respect to the t coordinate, (2)Rab
is the Ricci tensor and Da is the connexion with respect to qab,
(3)R¯ab denotes
the projection of (3)Rab into S and
µ = 2(3)Rabn
anb +(3) R, (28)
Jb = −q
c
bn
a(3)Rca. (29)
The scalar µ, which appears as ‘matter source’ in the Hamiltonian constraint
(28), will be relevant in the computation of the mass. We will need its explicit
expression
µ = 2
|Dλ|2
λ2
+ 2Da
(
Daλ
λ
)
+ 2
λ′
λ
χ +
1
2λ4
(
ω′2 + |Dω|2
)
, (30)
where the prime denotes directional derivative with respect to na, that is
λ′ = na∇aλ = £nλ (31)
Note that
λ′ = α−1(λ˙− £βλ). (32)
To obtain equation (30) we have used equations (18)– (19).
Finally, it convenient to decompose the extrinsic curvature χab in its trace
χ and trace free part kab, that is
kab = χab − qab
χ
2
. (33)
3.2 Relations with the 3+1 decomposition
Take the definition of the spacetime twist potential (15) and (16). The
derivative ω′ is given by
ω′ = na∇¯aω = n
aǫabcdη
b∇¯cηd. (34)
Note that naǫabcd is the volume element on the 3-dimensional slice S¯ de-
noted by ǫabc in section 2. The covariant derivative ∇¯a in (34) appears
antisymetrized and hence we can replace it by any covariant derivative, in
particular D¯a. Then, we obtain that (34) is equivalent to (6).
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The twist potential ω can be calculated in terms of the initial data as
follows. Define the vector Sa by
Sa = Kabη
b. (35)
Using the definition of Kab
Kab = −γ
c
a∇¯cnb, (36)
we obtain
Sa = −n
c∇¯cηa, (37)
where we have used the Killing equation ∇¯(aηb) = 0, equation ηana = 0 and
the following expression for the metric γab
gab = γab − nanb. (38)
We use the following expression for the covariant derivative of ηa (see
[18])
∇¯aηb =
1
2λ2
ǫabcdη
cωd +
1
2λ
η[aD¯b]λ. (39)
Using (39) and (37) we obtain
ǫabcS
bηc = −
1
2
D¯aω. (40)
Note that the left hand side of equation (40) is calculated only with the initial
data. This is the desired equation.
The relation between the trace of the extrinsic curvature K of the slice
S¯ and the trace of extrinsic curvature χ of the slice S is given by
K = χ−
λ′
λ
. (41)
If we prescribe K = 0 then we have
χ =
λ′
λ
. (42)
The relation between the two extrinsic curvatures is given by
χab = q
c
aq
d
bKcd. (43)
The following component of the extrinsic curvature will be used in the next
section
Kφφ = Kabη
aηb = −λ′λ. (44)
Using equations (35), (40), (43), and (44) we obtain the following expression
for the square of Kab
KabKab = χ
abχab +
λ′2
λ2
+
|Dω|2
2λ4
. (45)
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4 Maximal-isothermal gauge and mass inte-
gral
In this section we review the well known maximal-isothermal gauge (see [23],
[17] [8], [26], [28]) using the (2+1)+1 formalism presented in the previous
section. We analyze the fall off behavior of the fields in this gauge near the
axis an at infinity. Finally, we present a new derivation of the mass integral
formula.
4.1 Gauge
The maximal gauge condition is well known. In the standard 3 + 1 decom-
position, the equation for the lapse is given by
∆γα = αK
abKab, (46)
where ∆γ denotes the Laplacian with respect to the metric γab.
The shift vector is fixed by the requirement that the isothermal coor-
dinates are preserved under the evolution. In isothermal coordinates, the
2-dimensional metric qab has the form (11). If we take a time derivative to
(11) we obtain
q˙ab = 2u˙ qab, (47)
that is, the tensor q˙ab is pure trace. Hence, the trace free part (with respect
to qab) of the evolution equation (24) is given by
(Lqβ)ab = 2αkab, (48)
where Lq is the conformal Killing operator with respect to qab
(Lqβ)ab = Daβb +Dbβa − qabDcβ
c. (49)
Equations (48) constitute a first order elliptic system which determine βa
under appropriate boundary conditions, as we will see in section 5. Summa-
rizing, the lapse and shift for the maximal isothermal gauge are determined
by equations (46) and (48).
4.2 Fall off behavior and axial regularity in isothermal
coordinates
The fall of conditions (7) for the 3-dimensional metric implies that (see [14])
u = σ = o∞(r
−1/2). (50)
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From equations (43) and equation (8) we obtain
χij = o∞(r
−3/2). (51)
The function λ′/λ will be important in the next section, we need to compute
its fall off behavior. This behavior is not an obvious consequence of (8)
because the relation between these two functions involves a quotient by ρ2.
To compute the fall off of this function we proceed as follows. In Cartesian
components we have
ηx = −y, ηy = x, (52)
and hence
Kφφ = y
2Kxx − 2xyKxy + x
2Kyy. (53)
Following [14] it is enough to consider the plane x = 0 which is transversal to
the Killing vector. If we use (44), (53) and (12) and then evaluate at x = 0
we have
−
λ′
λ
=
Kφφ
λ2
= e−σKxx. (54)
Hence, at this plane the function λ′/λ is smooth and it has the same fall off
as Kab, namely
λ′
λ
= o∞(r
−3/2). (55)
Since the plane x = 0 is transversal to the axial Killing vector it follows that
(55) holds everywhere.
The regularity of the metric γab and the extrinsic curvatureKab at the axis
implies restrictions on the behavior of the different quantities (for a detailed
discussion of this issue see [26] and [29]). We summarize here two important
consequences of axial regularity. First, the function q defined by
q = u−
σ
2
, (56)
vanished at the axis (see [14])
q(ρ = 0) = 0. (57)
Second, the functions involved satisfy parity conditions with respect to the
ρ coordinate. In particular we have
u, q, σ, kρρ are even functions of ρ, (58)
and
λ, kρz are odd functions of ρ. (59)
Note that odd functions vanishes at the axis.
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4.3 Mass formula
Consider the Hamiltonian constraint (26). Using equations (12) and (56) we
write the Hamiltonian constraint in terms of ρ, σ and q in such a way that
there are no singular terms at the axis. To do this, we use the following
elementary identities.
The Ricci scalar of qab is given by
(2)R = −2e−2u∆u, (60)
where ∆ is the flat 2-dimensional Laplacian
∆u = u,ρρ + u,zz. (61)
Using equation (12) we obtain
|Dλ|2
λ2
= |D log λ|2 = |D(
σ
2
+ log ρ)|2. (62)
Finally, the ρ coordinate satisfy
(3)∆log ρ = 0. (63)
where we have defined (3)∆ as the 3-dimensional flat Laplacian
(3)∆u = ∆u+
u,ρ
ρ
. (64)
Using equations (56), (60), (62) and (63) the Hamiltonian constraint (26)
can be written in the following form
−2(3)∆σ−2∆q =
e2u
2
[
2χabχab + 2χ(−χ + 2
λ′
λ
) + |Dσ|2 +
1
λ4
(
ω′2 + |Dω|2
)]
.
(65)
We define the mass as the integral of the right hand side of this equation,
namely
m =
1
16
∫
S
(
2kabkab − χ
2 + 4χ
λ′
λ
+ |Dσ|2 +
1
λ4
(
ω′2 + |Dω|2
))
ρ dVq, (66)
where we have used (33) and dVq = e
2udρdz denote the volume element with
respect to qab. Note that we introduce a weight ρ in the integral. If we
impose the condition K = 0 (using equation (41)) we get that the integrand
is positive definite, namely
m =
1
16
∫
S
(
2kabkab + 3
λ′2
λ2
+ |Dσ|2 +
1
λ4
(
ω′2 + |Dω|2
))
ρ dVq. (67)
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For maximal 2-dimensional slices χ = 0 the integral (66) is also positive
definite. However, this choice will not give an equation for the lapse function
(analog to (46)) with positive definite solutions. To prove the equivalence of
equation (67) with (13) we use (45).
The crucial point is that this volume integral can be written as a boundary
integral at infinity using the left hand side of equation (65). We have
m = −
1
4
∫ ∞
−∞
dz
∫ ∞
0
(
(3)∆σ +∆q
)
ρ dρ. (68)
This integral can be converted into a boundary integral at infinity as follows.
For the first term we use that ρ dρdz is the volume element in R3 and then
we can use the divergence theorem in three dimension to obtain
∫ ∞
−∞
dz
∫ ∞
0
(3)∆σρdρdz = lim
r→∞
∫ pi
0
∂r σrρdθ. (69)
The second term in (68) can be also written in divergence form
∫
dρ dz (q,ρρ + q,zz)ρ =
∫
dρ dz ((ρq,ρ − q),ρ + (ρq,z),z) . (70)
We use the divergence theorem in two dimensions to transform this volume
integral in a boundary integral. Namely, let Ω be an arbitrary domain, we
have ∫
Ω
dρ dz ((ρq,ρ − q),ρ + (ρq,z),z) =
∮
∂Ω
V¯ · n¯ ds¯, (71)
where n¯ is the 2-dimensional unit normal, ds¯ the line element of the 1-
dimensional boundary ∂Ω and V¯ is the 2-dimensional vector given in coor-
dinates (ρ, z) by
V¯ = ((ρq,ρ − q), (ρq,z)). (72)
Let Ω be the half plane ρ ≥ 0. By (57) and the assumption that q is smooth
we have that the vector V¯ vanishes at the axis. Then the only contribution
of the boundary integral is at infinity, namely
∫
ρ≥0
∆2qρ dρdz = lim
r→∞
∫ pi
0
(r∂rq − q) ρ dθ. (73)
Summing (73) and (69) we obtain the final expression for the mass as bound-
ary integral
m = −
1
4
lim
r→∞
∫ pi
0
(
∂rσ + ∂rq −
q
r
)
rρ dθ. (74)
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We can write this expression in terms of u instead of q
m = −
1
4
lim
r→∞
∫ pi
0
(
1
2
∂rσ +
σ
2r
+ ∂ru−
u
r
)
rρ dθ. (75)
Up to now we have not mention the relation of m with the total mass. In fact
in order to prove theorem 2.1 we do not need any other information. The
quantity m is a positive definite integral that can be expressed as a boundary
integral at infinity. As a consequence we will prove that it is conserved along
the evolution in the maximal-isothermal gauge.
However, it is possible to show that m is precisely the total mass of the
spacetime. There is an interesting and subtle point here. The equivalence of
this formula with the total mass have been previously proved using a strong
fall off condition for q (see [6], [19], [16]), namely
q = o∞(r
−3/2), (76)
which implies that q does not appears in the boundary integral (75). Re-
cently, this equivalence was proved without this restriction [14]. In the de-
duction we have made, we have not use any restriction for q which is consis-
tent with [14]. Note the simplicity of this deduction (which is much in the
spirit of the energy defined in [12] for cosmologies) compared with the ones
using three dimensional slices like [19].
We also mention that in the next section we will prove that the strong
decay condition (76) is preserved by the evolution.
5 Existence of the gauge and mass conserva-
tion
We begin with the lapse equation (46). This condition does not require
any symmetry on the data. The existence and uniqueness of the solution
of this equation in the standard 3 + 1 decomposition are well known. For
completeness we review this result.
Lemma 5.1. There exists a unique smooth strictly positive solution α of
equation (46) with the following fall off
α− 1 = o∞(r
−1/2). (77)
Proof. Set
α¯ = α− 1, (78)
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then, using (46), we have that
∆γα¯− fα¯ = f, (79)
where f = KabKab ≥ 0. The fall off behavior assumed for Kab in (8) implies
that f ∈ Hs−3/2 for all s. Here H
s
δ denote weighted Sobolev spaces. See [3] [7]
[10] and reference therein for definition and properties of these spaces. We
use the index notation of [3].
The decay assumed on the metric γab (7) implies that the operator ∆γ−f :
Hs+2δ → H
s
δ−2 is an isomorphism for δ = −1/2 (see for example [11], [21]).
Note that we use this theorem for dimension 3. Then there exists a unique
solution α¯ ∈ Hs−1/2 of equation (79).
Since α¯ → 0 as r → ∞ (because α¯ ∈ Hs−1/2), it follows that α → 1 as
r → ∞. Hence, we can use the version of the maximum principle for non-
compact manifolds presented in [11] to conclude that there exists ǫ > 0 such
that α ≥ ǫ.
If the data is axially symmetric then the solution α will be also axially
symmetric: take the Lie derivative with respect to ηa to both sides of equation
(79), we get
∆γ (£ηα¯)− f (£ηα¯) = 0, (80)
since £ηα¯ ∈ Hs−1/2 (to see this, take the expression of η in Cartesian coordi-
nates (52)), the isomorphism theorem mentioned above implies that£ηα¯ = 0.
Finally, we note that since α is smooth in (x, y, z), it follows that an axially
symmetric α is an even function of ρ.
We consider now the equation for the shift. Instead of solving the first
order system (48) we will solve a second order system obtained from taking
a derivative to (48). Then, we will show that a solution of the second order
system is also a solution of the original equations (48) under appropriate
boundary conditions.
Under the conformal transformations (11), the conformal Killing operator
rescale like
Lq(β)ab = e
2uL(e−2uβ)ab, (81)
where L is the flat conformal Killing operator
(Lβ)ab = ∂aβb + ∂bβa − qab∂cβ
c. (82)
We take a flat divergence to equation (48) and use equation (81) to get
∆
(
e−2uβa
)
= 2∂b(αe−2ukab), (83)
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where we have used
∂b(Lβ)ab = ∆βa. (84)
If we contract equation (83) with δab and use qab = e−2uδab we obtain our
final equation
∆βa = 2∂b(αkab ), (85)
where βa = qabβb and k
a
b = q
ackcb
As it was mentioned in section 4.2, the smoothness of the metric at the
axis implies that the relevant functions satisfies parity conditions in the ρ
coordinate. In particular, the components of the shift vector βa should satisfy
βz(ρ, z) = βz(−ρ, z), βρ(ρ, z) = −βρ(−ρ, z). (86)
Theorem 5.2. There exists a unique, smooth, solution βa of equation (85)
with the following fall off behavior
βa = o∞(r
−1/2). (87)
The solution satisfies the parity conditions (86) and the gauge equation (48).
Moreover, the quotient βρ/ρ is smooth and have the following fall off
βρ
ρ
= o∞(r
−3/2). (88)
Remark: the fall-off condition (88) will be essential in the proof of the
mass conservation theorem 5.3.
Proof. We distinguish the two components of equation (85)
∆βρ = F ρ, ∆βz = F z, (89)
where
F ρ = 2∂j(αkρj ), F
z = 2∂j(αkzj ). (90)
The function α is even in ρ, using (58) and (59) we obtain that F ρ is odd
and F z is even in ρ.
In terms of the cylindrical coordinates (ρ, z), the source functions F are
defined only for ρ ≥ 0. But because they satisfy parity conditions we can
smoothly extend them to all R2 by the following prescription
F ρ(ρ, z) = −F ρ(−ρ, z), F z(ρ, z) = F z(−ρ, z). (91)
Hence, we can consider equations (89) as Poisson equations
∆u = f, (92)
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in R2 with decay conditions at infinity (87). Uniqueness of solution of (92)
under the decay condition (87) follows immediately integrating by parts the
Laplace equation. Namely, for any domain Ω we have∫
Ω
u∆u =
∫
Ω
∂(u∂u)− |∂u|2 =
∮
∂Ω
u∂nu−
∫
Ω
|∂u|2, (93)
and hence for a solution of ∆u = 0 we have∮
∂Ω
u∂nu =
∫
Ω
|∂u|2. (94)
Let Ω be a ball of radius R, and take the limit R → ∞. By the decay
condition (87), the boundary integral in (94) vanishes. Then, it follows that
u must be constant, by the decay condition it must be zero. Since the
homogeneous equation has only the trivial solution uniqueness follows. Also,
for solutions in this class, integrating equation (92) we obtain that the source
must satisfy the condition ∫
R2
f = 0. (95)
We need to verify (95) for our source functions. The function F ρ is odd in
ρ, hence it satisfies (95) automatically. For F z we use that it can be written
in divergence form
F z = ∂iv
i, vi = 2αkiz. (96)
Then we have ∫
R2
F z = 2
∫
ρ≥0
F z = 2
∫
ρ≥0
∂iv
i (97)
using the divergence theorem in 2-dimension we get∫
ρ≥0
∂iv
i =
∫ ∞
0
vρ|ρ=0 dρ+ lim
R→∞
∮
CR
vrds, (98)
where CR denotes the semicircle with r = R. By the decay condition (51)
for kab and (77) for the lapse, we have that the second boundary integral
vanishes. For the first one, we equation (59) to conclude that
vρ|ρ=0 = 0. (99)
And hence we obtain the desired result that F z satisfies (95).
To actually obtain a solution of equation (92) we use the Green formula
for the Laplacian in two dimension G(x, x′) = − log |x − x′|2. A solution u
has the integral representation
u(x) =
∫
R2
G(x, x′)f(x′)dx′. (100)
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In polar coordinates (r, θ) (related to (ρ, z) by the standard formula z =
r cos θ ρ = r sin θ) we have the well known expansion of G
G(r, θ; r′, θ′) = −2 log r + 2
∞∑
n=1
r′n
nrn
cos(n(θ − θ′)) for r > r′, (101)
= −2 log r′ + 2
∞∑
n=1
rn
nr′n
cos(n(θ − θ′)) for r < r′. (102)
We use the trigonometric identity
cos(n(θ − θ′)) = cos(nθ) cos(nθ′) + sin(nθ) sin(nθ′), (103)
to split the sum in terms which are odd functions of θ (and hence of ρ) and
terms which are even functions of θ.
If the source function f in the integral (100) is odd in ρ, then the terms
involving cos(nθ′) vanish, for even source functions the terms with sin(nθ′)
vanish.
We are interested in the fall off behavior of the solution. It is convenient
to split the source functions F in two term, one with compact support in
some ball and the other which pick up the decay behavior. Let χ : R→ R be
a cut off function such that χ ∈ C∞(R), 0 ≤ χ ≤ 1, χ(t) = 1 for 0 ≤ t ≤ 1,
χ(t) = 0 for 2 ≤ t and write χR(r) = χ(r/R), f∞ = (1 − χR)f , where R is
an arbitrary positive number.
Using the expansion (101) we compute the integral (100). Note that the
term with log r vanish because (95). For r > R we have for βρ
βρ = 2
∞∑
n=1
sin(nθ)
n
[
r−nAn +Bn(r) + Cn(r))
]
, (104)
where
An =
∫ R
0
r′n sin(nθ′)F ρr′dr′dθ′, (105)
Bn(r) = r
−n
∫ r
R
r′n sin(nθ′)F ρ∞ r
′dr′dθ′, (106)
Cn(r) = r
n
∫ ∞
r
1
r′n
sin(nθ′)F ρ∞ r
′dr′dθ′. (107)
For βz we have a similar expansion for r > R
βz = 2
∞∑
n=1
cos(nθ)
n
[
r−nAn +Bn(r) + Cn(r))
]
, (108)
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where
An =
∫ R
0
r′n cos(nθ′)F zr′dr′dθ′, (109)
Bn(r) = r
−n
∫ r
R
r′n cos(nθ′)F z∞ r
′dr′dθ′, (110)
Cn(r) = r
n
∫ ∞
r
1
r′n
cos(nθ′)F z∞ r
′dr′dθ′. (111)
We use the decay condition (51) to obtain that the sources satisfies
F ρ = F z = o∞(r
−5/2). (112)
From (112) we get that
Bn(r) = Cn(r) = o∞(r
−1/2). (113)
These are the solutions of our problem. It is clear that they satisfy the parity
conditions (86).
The important property of the representation (104) is that it allow us to
prove (88). In effect, we use the trigonometric identity [20]
sin(nθ) =
n−1∑
k=0
(
n
k
)
(cos θ)k(sin θ)n−k sin
(
1
2
(n− k)π
)
(114)
to obtain that the function Θn defined by
Θn(θ) =
sin(nθ)
sin θ
=
n−1∑
k=0
(
n
k
)
(cos θ)k(sin θ)n−k−1 sin
(
1
2
(n− k)π
)
(115)
is an smooth function. Hence, using (104), we obtain the expansion
βρ
ρ
= 2
∞∑
n=1
Θn(θ)
n
[
r−n+1An + r
−1Bn(r) + r
−1Cn(r))
]
. (116)
Using a similar argument as above we obtain (88).
Finally, we need to verify that our solution of equation (85) is also a
solution of the first order system (48). Define the trace free tensor tab by
tab = ((Lqβ)ab − 2αkab) e
−2u. (117)
We have proved that
∂atab = 0. (118)
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Let tρρ = t1 and tρz = t2, then equations (118) are given by
∂1t1 + ∂2t2 = 0, ∂1t2 − ∂2t1 = 0. (119)
These are the Cauchy-Riemann equation for a complex function f = t1+ it2.
That is, a non trivial solution of (119) implies that f is an entire function
on the complex plane. But t1 and t2 decay to zero at infinity. Hence, by
Liouville’s theorem, f vanishes. And then, we obtain that β is also a solution
of the gauge equation (48).
Solutions of equation (92) can be obtained by other methods, for example
see Proposition 2.6 in [14]. In the proof above we have used the Green
function in order to prove (88). It is likely that also this kind of expansions
can be obtained by other methods like the ones used in [13].
To prove the mass conservation we will make use of the evolution equation
given by the trace of (24), namely
2u˙ = −αχ +Daβ
a. (120)
In terms of partial derivatives this equation is written like
2u˙ = −αχ + ∂iβ
i + 2βi∂iu. (121)
Theorem 5.3 (Mass conservation). We have
dm(t)
dt
= 0. (122)
Proof. We use equation (75) to get
dm(t)
dt
=
1
16
lim
r→∞
∫ pi
0
(
1
2
∂rσ˙ +
σ˙
2r
+ ∂ru˙−
u˙
r
)
rρ dθ. (123)
In order to prove that this integral is zero we have to compute the decay of
the integrand at infinity. We begin with the terms containing σ˙.
We use the relation
λ′
λ
=
σ′
2
+
ρ′
ρ
, (124)
and
ρ′ = −
βρ
α
, σ′ =
1
α
(
σ˙ − βi∂iσ
)
, (125)
to conclude that
σ˙ = 2α
λ′
λ
+ βi∂iσ + 2
βρ
ρ
. (126)
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Using equations (55) and (88) we obtain
σ˙ = o∞(r
−3/2). (127)
For u˙ we use equation (121) and the decay on β to get
u˙ = o∞(r
−3/2). (128)
Using (127) and (128) we obtain that the boundary integral (123) vanishes.
We mention also another consequence of equation (121). From this equa-
tion we deduce that
q˙ = o∞(r
−3/2). (129)
Then, if the function q has initially the stronger decay (76), this decay will
be preserved by the evolution.
6 Final comments
In this final section we discuss the implication of the results presented here
for the evolution of axially symmetric isolated systems.
The first question one need to face in the evolution problem is the choice
of gauge. In axial symmetry there have been studied different kind of gauge
conditions (see for example [2] [29]). The mass conservation formula single
out a particular one. If we define appropriate Sobolev norms, then the mass
formula essentially implies that the H1 norm of the metric and the L2 norm
of the extrinsic curvature are bounded along the evolution. This is very
desirable property which is not present in other gauges. The mass conserva-
tion formula strongly suggests that the most convenient gauge for the axially
symmetric evolution problem is the maximal isothermal one.
As it was mention in the introduction, the conservation of mass is closely
related with the Hamiltonian formulation of General Relativity. The maximal
isothermal gauge is a dynamical gauge that depends on the time coordinate.
The analysis of time dependent gauge conditions and its relation with con-
served quantities in the Hamiltonian formulation was recently studied in [32]
[31]. The maximal isothermal gauge satisfies the fall off conditions described
in these references.
In axial symmetry, even when the gauge conditions are fixed there ex-
ists many possibilities to extract from Einstein equations a set of evolution
equations. The reason for this ambiguity is that Einstein equations in 3-
dimensions has no dynamics, this essentially means that equation (20) can
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be replaced by the constraint equations (26)–(27) (see [12]). If we chose to
do so, then we obtain an evolution scheme in which the evolution equations
are given by (18)–(19), and the other equations (including gauge conditions)
are elliptic constraint. But there exists others alternatives. Following [26],
we can classify them by the number of evolutions equations used vs the
number of elliptic constraint equations. The scheme presented above has
the minimum number of evolution equations and the maximum of constraint
equations. This is called a fully constrained system. On the opposite side we
have a system in which we do not solve for the constrains and we solve the
evolution equation (24)– (25). This is called a free evolution scheme. In be-
tween we have other possibilities to construct partially constrained systems.
In all cases, the gauge conditions are solved as elliptic constraints. That is
all schemes have a mix of evolution and elliptic equations (see the discussion
in chapter 3 of [26]).
To prove the mass conservation we have used two equations: the Hamil-
tonian constraint (26) and the evolution equation for the conformal factor of
the 2-dimensional metric (120). In a free evolution scheme the Hamiltonian
constraint is not solved. Hence, the mass will not be conserved for arbitrary
data. It will be only conserved for data that satisfies the constraint equa-
tions. Then, in this case the mass integral formula will be not useful for
controlling the evolution. The same will happen with partially constrained
systems in which the Hamiltonian constrain is not solved or the evolution
equation (120) is not used. Such systems was discussed in [26] and in [8]
(in this reference, this kind of systems appears when the evolution of the
conformal factor is used instead of the Hamiltonian constraint).
On the other hand, for a fully constrained scheme (like the ones used in
[8], [28]) and a partially constrained scheme in which both the Hamiltonian
and the evolution equation for the metric are used (like the one studied in
[17]) the mass will be conserved. The mass conservation formula single out
these two schemes. The natural problem now is to study their well possness.
Finally, it is interesting to note that the integral mass formula has direct
application in numerical simulations. In numerical simulations of isolated
systems, one often uses a position-dependent resolution that is high in the
central region and much lower close to the outer boundary of the compu-
tational domain. Hence computing the mass as a volume integral is more
accurate than as a boundary integral. The resulting approximation to the
mass is much better conserved during the evolution2 [27].
2I thank O. Rinne for pointing this out to me
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