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COMPATIBLE POISSON BRACKETS ASSOCIATED WITH 2-SPLITTINGS AND
POISSON COMMUTATIVE SUBALGEBRAS OF S(g)
DMITRI I. PANYUSHEV AND OKSANA S. YAKIMOVA
ABSTRACT. Let S(g) be the symmetric algebra of a reductive Lie algebra g equipped with
the standard Poisson structure. If C ⊂ S(g) is a Poisson-commutative subalgebra, then
tr.deg C 6 b(g), where b(g) = (dim g + rk g)/2. We present a method for constructing
the Poisson-commutative subalgebra Z〈h,r〉 of transcendence degree b(g) via a vector space
decomposition g = h ⊕ r into a sum of two spherical subalgebras. There are some natural
examples, where the algebra Z〈h,r〉 appears to be polynomial. The most interesting case is
related to the pair (b, u−), where b is a Borel subalgebra of g. Here we prove that Z〈b,u
−
〉
is maximal Poisson-commutative and is complete on every regular coadjoint orbit in g∗.
Other series of examples are related to involutions of g.
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INTRODUCTION
The ground field k is algebraically closed and of characteristic 0. A commutative asso-
ciative k-algebra A is a Poisson algebra if there is an additional anticommutative bilinear
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operation { , } : A×A → A called a Poisson bracket such that
{a, bc} = {a, b}c+ b{a, c}, (the Leibniz rule)
{a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = 0 (the Jacobi identity)
for all a, b, c ∈ A. A subalgebra C ⊂ A is Poisson-commutative if {C, C} = 0. We also write
that C is a PC-subalgebra. The Poisson centre of A is ZA = {z ∈ A | {z, a} = 0 ∀a ∈ A}.
Two Poisson brackets on A are said to be compatible, if all their linear combinations are
again Poisson brackets. Usually, Poisson algebras occur in nature as algebras of functions
on varieties (manifolds), and we only need the case, where such a variety is the dual of a
Lie algebra q and hence A = k[q∗] = S(q) is a polynomial ring in dim q variables.
There is a general method for constructing a “large” Poisson-commutative subalgebra
of S(q) associated with a pair of compatible brackets, see e.g. [DZ05, Sect. 1]. Let { , }′
and { , }′′ be compatible Poisson brackets on q∗. This yields a two parameter family of
Poisson brackets a{ , }′ + b{ , }′′, a, b ∈ k. As we are only interested in the corresponding
Poisson centres, it is convenient to organise this, up to scaling, in a 1-parameter family
{ , }t = { , }
′ + t{ , }′′, t ∈ P = k ∪ {∞}, where t = ∞ corresponds to the bracket { , }′′.
The index ind{ , } of a Poisson bracket { , } is defined in Section 1. For almost all t ∈ P,
ind{ , }t has one and the same (minimal) value. Set Preg = {t ∈ P | ind{ , }t is minimal}
and Psing = P \ Preg. Let Zt denote the Poisson centre of (S(q), { , }t). The crucial fact is
that the algebra Z ⊂ S(q) generated by {Zt | t ∈ Preg} is Poisson-commutative w.r.t. to
any bracket in the family. In many cases, this construction provides a PC-subalgebra of
S(q) of maximal transcendence degree.
A notable realisation of this scheme is the argument shift method of [MF78]. It employs
the Lie–Poisson bracket on q∗ and a Poisson bracket { , }γ of degree zero associated with
γ ∈ q∗. Here {ξ, η}γ = γ([ξ, η]) for ξ, η ∈ q. The algebras Z = Zγ occurring in this approach
are known nowadays asMishchenko–Fomenko subalgebras.
Let G be a connected semisimple Lie group with Lie (G) = g. In [PY18], we studied
compatible Poisson brackets and PC-subalgebras related to an involution of g. Our main
object now is the 1-parameter family of linear Poisson brackets on g∗ related to a 2-splitting
of g, i.e., a vector space sum g = h ⊕ r, where h and r are Lie subalgebras. This is also
the point of departure for the Adler–Kostant–Symes theorems and subsequent results,
see [AMV, Sect. 4.4], [RS94, § 2]. But our further steps are quite different. For x ∈ g, let
xr ∈ r and xh ∈ h be the components of x. Here one can contract g to either h ⋉ r
ab or
r⋉ hab. Let { , }0 and { , }∞ be the corresponding Poisson brackets on g
∗. Then
{x, y}0 =


[x, y] if x, y ∈ h,
[x, y]r if x ∈ h, y ∈ r,
0 if x, y ∈ r,
and {x, y}∞ =


[x, y] if x, y ∈ r,
[x, y]h if x ∈ h, y ∈ r,
0 if x, y ∈ h.
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Since { , } = { , }0 + { , }∞ is a Poisson bracket, these two brackets are compatible,
cf. [PY18, Lemma 1.1]. Consider the 1-parameter family of Poisson brackets
{ , }t = { , }0 + t{ , }∞,
where t ∈ P. Here k× ⊂ Preg. Note that these brackets are different from the bracket
(x, y) 7→ [xh, yh]− [xr, yr]
considered in the Adler–Kostant–Symes theory. The algebras g(0) = h ⋉ r
ab and g(∞) =
r ⋉ hab are Ino¨nu¨–Wigner contractions of g, and a lot of information on their symmetric
invariants is obtained in [Y14, Y17].
Let Z = Z〈h,r〉 denote the subalgebra of S(g) generated by all centres Zt with t ∈ Preg.
Then {Z,Z} = 0 and therefore
tr.degZ 6
1
2
(dim g+ rk g) = b(g).
This upper bound for tr.degZ is attained if ind { , }0 = ind { , }∞ = ind { , } = rk g, i.e.,
P = Preg, see Theorem 3.1. A 2-splitting with such property is said to be non-degenerate.
We show that the 2-splitting g = h⊕ r is non-degenerate if and only if both subalgebras h
and r are spherical, see Theorem 2.1 and Remark 2.3 for details. Therefore, we concentrate
on 2-splittings involving spherical subalgebras of g. This allows us to point out many
natural pairs (h, r) such that tr.degZ = b(g). Furthermore, in several important cases, Z is
a polynomial algebra.
1) Consider the 2-splitting g = b ⊕ u−, where b and b− are two opposite Borel subal-
gebras, t = b ∩ b−, and u− = [b−, b−]. The PC-subalgebra Z = Z〈b,u−〉 has a nice set of
algebraically independent generators. Let {Hi | 1 6 i 6 rk g} ⊂ S(g)
g be a set of homoge-
neous basic invariants and di = degHi. The splitting g = b ⊕ u− leads to a bi-grading in
S(g) and the decomposition Hi =
∑di
j=0(Hi)(j,di−j). Then Z〈b,u−〉 is freely generated by the
bi-homogeneous components (Hi)(j,di−j) with 1 6 i 6 rk g, 1 6 j 6 dj − 1 and a basis for
the Cartan subalgebra t, see Theorem 4.3.
It is easily seen that if C ⊂ S(g) is a PC-subalgebra and tr.deg C = b(g), then C is complete
on generic regular G-orbits, cf. Lemma 1.1. Using properties of the principal nilpotent
orbit in g ≃ g∗, we are able to prove that Z〈b,u−〉 is complete on each regular coadjoint orbit
of G (Theorem 4.4) and that it is a maximal PC-subalgebra of S(g) (Theorem 5.5). One
can also consider a more general setting, where b is replaced with an arbitrary parabolic
p ⊃ b, see Remark 4.5.
2) Let σ be an involution of maximal rank of g, i.e., the (−1)-eigenspace of σ, g1, contains
a Cartan subalgebra of g. If g0 is the corresponding fixed-point subalgebra, then there is
a Borel b such that g = b⊕ g0. This 2-splitting is non-degenerate and we show that Z〈b,g0〉
is a polynomial algebra, see Theorem 6.1. At least for g = sln, this PC-subalgebra is also
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maximal (Example 6.2). It is likely that the maximality takes place for all simple g.
More generally, a non-degenerate 2-splitting is associated with any involution σ such
that g1 ∩ greg 6= ∅, see Remark 6.3.
3) Consider a semisimple Lie algebra g˜ = g × g and involution τ that permutes the
summands. Here g˜1∩ g˜reg 6= ∅ and this yields a natural non-degenerate 2-splitting g×g =
∆g ⊕ h, which represents the famous Manin triple. The corresponding PC-subalgebra
Z ⊂ S(g ⊕ g) appears to be polynomial. This has a well-known counterpart over R that
involves a compact real form k of g. Namely, if g is considered as a real Lie algebra, then
it has the Iwasawa decomposition g = k⊕ r [Lie3, Ch. 5, §4], where r ⊂ b is a solvable real Lie
algebra. We prove that the R-algebra Z〈k,r〉 is also polynomial, see Section 7.
We refer to [DZ05] for generalities on Poisson varieties, Poisson tensors, symplectic
leaves, etc. Our general reference for algebraic groups and Lie algebras is [Lie3].
1. PRELIMINARIES ON THE COADJOINT REPRESENTATION
Let Q be a connected linear algebraic group with Lie (Q) = q. Then Sk(q) = S(q) is the
symmetric algebra of q over k. It is identified with the graded algebra of polynomial
functions on q∗, and we also write k[q∗] for it.
Write qξ for the stabiliser in q of ξ ∈ q∗. The index of q, ind q, is the minimal codimension
ofQ-orbits in q∗. Equivalently, ind q = minξ∈q∗ dim q
ξ. Let k(q∗)Q be the field ofQ-invariant
rational functions and k[q∗]Q the algebra of Q-invariant polynomial functions on q∗. By
the Rosenlicht theorem, one has ind q = tr.deg k(q∗)Q. Therefore tr.deg k[q∗]Q 6 ind q. The
“magic number” associated with q is b(q) = (dim q + ind q)/2. Since the coadjoint orbits
are even-dimensional, the magic number is an integer. If q is reductive, then ind q = rk q
and b(q) equals the dimension of a Borel subalgebra. The Lie–Poisson bracket on k[q∗] is
defined on the elements of degree 1 (i.e., on q) by {x, y} := [x, y]. The Poisson centre of S(q)
is
ZS(q) = {H ∈ S(q) | {H, x} = 0 ∀x ∈ q} = S(q)q.
As Q is connected, we have S(q)q = S(q)Q = k[q∗]Q. The set of Q-regular elements of q∗ is
(1·1) q∗reg = {η ∈ q
∗ | dim qη = ind q}.
The Q-orbits in q∗reg are also called regular. Set q
∗
sing = q
∗ \ q∗reg. We say that q has the
codim–n property if codim q∗sing > n. By [K63], the semisimple algebras g have the codim–
3 property.
Let Ωi be the S(q)-module of differential i-forms on q∗. Then Ω =
⊕n
i=0Ω
i is the S(q)-
algebra of regular differential forms on q∗. Likewise, W =
⊕n
i=0W
i is the graded skew-
symmetric algebra of polyvector fields, which is generated by the S(q)-module W1 of
polynomial vector fields on q∗. Both algebras are free S(q)-modules. The Poisson tensor
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(bivector) pi ∈ HomS(q)(Ω
2, S(q)) associated with a Poisson bracket { , } on q∗ is defined
by the equality pi(df ∧ dg) = {f, g} for f, g ∈ S(q). For any ξ ∈ q∗, pi(ξ) defines a skew-
symmetric bilinear form on T ∗ξ (q
∗) ≃ q. Formally, if f, g ∈ S(q), v = dξf , and u = dξg, then
pi(ξ)(v, u) = pi(df ∧dg)(ξ) = {f, g}(ξ). In view of the duality between differential 1-forms
and vector fields, we may regard pi as an element ofW2. Let [[ , ]] : W i ×Wj → W i+j−1
be the Schouten bracket. The Jacobi identity for pi is equivalent to that [[pi, pi]] = 0, see
e.g. [DZ05, Chapter 1.8].
Definition 1. The index of a Poisson bracket { , } on q∗, denoted ind { , }, is the minimal
codimension of the symplectic leaves in q∗.
It is easily seen that if pi is the corresponding Poisson tensor, then
ind{ , } = minξ∈q∗ dim ker pi(ξ) = n−maxξ∈q∗ rk pi(ξ).
Recall that for a Lie algebra q and the dual space q∗ equippedwith the Lie–Poisson bracket
{ , }, the symplectic leaves are the coadjoint Q-orbits. Hence ind{ , } = ind q.
1.1. Complete integrability on coadjoint orbits. For ξ ∈ q∗, let Q·ξ denote its coadjoint
Q-orbit. If ψξ : T
∗
ξ q
∗ → T ∗ξ (Q·ξ) is the canonical projection, then kerψξ = q
ξ. Let pi be the
Poisson tensor of the Lie–Poisson bracket on q∗. Then pi(ξ)(x, y) = ξ([x, y]) for x, y ∈ q.
The skew-symmetric form pi(ξ) is non-degenerate on T ∗ξ (Q·ξ). The algebra k[Q·ξ] carries
the Poisson structure, which is inherited from q∗. We have
{F1|Q·ξ, F2|Q·ξ} = {F1, F2}|Q·ξ
for all F1, F2 ∈ S(q). The coadjoint orbit Q·ξ is a smooth symplectic variety.
Definition 2. A set F = {F1, . . . , Fm} ⊂ k[Q·ξ] is said to be a complete family in involution if
F1, . . . , Fm are algebraically independent, {Fi, Fj} = 0 for all i, j, and m =
1
2
dim(Q·ξ). In
the terminology of [AMV, Def. 4.13], here (Q·γ, { , },F ) is a completely integrable system.
The interest in integrable systems arose from the theory of differential equations and
in particular equations of motions, see e.g. [AMV, Chapter 4]. By now this theory has
penetrated nearly all of mathematics and has had a definite impact on such remote fields
as combinatorics and number theory. A rich interplay between Lie theory and complete
integrability is well-documented, see [RS94, AMV, P90]. Applications of PC-subalgebras
of S(q) are one of the striking examples of this interplay.
Let A ⊂ S(q) be a Poisson-commutative subalgebra. Then the restriction of A to Q·ξ,
denoted A|Q·ξ, is Poisson-commutative for every ξ. We say that A is complete on Q·ξ, if
A|Q·ξ contains a complete family in involution. The condition is equivalent to the equality
tr.deg (A|Q·ξ) =
1
2
dim(Q·ξ).
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Lemma 1.1. Suppose that A ⊂ S(q) is Poisson-commutative, ξ ∈ q∗reg, and dimdξA = b(q).
Then A is complete on Q·ξ.
Proof. Since ξ is regular, we have dimkerψξ = ind q. Therefore
dimψξ(dξA) > b(q)− ind q =
1
2
dim(Q·ξ)
as required. 
2. INO¨NU¨–WIGNER CONTRACTIONS AND THEIR INVARIANTS
Let h be a Lie subalgebra of q. Choose a complementary subspace V to h in q, so that
q = h ⊕ V is a vector space decomposition. For any s ∈ k×, define the invertible linear
map ϕs : q→ q by setting ϕs|h = id, ϕs|V = s·id. Then ϕsϕs′ = ϕss′ and ϕ
−1
s = ϕs−1 , i.e., this
yields a one-parameter subgroup of GL(q). The map ϕs defines a new (isomorphic to the
initial) Lie algebra structure [ , ](s) on the same vector space q by the formula
(2·1) [x, y](s) = ϕ
−1
s ([ϕs(x), ϕs(y)]).
The corresponding Poisson bracket is { , }(s). We naturally extend ϕs to an automorphism
of S(q). Then the centre of the Poisson algebra (S(q), { , }s) equals ϕ
−1
s (S(q)
q).
The condition [h, h] ⊂ h implies that there is a limit of the brackets [ , ](s) as s tends to
zero. The limit bracket is denoted by [ , ](0) and the corresponding Lie algebra q(0) is the
semi-direct product h⋉ V ab, where V ab ≃ q/h as an h-module and [V ab, V ab](0) = 0. More
precisely, if x = h+ v ∈ q(0) with h ∈ h and v ∈ V , then
[h+ v, h′ + v′](0) = [h, h
′] + [h, v′]V − [h
′, v]V ,
where zV denotes the V -component of z ∈ q(0). The limit algebra q(0) is called an Ino¨nu¨-
Wigner (= IW) or one-parameter contraction of q, see [Lie3, Ch. 7,§ 2.5] or [PY12, Sect. 1]. Be-
low, we will repeatedly use the following
Independence principle. The IW-contraction q(0) does not depend on the initial choice of a
complementary subspace V .
Therefore, when there is no preferred choice of V , we write q(0) = h⋉(q/h)
ab. By a general
property of Lie algebra contractions, we have ind q(0) > ind q. We need conditions on q
and h under which the index of the IW-contraction does not increase. For this reason, we
switch below to the case in which q = g is reductive and hence G is a connected reductive
algebraic group.
For any irreducible algebraic G-variety X , there is the notion of the complexity of X ,
denoted cG(X), see [V86]. Namely, cG(X) = dimX − maxx∈X dimB·x, where B ⊂ G
is a Borel subgroup. Then X is said to be spherical, if cG(X) = 0, i.e., if B has a dense
orbit in X . In particular, for any subgroup H ⊂ G, one can consider the complexity of
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the homogeneous space X = G/H . Then H (or h = Lie (H)) is said to be spherical if
cG(G/H) = 0.
Theorem 2.1. Suppose thatG is reductive and the homogeneous spaceG/H is quasi-affine. Then
ind (h⋉(g/h)ab) = ind g+2cG(G/H) = rk g+2cG(G/H). In particular, ind (h⋉(g/h)
ab) = ind g
if and only if h is a spherical subalgebra of g.
Proof. For the affine homogeneous spaces, a proof is given in [P07, Prop. 9.3]. Here we
demonstrate that that proof actually applies in the general quasi-affine setting.
Let h⊥ be the annihilator of h in the dual space g∗. It is an H-submodule of g∗ that is
called the coisotropy representation of H . Here h⊥ and g/h are dual h-modules. (If Φ is a
G-invariant bilinear form on g, then one can identify g∗ and g using Φ, and consider h⊥ as
a subspace of g.)
Let k(h⊥)H denote the subfield ofH-invariants in k(h⊥). The Raı¨s formula for the index
of semi-direct products [R78] asserts that ind (h ⋉ (g/h)ab) = tr.deg k(h⊥)H + ind s, where
s is the h-stabiliser of a generic point in h⊥. (Here we use the fact that g/h and h⊥ are
dual H-modules.) Since G/H is quasi-affine, s is reductive [P99, Theorem2.2.6]. Hence
ind (h⋉ (g/h)ab) = tr.deg k(h⊥)H + rk s. Moreover, there is a formula for cG(G/H) in terms
of the action (H : h⊥). Namely, 2cG(G/H) = tr.deg k(h
⊥)H − rk g + rk s [P99, Cor. 2.2.9].
Whence the conclusion. 
Remark 2.2. If P ⊂ G is a parabolic subgroup, then G/P is not quasi-affine. However,
it is proved in [PY13, Theorem4.1] that ind (p ⋉ (g/p)ab) = rk g. For a Borel subgroup
B, this appeared already in [PY12, Cor. 3.5]. The reason is that the Raı¨s formula readily
implies that ind (p ⋉ (g/p)ab) = ind ge, where e ∈ pnil is a Richardson element and pnil is
the nilradical of p. The famous Elashvili conjecture asserts that ind ge = rk g for any e ∈ g.
For the Richardson elements, a conceptual proof of the Elashvili conjecture is given in
[CM10].
Remark 2.3. In an earlier version of this article, we conjectured that ind (h⋉ (g/h)ab) = ind g
for any spherical subalgebra h. Having heard from us about this problem, D. Timashev
informed us that combining some results of Knop [Kn90], the Elashvili conjecture, and the
scheme of proof of Theorem 2.1, one can extend Theorem 2.1 to arbitrary homogeneous
spaces G/H . This general argument is outlined below. We are grateful to Timashev for
providing necessary details.
Let T∗(G/H) = G×H h⊥ be the cotangent bundle of G/H . The generic stabiliser for the
H-action on h⊥ is isomorphic to a generic stabiliser for the G-action on T∗(G/H). Let s be
such a stabiliser. (If G/H is quasi-affine, then s is reductive. But this is not so in general.)
A general description of s, see [Kn90, Sect. 8], can be stated as follows. Fix a maximal
torus T ⊂ B and set t = Lie (T ). For a generic B-orbit O in G/H , consider the parabolic
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subgroup P = {g ∈ G | g(O) ⊂ O} ⊃ B. Let Γ ∈ X(T ) be the lattice of weights of all
B-semi-invariants in the field k(G/H) and t0 the Lie algebra of Ker Γ ⊂ T . The rank of Γ
is called the rank of G/H , denoted rG(G/H). Set a = t
⊥
0 , the orthogonal complement w.r.t.
Φ|t and consider the Levi subgroup M = ZG(a) ⊂ G. The weights in Γ can be regarded
as characters ofM and we consider the identity component of their common kernel as a
subgroup ofM , denotedM0. Clearly,M0 is reductive. Writem0 ⊂ m for their Lie algebras.
Let P− be the opposite to P parabolic subgroup and p
nil
− the nilradical of p− = Lie (P−).
Then M0 ∩ P− is a parabolic subgroup of M0 and Knop’s description boils down to the
assertion that s is the generic stabiliser for the linear action ofM0∩P− onm∩p
nil
− = m0∩p
nil
− .
It is noticed by Timashev that s ⊂ m0 is actually the stabiliser in m0 of a Richardson
element in m0 ∩ p
nil
− = (m0 ∩ p−)
nil. Hence ind s = rkM0 by the Elashvili conjecture. By the
Raı¨s formula, we have
(2·2) ind (h⋉ (g/h)ab) = tr.deg k(h⊥)H + ind s.
The general theory developed in [Kn90, P90] implies that tr.deg k(h⊥)H = 2cG(G/H) +
rG(G/H). The last ingredient is that, by the very construction of M0, one has rkM0 =
rk g − rG(G/H). Gathering the above formulae, we obtain 2cG(G/H) + rk g in the right-
hand side of (2·2).
Associated with the vector space sum g = h ⊕ V , one has the bi-homogeneous decom-
position of any homogeneous H ∈ S(g):
H =
∑d
i=0Hi,d−i ,
where d = degH and Hi,d−i ∈ S
i(h) ⊗ Sd−i(V ) ⊂ Sd(g). Then (i, d − i) is the bi-degree of
Hi,d−i. Let H
• denote the nonzero bi-homogeneous component of H with maximal V -
degree. Then degVH = degV H
•. Similarly, H• stands for the nonzero bi-homogeneous
component of H with maximal h-degree, i.e., minimal V -degree.
It is known that if H ∈ ZS(g), then H• ∈ ZS(h ⋉ V ab) [P07’, Prop. 3.1]. However, it is
not always the case that ZS(h ⋉ V ab) is generated by the functions of the form H• with
H ∈ ZS(g). Let {H1, . . . , Hl}, l = rk g, be a set of homogeneous algebraically independent
generators of S(g)g and di = degHi. Then
∑l
i=1 di = b(g).
Definition 3. We say that H1, . . . , Hl is an h-good generating system in S(g)
g (= h-g.g.s. for
short) if H•1 , . . . , H
•
l are algebraically independent.
The importance of g.g.s. is readily seen in the following fundamental results.
Theorem 2.4 ([Y14, Theorem3.8]). Let H1, . . . , Hl be an arbitrary set of homogeneous alge-
braically independent generators of S(g)g and g = h⊕ V . Then
(i)
∑l
j=1 degVHj > dimV ;
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(ii) H1, . . . , Hl is an h-g.g.s. if and only if
∑l
j=1 degVHj = dimV .
Furthermore, if the contraction g ❀ g(0) = h ⋉ (g/h)
ab has some extra properties, then
the existence of an h-g.g.s. provides the generators of ZS(g(0)). More precisely, Theo-
rem 3.8(iii) in [Y14] yields the following:
Theorem 2.5. Suppose that g(0) = h⋉ (g/h)
ab has the codim–2 property and ind g(0) = ind g. If
there is an h-g.g.s. H1, . . . , Hl in S(g)
g, thenH•1 , . . . , H
•
l freely generate S(g(0))
g(0) . In particular,
S(g(0))
g(0) is a polynomial ring.
3. 2-SPLITTINGS OF g AND POISSON-COMMUTATIVE SUBALGEBRAS
Let g be a semisimple Lie algebra. The sum g = h ⊕ r is called a 2-splitting of g, if both
summands are Lie subalgebras. Then g∗ acquires the decomposition g∗ = h∗ ⊕ r∗, where
r∗ = Ann(h) = h⊥, h∗ = Ann(r) = r⊥. Given a 2-splitting g = h⊕r, one can consider two IW-
contractions. Here either subalgebra is the preferred complement to the other, so wewrite
h⋉ rab and r⋉hab for these contractions. The important feature of this situation is that the
corresponding Poisson-brackets are compatible and their non-trivial linear combinations
define Lie algebras isomorphic to g.
If x = xh + xr ∈ g, then the Lie–Poisson bracket on g
∗ is decomposed as follows
{x, y} = [xh, yh] + [xh, yr]r + [xr, yh]r︸ ︷︷ ︸
{x,y}0
+ [xh, yr]h + [xr, yh]h + [xr, yr]︸ ︷︷ ︸
{x,y}∞
.
Here the bracket { , }0 (resp. { , }∞) corresponds to g(0) = h ⋉ r
ab (resp. g(∞) = r ⋉ h
ab).
Using this decomposition, we introduce a 1-parameter family of Poisson brackets on g∗:
{ , }t = { , }0 + t{ , }∞,
where t ∈ P = k ∪ {∞} and we agree that { , }∞ is the Poisson bracket corresponding
to t = ∞. It is easily seen that { , }t with t ∈ k
× is given by the map ϕt, see Eq. (2·1).
By [PY18, Lemma 1.2], all these brackets are compatible. Write g(t) for the Lie algebra
corresponding to { , }t. Of course, we merely write g in place of g(1). All Lie algebras g(t)
have the same underlying vector space g.
Convention 1. We often identify g with g∗ via the Killing form on g. We also think of
g∗ as the dual of any algebra g(t) and usually omit the subscript ‘(t)’ in g
∗
(t). However, if
ξ ∈ g∗, then the stabiliser of ξ in the Lie algebra g(t) (i.e., with respect to the coadjoint
representation of g(t)) is denoted by g
ξ
(t).
Let pit be the Poisson tensor for { , }t and pit(ξ) the skew-symmetric bilinear form on
g ≃ T ∗ξ (g
∗) corresponding to ξ ∈ g∗, cf. Section 1. A down-to-earth description is that
pit(ξ)(x1, x2) = {x1, x2}(t)(ξ). Set rk pit = maxξ∈g∗ rk pit(ξ).
If t 6= 0,∞, then g(t) ≃ g and hence ind g(t) = ind g = rk g.
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For each Lie algebra g(t), there is the related singular set g
∗
(t),sing = g
∗\g∗(t),reg , cf. Eq. (1·1).
Then, clearly,
g∗(t),sing = {ξ ∈ g
∗ | rk pit(ξ) < rk pit},
which is the union of the symplectic g(t)-leaves in g
∗ having a non-maximal dimension.
For aesthetic reasons, we write g∗∞,sing instead of g
∗
(∞),sing.
Let Zt denote the centre of the Poisson algebra (S(g), { , }t). Formally, Zt = S(g(t))
g(t) .
Then Z1 = S(g)
g. For ξ ∈ g∗, let dξF ∈ g denote the differential of F ∈ S(g) at ξ. It is a
standard fact that, for any H ∈ S(g)g, dξH belongs to z(gξ), where z(gξ) is the centre of gξ.
Let {H1, . . . , Hl} be a set of homogeneous algebraically independent generators of S(g)
g.
By the Kostant regularity criterion for g, dξH1, . . . ,dξHl are linearly independent if and only
if ξ ∈ g∗reg, see [K63, Theorem 9]. Therefore
(3·1) 〈dξHj | 1 6 j 6 l〉k = g
ξ if and only if ξ ∈ g∗reg.
(Recall that gξ = z(gξ) if and only if ξ ∈ g∗reg [P03, Theorem3.3].) For ξ ∈ g
∗, set dξZt =
〈dξF | F ∈ Zt〉k. Then dξZt ⊂ ker pit(ξ) for each t. The regularity criterion obviously holds
for any t 6= 0,∞. That is,
(3·2) for t 6= 0,∞, one has ξ ∈ g∗(t),reg ⇔ dξZt = ker pit(ξ)⇔ dimker pit(ξ) = rk g.
Remark. The same property holds for t = 0 in some particular cases considered in [Y14,
Sections 4 & 5], which also occur below. For instance, if (h, r) is either (b, u−), see Section 4,
or (b, g0), see Section 6 for details.
3.1. The non-degenerate case. Let us say that a 2-splitting is non-degenerate, if ind g(0) =
ind g(∞) = rk g and thereby Preg = P. This is equivalent to that both subalgebras h and r
are spherical, see Theorem 2.1 and Remark 2.3.
Clearly, {Zt,Zt′}t = 0 = {Zt,Zt′}t′ for all t, t
′ ∈ P. If t 6= t′, then each bracket { , }s is a
linear combination of { , }t and { , }t′ . Hence {Zt,Zt′}s = 0 for all s ∈ P. By continuity,
this ensures that ker pit′(ξ) = limt→t′ dξZt for each ξ ∈ g∗(t′),reg, cf. [PY18, Appendix]. Using
this one shows that the centres Zt (t ∈ P) generate a PC-subalgebra of S(g)with respect to
any bracket { , }t, t ∈ P. Write Z〈h,r〉 := alg〈Zt〉t∈P for this subalgebra. For each ξ ∈ g
∗, the
space dξZ〈h,r〉 is the linear span of dξZt with t ∈ P. In [B91], Bolsinov outlined a method
for estimating the dimension of such subspaces. A rigorous presentation is contained in
Appendices [PY08, PY18], which is going to be used in the following proof.
Theorem 3.1. Given a non-degenerate 2-splitting g = h⊕ r,
(1) there is a dense open subset Ω ∈ g∗ such that dimker pit(ξ) = rk g for all ξ ∈ Ω and t ∈ P;
(2) for all ξ ∈ Ω, one has dimdξZ〈h,r〉 = b(g) and hence tr.degZ〈h,r〉 = b(g).
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Proof. (1) Suppose that
ξ = ξh + ξr ∈ h
∗ ⊕ r∗ = g∗.
The presence of the invertible map ϕt implies that ξ ∈ g
∗
(t),sing if and only if ξh+t
−1ξr ∈ g
∗
sing.
Therefore,
(3·3)
⋃
t6=0,∞
g∗(t),sing = {ξh + tξr | ξh + ξr ∈ g
∗
sing, t 6= 0,∞}.
Since codim g∗(t),sing = 3 for each t ∈ k
×, the closure Y :=
⋃
t6=0,∞ g
∗
(t),sing is of codimension 2
in g∗. Then we have dim ker pit(ξ) = rk g for all t ∈ P and all ξ in the dense open subset
Ω = g∗ \ (Y ∪ g∗(0),sing ∪ g
∗
∞,sing).
(2) By definition, dξZ〈h,r〉 =
∑
t∈P dξZ ⊂
∑
t∈P ker pit(ξ). Then (3·2) and the hypothesis
on ξ imply that dξZ〈h,r〉 ⊃
∑
t6=0,∞ ker pit(ξ). Here we have a 2-dimensional vector space
of skew-symmetric bilinear forms a·pit(ξ) on g ≃ T
∗
ξ g
∗, where a ∈ k, t ∈ P. Moreover,
rk pit(ξ) = dim g − rk g for each t. By [PY08, Appendix],
∑
t6=0,∞ ker pit(ξ) =
∑
t∈P ker pit(ξ)
and dim
∑
t∈P ker pit(ξ) = rk g+
1
2
(dim g− rk g) = b(g). 
Thus, any non-degenerate 2-splitting g = h⊕ r provides a Poisson-commutative subal-
gebra Z〈h,r〉 ⊂ S(g) of maximal transcendence degree.
Let {H1, . . . , Hl}, l = rk g, be a set of homogeneous algebraically independent gen-
erators of S(g)g and dj = degHj . Recall that for any Hj , one has the bi-homogeneous
decomposition:
Hj =
dj∑
i=0
(Hj)i,dj−i,
and H•j is the nonzero bi-homogeneous component of Hj with maximal r-degree. Then
degrHj = degrH
•
j . Similarly, Hj,• stands for the nonzero bi-homogeneous component of
Hj with maximal h-degree, i.e., minimal r-degree.
Convention 2. We tacitly assume that the order of summands in the sum g = h ⊕ r
is fixed. This means that, for a homogeneous H ∈ S(g), we write H• (resp. H•) for the
bi-homogeneous component of maximal degree w.r.t. the second (resp. first) summand.
It is known that H•j ∈ ZS(h⋉ r
ab) andHj,• ∈ ZS(r⋉ h
ab) [P07’, Prop. 3.1].
Theorem 3.2. The algebra Z〈h,r〉 is generated by Z0, Z∞, and the set of all bi-homogeneous com-
ponents of H1, . . . , Hl, i.e.,
(3·4) {(Hj)i,dj−i | j = 1, . . . , l & i = 0, 1, . . . , dj}.
Proof. Recall that Z({ , }1) = ZS(g) = k[H1, . . . , Hl]. By the definition of { , }t, we have
Z({ , }t) = ϕ
−1
t (Z(S(g))) for t 6= 0,∞ and
ϕt(Hj) = (Hj)dj ,0 + t(Hj)dj−1,1 + t
2(Hj)dj−2,2 + . . .
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Using the Vandermonde determinant, we deduce from this that all (Hj)i,dj−i belong to
Z〈h,r〉 and the algebra generated by them contains Zt with t ∈ k \ {0}. 
The main difficulty in applying this theorem is that one has to know the generators
of the centres Z0 and Z∞. The problem is that these centres are not always generated
by certain bi-homogeneous components of H1, . . . , Hl. In the subsequent sections, we
consider several nice examples of non-degenerate 2-splittings of g, describe the corre-
sponding Poisson-commutative subalgebras of S(g) and point out some applications to
integrable systems.
4. THE POISSON-COMMUTATIVE SUBALGEBRA Z〈b,u−〉
Let g = u⊕ t⊕u− be a fixed triangular decomposition and b = u⊕ t. The corresponding
subgroups of G are U, T, U−, and B. In this section, we take (h, r) = (b, u−). Then g(0) =
b ⋉ uab− and g(∞) = u− ⋉ b
ab. Since G/U− is quasi-affine, ind g(∞) = ind g, see Theorem 2.1.
By a direct computation, one also obtains ind g(0) = ind g, cf. Remark 2.2. Hence g = b⊕u−
is a non-degenerate 2-splitting.
In order to get explicit generators of the algebra Z〈b,u−〉, we first have to describe the
algebras Z0 and Z∞. Recall that S(g)
g = k[H1, . . . , Hl] and H
•
i is the bi-homogeneous
component of H of highest degree w.r.t. u−. The following is Theorem 3.3 in [PY12].
Proposition 4.1. For g(0) = b ⋉ u
ab
− , the Poisson centre Z0 = ZS(g(0)) is freely generated by
H•1 , . . . , H
•
l . The bi-degree of H
•
j is (1, dj − 1).
In our present terminology, one can say that any homogeneous generating system
H1, . . . , Hl ∈ S(g)
g is a b-g.g.s.
Proposition 4.2. For g(∞) = u− ⋉ b
ab, one has Z∞ = S(t), where t ⊂ b = b
ab ⊂ g(∞).
Proof. Since b is abelian in g(∞) and b ≃ g/u− as an u−-module, we have t ⊂ Z∞. Since
ind g(∞) = l = dim t, this means that S(t) ⊂ Z∞ is an algebraic extension. Because S(t) is
algebraically closed in S(g(∞)), we conclude that S(t) = Z∞. 
Theorem 4.3. The algebra Z〈b,u−〉 is polynomial. It is freely generated by the bi-homogeneous
components {(Hj)i,dj−i | 1 6 j 6 l, 1 6 i 6 dj − 1} and a basis for t.
Proof. By Proposition 4.1, the generators of Z0 are certain bi-homogeneous components
ofH1, . . . , Hl. Therefore, combining Theorem 3.2, Proposition 4.1, and Proposition 4.2, we
obtain that Z〈b,u−〉 is generated by the bi-homogeneous components of allHj ’s and S(t).
The bi-homogeneous component (Hj)dj ,0 is the restriction of Hj to (u−)
⊥ = b∗ ⊂ g∗.
(Upon the identification of g and g∗, this becomes the restriction to b− = t ⊕ u−.) As
Hj is G-invariant, such a restriction depends only on t
∗ ⊂ b∗; i.e., it is a W -invariant
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element of S(t). Since we already have the whole of S(t), the functions {(Hj)dj ,0 | 1 6
j 6 l} are not needed for a minimal generating system. On the other hand, (Hj)0,dj is the
restriction of Hj to b
⊥ = u∗− ≃ u. Therefore, (Hj)0,dj = 0 for all j. Thus, Z〈b,u−〉 is generated
by the functions pointed out in the statement. The total number of these generators is
l +
∑l
j=1(dj − 1) = b(g). Because tr.degZ〈b,u−〉 = b(g) (Theorem 3.1), all these generators
are nonzero and algebraically independent. 
Thus, we have constructed a polynomial Poisson-commutative subalgebra Z〈b,u−〉 ⊂ S(g)
of maximal transcendence degree.
Theorem 4.4. The Poisson-commutative algebra Z〈b,u−〉 is complete on every regular coadjoint
orbit of G.
Proof. Given an orbit G·x ⊂ g∗reg, it suffices to find y ∈ G·x such that dimdyZ〈b,u−〉 = b(g).
Consider first the regular nilpotent orbitGe′. Let {e, h, f} be a principal sl2-triple in g such
that e ∈ u, h ∈ t, f ∈ u−. Then y := e+ h− f ∈ G·e
′. Here e ∈ u∗− and (h− f) ∈ b
∗.
We claim that y ∈ g∗(t),reg for every t ∈ P. Indeed, if t 6= 0,∞, then te + (h − f) ∈ g
∗
reg,
cf. (3·3). Further, ge(0) = b
e = ge is commutative and dim ge = l. Therefore also gy(0) = g
e
and y ∈ g∗(0),reg. Finally, ad
∗(u−)(h− f) = Ann(t⊕ u−). Hence dim g
y
(∞) = dim g
h−f
(∞) = l and
y ∈ g∗∞,reg. The claim is settled.
Now we know that y ∈ Ω, where Ω is the subset of Theorem 3.1(1). By Theorem 3.1(2),
dimdyZ〈b,u−〉 = b(g). This means that Z〈b,u−〉 is complete on the regular nilpotent orbit
G·e = G·e′, see Lemma 1.1.
In general, using the theory of associated cones of Borho and Kraft [BK79], one sees
that Ge ⊂ k×·Gx for any x ∈ g∗reg. Since the subalgebra Z〈b,u−〉 is homogeneous, we have
b(g) > max
x′∈Gx
dimdx′Z〈b,u−〉 > max
e′∈Ge
dimde′Z〈b,u−〉 = b(g).
The result follows in view of Lemma 1.1. 
Remark 4.5. Our (b, u−)-results can be put in a more general setting in the following way.
Let p ⊃ b be a standard parabolic subalgebra with Levi decomposition p = l ⊕ pnil. This
yields the decomposition g = pnil ⊕ l ⊕ pnil− , where p− = l ⊕ p
nil
− is the opposite parabolic.
Consider the 2-splitting g = p⊕pnil− . Here p is a spherical subalgebra, while p
nil
− is spherical
if and only if p = b. Actually, cG(G/P
nil
− ) = dim u(l), where u(l) = u ∩ l. Then
ind g(∞) = ind (p
nil
− ⋉ p
ab) = dim l,
cf. Theorem 2.1. Moreover, one proves here that Z∞ = S(l), cf. Proposition 4.2. Therefore,
if p 6= b, then Psing = {∞} and the PC-subalgebra Z〈p,pnil
−
〉 is generated by all Zt with t 6=∞.
In this case, Z〈p,pnil
−
〉 ⊂ S(g)
l and one can prove that tr.degZ〈p,pnil
−
〉 = b(g) − dim u(l). To
describe explicitly Z〈p,pnil
−
〉, one has to know the structure and generators of Z0 = ZS(p ⋉
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(pnil− )
ab). However, it is not known whether Z0 is always polynomial, and generators are
only known in some special cases. For instance, this is so if p is a minimal parabolic, i.e.,
[l, l] ≃ sl2 (see [PY13, Section 6]). We hope to consider this case in detail in a forthcoming
publication.
5. THE MAXIMALITY OF Z〈b,u−〉
Here we prove that Z〈b,u−〉 is amaximal Poisson-commutative subalgebra of S(g).
Let ∆ be the set of roots of (g, t). Then gµ is the root space for µ ∈ ∆. Let ∆
+ be the
set of positive roots corresponding to u. Choose nonzero vectors eµ ∈ gµ and fµ ∈ g−µ
for any µ ∈ ∆+. Let α1, . . . , αl be the simple roots and δ the highest root in ∆
+. Write
δ =
∑l
i=1 aiαi and set fi = fαi . Assuming that degHj 6 degHi if j < i for the basic
invariants in S(g)g, we have H•l = eδ
∏l
i=1 f
ai
i , see [PY12, Lemma 4.1].
Recall that we have two contractions g(0) = b⋉ u
ab
− and g(∞) = u−⋉ b
ab. As the first step
towards proving the maximality of Z〈b,u−〉, we study the subsets g
∗
∞,sing and g
∗
(0),sing.
Lemma 5.1. (i) g∗∞,sing =
⋃
α∈∆+ D(α), where D(α) = {ξ ∈ g
∗ | (ξ, α) = 0} and ( , ) is the
Killing form on g∗ ≃ g.
(ii) For any α ∈ ∆+ and a generic ξ ∈ D(α), we have dim gξ(∞) = l + 2.
Proof. For ξ ∈ g∗, let C = C∞(ξ) be the matrix of pi∞(ξ)|u−×uab . Since [b, b](∞) = 0, we have
rk pi∞(ξ) > 2rkC. Note that if [eα, fβ](∞) 6= 0, then either α = β or α−β ∈ ∆
+ and therefore
α < β in the usual root order “<” on ∆+. Refining this partial order to a total order on
∆+ and choosing bases in u and u− accordingly, one can bring C into an upper triangular
form with the entries ξ([fα, eα]) on the diagonal. Now it is clear that g
∗
∞,sing ⊂
⋃
α∈∆+ D(α).
Let ξ ∈ D(α) be a generic point. Then rkC = dim u−1 and there is a nonzero e ∈ u such
that pi∞(ξ)(u−, e) = 0. Hence e ∈ g
ξ
(∞). Because t is the centre of g(∞), we have t ⊂ g
ξ
(∞)
and b(g)− 1 > rk pi∞(ξ) > b(g)− 2. Since rk pi∞(ξ) is an even number, it is equal to b(g)− 2
and therefore dim gξ(∞) = l + 2. This settles both claims. 
Lemma 5.2. (i) Set Di = {ξ ∈ g
∗ | ξ(fi) = 0} for 1 6 i 6 l. Then the union of all divisors in
g∗(0),sing is equal to
⋃
i: ai>1
Di.
(ii) For any Di ⊂ g
∗
(0),sing and generic ξ ∈ Di, we have dim g
ξ
(0) = l + 2.
Proof. (i) By [Y14, Theorem5.5], a fundamental semi-invariant of g(0) is p =
∏l
i=1 f
ai−1
i .
The main property of p is that the union of all divisors in g∗(0),sing is {ξ ∈ g
∗ | p(ξ) = 0},
see [Y14, Def. 5.4]. Hence the assertion.
(ii) Take a generic ξ ∈ Di ⊂ g
∗
(0),sing. Then ξ = y + e, where y ∈ b
∗ and e ∈ u is a
subregular nilpotent element of g, cf. [Y14, Sect. 5.2]. According to [Y14, Eq. (5.1)],
dim gξ(0) = dim b
e + ind be − l.
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On the one side, dim(B·e) 6 dim u − 1, on the other, be ⊂ ge and dim be 6 l + 2. If
be = ge, then ind be = l [P03, Cor. 3.4], if dim be = l + 1, then ind be 6 l + 1. In any case
dim be + ind be 6 2l + 2 and hence dim gξ(0) = l + 2. 
Remark. Note that all ai = 1 if g is of type A. That is, in that case codim g
∗
(0),sing > 2.
We will need another technical tool, the pencil of skew-symmetric forms on g related
to the family {pit(ξ)}t∈k∪∞ for a given ξ ∈ g
∗. To this end, we recall some general theory
presented in the Appendix to [PY18].
Let P be a two-dimensional vector space of (possibly degenerate) skew-symmetric bi-
linear forms on a finite-dimensional vector space v. Setm = maxA∈P rkA, and let Preg ⊂ P
be the set of all forms of rank m. Then Preg is an open subset of P and Psing := P \ Preg is
either {0} or a finite union of lines. For each A ∈ P, let kerA ⊂ v be the kernel of A. Our
object of interest is the subspace L :=
∑
A∈Preg
kerA.
Proposition 5.3 (cf. [PY18, TheoremA.4]). Suppose that Psing = kC with C 6= 0 and rkC =
m−2. Suppose also that rk (A|kerC) = 2 for some A ∈ P. Then (1) dim(L∩kerC) = dim v−m,
(2) dimL = dim v− m
2
− 1, and (3) A(kerC,L ∩ kerC) = 0.
Proof. The first two assertions are proved in [PY18, TheoremA.4]. We briefly recall the
relevant setup.
Take non-proportional A,B ∈ Preg. By [T91, Theorem 1(d)], there is the Jordan–Kronecker
canonical form for A and B. This means that there is a decomposition v = v1 ⊕ . . . ⊕ vd
such that A(vi, vj) = 0 = B(vi, vj) for i 6= j, and the pairs Ai = A|vi, Bi = B|vi have a
rather special form. Namely, each pair (Ai, Bi) forms either a Kronecker or a Jordan block
(see [PY18, Appendix] for more details). Assume that dim vi > 0 for each i.
• For a Kronecker block, dim vi = 2ki + 1, rkAi = 2ki = rkBi and the same holds for
every nonzero linear combination of Ai and Bi.
• For a Jordan block, dim vi is even and both Ai and Bi are non-degenerate on vi.
Moreover, there is a unique λi ∈ k such that det(Ai+ λiBi) = 0 and hence rk (Ai+ λiBi) 6
dim vi − 2. In particular, any Jordan block gives rise to a line k(A + λiB) ⊂ Psing.
Since Psing is a sole line, the critical values λi for all Jordan blocks must be equal. Fur-
thermore, since rkC = m − 2, there must be only one Jordan block, and we may safely
assume that this block corresponds to vd.
Now, we are ready to prove assertion (3). It is clear that L ⊂
⊕
i<d vi and
(L ∩ kerC) ⊂
⊕
i<d kerCi,
where dimkerCi = 1 for each i < d. Since A(vi, vj) = 0 for i 6= j, we obtain A(kerC,L ∩
kerC) = 0. 
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Let C ⊂ S(g) be the subalgebra generated by Z〈b,u−〉, eδ, and fi with 1 6 i 6 l. Recall
that H•l ∈ Z〈b,u−〉 and that H
•
l = eδ
∏l
i=1 f
ai
i by [PY12, Lemma 4.1]. In view of this and
Thereorem 4.3, C has a set {Fk | 1 6 k 6 b(g) + l} of homogeneous generators such that
{Fk | 1 6 k 6 l} is a basis of t, Fk is of the form (Hj)i,dj−i if l < k < b(g), and the last l + 1
elements Fk are root vectors.
By the very construction, we have
(5·1) Z〈b,u−〉 ⊂ S(g)
t.
Proposition 5.4. The subalgebra C is algebraically closed in S(g).
Proof. For γ ∈ g∗, we set L(γ) =
∑
t6=0,∞ ker pit(γ) and V (γ) = dγZ〈b,u−〉. If γ ∈ g
∗
(t),reg for
all t 6= 0,∞, then L(γ) ⊂ V (γ) in view of (3·2). It follows from (5·1) that γ([V (γ), t]) = 0.
Consider the following condition on γ:
(⋄) γ is nonzero on at least l elements among eδ, f1, . . . , fl.
Note that condition (⋄) holds on a big open subset and that the t-weights of the l elements
involved, say x1, . . . , xl, are linearly independent. The linear independence of the selected
l-tuple of t-weights implies that if γ satisfies (⋄), γ([t, x]) = 0, and x ∈ 〈xi | 1 6 i 6 l〉k, then
x = 0. Hence here dimdγC > dimV (γ)+l. In the proof, we compute dimdγC only at points
γ satisfying (⋄).
We readily obtain that tr.deg C = b(g) + l and hence the homogeneous generators Fk
with 1 6 k 6 b(g)+ l are algebraically independent. The goal is to show that the differen-
tials of the polynomials Fk are linearly independent on a big open subset. Note that the
assertion is obvious for g = sl2, because here C = S(g).
Let Ω ⊂ g∗ be the dense open subset defined in Theorem 3.1. Then dimV (γ) = b(g) for
any γ ∈ Ω. However, the complement of Ωmay contain divisors; i.e., the divisors lying in
g∗(0),sing or in g
∗
∞,sing, see (3·3).
• Concentrate first on the irreducible divisors in g∗∞,sing. Such a divisor D(α) is the
hyperplane defined by α ∈ ∆+, see Lemma 5.1(i). There is a non-empty open subset
U ⊂ D(α) such that any γ˜ ∈ U is regular for all t 6=∞ and satisfies dim gγ˜(∞) = l+2, see (3·3)
and Lemmas 5.2, 5.1. We have t ( gγ˜(∞). Recall from the proof of Lemma 5.1 that there is
a nonzero e ∈ u ∩ gγ˜(∞). Let µ be a maximal element in the subset {β ∈ ∆
+ | (e, fβ) 6= 0}.
Then ([u−, e], fµ) = 0. Hence e ∈ g
γ
(∞) for any γ = γ˜+cfµ, where c ∈ k and fµ is regarded as
a linear function on g. For h ∈ t such that [h, eµ] = eµ, we have γ([h, e]) = γ˜([h, e])+c(fµ, e)
and here (fµ, e) 6= 0. For a generic c ∈ k, one obtains γ([t, g
γ
(∞)]) 6= 0 and γ ∈ U . On
the one hand, rk pi(γ)|gγ
(∞)
> 2, on the other hand, rk pi(γ)|gγ
(∞)
6 2 by [PY18, LemmaA.3].
According to [PY08, LemmaA.1], L(γ) =
∑
t6=∞ ker pit(γ). Now Proposition 5.3 implies
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that dimL(γ) = b(g)− 1 and
pi(γ)(L(γ) ∩ gγ(∞), g
γ
(∞)) = 0.
By the construction pi(γ)(t, gγ(∞)) 6= 0. Hence t 6⊂ L(γ) and dim(L(γ) + t) > dimL(γ). For a
generic γ ∈ D(α), we have then dimV (γ) = b(g) and dimdγC = b(g) + l.
• Consider a divisor Di ⊂ g
∗
(0),sing that is defined by fi with ai > 1, see Lemma 5.2.
We can safely assume here that g is not of type A. Otherwise g∗(0),sing has no divisors, cf.
[PY12, Prop. 4.3]. Because [b, fi](0) ⊂ kfi, we have fi ∈ g
γ˜
(0) for any γ˜ ∈ Di. Let γ ∈ Di be
generic. Lemma 5.2 shows that rk pi0(γ) = dim g − l − 2 and that rk pi∞(γ) = l. By [PY08,
LemmaA.1], L(γ) =
∑
t6=0 ker pit(γ). The next task is to show that γ is nonzero on [fi, g
γ
(0)].
In order to do this, we employ considerations from [Y14, Sect. 5.2].
Set p = pi = b ⊕ kfi. Then (Di ∩ u) = p
nil is the nilpotent radical of p. Write γ = y + e,
where y ∈ b∗ ≃ b− and e ∈ p
nil is a subregular element of g, cf. the proof of Lemma 5.2(ii).
We may safely assume that e is a Richardson element, i.e., Pe ⊂ pnil is the dense orbit
of the parabolic subgroup P ⊂ G with Lie (P ) = p. There are two possibilities, either
[p, e] = pnil is equal to [b, e] or not.
Suppose that dim[b, e] < dim pnil, then there is a nonzero f ∈ pnil− such that (f, [b, e]) =
0. At the same time, (f, [p, e]) 6= 0. Therefore (f, [fi, e]) = ([f, fi], e) 6= 0. Note that
γ([f, g](0)) = (e, [f, b]) = 0, i.e., f ∈ g
γ
(0). We have also γ([f, fi]) = (e, [f, fi]) 6= 0. Thus γ is
nonzero on [fi, g
γ
(0)].
Suppose now that [b, e] = pnil. In this case, dim be = l + 1 and Be is dense and open
in pnil. By [Y14, Lemma 5.10], be is abelian. Set U0 = {γ ∈ Di | dim g
γ
(0) = l + 2}. Then
γ = e + y ∈ U0 for any y ∈ b− in view of a direct calculation from [Y14, Lemma 4.8].
Furthermore, γ([fi, g
γ
(0)]) = 0 if and only if (fi, [e+y, g
γ
(0)]) = 0. As a point of an appropriate
Grassmannian, the subspace gγ(0) depends on γ ∈ U0 continuously. Therefore it suffices to
find just one point γ˜ ∈ U0 such that γ˜([fi, g
γ˜
(0)]) 6= 0.
Consider first the case, where [fi, eδ] 6= 0. Set γ˜ = e+ fδ−αi . Then eδ ∈ g
γ˜ . Here [fi, eδ] is
a nonzero scalar multiple of eδ−αi , hence γ˜([fi, eδ]) = (fδ−αi , [fi, eδ]) 6= 0.
In the remaining cases, (δ, αi) = 0, b
e is abelian, and still ai > 1. This is possible if
and only if g is of type Bl with l > 3 and i > 3, see [GHR] and [Y14, Prop. 5.13]. As a
Richardson element in pnil, we take e = eαi−1+αi +
∑
j 6=i ej ; next β = δ − (α2+α3+ . . .+αi)
and y = fβ. There is a standard choice of root vectors related to elementary skew-
symmetric matrices. It leads, for example, to eαi−1+αi = [ei−1, ei]. After such a normal-
isation, ξ := eβ+αi − eβ ∈ b
e. Furthermore, ad∗(0)(ξ)fβ = −[eβ , fβ] and there is
η ∈ 〈fj , [fi−1, fi] | j 6= i− 1, i〉k
such that ξ + η ∈ gγ˜(0) for γ˜ = e + y. Finally (e + y, [fi, ξ + η]) = (e, [fi, η]) + (fβ, [fi, eβ+αi ])
is nonzero, because ([e, fi], η) = 0 and ([fβ, fi], eβ+αi) 6= 0.
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Now we know that pi(γ)(fi, g
γ
(0)) 6= 0. By [PY18, LemmaA.3], rk (pi(γ)|gγ(0)) 6 2, hence
the rank in question is equal to 2. According to Proposition 5.3, dimL(γ) = b(g) − 1 and
fi 6∈ L(γ).
Note that pi(γ)(fi, t) = 0. Furthermore, if x ∈ 〈eδ, fj | j 6= i〉k and pi(γ)(t, x) = 0, then
x = 0. Therefore dimdγC = b(g) + l. Since dγC = 〈dγFk | 1 6 k 6 b(g) + l〉k, the goal is
achieved, the differentials dFk are linearly independent on a big open subset. According
to [P2Y07, Theorem 1.1], the subalgebra C is algebraically closed in S(g). 
Theorem 5.5. The algebra Z〈b,u−〉 is a maximal Poisson-commutative subalgebra of S(g).
Proof. Let A ⊂ S(g) be a Poisson-commutative subalgebra and Z〈b,u−〉 ⊂ A. Since
tr.degZ〈b,u−〉 = b(g) = tr.degA, each element x ∈ A is algebraic over Z〈b,u−〉. Hence it
is also algebraic over C and by Proposition 5.4, we have x ∈ C. Since t ⊂ Z〈b,u−〉, we have
{t, x} = 0. The algebra of t-invariants in C is generated by Z〈b,u−〉 and the monomials
ecδf
c1
1 . . . f
cl
l such that ci = cai. Each such monomial is a power ofH
•
l . Therefore x ∈ Z〈b,u−〉
and Z〈b,u−〉 = A. 
6. THE POISSON-COMMUTATIVE SUBALGEBRA Z〈b,g0〉
If σ is an involution of g, then g = g0 ⊕ g1, where gi = {x ∈ g | σ(x) = (−1)
ix}. As
is well-known, g0 is a spherical subalgebra of g. Therefore, there is a Borel subalgebra b
such that g0 + b = g.
An involution σ is said to be of maximal rank, if g1 contains a Cartan subalgebra of g.
Then dim g1 = dim b, dim g0 = dim u, and such σ is unique up toG-conjugation. Therefore,
in the maximal rank case, there is a Borel subalgebra b such that
(6·1) b⊕ g0 = g.
Recall that (for k = C) there is a bijection between the (conjugacy classes of complex)
involutions of g and the real forms of g, see e.g. [Lie3, Ch. 4, 1.3]. Under this bijection
the involution of maximal rank corresponds to the split real form of g. This bijection
also allows us to associate the Satake diagram [Lie3, Ch. 4, 4.3] to any involution. In this
section, we assume that σ is of maximal rank and take (h, r) = (b, g0) such that Eq. (6·1)
holds. As in Section 4, to describe the generators of Z〈b,g0〉, we need a set of generators
for the Poisson centres Z0 = ZS(b ⋉ g
ab
0 ) and Z∞ = ZS(g0 ⋉ b
ab). By the Independence
Principle of Section 2, we have
b⋉ gab0 ≃ b⋉ u
ab
− and g0 ⋉ b
ab ≃ g0 ⋉ g
ab
1 .
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Hence the structure of Z0 is already described in Prop. 4.1, whereas the Poisson centre
of S(g0 ⋉ g
ab
1 ) is described in [P07’]. Namely, ZS(g0 ⋉ g
ab
1 ) is freely generated by the bi-
homogeneous components of {Hi} of minimal degree w.r.t. g0, i.e., of maximal degree
w.r.t. g1 (or b). In particular, any generating system H1, . . . , Hl ∈ S(g)
g is a g0-g.g.s.
Theorem 6.1. The algebra Z〈b,g0〉 is polynomial. It is freely generated by the bi-homogeneous
components {(Hj)i,dj−i | 1 6 j 6 l, 1 6 i 6 dj}.
Proof. It follows from the above discussion and Theorem 3.2 that Z〈b,g0〉 is generated by
the bi-homogeneous components of all {Hi}. The total number of all bi-homogeneous
components equals
∑l
j=1(dj + 1) = b(g) + l. As in the proof of Theorem 4.3, the com-
ponent (Hj)0,dj is the restriction of Hj to b
⊥. Under the identification of g and g∗, we
have b⊥ = u. Therefore (Hj)0,dj ≡ 0 for all j. Thus, there remain at most b(g) nonzero
bi-homogeneous components and, in view of Theorem 3.1, these components must be
nonzero and algebraically independent. 
Thus, we have obtained a polynomial Poisson-commutative subalgebra Z〈b,g0〉 of S(g) of
maximal transcendence degree.
Example 6.2. (1) If g = sln and σ is of maximal rank, then g0 = son. Here dim g
∗
(0),sing 6
dim g − 2 by [P07’, Theorem3.3] and dim g∗∞,sing 6 dim g − 2 by [PY12, Section 4]. In view
of (3·3), this implies that the open subset Ω of Theorem 3.1 is big. Thus, the differentials
of the free generators of Z〈b,g0〉 are linearly independent on the big open subset Ω. By
[P2Y07, Theorem 1.1], this means that Z〈b,g0〉 is an algebraically closed subalgebra of S(g).
Since tr.degZ〈b,g0〉 is maximal possible among all PC-subalgebras, Z〈b,g0〉 is amaximal PC-
subalgebra of S(sln).
(2) By [PY12, Theorem4.4], if g is simple, but g 6= sln, then dim g
∗
∞,sing = dim g − 1.
Therefore, the above argument does not generalise. Still, this does not prevent Z〈b,g0〉
from being a maximal PC-subalgebra. Actually, we do not know yet whether Z〈b,g0〉 is
maximal for the other simple g.
Remark 6.3. If σ is not of maximal rank, then dim g0 > dim u and the sum g0 + b = g
cannot be direct. Given g0, one can choose a generic “opposite” Borel subalgebra b such
that dim(b∩ g0) is minimal possible and b∩ g0 is closely related to a Borel subalgebra of a
certain Levi subalgebra. Namely, there is a parabolic subalgebra p ⊃ b, with the standard
Levi subalgebra l ⊂ p, such that [l, l] ⊂ p ∩ g0 ⊂ l and b ∩ g0 is a Borel subalgebra of s :=
p∩g0 [P99, Chapters 1, 2]. (The semisimple algebra [l, l] corresponds to the subset of black
nodes of the Satake diagram of σ.) Therefore, there is always a solvable subalgebra h ⊂ b
normalised by t such that h⊕ (g0 ∩ b) = b and hence h⊕ g0 = g. Here p
nil ⊂ h ⊂ pnil ⊕ z(l),
where z(l) is the centre of l. Hence any involution σ gives rise to a natural 2-splitting of g.
But this h not necessarily spherical. A sufficient condition for sphericity is that the Satake
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diagram of σ has no black nodes. (This is equivalent to that g1∩greg 6= ∅.) Then p = b and
b ∩ g0 ⊂ t. Hence h ⊃ u = b
nil and thereby h is spherical. Thus any involution of g having
the property that g1 ∩ greg 6= ∅ gives rise to a non-degenerate 2-splitting.
• If g is simple, then such involutions that are not of maximal rank exist only for An,
D2n+1, and E6. However, it is not yet clear how to describe explicitly the Poisson centre
ZS(h⋉ gab0 ) if h 6= b.
• Yet another similar possibility is the semisimple algebra g ⊕ g ≃ g × g, where g is
simple and σ is the permutation of summands. Here everything can be accomplished
explicitly, see the following section.
7. POISSON-COMMUTATIVE SUBALGEBRAS RELATED TO A 2-SPLITTING OF g× g
In this section, we consider in detail the good case mentioned at the end of Remark 6.3
and its application to Lie algebras over R.
Let τ be the involution of g˜ := g ⊕ g ≃ g × g such that τ(x1, x2) = (x2, x1). Then g˜0 =
∆g ≃ g is the usual diagonal in g × g and g˜1 is the antidiagonal ∆
(−)
g = {(x,−x) | x ∈ g}.
Here a generic opposite Borel subalgebra of g˜ for ∆g is b × b− and ∆g ∩ (b× b−) = ∆t. It
follows that a complementary solvable subalgebra for ∆g is
h = ∆
(−)
t ⊕ (u× u−),
where ∆
(−)
t = {(x,−x) | x ∈ t}. This yields the 2-splitting
(7·1) g× g = h⊕∆g,
associated with τ in the sense of Remark 6.3. Next step is to prove that this 2-splitting
is non-degenerate and both related IW-contractions of g × g have a polynomial ring of
symmetric invariants.
By the Independence Principle, the IW-contraction (g× g)(∞) = ∆g ⋉ h
ab is isomorphic
to the Takiff Lie algebra g⋉gab. A description of the symmetric invariants of g⋉gab is due to
Takiff [Ta71], cf. also [P07]. This implies that there is a good generating system here. More
explicitly, let {Hj,I , Hj,II | 1 6 j 6 l} be the obvious set of basic symmetric invariants of
g× g. Then {Hj,I ±Hj,II | 1 6 j 6 l} is a (∆g)-g.g.s.
Set V = ∆t ⊕ (u− × u) ⊂ g × g. As V is a complementary space to h in g × g, it follows
from the independence principle that
q := h⋉ Vab ≃ h⋉∆abg = (g× g)(0),
i.e., q is the IW-contraction of g× g associated with h. Recall that dj = degHj .
Proposition 7.1. We have ind q = 2l and S(q)q is freely generated by the polynomials
F j = (Hj,I −Hj,II)
• with 1 6 j 6 l
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and a basis of ∆t.
Proof. Let γ = (ξ, ξ) ∈ q∗ be a linear form such that ξ ∈ t∗ and dim gξ = l. Then dim qγ = 2l
and thereby ind q 6 2l. Note also that ∆t belong to the centre of q, i.e., [∆t, g× g](∞) = 0.
Let Fj = Fj,I be the highest u−-component of Hj ∈ S(g)
g w.r.t. the splitting g = b ⊕ u−.
By [Y14, Lemma5.7], we have Fj ∈ S(u ⊕ u−). Recall that by [PY12] the elements {Fj}
are algebraically independent and degu− Fj = dj − 1. Similarly, let Fj,II be the highest
u-component of Hj,II w.r.t. the splitting g = b− ⊕ u.
For each j ∈ {1, . . . , l} and s ∈ {I, II}, we have H•j,s ∈ S(∆t). In view of this and the
above paragraph,
F j = Fj,I − Fj,II + F˜j , where F˜j ∈ ∆tS(q).
We see that S(q)q contains 2l algebraically independent elements and hence ind q > 2l.
Thereby ind q = 2l.
Assume that dim(〈dγF j | 1 6 j 6 l〉k + ∆t) < 2l for all points γ of a divisor D ⊂ q
∗.
Then D is defined by a homogeneous polynomial and dim(D ∩ Ann (∆t)) > dim q− l − 1.
If we write γ = γI + γII for γ ∈ (D ∩ Ann (∆t)), then the differentials {dγsFj,s} are linearly
dependent at γs and thus
γI ∈ (b⋉ u
ab
− )
∗
sing, γII ∈ (b− ⋉ u
ab)∗sing
by [Y14]. The intersection (b ⋉ uab− )
∗
sing ∩ Ann (t) is a proper closed subset of Ann(t), cf.
Lemma 5.2(i). Thereby dim(D ∩ Ann (∆t)) 6 dim q− l − 2, a contradiction.
By [P2Y07, Theorem 1.1], the polynomials {F j}, together with a basis of ∆t, generate
an algebraically closed subalgebra of S(q). Since ind q = 2l, we are done. 
Thus, the above results show that 2-splitting (7·1) is non-degenerate, and we can con-
sider the corresponding Poisson-commutative subalgebra of S(g× g).
Theorem 7.2. The algebra Z〈h,∆g〉 ⊂ S(g × g) is polynomial. It is freely generated by the bi-
homogeneous components
{(Hj,I +Hj,II)s,dj−s, (Hj,I − (−1)
djHj,II)s′,dj−s′ | 1 6 j 6 l, 1 6 s 6 dj, 1 6 s
′ 6 dj − 1}
together with a basis for∆t.
Proof. It follows from the description of Z∞ and Theorem 3.2 that Z〈h,∆g〉 is generated
by all the bi-homogeneous components of {Hj,I ± Hj,II} and Z0. By Proposition 7.1, Z0
is generated by the bi-homogeneous components of the form {(Hj,I − Hj,II)
•} with j =
1, . . . , l and a basis for ∆t. Thus, the total number of generators is at most 2b(g) + 3l.
Since the components of the form (Hj,I ± Hj,II)0,dj are either zero or belong to S(∆t),
they are redundant. Notice also that (Hj,I − (−1)
djHj,II)dj ,0 = 0 for all j. Therefore, there
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are at most 2b(g) = b(g × g) nonzero generators and, in view of Theorem 3.1, they must
be algebraically independent. 
7.1. The real picture. Assume now that k = C. Let k be a compact real form of g. Then
b ∩ k = itR, where tR is a maximal torus in a split real form gR ⊂ g. Set r = tR ⊕ u. It
is an R-subalgebra of b and we have the real 2-splitting g = r ⊕ k, which is the Iwasawa
decomposition of g as a real Lie algebra. The complexification of this decomposition is
conjugate to the 2-splitting of g×g defined by Eq. (7·1). Here (g, k, r) is a Manin triple over
R, see [DZ05, Sect. 5.3].
We choose the basic symmetric invariants of g such that each Hj takes only real values
on tR. Over R, S(g)
g is generated by ReHj and ImHj with 1 6 j 6 l.
Translating Theorem 7.2 to the real setting, we obtain the following result.
Theorem 7.3. Let SR(g) be the symmetric algebra over R of the real Lie algebra g. Then the
R-algebra Z〈r,k〉 ⊂ SR(g) is polynomial. It is freely generated by the bi-homogeneous components
{(ReHj)s,dj−s, (ImHj)s′,dj−s′ | 1 6 j 6 l, 1 6 s 6 dj, 1 6 s
′ 6 dj − 1}
together with a basis of itR.
Remark 7.4. We associated a 2-splitting of g to any (complex) involution σ, see Remark 6.3.
If gR,σ is the real form of g corresponding to σ, then the Iwasawa decomposition of gR,σ is
just the real form of that 2-splitting. We hope to elaborate on this relationship and related
PC-subalgebras in the future.
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