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A well-known mathematical model for Brownian motion, constructed by 
Wiener [21], is a stochastic process with statistically independent 
Gaussian increments. According to his own account, Wiener intended to 
describe with this process the highly erratic movements of microscopically 
small particles suspended in liquid, a phenomenon observed and recorded 
first by the botanist Robert Brown in 1828 [6]. This phenomenon, 
attracting also the attention of physicists, was studied by Einstein in a 
physical framework of statistical mechanics [9, lo]. In Einstein’s theory, as 
in Wiener’s subsequent mathematical model, the Gaussian distribution of 
particle displacements played a central role. Indeed, the two views of 
Brownian motion, offered from seemingly different vantage points, were 
fundamentally related to each other. 
The basic physical assumption underlying Einstein’s and Wiener’s 
descriptions of Brownian movements was essentially this: for any sub- 
division s = t, < t, < . f < t, = t of an arbitrary time interval [s, t], the 
corresponding displacements of a Brownian particle x(t,) - x(ti- 1), 
i = 1, . . . . n, are independent of each other. This expression of “indepen- 
dence,” viewed first intuitively on some primal level, was formalized 
appropriately in the respective contexts: in Einstein’s model, a derived dif- 
fusion equation was subjected to a Markovian boundary value condition 
[ 11, pp. 13-161; in Wiener’s model, Brownian displacements became 
statistically independent Gaussian variables on a probability space of con- 
tinuous functions (the differential-space). Both models, based on an 
assumption of independence, were idealized descriptions. Underscoring this 
point, Einstein stated that “the movements of one and the same particle 
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after different time intervals must be considered as mutually independent 
processes, so long as we think of these intervals of time as being not too 
small” [I I, pp. 12. 133. Naturally, one would expect, in a physical world of 
Brownian particles, that displacements .r(r,) - .u( t, ,) become increasingly 
inrerdependcmt as t, - t, , + 0, i= 1, . . . . n. The present work is an attempt 
to make precise, in a mathematical context, a notion of interdependencies 
between Brownian displacements. 
The basic idea is that interdependencies within the Lz-span of an 
orthonormal system can be measured by an exponent characterizing an 
asymptotic growth of Lp-norms of elements in that span. The 
measurement, motivated by the idea of A( p)-sets in harmonic analysis [ 17, 
pp. 204-2051, is closely related to the concept of combinatorial dimension, 
itself a measurement of interdependencies in another framework (e.g., [3, 
pp. 16-181). In Section 1, we formalize and discuss the notion of r- and 
sub-r-systems (Definition 1 .l and Remark 1.2). The parameter a E [ 1, ,xj), 
in effect registering an asymptotic stability of distributions in the L2-span of 
a given r-system, is a measurement of interdependencies: z = 1 is a 
statement of independence, while a greater r is a statement of increased 
interdependencies. 
In Section 2 we generalize classical results from [ 19, 131. The main 
result of the section is Theorem 2.5, establishing a sufftcient condition for 
almost sure continuity of Fourier series randomized by sub-r-systems. 
In Section 3 we define r-chaos, r E [I, m)): these are’ processes whose 
increments, properly normalized, form sub-y-systems whenever i: > r. The 
classical Wiener process is an example of a l-chaos, while Wiener’s 
homogeneous chaos of order k [22] is an instance of a k-chaos, k a 
positive integer (Remark 4.2( I )). We observe that every r-chaos is a 
stochastic integrator (in the sense of [4]), obtain the corresponding 
stochastic series, and conclude via Theorem 2.5 that the sample paths of 
every r-chaos are almost surely continuous and of unbounded variation 
(Theorem 3.5 and Proposition 3.9). 
In Section 4, the existence of r-chaos is established for every r E [ 1, CC) 
via the existence of r-dimensional subsets of lattices [ 2, 3, 51 (Theorem 4. I ). 
Indeed, following the proof of Theorem 4.1, a concrete version of r-chaos 
in discrete time can be simulated for every 2 2 I within the framework of 
the finite Fourier transform (Remark 4.2(2)). Having produced an a-chaos 
process, we obtain a corresponding probability measure on a sample space 
of continuous functions. This probability distribution, analogous to the 
Wiener measure, is an extension of Wiener’s original view of Brownian 
motion as a Gaussian distribution on the differential-space of Brownian 
displacements (Remark 4.2(3)). 
(X-CHAOS 281 
1. Z-SYSTEMS 
Throughout, (Q, Fi’) will denote a probability space, and E will denote 
expectation with respect to P. Given F = { X,},E N, an orthonormal system 
of scalar valued random variables in L’(sZ, IP), we designate the following 
parameters: 
i,(p)=suP{(l~~u,X,~I’)ln:(u,),~~CUB,~(lj=l}. p>2; (1.1) 
f$Jy) = sup ;.Jp)lp”?, ;‘>o; (1.2) 
p>2 
0,-= infly: fjJr)< x ). (1.3) 
DEFINITION 1.1. An orthonormal system F in L2(Q, p) is a sub- 
r-system if #F(r) < a~, and an a-system if H,..= a < zc (F is exact if 
#,..(e,) < CC, and asymptotic otherwise). 
Remarks 1.2. (1) The definitions above are motivated by the idea of 
/l(p) sets in harmonic analysis [ 173. When F is a system of exponentials, 
L,..(p) is the n(p)-constant of F. The subsequent measurement dF(r) and 0, 
are motivated by results in [ 1, 23. 
(2) Given any infinite orthonormal system F, we always have 0, > 1 
(e.g., [ 17, Theorem 3.41). The underlying intuition is that evaluation 
of (1,:~ [ 1, .x) is a measurement of interdependencies within the span 
of a prescribed orthonormal system: the extremal case 0,-= 1 conveys 
“independence,” while an increased reading by OF registers a greater degree 
of “interdependencies.” 
Archtypical examples of l-systems, illustrating connections between the 
case OF= 1 and other statements of “independence” are the following: 
(a) statistically independent standard Gaussian variables (by a 
computation of pth moments of the Gaussian distribution); 
(b) an infinite system of statistically independent, symmetric, and 
uniformly bounded random variables (by Khintchin’s inequality, e.g., [20, 
Appendix D]), and more generally, an infinite sequence of L” -bounded 
martingale differences normalized in L’(Q. IP’) (by the Burkholder-Gundy 
inequalities, e.g., [ 7, (5.1)] ); 
(c) an infinite Sidon set of exponentials [ 17, Theorem 3.11. 
In a harmonic analytic context (c) is a characterization: every exact 
l-system of exponentials is a Sidon set [ 161. In a general probabilistic con- 
text, the question of characterizing l-systems in terms of other statements 
expressing “independence,” such as statistical independence, martingales, or 
maximal entropy, appears to be open. 
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Archtypical examples of z-systems are generated naturally from the 
l-systems described above: 
(d) Let E= {x,),,N be a system of statistically independent 
Gaussian variables. For every positive integer k, the k-fold tensor product 
Ek= V,,O ... O-V,,. ../~EN (1.4) 
is an exact k-system of random variables on (a’, Pk) (proof by induction). 
Similarly, an application of decoupling inequalities [ 151 to the preceding 
observation implies that the system of k-fold products 
E,= I.%,-U, > I, (1.5) 
is an exact k-system of random variables on (Q, P ). 
(e) Let R= {~,l,~~ be a system of statistically independent 
random variables on (Q. P) each taking the values - I and + 1 with 
probability 4 (e.g., Rademacher functions on the standard probability space 
[O, I ] with Lebesgue measure). As in (1.4). given a positive integer k, we 
have that the k-fold tensor product 
Rh = {r,,O ... Or,,),,. .IrEh (1.6) 
is an exact k-system on (Qk, Pk): this is obtained by induction on k, and 
the observation 
5 
E 1 r,, 0 . . 0 rll for all N > 0. 
I,. II - I 
(f) Let F be a subset of Nk with combinatorial dimension 
dim FE [ 1, k].’ We consider the system 
RdimF= {r,,O ... Or,,] ,,,. ,.,, bFl:, (1.7) 
and note that, by [2, Corollary 2.23, 
H+, F = dim F. (1.8) 
Let N” denote the infinite dimensional lattice consisting of all N-valued 
sequences with only finitely many non-zero terms (Nk is canonically iden- 
tified as a sub-lattice of f+J”). Recalling the random constructions of [S], 
’ For a definition of “combinatorial dimension’* and relevant results. XC 12. S]: an 
elementary explanation of the idea of “combinarorial dtmenslon” as a measurement of 
interdependencies is given in [3. SectIon 21. 
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we have continuously increasing towers of subsets in N’ with continuously 
increasing combinatorial dimensions: 
there exists {F,},,t,.,,, a collection of subsets in NW’, so 
that 
and 
dim F, = r exactly; (1.9) 
there exists {F:},, [,,- ), a collection of subsets in Nh, so 
that 
and 
F;c Nk, kgN and r<k. 
F; = (-) F, I, 
lE(Z.I, 
dim F: = a asymptotically. (1.10) 
Following ( 1.8)-( l.lO), we obtain the existence of continuously increasing 
r-systems 
R”= {r,,@ ... @r,,l,,,. ./r,Ef;’ a Q k, 
( ={r,,O ... @r,A,,. ..,w;) 
(1.11) 
whence 
up = a exactly 
( =a asymptotically). 
(1.12) 
From now on, for the sake of a unified treatment in subsequent dis- 
cussions, we shall not distinguish between the exact and asymptotic cases. 
Our point of view here is this: R’ = R consists of independenr random 
variables; when a2 > IX, >, 1, random variables within Rx2 are measurably 
more interdependent than those within R”. Indeed, the degrees of inter- 
dependency within R” and R”’ are measured and compared precisely by 
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(g) All that has been stated in (f) can be rephrased in the 
framework of the Walsh system. Let {F, lzE, ,, ,-, be a collection of lattice 
sets described in either (1.9) or (l.lO), and define 
(1.13) 
where F, is the symmetrization of F,, i.e., (j,, . . . . jk)E F, if and only if 
06 j, 6jz6 ‘.. <.ik and (in,,, ,) . . . . jnlk,) E F, for some permutation 7~ of 
{ 1, . . . . k ). Then, by [2, Theorem 7. I 1, 
O,,=a, for all ZE [l, cc). (1.14) 
2. RANDOM FOURIER SERIES 
LEMMA 2.1. Let XeL’(Q,[P), [EIXI’= I, undfi.rrE(O, s]. Thef~llow 
ing are equicalent : 
sup (11x1 P)‘.P/pZ.2 < A < cc; (2.1) 
p>2 
Eexp(flXI’,“)Qexp(Bf?), for ull t > 0; (2.2) 
P(lXl >-v)<exp(-C-u”), for all x > 0. (2.3) 
A, B, C > 0 abooe are constants which depend on r und &ch other. 
Proof (2.1 ) =S (2.2). Estimate 
(2.2) =G. (2.3). For all I > 0 and all x > 0 
Therefore, by (2.2) 
P( IA’ > x) < exp( Bt’ - fx’:‘). 
Assigning I = (1!2B).r”” in the inequality above, we obtain (2.3). 
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(2.3) * (2.1). Estimate the pth moments of 1x1: 
s 
-L 
6 PXP ’ exp( - Cx2”) cl.u (by (2.3)) 
0 
for some A > 0 
(by a computation). 1 
Remark 2.2. A random variable in L’(Q, P) satisfying (any one of) the 
conditions in the lemma above will be called a sub-z-variable (in general, 
A, B, and C in (2.1), (2.2), and (2.3) will depend also on [E (XI 2). We 
restate Definition 1.1: An orthonormal Fc L2(Q, P) is a sub-r-system if 
every X in the L2-span of F is a sub-r-variable, i.e., 
P(lXl >x)<exp{ -C.U~‘“/([E~X~*)‘~~}, for all s > 0. 
The following lemma is an extension of Theorem 1 on page 55 of [ 131: 
LEMMA 2.3. Let (.-7, p) he a probability space, and let 9 be a linear suh- 
space of L” (9, p) so that 
p(9) = p = inf{l( IfI 2 llfll J2): SE 9) > 0. (2.4) 
Sumo.~e I X, ), E h c L*(Q, p) is a sub-r-system, let {f,} be a finite collection 
of,finctions in 2 so that 
and define the random function 
Then, 
(2.5) 
IIpIl.,. =esssup CLC.v)X, 
1 1 ra.T , 
58n XI 2-h 
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is a sub-a-variable. In particular, 
P( 11 pl( ~; > x) < 
0 
j exp( - CP), for all x > 0, (2.6) 
where C > 0 depends only on 4 Ix, i (2). 
Proof: By the assumption that {X,1 is a sub-a-system and by (2.5), we 
obtain from Lemma 2.1 
[E exp( t I p(s)1 I”) < exp( Et*), for all s E 3 and t > 0. 
By the assumption that p > 0, we have for all t > 0 
pexp(tllpll~~/2)~~,rexp(tIp(s)l’~’)d~(s). a.s. (P). 
(2.7) 
(2.8) 
Taking the expectation of (2.8), we obtain 
PE ev(t llpll1;‘“/2) ,< E [, exp(t Ip(s)l I”) dp(s) 
d 1 [E ev(tlpb)l”‘) 4.4s) 42- 
d exp( Et*) (by (2.7)). 
The last inequality implies for all t > 0 and all x > 0 
P( llpll r > x) exp(tx”‘/2) Q $ exp(Bt’). 
0 
(2.9) 
Letting t = .x”‘/4B in (2.9), we deduce (2.6). 1 
The following is an extension of Theorem 2 on page 56 of [ 131: 
LEMMA 2.4. Suppose that { X, },, N is a sub-a-system. Fix an arbitrary 
positive integer N, let T, denote the space of trigonometric polynomials on 
[O, l] of degree N, and let { fi} c T, be finite. Then, 
where D > 0 depends only on 4 ( x, 1 (a), 
Proof: We lirst verify 
1 
~(T,v)a- 2nNxi2. (2.11) 
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To this end, let f‘rz T, be arbitrary, and estimate 
If(f) -f(.~)l 6 ,ycyc ,v le2nr/’ - e”“‘/“l C If(j)1 . . 
< 2nN I t - sl N ‘!2 llfll 1 = 27rN 3,‘2 llfll r It - s , 
which implies (2.11). 
Now let X= 5/2C (In N)3’2 in (2.6), with p=~,f,OXjll~ Ifi1211~2, and 
deduce (2.10). 1 
The following is an extension of Theorem 1 on page 64 of [ 131 (see also 
[19, Chapter V]: 
THEOREM 2.5. Suppose that { X,},c w is a sub-a-system. Define blocks of 
integers 
Bk={*[2k’z], +([2q+l) )..., k([2’k+““1-1)}, k = 1, . . . 
([ .] denotes rhe “closest integer” funcbon). Suppose that (a,):= --* is a 
sequence of scalars so that 
I:2 
=.sk, k = 1, . . . . (2.12) 




Then, XT-, G’,e “‘“’ is almost surely a Fourier series of a continuous 
function on [0, 11. 
Prooj Define blocks of integers 
ck={*22’, *(22”+1) ,..., +22‘+‘-1), 
define the corresponding random trigonometric polynomials 
pk(f) = 1 u,X,e2n’nr, 
“C <‘I 
and consider the events 
IIpkIlx 220 c Ia 1 (..,, n 2)“2 2kei2}, k= 1, . . . 
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(D > 0 above is the constant appearing in (2.10)). By Lemma 2.4, 
x;=, P(E,) < x8 which, by the Borel-Cantelli lemma, implies that 
- 
P( hm E, ) = 0. Therefore, 
(IIPJ~);=, is C((.z,, /0,,[‘)“‘2”“) almost surely. (2.14) 
Following an appropriate partition of each Ck into B,,‘s, we obtain 
where K > 0 depends only on 3. Therefore, by the assumption that (s,);= , 
is a decreasing sequence, we have 
<22K[2k3]“2~y2x.,, k = I, . . . . (2.15) 
And so, in view of (2.14) and (2.15), in order to obtain that xc=, I(PJ r is 
almost surely convergent, we need only to check 
S[,A,, < cc. (2.16) 
But now observe that the assumption of convergence in (2.13), via a formal 
“change of variable,” implies the required convergence of the series in 
(2.16), and hence the theorem. 1 
3. CC-CHAOS 
DEFINITION 3.1. A stochastic process X= {X(r): t E [0, l]} with 
orthogonal increments is an a-chaos if 
(a) EIX(~)-X(S)~~=~--S, O<s<t<l, and 
(b) for every partition 9 = { 0 = 1,) < t, < . . . < I,~ = I }, N > 0 
arbitrary, 
E.,= {(J’(lj)-X(f, ,,,/,/c: j= I, . . . . NJ 
is a sub-y-system for all ;‘> a, and 
inf{ 7 : sup 4E+(Y) < Go } = a. 
.Y 
(3.1) 
Remurk 3.2. As per Remark I .2(2), the parameter defined by (3.1) is 
intended to measure a degree of interdependencies between increments of 
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the given process. The usual Wiener process modelling Brownian motion is 
clearly a l-chaos. Examples of r-chaos for arbitrary r E [ 1, o(j) will be 
produced in the next section. 
LEMMA 3.3. Let X he un r-chaos. Then, (i) X has finirr expectation in 
rhe sense of [4, Definition 1.11, Lehesgue measure dt is an X-measure, and 
IIXII (drJ= 1 (4 C4, (2.9m; (ii)f or all SE L*(dr), the stochastic integral 
jLo.1 ,fdX (4 14, S ection 21) is a sub-pvariuhle .for all y > a. 
Proof: (i) That X has finite expectation follows immediately from the 
fact that X is an L2-bounded process with orthogonal increments (see 
Remark 1.3(i) in [4]). 
Since X has finite expectation, the stochastic integral jro,, , f dX is well 
defined, in the sense of [4, (2.1)], for all bounded Bore1 measurable 
functions j’ on [0, 11. By orthogonality of the increments of X and 
condition (a) in Definition 3.1, WC have 
IE ~~[o.,,fdxI’=.i[o.,, If12df (3.2) 
for all step functions ,1: Therefore, we obtain Ire.,, f dX as well as the 
isometry in (3.2) for all j’~ L.*(dt). In particular, dr is an X-measure, and 
I/X/I (df) = 1. 
(ii) Fix y>z and write A;.=sup, #Er(j)), which is finite by 
assumption. And so, when f = 1, a,1 [,,- ,.,,, is an arbitrary step function, 
the stochastic integral 
I fdX=Caj(X(f,)-X(1,-,)) ro.11 J 




= A;.p’.” Caf(f,- 1, , 
J 
= Ay p”!* ll.fll [.Z(&). 
Therefore, taking (j;,),. N to be a sequence of step functions converging in 
the L’(di)-norm to a given ,fg L*(dt), we have for all p > 2 
establishing the assertion in (ii). 1 
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Viewing a-chaos X as a stochastic integrator, we place at our disposal 
the framework of [4, Section 2].2 Let {e,,}z= r be the usual exponential 
system serving here as a canonical basis for L2( [0, 11, dt), and as in [4], 
denote 
Y(n)=1 e,dX, n=o, fl, . . . . 
LO.11 
LEMMA 3.4. If X is an r-chaos, then { f(n) },:= .~ is an a-system. 
Proof: First, we verify that {f(n)};- .r is an orthonormal system in 
L*(sZ, P). Fix integers m, n and let 9 = { 0 = to < t, -C . . . < t,,, = 1 } denote 
an arbitrary partition of [0, 11. We compute 
Ed(n) f(m) = E .j?o ( C e,,(t,)(X(t,) - X(t, ,)I I > 
x ,j_m c e,(t,)(X(t,) - Jut, ( ,I) I > 
(lim in L’(Q, P); d -+ 0 means “mesh” of d + 0) 
= lim ~Ce,,(t,)e,(tk)(x(t,)-X(t,-,))(X(tk)-X(tk ,)I :Y - 0 1.k 
= lim Ce,(t,)e,(t,)(t,-t,-,) Y-0 / 
= 
I e,,, dt = 6 ,,,,,. ro. 1 I 
We now show that 0 (yin)) = CY. Let (a,),*- ~ E I2 be arbitrary and write 
,f= C,, a,e, E L*(dt). By [4, Proposition 2.31 
* 
J ro.JdX- -Chf(n) (convergence in L*(Q, p), ” 
and by Lemma 3.3, 5 to.,, f dX is a sub-y-variable for all 7 > z. Therefore, 
4{2,n,,(i)) < =c, for all 7 > 1. (3.3) 
On the other side, let ;’ < a. By (3.1) there is an infinite partition of [0, 11, 
{O= t, -C t, < . .. < t,, < . . < I }, so that 
” 
2 Observe that Grothendieck’s factorization theorem, providing an X-measure in the general 
discussion of [4], is not needed in our present context: the canonical X-measure rlr for an 
z-chaos is provided automatically by the conditions legislated in Definition 3. I. 
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is not a sub-y-variable, i.e., 
sup (IEI Ylp)‘:p/py!2= cc. 
6722 
(3.4) 





which, in view of (3.4), shows that 
4;A%,,;(li)= =, 7 < a. (3.5) 
Combining (3.3) and (3.5), we obtain the lemma. a 
Remark 3.5. In contrast with Lemma 3.4, “additivity” is nor preserved 
in general by the transformation 8; for example, when X is a symmetric 
stable non-Gaussian process with statistically independent increments, the 
random variables J?(n), n = 0, & 1, . . . . are nor statistically independent (cf. 
[4, Remark 2.51). 
THEOREM 3.6. The sample paths of ecery x-chaos X, r E [ 1, SC ), are 
almost surely continuous. 
Proof The stochastic series of X is given by 
= f(O)1 + c - (e2n’“’ - 1). 
n+O 2nin 
By Lemma 3.4, i is an a-system. And so, after observing that the sequence 
a,= l/n, n= +I, +2, . . . . a,= 1, satisfies (2.12) and (2.13), we obtain, by 
Theorem 2.5, that the stochastic series of X represents almost surely a 
continuous function on [0, I]. a 
DEFINITION 3.7. A process X= {X(r): t E [O. 1]} with orthogonal 
increments is chaotic if for all 0 ,< s < t 6 1 
E(X(r)-X(.s)(2=f-.s (3.6 
and 
EIX(f)-X(s)1 >KJY, (3.7 
where K>O is a constant which depends only on X. 
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Remark 3.8. The terminology is consistent: every a-chaos is chaotic. 





(for some A > 0 which depends only on A’), 
and thus obtain (3.7). 
PROPOSITION 3.9. The sample paths of a chaotic process are almost 
surely of unbounded variation. 
Proof For every integer N > 0, let fjN) = j/2N, j = 0, 1, . . . . 2N. By the 
assumption, 
(3.8) 
By Chebyshev’s inequality, we have 
(I 
2y 
P 1 IX(f;“‘)-X(f;“‘,)I -pN 
J- 1 
By the Borel-Cantelli lemma, we deduce 
P !~IJ 
( 11 
$ IX(rj”‘)-X(r;“‘,)I -I(hl <N})= 1 
,= I 
which, by the estimate in (3.8) implies the proposition. 1 
4. EXISTENCE OF a-CHAOS 
THEOREM 4.1. a-chaos exists for eoery z E [ 1, co). 
Proof: Fix an arbitrary 2 2 1, and let F be an a-system of random 
variables on (Q, P). Such systems exist: for example, take F to be R” in 
(1.11). Let U be an arbitrary but fixed unitary map from 15’( [0, 11, dt) 
onto L$(Q, P) ( = closure of the linear span of F in L*(Q, P)). Define 
X(t) = UQ ro.fl7 
Claim. X is an g-chaos. 
f E [O, I]. (4.1) 
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First note that for every 0 6 s < t < u < 1, II Cs,r3 and II Cr,u3 are orthogonal 
in J!,*( [0, 11, dt) and therefore, since U is unitary, X(t) - X(S) and 
X(U) - X(t) are orthogonal in L’(Q, P). Moreover, 
= I ll ,,,,dx=t-s. co*11 
We now verify part (b) of Definition 3.1. For every partition of [0, 11, 
~={O=to<t,< ... <t,=l}, 
E,= {(x($)-x(tje,))/Jti-I,:j= 1, . ..) N} 
is orthonormal in L$((sz, IP) and therefore, since F is a sub-y-system for all 
Y > 4 
for all y > ~1. 
We therefore have 
inf{y: sup ~$~#(y) < co} <a. 
9 
Assume now that for some y <a 
sup i,(r) < 00. 
9 
(4.2) 
It is easy to see that X has finite expectation, that Lebesgue measure is an 
X-measure, and that by the assumption (4.2), the stochastic integral 
jro,i, f dX is a sub-y-variable for all f~ L*( [0, 11, dt) (see the proof of 
Lemma 3.3). Now observe that every ZE L2F(R, p) can be represented by 
where 
z = 1 a,&z) 
( 
1 M2= WI2 , 
n ” > 
2(+-J e-2K’nr dX(t) 
CO.ll 
= Ue,, n = 0, + 1, . . . . 
Therefore. 
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is a sub-y-variable. But this implies 
which contradicts the assumption that F is an a-system. And so we have 
inf{ 7: sup,.,, q5,,(~) < cc } = a, establishing that X is an x-chaos. 1 
Remarks 4.2. (I ) Let Ek be the system of k-fold products of indepen- 
dent standard Gaussian variables given in (1.5). Let E; be the system 
which results after removing from E, those terms whose multi-indices 
contain two or more identical coordinates. The k-chaos produced by the 
unitary map from I?.‘( [0, 11, dr) onto Li$Q, P) is, in fact, Wiener’s 
homogeneous chaos of order k (cf. [ 141). 
(2) A concrete simulation of r-chaos in discrete time is provided by a 
finite version of the proof of Theorem 4.1 in the framework of the “finite 
Fourier transform.” Let N >O be an arbitrary integer, and let 
R,= (0, 1, . ..) 2” - 1 } be a uniform probability space. To start, a model for 
l-chaos in discrete time is a process X, on Q2, given by 
wef2,, r=O, . . . . N- I. (4.3) 
X, is of course a simulation of a random walk in N steps. A model for 
2-chaos on the discrete time scale (0, I, . . . . N* - 1 } is a process X, on 
0,v x Sz,,, produced as follows: Let r be an arbitrary but fixed one-one map 
from (0, . . . . N’- I} onto (0 ,..., N- 1) x {0 ,..., N- l}, and denote 
T= (r,, r2) (T, and r2 are (0, . . . . N - 11 -valued maps on (0, _._, N2 - 11). 
Define 
X2(r)(o,, 02) =i i exp(2ni2’l”‘o,/2”) exp(2ni2’2”‘w2/2N), 
/=O 
(w,,w,)~Q,xf2,, r=O, . . . . N2- 1. (4.4) 
To produce a finite model for a-chaos, n-l<a<n, let 
Fc { 0, 1, . . . . N - I }” be a finite version of an r-dimensional set (e.g., [5, 
Lemma 1 J), and assume IFI = N”.3 Let r be a one-one map from 
(0, . . . . N’- I } onto Fc (0, . . . . N - I }“, and denote 5 = (or, . . . . t”}. A model 
for a-chaos on the discrete time scale {0, . . . . N’ - 1 } is a process X, on the 
product probability space (Q,)” defined by 
X,(t)(w,, . . . . co,) = & i exp(2ni2”“‘w,/2”) . . .exp(2ni2’“‘J’w,/2N), 
J (’ 
(W , , . . . . w,) E (QN)“, I = 0, . . . . N” - 1. (4.5) 
3 To be precise, in the Ibite case we must specify constants which are involved in the 
detinition of combrnutoriuf dimension. Since we are only illustrating ideas, the arithmetic is left 
out from the present discussion. 
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Note that in the simulation of a = N, keeping QN fixed, we obtain a process 
delined essentially by the “full” finite Fourier transform: let J= NN, let CJ be 
an arbitrary (but fixed) permutation of (0, . . . . J- 1 }, let 52 = (0, . . . . J- 1 } 
be a uniform probability space, and define 
X(i)(w)=$,$CJexp(2nio(j)~/J), UEQ, t=O,...,J-1. 
The simulation of z-chaos in (4.5) can be easily implemented on a com- 
puter when r is a positive integer. When CI is not a positive integer, the 
production of a-chaos depends on the production of r-dimensional lattice 
sets. These sets were generated randomly in [S] via extremely inefficient 
algorithms which are-as far as I can see-impossible to implement on 
present-day computing machines. Therefore, to affect actual simulations of 
x-chaos via (4.5) in the general case, we must revert to the concrete 
combinatorial designs in [I] which, unlike the random sets of [S], are 
completely accessible on a computer.4 
(3) The model for Brownian movements that Wiener constructed in 
[21] consisted of a space of continuous functions, a o-field on this space, 
and a probability measure on this a-field: the space of continuous functions 
with the appropriate a-field, the differential space, represented the ensemble 
of Brownian displacements, and Wiener’s probability measure on the 
differential space, obtained as the limit of finite dimensional Gaussian 
distributions, conveyed the likelihood of random Brownian displacements. 
To be precise, let % = C[O, I]. Let n be an arbitrary positive integer, fix n 
points f, , . . . . r,, E [0, I 1, let B c [0, I ] fl be a Bore1 set, and define 
A(f,, . ..( I,,;@= {WE%.: (w(t,), . ..) W(f,))EE}. 
Observe that 
.d={A(r ,,..., f,;B):nEN,f ,,..., r,E[O,l],Bc[O,l]“} 
is an algebra of subsets in 9?, and denote by .d the smallest a-algebra 
containing .01. The Wiener measure p,< on (97, 2) is obtained as follows. 
Given an arbitrary A = A( t,, . . . . r,; B) E d, define 
p,,,(A)=jBkc, (2n(r,-r,-,))l.‘exp[-(~k-~k--‘)z}d~,...d~”. 
2(lk - tk - I) 
(4.6) 
‘The n-dimensional designs in [I ] (or [3, Chap. 21) are subsets of lattices of high dimen- 
sion. The following is an open problem: given I <z < 2, produce explicitly an I-diensional set 
in N’. 
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Observe that pw is well defined on ,M’, that it is finitely additive on .sl, and 
that pw can be uniquely extended to a probability measure on .d (e.g., 
[ 12, Theorem 2. I ] ). 
By following an identical procedure, given an z-chaos A’ (whose existence 
is guaranteed by Theorem 4.1) we obtain the corresponding probability 
measure pX on (%‘, .6). This measure, analogous to pw in Wiener’s model, 
registers the likelihood of random displacements the interdependencies 
between which are recorded by the probability distributions of X. To be 
precise, we define pX first on .01 by 
~X(A)=P((X(I~)-X(I,). . . . . ~(~,)-~(~n l))EQ 
A = A(r,, . . . . 1,; B)E d, (4.7) 
and then extend (4.7) to a probability measure on .d. 
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