INTRODUCTION
The class of LL(k) grammars has extensively been studied. See Wood [12] for a bibliography and a survey of the area of top-down parsing. Since LL(k) and especially LL(1) grammars require a relatively simple parsing method many auttiors have tried to generalize the définition of LL (k) grammars in such a way that the generalized class of grammars has the property that each of its grammars can be transformed to an LL(k) grammar. See Nijholt [8] (Chapter 12), where a survey is given of définitions of grammars which can be transformed to LL (k) grammars.
Parsing methods for LL (k) grammars use a fixed amount k of look-ahead of the input string to décide at each moment which production has been used in the génération of the input string which is under considération. Instead of using this concept of finite look-ahead it is also possible to use "regular" look-ahead. That is, if we divide the set of possible input strings into regular disjoint subsets, then the next production in the génération of the input string is determined by recognizing the regular subset to which the look-ahead string (of unbounded length) belongs. In this way we obtain an other generalization of the class of LL (k) grammars, the class of LL-regular or LL (n) grammars. Hère n dénotes the set of regular and disjoint subsets of the set of possible input strings. In Jarzabek and Krawczyk [5] , Nijholt [6, 7, 9] and Poplawski [10, 11] this class of grammars has been studied.
In the present paper we are concerned with the construction of an LL{\) grammar G' from an LL-regular grammer G, in such a way that parsing G' is "as good" as parsing G. This notion of "as good" will be formalized by using the concept of the grammatical cover. In Gray and Harrison [2] the concept of cover has been systematically introduced. Here we use a more gênerai définition which we take from Nijholt [8] . Since, in contrast to the définition of Gray and Harrison, we have the possibility that grammars which generate different languages can cover each other, we use two homomorphisms in the cover définition. The first homomorphism maps sentences of G' into sentences of G. The second homomorphism maps the parses of a sentence of G' into the parses of the corresponding sentence of G.
Since we are able to transform each LL-regular grammar G into an LL(1) grammar G' which covers G, it is possible, by studying G', to obtain results which give us information on the parsing of G without being obliged to consider a parsing method for G. The aim of this paper is to study grammar G' and its relation to the original LL-regular grammar G. This will be done in section 2. This section is concluded with some preliminary définitions and notation. The paper is concluded with a few remarks on the parsing problem for LL-regular grammars.
by the Roman smalls a,b,c and d); JVnE = Ç) (the empty set); Nu E is denoted by F (éléments of V will be denoted by X, Y and Z; éléments of F* will be denoted by a, P, y, S ? e and to). The éléments of S* will be denoted by x, y, z, w and e. The set F of productions is a subset of iV x F* (notation ^4 -• oc if (X, a) e F) and S eN is called the start symbol of the grammar. If A -> <x is in F, then A is called the lefthand side and a is called the righthand side of this production.
We have the usual notation =>, => and => for dérivations, leftmost dérivations L R and righmost dérivations, respectively. The superscripts + and * will be used to dénote the transitive and the reflexive-transitive closures of these relations.
For some a, p, y in F* we use the notation ocy => py to dénote that in the spécifie dérivation ay => Py which is considered the displayed string y is not L rewritten.
We will identify a production in P by a unique number i by writing L A -> a. The set of these production identifiers of a CFG G will be denoted by A G . If 5~pip 2 .../?" is a séquence of production identifiers, then: represents a leftmost dérivation from a to P using in séquence the productions PuPl, -• .,Pn-
The set:
is called the left parse relation of CFG G = (N, Z, F, S). If (w, ô)e/ G > then ô is said to be a /e/t parse of w (with respect to G). For any string a e F* define:
The language of a CFG G, denoted by L (G), is the set L (S), where 5 eN is the start symbol of the grammar. A CFG G is said to be unambiguous if for any weL(G) there is exactly one element (w, S)el G .
For any string a 6 F* we u$e a* to dénote the reverse of a. If a G F* then I a I dénotes the length of a. The ^ymbol e is reserved to dénote the empty string, vol. 16, n°4, 1982 that is, the string with length zero. For any aeV* and non-negative integer k we use k : a to dénote the prefix of a with length k if | a | ^ k and otherwise k : oe dénotes a. We use N(OL) to dénote the number of occurrences of nonterminal symbols in a string aeK*. For any non-negative integer k and for any a e F* we defme: It is well-known that every regular partition of Z* has a refinement of finite index which is both a left and a right congruence (which we call a congruence for short) (see Hopcroft and Ullman [4] ). Now we are sufficiently prepared to present the définition of LL-regular grammars.
• .,£"} be a regular partition of X*. A CFG G = (N, Z, P, S) is said to be an LL(n) grammar if for each w^jel*; a, y, 5 G K* and AeN, the conditions:
always imply that y = 5. A CFG will be called LL-regular if it is LL (n) for some regular partition n. A grammar G = (JV, E, P, S) is said to be LL (fc), where fc is a non-negative integer, if G is LL (n k ) for the regular partition: 7t fc = {{u}|uel* and |u|<fc} u {{uw\ wel* } \ueH k },
Here X* dénotes the fc-times Cartesian product of E with itself. Clearly, this définition coincides with the usual définition of an LL (fc) grammar (see e. g. Aho and Ullman [1] ). Notice that if fc = 1 then:
and the condition x=y (mod n k ) in Définition 1.3 amounts to the condition 1 : x=\ : y.
In the forthcoming sections it is assumed that the grammars under considération are reduced, that is, for each XeV there exists a dérivation S =>axp=> w, for some a, Pe F* and wel*.
The following définition of a cover homomorphism is taken from Nijholt [8] , However, here we restrict ourselves to left parses and left parse relations. (ii) for any (w, 5) e / G there exists (w\ 5') e V such that (cp(w'), x| / (S')) = (w, 8).
We say that g v = < cp, \|/ > is a rota/ cover homomorphism, or simply a cover homomorphism, whenever l' = l G >. In that case we omit index Z' from g v , If (w, 5)e/', then gi>(w> ô) dénotes (cp(vv), \l/(5)).
We now can describe various properties of (partial) cover homomorphisms. DÉFINITION 2 , Notice that if a partial cover homomorphism is properly injective then it is injective. Moreover, if a grammar G is unambiguous then g v is injective implies that g v is properly injective. We will deal only with unambiguous grammars. In this paper a (properly) injective (partial) cover homomorphism will be called faithful
FROM LL-REGULAR TO LL(1) GRAMMARS
We now start the preliminaries to transform an LL-regular grammar to a covering LL(1) grammar. The transformation makes use of part of the construction of a "parsing table" for LL-regular grammars. We use a modified version of the construction which was presented in Nijholt [7] . The following définition is the key définition of this section. Proof: Straightforward from the définitions.
• We recall (cf. Nijholt [7] ) the définitions of the concaténation of blocks and the concaténation of sets of blocks. DÉFINITION 
2.2: Concaténation of blocks.
Let n -{B u B 2 , . . .,£"} be a regular partition of E*.
Define:
where B t . Bj stands for the usual concaténation of sets of strings.
R.A.I.R.O. Informatique théoriqtxë/Theoretical Informaties FROM LL-REGULAR TO LL (1) GRAMMARS
The symbol D is also used to dénote concaténation of sets of blocks. DÉFINITION 
Proof: See Nijholt [7] . D LEMMA 2.3= Let G = (Ar, I, P, S) fce a CFG and fet TC = {BI,B 2 , . . .,£"} be a regular partition of £*. /ƒ a, peF* and a^>P t/ien BLOCK(p)=BLOCK(a).
Proof: Straight forward from the définition of BLOCK.
• Now let G = (N, L, P, 5) be a CFG and let K be a regular partition of L* such that 7c is a congruence. Since any regular partition of 2* has a refinement which is a congruence, this can be assumed without loss of generality. In what f ollows we have a more detailed discussion on the construction of the so-called LL (n) functions than was presented in Nijholt [7] .
For any AeN and Lgn such that L = BLOCK (oe) for some oeeFOLLOW(^4) we define a partial function T AL on n as f ollows: For any 
Since L = BLOCK (oe) for some oeeFOLLOW(yl) it follows that there exists a dérivation:
and a production ^4 -> a such that:
(Notice that we assume that n is a congruence).
Suppose that there exists a production A -> p in P such that £ G BLOCK (p) D L It follows that BGBLOCK(PCO) and from Lemma 2.1 we must conclude that a = p. Notice that we can not have:
since the sets L iy l^i^m are uniquely determined by a and L. Hence, the lemma is satisfied.
•
It follows that T A% L is well-defined if G is an LL-regular grammar. T AyL will be called an LL(n)
function. In the following algorithm the set of relevant LL (n) functions is computed. (ii) For each function T in 9~ and each B G n such that:
. .C m x m , <L l5 L 2 , . . .,L m » add to ^" the functions T CpLj , 1 ^;^m, if T Cj , Lj is not already in ^".
(iii) Repeat step (ii) until no new functions can be added to ^". Clearly, since N and n are finite sets the algorithm terminâtes.
LEMMA 2.5: Le£ G = (N,%, P, S) be an LL (n) grammar, where n is a congruence. Let 3~ be the set of LL (n) functions which is constructed with Algorithm 2.1. For any AeN and L^n, function T A , L is in 3~ if and only if there exists a dérivation:
S => w A oe, L /or some wel*, oee F* amZ L = BLOCK (oe).
8
Proq/; Let S => w X o for some Ô e A<*. The proof is by induction on 181.
If 151 = 0, then A = S> <Ü = e and since T s , BLOCK <«> is in 3~ we conclude that the lemma is satisfied. Now assume that |8| = n and the lemma holds for the s dérivations of length less than n. For any dérivation S => w A oe there exist L «, ÜGI*, CeN, ai,a 2 , pe ^* and a production C -• a! A a 2 in P such that there exists a leftmost dérivation:
From the induction hypothesis we may conclude that there exists a set L'ÇÏÏ and a function T CjI/ in 3~ with L'= BLOCK (P). Since:
there exists Ben such that:
where:
It follows from step (ii) of Algorithm 2.1 that a function T x , L has been added to 5\ with: At this point we introducé a restriction on the set of productions which does not affect the generality of our observations. We assume that LL (n) grammar G = (N, X, P, S) is such that PçNx (S u {e}) N*. This "normal form" can be obtained as follows. Consider a production i. A -+ a a P in P with a ^ e. We can replace this production by the productions:
In this way a grammar G' = (N', E, P', S) is obtained with N' = N\j{H a } and P' = (P-{i4 -• aap})u{i4 -* ai/ fl p, Jf a -> a}. It is not difficult to see that G' is also LL(n) (for the same regular partition 71). Moreover, there exists a cover homomorphism (cf. Définition 1.4) g : l G , -> Z G , where <p : S* -• X* is the identity homomorphism and \|/ : Àg, -> Agis defined by y\f(k) = k for each production keAG, ty(i') = i and \|/(i") = £-This process can be repeated until the normal form is obtained. Due to the transitivity of the cover relation it is possible to define a faithful cover homomorphism between the grammar in normal form and the original grammer. In the following algorithm the grammar in normal form will be used as input grammar. It will turn out to be convenient to extend the domain of cp from E'* to (L' u AT' )* by defining q>(T AtI )=A for each T4, L e N'. In the following lemmas we will refer to the grammars G and G' which are mentioned in Algorithm 2.2. This concludes the proof of Lemma 2. 7.
• Now we are sufficiently prepared to show that grammar G' covers grammar G. Proof: If (w', S^eA-G' then it follows from Lemma 2.6 that (cp(vv'), \|/ (o')) e / G * Conversely, if (w, 5) e / G then it follows from Lemma 2. 7 that there exists (w\ 5')eX G , such that (cp(vv'), \|/(8 / )) = (w, 5). Therefore, g = < (p, \|/> is a (total) cover homomorphism.
We now want to show that G' of Algorithm 2. 2 is an LL(1) grammar. In the following lemma we have a rather obvious but useful observation. a'©') ). Since B t e BLOCK (^([aïly'û)")) it follows that J3iGBLOCK((p(a'o)')), which had to be proved.
• LEMMA 2.11: Let G' be the CFG which is obtained in Algorithm 2.2. Grammar G' is LL(1). It follows that a' = P' which had to be proved. D We mention in passing that although the above obtained results may clarify the properties of LL-regular grammars, we do not need them to be able to parse LL-regular languages. The parsing method which is in Nijholt [7] is, after a "regular pre-scan" on the input string has been performed, an LL(1) parsing method. In fact, L (G'), where G' is obtained with Algorithm 2.2, is a superset of the set of strings which are obtained with this regular pres-can. In view of these remarks we will further investigate G' and cover homomorphism g = < <p, \|/ >. See Section 3 for further details on the parsing of LL-regular languages.
Unfortunately, cover homomorphism g : 1& -> l G for which G' covers G (cf. Lemma 2. 9) is not a faithful cover homomorphism. That is, it is possible that for some (w u ôi) and (vv 2 , ô 2 ) in l G , with (w u §i)#(w 2 , J5 2 ), the homomorphisms cp and \|/ are such that (cp(vvi), v|/(ôi)) = (cp(w 2 > ^(82)). However, there exists a natural subset of \ G * such that the restriction of g = < 9, \|/ > to this subset is properly injective. In what follows we shall characterize this subset. The following lemma is necessary. 
