In this paper, we obtain some interesting properties of differential subordination and superordination for the classes of symmetric analytic functions in the unit disk, by applying Noor integral operator. We investigate several sandwich theorems on basis of this theory.
Introduction
Let H(U) 
where and throughout this paper unless otherwise mention the parameters  , , A and B are constrained as follows:
and all powers are understood as principal values.
In this paper, we prove such results as subordination and superordination properties, convolution properties, distortion theorems, and inequality properties of the class
For interested readers see the work done by the authors [1, 5] . 
Preliminary Results
To establish our main results we need the following Lemmas. [12, 13] 
Lemma 2.1 (Miller and Mocanu
is the best dominant of (1).
Lemma

2.2
(Shanmugam et al. [19] ). Let
q is the best dominant of (3). 
Lemma 2.3 ([13]
, and ) (z q is the best subordinant. (5) and simple computations yield
Lemma 2.4 ([10]). let F be a analytic and convex in
U. If A  g f , and F g f  , Then   1 , (0 1). f g F        U. If ) ( ) ( z g z f  , then ) ( , < 1 N  n b a n .
Main Results
Theorem 3.1 Let
Applying Lemma 2.2 to (11) with 
satisfies the following subordination:
Proof. Let the function ) (z h be defined by (10) . We know that the first part of (11) holds true. Combining (11) and (14), we have
By using Lemma 2.3 and (7), we easily get the assertion of Theorem 3.2.
Corollary 3.3 Let
satisfies the following subordination: Proof. Let the function ) (z h be defined by (10) . Then 
is the best subordinant.
Combining the above results of subordination and superordination, we easily get the following sandwich-type result. 
q are, respectively, the best subordinant and dominant.
The bound R is the best possible.
Then, clearly the function ) (z h is analytic in 
Using the following well-known estimate, see [11]      
ISSN ( (19) is positive, provided that R r < , where R is given by (16) .
In order to show that the bound R is best possible, we consider the function
, which implies that the assertion (12) of Theorem 3.8 holds and this completes the proof. 
The extremal function of (24) 
