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Реферат
Магiстерська дисертацiя: 53 сторiнки, 26 слайдiв для проектора, 24 пер-
шоджерела.
Вивчаються асимптотичнi властивостi оцiнки найменших квадратiв па-
раметрiв тригонометричної моделi регресiї з сильно залежним шумом.
Мета роботи полягає в отриманнi вимог до функцiї регресiї та часового
ряду, що моделює випадковий шум, за яких оцiнка найменших квадратiв
параметрiв функцiї регресiї є асимптотично нормальною.
Завданням роботи є отримання результатiв про асимптотичну нормаль-
нiсть оцiнки найменших квадратiв параметрiв тригонометричної функцiї
регресiї. Об’єктом дослiдження є тригонометрична модель регресiї з дис-
кретним часом спостереження та вiдкритою опуклою параметричною мно-
жиною. Предметом дослiдження є властивостi асимптотичної нормальностi
оцiнки найменших квадратiв параметрiв тригонометричної функцiї регре-
сiї.
Для отримання вказаних результатiв використано складнi поняття тео-
рiї часових рядiв та статистики часових рядiв, а саме: локальне перетворе-
ння гауссiвського стацiонарного часового ряду, стацiонарний часовий ряд iз
сингулярною спектральною щiльнiстю, спектральна мiра функцiї регресiї,
припустимiсть сингулярностї спектральної щiльностi стацiонарного часо-
вого ряду вiдносно цiєї мiри, розклади за полiномами Чебишова-Ермiта
значень перетвореного гауссiвського часового ряду та його коварiацiй, цен-
тральна гранична теорема для зважених векторних сум значень такого
локального перетворення та теорему Брауера про нерухому точку.
Вперше в тригонометричнiй моделi регресiї з описаним стацiонарним
часовим рядом в якостi шуму, що має сингулярний спектр, доведено асим-
птотичну нормальнiсть оцiнки найменших квадратiв невiдомих параметрiв,
до того ж записано в явному виглядi коварiацiйну матрицю граничного
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нормального розподiлу. Це визначає актуальнiсть, важливiсть та новизну
отриманих результатiв для статистики часових рядiв.
Ключовi слова: тригонометрична модель регресiї, функцiя регресiї, ви-
падковий шум, локальне перетворення гауссiвського стацiонарного часово-
го ряду, оцiнка найменших квадратiв, сингулярна спектральна щiльнiсть,
спектральна мiра функцiї регресiї, 𝜇-припустимiсть, розклади за полiно-
мом Чебишова-Ермiта, ранг Ермiта, асимптотична нормальнiсть.
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Abstract
Master degree thesis contains 53 pages, 26 slides for projector, 24 primary
sources.
The least squares estimator asymptotic properties of the parameters of
trigonometric regression model with strongly dependent noise are studied.
The goal of the work lies in obtaining the requirements to regression function
and time series that simulates the random noise under which the least squares
estimator of regression model parameters are asymptotically normal.
The task of the research is receiving results on the least squares estimator
asymptotic normality of trigonometric regression parameters. Trigonometric
regression model with discrete observation time and open convex parametric
set is research object. Asymptotic normality of trigonometric regression model
parameters the least squares estimator is research subject.
For obtaining the thesis results complicated concepts of time series theory
and time series statistics have been used, namely: local transformation of
Gaussian stationary time series, stationary time series with singular spectral
density, spectral measure of regression function, admissibility of singular spectral
density of stationary time series in relation to this measure, expansions by
Chebyshev-Hermite polynomials of the transformed Gaussian time series values
and it’s covariances, central limit theorem for weighted vector sums of the values
of such a local transformation and Brouwer fixed point theorem.
For the first time in trigonometric regression model with described
stationary time series as noise having singular spectrum, the least squares
estimator asymptotic normality of unknown parameters are proved, and
covariance matrix of the limiting normal law is written down in explicit form.
These facts determine urgency, importance and novelty of results obtained for
statistics of time series.
Key words: trigonometric regression model, regression function, random
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noise, local transformation of Gaussian stationary time series, the least squares
estimator, singular spectral density, spectral measure of regression function,
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Вступ
У магiстерськiй дисертацiї розглядається нелiнiйна модель регресiї з
дискретним часом спостереження, яка є складною в тому сенсi, що випад-
ковий шум є локальним нелiнiйним перетворенням гауссiвського часового
ряду з сингулярною спектральною щiльнiстю (с.щ.). Результати стосовно
лiнiйних та нелiнiйних моделей регресiї в статистицi випадкових процесiв
наведено у монографiях, якi перелiчено в роботi [1].
Серед рiзноманiтних проблем нелiнiйного регресiйного аналiзу варто
звернути увагу на задачу оцiнювання амплiтуд та кутових частот, взагалi
кажучи, суми гармонiчних коливань, що маскується адитивним випадко-
вим шумом. Таку модель регресiї називають тригонометричною, а описану
задачу – задачею про виявлення прихованих перiодичностей.
Асимптотичну поведiнку оцiнок найменших квадратiв (о.н.к.) параме-
трiв тригонометричної моделi регресiї у 50-х роках минулого столiття ви-
вчав П. Уiтл [2], а пiзнiше цю задачу розв’язували А.М. Уолкер [3],
Е.Дж. Хеннан [4], А.Я. Дороговцев [5], О.В. Iванов [6] та iн. в моделях iз
дискретним та неперервним часом за рiзними припущеннями вiдносно ви-
падкового шуму. Паралельно рiзнi узагальнення тригонометричної моделi
регресiї дослiджували А.Я. Дороговцев та П.С. Кнопов [7].
В роботi дослiджується асимптотично нормальнiсть о.н.к. параметрiв
тригонометричної моделi регресiї з дискретним часом та шумом, що є не-
лiнiйним локальним перетворенням гауссiвського стацiонарного часового
ряду з сингулярним спектром. Тут ми спираємось на статтю О. В. Iванова,
Н.Н. Леоненка, М.Д. Руїз-Медини, Б.М. Жураковського [8]. На вiдмiну вiд
вказаної статтi, у якiй доведення асимптотичної нормальностi о.н.к. пара-
метрiв тригонометричної моделi здiйснюється iз застосуванням дiаграмної
формули, ми користуємось теоремою про асимптотичну нормальнiсть де-
якої зваженої векторної суми, яку доведено в статтi О. В. Iванова,
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Н.Н. Леоненка, М.Д. Руїз-Медини, I.М. Савич [9].
Магiстерська дисертацiя складається iз чотирьох роздiлiв.
У 1-му роздiлi розглянуто модель спостережень та наведено допомi-
жнi факти, якi потрiбнi для доведення асимптотичної нормальностi о.н.к.
Серед них формули для с.щ. вказаного гуссiвського стацiонарного часо-
вого ряду та його згорток, поняття спектральної мiри 𝜇 функцiї регресiї,
𝜇-припустимостi с.щ. часового ряду, ранг Ермiта iнтегровної з квадратом
за стандартною гауссiвською щiльнiстю функцiї, сформульовано централь-
ну граничну теорему для зваженої векторної суми значень нелiнiйного пе-
ретворення гауссiвського стацiонарного часового ряду з сингулярним спе-
ктром [9].
У 2-му роздiлi для загальної нелiнiйної моделi регресiї доведено теоре-
му редукцiї (теорема 3), яка дозволяє замiнити вивчення асимптотичного
розподiлу о.н.к. в нелiнiйнiй моделi вивченням асимптотичного розподiлу
о.н.к. у деякiй допомiжнiй лiнiйнiй моделi. Таким чином, вказана теорема
3, фактично, є теоремою лiнеаризацiї. Перевiрено виконання умов теореми
редукцiї для тригонометричної моделi регресiї.
У 3-му роздiлi для загальної моделi регресiї доведено теорему 4 про
асимптотичну єдинiсть о.н.к. i показано, що тригонометрична функцiя ре-
гресiї задовольняє умовам даної теореми.
В 4-му роздiлi, з використанням результатiв попереднiх роздiлiв та те-
ореми Брауера про нерухому точку доведено загальну теорему 5 про асим-
птотичну нормальнiсть о.н.к. в сенсi Уолкера. Далi знайдено спектральну
мiру тригонометричної функцiї регресiї та отримано теорему 6 про асим-
птотичну нормальнiсть о.н.к. параметрiв тригонометричної моделi регресiї.
Результати 3-го роздiлу доповiдались на VIII Всеукраїнськiй науковiй
конференцiї молодих вчених з математики та фiзики [10].
Результати 4-го роздiлу сформульовано в матерiалах IX Всеукраїнської
конференцiї студентiв, аспiрантiв та молодих вчених з математики [11].
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1 Постановка задачi та допомiжнi результати
Припустимо, що випадковi процеси, якi розглядаються в подальшому
текстi, задано на ймовiрнiсному просторi (Ω,ℱ ,P).
Розглянемо модель регресiї
𝑋𝑡 = 𝑔(𝑡, 𝜃
0) + 𝜀𝑡, 𝑡 = 1, 𝑇 , (1.1)




(Θ + 𝛾𝑎), 𝛾 > 0 – деяке число, Θ ∈ R𝑞 – вiдкрита множина,
що мiстить монотонно неспадну послiдовнiсть вiдкритих опуклих множин
{Θ𝑇 , 𝑇 ≥ 1} таких, що
∞⋃︀
𝑡=1
Θ𝑇 = Θ. Iстинне значення параметра 𝜃0 ∈ Θ𝑇
для достатньо великих 𝑇 (будемо писати 𝑇 > 𝑇0).
Вiдносно шуму 𝜀 припустимо, що
A1. 𝜀𝑡 = 𝐺(𝜉𝑡), 𝑡 ∈ Z, де 𝐺(𝑥), 𝑥 ∈ R, – борелева функцiя, причому
E𝜀0 = 0, E𝜀40 <∞.









, 𝛼𝑗 ∈ (0, 1), (1.3)
0 ≤ κ0 < κ1 < ... < κ𝑟 < 𝜋,
𝑟∑︀
𝑗=0
𝐴𝑗 = 1, 𝐴𝑗 > 0.
Нехай 𝜉(𝑡), 𝑡 ∈ R, – неперервний в середньому квадратичному стацiо-




𝐴𝑗𝐵𝛼𝑗κ𝑗(𝑡), 𝑟 ≥ 0, 𝑡 ∈ R, (1.4)







, 𝛼𝑗 ∈ (0, 1), (1.5)
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0 ≤ κ0 < κ1 < ... < κ𝑟 < 𝜋.




𝐴𝑗𝑓𝛼𝑗κ𝑗(𝜆), 𝜆 ∈ R, (1.6)








































𝑧 ≥ 0, 𝜈 ∈ R.
Функцiя 𝐾𝜈(𝑧), 𝑧 ≥ 0, називається модифiкованою функцiєю Бесселя
2-го роду порядку 𝜈, або функцiєю Макдональда [12]. Вiдмiтимо, що
𝐾−𝜈(𝑧) = 𝐾𝜈(𝑧)
i при 𝑧 → 0
𝐾𝜈(𝑧) v Γ(𝜈)2
𝜈−1𝑧−𝜈, 𝜈 > 0.






















































, 𝜆→ 0, 𝑗 = 0, 𝑟.
Отже, с.щ. (1.6) має 2𝑟+2 точки сингулярностi, якщо κ0 ̸= 0, та 2𝑟+1 точку
сингулярностi, якщо κ0 = 0. Процес 𝜉(𝑡), 𝑡 ∈ R, є процесом з сильною
залежнiстю, якщо κ0 = 0.
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Коварiацiйна функцiя 𝐵(𝑡), 𝑡 ∈ Z, стацiонарного часового ряду




𝑒𝑖𝜆𝑡𝑓(𝜆) 𝑑𝜆, 𝑡 ∈ Z, (1.9)




𝐴𝑗𝑓𝛼𝑗κ𝑗(𝜆), 𝜆 ∈ [−𝜋, 𝜋]. (1.10)
Зауважимо, що с.щ. (1.10) та с.щ. (1.6), що вiдповiдає неперервному





𝑓(𝜆+ 2𝜋𝑘), 𝜆 ∈ [−𝜋, 𝜋]. (1.11)












, 𝑧 → +∞, 𝜈 ≥ 0, (1.12)
то ряд (1.11) збiгається, i функцiя 𝑓(𝜆) означена коректно. До того ж мо-
жна сказати, що функцiя 𝑓(𝜆) має, як i функцiя 𝑓(𝜆), тi ж самi сингуляр-
ностi в точках 𝜆 = ±κ𝑗 ∈ (−𝜋, 𝜋), 𝑗 = 0, 𝑟.





𝑔(𝑡, 𝜃), 𝑖 = 1, 𝑞.
Розглянемо вектор-градiєнт ∇𝑔(𝑡, 𝜃) =
(︀
𝑔1(𝑡, 𝜃), ..., 𝑔𝑞(𝑡, 𝜃)
)︀*, функцiї ре-
гресiї 𝑔(𝑡, 𝜃), 𝜃 ∈ Θ𝛾, 𝑡 ∈ N.
Нехай ℬ – 𝜎-алгебра борелевих пiдмножин iнтервалу [−𝜋, 𝜋]. Введемо































𝑔𝑘𝑇 (𝜆, 𝜃) =
𝑇∑︁
𝑡=1
𝑒𝑖𝜆𝑡𝑔𝑘(𝑡, 𝜃), 𝜆 ∈ [−𝜋, 𝜋], 𝑘 = 1, 𝑞.










𝑔2𝑘(𝑡, 𝜃), 𝑘 = 1, 𝑞.
B1. Послiдовнiсть мiр 𝜇𝑇 (𝑑𝜆, 𝜃) слабко збiгається до додатно визначеної
матричної мiри 𝜇(𝑑𝜆, 𝜃):
𝜇𝑇 =⇒ 𝜇, 𝑇 → ∞. (1.14)
Умова B1 вказує, що елементи 𝜇𝑘𝑙(𝑑𝜆, 𝜃) матрицi 𝜇(𝑑𝜆, 𝜃) є комплекснi





– додатно визначена матриця. До того ж, для будь-
якої неперервної та обмеженої функцiї 𝑎(𝜆), 𝜆 ∈ [−𝜋, 𝜋],
𝜋∫︁
−𝜋
𝑎(𝜆)𝜇𝑇 (𝑑𝜆, 𝜃) −→
𝜋∫︁
−𝜋
𝑎(𝜆)𝜇(𝑑𝜆, 𝜃), 𝑇 → ∞. (1.15)
Означення 1. Мiра 𝜇(𝑑𝜆, 𝜃) називається спектральною мiрою функцiї
регресiї 𝑔(𝑡, 𝜃) [14,15] (точнiше, її вектор-градiєнта ∇𝑔(𝑡, 𝜃) [16]).
За умов lim
𝑇→∞
𝑑2𝑖𝑇 (𝜃) = ∞, max
1≤𝑡≤𝑇
|𝑔𝑖(𝑡, 𝜃)| = 𝑜(𝑑𝑖𝑇 (𝜃)) при 𝑇 → ∞, 𝑖 = 1, 𝑞,












𝑒𝑖𝜆ℎ 𝜇𝑘𝑙(𝑑𝜆, 𝜃), 𝑘, 𝑙 = 1, 𝑞, (1.16)























𝜇𝑇 (𝑑𝜆, 𝜃) −→
𝜋∫︁
−𝜋




= 𝐽(𝜃), 𝑇 → ∞,
(1.18)
причому матриця 𝐽(𝜃) додатно визначена за означенням спектральної мiри
𝜇. Звiдси, i матрицi Λ𝑇 (𝜃) = 𝐽−1𝑇 (𝜃) додатно визначенi для 𝑇 > 𝑇0. До того
ж, lim
𝑇→∞
Λ𝑇 (𝜃) = Λ(𝜃) = 𝐽
−1(𝜃) також додатно визначена матриця.
Зауважимо, що коли 𝑎(𝜆) втрачає властивостi неперервностi та обмеже-
ностi, спiввiдношення (1.15) може в деяких випадках також виконуватись.
Для цього дамо вiдповiдне означення для с.щ. стацiонарного часового ряду
𝑓(𝜆), 𝜆 ∈ [−𝜋, 𝜋].
Означення 2. С.щ. 𝑓 називається 𝜇-припустимою [15], якщо вона iн-




ченнi, та для 𝑎 = 𝑓 виконується (1.15).
Далi будемо розглядати властивiсть 𝜇-припустимостi с.щ.
𝑓(𝜆), 𝜆 ∈ [−𝜋, 𝜋], яку задано формулою (1.11). Введемо множину iндексiв
𝐼 = {−𝑟, 𝑟 } i для визначеностi нехай 𝜒0 = 0. Покладемо 𝜆−𝑙 = −𝜆𝑙,
𝜆𝑙 = 𝜒𝑙, 𝑙 = 1, 𝑟, 𝜆0 = 𝜒0 = 0. Опираючись на формули (1.7), (1.8) та (1.11),
можна стверджувати iснування достатньо великого числа 𝑐0 > 0, що для
всiх 𝑐 ≥ 𝑐0 знайдуться околи 𝑉𝑙(𝑐) точок 𝜆𝑙, 𝑙 ∈ 𝐼, для яких









𝑐→ ∞, 𝑙 ∈ 𝐼.









0) <∞, 𝑙 ∈ 𝐼, 𝑘 = 1, 𝑞. (1.20)
Наступне твердження є варiантом загальної теореми роботи [8] для дис-
кретного часу спостережень та с.щ. (1.11).
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Теорема 1. Нехай виконуютья умови A2, B1, B2 та с.щ. 𝑓 iнтегрована
за мiрою 𝜇. Тодi 𝑓 є 𝜇-припустимою функцiєю.
Далi ми побачимо, що теорема 1 потрiбна для доведення асимптотичної
нормальностi о.н.к.
Нехай деяка функцiя 𝑊 ∈ L2(R, 𝜙(𝑥) 𝑑𝑥), 𝜙(𝑥) = (2𝜋)−1/2𝑒−𝑥
2/2 – стан-
дартна гауссiвська щiльнiсть. Тодi її можна розкласти в цьому гiльберто-









, 𝑛 ≥ 0,







𝐻𝑛(𝑥), 𝐶𝑛(𝑊 ) =
∞∫︁
−∞
𝑊 (𝑥)𝐻𝑛(𝑥)𝜙(𝑥) 𝑑𝑥, 𝑛 ≥ 0.
(1.21)




𝑊 (𝑥)𝜙(𝑥) 𝑑𝑥 = E𝑊 (𝜀0) = 0.
Означення 3. Функцiя 𝑊 ∈ L2(R, 𝜙(𝑥) 𝑑𝑥) має ранг Ермiта 𝑚
(𝐻𝑟𝑎𝑛𝑘(𝑊 ) = 𝑚), якщо або 𝐶1(𝑊 ) ̸= 0 та 𝑚 = 1, або для деякого 𝑚 ≥ 2
𝐶1(𝑊 ) = ... = 𝐶𝑚−1(𝑊 ) = 0, 𝐶𝑚(𝑊 ) ̸= 0. (1.22)
У сформульованiй нижче ЦГТ використано поняття ермiтового рангу
функцiї для деякої векторної суми випадкових величин та с.щ., що вiдпо-
вiдають стацiонарним часовим рядам iз коварiацiйними функцiями
𝐵𝑠(𝑡), 𝑠 ∈ N, де 𝐵(𝑡), 𝑡 ∈ Z, – коварiацiйна функцiя часового ряду
𝜉𝑡, 𝑡 ∈ Z, з умови A2.
Загальновiдомо, що коварiацiйнiй функцiї 𝐵𝑠(𝑡), 𝑡 ∈ R, 𝑠 ≥ 2, де




𝑓(𝜆− 𝜆2 − ...− 𝜆𝑠)
𝑠∏︁
𝑖=2
𝑓(𝜆𝑖) 𝑑𝜆2...𝑑𝜆𝑠, 𝜆 ∈ R, (1.23)
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с.щ. (1.6)-(1.8), стацiонарного випадкового процесу 𝜉(𝑡), 𝑡 ∈ R, який було
розглянуто вище. Тодi за формулою Е.Хеннана (1.11) коварiацiйнiй функцiї




𝑓 *𝑠(𝜆+ 2𝜋𝑘), 𝜆 ∈ [−𝜋, 𝜋], 𝑠 ≥ 2. (1.24)
Будемо вважати за означенням, що 𝑓 *1(𝜆) = 𝑓(𝜆) та 𝑓 (1)(𝜆) = 𝑓(𝜆), до
того ж, сформулюємо для функцiї 𝑊 ∈ L2(R, 𝜙(𝑥) 𝑑𝑥) наступну альтерна-
тиву.




𝛼𝑙 – параметри коварiацiйної функцiї (1.3) стацiонарного часового ряду
𝜉𝑡, 𝑡 ∈ Z.
Нехай для функцiї 𝑊 виконується умова (i). При виконаннi умови (ii)
подальшi мiркування аналогiчнi. Звiдси коварiацiйна функцiя 𝐵(𝑡), 𝑡 ∈ R,






𝑒𝑖𝜆𝑡𝐵2(𝑡) 𝑑𝑡, 𝜆 ∈ R, (1.26)











𝐵2(𝑡) 𝑑𝑡 <∞, (1.27)
i всi згортки 𝑓 *𝑠 неперервнi та обмеженi однiєю константою, враховуючи
наше припущення 𝐵(0) = 1.







, 𝑡 ∈ R, 𝑠 ≥ 2, (1.28)
пiсля пiдведення правої частини в 𝑠-й степiнь видно, що с.щ. 𝑓 *𝑠(𝜆) є лiнiй-
ною комбiнацiєю функцiй Макдональда порядкiв 𝜈 > 1. Також для даних
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функцiй справедлива асимптотична формула (1.12), i ряди (1.24) збiгаю-
ться рiвномiрно за 𝜆 ∈ [−𝜋, 𝜋].
Сформулюємо теорему про асимптотичну нормальнiсть зваженої ве-
кторної суми значень нелiнiйного перетворення гауссiвської стацiонарної
випадкової послiдовностi з сингулярним спектром, яку доведено в робо-
тi [17]. Нам знадобиться додаткова умова




|𝑔𝑖(𝑡, 𝜃0)| ≤ 𝑘𝑖(0) · 𝑇−1/2, 𝑖 = 1, 𝑞. (1.29)
Теорема 2. Нехай виконуютья умови A1, A2, B1-B3 та одна з насту-
пних умов для функцiї 𝑊 ∈ L2(R, 𝜙(𝑥) 𝑑𝑥):
(i) 𝐻𝑟𝑎𝑛𝑘(𝑊 ) = 1, 𝛼 > 12 та с.щ. 𝑓 часового ряду 𝜀𝑡, 𝑡 ∈ Z, є
𝜇-припустимою;








𝑊 (𝜉𝑡)∇𝑔(𝑡, 𝜃0), ∇𝑔(𝑡, 𝜃0) =
(︀
𝑔1(𝑡, 𝜃












𝑓 (𝑠)(𝜆)𝜇(𝑑𝜆, 𝜃0). (1.31)








































2 > 0, 𝑘 = 1, 𝑁 . Розмiстимо частоти 𝜙0 = (𝜙01, ..., 𝜙0𝑁) у поряд-
ку зростання. Розглянемо монотонно неспадну сiм’ю вiдкритих множин
Φ𝑇 ⊂ Φ(𝜙, 𝜙), 𝑇 > 𝑇0 > 0,
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Φ(𝜙, 𝜙) = {𝜙 = (𝜙1, ..., 𝜙𝑁) ∈ R𝑁 : 0 ≤ 𝜙 < 𝜙1 < ... < 𝜙𝑁 < 𝜙 < 𝜋},
стосовно яких припустимо, що вони мiстять iстинне значення параметра











𝑇𝜙1 = +∞. (1.34)
Умови (1.33) та (1.34) – це умови розрiзнення параметрiв тригонометричної
моделi регресiї (1.1) та (1.32).
Позначимо





𝑋(𝑡) − 𝑔(𝑡, 𝜃)
]︀2
.
Означення 4. Будемо називати о.н.к. параметра 𝜃0 у сенсi Уолкера [18]
такий випадковий вектор
𝜃𝑇 = (𝐴1𝑇 , 𝐵1𝑇 , 𝜙1𝑇 , ..., 𝐴𝑁𝑇 , 𝐵𝑁𝑇 , 𝜙𝑁𝑇 ),
що мiнiмiзує функцiонал 𝑄𝑇 (𝜃) на параметричнiй множинi Θ𝑇 ⊂ R3𝑁 , в
якiй амплiтуди 𝐴𝑘, 𝐵𝑘, 𝑘 = 1, 𝑁 , можуть набувати будь-якi значення,
а кутовi частоти 𝜙 ∈ Φ𝑐𝑇 , де Φ𝑐𝑇 – замикання множини Φ𝑇 .
Коли 𝜙 > 0, умова (1.34) виконується. Якщо 𝜙 = 0 та Φ𝑇 ⊂ Φ(0, 𝜙),
то для виконання (1.33), (1.34) можемо взяти, наприклад, параметричнi








Перевiрку виконання умов B1-B3 для тригонометричної функцiї регре-
сiї (1.32) додамо в наступних роздiлах.
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2 Теорема редукцiї
В цьому роздiлi для загальної моделi регресiї (1.1) ми доводимо тео-
рему редукцiї, яка дозволяє замiнити вивчення асимптотичного розподiлу
о.н.к. в нелiнiйнiй моделi вивченням асимптотичного розподiлу о.н.к. у де-
якiй допомiжнiй лiнiйнiй моделi. Таким чином, вказана теорема редукцiї,
фактично, є теоремою лiнеаризацiї. Наприкiнцi роздiлу виконання умов
теореми редукцiї перевiрено для тригонометричної моделi регресiї.
Означення 5. О.н.к. невiдомого параметра 𝜃0 = (𝜃01, ..., 𝜃0𝑞) ∈ Θ𝑇 , 𝑇 > 𝑇0,
отриманої за спостереженнями 𝑋𝑡, 𝑡 = 1, 𝑇 , у моделi спостережень
(1.1) називається будь-який вектор 𝜃𝑇 = (𝜃1, ..., 𝜃𝑞) ∈ Θ𝑐𝑇 , де Θ𝑐𝑇 – за-
микання множини Θ𝑇 , для якого
𝑄𝑇 (𝜃𝑇 ) = min
𝜃∈Θ𝑐𝑇
𝑄𝑇 (𝜃), 𝑄𝑇 (𝜃) =
𝑇∑︁
𝑡=1
[𝑋(𝑡) − 𝑔(𝑡, 𝜃)]2. (2.1)
Означення 5 узагальнює означення 4 о.н.к. в сенсi Уолкера для три-
гонометричної функцiї регресiї (1.32). Iснування хоча б одного означеного
вище випадкового вектора випливає iз теореми (3.10), стор. 270, роботи
I. Пфанцагля [19], якщо min
𝜃∈Θ𝑐𝑇
𝑄𝑇 (𝜃) досягається для кожного 𝜔 ∈ Ω.
Зробимо наступнi припущення. Нехай функцiя регресiї 𝑔(𝑡, ·) ∈ C2(Θ𝛾),
𝑡 ∈ N. Нехай lim𝑇→∞𝑇−1𝑑2𝑖𝑇 (𝜃) > 0, 𝜃 ∈ Θ, 𝑖 = 1, 𝑞. Позначимо












𝑔2𝑖𝑙(𝑡, 𝜃), 𝑖, 𝑙 = 1, 𝑞. (2.3)
Введемо нормовану о.н.к.
?̂?𝑇 = 𝑑𝑇 (𝜃
0)(𝜃𝑇 − 𝜃0). (2.4)
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Виконаємо замiну змiнних 𝑢 = 𝑑𝑇 (𝜃0)(𝜃 − 𝜃0), 𝜃 ∈ Θ𝑐𝑇 , яка вiдповiдає
нормуванню (2.4) у функцiї регресiї та її похiдних, i запишемо для
𝑢 ∈ 𝑈𝑇 (𝜃0) = 𝑑𝑇 (𝜃0)(Θ𝑐𝑇 − 𝜃0)
ℎ(𝑡, 𝑢) = 𝑔(𝑡, 𝜃0 + 𝑑−1𝑇 (𝜃
0)𝑢),
𝐻(𝑡;𝑢1, 𝑢2) = ℎ(𝑡, 𝑢1) − ℎ(𝑡, 𝑢2),
ℎ𝑖(𝑡, 𝑢) = 𝑔𝑖(𝑡, 𝜃
0 + 𝑑−1𝑇 (𝜃
0)𝑢), 𝑖 = 1, 𝑞,
𝐻𝑖(𝑡;𝑢1, 𝑢2) = ℎ𝑖(𝑡, 𝑢1) − ℎ𝑖(𝑡, 𝑢2),
ℎ𝑖𝑙(𝑡, 𝑢) = 𝑔𝑖𝑙(𝑡, 𝜃
0 + 𝑑−1𝑇 (𝜃
0)𝑢), 𝑖, 𝑙 = 1, 𝑞.
Будемо також використовувати позначення
𝑉 (𝑅) = {𝑢 ∈ R𝑞 : ‖𝑢‖ < 𝑅}.
Припустимо, що для 𝑅 ≥ 0 i 𝑇 > 𝑇0(𝑅) виконується наступна умова на
зростання похiдних 1-го та 2-го порядкiв функцiї регресiї.
B4. (i) max
𝑡=1,𝑇 , 𝑢∈𝑉 𝑐(𝑅)∩𝑈𝑇 (𝜃0)
|ℎ𝑖(𝑡, 𝑢)|
𝑑𝑖𝑇 (𝜃0)
≤ 𝑘𝑖(𝑅) · 𝑇−1/2, 𝑖 = 1, 𝑞; (2.5)
(ii) max
𝑡=1,𝑇 , 𝑢∈𝑉 𝑐(𝑅)∩𝑈𝑇 (𝜃0)
|ℎ𝑖𝑙(𝑡, 𝑢)|
𝑑𝑖𝑙,𝑇 (𝜃0)





≤ 𝑘𝑖𝑙 · 𝑇−1/2, 𝑖, 𝑙 = 1, 𝑞. (2.7)
В умовi В4 припускається, що константи 𝑘𝑖, 𝑘𝑖𝑙, 𝑘𝑖𝑙, 𝑖, 𝑙 = 1, 𝑞, можуть
залежати вiд iстинного значення параметра 𝜃0 ∈ Θ. Зауважимо також, що












































, 𝑖 = 1, 𝑞. (2.9)
Нормована о.н.к. ?̂?𝑇 = 𝑑𝑇 (𝜃0)(𝜃𝑇 −𝜃0) задовольняє систему нормальних
рiвнянь
Ψ𝑇 (𝑢) = 0. (2.10)





0)𝛽𝑖 + 𝜀𝑡, 𝑡 = 1, 𝑇 , (2.11)
i система нормальних рiвнянь
𝐿𝑇 (𝑢) = 0 (2.12)
задає нормовану о.н.к. ?̃?𝑇 параметра 𝛽 ∈ R𝑞, якщо ми покладемо
?̃?𝑇 = 𝑑𝑇 (𝜃
0)(𝛽𝑇 − 𝛽), (2.13)
де 𝛽𝑇 – звичайна о.н.к. параметра 𝛽 моделi (2.11).
Теорема 3. Якщо виконуються умови A1, A2, а також умова B4, то
для довiльних 𝑅 > 0, 𝑟 > 0
P{ max
𝑢∈𝑉 𝑐(𝑅)
‖Ψ𝑇 (𝑢) − 𝐿𝑇 (𝑢)‖ > 𝑟} → 0, 𝑇 → ∞. (2.14)
Доведення. Для довiльного 𝑖 = 1, 𝑞





























































= 𝑠1(𝑢) + 𝑠2(𝑢) + 𝑠3(𝑢). (2.15)















































































|E𝜀𝑡𝜀𝑠| → 0, 𝑇 → ∞. (2.18)










⃒ ≤ E𝐺2(𝜉0)|𝐵(𝑡− 𝑠)|, (2.19)






|𝐵(𝑡− 𝑠)| → 0, 𝑇 → ∞.
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|𝐵(𝑡− 𝑠)| = 𝑇−2
𝑇−1∑︁
𝑡=−(𝑇−1)















Запишемо мажоранту ряду. Якщо 𝛼 = min
0≤𝑗≤𝑟



























𝑇−𝛼 = 𝑂(𝑇−𝛼) −→
𝑇→∞
0.
Тодi отримуємо, що 𝑠1(𝑢)












































































|𝑠1(𝑢1) − 𝑠1(𝑢2)| + max
𝑢∈𝑁ℎ
|𝑠1(𝑢)|. (2.23)
















Для 𝜀 > 0 задамо ℎ = 𝜀𝑟4𝑘1 . Тодi для 𝑇 > 𝑇0 завдяки поточковiй збiжностi





















Отже, 𝑠1(𝑢) збiгається рiвномiрно за 𝑢 ∈ 𝑉 𝑐(𝑅) до нуля за ймовiрнiстю.
При застосуваннi формули скiнченних приростiв, нерiвностi Кошi-



































































а, отже, 𝑠2(𝑢) рiвномiрно за 𝑢 ∈ 𝑉 𝑐(𝑅) при 𝑇 → ∞ збiгається до 0.














































𝑡 ∈ 𝑉 (𝑅).





















Отже, 𝑠3(𝑢) рiвномiрно за 𝑢 ∈ 𝑉 𝑐(𝑅) при 𝑇 → ∞ збiгається до 0. 
Зауваження 1. Твердження теореми 3 є вiрним для о.н.к. 𝜃𝑇 iз
означення 4.
Дiйсно, перевiримо виконання умови B4 для дослiджуваної нами фун-





















































𝑔(𝑡, 𝜃0) = −𝐴0𝑘𝑡 sin𝜙0𝑘𝑡+𝐵0𝑘𝑡 cos𝜙0𝑘𝑡, 𝑘 = 1, 𝑁, (2.26)
𝑔3𝑘−2,3𝑘(𝑡, 𝜃






𝑔(𝑡, 𝜃0) = −𝑡 sin𝜙0𝑘𝑡,
𝑔3𝑘−1,3𝑘(𝑡, 𝜃












𝑔(𝑡, 𝜃0) = −𝐴0𝑘𝑡2 cos𝜙0𝑘𝑡−𝐵0𝑘𝑡2 sin𝜙0𝑘𝑡,
𝑔3𝑘−1,3𝑘−2(𝑡, 𝜃
0) = 𝑔3𝑘−2,3𝑘−1(𝑡, 𝜃
0) =
= 𝑔3𝑘−1,3𝑘−1(𝑡, 𝜃
0) = 𝑔3𝑘−2,3𝑘−2(𝑡, 𝜃













































































1 + cos 2𝜙0𝑘𝑡
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Застосуємо (2.26)-(2.33) i побачимо, що
max




































































































































































































































































































































































Звiдси, для дослiджуваної нами функцiї регресiї умова B4 виконується,
тому можна сформулювати
Наслiдок 1. Якщо виконано умови A1, A2, то для тригонометричної мо-
делi регресiї (1.1), (1.32) є вiрним спiввiдношення (2.14) теореми 3.
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3 Асимптотична єдинiсть оцiнки найменших
квадраiв
В даному роздiлi буде доведено, що з ймовiрнiстю, яка прямує до 1 при
𝑇 → ∞, нормована о.н.к. ?̂?𝑇 з (2.4), де о.н.к. 𝜃𝑇 задано означеннями 4 та
5, є єдиним розвязком системи рiвнянь (2.10). Цей факт використаємо у














𝑔𝑖(𝑡, 𝜃)𝑔𝑙(𝑡, 𝜃), (3.1)
𝜆min(𝐴)(𝜆max(𝐴)) – найменше (найбiльше) власне число додатно визначеної
матрицi 𝐴.
B5. Для деякого 𝜆* > 0 при 𝑇 > 𝑇0
𝜆min(𝐽𝑇 (𝜃




0)(𝜃𝑇 − 𝜃0), (3.3)
якiй вiдповiдає замiна змiнних 𝑤 = 𝑇−1/2𝑑𝑇 (𝜃0)(𝜃 − 𝜃0) у функцiї регресiї
та її похiдних.
Введемо позначення
𝑓(𝑡, 𝑤) = 𝑔(𝑡, 𝜃0 + 𝑇 1/2𝑑−1𝑇 (𝜃
0)𝑤),
𝑓𝑖(𝑡, 𝑤) = 𝑔𝑖(𝑡, 𝜃
0 + 𝑇 1/2𝑑−1𝑇 (𝜃
0)𝑤),
𝑓𝑖𝑙(𝑡, 𝑤) = 𝑔𝑖𝑙(𝑡, 𝜃
0 + 𝑇 1/2𝑑−1𝑇 (𝜃
0)𝑤), 𝑖, 𝑙 = 1, 𝑞.
Також використаємо наступнi позначення
𝐹 (𝑡;𝑤1, 𝑤2) = 𝑓(𝑡, 𝑤1) − 𝑓(𝑡, 𝑤2), 𝐹𝑖(𝑡;𝑤1, 𝑤2) = 𝑓𝑖(𝑡, 𝑤1) − 𝑓𝑖(𝑡, 𝑤2),
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𝐹𝑖𝑙(𝑡;𝑤1, 𝑤2) = 𝑓𝑖𝑙(𝑡, 𝑤1) − 𝑓𝑖𝑙(𝑡, 𝑤2), Φ𝑖𝑙,𝑇 (𝑤, 0) =
𝑇∑︁
𝑡=1
𝐹 2𝑖𝑙(𝑡;𝑤, 0), 𝑖, 𝑙 = 1, 𝑞.
Введемо умову
B6. Для деякого 𝑟0 > 0
(i) max
𝑡=1,𝑇 , 𝑤∈𝑉 𝑐(𝑟0)
|𝑓𝑖(𝑡, 𝑤)|
𝑑𝑖𝑇 (𝜃0)
≤ 𝑘𝑖(𝑟0) · 𝑇−1/2, 𝑖 = 1, 𝑞; (3.4)
(ii) max
𝑡=1,𝑇 , 𝑤∈𝑉 𝑐(𝑟0)
|𝑓𝑖𝑙(𝑡, 𝑤)|
𝑑𝑖𝑙,𝑇 (𝜃0)







‖𝑤‖−2 ≤ 𝑘𝑖𝑙(𝑟0), 𝑖, 𝑙 = 1, 𝑞. (3.6)
Звернемо увагу на те, що нерiвностi (3.4) та (3.5) є модифiкацiями не-





[𝑋(𝑡) − 𝑓(𝑡, 𝑤)]2 = 1
2
𝑄𝑇 (𝜃































Тодi нормована о.н.к. ?̂?𝑇 задовольняє систему рiвнянь
ℳ𝑇 (𝑤) = 0. (3.8)
Варто зауважити, що якщо нормована о.н.к. ?̂?𝑇 є єдиним розв’язком
системи рiвнянь (3.8), тодi ?̂?𝑇 є єдиним розв’язком системи рiвнянь (2.10).
Ми будемо вимагати, що нормована о.н.к. ?̂?𝑇 є слабко консистентною,
тобто виконується умова
C. Для будь-якого 𝑟 > 0 P {‖?̂?𝑇‖ > 𝑟} → 0, 𝑇 → ∞.
Достатнi умови слабкої консистентностi для тригонометричної моделi з
неперервним часом спостереження мiстяться в роботi [8].
33
Теорема 4. Нехай виконуються умови A1, A2 та B4(iii), B5, B6, C.
Тодi нормована о.н.к. ?̂?𝑇 з ймовiрнiстю, що прямує до 1 при 𝑇 → ∞, є
єдиним розв’язком системи рiвнянь (3.8).

























































(𝑓𝑖(𝑡, 𝑤) − 𝑓𝑖(𝑡, 0) + 𝑓𝑖(𝑡, 0)) · (𝑓𝑙(𝑡, 𝑤) − 𝑓𝑙(𝑡, 0) + 𝑓𝑙(𝑡, 0))
𝑑𝑖𝑇 (𝜃0)𝑑𝑙𝑇 (𝜃0)
=
= 𝑠1(𝑤) + 𝑠2(𝑤) +
𝑇∑︁
𝑡=1




















= 𝑠1(𝑤) + 𝑠2(𝑤) + 𝑠3(𝑤) + 𝑠4(𝑤) + 𝑠5(𝑤) + 𝐽𝑖𝑙,𝑇 (𝜃
0), 𝑖, 𝑙 = 1, 𝑞. (3.9)
Використовуючи нерiвнiсть (її доведення наведено у [20], стор.103)⃒⃒
𝜆min(ℋ𝑇 (𝑤)) − 𝜆min(𝐽𝑇 (𝜃0))
⃒⃒
≤ 𝑞 · max
1≤𝑖,𝑙≤𝑞
⃒⃒





























𝐹 (𝑡;𝑤, 0) · 𝑓𝑖𝑙(𝑡, 𝑤)
𝑑𝑖𝑇 (𝜃0)𝑑𝑙𝑇 (𝜃0)
⃒⃒⃒⃒
≤ 𝑇 · 𝑘𝑖𝑙(𝑟0) · 𝑘𝑖𝑙 ·𝑇−1 ·max
𝑡=1,𝑇
|𝐹 (𝑡;𝑤, 0)| ≤
≤ 𝑘𝑖𝑙(𝑟0) · 𝑘𝑖𝑙 · 𝑇−1 · max
𝑡=1,𝑇
|𝑓(𝑡, 𝑤) − 𝑓(𝑡, 0)| =



























































≤ |𝑠6(𝑤)| + |𝑠7(𝑤)|. (3.13)





















































































, 𝑇 → ∞. (3.15)
За умови A1 функцiю 𝐺2(𝑥) можна розкласти в ряд в гiльбертовому про-






















































= D𝐺2(𝜉(0)) <∞, (3.17)















|𝐵(𝑡− 𝑠)| → 0,




𝑃−→ 0, 𝑇 → ∞. (3.18)






































|𝑠7(𝑤)| = 𝑜(2)𝑝 (1)
𝑃−→ 0, 𝑇 → ∞. (3.20)

























































‖𝑤*1𝑡‖, ‖𝑤*2𝑡‖ ≤ ‖𝑤‖, 𝑡 = 1, 𝑇 .































Таким же чином для |𝑠5(𝑤)| отримуємо









Звiдси, враховуючи (3.10)-(3.23), бачимо, що⃒⃒
𝜆min(ℋ𝑇 (𝑤)) − 𝜆min(𝐽𝑇 (𝜃0))
⃒⃒
≤
≤ 𝑞 · max
1≤𝑖,𝑙≤𝑞
(︃
‖𝑘(𝑟0)‖ · 𝑘𝑖𝑙 · 𝑘𝑖𝑙 · ‖𝑤‖ +
(︁







































Пiдставляючи в (3.24) нормовану о.н.к. ?̂?𝑇 , та беручи до уваги, що для
𝑇 > 𝑇0 за умови B5 𝐽𝑇 (𝜃0) – додатно визначена матриця з мiнiмальним
власним числом 𝜆min(𝐽𝑇 (𝜃0)) ≥ 𝜆*, для деякого 𝑟 > 0 розглянемо подiю








































































+ P {‖?̂?𝑇‖ > 𝑟} .































+ P {‖?̂?𝑇‖ > 𝑟} ≤ 𝜀,
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а, значить, для 𝑇 > 𝑇0
P {Γ1 ∩ Γ2 ∩ Γ3} > 1 − 𝜀. (3.26)
Таким чином, нормована о.н.к. ?̂?𝑇 з ймовiрнiстю, що прямує до 1 при
𝑇 → ∞, є єдиним розв’язком системи рiвнянь (3.8), тому що матриця
ℋ𝑇 (?̂?𝑇 ) є додатно визначеною, i функцiонал (3.7) має єдиний екстремум
(мiнiмум) в точцi ?̂?𝑇 . 
Зауваження 2. Оскiльки − 1
𝑇 1/2
Ψ(?̂?𝑇 ) = 𝑀𝑇 (?̂?𝑇 ) = 0, де ?̂?𝑇 = 𝑇−1/2?̂?𝑇 ,
?̂?𝑇 = 𝑑𝑇 (𝜃
0)(𝜃𝑇−𝜃0), то iз єдиностi оцiнки ?̂?𝑇 в кулi 𝑉 (𝑟) з великою ймовiр-
нiстю при 𝑇 > 𝑇0 для деякого 𝑟 > 0 випливає єдинiсть оцiнки ?̂?𝑇 з такою
ж ймовiрнiстю для 𝑇 > 𝑇0 в кулi 𝑉 (𝑇 1/2𝑟).
Для тригонометричної функцiї регресiї (1.32), перевiримо виконання
умови B6.
Виконання B6(iii) є очевидним для наступних випадкiв, коли
𝑖 = 𝑙 = 3𝑘 − 1, 𝑖 = 𝑙 = 3𝑘 − 2, або 𝑖 = 3𝑘 − 1, 𝑙 = 3𝑘 − 2, або 𝑖 = 3𝑘 − 2,
𝑙 = 3𝑘 − 1, 𝑔𝑖𝑙(𝑡, 𝜃) = 0, де 𝑘 = 1, 𝑁 .
Для випадкiв, коли 𝑖 = 3𝑘, 𝑙 = 3𝑘 − 2 та 𝑖 = 3𝑘 − 2, 𝑙 = 3𝑘, 𝑘 = 1, 𝑁 ,
використовуючи обчислення з попереднього роздiлу та беручи до уваги,


















































𝑡2 |𝑤3𝑘|2 ≤ 𝑘𝑖𝑙‖𝑤‖2. (3.27)
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Аналогiчно, для випадкiв, коли 𝑖 = 3𝑘, 𝑙 = 3𝑘 − 1 та 𝑖 = 3𝑘 − 1,



















































































































































|𝑤3𝑘−1|2 ≤ 𝑘𝑖𝑖‖𝑤‖2, 𝑖 = 3𝑘, 𝑘 = 1, 𝑁. (3.29)
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Константи 𝑘𝑖𝑙, 𝑖, 𝑙 = 1, 3𝑁 , в правих частинах нерiвностей (3.27)-(3.29)
грають роль констант 𝑘𝑖𝑙(𝑟0) в умовi B6(iii) при 𝑞 = 3𝑁 та не залежать
вiд 𝑟0.
Перевiрка виконання нерiвностей B6(i) та B6(ii) здiйснюється анало-
гiчно перевiрцi виконання умов B4(i) та B4(ii) роздiлу 2.
Виконання умови B5 перевiримо за допомогою факту, наведеному в ро-
ботi [21]. Вiдповiдно до нього, 𝐽𝑇 (𝜃0) для тригонометричної функцiї регресiї






























⎤⎥⎥⎥⎥⎥⎥⎦ , 𝑘 = 1, 𝑁. (3.30)
Дана матриця є додатно визначеною. З цього випливає, що iснує деяке 𝑇0
таке, що для 𝑇 > 𝑇0 матриця 𝐽𝑇 (𝜃0) є додатно визначеною, i умова B5
виконується.
Наслiдок 2. За умов A1, A2 та C для тригонометричної функцiї регресiї
(1.32) є вiрним твердження теореми 4.
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4 Асимптотична нормальнiсть оцiнки наймен-
ших квадраiв параметрiв суми гармонiчних
коливань
В даному роздiлi доведемо теорему про асимптотичну нормальнiсть
о.н.к. 𝜃𝑇 , яку задано означеннями 4 та 5, параметра нелiнiйної моделi регре-
сiї (1.1) i застосуємо її для одержання асимптотичної нормальностi о.н.к.
𝜃𝑇 параметрiв суми гармонiчних коливань (1.32).
Теорема 5. Нехай виконуються умови A1, A2, A3 для 𝑊 = 𝐺, B1,
B2, B4-B6, C, та 𝑓(𝜆), 𝜆 = [−𝜋, 𝜋] iнтегровна за мiрою 𝜇 у випадку
𝑚 = 1. Тодi розподiл випадкового вектора ?̂?𝑇 = 𝑑𝑇 (𝜃0)(𝜃𝑇−𝜃0) при 𝑇 → ∞

























































0)𝑢𝑙, 𝑖 = 1, 𝑞.
Таким чином, отримали систему рiвнянь вiдносно 𝑢:
𝐽𝑇 (𝜃


















0)∇𝑔(𝑡, 𝜃0) = Λ𝑇 (𝜃0)𝜁𝑇 , (4.2)
де Λ𝑇 (𝜃0) = 𝐽−1𝑇 (𝜃
0).
Далi, взявши до уваги теорему 2, отримуємо, що випадковий вектор ?̃?𝑇
є асимптотично нормальним 𝑁(0,Γ) при 𝑇 → ∞, де 𝜎 задана формулою
(4.1). Зауважимо, що коварiацiйна матриця вектора ?̃?𝑇 , має вигляд
Γ𝑇 = Λ𝑇 (𝜃
0) · 𝜎2𝑇 · Λ𝑇 (𝜃0), (4.3)





































Далi потрiбно довести, що функцiя розподiлу 𝐺𝑇 (𝑦, 𝜃0) випадкового ве-
ктору ?̂?𝑇 = 𝑑𝑇 (𝜃0)(𝜃𝑇 − 𝜃0) збiгається при 𝑇 → ∞ до гауссiвської функцiї
розподiлу Φ0,Γ(𝑦) = Φ0,Γ(П(𝑦)), П(𝑦) = (−∞, 𝑦1) × ...× (−∞, 𝑦𝑞), 𝑦 ∈ R𝑞.
Для довiльного 𝑟 > 0, покажемо, що
∆𝑇 (𝑟) = P {‖?̂?𝑇 − ?̃?𝑇‖ > 𝑟} → 0, 𝑇 → ∞. (4.5)
Введемо подiю 𝐴𝑇 = {?̃?𝑇 ∈ 𝑉 𝑐(𝑅 − 𝑟)}, де 𝑅 таке, що для 𝑇 > 𝑇0, в
наслiдок асимптотичної нормальностi ?̃?𝑇 , виконується P{𝐴𝑇} ≤ 𝜀3 , де
















































Крiм того, розглянемо подiю 𝐶𝑇 , яка полягає в тому, що о.н.к. ?̂?𝑇 є
єдиним розв’язком системи рiвнянь (2.7), до того ж, для 𝑇 > 𝑇0 P{𝐶𝑇} ≤ 𝜀3
за теоремою 4. Таким чином, для 𝑇 > 𝑇0



































𝑢𝑙 · 𝐽𝑖𝑙,𝑇 (𝜃0)
)︃𝑞
𝑖=1
= ?̃?𝑇 − 𝑢.
Якщо подiя 𝐴𝑇 ∩𝐵𝑇 ∩ 𝐶𝑇 вiдбулася, то для 𝑢 ∈ 𝑉 𝑐(𝑅)
‖𝑢+ Λ𝑇 (𝜃0)Ψ𝑇 (𝑢)‖ = ‖𝑢+ Λ𝑇 (𝜃0) (Ψ𝑇 (𝑢) − 𝐿𝑇 (𝑢)) + Λ𝑇 (𝜃0)𝐿𝑇 (𝑢)‖ =
= ‖𝑢+ ?̃?− 𝑢+ Λ𝑇 (𝜃0) (Ψ𝑇 (𝑢) − 𝐿𝑇 (𝑢)) ‖ ≤
≤ ‖?̃?‖ + ‖Λ𝑇 (𝜃0) (Ψ𝑇 (𝑢) − 𝐿𝑇 (𝑢)) ‖ ≤ 𝑅− 𝑟 + 𝑟 = 𝑅,
тобто 𝐺𝑇 (𝑢) = 𝑢+Λ𝑇 (𝜃0)Ψ𝑇 (𝑢) – неперервне вiдображення 𝑉 𝑐(𝑅) в 𝑉 𝑐(𝑅).
Для доведення (4.5) застосуємо теорему Брауера про нерухому точку [22],
сформульовану в наступнiй формi.
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Теорема (Брауера). Нехай 𝐹 неперервне вiдображення 𝑉 𝑐(𝑅) в себе. Тодi
iснує 𝑥0 ∈ 𝑉 𝑐(𝑅) таке, що 𝐹 (𝑥0) = 𝑥0.
Застосуємо дану теорему до 𝐹𝑇 (𝑢), тодi отримуємо, що iснує точка
𝑢0𝑇 ∈ 𝑉 𝑐(𝑅) така, що 𝐹𝑇 (𝑢0𝑇 ) = 𝑢0𝑇 , або, в наслiдок того, що Λ𝑇 (𝜃0) – невиро-
джена, Ψ𝑇 (𝑢0𝑇 ) = 0. Оскiльки подiя 𝐶𝑇 виконується, то єдиним розв’язком
системи рiвнянь Ψ𝑇 (𝑢) = 0 в кулi 𝑉 𝑐(𝑅) є нормована о.н.к. ?̂?𝑇 , тобто
{𝐴𝑇 ∩𝐵𝑇 ∩ 𝐶𝑇} ⊂ {?̂?𝑇 ∈ 𝑉 𝑐(𝑅)} i P {?̂?𝑇 ∈ 𝑉 𝑐(𝑅)} ≥ 1 − 𝜀. Зауважимо,
що з (4.6) випливає
1 − 𝜀 ≤ P {{?̂?𝑇 ∈ 𝑉 𝑐(𝑅)} ∩𝐵𝑇} =
= P
{︂













‖Λ𝑇 (𝜃0) · 𝐿𝑇 (?̂?𝑇 )‖ ≤ 𝑟
}︀
=
= P {‖?̃?𝑇 − ?̂?𝑇‖ ≤ 𝑟} . (4.7)
Тодi з (4.7) випливає (4.5).
Нехай для 𝐴 ∈ B𝑞 ( B𝑞 – 𝜎-алгебра борелевих пiдмножин R𝑞) та 𝜀 > 0
𝐴𝜀 =
{︂
𝑥 ∈ R𝑞 : inf
𝑦∈𝐴




𝑞 ∖ (R𝑞 ∖ 𝐴)𝜀.
Враховуючи (4.5), одержуємо для функцiї розподiлу
𝐺𝑇 (𝑦, 𝜃
0) = P {?̂?𝑇 ∈ П(𝑦)} , 𝑦 ∈ R𝑞,
та для будь-яких 𝑦 ∈ R𝑞 i довiльного 𝜀 > 0
𝐺𝑇 (𝑦, 𝜃
0) ≥ P {?̃?𝑇 ∈ П(𝑦)−𝜀} − ∆𝑇 (𝜀), (4.8)
𝐺𝑇 (𝑦, 𝜃
0) ≤ P {?̃?𝑇 ∈ П(𝑦)𝜀} + ∆𝑇 (𝜀). (4.9)
Ранiше було доведено, що для довiльних 𝑦 ∈ R𝑞, 𝜀 > 0
|P {?̃?𝑇 ∈ П(𝑦)±𝜀} − Φ0,Γ(П(𝑦)±𝜀)| → 0, 𝑇 → ∞. (4.10)
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Нехай 𝜙(𝑦, 𝜃0) – гауссiвська щiльнiсть, що вiдповiдає функцiї розподiлу
Φ0,Γ(𝑦). Через те, що 𝜆min(Γ) = 𝜆 > 0, 𝜆max(Γ) = 𝜆 <∞, маємо





= 𝜈 (‖𝑦‖) .
Тепер до 𝜈 (‖𝑦‖) застосуємо наступну теорему [23].









Тодi для довiльної опуклої множини 𝐶 ∈ B𝑞 та для довiльних 𝜀, 𝛿 > 0
має мiсце нерiвнiсть∫︁
𝐶𝜀∖𝐶−𝛿






Пiсля застосування даної теореми до 𝜈 (‖𝑦‖), для будь-якого 𝜓 ̸= 0
отримуємо
|Φ0,Γ(П(𝑦)) − Φ0,Γ(П(𝑦)𝜓)| =
∫︁
П







⎧⎨⎩П(𝑦)𝜓 ∖ П𝑐(𝑦), якщо 𝜓 > 0,П(𝑦) ∖ П(𝑦)𝜓, якщо 𝜓 < 0.
Для будь-яких 𝑦 ∈ R𝑞 та для довiльного 𝜀 > 0
𝐺𝑇 (𝑦, 𝜃
0) − Φ0,Γ(𝑦) ≤ ∆𝑇 (𝜀) + P {?̃?𝑇 ∈ П(𝑦)𝜀} − Φ0,Γ(𝑦) ≤
≤ ∆𝑇 (𝜀) + |P {?̃?𝑇 ∈ П(𝑦)𝜀} − Φ0,Γ(𝑦)| ≤
≤ ∆𝑇 (𝜀) + |P {?̃?𝑇 ∈ П(𝑦)𝜀} − Φ0,Γ(П(𝑦)𝜀)|+
+ |Φ0,Γ(П(𝑦)𝜀) − Φ0,Γ(𝑦)| ; (4.12)
Φ0,Γ(𝑦) −𝐺𝑇 (𝑦, 𝜃0) ≤ ∆𝑇 (𝜀) − P {?̃?𝑇 ∈ П(𝑦)−𝜀} + Φ0,Γ(𝑦) ≤
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≤ ∆𝑇 (𝜀) + |Φ0,Γ(𝑦) − P {?̃?𝑇 ∈ П(𝑦)−𝜀}| ≤
≤ ∆𝑇 (𝜀) + |Φ0,Γ(П(𝑦)−𝜀) − P {?̃?𝑇 ∈ П(𝑦)−𝜀}|+
+ |Φ0,Γ(𝑦) − Φ0,Γ(П(𝑦)−𝜀)| . (4.13)
Таким чином, зi спiввiдношень (4.6)-(4.13), отримуємо, що
𝐺𝑇 (𝑦, 𝜃
0) → Φ0,Γ(𝑦), 𝑦 ∈ R𝑞, 𝑇 → ∞. 
Нехай 𝑔(𝑡, 𝜃0) має вигляд (1.32), тодi вона має блочно-дiагональну спе-















































, 𝑘 = 1, 𝑁.









































































i коли 𝑇 → ∞, то 𝐽𝑇 (𝜃0) → 𝐽(𝜃0), де 𝐽(𝜃0) деяка додатно визначена ма-











Для тригонометричної функцiї регресiї (1.32) матрицю 𝐽(𝜃0) задано вира-
зом (3.30).
Варто зауважити, що для тригонометричної моделi регресiї (1.1), (1.32),
використовуючи (4.14), (4.15), отримуємо, що матриця 𝜎 з теореми 2 роз-






































Наслiдок 3. За умов A1, A2, A3 при 𝑊 = 𝐺, справедливе тверджен-
ня теореми 2 з блочно-дiагональною матрицею 𝜎 з блоками 𝜎𝑘, 𝑘 = 1, 𝑁 ,
вигляду (4.17).
Враховуючи формули (4.1), (4.14)-(4.17), можна побачити, що для три-









































𝑘 = 1, 𝑁.
Також варто зауважити, що як показано у роздiлi 2, для тригонометри-
чної функцiї регресiї (1.32) вiрнi наступнi спiввiдношення
𝑑3𝑘−2,𝑇 (𝜃
0) ∼ 2−1/2𝑇 1/2, 𝑑3𝑘−1,𝑇 (𝜃0) ∼ 2−1/2𝑇 1/2,
𝑑3𝑘,𝑇 (𝜃










, 𝑘 = 1, 𝑁. (4.19)








































⎤⎥⎥⎥⎦ , 𝑘 = 1, 𝑁. (4.21)
В такому разi вектор (4.20) асимптотично нормальний 𝑁(0, Γ̃), де




































































, 𝑘 = 1, 𝑁. (4.22)
Пiсля обернення цих матриць отримуємо наступний результат, врахо-
вуючи, що всi умови, якi накладались на функцiю регресiї в теоремi 2 (роз-
дiл 1) справедливi для тригонометричної функцiї регресiї також. Зокрема,
виконання умови B2 (𝜇-припустимостi с.щ. 𝑓(𝜆), 𝜆 ∈ [−𝜋, 𝜋]) для триго-
нометричної функцiї регресiї (1.32) доведено в роботi I.М. Савич [24].








та 𝐾 = {κ0,κ1,κ2, ... ,κ𝑟}.
Тодi умова B2 виконується, якщо
Φ ∩𝐾 = ∅. (4.23)
Теорема 6. Якщо для тригонометричної моделi регресiї (1.1), (1.32) ви-
конано умови A1, A2, A3 при 𝑊 = 𝐺, (4.23), то нормована о.н.к. (4.20)
асимптотично нормальна 𝑁(0, Γ̃), iз блочно-дiагональною матрицею
Γ̃ = 𝑑𝑖𝑎𝑔
(︁



























⎤⎥⎥⎥⎦ , 𝑘 = 1, 𝑁.
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Висновки
У магiстерськiй дисертацiї отримано асимптотичну нормальнiсть о.н.к.
параметрiв тригонометричної моделi регресiї з дискретним часом та шу-
мом, що є нелiнiйним локальним перетворенням гауссiвського стацiонар-
ного часового ряду з сингулярним спектром. Одержано достатнi умови
асимптотичної єдиностi за ймовiрнiстю о.н.к. параметрiв нелiнiйної моделi
регресiї, що охоплює випадок тригонометричної регресiї. З використанням
теореми Брауера про нерухому точку отримано достатнi умови асимптоти-
чної нормальностi о.н.к. параметрiв загальної нелiнiйної моделi регресiї та
розглянуто їх застосування до тригонометричної моделi регресiї. Припуска-
ється, що параметрична множина, що мiстить невiдоме iстинне значення
параметра, є вiдкритою опуклою множиною евклiдового простору.
Природним напрямком продовження дослiджень є апроксимацiя з до-
статньою точнiстю громiздкої коварiацiйної матрицi граничного гауссiв-
ського розподiлу о.н.к., щоб наблизити отриманi результати до практичних
застосувань. Крiм цього, бажано знайти iншi приклади несумовних кова-
рiацiйних функцiй та сингулярних спектральних щiльностей стацiонарних
часових рядiв для збiльшення кiлькостi математичних моделей спостере-
жень, аналогiчних вивченiй у дисертацiї.
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