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Abstract: We write down the general conditions for N = 1 supersymmetric four–
dimensional domain walls, deriving them from a ten–dimensional point of view using gen-
eralized complex geometry. In cases where the compactification allows for a truncation
to a finite number of fields, we make contact with a four–dimensional effective descrip-
tion. In the context of the AdS/CFT correspondence, the equations can be applied to
renormalization–group flows of three–dimensional field theories. We allow for the presence
of explicit brane sources and show how supersymmetry restricts their location in a natural
way.
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1. Introduction
There are several reasons to study domain wall solutions. In four dimensions, a time–
honored application is to compute tunneling–rates of vacua in a theory with many vacua,
such as string theory. The recent revival of AdS4/CFT3 (starting from [1]) offers an-
other reason: renormalization–group (RG) flows in the field theory can holographically be
thought of as domain walls in the bulk. This is well known since the early work of [2–4].
These solutions are typically found using an effective four–dimensional supergravity
action, see for instance [5–8]. This approach, however, has its obvious limitations. Some-
times, a new AdS4 vacuum is found directly in ten dimensions, for which an effective
four–dimensional description is not available yet. It could also run into technical trouble
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when the effective theory in four dimensions is not a consistent truncation of the theory in
ten dimensions, since it is then not guaranteed that the four–dimensional solution found
in this way really represents a solution in ten dimensions.
In order to alleviate these problems, in this paper we study the equations governing
supersymmetric domain walls directly in ten dimensions.1 We make no assumptions on
the internal space, and some reasonable ones on the allowed fluxes, on top of imposing
the symmetries of the problem. In this way, we extend the analysis of [7, 11] (see also [12]
for related work). We find a system of equations, (2.15)–(2.19), that involve both radial
derivatives and exterior differentials in the internal space. The latter can be a Calabi–Yau
manifold or a more general space. Our focus is on the latter case: even though there are
many supersymmetric AdS4 solutions in string theory, CFT3 interpretations have been
found so far only for non–Calabi–Yau solutions.
Assuming a certain truncation ansatz, presented in section 4, we can actually show that
the ten–dimensional flow equations (2.15)–(2.19) can be rewritten as the four–dimensional
flow equations in an appropriate supergravity theory. As one expects from the results
of [5, 8], they become the gradient flow for a certain “generating function” C (see (4.34)).
This function has different interpretations. Evaluated at the AdS4 solutions connected by
the domain wall, it just gives their corresponding cosmological constants, but it can also
be seen as a holographic c-function. We will elaborate on this point in section 6.1.
The truncation ansatz includes certain internal spaces (among them the cosets S6
and CP3), for which AdS4 × M6 vacua have been found in massive IIA supergravity,
without any smeared sources [10,13,14]. In these cases, one can find effective field theories
[15–18] which have been shown (at the bosonic level [16]) to be consistent truncations
of massive IIA supergravity. These examples, presented in section 5, provide a useful
playground for some preliminary studies of the equations, and they might lead to their
most immediate applications in the future. Two (related) possibilities that spring to mind
are flows connecting different AdS4 vacua
2, or brane solutions whose near–horizon limits
reproduce given AdS4 vacua. Such brane solutions are easy to find for AdS5 vacua, but
are not known for any AdS4 vacuum with Romans mass, for example.
Until now, we did not find any explicit (numerical) solutions to the flow equations.
One challenge is the following. The AdS4 vacua are expected to be critical points of the
function C that generates the flow. However, in the simplest cases we have studied, C has
an indefinite Hessian. For S6, for example, we kept four fields in our explicit analysis.
The corresponding Hessian has two positive and two negative eigenvalues. For this reason,
the AdS vacua are fixed points of the flow but they are not quite attractors. They are
“semi–attractors”, in the sense that the flow is attractive in two directions and repulsive
in the other two. In other words, if one starts at some finite value of the radial coordinate,
one can reach the AdS vacua in the infrared, but only after fine–tuning two boundary
conditions out of four. This is reminiscent of other flows discussed in the literature, see for
instance [4, 20].
1Recently, AdS4 domain wall solutions in ten dimensions, including (partly) smeared brane sources,
were constructed in [9,10].
2In the maximal N = 8 theory, such flows were discussed in [19,20].
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We also include explicit D–brane sources in our analysis. This is usually not done
in RG flow solutions. We include them for several reasons. First of all, many of the
supersymmetric AdS4 solutions known so far have non–zero Romans mass F0. Such a flux
is sourced by a D8–brane. Unlike for other branes, the harmonic function in its gravity
solution does not diverge on it. It just creates a discontinuity in the first derivatives of
some fields which is easy to incorporate in the flow equations.
Second, having the possibility to change the flux parameters during the flow by includ-
ing explicit D–brane sources widens the scope for finding solutions interpolating between
different supersymmetric AdS4 minima. For instance, in the case of nearly Ka¨hler reduc-
tions, there is only a single supersymmetric AdS4 vacuum for a fixed set of fluxes [16].
Finally, explicit inclusion of branes could allow us in the future to find brane solutions
with assigned AdS near–horizon limits, as mentioned earlier. For example, for reasons
similar to the ones discussed in [21] (see also [22,23]) one expects the existence of a solution
with D2– and D8–branes (with non–zero B–field) separated by a finite distance. This would
be reminiscent of the existence of multi–center black hole solutions in supergravity [24].3
Unless the D8–branes were spherically shaped around the D2–branes, the functions in such
a solution would depend on two radial variables (the distances from the D2– and the D8–
branes). This makes finding an explicit solution a difficult problem. Nevertheless, we find
qualitatively that the positions of the D–brane sources are fixed by supersymmetry, in a
way reminiscent of how several black holes can be in equilibrium with each other at finite
distance. This can be seen to follow both from the bulk supersymmetry conditions, and
from the conditions that the D–brane should be calibrated.
The organization of the paper is as follows. In section 2 we derive the general super-
symmetry conditions for ten-dimensional flows having N = 1 supersymmetry and three-
dimensional Lorentz-invariance. Section 3 paves the way for the four–dimensional effective
description of the flow, by introducing the relevant Ka¨hler– and superpotential. In section
2, however, we do not yet perform a truncation to a finite number of four-dimensional fields.
That truncation is done in the following sections. In section 4 we apply our general flow
equations to the case of SU(3) structure manifolds and in section 5 we specialize further to
the cases of coset spaces and nearly Ka¨hler manifolds. In those cases, we can make contact
with the general form of flow equations derived within the context of four–dimensional
N = 1 supergravity [5, 8]. Our formulas for the Ka¨hler– and superpotential are not new
in these cases: they can be found in the effective theories we mentioned earlier [15–18],
and they could also be obtained by specializing the general results of [25–28]. However,
deriving the flow equations from the much more general ten-dimensional equations of sec-
tion 2 simplifies a lift to ten dimensions and also allows to discuss the inclusion of explicit
D–brane sources into the flow. This latter point is further discussed in section 6, where
we also comment on the effect of branes on the holographic c-theorem discussed in the
literature. Finally, we collected some more technical parts of the calculation and a short
introduction into some basics of generalized geometry in the appendix.
3We thank F. Denef for discussions on this point.
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2. G2 ×G2 structure and flow equations: the general case
In this section we analyze the conditions for supersymmetric domain walls in four dimen-
sions. Specifically, we are looking for general type II supersymmetric backgrounds preserv-
ing N = 1 super-Poincare´ symmetry in three dimensions, i.e. two real supercharges.
Let us consider, then, the space R1,2 ×M7, with metric
ds2 = e2Aˆdxµdxµ + ds
2
7 . (2.1)
As a consequence of the Poincare´ symmetry, we can decompose the total RR polyform as
Ftot = F + dvol3 ∧ ∗7λ(F ) , (2.2)
where dvol3 = e
3Aˆdx1 ∧ dx2 ∧ dx3, and λ is multiplication by a sign, as defined in (A.6).
The only flux that we do not consider is H along R1,2.
The ten–dimensional Killing spinors associated to the unbroken N = 1 supersymmetry
can be expressed in terms of two seven–dimensional Majorana spinors χ1 and χ2 – see
appendix A. These can be used to construct two real polyforms Ψ1,2, defined as follows.
Take
Ψ =
8
|χ|2 χ1 ⊗ χ
†
2 . (2.3)
As usual, here we have used the Clifford map to identify bispinors with differential forms;
|χ|2 is the norm of both χ1 and χ2 (see (A.3)). Take, then, its even and odd part, Ψ =
Ψ++ iΨ−. Ψ± turn out to be real. Now, in IIA we take Ψ1 = Ψ+, and Ψ2 = Ψ−, in IIB we
take Ψ1 = Ψ−, and Ψ2 = Ψ+. The polyforms Ψ1 and Ψ2 define a G2 ×G2 structure [29].
Notice that Ψ1 and Ψ2 satisfy the normalization condition
〈Ψ1,Ψ2〉 = 8dvol7 , (2.4)
with 〈 , 〉 is the seven-dimensional Mukai pairing (see (A.7)).
One can then show that the conditions for unbroken N = 1 supersymmetry are equiv-
alent to
dH(e
3Aˆ−φΨ1) = −e3Aˆ ∗7 λ(F ) , dH(e2Aˆ−φΨ2) = 0 , (2.5)
〈Ψ2, F 〉 = 0 . (2.6)
The calculations are similar to the ones in [30, App. A].4 These equations were also
considered in [33] in the case without warping and in [34, App. B] for the AdS4 case.
Let us now assume that the internal seven–dimensional spaceM7 can actually be seen
as a foliation over R, whose generic leaf is a six–dimensional space M6. We parameterize
(an open subset of) R by the coordinate r. In order to facilitate a four–dimensional interpre-
tation of the flow equations later on, it is convenient to use the following parameterization
of the ten–dimensional metric
ds2 = e2Z(e2Adxµdxµ + dr
2) + ds26 , (2.7)
4Notice that e3Aˆ−φΨ1 and e
2Aˆ−φΨ2 are generalized calibrations (in the sense of [31, 32]) for D–branes
which are space-filling and string-like in R1,2, respectively.
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where A depends just on r, while Z can depend on the internal coordinates ym on M6 as
well. The ten–dimensional Majorana–Weyl Killing spinors ǫ1,2 can now be split as follows
ǫ1,2 = ψ ⊗ η1,2 + c.c. , (2.8)
where η1,2 are chiral spinors in six dimensions, while ψ is a constant four–dimensional chiral
spinor satisfying the projection condition
γrψ = ψ
∗ , (2.9)
where γr is the gamma matrix along r, in frame indices. One can then introduce on M6
two complex polyforms Φ1,2 defined by
Φ1 = e
3Z−φ 8
i|η|2 η1 ⊗ η
†
2 , Φ2 = e
3Z−φ ±8
i|η|2 η1 ⊗ η
T
2 , (2.10)
where |η|2 ≡ η†1η1 = η†2η2. One can show, then, that Φ1,2 are O(6, 6) pure spinors defining
an SU(3)×SU(3) structure on M6 and satisfy the normalization condition
i〈Φ1, Φ¯1〉 = i〈Φ2, Φ¯2〉 = 8e6Z−2φdvol6 , (2.11)
which has been chosen so that the resulting supersymmetry conditions (see below) are not
cluttered with factors of e3Z−φ. Φ1,2 and Ψ1,2 are related by
Ψ1 = e
−3Z+φ(eZdr ∧ReΦ1 +ReΦ2) , Ψ2 = e−3Z+φ(ImΦ1 + eZdr ∧ ImΦ2) .(2.12)
Let us now split the fluxes on M7 as follows
F →F + dr ∧ Fr ,
H →H + dr ∧Hr ,
(2.13)
where, on the right-hand side, F,Fr,H and Hr have legs only along M6. Similarly, we
split the D–brane currents according to
j → j + dr ∧ jr . (2.14)
In the following, we assume that the NS three–form flux H is exact, H = dB, and that
B has only internal indices; this assumption is not essential and can be easily relaxed. We
mostly work in the twisted picture, obtained by substituting (polyform) → (polyform)B ≡
eB(polyform). Defining ∗B ≡ eB ∗6 λe−B , (2.5) can be written as the following system of
flow equations5
d(eZReΦB1 ) = e
4Z ∗B FB + ∂rReΦB2 + 3ReΦB2 ∂rA , (2.15)
d(ReΦB2 ) = −e2Z ∗B FBr , (2.16)
d(e−ZImΦB1 ) = 0 , (2.17)
d(ImΦB2 ) = ∂r(e
−ZImΦB1 ) + 2e
−ZImΦB1 ∂rA , (2.18)
5To obtain the corresponding equations in the untwisted picture, one has to replace the twisted by the
untwisted polyforms and further make the replacements: ∗B → ∗6λ,d→ dH and ∂r → ∂Hr ≡ ∂r +Hr∧. In
this form the equations would be valid even if H were not exact.
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while the constraint (2.6) becomes
〈ImΦB2 , FB〉+ e−Z〈ImΦB1 , FBr 〉 = 0 . (2.19)
Similar equations were derived independently by the authors of [12]. If one considers the
case in which A is linear in r, ΦB1,2, Z and F
B are indepedent of r and FBr = 0, one recovers
the conditions for a supersymmetric AdS4 vacuum [30] (see also [35] in the SU(3) structure
case in IIA). The RR equations of motion simply follow from (2.15) and (2.16) and the
Bianchi identities are
dFB = −jB , dFBr − ∂rFB = jBr . (2.20)
As for the NS flux H, its Bianchi identity dH = 0 is taken care of by our simplifying
assumption that H is exact. Its equation of motion can be seen to follow from the super-
symmetry equations and the Bianchi identities [34,36,37] – as do the equations of motion
for the metric and dilaton [35,38,39].
The D–brane currents are defined as follows. For a D–brane wrapped around a cycle
Σ of M7 (which might or might not include the r-direction) and with world-volume flux
F (wv), the current jB on M7, that we introduced above, is defined by demanding that for
any polyform ω on M7 one has∫
M7
〈ω, jB〉 =
∫
Σ
ω ∧ eF (wv) , (2.21)
i.e. jB = e−F
(wv) ∧ δ(Σ), where δ(Σ) has legs transversal to Σ. We note as an aside that
the contribution of O–planes to the currents requires including some normalization factors,
which will not, however, play any role in the following.
We can split
FB = F (0) + dC , (2.22)
where F (0) is some background flux, which is constant away from sources (whose effect
will be considered in section 6) and C is the dynamical RR potential (with only internal
indices). We further assume that there is no background for FBr , which implies
FBr = ∂rC . (2.23)
3. Towards the four–dimensional effective description
Following [27,40], let us also introduce the polyforms
Z = ΦB2 , T = e−3ZΦB1 , T = ReT − iC . (3.1)
As we will see, Z and T will play the role of chiral fields in the four–dimensional description,
which is why we prefer to give these polyforms their own names. Notice that
e6Z =
〈Z, Z¯〉
〈T, T¯ 〉 (3.2)
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and, thus, the warp factor eZ can be considered as a function of Z and T . Furthermore,
one should keep in mind that ReT (and thus T ) contains the full information about T [41].
Hence, for fixed F (0), Z and T contain the full information about the background.
In the following sections we will make use of some properties of the conformal compen-
sator formulation of supergravity, as it allows to switch easily between different frames in
four dimensions. Such a formulation possesses an invariance under local Weyl and chiral
transformations. A good review can be found in [42].
Let us first focus on Weyl transformations, which transform the four dimensional metric
with weight −2, i.e. g′4 = e−2σg4. As discussed in [27], in our setting, the invariance of
the four dimensional action arises because of an ambiguity in the split in (2.7). The ten-
dimensional metric is invariant under the simultaneous transformation g′4 = e
−2σg4 and
Z ′ = Z + σ. From the definition (3.1) it follows that Z has Weyl–weight 3,
Z → e3σZ . (3.3)
On the other hand T and T have Weyl–weight 0.
This ambiguity can of course be fixed at will, but a natural choice is the one leading to
a canonically normalized four–dimensional Einstein–Hilbert term for the unwarped four–
dimensional metric g4. Indeed, by a simple dimensional reduction, it is easy to see that the
Einstein–Hilbert term comes with a prefactor which, expressed in terms of the polyforms
(3.1), reads6
N = iπ
2
∫
M6
〈Z, Z¯〉1/3〈T, T¯ 〉2/3 , (3.4)
cf. [27] for more details. Notice that N has Weyl–weight 2. The four–dimensional Einstein
frame corresponds to the condition
N =M2P . (3.5)
By fixing this frame, one can see that the flow equations derived in section 2 imply
that
A˙ =
π
M2P
∫
M6
〈Z, F (0) + idT 〉 =: −C . (3.6)
For more details we refer to appendix B. We defined the function C here, which will appear
again later when we discuss a brane-modified c-theorem, cf. sec. 6.1. Notice that, by using
(2.16), the condition (2.19) can be written as
Im〈Z, F (0) + idT 〉 = 0 , (3.7)
which implies that indeed the r.h.s. of (3.6) is real. We stress that eq. (3.6) holds generally,
i.e. even with nontrivial warping Z and without truncating to a finite number of fields.
Equation (3.6) for the warp factor can directly be related to a corresponding equation
derived from a purely four–dimensional analysis [5,8]. To see this, we need to pass from the
6We work in units in which 2pi
√
α′ = 1.
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superconformal formulation to the ordinary Einstein one, but first we have to explain where
the chiral gauge invariance of the former comes from. In fact, the specific ten–dimensional
spinorial ansatz introduced in the previous section has already broken this symmetry. One
can reintroduce it by defining a new 4-6 split of the ten–dimensional spinors:
ǫ1/2 = ψ ⊗ η1/2 + c.c. = ψeiϑ/2 ⊗ e−iϑ/2η1/2 + c.c. = ψ(new) ⊗ η(new)1/2 + c.c. . (3.8)
This implies that
Z(new) = e−iϑZ . (3.9)
Omitting the superscript “(new)”, we see that the new ψ satisfies7
γrψ = e
iϑψ∗ . (3.10)
In our applications, we usually assume ϑ = ϑ(r).
Thus, we clearly have a chiral gauge symmetry under which ψ → e−iα/2ψ and Z →
eiαZ. Altogether, Z has weights (3, 1) under the dilatation and chiral transformation. By
fixing ϑ = 0, one is back to the formulation of section 2. On the other hand, in order to
clarify the relation with ordinary four–dimensional Einstein supergravity, a different gauge
choice is needed. As in [42], this is done by isolating a compensator Y of weights (1, 1/3)
in Z, through the split
Z = Y 3Z0(z) . (3.11)
Here z is a set of complex variables parametrizing the deformations of the generalized
almost complex structure defined by Z0.
Now, the Ka¨hler potential K is defined by the equation
N = |Y |2e−K/3 . (3.12)
The ordinary Einstein supergravity formulation is obtained by imposing [43]
Y =MP e
K/6 . (3.13)
This obviously implies the Einstein frame (3.5), but it also fixes the chiral gauge symmetry.
We conclude that the Ka¨hler potential has the form [27]
K = −3 log
( iπ
2
∫
M6
〈Z0, Z¯0〉1/3〈T, T¯ 〉2/3
)
. (3.14)
On the other hand, the superpotential is given by [27]
W = −πM3P
∫
M6
〈Z0(z), F (0) + idT 〉 . (3.15)
7Notice that in our conventions the four–dimensional chirality operator has an opposite overall sign
with respect to the one used in [8]. Thus, eiϑ = ∓e−iθthere , where the sign ambiguity is as in [8].
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We can now make contact with the results obtained from the four–dimensional analysis,
for which we refer to [8]. First, in the new 4-6 split introduced in (3.8), if one imposes the
Weyl–chiral gauge (3.13), the constraint (3.7) can be written as
Im(eiϑ〈Z0, F (0) + idT 〉) = 0 . (3.16)
This implies that ϑ can be identified with the phase of W (up to a sign ambiguity):
Im(eiϑW ) = 0 ⇔ W = ±e−iϑ|W | , (3.17)
in agreement with what is found in [8]. Furthermore, the equation (3.6) for the warping
takes the form
A˙ = −C = − 1
M2P
eK/2+iϑW = − 1
M2P
eK/2|W | , (3.18)
which is also in perfect agreement with [8]. In the last equality of (3.18), we chose the
upper sign in (3.17).
Finally, let us note that from the ten–dimensional flow equations of section 2, one can
show that
ϑ˙ = Im
(∫
M6
〈∂rZ0, δZ0K〉+
∫
M6
〈∂rT , δT K〉
)
, (3.19)
where, for example, the functional derivative δZK is defined by δK =
∫
M6〈δZ, δZK〉. The
condition (3.19) should be compared with the result in four dimensions (see e.g. [8])
ϑ˙ = Im(φ˙i∂iK) , (3.20)
where φi are ordinary chiral fields in four dimensions.
We thus see the emergence of a precise correspondence between the ten–dimensional
and the four–dimensional descriptions. The ten–dimensional equations (2.15)–(2.19) also
contain flow equations for the fields described by Z and T , as we elaborate on in appendix
B. In the main text we refrain from giving their general form and just apply them (in the
next sections) to cases in which one can truncate the four–dimensional spectrum to a finite
number of fields. In these cases, the formula of [8], i.e.
φ˙i =
1
M2P
eK/2−iϑgi¯DjW , (3.21)
is exactly reproduced.
Before discussing the truncation to a finite number of fields, we would like to make one
more comment. The ten–dimensional equation (2.17) can be interpreted as a D–flatness
condition [27]. Thus, we see that the closed string D–term is always vanishing for the
solutions that we are considering.
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4. Flow on IIA SU(3)–structure manifolds: general discussion
In this section we apply the general ten–dimensional flow equations in the simplest IIA
cases, where the internal manifold M6 has SU(3) structure and allows for a consistent
finite dimensional parametrization of the polyforms entering the description in ten dimen-
sions. We will show that the general ten–dimensional flow equations can be written as flow
equations for a domain wall of the N = 1 effective theory in four dimensions obtained from
(3.14) and (3.15).
4.1 General ansatz
From now on we assume that the warping function Z, appearing in (2.7), and all the scalar
fields evolving in the course of the flow only depend on r.
The almost complex structure defined by the SU(3) structure induces a decomposition
of the forms ΛkT ∗M =
⊕
p+q=k Λ
p,q. We assume that the internal manifold allows the
construction of a certain basis of globally defined forms. Such forms will play the role of the
harmonic forms in Calabi–Yau compactifications; their existence was postulated in [25,44],
and it was recently remarked in [15,16,18] that invariant forms on cosets provide a natural
set of examples for such a basis. We denote the forms by the symbols
ωa ∈ Γ(Λ1,1) a = 1, . . . , n ,
ω˜a ∈ Γ(Λ2,2) a = 1, . . . , n , (4.1)
αI , β
J ∈ Γ(Λ3T ∗M) I, J = 0, . . . ,m .
The basis of even forms is completed by the identity 1 and by a volume form dvol0, which
also sets the orientation such that
Vol0 ≡
∫
dvol0 > 0 . (4.2)
We assume that one can not build any non-trivial 5-forms from the elements of (4.1), i.e.
ωa ∧ αI = 0 = ωa ∧ βI , (4.3)
and impose the following normalization conditions
〈ωa, ω˜b〉 = δbadvol0 , 〈αI , βJ 〉 = δJI dvol0 . (4.4)
We further assume that the basis obeys the following closed differential system
dωa = qa,Iβ
I , dαI = −qa,Iω˜a ,
dω˜a = 0 , dβI = 0 ,
(4.5)
with qa,I which are constant on M6.8
8Notice that the fact that the constants appearing in the expansion of dωa and dαI are the same is not
a restrictive choice but is actually required by the self-consistency of the system (4.5).
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We also define the intersection numbers Iabc through
ωa ∧ ωb ∧ ωc = Iabc dvol0 . (4.6)
In terms of these forms, we consider SU(3) structures given by
J =
∑
a
e2Uaωa , ReΩ = e
φ(tIαI) . (4.7)
Here ReΩ is a generic ‘stable’ form [45] and the complete (3, 0)-form Ω can be univocally
constructed from it – see next subsection. The dilaton is introduced to get the usual
normalization condition
J ∧ J ∧ J = −3
2
ReΩ ∧ ImΩ . (4.8)
Finally, we impose that the metric determined by J and Ω is such that
〈∗BαI , βJ 〉 = 0 . (4.9)
This implies that ImΩ can be expanded in terms of βI .
We will see that such a truncation allows to describe flow solutions by an effective four–
dimensional action. In section 5 we will discuss in detail explicit examples corresponding
to compactifications on coset and nearly Ka¨hler spaces; let us first, however, discuss the
general structure of the flow equations.
4.2 Ten–dimensional flow from four–dimensional effective theory
We assume as above that B has only internal components, and we expand
B = baωa . (4.10)
Setting η1 = ie
i(θ−ϑ)η∗2 , where ϑ is the arbitrary pure gauge phase introduced in section 3,
the NSNS degrees of freedom are contained in
Z = e3Z−φei(θ−ϑ)eiJ+B = e3Z−φei(θ−ϑ) exp [i(e2Ua − iba)ωa] ,
ReT = e−φReΩ = tIαI .
(4.11)
T (and, in particular, its imaginary part ImT ) should be considered as a function of its
real part ReT , and, hence, of the real parameters tI . To see this [45], choose a certain
coframe e1, . . . , e6. In particular, this allows to define the volume form9
dvol0 ≡ e123456 . (4.12)
Then define
Iˆm
n =
1
12
(ReT )k1k2k3(ReT )k4k5mǫ
k1...k5n . (4.13)
9We always use the notation ei...j = ei ∧ . . . ∧ ej .
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Now, ReT is said to be stable if Iˆm
nIˆn
m < 0. In this case, the almost complex structure
defined by ReT is given by
Im
n =
Iˆm
n√
−16 IˆklIˆlk
. (4.14)
Then, ImT is given by
ImT = −1
3
Im
n em ∧ ιenReT = e−φImΩ . (4.15)
Notice also that, in the above parametrization, the dilaton eφ is a function of Ua and t
I ,
and it is determined by (4.8). In the following we will also need the Hitchin functional
H = 1
4Vol0
∫
M6
〈ReT, ImT 〉 ≡ 1
2Vol0
∫
M6
dvol0
√
−1
6
IˆklIˆlk , (4.16)
where the overall factor Vol−10 is introduced for later convenience. In our case, H should
be seen as a function of the parameters tI . Notice that H(t) is a homogeneous function of
degree 2.
We can expand the RR sector (in the twisted picture) analogously. First we expand
both F (0) and C of the decomposition (2.22) in the basis (4.1). As before, only C varies
with r. Then we expand
F (0) = f0 + f
a
2ωa + f4,aω˜
a + f6 dvol0 ,
C = ζI αI ,
(4.17)
with constant f0, f
a
2 , f4,a and f6, or equivalently
FB = f0 + f
a
2ωa + (f4,a − ζI qa,I)ω˜a + f6 dvol0 . (4.18)
The presence of localized sources like D–branes or orientifolds filling the four–dimen-
sional space–time would violate the ansatz described in section 4.1, since they would, for
example, force the warping and dilaton to be non–constant onM6. Smeared sources could
solve the problem at the technical level, but their ten–dimensional justification is clearly
more problematic. Thus, in this section we do not include 4D space–time–filling localized
sources. Then, the Bianchi identities (2.20) are fulfilled if
qa,If
a
2 = 0 . (4.19)
Notice also that some of the f4,a are redundant since the shift
f4,a → f4,a + ΛIqa,I (4.20)
can be reabsorbed in the constant ‘axionic’ shift ζI → ζI + ΛI .
We can now introduce the following chiral fields of our (superconformal) four–dimensional
description
ρa ≡ e2Ua − iba , τ I ≡ tI − iζI , Y ≡ eZ−φ/3ei(θ−ϑ)/3 . (4.21)
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The polyforms entering the four–dimensional description are
Z = Y 3eiρaωa , Z0 = eiρaωa , ReT = (Reτ I)αI , T = τ IαI . (4.22)
We can then fix the Einstein frame Y =MPe
K/6 (and thus ϑ = θ). Notice that, comparing
our truncation with the one used in [25], we are excluding from the spectrum the axion
obtained by dualizing the B-field with external legs and possible fluctuations of the RR-
potential C and ReT along βI , cf. (4.11) and (4.17). This truncates the hypermultiplets
of [25] (see [16] for the more explicit example of compactifications on coset manifolds) to
the chiral fields τ I and implies that the description is intrinsically N = 1.
Defining V0 ≡ 4πVol0, the superpotential (3.15) takes the form
W =
1
4
M3PV0
[
f6 − i(f4,a − iqa,Iτ I)ρa − 1
2
fa2Iabcρbρc +
i
3!
f0Iabcρaρbρc
]
, (4.23)
while the Ka¨hler potential (3.14) becomes
K = − log
[
I(ρ+ ρ¯)
]
− 2 log
[
H(τ + τ¯)
]
− 3 log V0 , (4.24)
where
I ≡ 1
3!
Iabc(Reρ)a(Reρ)b(Reρ)c (4.25)
and H is the Hitchin functional (4.16). Again, we stress that H must be seen as a function
of ReT alone, and thus as a function of tI = (Reτ)I . We will see explicit examples of this
in the following sections. From (4.9) it also follows that, once one knows H(t), ImT is
given by
ImT = 2
∂H
∂tI
βI . (4.26)
Using the superpotential (4.23) and the Ka¨hler potential (4.24) it is possible to show
that the flow equations (2.15)-(2.19) can be expressed as
A˙ = − 1
M2P
eK/2+iϑW , ϑ˙ = Im(ρ˙a∂aK + τ˙ I∂IK) (4.27)
together with
ρ˙a =
1
M2P
eK/2−iϑGab¯DbW , (4.28)
τ˙ I =
1
M2P
eK/2−iϑGIJ¯DJW , (4.29)
where
Gab¯ ≡
∂2K
∂ρa∂ρ¯b
, (4.30)
GIJ¯ ≡
∂2K
∂τ I∂τ¯J
, (4.31)
DaW ≡ ∂W
∂ρa
+
∂K
∂ρa
W , (4.32)
DIW ≡ ∂W
∂τ I
+
∂K
∂τ I
W . (4.33)
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The details of the derivation can be found in appendix B. As anticipated, the equations for
the scalars, (4.28) and (4.29), coincide exactly with the general formula (3.21). As discussed
in [8], the system (4.27)-(4.29) can be rewritten by using the function C appearing in (3.18).
With its help the flow equations take the form
A˙ = −C , φ˙i = 2gi¯ ∂¯C , (4.34)
whereas the equation for ϑ in (4.27) is automatically satisfied, cf. [8].
5. Explicit examples
5.1 Coset manifolds
The three possible cosets with non–reducible SU(3) structure are
SU(3)
U(1) ×U(1) ,
Sp(2)
S(U(1) ×U(1)) ,
G2
SU(3)
. (5.1)
Topologically, they correspond to the “flag manifold” F(1, 2; 3), to CP3 and to S6, respec-
tively. AdS4 vacua with these internal spaces have been found in massive IIA in [10,13,14]
and effective theories for those vacua have been described in [15–18] (some time ago, these
spaces were already discussed in the context of string compactifications in [46]).
Introducing a coframe {e1, . . . , e6} inherited from the parent group, one can construct
a volume form as in (4.12) and left–invariant even forms ωa, ω˜
a, with a = 1, . . . , b2 + 1,
where b2 is the second Betti number (see e.g. [10, 16]). On the other hand, for all these
cosets the only left–invariant odd forms are α, β, defined by
(β + iα) =
1
2
(e1 + ie2) ∧ (e3 + ie4) ∧ (e5 + ie6) . (5.2)
The above left–invariant forms define a closed system of the kind (4.5). Thus, for these
spaces, n = b2 + 1 and m = 0 and one only has a single parameter τ defined by T = τα.
The associated Hitchin functional (4.16) is given by
H = [(τ + τ¯)/2]2 . (5.3)
We now give some details about the three examples. We do not write the form of the
structure constants. They can be found in [10] after some sign adjustments (more precisely,
for SU(3)U(1)×U(1) and
G2
SU(3) we switched the sign of e
1 and e5 and for Sp(2)S(U(1)×U(1)) we switched
the sign of e5).
5.1.1 SU(3)U(1)×U(1) = F(1, 2; 3)
In this case, a = 1, 2, 3 and the left–invariant metric is given by
ds26 = e
2U1 [(e1)2 + (e2)2] + e2U2 [(e3)2 + (e4)2] + e2U3 [(e5)2 + (e6)2] . (5.4)
The left–invariant even basis is given by
ω1 = e
12 , ω2 = e
34 , ω3 = e
56 ,
ω˜1 = e3456 , ω˜2 = e1256 , ω˜3 = e1234 ,
(5.5)
– 14 –
with non-vanishing intersection numbers
I123 = 1 . (5.6)
The constants qa are given by
qa = −1 a = 1, 2, 3 , (5.7)
and the reference volume is
Vol0 = 2
5π3 . (5.8)
5.1.2 Sp(2)S(U(1)×U(1)) = CP
3
In this case, a = 1, 2 and the left–invariant metric is given by
ds26 = e
2U1 [(e1)2 + (e2)2 + (e3)2 + (e4)2] + e2U2 [(e5)2 + (e6)2] . (5.9)
The left–invariant even basis is given by
ω1 = e
12 + e34 , ω2 = e
56 ,
ω˜1 =
1
2
(e3456 + e1256) , ω˜2 = e1234 ,
(5.10)
with non-vanishing intersection numbers
I112 = 2 . (5.11)
The constants qa are given by
q1 = 2 , q2 = 1 , (5.12)
and the reference volume is
Vol0 = 2
7π3/3 . (5.13)
5.1.3 G2SU(3) = S
6
In this case, a = 1 and the left–invariant metric is given by
ds26 = e
2U [(e1)2 + (e2)2 + (e3)2 + (e4)2 + (e5)2 + (e6)2] . (5.14)
The left–invariant even basis is given by10
ω1 = −
√
3(e12 + e34 + e56) ,
ω˜1 = − 1
3
√
3
(e3456 + e1256 + e1234) ,
(5.15)
with non-vanishing intersection number
I111 = −18
√
3 . (5.16)
The constant qa is given by
q1 = −6 , (5.17)
and the reference volume is
Vol0 = 144π
3/5 . (5.18)
10The normalization is chosen in order to obtain the same constant q1 as used in section 5.2.
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5.2 Application to nearly Ka¨hler flows
Next we would like to apply the general discussion of section 4 to the case where the six–
dimensional internal space is nearly Ka¨hler. AdS4 vacua with these internal spaces have
been found in massive IIA in [13]; an effective theory for those vacua has been described
in [15]. More precisely, we assume that ds26 = e
2U(r)ds20 for some fixed (i.e. r-independent)
nearly Ka¨hler metric ds20 (an example would be the space S
6 of subsection 5.1.3). Then
J = e2UJ0 and Ω = e
3UΩ0, with
dJ0 = −3ImΩ0 , dReΩ0 = 2J20 . (5.19)
Moreover, we assume that the fields are only in the singlets of this SU(3) structure:
B = bJ0 , F
B = f0 + ζJ
2
0 +
1
6
f6J
3
0 . (5.20)
From (2.20), we see that away from the sources, f0 and f6 should be constant. Since J
2
0 is
exact (from (5.19)), we have that FB = F (0) + dC with
F (0) = f0 +
1
6
f6J
3
0 , C =
1
2
ζReΩ0 . (5.21)
Then, we can use as dynamical parameters describing the flow, A and the complex param-
eters
ρ ≡ e2U − ib , τ ≡ 2e3U−φ − iζ . (5.22)
Comparing this truncation to the one used in [15], we see that we are keeping the complex
scalar belonging to the N = 2 vector multiplet, but only two of the four-real scalars
forming the N = 2 hypermultiplet used in [15]. In particular, we are truncating away the
hypermultiplet scalars that would be associated to the exact left–invariant 3-form.
The conformal compensator Y is given by Y 3 = e3Z−φei(θ−ϑ). In particular Z, T and
T are given by
Z = Y 3eiρJ0 , T = (Reτ)Ω0 , T = τ ReΩ0 . (5.23)
Thus, the Ka¨hler potential is given by
K = −3 log
[πi
2
∫
M6
〈eiρJ0 , e−iρ¯J0〉1/3〈T, T¯ 〉2/3
]
= −3 log[(ρ+ ρ¯)/2] − 4 log[(τ + τ¯)/2]− 3 log V0 , (5.24)
where V0 = 4πVol0(M6), Vol0(M6) being the volume determined by J0,Ω0. Imposing the
Einstein frame gauge-fixing (3.13) amounts to setting ϑ = θ (so that Y is real) and
Z = φ− 3U − log(
√
V0/MP) . (5.25)
Finally, the superpotential is given by
W =M3PV0
( i
4
f0ρ
3 +
3
2
ρτ +
1
4
f6
)
. (5.26)
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If we perform the Ka¨hler transformation K → K − 3 log V0, W → V 3/20 W and we set
MP =
√
V0, we get a somewhat simplified ‘gauge’ choice for the above quantities
MP =
√
V0 ⇒ K = −3 log[(ρ+ ρ¯)/2] − 4 log[(τ + τ¯)/2] ,
W = M2P
( i
4
f0ρ
3 +
3
2
ρτ +
1
4
f6
)
,
Z = φ− 3U . (5.27)
From equations (4.28) and (4.29) we get the flow equations for ρ and τ
ρ˙ =
1
M2P
eK/2−iϑGρρ¯DρW , τ˙ =
1
M2P
eK/2−iϑGτ τ¯DτW (5.28)
and eqs. (4.27) simplify to
A˙ = − 1
M2P
eK/2+iϑW , ϑ˙ = Im(ρ˙∂ρK + τ˙ ∂τK) . (5.29)
The flow equations have the following AdS4 solutions [13] for arbitrary negative values
of f0 and positive values of f6:
be−2U = − 1√
15
, ϑ = arcsin
(
1
4
)
,
ζ = −
((
f6
5
)2/3 (−f0
2
)1/3)
,
φ = 16 ln
(
155/2
6 f6 (−f0)5
)
, U = ln
((
− f6f0
)1/6
31/451/122−5/6
)
.
(5.30)
It is also straightforward to check that the usual D2-brane metric
ds2 = H
−1/2
2 ds
2
Mink2,1 +H
1/2
2 (dq
2 + q2ds20) , H2 = 1 +
Q
q5
, (5.31)
solves the flow equations, (5.28) and (5.29). Comparing (5.31) with (2.7) (using ds26 =
e2Uds20 and Z = φ− 3U), we get
eφ = H
1/4
2 , e
A = H
1/4
2 q
3 , eU = qH
1/4
2 , dr = dqH
3/4
2 q
3 . (5.32)
This is a solution in case ϑ = π, f0 = ζ = b = 0 and one makes the identification Q =
1
5f6.
6. Inclusion of D–branes
As we already mentioned in the introduction, we allow in this paper for the presence of
D–brane sources. Our analysis in section 2 was performed directly in ten dimensions. As
such, it would permit any kind of brane sources. However, we will limit our discussion
here to branes that can be introduced consistently with the truncations we considered in
sections 4 and 5. In order not to excite any KK modes, the branes will then have to sit
at some fixed value of r and will have to be either D8–branes, which of course wrap the
whole internal space M6, or (perhaps less rigorously) lower–dimensional branes, smeared
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appropriately along the internal directions. In terms of the notation in section 2, we will
hence take j = 0 and keep only jr 6= 0.
We will now discuss how the flows are modified by the presence of these D–branes. We
will first explain this from the point of view of the bulk supersymmetry equations, namely
the flow equations (2.15)–(2.19). We will then compare this with the conditions coming
from supersymmetry on the D–brane itself. As we will see, one of the resulting conditions
always follows automatically from the conditions in the bulk; in the SU(3) structure case, all
the conditions arising from calibrating the branes actually follow from the bulk conditions.
From the point of view of the flow equations, the presence of these sources has to be
taken into account by imposing that the fields jump in the appropriate way. If our solu-
tions were non–supersymmetric, we would have to impose, for example, the Israel junction
conditions on the metric [47]. Once supersymmetry is imposed, however, the equations
of motion for the metric and the dilaton follow from the equations of motion and Bianchi
identities for the fluxes [35, 38, 39]. Hence, the conditions on the first derivatives of the
metric will automatically follow from the jump conditions required for supersymmetry and
from the flux equations. In fact, the supersymmetry conditions are just valid everywhere,
even at the locus where the brane is present. So they do not give rise to any jump. The
equations of motion for the flux, on the contrary, do contain delta–like sources localized on
the brane. Since we are considering only branes that do not break the internal symmetries,
from (2.20) and (2.23) we get
∂rF
(0) = −jBr . (6.1)
Since the branes are localized in the r direction, we can simply take jBr = −δ(r−r0)∆F (0),
which introduces a jump
∆F (0) (6.2)
in the background flux F (0). This changes W . Hence, the entire flow behaves differently
after having crossed the brane.
Now we notice that the constraint (3.16) should be valid on both sides of the brane,
implying that the brane position r0 should be such that
Im(eiϑ〈Z0,∆F (0)〉) = 0 . (6.3)
So far we have looked at the conditions on the brane that follow from the bulk su-
persymmetry equations, namely the flow equations (2.15)–(2.19). The total string theory
action contains both the bulk and also brane terms. A priori, supersymmetry on the brane
has to be imposed separately. We will see, however, that one of the resulting conditions is
just equivalent to (6.3).
Remember that a supersymmetric D–brane at a radius r0 and wrapping (Σ, F
(wv)) in
M6 should satisfy [31,48]
[Re(eiϑZ)|Σ ∧ eF (wv) ]top = e3Z−φ
√
det((g +B)|Σ + F (wv)) , (6.4)
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or equivalently
[(X · T )|Σ ∧ eF (wv) ]top = 0 , ∀X ∈ TM ⊕ T ∗M , (6.5)
[Im(eiϑZ)|Σ ∧ eF (wv) ]top = 0 . (6.6)
Suppose now that the cycle (Σ, F (wv)) is dual to the current jBr = −δ(r − r0)∆F (0).
Equation (6.6) can then be rewritten as
[Im(eiϑZ)|Σ ∧ eF (wv) ]top ∼ Im(eiϑ〈Z, jBr 〉) ∼ Im(eiϑ〈Z,∆F (0)〉) . (6.7)
Hence, imposing (6.6) is the same as imposing (6.3).
As for the condition in (6.5), it is not clear to us whether it follows in full generality
from the flow equations (2.15)–(2.19). It does follow for the setup in section 4 though. To
see this, notice that for SU(3) structures (6.5) reads (at r = r0)
[ιXΩ ∧∆F (0)]6 = 0 , [Ω ∧∆F (0)]5 = 0 , (6.8)
for X ∈ TM. The validity of (6.8) follows from (4.17) and from the fact that αI ∧ ωa = 0,
cf. (4.3).
6.1 The D–brane modified c-theorem
Having introduced explicit brane sources in our setup, we want to check now that the
c–theorem [2, 4] is still valid, as one expects to be the case. From the analysis of [4],
we know that, for any domain-wall (DW) solution of four–dimensional gravity coupled to
‘reasonable’ matter, A˙ is a monotonically decreasing function of the radial direction. In our
case, this is equivalent to saying that the function C introduced in (3.6) is a monotonically
increasing function. In the truncated theories, one can easily see this in the absence of D–
branes by taking its radial derivative and using the second equation of (4.34), following [8].
In this way, one obtains
C˙ = 4Gi¯∂iC∂¯¯C ≥ 0 (in absence of D–branes) . (6.9)
We now want to see if and how this result changes in the presence of supersymmetric
D–brane DW’s localized at some radial position r0. Notice that such a D–brane actually
causes a jump in the flux quanta and then changes the four–dimensional effective theory
on the two sides. Thus the setting is intrinsically ten-dimensional and, a priori, one cannot
apply the above arguments about the monotonicity of C to this case. Nevertheless, we
have a fully ten–dimensional description of the flow and of the four–dimensional objects
entering the definition of C and then we can directly compute C˙ using it. Indeed, assuming
that a standard four–dimensional description of the flow is still possible, we see that (6.9)
is modified in the following way
C˙ = TD
2M2P
δ(r − r0) + 4Gi¯∂iC∂¯¯C , (6.10)
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where the D–brane contribution is proportional to its tension TD. This, in turn, can be
inferred from (3.15), (6.1) and (6.4) to be positive and given by
TD = 2πM
3
P
∫
dr
∫
M6
〈Re(eK/2+iϑZ0), jBr 〉 = 2πM3P
∫
Σ
Re(eK/2+iϑZ0)|Σ ∧ eF (wv) ≥ 0 .
(6.11)
Thus, we still have
C˙ ≥ 0 , (6.12)
or, better, C jumps by TD/(2M2P) when it hits the D–brane.
Using the formula (6.10), one can see that the total tension of the full supergravity+D–
brane DW configuration can be expressed as
TDW = 2M
2
P∆C = 2M2P(C+∞ − C−∞) , (6.13)
which is always positive because of (6.12). As compared to the tension obtained purely
in supergravity [8], (6.13) additionally contains the explicit contribution from the branes
(6.11). More explicitly,
TDW = 2M
2
P
∫ ∞
−∞
dr C˙ = 2M2P lim
ε→0
[
(C+∞ − Cr0+ε) + (Cr0−ε − C−∞) +
∫ r0+ε
r0−ε
dr C˙
]
= 2M2P lim
ε→0
[
(C+∞ − Cr0+ε) + (Cr0−ε − C−∞)
]
+ TD , (6.14)
where the first term corresponds to the supergravity contribution.
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A. Spinors, differential forms, generalized complex geometry
A detailed description of the conventions, supersymmetry transformations and equations
of motion that we use in this paper can be found e.g. in the appendix of [37].
Let us start with a few details about how to deal with spinors in the various dimensions
we are interested in. We start from the decomposition of ten–dimensional spinors in a
spacetime of the form R1,2×M7. The spinor representation in three and seven dimensions
has dimension 2 and 8 respectively; hence, the usual tensor product of gamma matrices
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will not work. One (standard) way to proceed is to introduce an auxiliary two–dimensional
space and write the gamma matrices as
Γµ = γµ ⊗ σ3 ⊗ 1 ,
Γm = 1⊗ σ1 ⊗ γˆm ,
(A.1)
where σi are Pauli matrices acting on the auxiliary two–dimensional space, γµ is a basis of
(real) gamma matrices in three dimensions, and γˆm a basis of (purely imaginary) gamma
matrices in seven dimensions (underlining the indices identifies the corresponding coordi-
nates as the flat ones). In the basis (A.1), a ten–dimensional Majorana spinor ǫ is such
that ǫ∗ = Bǫ, where B = 1⊗ σ3 ⊗ 1. The chirality operator is given by Γ = −1⊗ σ2 ⊗ 1.
The two ten–dimensional supersymmetry parameters, which are Majorana–Weyl, can then
be written as
ǫ1 = ξ1 ⊗
(
1
−i
)
⊗ χ1 , ǫ2 = ξ2 ⊗
(
1
±i
)
⊗ χ2 , (A.2)
where ± refers to IIA/IIB, respectively. Here, ξ1,2 are two three–dimensional spinors on
R
1,2, which, for an N = 1 solution, should be taken to be equal, ξ1 = ξ2. Moreover, χ1,2
are two seven–dimensional Majorana spinors. A slight simplification in section 2 is that
we have taken these spinors to have equal norm:
χ†1χ1 = χ
†
2χ2 ≡ |χ|2 . (A.3)
This condition is needed in order to have calibrated branes in a background [48]. For AdS4
vacua, it can be shown directly from the equations of motion [30].
In the main text, we have further split M7 as a foliation with generic leaves M6,
parameterized by r ∈ R. We then need to split the spinor representation further. The
basis we used so far was convenient for the 3+7 split we considered at the beginning of
section 2; in particular, it made it possible to write the Ψ in such a compact form as
(2.3). In order to clarify the relation with the split into 4+6 dimensions, however, it is
convenient to use a different ten–dimensional spinorial representation. In this new basis,
the ten–dimensional gamma matrices have the following 3 + 1 + 6 dimensional split
Γµ = γµ ⊗ σ1 ⊗ 1 ,
Γr = 1⊗ σ3 ⊗ 1 ,
Γm = 1⊗ σ2 ⊗ γˆm , (A.4)
where γµ are three–dimensional real gamma matrices and γˆm are now six–dimensional
imaginary gamma matrices. In this basis, the ten–dimensional chirality matrix is Γ =
1 ⊗ σ2 ⊗ γˆ, where γˆ is the six–dimensional chirality operator on M6. The MW Killing
spinors ǫ1,2 are real and have the form
ǫ1,2 = ξ ⊗
[1
2
(
1
i
)
⊗ η1,2 + c.c.
]
, (A.5)
where η1,2 are chiral spinors in six dimensions, such that γˆη1 = η1 and γˆη2 = ∓η2 in
IIA/IIB. We can also write ǫ1,2 = ψ ⊗ η1,2+c.c., where the four-dimensional chiral spinor
ψ satisfies the projection condition given in (2.9).
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Let us now recall some basic aspects of the formalism of generalized geometry – for
more detailed discussions see e.g. [49] and [30, Sec. 3]. First, the basic objects of this
formalism are polyforms, i.e. formal sums of forms of different degree. One can then define
the unipotent operator λ acting on them as follows
λ(dym1 ∧ . . . ∧ dymk) = dymk ∧ . . . ∧ dym1 . (A.6)
This can be used to define a natural pairing (often called “Mukai pairing”) between two
polyforms α and β:
〈α, β〉 ≡ [α ∧ λ(β)]top , (A.7)
where, on an n-dimensional space, [. . .]top selects the form of degree n. Thus, the Mukai
pairing maps a pair of polyforms to a density. In seven dimensions it is symmetric, while
in six dimensions it is antisymmetric.
The polyforms can be seen as spinors of the generalized tangent bundle TM ⊕ T ∗M.
We denote with X the generic element (or section) of TM ⊕ T ∗M. Writing more explicitly
X = X + ξ, with X ∈ TM and ξ ∈ T ∗M, the Clifford action of X on a polyform α is given
by
X · α = ιXα+ ξ ∧ α . (A.8)
In six dimensions, the complex polyforms Φ1 and Φ2, or their rescaled and twisted redefini-
tion T and Z, used in the paper are special because they are pure, i.e. they are annihilated
by six-dimensional subspaces of (TM ⊕ T ∗M) ⊗ C, L1 and L2, respectively. Each of them
defines a generalized almost complex structure [41, 49], which can be used to define a de-
composition of the space of polyforms [49]. For example, we use Z to define the following
decomposition ⊕
p
ΛpT ∗M ⊗ C =
⊕
k
Uk , (A.9)
where
U3−k = ΛkL¯2 · Z . (A.10)
By construction Z and T define an SU(3)×SU(3) structure, which is equivalent to requiring
that
T ∈ U0 (A.11)
(recall that Z is in U3 by the definition (A.10)).
T can also be used to introduce a decomposition similar to (A.10):
V3−k = ΛkL¯1 · T . (A.12)
When T and Z together define an SU(3)×SU(3) structure, one can refine the two de-
compositions (A.10) and (A.12) by taking their intersection Uk,r = Uk ∩ Vr. One gets a
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“generalized Hodge diamond”
U0,3
U1,2 U−1,2
U2,1 U0,1 U−2,1
U3,0 U1,0 U−1,0 U−3,0
U2,−1 U0,−1 U−2,−1
U1,−2 U−1,−2
U0,−3
. (A.13)
This is not quite the usual Hodge diamond, in spite of its shape. Its elements are in general
not forms of a single degree, as in that case. The peculiar degrees are a consequence of
the conventions chosen in (A.10). In spite of these peculiarities, this basis is useful in
the computations presented in the next appendix, because of some nice properties that it
enjoys, as we now explain.
Remember that Z and T contain the complete information about metric and B-field
(as well as dilaton and warping). By introducing the twisted Hodge–star operator
∗B ≡ eB ∗ λe−B (⇒ ∗2B = −1) , (A.14)
the decomposition (A.13) has the property
∗Bαk,r = i(−)(k+r+1)/2αk,r ∀αk,r ∈ Uk,r . (A.15)
Another useful property is the following:
〈∗Bα, β〉 = (e−Bα) · (e−Bβ)dvol6 , (A.16)
where dvol6 is the canonical volume form
√
gd6y defined by the metric and
(e−Bα) · (e−Bβ) =
∑
k
1
k!
(e−Bα)m1...mk(e
−Bβ)m1...mk . (A.17)
Finally, let us recall the explicit form of the pure spinors (2.10) in the SU(3) structure
case. A more general explicit form, valid for the generic SU(3)×SU(3) structure case,
can be found e.g. in [50] (up to adapting the conventions). SU(3) structure means that
the internal spinors are proportional: η1 = ie
iθη∗2 for IIA and η1 = ie
iθη2 for IIB, for
some (possibly point–dependent) phase eiθ. We can then introduce the normalized spinor
η = η1/|η1| and use it to construct the following tensors on M6
Jmn = iη
†γmnη Ωmnp = ηT γmnpη , (A.18)
which satisfy
Ω ∧ J = 0 , 1
6
J ∧ J ∧ J = − i
8
Ω ∧ Ω¯ = dvol6 . (A.19)
J is the two-form associated with the almost complex structure Jmn, with respect to which
Ω is a (3, 0)-form. Together J and Ω provide an alternative definition of the SU(3) structure
of the configuration.
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In this case, the pure spinors Φ1 and Φ2 take the form
Φ1 = e
3Z−φ−iθΩ Φ2 = e3Z−φ+iθeiJ in IIA ,
Φ1 = e
3Z−φ+iθeiJ Φ2 = e3Z−φ−iθΩ in IIB .
(A.20)
Notice that often one is not interested in the overall phase of Ω. Then the factor e−iθ can
be absorbed by a redefinition of Ω, as we did in section 4.
B. Comparison between ten–dimensional and four–dimensional flow equa-
tions
In this appendix we discuss in more detail the relation between the ten–dimensional flow
equations derived in section 2 and their interpretation from a four–dimensional point of
view. We first discuss this aspect in full generality in section B.1 and then we specialize to
the truncated IIA theories of section 4 in section B.2.
B.1 Ten–dimensional flow equations in four–dimensional form
Using the polyforms introduced in (3.1), the flow equations (2.15)-(2.18) take the form
d(e4ZReT ) = e4Z ∗B F + ∂r(ReZ) + 3(∂rA)ReZ , (B.1)
d(ReZ) = −e2Z ∗B FBr , (B.2)
d(e2ZImT ) = 0 , (B.3)
d(ImZ) = ∂r(e2Z ImT ) + 2(e2Z ImT )∂rA , (B.4)
which must be supplemented by the algebraic condition (2.19).
For notational simplicity, in this section we will work with Z as introduced in (3.1),
without introducing the redundant phase ϑ as in (3.9). Furthermore, in order to simplify
the form of the following equations, let us introduce the densities
N =
iπ
2
〈Z, Z¯〉1/3〈T, T¯ 〉2/3 , Wsc = −π〈Z, F + idReT 〉 , (B.5)
where the subscript “sc” indicates that this is the density of the superconformal super-
potential. From the flow equations (B.1)-(B.4), after having imposed the Einstein frame
condition (3.5), it is possible to show that
(∂rZ)1 = −2e4Z ∗B (F + idReT )∗1 , (B.6)
(∂rT )0 = −ie−2Z ∗B (dZ¯)0 − 2ReT Wsc
N
, (B.7)
(∂rT )−2 = 0 , (B.8)
where the subscripts k refer to the decomposition introduced in (A.9)
11, as well as
A˙+
Wsc
N
+
∂rN
2N
= 0 , (B.9)
e−4ZIm(i〈∂rZ, Z¯〉) + 4e2Z〈ImT, FBr 〉 = 0 . (B.10)
11In this appendix we use star and bar interchangeably for complex conjugation.
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Conversely, if we supplement the set of equations (B.6)–(B.10) by (B.3) and by (2.19),
which can also be rewritten as
ImWsc = 0 , (B.11)
we can reconstruct (B.1)–(B.4).
Let us now discuss the four–dimensional interpretation of the ten–dimensional equa-
tions (B.3) and (B.6)-(B.11). First, as explained in [27] (see also [28]), (B.3) has a clear
interpretation as D–flatness condition associated to the gauging of the full tower of KK-
modes which are charged under the RR-gauge transformations. Then, in section 3 we al-
ready mentioned the relation between (3.7) — and thus (B.11) — and the four–dimensional
equation (3.17). In the same way, by integrating (B.10), using the new Z introduced in
(3.9) and isolating and fixing the compensator Y as in (3.11) and (3.13), one gets (3.19)
which, as already discussed, is directly related to the four–dimensional equation (3.20).
Moreover, the equation (3.6) for the warp factor can be reproduced by integrating (B.9).
On the other hand, we would like to interpret (B.6) and (B.7) as flow equations of the
kind (3.21) for the ‘chiral fields’ Z and T . A step in this direction can be made introducing
the formal quantity
Ksc = −3 logN . (B.12)
Then, one can write (B.6) and (B.7) as follows
(∂rZ)1 = 2
π
e4Z ∗B (DZ1Wsc)∗ , (B.13)
(∂rT )0 = 1
π
e−2Z ∗B (DT0Wsc)∗ , (B.14)
where now
DT0,Z1Wsc ≡ δT0,Z1Wsc +WscδT0,Z1Ksc , (B.15)
with, for example, δT0Wsc defined by δWsc = 〈δT0, δT0Wsc〉.
The equations (B.13) and (B.14) clearly resemble the four–dimensional flow equations
(3.21), although they are obviously not exactly of the same form.12 This is mainly because
we are considering an untruncated theory which is still intrinsically ten–dimensional. On
the other hand, the analogy between (B.13)-(B.14) and (3.21) is also not accidental and,
indeed, in the next subsection we will see how in the truncated theory of section 4, they
exactly reproduce the expected four–dimensional equations (3.21).
B.2 Details of the derivation of the four–dimensional flow equations
We give some details of the derivation of the flow equations (4.28) and (4.29) from the
ten–dimensional equations (2.15)-(2.19). It is convenient though to use the alternative
formulation of (2.15)-(2.19) given in (B.6)-(B.11), supplemented by (B.3), keeping in mind
12On the other hand, (B.8) does not seem to have an obvious four–dimensional analog and should be
seen as an additional consistency condition.
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that they should be expressed in terms of the new Z defined in (3.9), which practically
corresponds to rewriting them by simply substituting Z with eiϑZ.
First of all let us observe that, since dβI = 0, it is easy to see that the D–flatness
condition (B.3) is automatically satisfied. Furthermore, given the truncation introduced in
section 4, (B.8) is identically satisfied and (B.9)-(B.11) just boil down to (3.18), (3.20) and
(3.17). Thus, the only ten–dimensional equations that remain to be discussed are (B.6)
and (B.7).
We start by considering (B.6), which we expand in elements of U1. First, notice that
a basis of those elements of U3 ⊕ U1, which are needed for our problem, is given by13
χ ≡ eiρbωb , ψa ≡ ωa ∧ eiρbωb = −i ∂
∂ρa
χ . (B.16)
We can write the following non–vanishing Mukai pairings of its elements
〈χ, χ¯〉 = −8iI dvol0 , 〈ψa, χ¯〉 = −4Ia dvol0 , 〈ψa, ψ¯b〉 = −2iIab dvol0 , (B.17)
where I was defined in (4.25), and we introduced
Ia ≡ 2 ∂I
∂ρa
=
1
2
Iabc(Reρ)b(Reρ)c ,
Iab ≡ 4 ∂
2I
∂ρa∂ρb
= Iabc(Reρ)c . (B.18)
We can then replace the elements ψa with
σa = ψa +
i
2
Ia
I χ (B.19)
and obtain the new Mukai pairings
〈χ, χ¯〉 = −8iI dvol0 , 〈σa, χ¯〉 = 0 , 〈σa, σ¯b〉 = −2iGabdvol0 , (B.20)
where
Gab ≡ Iab − IaIbI . (B.21)
We now use the elements σa to expand the complex conjugate of (B.6). On the one hand,
it is easy to see that
(∂rZ¯)−1 = Y 3[−i(ρ˙a)∗ωa ∧ χ¯]−1 = −iY 3[(ρ˙a)∗ψ¯a]−1 = −iY 3(ρ˙a)∗σ¯a . (B.22)
On the other hand, we have that
(F (0) + idT )−1 = i
2
Gab 〈σb, F
(0) + idT 〉
dvol0
σ¯a , (B.23)
13We hope that using these names does not lead to confusion with the spinors we are using in the main
text and appendix A.
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where Gab is the inverse of Gab. We can now use the following identities
〈χ, 1〉 = − i
3!
Iabcρaρbρc dvol0 ,
〈χ, ωa〉 = 1
2
Iabcρbρc dvol0 ,
〈χ, ω˜a〉 = iρa dvol0 ,
〈χ,dVol0〉 = − dvol0 ,
(B.24)
and
〈ψa, 1〉 = −1
2
Iabcρbρc dvol0 = −i ∂
∂ρa
〈χ, 1〉 ,
〈ψa, ωb〉 = − i
2
Iabcρc dvol0 = −i ∂
∂ρa
〈χ, ωb〉 ,
〈ψa, ω˜b〉 = δba dvol0 = −i
∂
∂ρa
〈χ, ω˜b〉 ,
〈ψa,dvol0〉 = 0 ,
(B.25)
to compute
〈σa, F (0) + idT 〉 = 〈ψa, F (0) + idT 〉+ i
2
Ia
I 〈χ,F
(0) + idT 〉
= −i ∂
∂ρa
〈χ,F (0) + idT 〉+ i
2
Ia
I 〈χ,F
(0) + idT 〉
=
4i
M3PV0
[∂W
∂ρa
− 1
2
Ia
I W
]
dvol0
=
4i
M3PV0
DaW dvol0 ,
(B.26)
where
DaW ≡ ∂W
∂ρa
+
∂K
∂ρa
W , (B.27)
and W and K are given in (4.23) and (4.24). Then, we can write
(F (0) + idT )−1 = − 2
V0M
3
P
GabDaW σ¯b . (B.28)
Taking into account that ∗Bσa = −iσa and
Gab¯ ≡
∂2K
∂ρa∂ρ¯b
= − 1
4I Gab , (B.29)
we obtain
(ρ˙a)∗ =
Y −3e4Z
M3PV0I
eiϑGa¯bDbW . (B.30)
Noticing that
e4Z = |Y |4 (i〈Z
0, Z¯0〉)2/3
(i〈T, T¯ 〉)2/3 = |Y |
4V0IeK/3 , (B.31)
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and using (3.13), we obtain (4.28).
Let us now turn to (B.7), again considering its complex conjugate equation for conve-
nience. In order to proceed, we need some preliminary results. First observe that
KIJ = 1
Vol0H
∫
M6
〈∗BαI , αJ 〉 , (B.32)
where, KIJ = ∂2K/∂tI∂tJ . In this section, we generically use this convention to write
derivatives with respect to tI . In order to prove (B.32), let us first observe that
KI = − 2H HI = −
1
Vol0H
∫
M6
〈αI , ImT 〉,
KIJ = − 2H
(
HIJ − 1H HIHJ
)
.
(B.33)
Then, in order to compute HIJ , one can use the decomposition of a three–form in its
components in V3 ⊕ V1 ⊕ V−1 ⊕ V−3 (where the Vk were defined in (A.12)). One can prove
that [41]
HIJ = 1
2Vol0
∫
M6
〈αI , JHit · αJ〉 , (B.34)
where JHit is an almost complex structure defined as follows: it takes value −i when it
acts on V3⊕V1 and i when it acts on V−1⊕V−3. Then, by using the fact that ∗B = i when
it acts on V3 ⊕ V−1 and ∗B = −i when it acts on V1 ⊕ V−3 and taking into account that
〈αI ,ReT 〉 = 0, it is easy to see that (B.32) is indeed valid. This implies that
∗B βI = 1H K
IJαJ . (B.35)
Furthermore, observe that from the homogeneity of H it follows that
tI = −KIJKJ . (B.36)
Coming back to the complex conjugate of (B.7), on the l.h.s. we have
∂rT¯ = (τ˙ I)∗αI , (B.37)
while on the r.h.s. the following quantities appear:
eiϑ(dZ)0 = iY 3eiϑρaqa,IβI , ReT Wsc
N
=
1
M2P
eK/2+iϑWtIαI . (B.38)
Then, taking into account that in the conventions of this section the Ka¨hler metric is given
by GIJ¯ = KIJ/4, and that Y is fixed to be (3.13), from (B.38), (B.31) and (B.35) we find
that the r.h.s. of the complex conjugate of (B.7) is given by(
− V0MP
4
ρaqa,I +
W
M2P
∂K
∂τ I
)
eK/2+iϑGIJ¯αJ
=
1
M2P
eK/2+iϑ
(∂W
∂τ I
+W
∂K
∂τ I
)
GIJ¯αJ ,
(B.39)
where we have used the explicit expression of W given in (4.23). By plugging (B.39) and
(B.37) into the complex conjugate of (B.7) one finally gets the complex conjugate of (4.29).
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