ABSTRACT: Probabilistic methods for modeling the distribution of regimes and their shifts over time are developed by drawing on statistical decision and limit theory of random sums. Multi-annual episodes of opposite sign are graphically and numerically represented by their duration, magnitude, and intensity. Duration is defined as the number of consecutive years above or below a reference line, magnitude is the sum of time series values for any given duration, and intensity is the ratio between magnitude and duration. Assuming that a regime shift can occur every year, independently of prior years, the waiting times for the regime shift (or regime duration) are naturally modeled by a geometric distribution. Because magnitude can be expressed as a random sum of N random variables (where N is duration), its probability distribution is mathematically derived and can be statistically tested. Here we analyze a reconstructed time series of the Pacific Decadal Oscillation (PDO), explicitly describe the geometric, exponential, and Laplace probability distributions for regime duration and magnitude, and estimate parameters from the data obtaining a reasonably good fit. This stochastic approach to modeling duration and magnitude of multi-annual events enables the computation of probabilities of climatic episodes, and it provides a rigorous solution to deciding whether 2 regimes are significantly different from one another.
INTRODUCTION
Visual identification of particularly relevant episodes in a climatological time series is a quite common and often useful practice in scientific research and literature. For instance, the plot of an environmental parameter (temperature, moisture, wildfire frequency, treering indices, pollen percentages, etc.) over time is often used as a starting point to describe which historical periods were most remarkable (warmer, cooler, wetter, drier, with more fires, with fewer fires, etc.). Such classification of multi-annual events is usually subjective, and our efforts began as an attempt at ranking climatic episodes. We then proceeded to answer questions related to the probability of observing episodes of a given size and/or of one episode being 'more remarkable' than another. Although we study temporal processes, time series analysis methods do not provide solutions to our inquiries, as they help with other important issues, for example, deciding whether a process has changed significantly over time in terms of its mean or covariance structure (e.g. de Jong & Penzer 1998 , Harvey 1990 , and references therein). Our methodology does not detect change in a time series, because the change is explicitly identified. We define regimes (or episodes) as time periods being continuously above or below a reference line. In other words, we consider the time series process as fluctuating around a constant level, and the covariance structure of the process is irrelevant to our model. Our problem and approach are similar to those used in hydrology to summarize drought properties (see Dracup et al. 1980 , Sedeghipour & Dracup 1985 , as discussed in Section 2 below.
The method we propose is an application of the limits of random sums that is capable of yielding probabil-ity statements on regimes and regime shifts even for heavy-tailed processes, e.g. processes with finite mean but without finite variance. In fact, random sums have been successfully applied to modeling financial asset returns, which exhibit high volatility (Mittnik & Rachev 1993 , Rachev & SenGupta 1993 , Kozubowski & Rachev 1994 , Kozubowski & Panorska 1999 . Other extensive applications of random sums are in reliability and queuing theories (e.g. Kalashnikov 1997 ). We begin by quantifying multiannual time series events in terms of 3 random variables (parameters). First, duration is the number of years the series remains continuously above (or below) its reference line. Second, magnitude is the sum of all series values for a given duration; hence it is equivalent to the area under (or above) the curve. Third, intensity is the ratio between magnitude and duration; therefore it is equal to the average magnitude. Computation of the 3 parameters for every multi-annual event is straightforward, and it allows for objective ranking of the events themselves. For instance, the event with the longest duration or the largest magnitude (absolute or positive or negative) or the highest intensity can be easily identified (Fig. 1) . At the same time, comparisons between events can be carried out using any 1 (or a combination) of the 3 numerical parameters. A useful classification scheme is based on ranking events according to duration, then to magnitude, and then to intensity. The sum of the 3 ranks assigned to an event provides a numerical score, and the entire classification scheme offers a quantitative solution to the need for identifying the 'strongest', 'greatest', or 'most remarkable' periods, which would otherwise be selected differently by different observers. An example of the procedure is given below, and summarized in Table 1 . It should be noted that our procedure extends runs analysis, which has been widely applied in water resources research to describe drought properties. Dracup et al. (1980) 
STOCHASTIC MODEL
While it is useful to quantify the relative importance of multi-annual events in a time series, a stochastic framework was required to answer questions about the probability of occurrence and statistical significance of differences between regimes. In particular, our objectives are to provide answers to the following questions: (1) What is the probability of an episode being larger than a given amount? (2) Is the difference between 2 episodes statistically significant? (3) Do positive episodes behave differently from negative ones? Because our questions are probabilistic, they can only be answered using a distributional model for the duration and magnitude of episodes. As previously mentioned, we note that common time series methods (including cusum-like tests) do not provide such models. We thus answered our questions by means of a comprehensive and 'natural' (as being derived naturally from the definition of regime duration, magnitude, and intensity) stochastic model of the distribution of episodes and regime shifts observed through time.
First, assuming that at each time step (e.g. a year) the regime can shift independently of prior time steps with a time-invariant probability, p, the waiting time for the shift (i.e. the event duration) is naturally modeled by a geometric random variable, N, with the following probability function:
Magnitude can then be expressed as a random sum of N random variables Σ N i=1 X i , where N is the duration of an event and X i are the series values. It follows from the limit theory for random sums (Brown 1990 , Kalashnikov 1997 , Kozubowski & Panorska 1998 that if the number of terms in the summation, N, follows a geometric distribution with mean 1/p, then under certain conditions when the number of terms increases (p → 0),
1 Our terminology applies to any type of negative or positive episodes, whereas the term 'severity' entails a negative connotation that is appropriate for drought, but not necessarily for other phenomena the distribution of the appropriately scaled random sum converges to an exponential law with the following probability density function:
where µ is the expected value. For example, if the summands X i are independent of N and satisfy the weak law of large numbers (WLLN), i.e.
then the scaled random sum converges to an exponential random variable with mean µ as p → 0. Consequently, for small values of p, the sum Σ N i=1 X i can be approximated by an exponential distribution, as is the case when X i are iid variables with finite mean. It should be noted, however, that we are only making the assumption that the WLLN holds, which is weaker than assuming that the summands are iid random variables. In Appendix 1, we provide a formal proof of the above convergence result and a discussion of assumptions under which the exponential approximation holds. To summarize, the exponential distribution is the natural model for regime magnitude. A caveat exists for any limit-based approximation technique on the rate of convergence that provides an estimate of the distance between the approximated quantity and the approximation (limit). In our case, this translates into the following question: How small does p have to be for the exponential approximation of the random sum to be reasonable? Like any other rate of convergence problem, this is a difficult mathematical question, and there are few results and only for special cases (Brown 1990 , Kalashnikov 1997 ; see Appendix 1 for additional details). In practice, it is recommended to employ goodness-of-fit statistics for the exponential match to the distribution of regime magnitude. Furthermore, magnitude differences can then be statistically described and thus rigorously tested for significance because the difference between 2 independent, exponential random variables has a symmetric or asymmetric Laplace distribution (Kotz et al. 2001) depending on whether the means of the exponential distributions are the same or different. The probability density function of the Laplace distribution is:
where σ and k are scale and skewness parameters, respectively. When k = 1, we have the classical symmetric Laplace distribution with mean 0 and variance 2σ 2 . The likelihood ratio test for:
rejects the null hypothesis if the value of the statistic S given by:
is greater than some constant c appropriately chosen to obtain the desired level of significance. To compute p-values or critical regions for the test when the sample size n is large, we use the fact that the limiting distribution of S under the null hypothesis is χ 1 2 , and for small n we use its exact distribution, as shown in Kozubowski & Panorska (2002) . To date we have focused on duration and magnitude because intensity, as defined within our framework, converges to a constant random variable.
While related to drought studies (Dracup et al. 1980 , Sedeghipour & Dracup 1985 , Touchan et al. 1999 ), our models provide a considerable improvement and expansion of those techniques whose main objective is the estimation of a drought frequency curve, usually obtained by runs analysis combined with numerical (Monte Carlo) simulation. Such an approach does not provide a probabilistic comparison between episodes (for instance, droughts) of different duration, because it cannot answer distributional questions on the magnitude of a drought. An explicit call for stochastic modeling of drought magnitude is present in Sedeghipour & Dracup (1985) , because by modeling magnitude one can compare episodes of different duration. To compare droughts of different duration, Sedeghipour & Dracup (1985) proposed using 'standardized droughts' but they conceded that exceedance probabilities obtained from their method could be improved by assigning a probability distribution to the drought record -a distribution they had not yet discovered. Our methodology provides a unified, probabilistic model for both duration and magnitude of multiannual events that are either negative (such as dry spells) or positive (such as wet spells).
APPLICATION TO THE PACIFIC DECADAL OSCILLATION
The ranking system and stochastic framework described above are applied here to a reconstructed time series of the Pacific Decadal Oscillation (PDO; Fig. 2 ). The PDO time series consists of a total of 48 multiannual events, 24 above and 24 below the median reference line (Table 1 ). The total event score, computed as the sum of ranks (in ascending order) based on duration, absolute magnitude, and absolute intensity, shows that the most remarkable event was 1947-1977, followed by 1895-1905 and 1906-1924 . The 1678-1703 event, which could have been subjectively considered as the greatest one, is in fourth position. The 3 strongest episodes occurred in the 20th century, confirming previous results showing that the 1900s were anomalous compared to the previous 2 1 ⁄ 2 centuries (Biondi et al. 2001) .
To compute episode probabilities and assess statistical significance of differences between PDO events using our stochastic model, we first tested the goodness-of-fit of the model distributions to the PDO data. The fit of geometric distributions to PDO durations was tested separately for positive and negative events using the chi-square goodness-of-fit test (D'Agostino & Stephens 1986 ). The test could not reject the null hypothesis that the distributions of durations are in fact geometric (both p-values > 0.2; Fig. 3 ). This result allowed us to compute climatological probabilities of event duration. For instance, the longest event in the PDO series of Fig. 2 spanned 31 yr ( , and the probability of exceeding such a duration is 0.0076. In other words, the chance that a PDO event should last longer than 31 yr is very small (below 1%). Such information is useful in forecasting or computing the likelihood of a regime shift.
We then turned our attention to the event magnitude, and again we started by testing how well the exponential distribution represents the magnitude of positive and negative events. We assume that the number of positive events is equal to the number of negative events, as is the case for the PDO (Table 1) . Their magnitudes can be formally described as 2 series, 1 for positive events (M 1 + ,…, M n + ) and 1 for negative events (M 1 -,…, M n -), with n equal to 24 in the PDO time series. An assumption implicitly included in our approach is that the positive and negative magnitudes can be treated as sets of independent observations. The p-values (≥ 0.1) of the autocorrelation and partial autocorrelation functions (Box & (Fig. 4) was tested using the Kolmogorov-Smirnov test (D'Agostino & Stephens 1986) . The test results could not reject the null hypothesis that both samples follow exponential distributions (both p-values > 0.3). Computing climatological probabilities was deferred until we tested the positive and negative magnitude series for significant differences in their distributions, which was the last step in fitting our model to the PDO series. To decide whether the magnitude series follow a common or different exponential distribution is equivalent to testing their Laplace distributed difference for symmetry. The test for symmetry described in the previous section assumes that we have 2 independent exponentially distributed samples. We checked that assumption using the Pearson, Spearman, and Kendall correlation coefficients (Conover 1980 ), which were not significant (p-values > 0.1). The lack of dependence between positive and negative magnitudes was also supported by their scatterplot (Fig. 5) . The symmetry test yielded an S statistic for the PDO magnitudes of 0.52 with p-value of 0.48. Because the difference between PDO magnitudes can be modeled as a symmetric Laplace distribution (Fig. 6) , the positive and (absolute value of) negative magnitudes are modeled by a common exponential distribution. An estimate of the common mean magnitude is given by the average of the mean positive (3.05) and negative (3.81 in absolute value) magnitudes, equal to 3.43. As for duration, the distributional models for magnitudes , and the chance of exceeding such a value is minuscule (0.17%). Finally, we could estimate climatological probabilities of any size difference between 2 multi-annual PDO events. For example, the chance that the difference between the magnitudes of 2 events exceeds the observed difference between the (absolute) magnitudes of the 1947-1977 and 1906-1924 events is rather small (2.2%). An issue that arises at this point is whether the results of our analysis are sensitive to the choice of reference line. Indeed, our approach shares a known shortcoming of other runs analyses of temporal data, i.e. a single observation crossing the reference line can turn a long episode into 3 shorter episodes. Although we do not offer a remedy, we investigated the following question: How different would our models be if we used a mean or zero reference line? We considered both cases and obtained the same models, with very similar parameters, as those detailed above for the median reference line. The reason for this empirical consistency is perhaps more fundamental than chance alone. Choosing a reference line, albeit somewhat arbitrary, is nevertheless dictated by the nature of the process and the scientific questions that need to be answered. Therefore, suitable reference lines are likely to be close to one another, as was the case for the PDO data (either 0 or the mean 0.083 or the median 0.138). Since the statistical methods we employed are fairly robust, our stochastic analysis yielded consistent results for similar reference lines.
It should also be emphasized that error affects any observation and/or reconstruction of an environmental process. However, our focus is on stochastic modeling of what was actually observed/reconstructed. We cannot know whether the true process consists of a lot of short-lived episodes and frequent regime changes instead of a few long episodes tainted by noise. Our model is applicable to (and can be tested on) both scenarios, as long as the regime duration is compatible with the limit theory of random sums. If the investigator so desires, s/he has the option to smooth the data before applying the models presented here. Any smoothing or other manipulation of the data will reflect the belief of the investigator and may be dictated by the needs of the particular question being addressed. We decided to minimize data pre-processing, and let the models speak for themselves.
CONCLUSION
We have described an innovative and practical approach to the analysis of regime shifts based on a minimum set of parameters that fully describe multiannual events. By applying statistical methods for random sums and their limits to duration and magnitude of climatic episodes, we provide a rigorous approach to the estimation of climatological probabilities, such as the likelihood of a regime exceeding any given duration. These models enable us to quantify the probability of occurrence and statistical significance of multi-annual events, and they help us decide whether 2 episodes are significantly different from one another. Testing whether the distributional properties of magnitude and duration for a time series are different from those of another time series can also be used to test for significant differences between time series of the same parameter, such as different PDO time series, either instrumental (Mantua et al. 1997) or reconstructed. The stochastic framework described here can be applied to any time series, including heavy-tailed processes, that has a reference line and can be expressed as a number of events of known duration and magnitude. Future extensions of this work could include the relaxation of independence between N and X i or the removal of the assumption that the WLLN holds at all, which happens when X i have an infinite mean. Further work could also extend the model to the analysis of 2 or (possibly) more time series at once. Since the proof of convergence under the assumption of the weak law of large numbers (WLLN) is not easily available in the literature, we provide it below. Our results are more general than those mentioned without proof by Brown (1990) for the special case of geometric convolution.
Lemma. Let X 1 , X 2 , … be a sequence of random variables satisfying a WLLN,
(where d → stands for convergence in distribution).
Assume that (N n ) is a sequence of integer-valued random variables independent of the X i 's and such that as n → ∞
where Z is a non-negative random variable. Then,
Proof. First, we show that 
and the result has been proven. Note that the above result holds when the X i 's are iid variables with finite mean µ, although it does not require that the X i 's be iid. For instance, the result holds if the X i 's form a stationary sequence with autocovariance function converging to zero, since such sequence satisfies the WLLN (e.g. Brockwell & Davis 1991) . Let us also note that the condition of independence of the N n 's and the X i 's can be relaxed for geometric sums if the strong law of large numbers holds (Brown 1990) . With regard to the rate of convergence, available theorems use multiple ways of measuring closeness of 2 distributions, and results are often difficult to use in practice. Following Brown (1990) , let X i 's be positive iid variables with finite mean µ 1 and finite second moment EX i 2 = µ 2 , and let N be a geometric random variable with mean 1/p and independent of the X i 's. Then, the error bound can be stated in terms of the distance between the cumulative distribution functions of the random sum and its limiting exponential distribution Z, as follows:
where q = 1 − p. 
