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Supersymmetric Geometries in Type IIA Supergravity
Classiﬁcation using the Spinorial Geometry Method
Christian von Schultz
Department of Physics, Chalmers University of Technology
Abstract
Supergravity theory is any supersymmetric theory with a local supersymmetry parame-
ter. This thesis undertakes the study of type IIA supergravity, a supergravity theory in
ten dimensions associated with type IIA string theory. In this framework we endeavour
to classify all the classical geometries with minimal supersymmetry, where it should be
noted that the constraints from minimal supersymmetry also apply to any solutions with
enhanced supersymmetry.
This thesis, together with the appended papers, provides a complete classiﬁcation of
all geometries in standard and massive type IIA supergravity, that preserve one super-
symmetry. Such supergravity backgrounds locally admit one of four types of Killing
spinors, with diﬀerent isotropy groups. The Killing spinor equations have been solved
for all four types, identifying the geometry of spacetime and examining the conditions
on the ﬂuxes.
The picture that arises is that there are in fact three main cases, with isotropy groups
Spin(7), SU(4) and G2 ⋉ ℝ
8, each with a special case, covariantly characterised by the
vanishing of a certain spinor bilinear. In the Spin(7) case, this results in an enhancement
of the isotropy group to Spin(7) ⋉ℝ8.
In the present work, I introduce the concepts and methods involved in making such
a classiﬁcation using Spinorial Geometry. The Spinorial Geometry method exploits the
linearity of the Killing spinor equations and an explicit basis in the space of spinors,
as well as a gauge choice, to produce a linear system of equations in the ﬂuxes and
the spin connection. The thesis describes the steps involved, and the simpliﬁcation of
the resulting linear system. The results are discussed and compared with results in
other supergravity theories, focusing on type IIB supergravity and eleven-dimensional
supergravity.
This work has made heavy use of computer algebra, and a discussion of computer
algebra is included.
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Chapter 1
Introduction
Physics can be about making some cool new gadget or device, or about saving the envi-
ronment. But fundamental physics is, more than anything, research driven by curiosity
— a quest to ﬁnd the nature of reality on its most fundamental level, discovering the
rules that govern it, unweaving the rainbow. In practice, much theoretical work in fun-
damental physics is done on theories and models with no known relation to the real
world, or even theories that are known not to be phenomenologically viable — toy mod-
els exhibiting some interesting mathematical properties which might lead to new insights
that could possibly, maybe, be useful in the future development of more realistic models
of reality.
A distinction is often made between proofs and evidence. There may have been a
time when people thought that physics consists of postulates, proven once and for all by
experiments, and the various corollaries and theorems following from the postulates by
pure logic. Several things have happened since — notably Einstein’s theory of relativity
overturning many postulates of Newtonian mechanics that were once thought rock solid.
Now the focus is more on collecting evidence. Newtonian mechanics may have been
disproved by Einstein, but the evidence for it remains solid — in its well-tested domain
of applicability.
In a purely theoretical context, though, it is less clear that the proof concept is in-
tractable. In experimental science we can’t work everything out in terms of axioms and
postulates, because no one knows exactly what those postulates would be like. Working
things out from postulates can, on the other hand, be a fruitful exercise in mathematics
and theoretical physics.
We don’t always work like that, though. In fact, the theoretical physicist often works
in a way very reminiscent of experimental science: by having a hypothesis about how
diﬀerent theoretical constructions relate to one another, and setting about gathering
evidence for the hypothesis in question. Such a hypothesis is often called a conjecture,
and though it may or may not be possible to prove the conjecture at some point (thus
1
Chapter 1 Introduction
promoting it to a theorem), it is often possible to start by examining the conjecture for
certain special cases. If it works out, that’s evidence for the conjecture. If it doesn’t
work out, the conjecture has been disproved, and it may be revised or abandoned.
Supersymmetric theories are often used this way. At the time of writing, supersym-
metry has not yet been found in the real world — and if supersymmetry exists, it is at
least somewhat broken. That does not, however, stop supersymmetric theories — even
manifestly unrealistic theories, such as maximally supersymmetric Yang–Mills theory
— from being used quite successfully in examining various dualities and relationships
between various theoretical concepts. The more symmetry you have, the easier it is to
understand things, and understanding a simple problem is often a useful step towards
understanding a hard one.
Supersymmetric solutions have historically been very important, for instance when
going from weak coupling to strong coupling. Physics at strong coupling is normally
beyond control, signifying the need to rethink the degrees of freedom chosen to describe
the problem. Extrapolations between weak and strong coupling are normally impos-
sible — unless you consider quantities protected by some symmetry. Treating objects
protected by supersymmetry you can learn a surprising amount, without large quantum
corrections getting in your way and spoiling the party. The present work would be useful
for studying toy models, but it might also be possible to compactify and do deforma-
tions of supersymmetric geometries so that connection is made with phenomenologically
viable models. By classifying the geometries we delineate the possibilities within the
theoretical framework of type IIA supergravity. That should be of some help if you wish
to construct new models in type IIA supergravity — whether realistic or not.
The concept of symmetry stands at the centre of fundamental physics, and is normally
implemented using the mathematics of group theory and Lie algebras. A symmetry
transformation is a mathematical transformation which leaves all measurable quantities
intact. It can be an internal symmetry, such as changing the overall phase of a complex
wavefunction, or it can be an external symmetry, involving angles and distances of
spacetime itself, rather than just the components of the ﬁelds living in spacetime.
A symmetry transformation typically involves a number of scalar parameters; e.g.,
the phase shift 𝛼 of a U(1) transformation of a complex ﬁeld: 𝜓 (𝑥) ↦ ei u� 𝜓 (𝑥). If
the symmetry parameters, such as 𝛼, do not depend on the position 𝑥 in spacetime,
we call it a global symmetry or a rigid symmetry. If, on the other hand, the symmetry
parameters depend on 𝑥, e.g. 𝜓 (𝑥) ↦ ei u�(u�) 𝜓 (𝑥), we talk about a local symmetry or
gauge symmetry. Often, when a theory exhibits some global symmetry, it is useful to
consider what would happen if the symmetry were local. (That is called gauging the
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symmetry.) Simply replacing 𝛼 by 𝛼 (𝑥) would normally mean that the transformation is
no longer a symmetry transformation, because of derivatives making trouble. Symmetry
is then restored by replacing all derivatives with covariant derivatives, which diﬀer from
ordinary derivatives by some connection or gauge potential that you invent with its own
transformation rule, created to restore the symmetry. The symmetry transformation,
or gauge transformation, would then be done both to the original ﬁelds of the theory
according to the original transformation rule, and simultaneously to the gauge poten-
tial according to the rule you made up to restore the symmetry. The commutator of
the covariant derivative gives you the ﬁeld strength associated to the gauge potential.
According to the rules of quantum ﬁeld theory, all renormalisable terms that you can
construct (still respecting all the desired symmetries) must be added to the Lagrangian
of the theory.
The importance of the gauging procedure to fundamental physics can hardly be over-
stated. For example, take the Dirac ﬁeld 𝜓 (𝑥), which may be used to describe electrons.
The theory is invariant under the U(1) symmetry mentioned above, 𝜓 (𝑥) ↦ ei u� 𝜓 (𝑥).
Gauging the symmetry, i.e. making 𝛼 a function on spacetime, requires us to have a co-
variant derivative with a gauge potential — the electromagnetic potential — and a cor-
responding ﬁeld strength — the electromagnetic ﬁeld strength, composed of the ordinary
electric and magnetic ﬁelds. Then the rules for ordinary ﬁeld theory give you Maxwell’s
equations. The rules for quantum ﬁeld theory give you quantum electrodynamics, which
is capable of describing all physical phenomena of everyday experience (except gravity
and nuclear physics). The gauging procedure takes you from the existence of the elec-
tron to the full theory of electromagnetism. The standard model of particle physics does
essentially the same, but with a larger symmetry group: SU(3) × SU(2) × U(1), and
describes all physical phenomena of everyday experience (except gravity). The corner
stones of the standard model of cosmology — dark energy and dark matter — are still
left out however, so the standard model of particle physics is not the end of the story.
One attractive solution to the dark matter problem is supersymmetry. As a conse-
quence of supersymmetry, all fermion particles get their own boson superpartner, and
all boson particles get their own fermion superpartner. From a mathematical point of
view, supersymmetry is essentially the manifestation of the following idea: What if the
symmetry parameters don’t have to be Lorentz scalars? It turns out that it is possible
to have symmetry transformations where the symmetry parameter is not a phase shift or
some other such Lorentz scalar, but actually a spinor. The matter ﬁelds of the fermions
are spinors, so when we take the symmetry parameter to be a spinor, the symmetry
transformation necessarily relates the bosons to fermions, and vice versa. When talking
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about supersymmetry, one normally means rigid supersymmetry; i.e., a global symme-
try, whose symmetry parameters do not depend on the point 𝑥 in spacetime. As you
may guess from the preceding discussion, one natural thing to ask when faced with such
a global symmetry is if we can make it local — if we can gauge it.
It turns out we can, and moreover the resulting theory contains Einstein’s theory of
general relativity. For this reason, rather than talking about local supersymmetry or
gauged supersymmetry, the established term is supergravity. It does not mean that the
gravity is super-strong and that we are treating black holes or something (though black
holes are interesting objects to study in supergravity theories); it simply means that
there is local supersymmetry and there is gravity. Supergravity means that we have a
symmetry whose symmetry parameter is a spinor that depends on the position 𝑥 in the
spacetime.
If the Lagrangian (or the action) of the theory is invariant under the symmetry trans-
formation we say that the theory has the symmetry. (Otherwise the transformation
wouldn’t be a symmetry transformation.) If the theory has the symmetry, then the
equations of motion (loosely speaking “the laws of physics”) have that symmetry. This
doesn’t necessarily mean that the solution has that symmetry, however. There are a
variety of ways to break a symmetry, and I won’t go into the details here. Suﬃce to
say, that the solution has a symmetry if it is invariant under the symmetry transforma-
tion. We are looking for supersymmetric geometries, and we get them by insisting that
the solution is invariant under the supersymmetry transformation. If it is, we call the
supersymmetry parameter a Killing spinor.
The most promising attempt at a quantum theory of gravity is widely regarded to be
string theory, of which there are various types related by certain limits and dualities.
In the limit where quantum gravity eﬀects are small, these string theories give rise to
diﬀerent types of supergravity.
The focus of this work has been type IIA supergravity, and the classiﬁcation of su-
persymmetric type IIA geometries. Type IIA supergravity is a ten-dimensional theory
which can be obtained by taking a certain limit in type IIA string theory. It is the
ten-dimensional theory whose supersymmetry parameter is a 32-component Majorana
spinor (which may be viewed as two 16-component Majorana–Weyl spinors of opposite
chirality); the ten-dimensional theory with two Majorana–Weyl spinors of the same chi-
rality goes under the name IIB. Massless type IIA theory can also be obtained by doing
a dimensional reduction of eleven-dimensional supergravity, which is the supergravity
theory with the highest possible dimensionality.
Why study IIA supergravity? Because there was no systematic classiﬁcation of type
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IIA geometries yet. We start from one Killing spinor (minimal supersymmetry), and
make no assumptions. From this we obtain the most general structure that all super-
symmetric solutions must satisfy, since all supersymmetric solutions will have at least
one Killing spinor.
Type IIA supergravity also has a two-form ﬁeld strength, just like the ordinary elec-
tromagnetic ﬁeld. That means that the intuition physicists have developed for Maxwell’s
theory applies to (at least part of) solutions of IIA supergravity. It is e.g. possible to
have a black hole with some electric charge in this theory.
A systematic classiﬁcation has been done before for eleven-dimensional supergravity
[1, 2]. Some results in IIA supergravity can be obtained from known results in eleven
dimensions, but that’s not always feasible. One reason is the Romans cosmological
constant of massive IIA supergravity: you don’t get that from eleven dimensions, only
the massless version of IIA supergravity; and some things that may be diﬃcult to do
in eleven dimensions, such as the study of black holes, may be easier to do in IIA
theory directly, compared to doing the work in eleven dimensions and follow up by a
dimensional reduction. The analysis in eleven dimensions would have to deal with all
the higher Kaluza–Klein modes in type IIA.
The thesis has been organised as a compilation thesis, where these chapters serve as
an introduction to the background and methods employed and a summary of the results,
whereas the new results in their entirety are presented in the appended papers. Chapter
2 introduces the mathematics of fundamental physics and is intended to be readable by
friends and family. Chapter 3 introduces spinors and how they may be viewed in terms
of exterior algebra. Chapter 4 introduces the groups that will play a special role in
the classiﬁcation of supergravity solutions: Spin(7), SU(4) and G2. Chapter 5 turns to
supergravity and the search for supersymmetric solutions. Chapter 6 builds on this to
give a concise description of the spinorial geometry method and its application to type
IIA supergravity. Chapter 7 discusses the results: the classes of supergravity solutions
with minimal supersymmetry in type IIA supergravity. This has all been based on
extensive use of computer algebra, which is discussed in chapter 8. Finally, chapter 9
gives an outlook with ideas for further research.
The papers together comprise a complete classiﬁcation of all the backgrounds of mas-
sive type IIA supergravity that preserve one supersymmetry. In Paper I we treat
backgrounds that admit a Spin(7) invariant Killing spinor in the generic case and a
Spin(7) ⋉ℝ8 invariant Killing spinor as a special case; in Paper II we treat backgrounds
that admit an SU(4) invariant Killing spinor; and in Paper III we treat the G2 ⋉ ℝ
8
case. These three main cases, each with a special case that can be characterised covari-
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antly by the vanishing of a spinor bilinear, exhaust all the possibilities, completing the
classiﬁcation of IIA backgrounds with minimal supersymmetry.
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Chapter 2
Fundamentals
As you will remember from school, maths is all about numbers. Sometimes variables
representing numbers, or matrices of numbers, or variables representing matrices of
numbers. Maths is all about numbers and what you can do with numbers, which is
fortunate, because computers are particularly good at numbers, which means that people
don’t need to do the maths themselves. The world is full of numbers, which is fortunate,
because it makes the world understandable — at least to the computers. And since
everything is just numbers…
Wait a moment. That’s not actually true, is it? The world is made of real things, and
the real things aren’t actually numbers, are they? In fact, it is often far from easy to
see how things from the real world could be mapped to the world of numbers. No, we
need something more intuitive than numbers, something we can easily relate to the real
world.
In other words, we need something more abstract. Now, to some people this may
sound paradoxical — something more abstract is more intuitive? Perhaps you feel the
urge to mentally close the curtains whenever things get too abstract, and refocus your
attention on something more concrete, like what’s for dinner. If so, I urge you not to do
that, because abstraction really is a way to make things easier. Making an abstraction is
essentially saying that you don’t care about something. The world is an incredibly com-
plex thing, with innumerable particles interacting all the time. It would be impossible to
take in, even for a computer, if you had to take everything into account to understand
anything. But we don’t need to take everything into account. Rather than thinking
about the table as a great collection of interacting atoms, I can for many purposes just
model it as a rigid body. That’s an abstraction of the real table. In the real table there’s
vibrations of atoms. But I don’t have to care about that. The real table will break
if subjected to large forces. But I don’t have to care about that (I hope). The rigid
body approximation is an abstraction where I can assume the table keeps its size and
shape. The less you care the more abstract you are — but if you don’t care at all you’ve
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abstracted too far.
One of the most abstract concepts the physicist uses is the concept of a set. We can
study the set of all rotations, the set of molecules in a container, even sets of sets. A
set is any well-deﬁned collection of things, real or imagined. The concept of sets is easy
to apply to the real world, because you can just point to any collection of things and
say “that’s a set,” and you can point to some other collection of things and say “that’s
another set,” and you can say whether the sets are disjoint, or if there is some overlap,
or if they are in fact in some sense equivalent. You can do a lot of useful things already
with sets, but for most practical purposes you do need something a bit more speciﬁc —
something a bit less abstract.
The concept of a group is somewhat more speciﬁc. A group is a set together with a
binary operation, sometimes called group multiplication, such that you can combine two
elements of the group and get a result that is also in the group. The set of all rotations is
a group, and a very important group too, where the group operation is simply performing
both rotations one after the other.
A vector space or linear space is a group under addition (that is, the binary operation
is the adding of vectors) that also has another operation: multiplication with a scalar
(normally a real number, in some contexts a complex number).
An algebra is a vector space with a bilinear product: it is thereby a group both under
addition and under multiplication, in addition to supporting multiplication by scalars.
There are a number of axioms essentially ensuring that addition and multiplication work
according to the accustomed rules of addition and multiplication. The most important
algebras we shall encounter in this work are Lie algebras and Cliﬀord algebra (also known
as geometric algebra).
These constructs are abstract enough that they are reasonably simple to apply to the
real world. The standard device to map an abstract algebra to the world of numbers is
called a matrix representation. A matrix representation is a map that to each element
in the abstract algebra assigns a square matrix, such that any equation that holds true
of elements in the abstract algebra, also holds true of the corresponding matrices (this
is called a structure-preserving map, or a homomorphism). A matrix representation is
not unique.
With this in mind, we next turn to Cliﬀord algebras and spinors, which shall play a
central role in what follows, establishing both the concepts and the conventions we use.
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Spinors
A physicist who conﬁnes himself to the study of fermions in three-dimensional space
or four dimensional spacetime, will think of a spinor as a pair of complex numbers
(sometimes called a Pauli spinor, 𝜓 ∈ ℂ2), or as a four-tuple of complex numbers (called
a Dirac spinor, 𝜓 ∈ ℂ4) in four dimensions. These spinors are then acted upon by the
Pauli sigma matrices,
𝜎1 =
⎛⎜⎜⎜
⎝
0 1
1 0
⎞⎟⎟⎟
⎠
, 𝜎2 =
⎛⎜⎜⎜
⎝
0 −i
i 0
⎞⎟⎟⎟
⎠
, 𝜎3 =
⎛⎜⎜⎜
⎝
1 0
0 −1
⎞⎟⎟⎟
⎠
,
or the Dirac gamma matrices 𝛾u�, respectively. The Dirac gamma matrices look diﬀerent
depending on the choice of representation, for example
𝛾0 =
⎛⎜⎜⎜
⎝
𝟏 𝟎
𝟎 −𝟏
⎞⎟⎟⎟
⎠
, 𝛾u� =
⎛⎜⎜⎜
⎝
𝟎 𝜎u�
−𝜎u� 𝟎
⎞⎟⎟⎟
⎠
,
in the Pauli–Dirac representation used by e.g. [3], or
𝛾0 =
⎛⎜⎜⎜
⎝
𝟎 𝟏
𝟏 𝟎
⎞⎟⎟⎟
⎠
, 𝛾u� =
⎛⎜⎜⎜
⎝
𝟎 𝜎u�
−𝜎u� 𝟎
⎞⎟⎟⎟
⎠
,
in the Weyl representation used by e.g. [4]. In either case, and for both 𝜎u� and 𝛾u� ,
the important thing is that the matrices provide a matrix representation of the Cliﬀord
algebra in question. We will use a somewhat diﬀerent representation of the Cliﬀord
algebra in this work, but the idea is the same. The spinors are what these matrices act
on, which mathematicians may call the module of the algebra.
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3.1 The geometric algebra
Geometric algebra is an algebra of scalars, vectors and multivectors. You may think of a
vector as a directed line segment, a bivector as an oriented area, a trivector as an oriented
volume, and so on. Multivectors of higher degree may be harder to visualise, but the
idea is the same. We shall focus our attention on the vectors in what follows. There are
two common ways of multiplying vectors: the scalar product and the exterior product
(in three dimensions dual to the cross product). The geometric product combines these
products into a single uniﬁed concept:
⃗𝑎 ⋄ ⃗𝑏 = ⃗𝑎 ⋅ ⃗𝑏 + ⃗𝑎 ∧ ⃗𝑏. (3.1)
The symmetric part of the geometric product of two vectors ⃗𝑎 and ⃗𝑏 is
1
2
( ⃗𝑎 ⋄ ⃗𝑏 + ⃗𝑏 ⋄ ⃗𝑎) = ⃗𝑎 ⋅ ⃗𝑏. (3.2)
Expressed in terms of the basis vectors ⃗𝑒u� and the metric 𝑔u�u�, (3.2) reads
⃗𝑒u� ⋄ ⃗𝑒u� + ⃗𝑒u� ⋄ ⃗𝑒u� = 2𝑔u�u�. (3.3)
The wedge product is the antisymmetric part of the geometric product:
1
2
( ⃗𝑎 ⋄ ⃗𝑏 − ⃗𝑏 ⋄ ⃗𝑎) = ⃗𝑎 ∧ ⃗𝑏. (3.4)
The geometric product is associative and distributive, and the action on higher mul-
tivectors follows from its action on the vectors.
As noted in chapter 2, the natural thing for a physicist, when faced with an associative
algebra, is to consider a matrix representation of the algebra. Each basis vector ⃗𝑒u� has
an associated gamma matrix 𝛤u� , and the geometric product is implemented by matrix
multiplication. The expression (3.3) is often rendered as
𝛤u�𝛤u� + 𝛤u�𝛤u� = 2𝑔u�u� (3.5)
in the matrix representation, where 𝑔u�u� is the matrix inverse of the metric 𝑔u�u�. The
geometric algebra is often called Cliﬀord algebra — in particular when its matrix repre-
sentation is considered.
3.2 Abstract spinors and spinors from forms
As noted above, the spinors are the space that the gamma matrices act on. You may
wonder, is it possible to deﬁne spinors without invoking a concrete matrix representation
10
3.2 Abstract spinors and spinors from forms
of the Cliﬀord algebra? Perhaps, spinors could be seen as a part of the Cliﬀord algebra
itself? As it turns out, the answer is yes.
We demand of spinors that they be closed under addition, and closed under multipli-
cation from the left by elements of the Cliﬀord algebra. (In the matrix representation,
this means that we can multiply a spinor with a gamma matrix from the left, and the
result should still be a spinor.) If we to these conditions add that the spinors should be
contained in the Cliﬀord algebra, we have the deﬁnition of a left ideal. Though we are
considering the special case of ten-dimensional spacetime below, the general construction
more or less follows [5].
Let 𝑉 = spanR ( ⃗𝑒0, ⃗𝑒1,… , ⃗𝑒9) be the tangent space of ten-dimensional spacetime, with
⃗𝑒0 ⋅ ⃗𝑒0 = −1, ⃗𝑒u� ⋅ ⃗𝑒u� = 𝛿u�u� for 𝐴, 𝐵 > 0. The complexiﬁcation is 𝑉C = C ⊗ 𝑉 =
spanC ( ⃗𝑒0, ⃗𝑒1,… , ⃗𝑒9).
We deﬁne the light-cone basis elements by
𝙚+ =
1
√
2
( ⃗𝑒5 + ⃗𝑒0) , 𝙚− =
1
√
2
( ⃗𝑒5 − ⃗𝑒0) . (3.6)
Note that 𝙚+ ⋅ 𝙚+ = 𝙚− ⋅ 𝙚− = 0, while 𝙚+ ⋅ 𝙚− = 1. We further deﬁne the holomorphic
and anti-holomorphic basis elements 𝙚u� and 𝙚ū� , respectively.
𝙚u� =
1
√
2
( ⃗𝑒u� − i ⃗𝑒u�+5) , 𝙚ū� =
1
√
2
( ⃗𝑒u� + i ⃗𝑒u�+5) . (3.7)
Note that 𝙚u� ⋅ 𝙚u� = 𝙚ū� ⋅ 𝙚 ̄u� = 0, while 𝙚u� ⋅ 𝙚 ̄u� = 𝛿u� ̄u� .
This way, 𝑉C naturally splits into two parts,
𝑉ℂ = 𝑊ho ⊕𝑊aho
where𝑊ho = spanR (𝙚− , 𝙚u�) and𝑊aho = spanR (𝙚+ , 𝙚ū�): roughly speaking the holomor-
phic and anti-holomorphic parts, adjoined by 𝙚− and 𝙚+ , respectively. (This subdivision
can be made for 𝑉 too, if you impose a reality condition afterwards. Coeﬃcients will be
complex, with 𝑋u�
⋆ = 𝑋ū� .)
𝑊ho and 𝑊aho are maximal totally singular subspaces of 𝑉C, meaning that the metric
restricted to either vanishes:
⃗𝑥 ⋅ ⃗𝑦 = 0 for  ⃗𝑥, ⃗𝑦 ∈𝑊ho and for  ⃗𝑥, ⃗𝑦 ∈𝑊aho.
This is also called a totally isotropic subspace.
Totally isotropic subspaces play a special role in the theory of spinors [5, 6].
Let 𝑓 be the geometric product of the elements of the base of𝑊aho. Then 𝑓 is nilpotent
(𝑓2 = 0), and 𝒞ℓ (𝑉 ) ⋄ 𝑓 is a minimal left ideal:
𝒞ℓ (𝑉 ) ⋄ 𝑓 = 𝒞ℓ (𝑊ho) ⋄ 𝑓 .
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This minimal left ideal can itself be regarded as the space of spinors, or we could
equally well look to 𝒞ℓ (𝑊ho) and call that the space of spinors, since to any spinor
𝑢 ∈ 𝒞ℓ (𝑊ho), there corresponds a spinor 𝑢 ⋄ 𝑓 ∈ 𝒞ℓ (𝑉 ) ⋄ 𝑓 in the left ideal. Do note
that the Cliﬀord algebra 𝒞ℓ (𝑊ho) and the exterior algebra Λ (𝑊ho) are isomorphic vector
spaces, and you may go from one to the other using a simple inclusion map. The spinors
are acted upon by elements 𝑣 ∈ 𝒞ℓ (𝑉 ) as 𝑣 ⋄ 𝑢 ⋄ 𝑓 = (𝜌 (𝑣) 𝑢) ⋄ 𝑓 , where 𝜌 (𝑣) is the spin
representation of 𝑣. Here, the action of 𝜌 can be seen as acting on the exterior algebra,
and we ﬁnd that this construction requires e.g.
𝜌 (𝙚1) 𝑢 = 𝙚1 ∧ 𝑢 and 𝜌 (𝙚1̄) 𝑢 = 2 𝙚1̄ y 𝑢.
Now, for practical reasons — and for compatibility with [7] — we are going to use a
diﬀerent representation, which we shall call 𝛤 , which distributes that factor two a bit
more symmetrically:
𝛤 (𝙚1) 𝑢 =
√
2𝙚1 ∧ 𝑢 and 𝛤 (𝙚1̄) 𝑢 =
√
2𝙚
1̄
y 𝑢. (3.8)
We shall also employ the shorthand 𝛤u� = 𝛤 (𝙚u�). Note that 𝛤 is just another repre-
sentation of the Cliﬀord algebra, just like 𝜌 — though it does make the mapping from
the exterior algebra of spinor space to the left ideal of the Cliﬀord algebra a bit more
complicated than an inclusion map, owing to the need to account for factors of
√
2.
3.3 Dirac, Weyl and Majorana
A Dirac spinor is a complex spinor, which the 𝛤 matrices act on. In ten spacetime
dimensions, this means they are 32 complex numbers.
A Majorana spinor is a real spinor — real with respect to a real structure on the
geometric algebra side; real in the same sense that e.g. ⃗𝑒6 is real, despite the fact that,
through (3.8) and (3.7) we have
𝛤 ( ⃗𝑒6) 𝑢 = i 𝘦1 ∧ 𝑢 − i 𝘦1 y 𝑢.
The fact that something that is real contains the imaginary unit in the matrix represen-
tation, indicates that something non-trivial has happened to the real structure: Complex
conjugation on the geometric algebra side is not represented by simple complex conjuga-
tion in the matrix representation: There it is represented by the combination of complex
conjugation and left-multiplication by the charge conjugation matrix 𝐶:
𝐶 = 𝛤6𝛤7𝛤8𝛤9 ,
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where the 𝛤 matrices refer to the real basis rather than the complex basis deﬁned in
(3.7).
In other words, the reality condition that a Majorana spinor 𝜂 would have to satisfy
is
𝜂 = 𝐶𝜂⋆. (3.9)
A Majorana spinor in ten dimensions has real dimension 32.
The space of Dirac spinors 𝛥, may be further split into so called Weyl spinors of
positive and negative chirality, 𝛥+ and 𝛥−, respectively, transforming among themselves
under Spin(9, 1). This corresponds to forms of even and odd grade, when the spinor
space is represented by the exterior algebra. Imposing the Majorana condition (3.9) as
well gives us the Majorana–Weyl spinors 𝛥+16 and 𝛥
−
16 of positive and negative chirality,
respectively.
The supersymmetry parameter of type IIA supergraivty is a Majorana spinor, con-
taining two Majorana–Weyl spinors of opposite chirality.
3.4 Curved space
Handling scalars, vectors and higher tensors in curved space is not to diﬃcult — any
course in general relativity will cover the basics. Scalars are particularly simple, and the
vectors (and tensors) are essentially handled by replacing ordinary derivatives, 𝜕u�𝑉
u� ,
by covariant derivatives,
∇u�𝑉
u� ≔ 𝜕u�𝑉
u� + 𝛤u�u�u� 𝑉
u�
where 𝛤u�u�u� are the Christoﬀel symbols, or connection coeﬃcients.
Digging a little deeper, the concept of a vector requires a bit more thought compared
to the case of ﬂat space, since the common “it’s an arrow” intuition doesn’t really work
all that well out of the box if the space is curved. The components 𝑉u� of a vector are
properly seen to multiply the basis vectors, ⃗𝑉 = 𝑉u� ⃗𝑒u� , but how do we actually make
sense of the basis vectors ⃗𝑒u�? The answer lies in directional derivatives. Already in
ﬂat space there is a one-to-one correspondence between a vector ⃗𝑉 and the associated
directional derivative ⃗𝑉 ⋅ ∇ at a point. Nothing prevents us from taking the directional
derivative to be the deﬁnition of a vector. Thus ⃗𝑉 ≡ 𝑉u� ⃗𝑒u� ≡ 𝑉
u� 𝜕u� . The directional
derivative makes perfect sense even on curved manifolds. The vector space spanned
by the partial derivatives 𝜕u� evaluated at a point 𝑝 is called the tangent space of the
manifold at that point, and may be visualised as a ﬂat inﬁnite space laying tangent to
the manifold at the point, like a plane laying tangent on a sphere.
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This formalism doesn’t work for spinors. To work with a curved spacetime, we want
to represent the basis vectors ⃗𝑒u� by a derivative 𝜕u� , but to work with spinors, we want
to represent the basis vectors ⃗𝑒u� by some gamma matrix 𝛤u� . Clearly, we cannot do
both at the same time. Clearly we need to do both at the same time.
In order to handle spinors on a curved manifold we need vielbeins, which essentially
translate back and forth between curved indices as in ⃗𝑒u� (which we identify with the
derivative 𝜕u� ) and ﬂat indices as in ⃗𝑒u� (which we identify with the gamma matrix 𝛤u� ).
Since we know how to handle spinors in ﬂat space, and curved space is still locally ﬂat,
we assign a local frame with an orthonormal basis { ⃗𝑒u�} at each point of the spacetime,
related to the tangent space of the manifold by ⃗𝑒u� = 𝑒
u�
u� 𝜕u� , where 𝐴, 𝐵, … are the ﬂat
indices and𝑀 , 𝑁 , … are the curved indices. They are related by the vielbein 𝑒u�u� . Instead
of the Christoﬀel symbol, we have the spin connection, 𝛺u�,u�u� (which is antisymmetric
in 𝐴 and 𝐵). The expression for the covariant derivative of a vector expressed in ﬂat
indices is then
∇u�𝑉
u� = 𝜕u�𝑉
u� +𝛺 u�u�, u� 𝑉
u�.
But the real advantage is that with 𝛺u�,u�u�, unlike the 𝛤
u�
u�u� , we can act on a spinor 𝜀:
∇u�𝜀 = 𝜕u� 𝜀 +
1
4
𝛺u�,u�u� 𝛤
u�u�𝜀.
This will be necessary when we turn to supergravity and the Killing spinor equations.
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A closer look at Spin(7), SU(4) and G2
Let’s start by considering the automorphism groups of the division algebras.
A homomorphism is a structure-preserving map. If, for example, addition is deﬁned for
some objects 𝑥 and 𝑦 in a set 𝑋, and 𝑓 is a homomorphism, then 𝑓 (𝑥 + 𝑦) = 𝑓 (𝑥)+𝑓 (𝑦),
and similarly for multiplication or division or any other structure that may be deﬁned
on 𝑋. An isomorphism is a homomorphism with an inverse. An automorphism is an
isomorphism from a set to itself.
The division algebras are the real numbersR, the complex numbersC, the quaternions
ℍ, and the octonions 𝕆. The real numbers have real dimension one and no imaginary
units; the complex numbers have real dimension two, and one imaginary unit; the quater-
nions have real dimension four, and three imaginary units; and the octonions have real
dimension eight, and seven imaginary units. Imaginary units square to −1 and anticom-
mute among themselves. In each step in the Cayley–Dickson construction [8], you add
a new, algebraically independent imaginary unit, and the other additional imaginary
units are generated by multiplication with the new one. The division algebras lose an
algebraic property at each step of the construction, and it is not possible to go beyond
the octonions, since you then lose the property of being a division algebra at all.
Following [9], consider the vector spaces Ru�, Cu� and ℍu� (we shall get back to the
octonions 𝕆 momentarily). What are the automorphism groups? If we want to preserve
the metric, we get O(𝑛), U(𝑛) and Sp(𝑛) Sp(1). If we want to preserve a volume form
too, we get SO(𝑛), SU(𝑛) and Sp(𝑛), respectively. These groups all appear in Berger’s
list [10], and of these SU(4) ends up playing an important role in type IIA supergrav-
ity solutions with minimal supersymmetry. The other important groups we encounter,
Spin(7) and G2 are also on Berger’s list, as the exceptional holonomy groups. These
are related to the octonions. G2 is the automorphism group of the octonions. In fact,
if we split the octonions into a real and an imaginary part, 𝕆 = R ⊕ Im (𝕆), where
Im (𝕆) ≅ R7, we see that G2 leaves the R invariant; it is the automorphism group of
the imaginary octonions. Spin(7) is also related to the octonions, but it is not quite an
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automorphism group, because it doesn’t preserve the full algebraic structure of the oc-
tonions. It does however preserve some of the multiplicative structure of the octonions;
for details, see e.g. [11].1 G2 is the smallest group, and we have G2 ⊂ Spin(7) ⊂ SO(8)
and SU(4) ⊂ Spin(7) ⊂ SO(8). (Note G2 ⊄ SU(4) and vice versa.) String theory has ten
spacetime dimensions: one time dimension and nine spatial dimensions, or equivalently,
two light-cone dimensions and eight spatial dimensions. The SO(8) in which G2, SU(4)
and Spin(7) are embedded, is associated with these eight spatial dimensions.
4.1 The isotropy group of spinors
There are four orbits of spinors under the Spin(9, 1) gauge transformation. Two spinors
are in the same orbit if they are related by some element in the symmetry group (up to
normalisation, in this context). If two spinors are in diﬀerent orbits, it is not possible to
relate them to each other using the symmetry group.
Some subset of the Spin(9, 1) group will relate a given spinor to all the spinors in
the same orbit. Some other subset of Spin(9, 1) will leave the spinor invariant. That
subset is called the stability subgroup (also called the isotropy group). It turns out that
the four orbits have diﬀerent stability subgroups, and may be characterised by them:
Spin(7) ⋉ℝ8, Spin(7), SU(4) and G2 ⋉ℝ
8. In each case we can choose a representative
spinor to use in the Killing spinor equations; instead of treating a generic 32-component
spinor, we consider
𝜀 = 𝑓 (𝟙 + 𝘦1234) + 𝑔 (𝘦5 + 𝘦12345) (4.1)
with 𝑔 ≠ 0 in the Spin(7) case and 𝑔 = 0 in the Spin(7) ⋉ℝ8 case,
𝜀 = 𝑓 (𝟙 + 𝘦1234) + 𝑔1 (𝘦5 + 𝘦12345) + i 𝑔2 (𝘦5 − 𝘦12345) (4.2)
with 𝑔2 ≠ 0 in the SU(4) case, and
𝜀 = 𝑓 (𝟙 + 𝘦1234) + 𝑔 (𝘦1 + 𝘦234) (4.3)
with 𝑓 ≠ 0, 𝑔 ≠ 0 in the G2 ⋉ℝ
8 case.
The Spin(7) case and the Spin(7) ⋉ℝ8 case are treated in Paper I; the SU(4) case is
treated in Paper II; and the G2 ⋉ℝ
8 case is treated in Paper III.
To ﬁnd the stability subgroups and corresponding representative spinors, we follow
the procedure outlined in [7] for type IIB supergravity. (A discussion of the stability
subgroup of spinors in eleven-dimensional supergravity can be found in [12].) The ﬁrst
1 Though the octonions tell us something about where the groups come from and how they relate to
algebra, we have not made use of them for actual computations.
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part of [7] treats the stability subgroup of a Majorana–Weyl spinor of positive chirality.
(The Majorana–Weyl spinors of positive chirality will be denoted by 𝛥+16.) That part of
the discussion applies just as well to type IIA as to type IIB supergravity, and we will
obtain the same result: a spinor of the form 𝜀 = 𝑓 (𝟙 + 𝘦1234) with stability subgroup
Spin(7) ⋉ ℝ8, and that’s all there is when considering a single Majorana–Weyl spinor
of positive chirality. To get there, we start from the simplest spinor in some sense, the
spinor 𝟙. We see that this is not a Majorana spinor, and that it transforms into 𝘦1234
under charge conjugation. This leads us to consider the spinor 𝟙 + 𝘦1234 ∈ 𝛥
+
16, and
we ﬁnd the stability subgroup by acting on it with all the generators of Spin(9, 1) and
see which linear combinations of such annihilate the spinor. This way, we obtain the
stability subgroup of this spinor: Spin(7) ⋉ℝ8. The other linearly independent spinors
in 𝛥+16 are the eight Majorana–Weyl spinors containing 𝘦5 , spanning
𝛥8 = spanℝ{ 𝘦15 + 𝘦2345 , 𝘦25 − 𝘦1345 , 𝘦35 + 𝘦1245 , 𝘦45 − 𝘦1235 ,
i (𝘦15 − 𝘦2345) , i (𝘦25 + 𝘦1345) , i (𝘦35 − 𝘦1245) , i (𝘦45 + 𝘦1235) },
and the remaining seven Majorana–Weyl spinors spanning
Λ1(ℝ7) = spanℝ{ 𝘦12 − 𝘦34 , 𝘦13 + 𝘦24 , 𝘦14 − 𝘦23 ,
i (𝘦12 + 𝘦34) , i (𝘦13 − 𝘦24) , i (𝘦14 + 𝘦23) , i (𝟙 − 𝘦1234) }.
It is easy to see that 𝛥8 and Λ
1 (ℝ7) transform among themselves under Spin(7), which
doesn’t touch the 𝘦5 direction, and closer inspection allows us to identify 𝛥8 and Λ
1 (ℝ7)
as the spin representation and the vector representation of Spin(7), respectively. 𝛥+16
splits under Spin(7) as
𝛥+16 = spanℝ (𝟙 + 𝘦1234) ⊕ Λ
1 (ℝ7) ⊕ 𝛥8, or equivalently (4.4)
𝜂+ = 𝑎 (𝟙 + 𝘦1234) + 𝜃1 + 𝜃2 where 𝜃1 ∈ Λ
1 (ℝ7) and 𝜃2 ∈ 𝛥8. (4.5)
This is the most general spinor in 𝛥+16.
Rather than working with the most general spinor, we would like to make a gauge
choice: 𝜂+ transforms under the gauge group Spin(9, 1), and it is quite suﬃcient to
study one spinor representative for each orbit of 𝛥+16 under Spin(9, 1). It turns out there
is only one orbit of 𝛥+16 in Spin(9, 1), and any 𝜂+ of the form (4.5) can be brought to
the form
𝜂+ = 𝑓 (𝟙 + 𝘦1234) (4.6)
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for some 𝑓 by a Spin(9, 1) transformation. To see this, we ﬁrst use Spin(7) transfor-
mations to bring 𝜃1 and 𝜃2 to a simpler form, after which ﬁnding an explicit Spin(9, 1)
transformation leading us to 𝜂+ = 𝑓 (𝟙 + 𝘦1234) is relatively easy.
In type IIB supergravity, we have two Majorana–Weyl spinors of the same chirality, but
in type IIA supergravity, we have two Majorana–Weyl spinors of the opposite chirality,
which we gather into a single Majorana spinor with 32 components. The next steps
therefore diﬀer a bit from [7], but the underlying idea is the same.
We go between spinors of odd and even chirality by introducing or removing 𝘦5 , as
the case may be. This way the spinor 𝜂+ in (4.6) maps to a spinor of the form 𝜂− =
𝑎 (𝘦5 + 𝘦12345), which has the same stability subgroup as 𝜂+: Spin(7) ⋉ ℝ
8. Under
Spin(7), the Majorana–Weyl spinors 𝛥−16 split into 𝛤
+Λ1 (ℝ7) and 𝛤−𝛥8, just like 𝛥
+
16
splits into Λ1 (ℝ7) and 𝛥8 above, only with 𝘦5 added and removed, respectively. The
most general Majorana–Weyl spinor of negative chirality is therefore
𝜂− = 𝑎 (𝘦5 + 𝘦12345) + 𝜃1 + 𝜃2 where 𝜃1 ∈ 𝛤
+Λ1 (ℝ7) and 𝜃2 ∈ 𝛤
−𝛥8. (4.7)
As above, we may use Spin(7) transformations to choose a simple form of 𝜃1 and 𝜃2.
In type IIA supergravity, we deal with a Majorana spinor containing both 𝜂+ and 𝜂−:
𝜀 = 𝜂+ + 𝜂−. Any transformation on 𝜀 will act on both 𝜂+ and 𝜂−. Having invoked a
Spin(9, 1) transformation to simplify 𝜂+, we can’t invoke that trick again for 𝜂− without
potentially undoing the simple form of 𝜂+. For this reason, we must conﬁne ourselves to
the stability subgroup of 𝜂+ when simplifying 𝜂−. This results in the cases (4.1), (4.2)
and (4.3) above.
4.2 A closer look at SU(𝑛)
SU(𝑛) is the group of unitary 𝑛 × 𝑛 matrices with unit determinant. There are 𝑛2 − 1
inﬁnitesimal generators ?̃?
u� ̄u�
, where the tilde is used to denote the traceless part (?̃? u�u� =
0).
SU(4) has a special role to play, not only when the spinor has isotropy group SU(4),
but also in the Spin(7) case, as SU(4) is a proper subgroup of Spin(7). The 𝛤 ma-
trix representation (3.8) will naturally give us equations in terms of irreducible SU(4)
representations, which we will then have to manually assemble into Spin(7) representa-
tions. SU(3), being a proper subgroup of G2, plays the corresponding role when studying
Killing spinors invariant under G2.
The invariant forms of SU(𝑛) are the Kähler form and the holomorphic volume form.
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We will take the Kähler form as
𝜔 = −(𝑒1 ∧ 𝑒6 + 𝑒2 ∧ 𝑒7 + 𝑒3 ∧ 𝑒8 + 𝑒4 ∧ 𝑒9) (4.8)
in the case of SU(4), and
?̂? = −(𝑒2 ∧ 𝑒7 + 𝑒3 ∧ 𝑒8 + 𝑒4 ∧ 𝑒9) (4.9)
in the case of SU(3). The holomorphic volume form is
𝜒 = (𝑒1 + i 𝑒6) ∧ (𝑒2 + i 𝑒7) ∧ (𝑒3 + i 𝑒8) ∧ (𝑒4 + i 𝑒9) (4.10)
in the case of SU(4), and
?̂? = (𝑒2 + i 𝑒7) ∧ (𝑒3 + i 𝑒8) ∧ (𝑒4 + i 𝑒9) (4.11)
in the case of SU(3). In the Hermitian basis (3.7) we have
𝜔
u� ̄u�
= −i 𝛿
u� ̄u�
, 𝜒u�1u�2u�3u�4 = 4 𝜖u�1u�2u�3u�4, (4.12)
and similarly for the SU(3) forms:2
?̂?
u� ̄u�
= −i 𝛿
u� ̄u�
, ?̂?u�1u�2u�3 = 2
√
2 𝜖u�1u�2u�3. (4.13)
4.3 A closer look at Spin(7)
The Spin(𝑛) group is known as the double cover of the SO(𝑛) group, and may be deﬁned
in terms of the Cliﬀord algebra 𝒞ℓ (𝑛) as
Spin(𝑛) ≔ {𝑠 ∈ 𝒞ℓ+ (𝑛) , 𝑠 ⋄ 𝑠u� = 1,∀ ( ⃗𝑥 ∈ ℝu�, 𝑠 ⋄ ⃗𝑥 ⋄ 𝑠−1 ∈ ℝu�)}
Thus Spin(7) seems closely linked to seven-dimensional space — and yet Spin(7) often
pops up in the study of eight-dimensional manifolds. Indeed, the study of (4.1) yields
an eight-dimensional submanifold with Spin(7) structure, and two orthogonal directions
(one space, one time).
This may seem surprising at ﬁrst. How can Spin(7) be embedded into an eight-
dimensional setting? The naive answer would be to see Spin(7) as a subgroup of Spin(8),
obtained by simply taking the generators of 𝒞ℓ (7) from a seven-dimensional subspace of
ℝ8. We might simply think of Spin(7) as a subgroup of Spin(8) that leaves a certain
vector, say ⃗𝑒8, invariant.
2 Note that the sign of u� diﬀers from the convention used in [13].
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But alas, here we talk of a Spin(7) which doesn’t leave any vector in ℝ8 invariant. In-
stead, it leaves a four-form 𝜙 invariant. In the naive construction, that seems impossible.
This is not your naive Spin(7).
An element 𝑠 of the Spin(𝑛) group acts on a vector ⃗𝑥 ∈ ℝu� by 𝑠 ⋄ ⃗𝑥 ⋄ 𝑠−1, producing
some rotation. However, our Spin(7) acts on a vector ⃗𝑥 ∈ ℝ8 as ⃗𝑥 ↦ 𝑠 ⋄ ⃗𝑥: both the
action and the vector space are diﬀerent from the usual Spin(𝑛) case. Our Spin(7) acts
only on the left, treating vectors as if they were spinors. Our Spin(7) is a subgroup of
O(8). It is a subgroup of O(8) which leaves a four-form 𝜙 invariant; or in other words,
it leaves the ternary cross product in eight dimensions invariant. The invariant tensor
of Spin(7) may be deﬁned as
𝜙 ≔ Re (𝜒) − 1
2
𝜔 ∧ 𝜔 (4.14)
where 𝜔 is the Kähler form (4.8) and 𝜒 the holomorphic volume form (4.10), both of
which are invariant under the SU(4) subgroup of Spin(7). 𝜙 is called the Cayley form
and was deﬁned as (4.14) in [14] by identifying ℝ8 with the octonions (which sometimes
are called the Cayley numbers).
To be precise, the generators of our Spin(7) are the ﬁfteen SU(4) generators ?̃?
u� ̄u�
from
section 4.2, and the six generators of the form
𝑀+u�u� ≔𝑀u�u� +
1
2
𝜖u�u�𝑀ū� ̄u� .
𝑀u�u� is represented by 𝑆u�u� when acting on spinors, and by 𝐽u�u� when acting on vectors
and tensors, where
𝑆u�u� =
i
4
[𝛤u�, 𝛤u�] , (𝐽u�u�)
u�u�
= i (𝛿u�u� 𝛿
u�
u� − 𝛿
u�
u� 𝛿
u�
u�) .
Here, we are using the Hermitian basis deﬁned in (3.7) above, with holomorphic indices
taking values in {1, 2, 3, 4}. This basis will be especially useful when we solve the Killing
spinor equations in terms of irreducible SU(4) representations in section 6.1. When
working with the Spin(7) invariant spinor (4.1) we will need to make the connection
to the invariant four-form 𝜙, using (4.14) and (4.12). We will also want to know the
contractions of 𝜙 and the covariant derivative on 𝜙 (which is constant in the local Lorentz
frame):
𝜙u�u�1u�2u�3 𝜙
u�u�1u�2u�3 = 42 𝛿u�u�, (4.15)
𝜙u�1u�2u�1u�2 𝜙
u�1u�2u�1u�2 = −4𝜑
u�1u�2
u�1u�2
+ 12 𝛿
u�1u�2
u�1u�2
, (4.16)
𝜙u�1u�2u�3u� 𝜙
u�1u�2u�3u� = −9 𝛿
u�1
[u�1
𝜙
u�2u�3
u�2u�3]
+ 6 𝛿
u�1u�2u�3
u�1u�2u�3
, (4.17)
∇u�𝜙u�1u�2u�3u�4 = 4𝛺
u�
u�,[u�1
𝜙|u�|u�2u�3u�4]
, (4.18)
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where 𝑖, 𝑗, 𝑙 denote eight-dimensional indices, and 𝐴, 𝐵, 𝐶 denote ten-dimensional
indices, taking values 0 and 5 (or + and −) in addition to the eight of 𝑖, 𝑗, 𝑙.
What we are most intrested in are all the possible contractions of all the possible
derivatives on 𝜙, since that gives us expressions in terms of the spin connection 𝛺, and
relates them to covariant things. When solving the Killing spinor equations we get
everything in terms of the spin connection, but it looks a bit nicer to express the result
in terms of covariant quantities. A list of these contractions involving derivatives on 𝜙
may be found in appendix B.1 of Paper I.
When expressing the Killing spinor equations in terms of Spin(7) representations, we
will need to know how two-forms, three-forms and four-forms split into Spin(7) rep-
resentations (the one-forms, as noted above, transform in the spinor representation of
Spin(7).) We have
Λ2 (ℝ8) = Λ2u� ⊕ Λ
2
u�u�, (4.19)
Λ3 (ℝ8) = Λ3u� ⊕ Λ
3
u�u�, (4.20)
Λ4 (ℝ8) = Λ4u� ⊕ Λ
4
u� ⊕ Λ
4
u�u� ⊕ Λ
4
u�u�. (4.21)
What is Λ2u�? We have seen that Spin(7) can act on ℝ
8 with the spinor representation,
but it can of course also act on ℝ7 with the vector representation — it is after all a double
cover of SO(7). As it happens, ℝ7 can be mapped into Λ2 (ℝ8) using the Spin(7) gamma
matrices. A vector is a spinor squared. The elements of Λ2u� are the seven-dimensional
vectors of Spin(7).
Λ2u�u� is the adjoint representation of Spin(7). There are 21 generators of Spin(7), which
were given above. They can be identiﬁed with Λ2u�u� and are acted upon by the adjoint
action of Spin(7).
A one-form 𝛼 in Λ1 (ℝ8) can be mapped to a three-form ⋆ (𝛼 ∧ 𝜙). All such three-forms
form Λ3u�, and the rest form Λ
3
u�u�.
Λ4u� are all the four-forms proportional to the Spin(7) fundamental form 𝜙. Λ
4
u� is again
the vector representation of Spin(7). You may go from Λ2u� to Λ
4
u� by simply contracting
one index with the four-form 𝜙. As for Λ4u�u�, we note that 𝟐𝟕 =
u�×(u�+1)
2
−1: these are the
symmetric traceless bi-vectors. Similarly for Λ4u�u�, we have 𝟑𝟓 =
u�×(u�+1)
2
− 1, indicative
of symmetric traceless bi-spinors. This is also the part that is composed of anti-self dual
four-forms.
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4.4 A closer look at 𝐺2
This section is partly intended as a refresher for people at least somewhat familiar with
Lie algebras.
First, why the name?
There is a classiﬁcation of all simple Lie algebras. There are some conditions that the
Cartan matrix of a simple Lie algebra must fulﬁl, there is some combinatorics involved,
but we are really just interested in the result. There are some inﬁnite series of algebras,
called 𝐴r, 𝐵r, 𝐶r and 𝐷r, and there are ﬁve isolated cases called 𝐸r (for r ∈ {6, 7, 8}),
𝐹4 and 𝐺2. Thus the 𝐺 in 𝐺2 is not an abbreviation — it’s the seventh letter in an
alphabetic enumeration. 𝐺2 has more to do with seven than it does with words starting
with 𝐺. For instance, the cross product in seven dimensions is intimately associated
with the G2 group.
The cross product of two vectors ⃗𝑎 and ⃗𝑏 in ℝu� is a vector ⃗𝑐 = ⃗𝑎 × ⃗𝑏 that is (1)
orthogonal to both ⃗𝑎 and ⃗𝑏 and (2) has its length given by the area of a parallelogram
spanned by ⃗𝑎 and ⃗𝑏. It turns out this is only possible for vectors in ℝ3 and (perhaps
somewhat surprisingly) ℝ7. In ℝ3, the cross product may be seen as an antisymmetric
product of purely imaginary quaternions, while in ℝ7, the cross product may be seen
as an antisymmetric product of purely imaginary octonions. To get the cross product,
we contract the two vectors with a three-form. In ℝ3 the volume form will do the trick,
yielding a cross product that is invariant under SO(3). In ℝ7 we need another three-
form, which we may call 𝜑, and the cross product will not be invariant under SO(7), but
rather under G2 ⊂ SO(7).
The number 2 in 𝐺2 refers to the rank of the Lie algebra. The rank is the dimension
of the Cartan subalgebra, the number of dots in the Dynkin diagram, as well as the
number of simple positive roots in the root diagram.
The Dynkin diagram of 𝐺2 is , encoding the Cartan matrix
⎛⎜⎜⎜
⎝
2 −3
−1 2
⎞⎟⎟⎟
⎠
.
The Cartan matrix gives a metric among the roots, allowing us to draw the root diagram
in ﬁgure 4.1.
Each root corresponds to a generator. We have the six long roots of 𝔰𝔲 (3) ⊂ 𝐺2,
six short roots, and the two generators of the Cartan subalgebra: fourteen generators
in total. The generators have been written next to the roots in the root diagram in
ﬁgure 4.1, with 𝛤 3̄3−𝛤 2̄2 and 𝛤 ̄44−𝛤 2̄2 spanning the Cartan subalgebra. The six gen-
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𝛤 3 ̄4
𝛤 ̄34
𝛤 13̄ − 𝛤 1̄3̄ + 𝛤 24
𝛤 2 ̄4
𝛤
23̄
𝛤 2̄4
𝛤
2̄3 𝛤 14
−
𝛤
1̄4
+
𝛤
2̄3̄
𝛤
14̄
−
𝛤
1̄4̄
−
𝛤
23
−𝛤 2̄ ̄4 + 𝛤 13 − 𝛤 1̄3
𝛤
12
−
𝛤
̄
12
+
𝛤
̄
3
̄
4
𝛤
1
̄
2 −
𝛤
̄
1
̄
2 −
𝛤
34
Figure 4.1: Root diagram of 𝐺2. The Cartan subalgebra spanned by 𝛤
3̄3 − 𝛤 2̄2 and
𝛤 ̄44−𝛤 2̄2 is located in the centre. The diagram was obtained by considering
what generators annihilate the spinor (4.3), which gives us the generators
above in addition to the ℝ8 generators 𝛤 u�− for transverse spacelike 𝐼 . From
these generators we obtain the Killing form, which allows us to calculate
the length and relative angles of the corresponding roots. We note that the
root diagram thus obtained is precisely the same as the root diagram of 𝐺2
obtained from the Cartan matrix encoded in the Dynkin diagram .
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erators with long roots and the Cartan subalgebra together form the 𝔰𝔲 (3) subalgebra,
whose eight generators are simply the traceless 𝛤u�
̄u� where the holomorphic index 𝛼 (and
the antiholomorphic index ̄𝛽) takes values in {2, 3, 4} (and { ̄2, ̄3, ̄4}, respectively). This
𝔰𝔲 (3) ⊂ 𝐺2 will play a special role in our calculation.
We note that the holomorphic index 1 and the antiholomorphic index ̄1 (corresponding
to real indices 1 and 6 according to (3.7)) only appear in the combination associated
with 6:
√
2 i 𝛤 6u� = 𝛤 1u� − 𝛤 1̄u�,
√
2 i 𝛤 6
̄u� = 𝛤 1
̄u� − 𝛤 1̄
̄u�. (4.22)
A 𝐺2 index 𝑖 can therefore be taken to go over the three holomorphic and three an-
tiholomorphic indices of 𝔰𝔲 (3) ⊂ 𝐺2 as well as the real index 6; or equivalently, a 𝐺2
index goes over real dimensions 2 through 8, and is associated with a seven-dimensional
subspace.
Using (4.22) we can list the fourteen 𝐺2 generators in ﬁgure 4.1 as
traceless 𝛤u�
̄u�,
√
2 i 𝛤 6u� + 𝜖u�ū�1ū�2 𝛤
ū�1ū�2,
√
2 i 𝛤 6
̄u� − 𝜖
̄u�
u�1u�2 𝛤
u�1u�2. (4.23)
The invariant three-form of G2 may be deﬁned as
𝜑 ≔ Re (?̂?) + 𝑒6 ∧ ?̂? (4.24)
where ?̂? is the holomorphic volume form (4.11) and ?̂? is the Kähler form (4.9), both
invariant under the SU(3) subgroup of G2. The Hodge dual ⋆𝜑 is taken with respect to
the volume form 𝑒2 ∧ 𝑒3 ∧ 𝑒4 ∧ 𝑒6 ∧ 𝑒7 ∧ 𝑒8 ∧ 𝑒9, and is a G2 invariant four-form.
When expressing the Killing spinor equations in terms of G2 representations, we will
need to know how two-forms, three-forms and four-forms split into G2 representations.
In the G2 case, we have
Λ2 (ℝ7) = Λ2u� ⊕ Λ
2
u�u�, (4.25)
Λ3 (ℝ7) = Λ3u� ⊕ Λ
3
u� ⊕ Λ
3
u�u�, (4.26)
Λ4 (ℝ7) = Λ4u� ⊕ Λ
4
u� ⊕ Λ
4
u�u�. (4.27)
Here Λ2u� can be formed by taking the one-forms Λ
1 (ℝ7) and contracting with the
fundamental G2 three-form 𝜑. Λ
2
u�u� is the adjoint representation of G2; G2 has 14 gen-
erators.
Λ3u� are the three-forms that are proportional to 𝜑. Λ
3
u� can be formed by taking the one-
forms Λ1 (ℝ7) and contracting with ⋆𝜑, the Hodge dual of the fundamental three-form
𝜑. We have 𝟐𝟕 = u�×(u�+1)
2
− 1, so Λ3u�u� are the traceless symmetric bi-vectors.
The four-forms split in the same way as the three-forms, and you can go between the
three-forms and the four-forms using Hodge dualisation.
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Supergravity
5.1 Supersymmetric solutions and the Killing spinor equations
The ﬁelds of type IIA supergravity are (bosonic) the graviton 𝑔u�u� , the NSNS 2-form
potential 𝐵u�u� , the RR 1-form potential 𝐶u� , the RR 3-form potential 𝐶u�u�u� ; and
(fermionic) one Majorana non-chiral gravitino 𝜓u� , and one Majorana non-chiral dilatino
𝜆. We use 𝐻 for the NSNS 3-form ﬁeld strength, and ̃𝑆, ̃𝐹 and ̃𝐺 for the RR 𝑘-form
ﬁeld strength. The latter all tend to come with the dilaton as eu� ̃𝑆, eu� ̃𝐹 and eu� ̃𝐺, so
we will absorb a factor of eu� into them and drop the tilde.
There are other supergravity theories too, beside type IIA. They have diﬀerent ﬁeld
contents, and may require a diﬀerent number of spacetime dimensions. The fermionic
ﬁelds include at least the gravitino, in addition to the ﬁelds speciﬁc to the supergravity
theory in question.
The focus is on bosonic solutions, where the fermionic ﬁelds of the theory are put to
zero, in order to obtain classical solutions.1
A solution is called supersymmetric if the supersymmetry variations of all the ﬁelds
vanish. Supersymmetry transformations relate bosons to fermions and fermions to
bosons. The supersymmetry variation of a boson will be given by the fermionic ﬁelds
and the supersymmetry parameter (which is a spinor), possibly multiplied by some 𝛤u�
and numerical factors. For example
δu�𝛷 =
1
2
̄𝜀𝜆,
δu�𝑒
u�
u� = ̄𝜀𝛤
u�𝜓u� .
1 Purely gravitational supergravity solutions, with all of the ﬁelds put to zero, have also been studied;
e.g. [12]. Then the Killing spinor equation from the supersymmetry variation of the dilatino u�,
u�u� = 0, becomes trivial, and the Killing spinor equation from the supersymmetry variation of the
gravitino u�u�, u�u�u� = 0 reduces to the condition that u� be a so called parallel spinor, satisfying
∇u�u� = 0. Then you can apply Berger’s list of holonomy groups [10] to classify the resulting
geometries (see [15] and [9]).
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These, and the other bosonic supersymmetry variations, can be found e.g. in [16]. The
precise expressions do not concern us, only that all of them are build from the fermionic
ﬁelds: the gravitino 𝜓u� and the dilatino 𝜆. Since classical solutions have 𝜓u� = 0 and
𝜆 = 0, we know that the supersymmetry variations of the bosons vanish automatically.
When looking for classical supergravity solutions, we will not get any constraints from
the variation of the bosons.
The supersymmetry variation of the fermionic ﬁelds involve the bosonic ﬁelds:
δu�𝜓u� = ∇u�𝜀 +
1
8
𝐻u�u�1u�2 𝛤
u�1u�2𝛤11 𝜀 +
1
8
𝑆 𝛤u� 𝜀 +
+
1
16
𝐹u�1u�2 𝛤
u�1u�2𝛤u� 𝛤11 𝜀 +
1
8 × 4!
𝐺u�1u�2u�3u�4 𝛤
u�1u�2u�3u�4𝛤u� 𝜀,
(5.1)
δu�𝜆 = 𝜕u�𝛷𝛤
u�𝜀 +
1
12
𝐻u�1u�2u�3 𝛤
u�1u�2u�3𝛤11 𝜀 +
5
4
𝑆 𝜀 +
+
3
8
𝐹u�1u�2 𝛤
u�1u�2𝛤11 𝜀 +
1
4 × 4!
𝐺u�1u�2u�3u�4 𝛤
u�1u�2u�3u�4𝜀.
(5.2)
Unlike the bosonic case, these variations will not automatically vanish. These expres-
sions involve the bosonic ﬁelds, which are otherwise unconstrained. We need to set the
variations to zero, and the resulting equations need to be solved.
The supersymmetry variation of the gravitino, δu�𝜓u� , takes the form of a diﬀerential
operator acting on the supersymmetry parameter 𝜀: δu�𝜓u� = 𝒟u�𝜀. This much is ex-
pected in any supergravity theory, though the precise expression for𝒟u� will vary. There
may or may not be other fermionic ﬁelds to consider; in type IIA we have the dilatino
𝜆, whose supersymmetry variation is an algebraic condition on 𝜀: δu�𝜆 = 𝒜𝜀. The condi-
tions 𝒟u�𝜀 = 0, 𝒜𝜀 = 0 are called the Killing spinor equations, and a spinor 𝜀 satisfying
them is called a Killing spinor. The Killing spinor equations imply some conditions
on the geometry and the bosonic ﬂuxes. The integrability conditions [𝒟u� ,𝒟u�] 𝜀 = 0
and [𝒟u� ,𝒜] 𝜀 = 0 may imply some ﬁeld equations or relate them to Bianchi identities.
(See section 5.3.) However, to fully specify a solution you would need to solve all the
equations of motion for the ﬂuxes; leaving that out, we obtain classes of solutions.
5.2 Killing spinors and Killing vectors
The concept of a Killing vector will be familiar to anyone who has studied diﬀerential
geometry or general relativity. A Killing vector is a coordinate independent way of
describing a bosonic symmetry. There is a certain maximal amount of symmetry that
the geometry can have in a given number of dimensions, and the number of (linearly
independent) Killing vectors tells you what amount of symmetry you have.
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Fewer will be familiar with the concept of a Killing spinor. Similarly to the bosonic
case, there is a maximum amount of possible supersymmetry, and the number of Killing
spinors tells you how much of that supersymmetry is realised for a given solution. One
Killing spinor meansminimal supersymmetry; maximal supersymmetry depends on what
the underlying supergravity theory is — in type IIA maximal supersymmetry means
having 32 Killing spinors. We shall assume the existence of one Killing spinor, but there
may well be more. Minimal supersymmetry is the most general case, in which solutions
with more supersymmetry can be found as potentially interesting special cases. All the
requirements we ﬁnd here will apply to any and all bosonic supergravity solutions, all
the way up to maximal supersymmetry.
Once we have a spinor, we can construct spacetime form bilinears. A one-form corre-
sponds to a vector, and so it turns out that we can get a Killing vector from a Killing
spinor. A vector constructed from spinors this way is quadratic in the spinors. The
Killing vector is in some sense the square of a Killing spinor.
To square a spinor, either the Dirac or Majorana inner product may be used. We
shall use the Dirac inner product here: 𝐷(𝜂, 𝜃) = ⟨𝛤0 𝜂, 𝜃⟩, where ⟨ · , · ⟩ is the
natural inner product on a complex vector space, antilinear in its ﬁrst argument. The
Hermitian conjugate of the 𝛤 matrices is, in the real basis, 𝛤u�
† = 𝛤u� for 𝑖 ∈ {1,…, 9} and
𝛤0
† = −𝛤0 , which implies 𝛤u�
†𝛤0 = −𝛤0𝛤u� for 𝐴 ∈ {0, 1,…, 9}. For a general operator
/𝒪 in the real Cliﬀord algebra, we get /𝒪†𝛤0 = 𝛤0 /𝒪, where /𝒪 is the Cliﬀord conjugate of
/𝒪 (which means the reversal of the grade involution). For a scalar 𝑆, we have 𝑆 = 𝑆; for
a four-form 𝐺, we have /𝐺 = /𝐺; for a two-form 𝐹 , we have /𝐹𝛤11 = /𝐹𝛤11 .
2 Expressed in
terms of Cliﬀord conjugation, we have
𝐷(/𝒪𝜂, 𝜃) = 𝐷(𝜂, /𝒪𝜃) . (5.3)
The inner product 𝐷(𝜀, 𝜀) gives a scalar. To get a vector (or higher-degree forms),
you insert a 𝛤 matrix (or more):
𝜅u� = 𝐷(𝜀, 𝛤u� 𝜀) . (5.4)
To show that 𝜅 is a Killing vector if 𝜀 is a Killing spinor, we need ∇(u�𝜅u�) = 0. First,
note that
∇u�𝜅u� = 𝐷(∇u�𝜀, 𝛤u� 𝜀) + 𝐷(𝜀, 𝛤u�∇u�𝜀) . (5.5)
If 𝜀 is Killing, 𝒟u�𝜀 = 0, which according to (5.1) means that ∇u�𝜀 is of the form
2 The slash is Feynman slash notation, and means that all spacetime indices have been contracted with
u� matrices.
27
Chapter 5 Supergravity
/𝐻u�𝛤11 𝜀 + /𝒪𝛤u� 𝜀 for an operator /𝒪 satisfying /𝒪 = /𝒪. We get four types of terms:
∇u�𝜅u� = 𝐷( /𝐻u�𝛤11 𝜀, 𝛤u� 𝜀) + 𝐷(𝜀, 𝛤u� /𝐻u�𝛤11 𝜀) +
+𝐷(/𝒪𝛤u� 𝜀, 𝛤u� 𝜀) + 𝐷(𝜀, 𝛤u� /𝒪𝛤u� 𝜀) .
(5.6)
The last two terms vanish upon symmetrization, because
𝐷(/𝒪𝛤u� , 𝛤u� 𝜀) = −𝐷(𝜀, 𝛤u� /𝒪𝛤u� 𝜀) (5.7)
and /𝒪 = /𝒪. This yields
∇(u�𝜅u�) = 𝐷(𝜀, (− /𝐻u�𝛤u� 𝛤11 + 𝛤u� /𝐻u�𝛤11 ) 𝜀) . (5.8)
/𝐻u� is, up to numeric factors, 𝐻
u�1u�2
u� 𝛤u�1u�2 , which when multiplied by 𝛤u� yields terms
containing 𝐻u�u�u� 𝛤
u� , vanishing upon symmetrization, and a 𝐻
u�1u�2
u� 𝛤u�1u�2u� term,
which is the same whether 𝛤u� comes from the left or the right. This shows ∇(u�𝜅u�) = 0,
and thus a Killing spinor gives a Killing vector.
Going beyond minimal supersymmetry gives us several Killing spinors, and you can
form vector bilinears from all possible combinations. Though we have not shown it here,
all vector ﬁelds thus obtained are Killing vectors.
5.3 Integrability conditions
In eleven-dimensional supergravity, which is closely related to type IIA supergravity, the
equation of motion for the gravitino is [17]
𝛤u�u�u�𝒟u�𝜓u� = 0.
Taking the supersymmetry variation of that, we obtain
δu� (𝛤
u�u�u�𝒟u�𝜓u� ) = 𝛤
u�u�u�𝒟u� (δu�𝜓u� )
because while 𝒟 contains some ﬂuxes, they are bosonic ﬁelds, which means their super-
symmetry variation is expressed in terms of the fermionic ﬁelds, which we put to zero.
Now, δu�𝜓u� happens to be precisely 𝒟u�𝜀, which lands us in
𝛤u�u�u�𝒟u�𝒟u�𝜀 = 0.
In Paper I, we use
ℐu� = 𝛤
u� [𝒟u� ,𝒟u�] 𝜀
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instead, which amounts to the same thing, since you can convert between one gamma
and three gammas using the Cliﬀord algebra:
(𝛤u�u� − 𝑔u�u�) ℐu� = 𝛤
u�u�u�𝒟u�𝒟u�𝜀.
Type IIA supergravity (without the Romans mass) can be obtained by dimensional
reduction from eleven dimensions, so the previous discussion carries through essentially
unchanged. However, we do get one more thing to think about: the dilatino 𝜆 and
the associated Killing spinor equation 𝒜𝜀 = 0. In IIA, we therefore construct both
ℐ𝜀 = 𝛤u� [𝒟u� ,𝒜] 𝜀 and ℐu�𝜀 = 𝛤
u� [𝒟u� ,𝒟u�] 𝜀. Naturally, for a Killing spinor 𝜀, which
satisﬁes 𝒜𝜀 = 0 and 𝒟u�𝜀 = 0, we must have ℐ𝜀 = 0 and ℐu�𝜀 = 0.
The supersymmetry variation of an equation of motion can be expressed in terms of
the equations of motion of the theory. In other words, we expect it to be possible to
express both ℐ𝜀 = 0 and ℐu�𝜀 = 0 in terms of the ﬁeld equations and Bianchi identities
of the theory, and in Paper I we show that this is indeed the case. (That is also how it
works out in eleven-dimensional supergravity [1], [18] and in type IIB supergravity [19].)
In Paper I we obtain
ℐ𝜀 = (F𝛷 − F𝐺(3) 𝛤
(3) +B𝐺(5) 𝛤
(5)) 𝜀 +
+ (−3F𝐹(1) 𝛤
(1) + F𝐻(2) 𝛤
(2) +B𝐹(3) 𝛤
(3) + 2B𝐻(4) 𝛤
(4))𝛤11 𝜀,
ℐu�𝜀 = (−
1
2
𝐸u�(1) 𝛤
(1) −
1
4
𝐸 u�u� 𝛤u� +
1
2
F𝛷𝛤u� + F𝐺(3) 𝛤
(3)
u� − 5B𝐺u�(4) 𝛤
(4))𝜀 +
+ (F𝐻u�(1) 𝛤
(1) + F𝐹(1) 𝛤
(1)
u� −B𝐹u�(2) 𝛤
(2) +
+
1
3
B𝐻u�(3) 𝛤
(3) +B𝐻(4) 𝛤
(4)
u� )𝛤11 𝜀,
where F stands for ﬁeld equation and B stands for Bianchi identity:
𝐸u�u� = 𝑅u�u� −
1
12
𝐺u�(3)𝐺
(3)
u� +
1
96
𝑔u�u� 𝐺(4)𝐺
(4) +
1
4
𝑔u�u� 𝑆
2 −
−
1
4
𝐻u�(2) 𝐻
(2)
u� −
1
2
𝐹u�u� 𝐹
u�
u� +
1
8
𝑔u�u� 𝐹(2) 𝐹
(2) + 2∇u�𝜕u�𝛷,
F𝛷 = □𝛷 − 2 (𝜕𝛷)2 −
3
8
𝐹(2) 𝐹
(2) −
1
96
𝐺(4)𝐺
(4) +
+
1
12
𝐻(3) 𝐻
(3) −
5
4
𝑆2,
F𝐻u�u� =
1
4
(∇u�𝐻u�u�u� − 2 (𝜕
u�𝛷) 𝐻u�u�u� −
1
2
𝐺u�u�(2) 𝐹
(2) − 𝐹u�u� 𝑆 +
+
1
1152
𝜖
u�u�(4)( ̃4)
𝐺(4)𝐺(
̃4)),
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F𝐹u� =
1
4
(∇u�𝐹u�u� − (𝜕
u�𝛷) 𝐹u�u� +
1
6
𝐺u�(3)𝐻
(3)) ,
F𝐺u�1u�2u�3 =
1
4!
(∇u�𝐺u�1u�2u�3u� − (𝜕
u�𝛷) 𝐺u�1u�2u�3u� −
−
1
144
𝜖u�1u�2u�3(3)(4)
𝐻(3)𝐺(4)),
B𝐻u�1u�2u�3u�4 =
1
4!
∇[u�1
𝐻u�2u�3u�4]
,
B𝐹u�1u�2u�3 =
3
8
(∇[u�1
𝐹u�2u�3]
− (𝜕[u�1
𝛷) 𝐹u�2u�3]
−
1
3
𝐻u�1u�2u�3 𝑆) ,
B𝐺u�1u�2u�3u�4u�5 =
1
4 × 4!
(∇[u�1
𝐺u�2u�3u�4u�5]
− (𝜕[u�1
𝛷) 𝐺u�2u�3u�4u�5]
−
− 2𝐹[u�1u�2
𝐻u�3u�4u�5]
).
Note that though both [𝒟u� ,𝒟u�] 𝜀 and [𝒟u� ,𝒜] 𝜀 contain derivatives, the commutator
ensures that no derivatives end up acting on 𝜀 after simpliﬁcation: the derivatives act on
the ﬂuxes hidden in 𝒟u� and 𝒜. The resulting diﬀerential expressions with the ﬂuxes are
sorted according to number of gamma matrices acting on 𝜀 or 𝛤11 𝜀— it is useful to think
of them as linearly independent. Unfortunately, and here’s the rub, this simple procedure
does not directly give us the ﬁeld equations as they were given above. In order to arrive
at the expressions given, you need to add zero, and there are a number of algebraic
expressions evaluating to zero to choose from. The full computation involves a linear
combination of all kinds of ﬂuxes, with the appropriate gamma matrices, multiplying
𝒜𝜀.
The Bianchi identities are ﬁrst order equations, and therefore easier to solve than the
ﬁeld equations. If we can get a ﬁeld equation expressed in terms of Bianchi identities,
that tends to simplify things.
This far we get without saying anything about 𝜀. Now, for a speciﬁc spinor 𝜀 some
gamma matrices will annihilate 𝜀, and then the corresponding coeﬃcient (ﬁeld equation
or Bianchi identitiy) drops out of the expression, and that particular representation will
be unconstrained by the integrability conditions of the Killing spinor equations. This
is why we talk about classifying geometries rather than solutions — this approach may
leave some ﬁeld equations that still have to be solved in order to have the full solution.
As for those representations that aren’t annihilated, we get some ﬁeld equations that
are automatically satisﬁed, or that are given in terms of the Bianchi identities.
So while we ﬁx many general aspects of the solution, there are still some uncon-
strained parameters to play with, which is natural, since among others, all solutions
with enhanced supersymmetry would be special cases of the geometries we present here.
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Spinorial geometry and solving the KSEs
With the background you now have on spinors, the spinorial geometry approach should
feel fairly natural: Choose a representation for the Cliﬀord 𝛤 matrices in terms of
creation and annihilation opreators, inducing a natural basis in the space of spinors; see
section 3.2. Take the most general spinor 𝜀, expressed in terms of exterior algebra forms,
imposing any Majorana or Weyl conditions as appropriate for the supergravity theory
under study. Choose a gauge as in section 4.1, and solve and interpret the linear system
of equations given by the Killing spinor equations. We also construct all the spinor
bilinears, which correspond to diﬀerential forms on the spacetime, and we are able to
give explicit expressions for them in terms of the invariant tensors associated with the
isotropy group of the spinors.
Though in many ways straightforward and natural, signiﬁcant work in classifying
supersymmetric geometries has been done without using the spinorial geometry approach
— for a review of this earlier work, see [20]. Instead of working with the spinors directly,
focus is directed at the spinor bilinears. The complete set of spinor bilinears contain the
same information as the spinors — though you made a linear problem quadratic in the
process. The bilinears are not algebraically independent, however, and information about
the symmetry group of the spinors is encoded in algebraic relations between bilinears.
(Algebraic relations between the bilinears necessitate the use of Fierz rearrangements,
which the more explicit spinorial geometry approach simply doesn’t need.)
6.1 Linear system in SU(𝑛) indices
The spinors can be written in terms of gamma matrices acting on the 𝟙 form. In the
case of the Spin(7) invariant spinor of (4.1), we have
𝜀 = 𝑓 (1 +
1
4
𝛤 1̄2̄3̄ ̄4)𝟙 +
1
√
2
𝑔 (1 +
1
4
𝛤 1̄2̄3̄ ̄4)𝛤+𝟙,
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or equivalently
𝜀 = 𝑓 (1 +
1
4
1
4!
𝜖 ̄u�1 ̄u�2 ̄u�3 ̄u�4 𝛤
̄u�1 ̄u�2 ̄u�3 ̄u�4)𝟙 +
1
√
2
𝑔 (1 +
1
4
×
1
4!
𝜖 ̄u�1 ̄u�2 ̄u�3 ̄u�4 𝛤
̄u�1 ̄u�2 ̄u�3 ̄u�4)𝛤+𝟙.
(6.1)
Note that the expression is manifestly SU(4) invariant: The SU(4) generators ?̃?
u� ̄u�
all
commute with 𝛤+, 𝑓 , 𝑔, and numeric constants, they annihilate the Cliﬀord vaccuum 𝟙,
and 𝜖 ̄u�1 ̄u�2 ̄u�3 ̄u�4 𝛤
̄u�1 ̄u�2 ̄u�3 ̄u�4 is just the SU(4) invariant anti-holomorphic volume form 𝜒⋆ in
the Cliﬀord 𝛤 representation (up to numeric factors).
We will focus on the Spin(7) case for now; the G2 ⋉ ℝ
8 proceeds similarly, though
manifestly invariant under SU(3) ⊂ G2 rather than SU(4). The SU(4) case is similar
too, but it spares us the extra complication of reassembling the results in Spin(7) or G2
representations.
For even if 𝜀 in (6.1) is invariant under the whole of Spin(7), we will obtain the linear
system in terms of SU(4) ⊂ Spin(7) representations.
When we act on the spinor 𝜀 with 𝒜 and 𝒟u� we get terms with gamma matrices on
the form 𝛤 (u�)𝛤(u�)𝛤
(u�), where (𝑎) denotes 𝑎 ten dimensional indices; e.g. 𝛤 (u�) ≔ 𝛤u�1u�2…u�u�
and 𝛤 (0) ≡ 1. A product of gamma matrices may be simpliﬁed using (3.5) — i.e. using
the Cliﬀord algebra — and the expression is brought to the form
𝒟u�𝜀 =
5
∑
u�=0
𝑋(u�) 𝛤
(u�)𝟙 (6.2)
for some 𝑋(u�) . (Here 𝑋(0) would be a scalar, and again 𝛤
(0) = 1.) Since we are using
what amounts to an oscillator basis for 𝛤 , a familiar normal-ordering procedure with
the anticommutator given by the Cliﬀord algebra guarantees that 𝛤 (u�) can be written
purely in terms of creation operators, i.e. as a product in the set of antiholomorphic 𝛤 ū�
and 𝛤+. We have 𝒟u�𝜀 = 0 if and only if all 𝑋(u�) = 0 in said expression. A similar
procedure works for the algebraic equation 𝒜𝜀 = 0.
We get a linear system in the ﬂuxes, the spin connection 𝛺u�,u�u� and derivatives on
the functions 𝑓 , 𝑔 appearing in the Killing spinor (4.1). When solving this system we
organise it in terms of irreducible SU(4) representations. For example, table 6.1 is a
subset of the equations we get from the Spin(7) invariant spinor (4.1) in the gauge
where 𝑓 = 𝑔.
Of course, with the Spin(7) invariant spinor (4.1), we don’t really want SU(4) ex-
pressions. We want Spin(7) expressions, with eight-dimensional indices 𝑖, 𝑗, …, rather
than the four holomorphic and four anti-holomorphic indices of SU(4). As table 6.1
shows, rewriting the SU(4) expressions is often very simple, or even trivial. All the
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6.1 Linear system in SU(𝑛) indices
Table 6.1: Converting SU(4) expressions to Spin(7) expressions. (The complex conjugate
of SU(4) expressions is implicitly implied.)
SU(4) expression Spin(7) expression
𝜕0𝑓 = 0 ⇔ 𝜕0𝑓 = 0
𝜕5𝑓 = −
1
2
𝑓 𝛺0,05 ⇔ 𝜕5𝑓 = −
1
2
𝑓 𝛺0,05
𝜕u�𝑓 = −
1
2
𝑓 𝛺0,0u� ⇔ 𝜕u�𝑓 = −
1
2
𝑓 𝛺0,0u�
𝛺5,05 = 0 ⇔ 𝛺5,05 = 0
𝛺5,0u� = −𝛺u�,05 ⇔ 𝛺5,0u� = −𝛺u�,05
𝛺u�,0u� = −𝛺
u�
u�,0 ⎫}}
⎬
}}
⎭
⇔ 𝛺(u�1,u�2)0
= 0̃𝛺 ̄u�,0u� = −
̃𝛺
u�,0 ̄u�
𝛺(u�1,u�2)0
= 0
same, Spin(7) is a larger group than SU(4) and sometimes you need to piece together
the Spin(7) representation using several of the SU(4) expressions, making the end result
much more concise.
Then comes the part where you try to interpret the equations: What do they really
say about the geometry and the ﬂuxes? The spin connection is not a covariant quantity,
so what the equations in table 6.1 say might not be entirely obvious. In this case, all
the equations in table 6.1 are captured in
∇u�𝜅u� +∇u�𝜅u� = 0, (6.3)
where 𝜅 = 𝑓2 𝑒0 is the spacetime one-form spinor bilinear mentioned in section 5.2. In
other words, 𝜅 is a Killing one-form, and the associated vector ﬁeld 𝐾 is a Killing vector:
ℒu�𝑔 = 0. (6.4)
That we should get a Killing vector from our Killing spinor is entirely expected, and the
equations in table 6.1 are the equations conﬁrming that this is so.
Some of the equations we get from the linear system will be purely geometric con-
straints, like the equations in table 6.1 equivalent to (6.3). Others involve both the
ﬂuxes and the spin connection; then we choose the strategy to express the ﬂuxes in
terms of the geometry.
33
Chapter 6 Spinorial geometry and solving the KSEs
6.2 Rewriting in terms of Spin(7) expressions
Writing an SU(4) scalar or vector in terms of Spin(7) is straightforward, but the higher-
degree forms require some more thinking. A two-form 𝐹 decomposes as
𝐹 =
1
2
𝐹u�u� 𝑒
u� ∧ 𝑒u�,
= 𝐹05 𝑒
0 ∧ 𝑒5 + 𝐹0u� 𝑒
0 ∧ 𝑒u� + 𝐹5u� 𝑒
5 ∧ 𝑒u� +
1
2
𝐹u�u� 𝑒
u� ∧ 𝑒u�,
(6.5)
where 𝐹u�u� can be further decomposed into two distinct Spin(7) representations according
to (4.19): 𝐹u�u� = 𝐹
(u�)
u�u� + 𝐹
(u�u�)
u�u� , where the bold number denotes the number of degrees of
freedom in the representation. It is possible for some of these parts to be determined
by the geometry (i.e. you can solve for them in terms of 𝛺u�,u�u� ) while other parts can
be unconstrained by the Killing spinor equations. Indeed, that is the case for 𝐹 , where
all parts except 𝐹 (u�u�)u�u� are given in terms of the geometry and the Romans cosmological
constant of the theory.1 The exact expression may be found in Paper I appended to this
thesis.
As in the example above, there is more than one irreducible SU(4) representation
corresponding to 𝐹 (u�)u�u� , and more than one corresponding to 𝐹
(u�u�)
u�u� . But even without
knowing that 𝐹u�u� decomposes as 𝐹u�u� = 𝐹
(u�)
u�u� + 𝐹
(u�u�)
u�u� under Spin(7) we are led to guess
the right expressions from the corresponding SU(4) expressions. Consider for example
the equation
𝐹u�1u�2 −
1
2
𝜖
̄u�1 ̄u�2
u�1u�2 𝐹 ̄u�1 ̄u�2
= −2 (𝛺0,u�1u�2 −
1
2
𝜖
̄u�1 ̄u�2
u�1u�2 𝛺0, ̄u�1 ̄u�2
). (6.6)
The Levi-Civita tensor 𝜖 is not an invariant Spin(7) tensor, but rather an SU(4) object.
The simple expedient of replacing 𝜖 by the Spin(7) invariant tensor 𝜙 results in an
expression that reproduces (6.6) with an extra factor of two, as well as another SU(4)
equation:
𝐹 u�u� = −2𝛺
u�
0,u� . (6.7)
An SU(4) two-form has u�×(u�−1)
2
= 6 independent components, and a scalar only one.
Thus, an equation that expands to (6.6) and (6.7) has 𝟕 independent components.
1 u� (u�u�)u�u� does appear in the equations constraining the solution, as it is related to the four-form ﬁeld
strength u�, but we shall treat it as the independent variable. That the u�u� representation faces fewer
constraints than other representations is entirely expected: it is the adjoint representation, given by
the generators of Spin(7), and the spinor is Spin(7) invariant: u� (u�u�)u�u� u�
u�u�u� = 0. This makes it drop
out of the algebraic equation u�u� = 0, facing constraints only from the diﬀerential Killing spinor
equation, where u� (u�u�)u�u� u�
u�u� does not act directly on the spinor.
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Now, even though 𝐹u�u� −
1
2
𝜙u�u�u�u� 𝐹
u�u� is in the 𝟕 representation of Spin(7), it doesn’t
mean that it is our 𝐹 (u�)u�u� in the decomposition 𝐹u�u� = 𝐹
(u�)
u�u� + 𝐹
(u�u�)
u�u� . We want
𝐹 (u�)u�u� = (𝑃
(u�))
u�u�
u� u�
𝐹u�u� (6.8)
for some projector 𝑃 (u�). Being a projector, we want 𝑃 (u�) to satisfy (𝑃 (u�))
2
= 𝑃 (u�) —
we need to ﬁx the normalisation. The result is
𝐹 (u�)u�u� =
1
4
(𝐹u�u� −
1
2
𝜙u�u�u�u� 𝐹
u�u�) . (6.9)
Similarly, 𝐹 (u�u�)u�u� is given by
𝐹 (u�u�)u�u� =
1
4
(3𝐹u�u� +
1
2
𝜙u�u�u�u� 𝐹
u�u�) .
But we don’t have to guess what the Spin(7) representations are from the SU(4)
expressions. We can also start from the known Spin(7) decompositions of two-, three-
and four-forms presented in section 4.3. For the three-forms, we have Λ3 (ℝ8) = Λ3u�⊕Λ
3
u�u�
where
Λ3u� = {⋆ (𝛼 ∧ 𝜙) , 𝛼 ∈ Λ
1 (ℝ8)} , Λ3u�u� = {𝛼 ∈ Λ
3 (ℝ8) , 𝛼 ∧ 𝜙 = 0} .
As noted in section 4.3, there is a map between one-forms and three-forms given by
𝛼 ↦ ⋆ (𝛼 ∧ 𝜙), which is eﬀectively the same as contracting with 𝜙, since 𝜙 is self-dual:
(⋆ (𝛼 ∧ 𝜙))u�1u�2u�3 = 20𝛼u� 𝜙
u�
u�1u�2u�3
if 𝛼 ∈ Λ1 (ℝ8) ,
(⋆ (𝛼 ∧ 𝜙))u� = 840𝛼u�1u�2u�3 𝜙
u�1u�2u�3
u� if 𝛼 ∈ Λ
3 (ℝ8) .
This enables us to write the projector for the 𝟖 representation as
(𝑃 (u�))
u�1u�2u�3
u�1u�2u�3
=
1
7
×
1
3!
𝜙u�u�1u�2u�3 𝜙u�u�1u�2u�3 (6.10)
and we can take our 𝟒𝟖 to be
(𝑃 (u�u�))
u�1u�2u�3
u�1u�2u�3
= 𝛿
u�1u�2u�3
u�1u�2u�3
− (𝑃 (u�))
u�1u�2u�3
u�1u�2u�3
.
We can let the projectors act on our forms, and then write the resulting expressions
in irreducible SU(4) expressions, and then go hunt for them in the linear system.
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6.3 Getting rid of the spin connection
There are a few ﬁnishing touches you would typically want to apply. One of them is
getting rid of the spin connection 𝛺u�,u�u� , in favour of covariant quantities. Taking the
Spin(7) case as an example, we may use (4.18) in conjunction with equations (4.15),
(4.16), (4.17) to obtain covariant quantities such as
𝜃u� = −
1
36
∇u�𝜙u�u�1u�2u�3 𝜙
u�1u�2u�3
u�, 𝜃5 = −
1
42
𝜙u�1u�2u�3u�4 ∇u�1𝜙5u�2u�3u�4. (6.11)
It is also useful to write some expressions involving 𝛺u�,u�u� in terms of the exterior
derivative on the directions given by the spinor bilinear one-forms, e.g. d𝑒0, d𝑒5 or d𝑒−,
as the case may be. Let us ﬁnd d𝑒u� in terms of 𝛺u�,u�u� .
Since 𝑒u� = 𝑒u�u� d𝑥
u�, we have d𝑒u� = 𝜕u�𝑒
u�
u� d𝑥
u� ∧d𝑥u�. Using that the connection and the
vielbein are compatible, ∇u�𝑒
u�
u� = 0, we obtain
𝜕u�𝑒
u�
u� +𝛺
u�
u�, u� 𝑒
u�
u� − 𝛤
u�
u�u� 𝑒
u�
u� = 0.
Taking the antisymmetric part we obtain 𝜕[u�𝑒
u�
u� ] = −𝛺
u�
u�, u� 𝑒
u�
u� , wherefore
d𝑒u� = −𝛺 u�u�, u� 𝑒
u�
u� d𝑥
u� ∧ d𝑥u�, (d𝑒u�)
u�u�
= −𝛺 u�u�, u� 𝑒
u�
u� +𝛺
u�
u�, u� 𝑒
u�
u� .
We arrive at
(d𝑒u�)
u�u�
= (d𝑒u�)
u�u�
𝑒u�u� 𝑒
u�
u� = 2𝛺
u�
[u�,u�] . (6.12)
This allows us to relate the spin connection to d𝑒u� as desired.
Note that what we are really doing here, both in (6.11) and in (6.12), is rewriting the
spin connection in terms of forms that arise as spinor bilinears (up to normalisation).
Both 𝑒0, 𝑒5 (or 𝑒− as the case may be), appearing in (6.12), and 𝜙, appearing in (6.11),
are spinor bilinears. This way, the geometric meaning and origin become clearer, and
our expressions manifestly covariant.
6.4 Adapting a metric to commuting vectors
If 𝑥 and 𝑦 are coordinates in some coordinate system, the corresponding vectors, u�
u�u�
and
u�
u�u�
, will commute (as is made manifest by the notation — partial derivatives commute).
Conversely, if two vectors 𝑋 and 𝑌 commute, we can introduce coordinates 𝑥 and 𝑦
along 𝑋 and 𝑌 , respectively, such that 𝑋 = u�
u�u�
and 𝑌 = u�
u�u�
. This allows us to adapt a
metric to 𝑋 and 𝑌 .
We do this explicitly in Paper II (though we do ﬁnd commuting vectors in Paper I
too). In Paper II the commuting vectors are
𝐾 = 𝑓2 𝑒0, 𝑋 = 𝑓2 𝑒5. (6.13)
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We name the corresponding coordinates 𝜏 and 𝜎, i.e. 𝐾 = 𝜕u� and 𝑋 = 𝜕u� . Since 𝐾 is a
Killing vector, the components of the metric will be independent of 𝜏 . There may still
be a dependence on 𝜎 and the remaining coordinates of the spacetime.
We shall use the coordinate names to label the corresponding indices; e.g. if 𝑥u� are the
coordinates on spacetime, then 𝑥u� = 𝜎 by deﬁnition of notation. We have𝑋 = 𝑋u� 𝜕u� =
𝑋u� 𝜕u� =
u�
u�u�
, where we note that 𝑋u� = 1 by deﬁnition, and in a similar fashion 𝐾u� = 1.
Expressed in terms of the vielbeins 𝑒u�u� we have 𝑋
u� = 𝑋u� 𝑒u�u� = 𝑋
u� 𝑒u�u� = 𝑒
u�
u� , and
similarly 𝐾u� = 𝑒u�u� . Using (6.13) we get
𝑒u�u� = 𝑓
2 𝛿u�5 , 𝑒
u�
u� = −𝑓
2 𝛿u�0 . (6.14)
The metric is
𝑔u�u� = 𝑒
u�
u� 𝑒
u�
u� 𝑔u�u� = −𝑒
0
u� 𝑒
0
u� + 𝑒
5
u� 𝑒
5
u� + 𝑒
u�
u� 𝑒
u�
u� 𝛿u�u� (6.15)
where 𝑖, 𝑗 are ﬂat indices corresponding to directions perpendicular to 𝑒0 and 𝑒5. Written
out in components, (6.15) reads
𝑔u�u� = (𝑋
5)2 = 𝑓4,
𝑔u�u� = −(𝐾
0)2 = −𝑓4,
𝑔u�u� = 𝑔u�u� = 0,
𝑔u�u� = 𝑒
5
u� = unknown,
𝑔u�u� = −𝑒
0
u� = unknown,
𝑔u�1u�2 = 𝑒
u�
u�1
𝑒u�u�2 𝛿u�u� = unknown,
where 𝜉 denotes a coordinate apart from 𝜎 and 𝜏 . This can then be written as
d𝑠2 = −𝑓4 (d𝜏 +𝑚)2 + 𝑓4 (d𝜎 + 𝑛)2 + d𝑠2(8),
where 𝑚 and 𝑛 are 1-forms, and d𝑠2(8) is a metric in the directions transverse to 𝑋 and
𝐾.
6.5 The ﬁnishing touches
After having written out the linear system ﬁrst in terms of irreducible SU(4) represen-
tations, and then rewritten it in terms of Spin(7) representations, it remains to put it
in the ﬁnal form: to piece together the various representations and give the resulting
expression for the ﬂuxes in terms of the geometry and other ﬂuxes. Naturally, some of
these representations will go into the ﬁnal expressions still undetermined, as the 𝐹 (u�u�)
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mentioned above, while others will be completely determined. The undetermined parts
are not completely arbitrary, though, as they will still need to satisfy the ﬁeld equations.
The G2⋉ℝ
8 case proceeds similarly to the Spin(7) case. Here, the linear system is ﬁrst
written in terms of irreducible SU(3) representations, and then rewritten in terms of G2
representations. In the G2 ⋉ ℝ
8 special case, we piece together all the representations
and give the ﬂuxes directly in terms of geometry and other ﬂuxes, but in the generic case
we found it better to write each separately, describing in text where each component
representation may be found in the system of equations.
Similarly, the SU(4) case has been presented in Paper II as a linear system for the
component representations of the ﬂuxes, and in the generic SU(4) case, we do not fully
disentangle the linear system. The main complication arises in the (0, 2) representation,
where there are projectors
𝑃± (𝑔ℂ𝐺ū� ̄u�) ≡
1
2
(𝑔ℂ𝐺ū� ̄u� ±
1
2
𝑔⋆ℂ𝐺
ū�1ū�2 𝜖
ū�1ū�2ū� ̄u�
) , (6.16)
where 𝑔C = 𝑔1+ i 𝑔2. The problem is that 𝑃
± acts both on the ﬂuxes and on 𝑔C. While
it is possible to solve equations involving 𝑃± anyway, we have found that it does not
give a very illuminating answer. The linear system is probably more useful in the way
has been given.
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There are, generically, seven spinor bilinears that we can form from the Killing spinor 𝜀
and ̃𝜀 = 𝛤11 𝜀. There is one 0-form, 𝜎 (𝜀, ̃𝜀); two 1-forms, 𝜅 (𝜀, 𝜀) and 𝜅 (𝜀, ̃𝜀); one 2-form,
𝜔 (𝜀, 𝜀); one 4-form, 𝜁 (𝜀, ̃𝜀); and two 5-forms, 𝜏 (𝜀, 𝜀) and 𝜏 (𝜀, ̃𝜀). In each of the main
cases, Spin(7), SU(4) and G2 ⋉ℝ
8, we ﬁnd a special case characterized by the vanishing
of a bilinear: the scalar 𝜎 (𝜀, ̃𝜀) in the Spin(7) and SU(4), and the one-form 𝜅 (𝜀, ̃𝜀) in
the case of G2 ⋉ ℝ
8 (see table 7.1). The Spin(7) special case is remarkable both in
that the isotropy group enhances to Spin(7) ⋉ ℝ8, and that so many bilinears vanish.
From seven non-vanishing bilinears, we go down to just two: 𝜅 and 𝜅 ∧ 𝜙. There is,
however, signiﬁcant simpliﬁcations of the bilinears in all the special cases. For instance,
in the SU(4) special case, 𝜔 (𝜀, 𝜀) becomes directly proportional to the Kähler form of
the eight-dimensional subspace perpendicular to 𝜅 (𝜀, 𝜀) and 𝜅 (𝜀, ̃𝜀), whereas the generic
SU(4) case lacks this orthogonality. The bilinears in the G2 ⋉ℝ
8 special case become 𝜅,
𝜅 ∧ 𝘦1, 𝜅 ∧ 𝜑, 𝜅 ∧ ⋆𝜑, and 𝜅 ∧ 𝘦1 ∧ 𝜑, where 𝜅 = −2 𝑓2 𝘦−.
In the cases of Spin(7) and SU(4) (special and generic), we get a timelike Killing vector
from 𝜅 (𝜀, 𝜀) and in the cases of Spin(7) ⋉ℝ8 and G2 ⋉ℝ
8 (special and generic), we get
a lightlike Killing vector from 𝜅 (𝜀, 𝜀). As noted in Paper III this lightlike Killing vector
is always expected when the isotropy group of the Killing spinor is of the form 𝐻 ⋉ℝu�
for some compact group 𝐻.
7.1 Relating the cases in eleven dimensions
Type IIA supergravity with vanishing Romans mass follows by dimensional reduction
from eleven-dimnesional supergravity, which was treated in [21] using the same spinor
conventions as the present work. In eleven dimensions, there are two orbits of spinors:
SU(5) and (Spin(7) ⋉ℝ8)×R. The SU(5) geometries are massive, in the sense of having
a timelike Killing vector, and the (Spin(7) ⋉ℝ8)×R geometries are massless, in the sense
of having a lightlike Killing vector.
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Table 7.1: Spinor bilinears in the various cases. “★” denotes non-zero entries, “↑” means
it’s the same as the one above (up to sign), “0” means it vanishes.
Grade Form Spin(7) Spin(7) ⋉ℝ8
SU(4)
generic
SU(4)
special
G2 ⋉ℝ
8
generic
G2 ⋉ℝ
8
special
0 𝜎 (𝜀, ̃𝜀) ★ 0 ★ 0 0 0
1 𝜅 (𝜀, 𝜀) ★ ★ ★ ★ ★ ★
1 𝜅 (𝜀, ̃𝜀) ★ ↑ ★ ★ ★ 0
2 𝜔 (𝜀, 𝜀) ★ 0 ★ ★ ★ ★
4 𝜁 (𝜀, ̃𝜀) ★ 0 ★ ★ ★ ★
5 𝜏 (𝜀, 𝜀) ★ ★ ★ ★ ★ ★
5 𝜏 (𝜀, ̃𝜀) ★ ↑ ★ ★ ★ ★
Using our eleven-dimensional intuition, the IIA geometries can be massive for two dis-
tinct reasons: either they are the dimensional reduction of a massive eleven-dimensional
solution, or they come from a massless eleven-dimensional solution, but have some mo-
mentum running along the compact direction. Since the compact dimension is invisible
in ten dimensions, any energy stored in there will be percieved as mass.1
Type IIA supergravity with a nonzero Romans mass cannot be obtained from eleven-
dimensional supergravity, but the eleven-dimensional point of view can still help provide
some feeling for what happens.
The spinors of the Spin(7), Spin(7) ⋉ ℝ8 and G2 ⋉ ℝ
8 cases (both the generic cases
and the special cases) can be related using rotations and boosts involving the eleventh
direction, represented in this context by 𝛤 11. A boost involving the eleventh direction
takes us between the Spin(7) and Spin(7)⋉ℝ8 spinors, and a rotation in the (1, 11) plane
takes us between the Spin(7) ⋉ℝ8 spinor and the G2 ⋉ℝ
8 spinor. When this rotation is
a rotation by 90°, we obtain the G2 ⋉ℝ
8 special case.
The SU(4) case is the dimensional reduction of the SU(5) geometries of eleven dimen-
sions, and inherits its massive quality from there.
1 Not to be confused with the Romans cosmological constant, a.k.a. Romans mass parameter. Type
IIA supergravity with nonzero Romans cosmological constant is sometimes called massive IIA super-
gravity, but these solutions are massive in a diﬀerent sense.
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7.2 Relating the cases to IIB supergravity
While type IIA supergravity has two Majorana–Weyl spinors of opposite chirality, which
we write together as a 32 component Majorana spinor, type IIB supergravity has two
Majorana–Weyl spinors of the same chirality, which we write together as a complex
Weyl spinor. Comparing with the expressions in [7, 22], we see a direct correspondence
between IIA Killing spinors and IIB Killing spinors: You multiply the odd chirality part
by i and add or remove 𝘦5 as the case may be. The IIB Killing spinors are
𝜀 = (𝑓 + i 𝑔) (𝟙 + 𝘦1234) , (7.1)
𝜀 = (𝑓 − 𝑔2 + i 𝑔1) 𝟙 + (𝑓 + 𝑔2 + i 𝑔1) 𝘦1234 , (7.2)
𝜀 = 𝑓 (𝟙 + 𝘦1234) − i 𝑔 (𝘦15 + 𝘦2345) , (7.3)
corresponding to (4.1), (4.2) and (4.3), respectively.
The gauge group of type IIB theory, Spin(9, 1) × U(1), is almost the same as the
Spin(9, 1) gauge group of type IIA theory, but, importantly, its action on the spinors,
and in particular on the functions appearing in the spinors, is noticeably diﬀerent. Taking
the G2 invariant spinor for example, in type IIA theory 𝑓 = 𝑔 is a special case, whereas
in type IIB theory 𝑓 = 𝑔 is a gauge choice. The type IIA special case is associated with
the vanishing of a spinor bilinear, which is a covariant statement. In type IIB no obvious
G2 special case can be found.
Though this makes a one-to-one correspondence between the classes of solutions we
found in type IIA supergravity and the IIB solutions presented in [7] and [22] rather
unlikely, we still ﬁnd a Spin(7) special case with just two non-vanishing bilinears: 𝜅 and
𝜅∧𝜙, where 𝜅 = 𝑓2 (𝑒0 − 𝑒5) yields the Killing vector (in both IIA and IIB theory). We
also ﬁnd an analogous SU(4) special case, which is the pure spinor case treated in [7].
It is interesting to note that the spinors (7.1), (7.2) and (7.3) are precisely the spinors
you get from a naive application of T-duality. [23] gives the formula
̂𝜀IIB = ̂𝜀
2 − i ̂𝛤 9 ̂𝜀1 (7.4)
for going between a supersymmetry parameter in IIA to one in IIB, and it is an empirical
fact that it maps the IIA spinors (4.1), (4.2), (4.3) to the IIB spinors (7.1), (7.2), and
(7.3), respectively, if you take ̂𝛤 9 = 𝛤 0, even though it is far from clear that (7.4) is
actually applicable here. T-duality is based on a compactiﬁcation of a Killing direction
on a circle. You can get the same nine-dimensional system from compactifying either a
IIA solution or a IIB solution, which allows us to relate the IIA and IIB solutions. This is
normally done by compactifying a spacelike direction, which was done in the 9 direction
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to derive (7.4), but to relate our cases we would need to do T-duality along lightlike and
timelike directions. The IIA SU(4) case has a timelike Killing vector, and the IIA G2
case has a lightlike Killing vector — but in the IIB SU(4) and G2 cases it is the other way
around. This introduces some complications (and lightlike directions introduce division
by zero in the Buscher rules given in [24]). Another complication is the fact that the
Buscher rules involve the potentials of the ﬁelds, while we are only working with the
ﬁeld strengths. We know little about the potentials of the ﬁelds. We are working with
whole classes of solutions, rather than any one explicitly known solution, and T-duality
from the known IIB results of [7, 22] would not be a workable alternative to solving the
IIA case on its own.
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8.1 The need for a Computer Algebra System
We are solving the Killing spinor equations, 𝒟u�𝜀 = 0 and 𝒜𝜀 = 0 for various 𝜀. Take a
moment to consider the result, as expressed in appendices D and E of Paper I, appendices
C and D of Paper II, and appendix D of Paper III. If you have the time, grab pen and
paper and just copy down the system of equations, just to get a feeling for it.
This is just the result, mind you. We had to do all the work to get there ﬁrst. In
fact, both Ulf Gran and I have independently veriﬁed these equations, to ensure they are
complete and correct. We had to insert the expressions for 𝒟u�, 𝒜 and 𝜀, do the Cliﬀord
algebra, split the equations into a linear system sorted by irreducible representations of
SU(4) or SU(3) ⊂ G2, and then, in the Spin(7) and G2 cases, assemble the equations
in Spin(7) ⊃ SU(4) and G2 ⊃ SU(3) representations, respectively. Then comes simpliﬁ-
cation, analysis and interpretation (helped by George Papadopoulos). Doing all this by
hand would have been a gargantuan project, bordering on madness.
Thus the need for a computer algebra system (CAS). A CAS can handle enormous
systems of equations, and can perform elementary operations at tremendous speeds. It
doesn’t make typos. It doesn’t make sign errors — unless you accidentally tell it to.
Therein lies the main source of errors when using a CAS: the introduction of bugs,
owing to the need to explain to the computer any non-elementary operations to be
performed. A fair amount of programming is involved, and bugs can be introduced both
from logical errors or misunderstandings of CAS features on our part, and indeed from
bugs in the CAS itself. It was to mitigate these problems that it was decided that Ulf
and I would work independently, sharing no code, not even using the same computer
algebra system. Ulf chose to work in Mathematica, a popular proprietary CAS, for which
he had previously written code suited to our purposes (such as the GAMMA package
[25]), while I chose to work in Maxima (formerly Macsyma), the popular open source
CAS. (No discussion of computer algebra systems would be complete without mentioning
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Macsyma [26]. Stephen Wolfram was a heavy user of Macsyma [27], before he went on
to create Mathematica. Maple was created as a replacement for Macsyma capable of
running on cheaper hardware [28]. Maxima is a direct continuation of the 1982 version
of Macsyma, though Macsyma development continued independently from Maxima for
some years after that.)
Maxima provides a great environment for manipulating symbolic expressions — but
isn’t always good at it. Consider, for example, using Maxima 5.37.3:
(%i1) declare(𝑛, integer);
(%o1) done
(%i2) ∫u�0 sin (𝑥) sin (𝑛 𝑥) 𝑑𝑥;
(%o2) 0
(%i3) 𝑛: 1;
(%o3) 1
(%i4) ∫u�0 sin (𝑥) sin (𝑛 𝑥) 𝑑𝑥;
(%o4) u�
2
Here, Maxima silently ignores a special case when integrating sin (𝑥) sin (𝑛 𝑥), for
integer 𝑛: the case where 𝑛 = 1 (see also [29]). The problems aren’t restricted to
integration either. When realonly is set to true, the solver solve(𝑥2 + 𝑦2 = 0, [
𝑥, 𝑦 ]) returns no solutions, where 𝑥 = 𝑦 = 0 might have been found. Maxima misses
special cases, and sometimes asks the user for more info. A lot of code had to be written
from scratch.
8.2 How Maxima works
Mathematical expressions are quite naturally modelled as expression trees. An expres-
sion is either an atom or a composite expression. An atom can for instance be a number
or a symbol — the smallest possible part of an expression. A composite expression is
an operator acting on a list of arguments, each argument being an expression. Max-
ima stores composite expressions in Lisp lists, with the operator in the car and the
arguments in the cdr; the operator is considered the zeroth part of the expression.1
1Lisp lists are singly-linked lists, consisting of several so called cons cells. Each cons cell holds two
values, or pointers to values, called the car (holding the data to be stored at that position in the
list) and the cdr (pointing to the next cons cell in the list). You can traverse the list by going from
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Maxima is written in Common Lisp, but the Maxima language is distinct from it.
You can write pure Maxima code, or extend Maxima using Common Lisp, or do parts in
Maxima and parts in Lisp. Syntax wise, Lisp is simple and restrictive: always operator
before arguments, always in parenthesis: (+ 1 (* 2 3)) for 1+2×3. Maxima syntax
is very ﬂexible, and I ended up deﬁning several new Unicode operators for programming
purposes.
The fact that Maxima expressions are trees of singly linked lists has some consequences
for programming. For example, such lists can only be traversed in the forward direction.
This means that appending an element to the list requires the traversal of the entire
list, going from cdr to cdr until you arrive at the last cons cell, and adjusting it to
point to the newly created cons cell containing the last element. On the other hand,
inserting an element at the beginning of the list only requires the creation of one cons
cell, with the rest of the list in the cdr. Therefore you should always build the list
starting from the back — if this makes the list come out backwards, it’s cheaper to just
reverse the list afterwards, compared to trying to build it in the desired order from the
beginning. There are other programming considerations too, arising from the choice of
data structure, but most of them don’t really aﬀect the mathematics.
One aspect of programming with lists will however directly impact the mathematical
representation of certain operators: The choice between ﬂat and deeply nested data
structures illustrated by ﬁgure 8.1, where we consider the operator ’+’. Mathematically
speaking, 𝑉 is a group under addition if it has a binary operation + ∶ 𝑉 × 𝑉 → 𝑉
satisfying the group axioms (feel free to think about addition of real numbers, if you
prefer). Implementing this mathematical fact directly however, would mean encoding
𝑎 + 𝑏 + 𝑐 + 𝑑 as a deeply nested list structure (the left expression tree in ﬁgure 8.1,
assuming left associativity). For associative operators, this is unnecesssary. We can
just as well represent 𝑎 + 𝑏 + 𝑐 + 𝑑 as in the right expression tree in ﬁgure 8.1, in a
ﬂat list structure. The ﬂat structure is simpler, and often less complicated to work
with — and it reﬂects the design descisions the Maxima team have made in practice.
Mathematically, this means that we no longer see ’+’ as a binary operator + ∶ 𝑉 2 → 𝑉 ,
but as a 𝑛ary operator + ∶ 𝑉 u� → 𝑉 , for arbitrary 𝑛. (Strictly speaking, this means we
have + ∶ {𝑣 ∈ 𝑉 u�, 𝑛 ∈ N} → 𝑉 .) Taken with no arguments, + maps the empty list to
the identity of addition in 𝑉 (the identity of addition in R is zero). Any binary group
operation uniquely deﬁnes such an 𝑛ary operation, given associativity. This was taken
into account when deﬁning a new wedge product operation for Maxima.
cdr to cdr, so in this sense the cdr “points to the rest of the list.”
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+
𝑎 +
𝑏 +
𝑐 𝑑
+
𝑎 𝑏 𝑐 𝑑
Figure 8.1: Deeply nested expression tree (left) versus ﬂat expression tree (right).
8.3 Tensors for Maxima
There are three tensor packages for Maxima: ctensor, focusing on the components of
tensors, suitable for e.g. calculating the Riemann curvature tensor for a given metric.
That’s not what we want — we want to say things about the irreducible representations
of the tensors, avoiding statements about individual components if we can.
The package for tensor algebra, atensor, and the package for tensor index manipula-
tion, itensor, are closer to what we want, though neither of them is in itself suﬃcient.
In the end, I developed my own tensor package (available on request), with support for
holomorphic and anti-holomorphic indices, 𝐺2 indices and full spacetime indices, with
support for Cliﬀord algebra, contractions of Levi-Civita symbols, and more.
8.4 Importing LATEX equations
We write our papers using LATEX, a document preparation system very well suited to
making high quality PDF documents. Writing LATEX equations is, however, mostly a
manual process, introducing the risk of typos. While the equations in Paper I and Paper
II were manually checked for typos, it is obviously better to automate the checks, which
was done with Paper III.
The problem with importing LATEX expressions into a computer algebra system is that
it is actually impossible. That doesn’t mean that it hasn’t been tried — Mathematica
has such a function, though nowhere near powerful enough for our purposes (failing al-
ready at simple expressions such as \tensor{g}{_a_b} for 𝑔u�u�). Faithfully converting
generic LATEX code to anything that isn’t PDF or similar simply can’t be done — you
can’t even parse it without evaluating it, since the code can change the rules of the
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language itself on the ﬂy. You can’t tell what a LATEX command does without running
it in the context it appears; you can’t even tell if it is a command or not.
That being said, most people don’t use the full capabilities of the language; they use
a subset of the language and some standard packages, without changing the logic or
syntax of the language on the ﬂy. Support for importing such a subset into a CAS is
very possible, if care is taken to avoid ambiguous constructs (is “f (a + b)” function
application or multiplication?). A package for importing LATEX equations into Maxima,
including full support for tensors and features needed for the Paper III equations, has
been written using flex and GNU Bison [30], and is available on request. Typos were
found and corrected.
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This was minimal supersymmetry in IIA supergravity. You can also do maximal super-
symmetry and other fractions of supersymmetry. Maximal supersymmetry, treated in
[31], naturally imposes the most stringent requirements on the geometry; it turns out
all such solutions are locally isomorphic to ﬂat Minkowski space with zero ﬂuxes — and
since the Romans mass parameter is set to zero, there are no massive solutions with
maximal supergravity. Near-maximal supersymmetry can be treated by simply mirror-
ing our approach to treat the orthogonal complement in the space of spinors, as has
been done in type IIA supergravity in [32] and earlier in IIB supergravity in [33]. Near-
maximal supersymmetry means preserving 31 out of 32 possible supersymmetries. Such
states are sometimes called preons, and it was suggested in [34] in an eleven-dimensional
context that these hypothetical states could be the primary constituents from which any
BPS state could be built. As it turns out, any supergravity solution preserving at least
31 supersymmetries is actually maximally supersymmetric, meaning that preons don’t
exist as classical supergravity solutions. The close connection between IIA supergravity
and eleven-dimensional supergravity means that the absence of preons in type IIA super-
gravity in itself severely restricts any possible preons in eleven-dimensional supergravity,
and a deeper analysis using spinorial geometry, as was done in [35], shows that there are
indeed no preons in eleven-dimensional supergravity.
A complete classiﬁcation of supersymmetric geometries should ideally consider all pos-
sible fractions of supersymmetry, which has actually been done for heterotic supergravity
in [36, 37] and type I supergravity in [37]. Treating all fractions of supersymmetry means
postulating a certain number of Killing spinors (corresponding to the fraction of super-
symmetry), and treating them, or their orthogonal complement, using the methods out-
lined here — the most challenging case would naturally be half-maximal supersymmetry,
where we would need to treat the greatest number of Killing spinors.
Do note that the spinorial geometry approach scales linearly with the number of
spinors. The earlier approach would center on the spinor bilinears, which already makes
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the problem quadratic in the number of spinors, and on algebraic relations between the
bilinears, making the problem quartic in the number of spinors (see [1, 2] for 11D).
For all but the smallest number of Killing spinors this threatens to make the problem
intractable.
Given the classiﬁcation of supergravity backgrounds, one could start looking for new
interesting solutions. The special cases we found are much less intractable than the
general case, and should warrant further study.
There are some known IIA results, but they may not be the most general ones. Often
people start from an ansatz (see e.g. [38, 39, 40]), restricting their focus from the start
to speciﬁc classes of solutions (which may be very interesting, with e.g. [40] considering
compactiﬁcations to four-dimensional Minkowski space.) In our approach we make as
few assumptions as we can — minimal supersymmetry — and study the implications
in full generality. By plugging in known solutions into this classiﬁcation, we can see
where it is possible to deform the solution in various ways (for instance by turning on
some new components of the ﬂuxes). It should also be possible to look for new kinds
of supersymmetric black holes, by adding the requirement that there is an horizon in
the spacetime. (Outside a black hole there should be a timelike Killing vector ﬁeld,
which becomes a null Killing vector at the horizon. Some results for IIA are available
in [41, 42]. For similar work in other supergravities, see e.g. [43] (heterotic), [44] (IIB),
[45, 46] (11D).)
There is also another type of spacetime that captures the interest of the modern
physicist: Asymptotically Anti-de Sitter spaces have a special role in the promising
ﬁeld of gauge/gravity duality, which relates a gravity theory to a strongly coupled ﬁeld
theory. To study asymptotically AdS spaces in our framework, one would start with an
appropriate metric ansatz, and simplify the spinors using only transformations that keep
the form of the metric intact, before inserting them into the Killing spinor equations.
This may allow us to make the connection to Condensed Matter Theory, and other
neighbouring areas of physics.
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