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QUANTUM ALGORITHMIC RANDOMNESS
TEJAS BHOJRAJ
Abstract. Quantum Martin-Löf randomness (q-MLR) for infinite qubit se-
quences was introduced by Nies and Scholz. We define a notion of quantum
Solovay randomness which is equivalent to q-MLR. The proof of this goes
through a purely linear algebraic result about approximating density matrices
by subspaces. We then show that random states form a convex set. Martin-Löf
absolute continuity is shown to be a special case of q-MLR. Quantum Schnorr
randomness is introduced. Quantum analogues of the law of large numbers
and the Shannon–McMillan–Breiman theorem are shown to hold for quantum
Schnorr random states.
1. Introduction
1.1. Martin-Löf randomness in classical and quantum settings. Informa-
tion theory has been generalized to the quantum realm [13]. Similarly, the theory
of computation has been extended to the quantum setting; a notable example be-
ing the conception of a quantum Turing machine [2, 12]. It hence seems natural
to extend Kolmogorov complexity theory and algorithmic randomness, areas using
notions from computation and information, to the quantum realm. While classi-
cal Kolmogorov complexity has inspired many competing definitions of quantum
Kolmogorov complexity [3, 12, 19], algorithmic randomness has only recently been
extended to the quantum setting [16].
What does algorithmic randomness study? Consider infinite sequences of ones
and ze roes (called bitstrings in this paper). First consider the bitstring 101010101010 ¨ ¨ ¨ .
It has an easily describable ‘pattern’ to it; namely that the ones and zeroes alter-
nate. Now take a bitstring obtained by tossing a fair coin repeatedly. Intuitively,
it seems that the second bitstring, in contrast to the first, is unlikely to have pat-
terns. A central theme in algorithmic randomness is to quantify our intuition that
the second bitstring is more ‘random’, more ‘structureless’ than the first. While
algorithmic randomness is concerned with the randomness of bitstrings, the present
paper is concerned with randomness of qubitstrings (infinite sequences of qubits);
a line of inquiry initiated by Nies and Scholz [16]. The basic definitions from algo-
rithmic randomness we state below may be found in books by Nies [10] and Downey
and Hirschfeldt [14]. Roughly speaking, a Martin-Löf random bitstring is one which
has no algorithmically describable regularities. Slightly more rigorously, an infinite
bitstring is said to be Martin-Löf random if it is not in any ‘effectively null’ set. In
the context of Martin-Löf randomness, a measurable set A is effectively null if there
is a Turing machine which computes a sequence of open sets, pUnqn such that the
measure of Un is at most 2
´n and A Ď Un for all n. By varying the definition of
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‘effectively null’, we get other notions of randomness like Solovay randomness and
Schnorr randomness. Note that the randomness of a bitstring crucially depends on
the notion of computability. In a broad sense, a bitstring is random if it has no
‘computably describable’ patterns. Consequently, the following notion is pertinent
to us; a function, f on the natural numbers is said to be computable if there is a
Turing machine, ϕ such that on input n, ϕ halts and outputs fpnq.
Definition 1.1. A sequence panqnPN is said to be computable if there is a com-
putable function f , such that fpnq “ an.
The notion of a computable real number will come up when we discuss quantum
Schnorr randomness.
Definition 1.2. A real number r is said to be computable if there is a computable
function f such that for all n, |fpnq ´ r| ă 2´n.
We describe how classical algorithmic randomness generalizes to qubitstrings.
We refer the reader to the book by Nielsen and Chuang [13] for preliminaries on
quantum theory. While it is clear what one means by a infinite sequence of bits, it is
not immediately obvious how one would formalize the notion of an infinite sequence
of qubits. To describe this, many authors have independently come up with the
notion of a state [1, 6, 16]. We will need the one given by Nies and Scholz [16].
A positive semidefinite matrix with trace equal to one is a density matrix and is
commonly used to represent a probabilistic mixture of pure quantum states.
Definition 1.3. A state, ρ “ pρnqnPN is an infinite sequence of density matrices
such that ρn P C2nˆ2n and @n, PTC2pρnq “ ρn´1.
The idea is that ρ represents an infinite sequence of qubits whose first n qubits
are given by ρn. Here, PTC2 denotes the partial trace which ‘traces out’ the last
qubit from C2
n
. The definition requires ρ to be coherent in the sense that for all
n, ρn, when ‘restricted’ via the partial trace to its first n´ 1 qubits, has the same
measurement statistics as the state on n´ 1 qubits given by ρn´1.
Definition 1.4. [16] A special projection is a hermitian projection matrix with
complex algebraic entries.
Since the complex algebraic numbers (roots of polynomials with rational coeffi-
cients) have a computable presentation, we may identify a special projection with a
natural number and hence talk about computable sequences of special projections.
Let I denote the two by two identity matrix.
Definition 1.5. [16] A quantum Σ0
1
set (or q-Σ0
1
set for short) G is a computable
sequence of special projections G “ ppiqiPN such that pi is 2i by 2i and rangeppi b
Iq Ď range ppi`1q for all i P N.
While a 2n by 2n special projection may be thought of as a computable projective
measurement on a system of n qubits, a q-Σ0
1
class corresponds to a computable
sequence of projective measurements on longer and longer systems of qubits. We
motivate the definition of a quantum Σ0
1
set by relating it to the classical Σ0
1
class.
Let 2ω, called Cantor space, denote the collection of infinite bitstrings, let 2n denote
the set of bit strings of length n, 2ăω “ Ťn 2n, and let 2ďω :“ 2ăω Y 2ω. Cantor
space can be topologized by declaring the cylinders to be the basic open sets. If
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pi P 2n for some n, then the cylinder generated by pi, denoted JpiK, is the set of all
sequences extending pi:
JpiK “ tX P 2ω : X æ n “ piu.
If C Ď 2n, let
JCK :“
ď
piPC
JpiK,
be the set of all X P 2ω such that the initial segment of X of length n is in C. One
of the many equivalent ways of defining a Σ0
1
class is as follows.
Definition 1.6. A Σ0
1
class S Ď 2ω is any set of the form,
S “
ď
iPN
JAiK
where
(1) Ai Ď 2i,@i P N
(2) The indices of Ai form a computable sequence. (Being a finite set, each Ai
has a natural number coding it.)
(3) JAiK Ď JAi`1K,@i P N.
Letting JAiK :“ Si, we write S “ pSiqi. A Σ01 class, S is coded (non-uniquely)
by the index of the total computable function generating the sequence pAiqiPN oc-
curring in (2) in the definition of S. Hence, the notion of a computable sequence
of Σ0
1
classes makes sense. One sees that the special projections qi in the defini-
tion of the q-Σ0
1
play the role of the Ais which generate a the Σ
0
1
class, S. The
following notion is a quantum analog of the Lebesgue measure of S which equals
limnp2´n|An|q, where |.| refers to the cardinality. (The uniform measure on 2ω is
the measure induced by letting the measure of JτK be 2´|τ | for each τ P 2ăω. Here,
|τ | :“ n if τ P 2n.)
Definition 1.7. [16] If G “ ppnqnPN is a q-Σ01 class, define τpGq :“ limnp2´n|qn|q
where, |qn| is the rank of qn.
Informally, and somewhat inaccurately, a q-Σ0
1
class, G “ ppnqnPN, may be
thought of as a projective measurement whose expected value, when ‘measured’
on a state ρ “ pρnqnPN is ρpGq :“ limn Trace pρnpnq. In reality, a q-Σ01 class,
G “ ppnqn, is a sequence of projective measurements on larger and larger finite
dimensional complex Hilbert spaces. This sequence can be used to ‘measure’ a
coherent sequence of density matrices (i.e., a state) the expected value of which is
the limit of the Tracepρnpnq (the expected value of measuring the nth ‘level’).
Definition 1.8. A classical Martin-Löf test (MLT) is a computable sequence,
pSmqmPN of Σ01 classes such that the Lebesgue measure of Sm is less than or equal
to 2´m for all m.
Its quantum generalization is:
Definition 1.9. [16] A quantum Martin-Löf test (q-MLT) is a computable se-
quence, pSmqmPN of q-Σ01 classes such that τpSmq is less than or equal to 2´m for
all m.
Definition 1.10. [16] ρ is q-MLR if for any q-MLT pSmqmPN, infmPN ρpSmq “ 0.
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Roughly speaking, a state is q-MLR if it cannot be ‘detected by projective mea-
surements of arbitrarily small rank’.
Definition 1.11. [16] ρ is said to fail the q-MLT pSmqmPN, at order δ, if infmPN ρpSmq ą
δ. ρ is said to pass the q-MLT pSmqmPN at order δ if it does not fail it at δ.
So, ρ is q-MLR if it passes all q-MLTs at all δ ą 0.
Remark 1.12. A few remarks on notation: By ‘bitstring’, we mean a finite or
infinite classical sequence of ones and zeroes. It will be clear from context whether
the specific bitstring under discussion is finite or infinite. 2n will denote the set of
bitstrings of length n. Let Bn denote the standard computational basis for C2
n
.
I.e., Bn :“ t|σ〉 : σ P 2nu. If S Ď 2n, let PS :“
ř
σPS |σ
〉〈
σ|. ‘Tr’ stands for
trace. A sequence of q-Σ0
1
classes will be indexed by the superscript. The subscript
will index the sequence of special projections comprising a q-Σ0
1
. For example,
pSmqmPN is a sequence of q-Σ01 classes and Sm “ pSmn qmPN is a class from the
sequence. So, a sequence of q-Σ0
1
classes can be thought of as a double sequence of
special projections: pSmn qm,nPN. Lebesgue measure is denoted by µ.
1.2. Overview. This paper has two major themes. First, it continues the study
of quantum Martin-Löf randomness initiated by Nies and Scholz [16]. Second,
we define quantum Solovay and quantum Schnorr randomness and prove results
concerning these notions. Along with Martin-Löf randomness, Solovay randomness
and Schnorr randomness are important classical randomness notions. While Solovay
randomness is equivalent to MLR, Schnorr randomness is strictly weaker. In Section
2 we define quantum Solovay and quantum Schnorr randomness, show that quantum
Solovay randomness is equivalent to q-MLR, show the convexity of the randomness
classes in the space of states (answering open questions [15,16]), and obtain results
regarding q-MLR states. The equivalence of quantum Solovay and quantumMartin-
Löf randomness turns out to be a corollary of Theorem 2.9, a linear algebraic
result of independent interest concerning the approximation of density matrices
by subspaces. This result, to the best of our knowledge, is novel and may prove
useful in areas where approximations to density matrices are used; for example,
quantum information and error correction, quantum Kolmogorov complexity [3,12]
and quantum statistical mechanics.
In Section 3, we study states which are coherent sequences of diagonal density
matrices. These states can be thought of as probability measures on Cantor space.
Nies and Stephan [17] defined Martin-Löf absolutely continuity and Solovay ran-
domness for diagonal states. We show that these two notions are the restrictions of
q-MLR and quantum Solovay randomness to the space of diagonal states. We prove
a result (Lemma 3.3) about approximating a subspace of small rank by another one
with a different orthonormal spanning set and of appropriately small rank. This
result, novel as far as we know, may be applied to the important problem of ap-
proximating an entangled subspace (a subspace spanned by entangled pure states)
by one spanned by product tensors [7,8]. We discuss how quantum randomness no-
tions restrict to classical states (i.e., to infinite bitstrings) and note that quantum
Schnorr randomness is strictly weaker that q-MLR, as in the classical case.
Nies and Tomamichel [18] showed that q-MLR states satisfy quantum versions
of the law of large numbers and the Shannon–McMillan–Breiman theorem for i.i.d.
Bernoulli measures. In Sections 4 and 5 we strengthen their results by showing that
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in fact, all quantum Schnorr random states (a set strictly containing the q-MLR
states) satisfy these properties.
2. Notions of Quantum algorithmic randomness
2.1. Solovay and Schnorr randomness. An infinite bitstring X is said to pass
the Martin-Löf test pUnqn ifX R
Ş
n Un and is said to beMartin-Löf random (MLR)
if it passes all Martin-Löf tests. A related randomness notion is Solovay randomness.
A computable sequence of Σ0
1
classes, pSnqn is a Solovay test if
ř
n µpSnq, the
sum of the Lebesgue measures is finite. An infinite bitstring X passes pSnqn if
X P Sn for infinitely many n. It is a remarkable fact that X is MLR if and
only if it passes all Solovay tests. Is this also true in the quantum realm? Nies
and Scholz asked [15] if there is a notion of a quantum Solovay test and if so, is
quantum Martin-Löf randomness equivalent to passing all quantum Solovay tests.
We answer this question in the affirmative by defining a quantum Solovay test and
quantum Solovay randomness as follows. Roughly speaking, we obtain a notion
of a quantum Solovay test by replacing ‘Σ0
1
class’ and ‘Lebesgue measure’ in the
definition of classical Solovay tests with ‘quantum-Σ0
1
set’ and τ (Definition 1.7)
respectively. We show below that quantum Solovay Randomness is equivalent to
q-MLR.
Definition 2.1. A uniformly computable sequence of quantum-Σ0
1
sets, pSkqkPω is
a quantum-Solovay test if
ř
kPω τpSkq ă 8.
Definition 2.2. For 0 ă δ ă 1, a state ρ fails the Solovay test pSkqkPω at level δ if
there are infinitely many k such that ρpSkq ą δ.
Definition 2.3. A state ρ passes the Solovay test pSkqkPω if for all δ ą 0, ρ does
not fail pSkqkPω at level δ. I.e, limkρpSkq “ 0.
Definition 2.4. A state ρ is quantum Solovay random if it passes all quantum
Solovay tests.
An interval Solovay test [10] is a Solovay test, pSnqn such that each Sn is gen-
erated by a finite collection of strings. By 7.2.22 in the book by Downey and
Hirschfeldt [14], a Schnorr test may be defined as:
Definition 2.5. A Schnorr test is an interval Solovay test, pSmqm such thatř
m µpSmq is a computable real number.
A bitstring passes a Schnorr test if it does not fail it (using the same notion of
failing as in the Solovay test). We mimic this notion in the quantum setting.
Definition 2.6. A quantum Schnorr test is a strong Solovay test, pSmqm such thatř
m τpSmq is a computable real number. A state is quantum Schnorr random if it
passes all Schnorr tests.
The following two definitions are due to Nies (personal communication). The
first is a quantum analogue of an interval Solovay test.
Definition 2.7. A strong Solovay test is a computable sequence of special projec-
tions pSmqm such that
ř
m τpSmq ă 8. A state ρ fails pSmqm at ε if for infinitely
many m, ρpSmq ą ε.
Definition 2.8. A state ρ is weak Solovay random if it passes all strong quantum
Solovay tests.
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2.2. A general result about density matrices. We prove a purely linear alge-
braic theorem about approximating density matrices by subspaces and then use it
to show the equivalence of quantum Solovay and quantum Martin-Löf randomness
in the next subsection.
In words, the theorem says the following. Let F be a set of subspaces of ‘small’
(at most d) total dimension and let Q be the set of density matrices ‘δ close’ to
at least m many subspaces from F . Then, there is a subspace of small (at most
6d{δm) dimension ‘δ2{72 close’ to every density matrix in Q .
Theorem 2.9. Let m, d, n P N and δ P p0, 1q be arbitrary. Let F “ pTkqk be a set
of subspaces of Cn with
ř
k dimpTkq ď d, and let Mk be the orthonormal projection
onto Tk. Let
Q “ tρ : ρ is a density matrix on Cnwith TrpρMkq ą δ for at least m many ku ,
be non-empty. Then, there is a orthonormal projection matrix M such that
TrpMq ď 6d
δm
and TrpMρq ě δ
2
36
for every ρ P Q.
Proof. Let
L “
#
ψ P Cn : ||ψ|| “ 1,
ÿ
k
Trp|ψ〉〈ψ|Mkq ą mδ
6
+
,
and let D be a maximal orthonormal subset of L and let M be the orthonormal
projection matrix onto the span of D.
Lemma 2.10. TrpMq ď 6d
δm
.
Proof. We prove this using that D is a orthonormal subset of L, that TrpMq “ |D|
and that d bounds the sum of the dimensions.
d ě
ÿ
k
TrpMkq ě
ÿ
k
ÿ
ψPD
Trp|ψ〉〈ψ|Mkq “
ÿ
ψPD
ÿ
k
Trp|ψ〉〈ψ|Mkq
ą |D|mδ
6
“ TrpMqmδ
6
. 
Take any ρ P Q. We can write it as
ρ “
ÿ
iďn
αi|ψi
〉〈
ψi|
for αi non-negative real numbers with
ř
iďn αi “ 1 and for each i, |ψi
〉 P Cn and
||ψi|| “ 1. For any i ď n we can decompose ψ “ ψi as
ψ “ coψo ` cpψp (2.1)
where ψo P rangepMq and ψp P rangepMqK are unit vectors and co, cp P C satisfy
|c0|2 ` |cp|2 “ 1. We now show that δ
2
36
ď TrpρMq = řiďn αi|cio|2. Let k be
arbitrary and let Mk “ S. A routine computation gives,
TrpS|ψ〉〈ψ|q (2.2)
ď |co|2
〈
Sψo|Sψo
〉` |cp|2
〈
Sψp|Sψp
〉` 2|co||cp||
〈
Sψp|Sψo
〉|. (2.3)
By the Cauchy-Schwarz inequality:
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|〈Sψp|Sψo
〉| ď ||Sψo||||Sψp||
ď pmaxt||Sψo||, ||Sψp||uq2
ď ||Sψo||2 ` ||Sψp||2.
Putting this in 2.2, we have:
TrpS|ψ〉〈ψ|q (2.4)
ď |co|2
〈
Sψo|Sψo
〉` |cp|2
〈
Sψp|Sψp
〉` 2|co||cp|p||Sψo||2 ` ||Sψp||2q (2.5)
ď |co|
〈
Sψo|Sψo
〉` |cp|
〈
Sψp|Sψp
〉` 2|co|||Sψo||2 ` 2|cp|||Sψp||2 (2.6)
“ 3p|co|
〈
Sψo|Sψo
〉` |cp|
〈
Sψp|Sψp
〉q. (2.7)
As ρ P Q, pick H such that |H | “ m and TrpρMkq ą δ for each k in H . Using
the above,
mδ ă
ÿ
kPH
TrpρMkq
“
ÿ
iďn
αi
ÿ
kPH
Trp|ψi〉〈ψi|Mkq
ď
ÿ
iďn
αi
ÿ
kPH
3p|cio|
〈
Mkψ
i
o|Mkψio
〉` |cip|
〈
Mkψ
i
p|Mkψip
〉q.
So,
mδ
3
ď
ÿ
iďn
αi
ÿ
kPH
p|cio|
〈
Mkψ
i
o|Mkψio
〉` |cip|
〈
Mkψ
i
p|Mkψip
〉q (2.8)
“
ÿ
iďn
αi|cio|
ÿ
kPH
〈
Mkψ
i
o|Mkψio
〉`
ÿ
iďn
αi|cip|
ÿ
kPH
〈
Mkψ
i
p|Mkψip
〉
. (2.9)
Recall that our goal was to bound
ř
iďn αi|cio|2 from below by δ2{36. In what
follows, we achieve this by observing that the maximality of D implies that ψip R L.
Fix an arbitrary i and recall that ψip P rangepMqK. Hence, ψip is perpendicular
to each element of D. If, ψip P L, then tψipuYD is a orthonormal subset of L strictly
containing D, contradicting the maximality of D. So, for each i it must be that
ψip R L. But ||ψip|| “ 1. This implies that for each i,
ÿ
k
Trp|ψip
〉〈
ψip|Mkq ď
mδ
6
. (2.10)
As
ř
iďn αi “ 1 and |cip| ď 1, the second term in 2.9 can be bounded from above:ÿ
iďn
αi|cip|
ÿ
kPH
〈
Mkψ
i
p|Mkψip
〉 ď mδ
6
. (2.11)
Also note that ÿ
kPH
〈
Mkψ
i
o|Mkψio
〉 ď m. (2.12)
2.9, 2.11 and 2.12 imply that
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δ
6
ď
ÿ
iďn
αi|cio|.
By Jensen’s inequality,
δ2
36
ď ` ÿ
iďn
αi|cio|
˘2 ď ÿ
iďn
αi|cio|2. (2.13)
Finally,
TrpρnMq “
ÿ
iďn
αiTrp|ψi
〉〈
ψi|Mq
“
ÿ
iďn
αiTrp|Mψi
〉〈
Mψi|q
“
ÿ
iďn
αiTrp|cioψio
〉〈
cioψ
i
o|q
“
ÿ
iďn
αi|cio|2 ě
δ2
36
. 
2.3. Quantum Solovay randomness is equivalent to quantum Martin-Löf
randomness.
Theorem 2.11. A state is quantum Solovay random if and only if it is quantum
Martin-Löf random.
Proof. It suffices to show that if a state ρ is not quantum Solovay random then
it is not quantum Martin-Löf random. To this end, let ρ “ pρnqnPω be a state
which fails a quantum Solovay test, pSkqkPω at level δ. We show that ρ is not
quantum Martin-Löf random by building a quantum Martin-Löf test, pGmqmPω,
with Gm “ pGmn qnPω, which ρ fails at level δ2{72. We will use an effective version
of Theorem 2.9 . Without loss of generality, assume that Skn “ H for k ą n and letř
k τpSkq ă 1. We use the notation:
Amt “
#
ψ P C2talg : ||ψ|| “ 1,
ÿ
kďt
Trp|ψ〉〈ψ|Skt q ą
2mδ
6
+
,
for t,m P ω. This is analogous to L in 2.9 with the replacements, m ÞÑ 2m, n ÞÑ 2t
and d ÞÑ 2n and where we restrict attention to algebraic vectors. We use A instead
of L to emphasize that we only consider complex algebraic objects in A, a ‘com-
putable’ version of L
Construction of Gm: We build Gm inductively as follows. Given Cmn´1 Ď C2
n´1
alg ,
a maximal (under set inclusion) orthonormal subset of Amn´1, let
Dmn “
!
|ψ〉b |i〉 P C2nalg : i P t1, 0u, ψ P Cmn´1
)
.
Note that Dmn Ď Amn since Cmn´1 Ď Amn´1. Define Cmn to be S where S is a maximal
orthonormal set such that S Ď Amn and Dmn Ď S. Let Gmn be the projection:
Gmn “
ÿ
ψPCmn
|ψ〉〈ψ|.
End of construction.
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Lemma 2.12. pGmqmPω is a quantum Martin-Löf test.
Proof. Fix m. Clearly, pCmn qnPω is a uniformly computable sequence. By construc-
tion, rangepGmn´1 b I2q Ď rangepGmn q. So, Gm “ pGmn qnPω is a quantum-Σ01 set
for each m. The sequence pGmqmPω is uniformly computable in m by construc-
tion. Since, 1 ě řk τpSkq, we have that 2n ě řk TrpSknq for all n. Now make
the replacements m ÞÑ 2m, n ÞÑ 2n and d ÞÑ 2n in the proof of 2.10 to see that
TrpGmn q ď p6{δq2n´m for all m,n. So τpGmq ď p6{δq2´m for all m. 
Lemma 2.13. ρ fails pGmqm at level δ
2
72
.
Proof. We must show that infmPωρpGmq ą δ
2
72
. It suffices to show that for allm P ω,
there is an n such that TrpρnGmn q ą
δ2
72
. To this end, let m be arbitrary and fix
a n big enough so that there exist 2m many ks such that TrpρnSknq ą δ. So, let
|H | “ 2m and TrpρnSknq ą δ for each k in H . The projection Gmn will play the role
of M in the proof of Theorem 2.9. Write ρn as
ρn “
ÿ
iď2n
αi|ψi
〉〈
ψi|
for αi non-negative real numbers with
ř
iď2n αi “ 1 and for each i, |ψi
〉 P C2n and
||ψi|| “ 1. First, consider the case where |ψi〉 P C2nalg for all i. For any i ď 2n we
can decompose ψ “ ψi as,
ψ “ coψo ` cpψp
as in the proof of Theorem 2.9, which we mimic now. By equation 2.9,
2mδ
3
ď
ÿ
iď2n
αi|cio|
ÿ
kPH
〈
Sknψ
i
o|Sknψio
〉`
ÿ
iď2n
αi|cip|
ÿ
kPH
〈
Sknψ
i
p|Sknψip
〉
(2.14)
Fix an arbitrary i and recall that ψip P rangepGmn qKXC2
n
alg. Hence, ψ
i
p is perpen-
dicular to each element of Cmn . If ψ
i
p P Amn , then tψipuYCmn is a orthonormal subset
of Amn strictly containing C
m
n , contradicting the maximality of C
m
n . So, for each i
it must be that ψip R Amn . But, ψip P C2
n
alg and ||ψip|| “ 1. This implies that for each i,
ÿ
kďn
Trp|ψip
〉〈
ψip|Sknq ď
2mδ
6
.
We are now in the situation of equation 2.10. As the argument following it does not
need complex algebraic vectors and by recalling that M is replaced by Gmn , we see
that TrpρnGmn q ě δ2{36 ą δ2{72. Now, suppose that not all |ψi
〉
are algebraic. By
the density of C2
n
alg in C
2
n
we can approximate ρn by a sequence ppikqkPN of density
matrices each satisfying the conditions of the previous case. So, TrppikGmn q ě δ2{36.
By continuity, TrpρnGmn q ě δ2{36 ą δ2{72. 
The theorem is proved. 
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2.4. Convexity. We show that all classes of random states are convex. The first
result in this section is a corollary of the main theorem from the previous section.
Corollary 2.14. A convex combination of q-Martin-Löf random states is q-Martin-
Löf random. Formally, if pρiqiăkăω are q-ML random states and
ř
iăkăω αi “ 1,
then ρ “ řiăk αiρi is q-ML random.
Proof. Suppose for a contradiction that there is a q-Martin-Löf test pGmqmPω and
a δ ą 0 such that @m P ω, ρpGmq ą δ. So, @m P ω, Dn such that TrpρnGmn q ą δ
where ρn “
ř
iăk αiρ
i
n. So, @m P ω, Dn such that
δ ă Tr
ˆÿ
iăk
αiρ
i
nG
m
n
˙
“
ÿ
iăk
αiTrpρinGmn q.
By convexity of the sum, there is an i such that TrpGmn ρinq ą δ. In summary,
@m, there is an i and an n such that TrpρinGmn q ą δ.
Since there are only finitely many is, by the pigeonhole principle, there is an i such
that D8m with Tr pρinGmn q ą δ, for some n. So, D8m with ρipGmq ą δ. So, ρi fails
the q-Solovay test pGmqmPω and hence is not q-Martin-Löf random by our previous
result. This is a contradiction. 
Theorem 2.15. A convex combination of quantum Schnorr random states is quan-
tum Schnorr random. Formally, if pρiqiăkăω are quantum Schnorr random states
and
ř
iăkăω αi “ 1, then ρ “
ř
iăk αiρ
i is quantum Schnorr random.
Proof. Suppose for a contradiction that there is a quantum Schnorr test pGmqmPω
and a δ ą 0 such that D8m P ω, ρpGmq ą δ. Letting Gm be nm by nm, D8m, such
that
δ ă TrpρnmGmnmq “ Trp
ÿ
iăk
αiρ
i
nm
Gmnmq “
ÿ
iăk
αiTrpρinmGmnmq.
By convexity of the sum, there is an i such that TrpGmnmρinmq ą δ. In summary,
D8m, there is an i such that TrpρinmGmnmq ą δ.
Since there are only finitely many i s, by the pigeonhole principle, there is an i
such that D8m with Tr pρinmGmnmq ą δ. So, D8m with ρipGmq ą δ. So, ρi fails the
q-Schnorr test pGmqmPω and hence is not q-Schnorr. This is a contradiction. 
Noting that the above proof needed only the Solovay type of failing criterion, we
get:
Theorem 2.16. A convex combination of weak Solovay random states is q-weak
Solovay random. Formally, if pρiqiăkăω are weak Solovay random states and
ř
iăkăω αi “
1, then ρ “ řiăk αiρi is weak Solovay random.
The proof is almost identical to the previous one.
2.5. Nesting property of quantum Martin-Löf tests. It is interesting to see
which classical results carry over to the quantum realm. For example, the existence
of a universal MLT, pUnqn such that a bitstring is MLR if and only if it passes this
pUnqn does carry over [16]. The ‘nesting property’ of the classical Martin-Löf test
says that we can, without loss of generality assume the universal test pUnqn to be
nested; i.e., to satisfy Un`1 Ě Un for all n. We extend this property to the quantum
setting:
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Theorem 2.17. There is a q-MLT, pQmqmPN with the properties (1) If a state ρ
fails the universal q-Martin-Löf test pGmqmPN at δ ą 0, then, it also fails pQmqmPN
at δ ą 0 (2) If Qm “ pQmn qnPN for all m, then for all m and n, rangepQm`1n q Ď
range pQmn q. In particular, Qm`1 ď Qm for all m.
Proof. Informally speaking, we want to let Qm be
ř
iąmG
i. Precisely, we build
Qm level by level. For any natural numbers i ď n, let
Gin “
2
n´iÿ
j“1
|vi,nj
〉〈
v
i,n
j |.
Let
Smn :“ span
nď
i“m
tvi,nj : 1 ď j ď 2n´iu,
and let Qmn be the special projection onto S
m
n . Let Q
m “ pQmn qn. Fix an m. We
see that Qmn ď Qmn`1, since Gin ď Gin`1 holds for all i, n. So, Qm is a q-Σ01 class.
The dimension of Smn is at most
řn
i“m TracepGinq ď
řn
i“m 2
n´i ă 2n´m`1. So,
pQmq8m“2 is a q-MLT. Let m and n be arbitrary and n ě m` 1. Then, clearly, by
definition of Smn , we see that rangepQm`1n q Ď range pQmn q. So, the nesting property
holds. Let ρ “ pρnqn be a state. By the nesting, and by properties of projection
operators, we have that for a fixed m and all n,
TrpρnQm`1n q ď TrpρnQmn q ď ρpQmq.
So, ρpQm`1q “ supnTrpρnQm`1n q ď ρpQmq for all m. (1) clearly holds. 
3. Randomness for diagonal states
A state ρ “ pρnqn is defined to be diagonal if ρn is diagonal for all n. So, each ρn
in a diagonal state represents a mixture of separable states. A diagonal ρ “ pρnqn
can be thought of as a measure on Cantor space, denoted by µρ: if σ P 2n, we define
µρpJσKq :“
〈
σ|ρn|σ
〉
. We will write µρpσq instead of µρpJσKq. µρ is easily seen to
be a measure by noting that the partial trace over the last qubit of ρn`1 equals ρn
for all n. Recalling the notation in Remark 1.12 and as S is prefix free, we have,
µρpJSKq “
ÿ
σPS
µρpσq “
ÿ
σPS
〈
σ|ρn|σ
〉 “ TrpρnPSq.
This will be used frequently. Nies and Stephan have recently defined a notion of
randomness for measures on Cantor space called Martin-Löf absolute continuity
[17].
Definition 3.1. A measure pi on Cantor space is called Martin-Löf absolutely
continuous if infm pipGmq “ 0 for each classical MLT pGmqmPN.
This notion turns out to be equivalent to quantum Martin-Löf randomness in
the sense that for a diagonal ρ, ρ is q-MLR if and only if µρ is Martin-Löf absolutely
continuous. It is easy to see that if a diagonal ρ is q-MLR, then µρ is Martin-Löf
absolutely continuous. We now show the other direction.
Theorem 3.2. Let ρ be diagonal. If it fails a q-MLT pGmqmPN at order δ, then
there is a classical MLT, pCmqmPN such that infm µρpCmq ą δ{2.
Proof. We isolate here a simple but useful property.
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Lemma 3.3. Let n be a natural number, E “ peiq2ni“1 be any orthonormal basis for
C2
n
and F be any hermitian, orthonormal projection matrix acting on C2
n
. For
any δ ą 0, let
SδE,F :“
 
ei P E :
〈
ei|F |ei
〉 ą δ( .
Then, |SδE,F | ă δ´1TrpF q.
Proof. Note that since F is a hermitian orthonormal projection,
〈
ei|F |ei
〉 “ 〈Fei|Fei
〉 “
|Fei|2 ě 0. So,
δ|SδE,F | ă
ÿ
eiPSδE,F
〈
ei|F |ei
〉 ď
ÿ
iď2n
〈
ei|F |ei
〉 “ TrpF q.

We now prove Theorem 3.2. The intuition is as follows: given a special projec-
tion, we take the set of bitstrings (thought of as qubitstrings) ‘close’ to it. If the
special projection ‘captures’ δ much mass of ρ, then the projection onto the span of
these qubitstrings must capture atleast δ{2 much mass of ρ. σ will always denote a
finite length classical bit string and |σ〉, the corresponding element of the standard
computational basis. We may assume that δ is rational. Fix m. We describe the
construction of Cm “ pCmn qnPN (See 1.6). Let
Tmn :“
"
σ P 2n : 〈σ|Gmn |σ
〉 ą δ
4
*
.
These are those standard basis vectors ‘close’ to Gmn . Let
Cmn “
ď
σPTmn
JσK.
Lemma 3.4. Cm is a Σ0
1
class for any m.
Proof. It is easy to see that for all σ P Tmn and i P t0, 1u,
〈
σi|Gmn`1|σi
〉 ě 〈σ|Gmn |σ
〉 ą δ
4
.
So, tσi : σ P Tmn , i P t0, 1uu Ď Tmn`1. Also note that Tmn is uniformly computable in
n since Gmn is. 
Lemma 3.5. pCmqmPN is a MLT.
Proof. Fix m. Letting E “ Bn and F “ Gmn in Lemma 3.3 and by definition of
q-MLT,
|Tmn | ă
4
δ
2
nτpGmq ď 4
δ
2
n´m.
So, µpCmq ă 2´m 4
δ
. Cm is computable in m since Gm is. 
Now we show that infm µρpCmq ą δ{2. Fix a m and a n (depending on m) such
that TrpρnGmn q ą δ. Let ρn “
ř
σP2n ασ|σ
〉〈
σ|. Then,
δ ă TrpρnGmn q “
ÿ
σP2n
ασ
〈
σ|Gmn |σ
〉 “
ÿ
σPTmn
ασ
〈
σ|Gmn |σ
〉`
ÿ
σP2n{Tmn
ασ
〈
σ|Gmn |σ
〉
ď
ÿ
σPTmn
ασ `
ÿ
σP2n{Tmn
ασ
δ
4
ď
ÿ
σPTmn
ασ ` δ
4
“ TrpρnPCmn q `
δ
4
“ µρpCmn q `
δ
4
.
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The last equality follows as Tmn is prefix free. So, µρpCmq ě µρpCmn q ě 3δ{4. 
Nies and Scholz showed that a measure, µ is Martin-Löf absolutely continuous
if and only if for any Solovay test pSkqk, limk µpSkq “ 0 [17]. Adapting the proof
of Theorem 2.11 yields another proof of this.
Theorem 3.6. Let ρ be diagonal. If for some Solovay test pSkqk and δ ą 0 we have
D8k, µρpSkq ą δ, then there is a Martin-Löf test pJmqm such that infm µρpJmq ą
δ{2.
The theorem will follow from the two lemmas below. Write Sk “ pSknqn as in
Definition 1.6. Without loss of generality, let Skn “ H for k ą n. Let
Cmt “
#
σ P 2t :
ÿ
kďt
|〈σ|Skt |σ
〉| ą 2m´1δ
+
,
and let Gmt :“ PCmt (See Remark 1.12). Let Gm “ pGmn qn. It is easy to see that
Gm is a q-Σ0
1
set for each m. Let Jmn :“ JCmn K and Jm “ pJmn qn. One can check
that that pJmqm is a MLT if and only if pGmqm is quantum Martin-Löf test. So,
pJmqm is a MLT since:
Lemma 3.7. pGmqm is quantum Martin-Löf test.
Proof. Identical to the proof of 2.10. 
Lemma 3.8. We have that infm µρpJmq ą δ{2.
Proof. Let m be arbitrary. By assumption, there are infinitely many ks such that
µρpSkq ą δ. For each of these, there is an n such that µρpSknq ą δ. So, fix a n so
that there are 2m many ks such that µρpSknq ą δ. Since ρn is diagonal, let
ρn “
ÿ
σP2n
ασ|σ
〉〈
σ|.
By the choice of n, pick M Ď t1, 2 ¨ ¨ ¨ , nu such that |M | “ 2m and µρpSknq ą δ
for each k in M . Note that µρpSknq “ TrpρnPSknq, since Skn is prefix free. We write
TrpρnPSknq “ TrpρnSknq to avoid clutter. So,
2
mδ ă
ÿ
kPM
µρpSknq “
ÿ
kPM
TrpρnSknq “
ÿ
σP2n
ασ
ÿ
kPM
Trp|σ〉〈σ|Sknq
“
ÿ
σPCmn
ασ
ÿ
kPM
〈
σ|Sknσ
〉`
ÿ
σRCmn
ασ
ÿ
kPM
〈
σ|Sknσ
〉
ď
ÿ
σPCmn
ασ
ÿ
kPM
〈
σ|Sknσ
〉` 2m´1δ
ď 2m
ÿ
σPCmn
ασ ` 2m´1δ.
The second last inequality follows from the definition of Gmn and convexity; the last
from the choice of M . Finally, we get that,
δ{2 ă
ÿ
σPCmn
ασ “ µρpJCmn Kq ď µρpJmq.

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Next, we discuss a subset of the diagonal states; the Dirac delta measures on
Cantor space.
3.1. Quantum randomness on Cantor Space. A classical bitstring can be
thought of as a diagonal state: If X is a real in Cantor space, the state ρX “ pρnqn
given by ρn “ |X æ n
〉〈
X æ n| is the quantum analog of X . Do the quantum
randomness notions agree with classical notions when restricted to Cantor space?
By Theorem 3.2, we see that ρX is q-MLR if and only if X is MLR. Further, ρX is
q-MLR if and only if ρX is weak Solovay random [4]. Also, X is MLR if and only if
it passes all interval Solovay tests (the classical analog of strong Solovay tests). So,
we see that q-MLR and weak Solovay randomness agree with the classical versions
on Cantor space. What about quantum Schnorr randomness?
Lemma 3.9. ρX is quantum Schnorr random if and only if X is Schnorr random.
Proof. Let pQrqr be a quantum Schnorr test which ρX fails at some rational δ. Let
Qr be nr by nr. Using notation of Lemma 3.3, let T
r :“ SδE,Qr where E is the set
of length nr standard basis vectors. We think of T
r as a set of classical bitstrings.
By Lemma 3.3, τpT rq ď δ´1τpQrq. So, řr 2´nr |T r| “ řr τpT rq ď δ´1řr τpQrq is
computable because
ř
r τpQrq is. So, pT rqr is a finite total Solovay test. Let m be
one of the infinitely many r such that δ ăTrpρXpQrqq. Then, by definition, X æ nr
is in T r. So, X fails pTrqr and hence is not Schnorr random (by 7.2.21 and 7.2.22
in the book by Downey and Hirschfeldt [10]). The other direction is trivial. 
3.2. Relating the randomness notions. We have seen that
Solovay R “ q-MLR Ď weak Solovay R Ă quantum Schnorr R.
The equality follows by Theorem 2.11. The second inclusion is strict as there is a
bitstring which is Schnorr random but which fails some interval Solovay test [10]
and since by Theorem 3.9, this bitstring must be quantum Schnorr random. It is
open whether the first inclusion is strict.
4. A law of large numbers for quantum Schnorr randoms
The law of large numbers (LLN), specialized to Cantor space says that the limit-
ing proportion of ones is equal to 0.5 for almost every bitstring. Random bitstrings
satisfy the LLN. In fact, satisfying the LLN is the weakest form of randomness [10].
This is quite intuitive; one would not call a bitstring ‘random’ if it has more ones
than zeroes in the limit. Analogously, we expect even our weakest notion of quan-
tum randomness (quantum Schnorr randomness) to satisfy a quantum analogue of
the LLN. This suggests that the quantum randomness notions are ‘natural’ and mir-
ror the classical situation. In this section, σ will always denote a classical bitstring
thought of as a qubit string.
Definition 4.1. [18] ρ satisfies the LLN if limnn
´1
ř
iănTrpρnPni q “ 0.5, where
for all i ě 0, n ą 0,
Pni :“
ÿ
σ:|σ|“n,σpiq“1
|σ〉〈σ|.
The intuition is that Pni is the projection observable which measures whether
a given density matrix on n qubits ‘has a one in the ith spot’. TrpρnPni q is the
probability that ρn ‘has a one in the i
th spot’. If the average over i of these
probabilities tends to 0.5 as n goes to infinity, then the state satisfies the LLN.
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Theorem 4.2. Quantum Schnorr random states satisfy the LLN.
Proof. We prove it by contradiction. Suppose ρ is quantum Schnorr random but
does not satisfy the LLN. So, there is a δ such that either D8n, with n´1řiănTrpρnPni q ą
δ` 0.5 or D8n, with n´1řiănTrpρnPni q ă ´δ ` 0.5. Suppose first that the former
holds. A rough outline of this proof is as follows. For each n we take Sn to be
the subspace spanned by the classical strings with the fraction of 1s more than
0.5 ` δ{2. pSnqn is easily seen to be a quantum Schnorr test and it only remains
to show that ρ fails it. This is not obvious as ρ is not necessarily classical, while
pSnqn is composed of classical vectors. To show this, we consider one of the infin-
itely many ns such that n´1
ř
iănTrpρnPni q ą δ ` 0.5. For such an n, we break up
n´1
ř
iănTrpρnPni q into two parts: the first corresponding to the projection of ρn
onto SKn and the other corresponding to the projection onto Sn (see for example in
equation 4.15). The definition of Sn enables us to upper bound the first part (see
4.16). The second part is forced to be big since n´1
ř
iănTrpρnPni q ą δ ` 0.5. So,
ρ fails pSnqn. The details are: Define for all n,
Cn “
#
σ : |σ| “ n, n´1
ÿ
iăn
|〈σ|Pni |σ
〉| ą δ{2` 0.5
+
.
In other words,
Cn “
 
σ : |σ| “ n, n´1|ti ă n : σpiq “ 1| ą δ{2` 0.5( .
Let Sn be the special projection,
Sn :“
ÿ
σPCn
|σ〉〈σ|.
pSnqn is a computable sequence since we may let δ be rational. By the Chernoff
bound, τpSnq “ 2´n|Cn| ď 2expp´0.5nδ2q for all n. So,
ř
n τpSnq is computable
showing that pSnqn is a quantum Schnorr test.
For all n, let
ρn “
ÿ
kă2n
αk|ψkn
〉〈
ψkn|
for αk non-negative real numbers with
ř
kă2n αk “ 1 and for each k, |ψkn
〉 P C2n
and ||ψkn|| “ 1. Fix an n is such that n´1
ř
iănTrpρnPni q ą 0.5 ` δ. We will drop
the n subscript of ψkn as the n is fixed. For any k ă 2n we can decompose ψk as,
ψk “ ckoψko ` ckpψkp (4.1)
where ψko P rangepSnq and ψkp P rangepSnqK are unit vectors and cko , ckp P C sat-
isfy |ck
0
|2 ` |ckp|2 “ 1. We now show that
δ2
36
is a lower bound for TrpρnSnq =ř
kă2n αk|cko |2. Note that
n´1
ÿ
iăn
TrpρnPni q (4.2)
“ n´1
ÿ
iăn
ÿ
kă2n
αk
〈
ψk|Pni |ψk
〉
(4.3)
“
ÿ
kă2n
αk
`
n´1
ÿ
iăn
〈
ψk|Pni |ψk
〉˘
. (4.4)
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For each fixed k and i, by the same argument as in equation (2.2) and using that
|ckp|, |Pni ψkp | ď 1 we have that
〈
ψk|Pni |ψk
〉 ď |cko |2|Pni ψko |2 ` |ckp|2|Pni ψkp |2 ` 2|cko ||Pni ψko |. (4.5)
Using this, we bound the term in parentheses in equation (4.4) for each k. As k is
fixed, replace ψk and ck in equation (4.5) by ψ and c respectively for convenience.
n´1
ÿ
iăn
〈
ψ|Pni |ψ
〉
(4.6)
ď |co|2n´1
ÿ
iăn
|Pni ψo|2 ` |cp|2n´1
ÿ
iăn
|Pni ψp|2 ` 2|co|n´1
ÿ
iăn
|Pni ψo| (4.7)
ď |co| ` n´1
ÿ
iăn
|Pni ψp|2 ` 2|co| (4.8)
“ n´1
ÿ
iăn
|Pni ψp|2 ` 3|co|. (4.9)
We used convexity and |cp|2 ď 1, |co| ď 1, |Pni ψo| ď 1 when obtaining the last
inequality. Let ψ :“ ψp and for a fixed i ă n, let P :“ Pni and consider the
summand, |Pψ|2 in the sum in equation (4.9) (we suppressed the indices merely for
convenience). Since ψ P rangepSnqK “ spanpCcnq, let aσ be complex numbers such
that ÿ
σRCn
a2σ “ 1,
and
ψ “
ÿ
σRCn
aσσ.
Using that P˚ “ P and P “ P 2,
|Pψ|2 “ 〈Pψ|Pψ〉 “ 〈ψ|Pψ〉 (4.10)
“ 〈
ÿ
σRCn
aσσ|
ÿ
τRCn
aτPτ
〉
(4.11)
“
ÿ
σRCn
ÿ
τRCn
a˚σaτ
〈
σ|Pτ〉. (4.12)
Note that Pτ “ τ or Pτ “ 0 and that 〈σ|τ〉 “ δσ“τ . So,
〈
σ|Pτ〉 is zero whenever
σ ‰ τ (Here we used that the orthonormal vectors spanning Ccn are eigenvectors of
P ). So, (4.12) becomes,
|Pψ|2 ď
ÿ
σRCn
a2σ
〈
σ|Pσ〉.
Using this and reinserting the indices, the first term in (4.9) is bounded above by
n´1
ÿ
iăn
ÿ
σRCn
pakσq2
〈
σ|Pni σ
〉
.
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Finally, putting this back in (4.4),ÿ
kă2n
αk
`
n´1
ÿ
iăn
〈
ψk|Pni |ψk
〉˘
(4.13)
ď
ÿ
kă2n
αk
`
n´1
ÿ
iăn
ÿ
σRCn
pakσq2
〈
σ|Pni σ
〉` 3|cko |q (4.14)
ď
ÿ
kă2n
αk
` ÿ
σRCn
pakσq2n´1
ÿ
iăn
〈
σ|Pni σ
〉q `
ÿ
kă2n
αk3|cko | (4.15)
ď ` ÿ
kă2n
αk
ÿ
σRCn
pakσq2pδ{2` 0.5q
˘` 3 ÿ
kă2n
αk|cko | (4.16)
ď pδ{2` 0.5q` ÿ
kă2n
αk
ÿ
σRCn
pakσq2
˘` 3 ÿ
kă2n
αk|cko | (4.17)
ď pδ{2` 0.5q ` 3
ÿ
kă2n
αk|cko |. (4.18)
In getting (4.16) we used the definition of Cn. In the last step we used thatř
σRCn
pakσq2 “ 1 for all k and convexity. In summary, we have shown that for
infinitely many n,
0.5`δ ă n´1
ÿ
iăn
TrpρnPni q “
ÿ
kă2n
αk
`
n´1
ÿ
iăn
〈
ψk|Pni |ψk
〉˘ ď pδ{2`0.5q`3 ÿ
kă2n
αk|cko |.
So, by Jensen’s inequality
δ2{36 ă ` ÿ
kă2n
αk|cko |
˘2 ď ÿ
kă2n
αk|cko |2 “ TrpρnSnq,
for infinitely many n. So, ρ fails a quantum Schnorr test at δ2{36, a contradiciton.
Now if D8n, with n´1řiănTrpρnPni q ă ´δ ` 0.5 then define
Qni “ pPni qK :“
ÿ
σ:|σ|“n,σpiq“0
|σ〉〈σ|.
Note that TrpρnQni q`TrpρnPni q “ 1 for all i, n. So, for infinitely many n, 1 “
n´1přiănTrpρnPni q`řiănTrpρnQni qq ă ´δ`0.5`TrpρnQni qq. I.e., n´1řiănTrpρnQni q ą
δ ` 0.5 for infinitely many n. Now, we can repeat the proof as in case 1 with Q
replacing P and 0s replacing the 1s. 
5. A Shannon–McMillan–Breiman Theorem for quantum Schnorr
randoms
The Shannon–McMillan–Breiman (SMB) theorem for bitstrings roughly says
that for an ergodic measure, µ, on Cantor space the empirical entropy for µ almost
every trajectory (infinite bitstring) equals the entropy of µ. There have also been
effective versions of the SMB. For example, it has been shown that the exception
set for the SMB theorem in the classical setting can be covered by a Martin-Löf
test [11]. In the quantum setting, where we do not have a notion of ‘almost every’,
we may replace ‘µ almost every trajectory’ by ‘every µ Schnorr random state’ as
we do here. A special case of the SMB theorem for infinite sequences of qubits was
first studied by Nies and Tomamichel [18]. To formalize a µ Schnorr random state
in the quantum setting, we need a definition
Definition 5.1. A computable sequence of special projections is a µ quantum
Schnorr test if
ř
kPω µpSkq is computable.
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A state ρ is µ quantum Schnorr random if it passes all µ quantum Schnorr tests.
A similar definition for quantum MLR states was made by Nies and Tomamichel
[18]. Intuitively, a µ quantum Schnorr random state is a ‘trajectory’ in the state
space [16] which is random in the sense of µ.
Theorem 5.2. Let µ “ pµnqn be a state of the form µn “ bn1M for an M of the
form „
p 0
0 1´ p

,
for some computable p P p0, 1q. If ρ is µ quantum Schnorr random, then
limnn
´1Trp´ρnlogpµnqq= hpµq, the von-Neumann entropy of M .
Intuitively, the theorem says that along any µ Schnorr random state, ρ, the
empirical entropy, n´1Trp´ρnlogpµnqq limits to the entropy of µ, which equals that
of M as µ is a product tensor.
Proof. Let M be as given and first, assume that p ď 0.5. We prove it by contradic-
tion. Define Ln “ ´ logµn for all n and h :“ hpµq. Suppose ρ is quantum Schnorr
random but there is a δ such that either D8n, with n´1TrpρnLnq ą δ ` h or D8n,
with n´1TrpρnLnq ă ´δ ` h. Suppose first that the former holds. The proof is
similar to that of the law of large numbers, but different techniques are needed as
Ln is not a projection. σ will always be used to denote classical bitstrings. For σ of
length n,
〈
σ|µn|σ
〉 “ µpσ, σq “ pkp1´pqn´k where k “ numbers of zeros in σ. So, µ
can be thought of a i.i.d. measure on Cantor space assigning µp0q “ p, µp1q “ 1´p.
Define for all n,
Cn “
 
σ : |σ| “ n,´n´1logµpσq ą δ{2` h( .
Let Sn be the special projection,
Sn :“
ÿ
σPCn
|σ〉〈σ|.
pSnqn is a computable sequence since we may let δ be rational. By the Chernoff
bound, µpSnq “ 2´n|Cn| ď 2expp´0.5nδ2q for all n. So,
ř
n µpSnq is computable
showing that pSnqn is a µ´quantum Schnorr test.
For all n, let
ρn “
ÿ
kă2n
αk|ψkn
〉〈
ψkn|
for αk non-negative real numbers with
ř
kă2n αk “ 1 and for each k, |ψkn
〉 P C2n
and ||ψkn|| “ 1. Fix an n is such that n´1TrpρnLnq ą δ ` h. We will drop the n
subscript of ψkn as the n is fixed. For any k ă 2n we can decompose ψk as,
ψk “ ckoψko ` ckpψkp (5.1)
where ψko P rangepSnq and ψkp P rangepSnqK are unit vectors and cko , ckp P C satisfy
|ck
0
|2`|ckp|2 “ 1. We find a lower bound, for TrpρnSnq =
ř
kă2n αk|cko |2 independent
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of n.
n´1TrpρnLnq (5.2)
“ n´1
ÿ
kă2n
αk
〈
ψk|Ln|ψk
〉
(5.3)
“
ÿ
kă2n
αk
`
n´1
〈
ψk|Ln|ψk
〉˘
. (5.4)
Fix a k and suppress it in the indices (i.e for example, let ψ “ ψk). By Cauchy-
Schwarz and by the self-adjointness and positivity of Ln,
〈
ψk|Ln|ψk
〉 ď |co|2
〈
ψo|Lnψo
〉` |cp|2
〈
ψp|Lnψp
〉` 2|co||cp||
〈a
Lnψp|
a
Lnψo
〉|
ď |co|2
〈
ψo|Lnψo
〉` |cp|2
〈
ψp|Lnψp
〉` 2|co||
a
Lnψp||
a
Lnψo|
ď |co|2
〈
ψo|Lnψo
〉` |cp|2
〈
ψp|Lnψp
〉` 2|co|p||
a
Ln||2q2,
where || ¨ ||2 denotes the L2 operator norm. Mn, the maximum element of the set
t´jlogp´ pn´ jqlogp1´ pq : 0 ď j ď nu
is the largest eigenvalue of Ln and so,
?
Mn is the largest eigenvalue of
?
Ln. Noting
that the L2 norm of a real diagonal matrix is equal to its largest eigenvalue and
that the Rayleigh quotient of a Hermitian matrix is bounded above by the largest
eigenvalue, we see that
〈
ψk|Ln|ψk
〉 ď |co|2
〈
ψo|Lnψo
〉` |cp|2
〈
ψp|Lnψp
〉` 2|co|
a
Mn
2
ď |co|2Mn ` |cp|2
〈
ψp|Lnψp
〉` 2|co|Mn
ď 3|co|Mn ` |cp|2
〈
ψp|Lnψp
〉
.
By this and noting that n´1Mn ď θ “ the maximum of ´log(p) and ´log(1´ p),
we get an upper bound for the term in parentheses in equation (5.4) for each k:
n´1
〈
ψk|Ln|ψk
〉 ď 3|cko |θ ` n´1
〈
ψkp |Lnψkp
〉
. (5.5)
Since ψkp P rangepSnqK “ spanpCcnq, there are aσs such thatÿ
σRCn
a2σ “ 1,
and
ψkp “
ÿ
σRCn
akσσ.
Letting ψ “ ψkp and dropping the k indices for convenience.
n´1
〈
ψ|Lnψ
〉
(5.6)
“ n´1〈
ÿ
σRCn
aσσ|
ÿ
τRCn
aτLnτ
〉
(5.7)
“ n´1
ÿ
σRCn
ÿ
τRCn
a˚σaτ
〈
σ|Lnτ
〉
. (5.8)
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As Ln is diagonal and Cn is composed of classical bitstrings, equation (5.8) becomes,
ď
ÿ
σRCn
|aσ|2n´1
〈
σ|Lnσ
〉 “ ´
ÿ
σRCn
|aσ|2n´1logµpσq
ď
ÿ
σRCn
|aσ|2pδ{2` hq ď δ{2` h.
We used here that the σth entry along the diagonal of Ln is ´logµpσq “ ´klogp´
pn ´ kqlogp1 ´ pq where k “ number of zeros in σ and the definition of Cn. This
and (5.5) gives that,
n´1
〈
ψk|Ln|ψk
〉 ď 3|cko |θ ` δ{2` h. (5.9)
Finally, putting this back in (5.4),ÿ
kă2n
αk
`
n´1
〈
ψk|Ln|ψk
〉˘ ď ÿ
kă2n
αk
`
3|cko |θ ` δ{2` hq ď pδ{2` hq ` 3θ
ÿ
kă2n
αk|cko |.
In summary, we have shown that for infinitely many n,
h` δ ă n´1
ÿ
iăn
TrpρnPni q ď pδ{2` hq ` 3θ
ÿ
kă2n
αk|cko |.
So, by Jensen’s inequality
δ2{36θ2 ă ` ÿ
kă2n
αk|cko |
˘2 ď ÿ
kă2n
αk|cko |2 “ TrpρnSnq,
for infinitely many n. So, ρ fails a µ´quantum Schnorr test; a contradiciton. We
need to now consider the other case: D8n, with n´1TrpρnLnq ă ´δ`h. Define M 1
to be the reflection of M . I.e., M 1 is„
1´ p 0
0 p

,
and µ
1
is the i.i.d. measure on Cantor space given by M 1. Let L
1
n :“ ´log bn1M 1.
Note that for σ of length n,
〈
σ| bn
1
M 1|σ〉 “ pn´kp1 ´ pqk where k “ numbers of
zeros in σ. Letting Qn :“ Ln `L1n, for any length n string σ having k many zeros,
〈
σ|Qn|σ
〉 “ ´pn´kqlogp1´pq´klogppq´pn´kqlogppq´klogp1´pq “ ´nplogppq`logp1´pqq.
So, Qn “ ´nplogppq ` logp1´ pqqI2n .
n´1TrpρnLnq ` n´1TrpρnL
1
nq “ n´1TrpρnQnq “ ´logppq ´ logp1´ pq. (5.10)
We see that,
2h ď ´logppq ´ logp1´ pq
ðñ 2plogppq ` 2p1´ pqlogp1´ pq ě logppq ` logp1 ´ pq
ðñ logp1´ pq ě logppq ðñ p ď 0.5.
(We used here that p ď 0.5 and hence that p1´2pq ě 0.) So, for one of the infinitely
many n such that, n´1TrpρnLnq ă ´δ ` h, equation (5.10) gives that
p´δ ` hq ` n´1TrpρnL
1
nq
ą n´1TrpρnLnq ` n´1TrpρnL
1
nq “ ´logp1´ pq ´ logppq ě 2h.
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So, there are infinitely many ns with
n´1TrpρnL1nq ą δ ` h.
Since M 1 has the same entropy as M , we can repeat the proof of the former case
using L
1
n, µ
1
instead of Ln, µ respectively. This completes the proof for p ď 0.5. If
p ą 0.5, then repeat the proof for p ď 0.5 with 1 ´ p ď 0.5 replacing p [The first
case has the same proof as it doesn’t depend on the value of p. When proving the
second case, M 1 is diagpp, 1´ pq and the proof goes through since 1´ p ď 0.5.] 
6. Conclusion and outlook
In addition to continuing the investigation of quantum Martin-Löf randomness,
we have introduced quantum Solovay and quantum Schnorr randomness.
Effective measure theory (using ‘effectively null sets’) and Kolmogorov com-
plexity theory (using descriptive complexity of initial segments) are two seemingly
unrelated but equivalent approaches to study the randomness of bitstrings. This
paper and others [4, 5, 16, 18] have generalized the first approach to the quantum
realm. We are working towards generalizing the second approach [4] and have noted
connections of quantum Schnorr and weak Solovay randomness withMK, a notion
of prefix-free quantum Kolmogorov complexity [4]. For any ε ą 0 and density ma-
trix τ , MKεpτq is a measure of the quantum Kolmogorov complexity of τ based on
prefix-free classical Turing machines [4]. Here, ε is an approximation term similar
to the ε in QCε. All notions of quantum Kolmogorov complexity developed so far,
with one exception [19], use plain classical machines or quantum Turing machines
(which are not prefix-free) [3, 12].
Weak Solovay random states have a characterization [4] in terms of MKε; ρ
is weak Solovay random if and only if the initial segments of ρ have high MKε.
Precisely,
ρ is weak Solovay random ðñ @ε ą 0, limnMKεpρnq ´ n “ 8.
This is analogous to Chaitin’s result concerning K, the prefix-free Kolmogorov
complexity.
X is MLR ðñ limnKpX æ nq ´ n “ 8.
Note that while in the classical setting, weak Solovay randomness coincides with
MLR, this coincidence is not known in the quantum setting.
Classical Schnorr randomness has a characterization in terms of KC [9]:
X is Schnorr R ðñ
@ computable measure machines C, Dd@n,KCpX æ nq ą n´ d.
KC is prefix-free Kolomgorov complexity defined using computable measure ma-
chines instead of regular prefix-free Turing machines [9, 10]. We define MKεC , a
version of MKε using the computable measure machine C and show the follow-
ing [4]:
ρ is quantum Schnorr R ðñ
@ computable measure machines C,@εDd@n,MKεCpρnq ą n´ d.
We also have another characterization of quantum Schnorr randoms [4]: ρ is quan-
tum Schnorr random if and only if for all computable measure machines C and all
ε, @d@8n MKεCpρnq ą n ` d. These connections with MK seem to suggest that
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weak Solovay and quantum Schnorr randomness are ‘natural’ quantum random-
ness notions. It still remains to find a complexity based characterization of q-MLR
states. An interesting question is whether weak Solovay randomness is equivalent
to q-MLR, a positive answer to which will yield a MK based characterization of
q-MLR.
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