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Abstract. Functional wm~pleteness of the combinatory logic means that every A-expression may 
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efficien; implementations it is important to distinguish between early and late hittding times, i.e. 
to distinguish between compile-time and run-time computations. We therefore introduce a two- 
lecel version of the A-calculus where this distinction is made in an explicit way. Turning to the 
ccrmbinatory logic we only wish to generate combinator-code for the run-time computations. The 
two-level version of the combinatory logic therefore will be a mixed A-calculus and combinatory 
logic. A previous paper has shown that (a natural formulation of) the mixed A-calculus and 
combinatory logic is not functionally complete but only corresponds to a strict subset of the 
two-level h-calculus. In this paper we extend the mixed A-calculus and combinatory logic with 
a new combinator, Yf, and show that this suffices for the mixed h-calculus and combinatory logic 
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less time will be needed at run-time. As an example consider the program select 
that returns the rzth element of a list 1. In the A-calculus it may bz written 
select =jx(hS.~n.hl.if= n 1 thenhdlelseS(-n l)(tll)). 
The naive code for select 3 will consist of the code for select and the code for 3 put 
together so that the unfolding of the fixed point will be performed at run-time. 
However, if the argument to select is known to be 3 then we may pavtial/JT ezlaluate 
the expression select 3 at compile-time. This means that although the second gara- 
meter, the list, is unknown we may unfold the fixed point, perform the test of the 
conditional etc. as illustrated in 
select 3 * Al.select 2( tl 1) 
* hl.select 1 (tl( tl 1)) 
* hl.hd( tl( tll)). 
The specialized code for select 3 then amounts to the code for Al.hd( tl( tl i)) and 
the resulting code will not perform any unfolding of the fixed point at run-time. 
We want the code generation strategy to reflect this. This can be obtained by 
partially translatiilg the function select into 
select’ = jx( AS.hn.if = n 1 then HDelseS(-n 1) 0 TL) 
where now HD is the code returning the head of a list, TL is the code returning 
the tail of a list and the operation 0 corresponds to functional composition. When 
the value 3 is supplied to select’, partial evaluation will give the expected code 
select’ 3 + (select’ 2) q TL 
+((selec,’ 1) n TL) n TL 
+(HDo TL)o TL. 
We shall study these problems for a typed A-calculus and an abstract machine based 
on the categorical combinators [l]. However, we believe that the techniques 
developed are equally applicable to other functional languages (baseci on the 
A-calculus) and for other kinds of combinator languages. 
The construction of a translation schema supporting partial evaluation as illus- 
trated will give rise to two important problems: 
hol&r do w figure out which parts of an expression can be computed early (i.e. 
at compile-time) and which parts have to be postponed? 
how do we translate the parts to be computed 1~ :e (i.e. at run-time) rnto abstract 
machine code? 
The first problem calls for a binding time analysis. In our earlier work [4,5] we have 
shown how to use partial information about binding times to produce a complete 
here the annotation precisely determine:; t 
early an 
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the annotation is optimal in the sense that as many computations as possible will 
be performed early. (This is supposed to produce the most efficient implementation.) 
We assume that a variant of this approach will be used to solve the first problem 
and we therefore merely formalize the annotations by defining a two-level A-calculus 
(see Section 2). 
The second problem addresses how to specify the partial translation into combinator 
code. The usual approaches for bracket abstraction or variable elimination cannot 
be used directly because they do not distinguish between those parameters that are 
supplied early and those that are supplied late. As an example, the transl 
A-expressions into & K and 1 combinators suggested by Turner [8,9] cannot express 
that the formal parameters n and 1 of the select function should be handled 
differently. We therefore have to be more careful and we shall explicitly keep track 
of the binding time of parameters. The translation of the run-time level of the 
two-level A-calculus into combinator form will be formalized as the translation of 
the two-level A-calculus into a mixed A-calculus and combinatory logic (see Section 
In [6] we showed how a subset of the two-level A-calculus can be translated into 
the mixed A-calculus and combinatory logic. The central observation was that if we 
translate the mixed language back into the two-level A-calculus then the pattern of 
interaction between the two binding levels is rather restricted. This motivated the 
definition of a subset of the two-level A-calculus whose expressiveness equalled that 
of the mixed language. The open question of [6] therefore was whether expressions 
in the full two-level A-calculus (as might result from the binding time ana!ysis [4,5]) 
could be translated into expressions in a mixed A-calculus and combinatory logic. 
In this paper we show that if we extend the mixed language with an additional 
combinator, !P, then the answer to the question is yes. The general translation is 
presented iE %c(ion 4. However, !P ma? LX :zlher hard to implement as we shall 
discuss in Sectic#n 5 2nd we therefore study various restrictions on the two-level 
A-calculus for which !P can be avoided. Finally, Section 6 contains the concluding 
remarks. 
he two-level A-calculus 
The tr’pes of the A-calculus are given by the abstract syntax 
t ::= A; 1 t, ---, 21 1 t, x t_l 
where the A, (i E I) are base types such as integers, booleans and the unit type 
(having only one element). Function types are constructed using - and product 
types are constructed using x. The two-level type system is obtained by merging 
two copies of the type system above. The abstract syntax of the two-level types tt 
thus is 
f! ::= k; 1 tt, + ?I? 1 tt, x tt_l 
IA I _, tt, - ttz 1 u, 5 ttz - 
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where the underlining is used to disambiguate the syntax. In examples -~;e shall feel 
free to write e.g. &t as a more readable version of A,,,,. The intention is that an 
object of type tt, + tt2 will denote a function to be evaluated early (at compile-time) 
whereas an object of typ tt, _ 3 tt2 will denote a function to be computed late (at 
run-time). Similarly, an object of type ttl x tt2 will denote a pair of objects construc- 
ted at compile-time whereas an object of type tt, z ttz will denote a pair of objects 
constructed at run-time. 
In order to define the well-formedness coildition for two-level types we introduce 
the concept of a kind. We shall distinguish between two kinds, s and r, where the 
idea is that types with kind c denote objects to be computed early (at compile-time) 
whereas types of kind r denote objects to be computed late (at run-time). The 
well-formedness predicate I--tt : k expresses that tt has kind k and it is defined by 
b-t?, --, tt2 : c if 
I-U, ---, ttz : r if - 
t-4, x tt2 : c if 
i--tt,~tt2: Y if 
l-t?,- tt2: c if - 
The interaction between 
i-f? ,: candkrtr,: c, 
I-U, : r and t-tt2 : r, 
I-U, : c and I-ttz : c, 
~-tlt~ : r and t-ttz : r, 
i--u* 3 ttz : r. - 
the two levels is expressed by the latter rule. It expresses 
the intuition that at compile-time we can manipulate pieces of code (to be executed 
at run-time). Also, the rule expresses that compile-time is before run-time since it 
allows a type of kind r to be viewed as a type of kind c. This may be viewed as 
giving us three kinds of functions mapping, e.g. integers to integers namely those 
of types 
Int 3 Znt : c functions computed at compile-time, 
In? -4 In?: c --- functions for which we generate code, i.e. functions 
computed at run-time, 
Int - Int : r --- functions manipulated as closures at run-time. 
Finally, we shall say that a type tt is weN-formed if I-tt : k holds for some k. 
The expressions of the h-calculus are given by 
e ::= J[t] 1 Xi 
1 hXi[ t].e 1 Pi e, I (e,, ed I 4.j 
] if e then e, else e2 1 fix e 
e h[t] (i E I) are constants o 
free to write e. 
are variables. We 
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the function type (A-abstraction and the explicit function application) and the 
product type (pairing and projection) we also have included a conditional and a 
fixed point operation. 
The two-level expressions te are (essentially) obtained by taking two copies of the 
expressions above. The abstract syntax then becomes 
te :I= Xi IJ[tt] 
1 hXi[ it]. te 1 be, te2 I (4, 4) I t& 
I if te then te, else te, I fix te 
1 AXi[ tt].te 1 te, te, 1 (4, te,) 1 teJ j 
I if te then te, else te2 I fix te. -- - 
We shall not distinguish between the constants and the variables of the two levels. 
In order to define the well-formedness of two-level expressions we shall define a 
two-level type environment ttenv as a finite mapping from variables into two-level 
types. The well-formedness predicate ttenv I- te : tt expresses that if the free variables 
of te have types as specified by ttenv then te has type it. The rules defining the 
predicate express two sorts of restrictions: well-formedness restrictions correspond- 
ing to those usually found in the typed A-calculus and binding time restrictions 
ensuring that compile-time operations are applied to compile-time ob.jects a& 3 that 
run-time operations are applied to run-time objects. First we have the rules for 
variables and constants where we must ensure that the types are well-formed: 
ttenv I- Xi : it if ttenv(x,) = tt and t-it : k for some k, 
ttep*l +--.,A:[ tt] : tt if t-tt : k for some k. 
The following rules are for the compile-time operations and in additrer! to the usual 
restrictions we make sure that the arguments are compile-time objects: 
ttenv I- #\Xi[ tt]*tk 1 it * it’ if ttt?ilV[Xi r--) it] I- te : it’ 
andt-tt: candt-it’: c, 
if ttenv I- te, : it ’ 3 ;t and ttenv I- te2 : it’, 
ttenv I-- (te, 9 te2) : it, x it2 if ttenv I- te, : tt, and ttenv I- te, : it2 
and t- tt 
ttenv t- te& j : tfi if ttenv t- te : Pi, X it2 
ttcnv !- i,fte then ?e, else te2 : it if ttenv I- te : Bool . 
and ttenv t- te, : tt a item I-- te, : it, 
item I-jix te : it if ttenv t- te : Pi + it. 
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Here Boo1 is the type of compile-time truth values and ttenv[x - tt](y) is tt when 
y is x and is ttenv(y) otherwise. Finally, we have the rules for the run-time operations 
and here we make sure that the arguments are run-time objects: 
ttenv t- &A,[ it]. te : it- it’ if ttenv[.u, - tt] I- te : it’ and t-ta” : r 
and t-it : a; 
if ttenv !-- be, : it ’ - it and ttenv I- te2 : it’, 
ttenv I- (te, , te$ : ii, X it2 if ttenv I- te , : it, and ttenv I- te, : it, 
and t-it, : r and t-ttt : r, 
ttenv I- ?eJ j : iii if ttenv I- te : it, 2 it2 and j = 1 or j = 2, 
ttenv k- if te then te, else te, : it if ttenv I-- te : z :001 - 
and ttenv I- te , : tt and ttenc I- te:, : tt 
andt-it: r, 
iienv t- jk 14 : it if ttenv t- te : it--, it. - 
Here Boel denotes the type of run-time truth values. It is to prove the following. 
2.1. Fact. The expressiwrs of the two-level h-calculus are uniquely typed and the 
resulting types are wellYformed. 
Note that a compile-time conditional can be used to select between compile-time 
vaiues as well as run-time values whereas a run-time conditional only can be used 
to select between run-time values (or compile-time values corresponding to code). 
The flexibility of the compile-time conditional is used in the following example. 
.2. le. The select function that takes its first argument at compile-time and 
its second at run-time has type In? - List - In? where List is the type of integer --- 
lists. In the two-level h-calculus the function can be written as 
$x (ASK In? - List - Int].An[ Int].&l[ List]. 
if = [ Int - Int - Ins] 0 n 0 l[Int] then hd[List - In?] 
else S 0 (-[hi - In? - In?] l[ In?]) f (tl[ List - List] ! 1)). 
Partial evaluation of select 3 then amounts to evaluating the compile-time 
operations and maybe a few of the run-time operations. A discussion af various 
notions of partial evaluation for the two-level A-calculus is given in CSj. 
in [4,5] we give an algorithm that automatically transforms expressions in the 
A-calculus into expressions in the two-level A-calculus. Given an (ordinary) A- 
expression and a two-level type for it, the algorithm will propagate the binding time 
information of the it irrtto a well- 
for e sue at as 
few computations as possible are performed late. For further details we shall refer 
to [4,5]. (To be precise, the two-level A-calculus defined here differs from that of 
[4,5] in requiring I--tt : Y in the clause for ttenv t- if te thtzn te, te2 : tt. However, 
the algorithm 25’ of [4,5] may be modified by u&g _a( tt) instead of tt (using the 
function 1 of [4, S]).) 
The combinatory logic to be considered here has the same types as the A-calculus 
but the expressions m are 
I’M ::= A[:] 1 m, z mz 1 id[ t] 1 corrsti t] m 1 sink[ t] 
1 curry m 1 applj[ t] 1 tuple( m, , m,) 1 take,[ t] 
1 cond( m, m,, m2) 1 jix[ t]. 
Here III denotes function composition and id[ t] is the identity function. The function 
const[ t] m ignores its first argument and then behaves as m, that is, (const[ t] m)(v) 
is nr. The function sink[t] is given by sink[ t]( v) = unit where unit is the single 
element of the type Unit. Corresponding to the function type we have curry nl and 
appiy[ t] and (curry m)(u)(v) is m( u, v) an9 apply[ t](.f, v) is J( 11). Corresponding 
to the product type we have tuple( m,, mz) and take,[t] and tuple( m,, m,)(v) is 
(m,(v), mz( v)) and takq[ t]( v, , v2) is vi. The intended meaning of the conditional 
is that cond ( m, UZ, m, )(v) is m,(v) if m(v) is true and is m,(c) if m(v) is false. 
Finally, jx[ t] is the fixed point operator. 
The results of [ 11 show that (a versior? of) this combinatory logic is _fu:~ctionall~~ 
complete so it sterns natural to define the mixed A-calculus and combinatory logic 
to be as the two-level A-calculus but with the underlined expressions replaced by 
the combinators above. Thus the expressions tm are given by 
tm ::= xi I.ml 
1 Axi[tt].tm 1 tm, tm2 I Wh, W I tm.lj 
l if tm then tm, else tm, I jx tm 
I tm, ~3 tm2 I id[ tt] I const[ tt] tm 1 sink[ tt] 
1 curry tm 1 apply[ tt] I tuple( tm,, trn?) 1 takq[ tt] -_ 
1 cond( tm, tm, , tm,) 1 $x[ tt]. 
As in the previous section we define a two-level t environment ttf3-w to be 22 
finite mapping from variables to two-level ty efane the well_form 
predicate ttenv It- tm : tt expressing that if the free variables of tm has ty 
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by ttenv then tm has the resulting type tt. First we have the rules for variables and 
constants: 
ttenv II- Xi Z tt if ttCWV(Xj) = tt and t-tt : k for some k, 
ttenv //-A[ tt] : tP if t- tt : k for some k. 
The followiug rules are for the h-calculus part of the expressions and they are 
exactly as the corresponding rules in Section 2: 
ttenv II- hXj[ tt]*tYTl 1 tt ---* tt’ if 
if 
ttenv II- (tm,, tm2) : It, X tt, if 
ttenv II- tmJ j : t$ if 
ttenv II- if tm then tm, else tmz : tt if 
ttenv It- jix tm : tt if 
Finally, we have the rules for the combinator 
the usual ones for the typed combinatory logic 
ensuring proper operation on run-time objects. 
ttenv Il- tm, 0 tm2 : It--, tt” if - 
ttenv It- id[ tt] : tt 3 tt if 
ttenv II- const[ tt] tm : tt--, tt’ if - 
ttenv It- sink[ tt] : tt-+ Unit if -- 
ttenv Il- curry tm : tt- tt’ -+ tt” if - - 
ttenv It- apply[tt] : tt x tt’e tt” if - - 
ttenv It- tuple( tm, , tm2) : tt--P tt, x ttz if - - 
ttenv It- takei tt] : tt* tt, if - 
ttenv It- cond( tm, tm, , tm,) : tt --3 tt’ if - 
ttenV[Xj w tt] II- tm : tt’ 
andt-tt: candt-tt’: c, 
ttenv II- tm, : tt’-+ tt 
and ttenv It- tm, : tt’, 
ttenv II- tm 1 : tt, and :tenv it tm2 : tt2 
and t-ttl : c and t-tt2 : c, 
ttenv It- tm : tt, x tt2 
andj = 1 orj = 2, 
ttenv It- tm : Boo1 
and ttenv It- tm, : tt 
and ttenv It- tm, : tt, 
ttenv It- tm : tt - tt. 
part of the expressions. They are as 
with the addition of some conditions 
: (k’E- ra) --+ I? - i 
ttenv It- tnz, : it’* tt” - 
and ttenv Ii- :PP?~ : tt--, tt’, - 
ttt : r, 
ttenv It tm : tt’ 
and t-tt : Y and ktt’ : r, 
I-tt : r, 
ttenv It- tm : tt X tt’- it”, - 
tt = tt’--, tt” and t-tt : r, - 
ttenv It- tm, : tt* tt, - 
and ttenv It- tm, : tt ---) tt2, 
tt = tt, 5 tt2 ard t--tt : r 
andj= 1 orj = 2, 
ttenv Ii- tm : tt- Boo1 w- 
and ttenv II- tm, : tt--, tt’ - 
and ttenv It- tm, : ft-+ tt’, -- 
t- tt : r. 
Functiond comp!eteioess 
It is easy to prove the following. 
107 
aclt. The expessiorrs of the mixed h-calculus and combinatory logic are uniquely 
typed and the resulting types are well--formed. 
e. The select function that takes its first argument at compile-ti 
at run-time can be wri ten as follows in the mixed h-calculus and 
combinatory logic: 
Jix (hS[ Int - List - List].hn[ Int]. 
if = [ Int - Int - Bool] 1[ Int] then hd[ List 3 Int] 
+ Int - Int] @ n @ l[ Int]) 0 t&List - List]). 
Here hd [ List - Int] and tl[ List - List] correspond to the operations HD and TL 
of the Introduction. Partial evaluation amounts to carrying out the compile-time 
operstions. 
As in [6] it is fairly straightforward to translate the mixed notation into the two- 
level &calculus. Essentially, this only amounts to formalizing the informal relation- 
ship between the combinators and the h-expressions stated earlier, the only complica- 
tion being that we have to keep track of the type environment in order to obtain 
the required type information (which is uniquely determined thanks to Fact 3.1). 
era1 transformation 
The transformrtion will have two impcrtant properties: it will remove all the 
A-bound variables (ensuring that the corresponding parameters are taken implicitly) 
and the compile-time structure of the expressions will (essentially) be the same in 
the original and the translated expressions. As an example consider the following 
versions of the ,Wce function 
In the tirst case we want to remove the &-binding of x and keep the A-binding of 
f so that we obtain Af [A - A1.f 0 f. In the second case we want to remove both 
bindir:g and we shall therefore translate the body f x) as if the argument was 
the pair (f, X) and then use curry to ensure that the parameters are taken in the 
correct order. So the desired translation is 
important to keep track of the order in whit 
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A-abstraction. (Note that this cannot be seen from the type alone because some 
types both have kind c and kind r and therefore can be used in both sorts of 
abstractions.) Formally, position enviroment penv is a nite list of triples of the 
form (x, 4, tt) where # is either d or A. It is acceptable ifali triples (x, 4, tt) occurring 
in it satisfy I - tt : c if 4 is A and t-tt : r if 4 is A. It is pure, written pure( penv), if 
it does not contain any triples with a &component. In particular the empty position 
environment [ ] is acceptable and pure. For the examples above the position 
enviroment for the body f X) will be [(x, A, A), (f, A, A= A)] in the first case 
and I+, A, A), (L A, A_ _ * A)] in the second case. (For technica! reasons the !ist is 
in the inverse order of the order in whit the variables are introduced.) 
Given a position environment penv we can define the corresponding type environ- 
ment p(penv) by 
p([ ]) = the empty mapping, 
p((x, A, tt)^penvB = o( mm)[x ++ tt], 
p((x, A, tt)^penv) = p( penv) 
So for example p([(x, A, A), (f, A, A+ A)]) is the mapping [S- A+ A, x ++ A]. 
The position environment will also be used to determine the type environment 
of the translated expression. Given that all the A-bound variables have to disappear 
we may consider modifying the definition above so that only A-bound variables are 
included in the type environment. This will reflect the intuitive idea that a A-bolrnd 
variable never will be passed inside the scope of a A-bound variable. However, it 
is too simple for the general case. Consider for example the following expression 
hxMl.W[A --, AIJ 2 (f’ --  w 
where x occurs within the scope of the A-bound variable .f: (This expression mig 
result from the binding time analysis [4,5] vL hen applied to the expression without 
underlinings and the intended overall type A _ 2 A.) The translated expression keeps 
the overall structure (Af [. . .] . . . ) and we shall therefore change the type off 
to A 2 (4 --_* A) so that it implicit!y carries the A-bound parameter (of type 4) 
inside its scope. The translated expression will then be 
(Af EA 3, (A 3 Cl)l.app!r,[A z AI q 
tuPw.t QPP!Y [A _ J A] TV tuple(f, id[ A]))) @ currv( take?[A x A]). (2) .- - A-- --- 
In the general case we shall need to modify an arbitrary type tt of kind c (being 
the type of the A-bound variable) with another type tt’ of kind r (being the type of 
the A-bound variable), and the resulting type, V( tt’, tt), is defined by structural 
ction on the type tt: 
V(tt’, tt, - tt,) = V( tt’, ttn) - V( tt’, ttz), 
V( Pt’, tti X tt_l) = 
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The idea is that if the type of the A-bound variabie does not include any run-time 
subtypes th en there is no implicit interaction with the run-time level so there is no 
need to modify the type whereas if the type oes contain run-time subtypes then 
we have to modify all those subtypes to take the extra run-time parameter. Note 
that if I-U : r and I-U : c then +V(ti’, rt) : c. 
We can now define the type environment P,,,(P~Nu) to be used in the mixed 
notation by 
h(ped = p(penu) if pure( penv), 
p,,,((x, A, Wpenv) = ~,,Apendb M V(I7( penv), tt)] if not gure( perlu), 
p,(k A, Wpenu) = P,,SpeW 
where L!( penv) will be defined shortly. We note that the entries corresponding to 
h-bound variables disappear because these parameters are to be taken implicitly in 
the mixed notation. Entries corresponding to A-bound variables are modified to 
reflect “Ihat they now implicitly carry the A-bound parameters, of type n(penv), 
inside their scope. The definition of I7( penu) to make this work is 
I7( penu) = undefined if pure( penv), 
lI((x, A, tt)*peHv) = iT( penv) if not pure( penv), 
lI( (x, A, tt)^penv) = tt if pure( penv), 
I7((x, A, tt)^penu) = I7( pm-9 X tt if not pure( penu). 
Returning to the expression (1) above we note that the position environment relevant 
x)ispenv=[(J;h,A+A ), (x, A, A)]. We now have p,,1 ( penv) = 
we observe th;;st he type pn,( penv)(_f) is indeed the type 
used for f in tire translated expression (2). Note that in I7( penv) the types are in 
the inverse order of the order in penu and thus in the same order in which the 
variables were introduced. 
For each well-formed expression te of the two-level A-calculus we shall define a 
well-formed expression Apellr (te) in the mixed h-calculus and combinatory logic 
(extended with a combinator P to be introduced below). The transformed expression 
will satisfy the following theorem. 
Gicen an expression te of the two-level A-calculus, a two-level type it 
and a position environment penv satisfying p( penv) I-- te : tt and 
penv is acceptable and if pure( penu) then I- tt : c, (3) 
in the mixed A-calculus afld combinatory logic extende with p we then have 
if pure( penv), 
(penv), tt) (frdot em) 
that allf;[tt] have I-tt : c. 
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First consider the consfruit hx[tt].te and the case where the position environment 
penv is pure. Then we define 
npenL,( hx[ tt].td = hx[ tt].A(,,A,,,,lpen~,( te) if pure( penv) 
since then there are no run-time bound variables around and therefore the type of 
x should not be changed. If penv is not pure then we define 
Apenu(hx[tt].te) = Ax[V(.lI(penv),tt)].A , . (.u h tt~~pena(f4 if not pure( penv) 
where we have used V(, . . , tt) to change the type tt of X. Except for variables 
this is the only complication that arises when tranlating the compile-time part 
of the two-level A-calculus. So in the case te, te, we simply translate the two 
subexpressions and put the results together using the function composition: 
For the run-time part of the two-level A-calculus the situation is more complicated. 
If penv is pure then a A-abstraction will introduce the first A-bound variable and 
therefore we define 
A,,,,(hx[We! = &.h,rr~~penvW ifpur4penv). 
If, on the other hand,, penv is not pure then, according to the theorem A, \-,b,,,)-p9,1L( te) 
will have type n( penv) 5 tt 3 tt’. The resulting type must be I7( penv) --) tt -2 tt’ 
and this can be achieved using the curry-combinator: 
~,,,,,(??~Wl.td = curry 4, ,:.,:.. ,-pr,,c( te) if not pure( pmv). 
For the run-time function application te, _ te, we shall first consider the case 
where penv is not pure. The theorem ensures that &,,J te,) has type 
n( penv) ---, tt 2 tt’ and that Ape,J te2) has type n( penv) ---) tt. The combinators 
tuple and apply can then be used to perform the function application 
nPCJ,J te, _ te2) = apply[ tt 3 tt’] n __ 
tuple&dte, ), Apeno ( tez)) if not pure( penv). 
In the case where penv is pure the situation is more complicated. The assumption 
(3) implies that A ,,& te,) and Aprno( te,) will have types of the form tt -+ (tt; + tt: j - - - 
and tt, respectively. Thus we cannot directly use the tupZe and apply combinators 
as above because we have no common argument like 17(penv) that can be used for 
the tuple combinator. We shall therefore invent such an argument by introducing a 
dummy parameter d of type tt{ . The subexpressions te, and te, will then be 
transformed assuming that they take this dummy argument as parameter and then 
apply and tuple can be applied as in the rmn-pure case. The resulting expression & 
will then have type tti -+ tti -+ tt! where the first occurrence of tti accounts for the 
dummy parameter andthe second for the “‘real parameter. In order to get the 
functionality correct we shall therefore supply it twice by using apply, tuple and 2: --- 
te,) = ~p~i~?~tt~ --+ tttl rJ . -- -.. 
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Let us now turn to the variables and assume that (x, 4, tt) (for 4 being A or A) 
is in the position environment pew and that no triple to the left of (x, $, taj has x 
as its first component. First assume that penv has the form (x, 4, tt)^penv’, that is, 
x is the first element in the list. If 4 is A then we can simply use x: 
AFenv(x) = x if penv = (x, A, tt)*penv’. 
If 4 is & then we have to find a combinator expression that will extract the value 
corresponding to x from a value of type n( penu). So we obtain 
&Wr(X) = j+#[tt] ifpenv = (x, A, tt)^penv’ and pure( penv’) 
because in that case IT(penu) = tt. Also 
Ape&) = take,[l7! penv)] if penu = (x, A, tt)*penv’ and not pure( pew’) 
since then l7( penv) = U( penv’) 5 tt. 
Consider now the case where penu = (y, +‘, tt’)^penv’ and where x and 1’ are . 
different variables. If 4’ is A then there are no problems and we simply have 
Apenu( x) = Apt,,Jx) if penv = (y, A, tt’)*penu’ and x # y. 
Assume therefore that 4’ is A. Then we are going to refer to a variable that was 
introduced before the most recent &abstraction. Intuitively, this means that we have 
to get rid of the most recent run-time parameter y. The essence is that we have to 
transform expressions of type tt into expressions of type V( tt’, tt) (see Theorem 
4.1) and because of the contravariance of the compile-time function type this means 
that we also need the inverse transformation. In this process we need to be careful 
with the run-time parameter (y) and the only way we have found to handle it is by 
lifting it into a compile-time parameter. This means that in certain cases we shall 
replace the type tt’ (of kind r) with the type Unit - tt’ (of kid c). The two -- 
transformations, called L::‘( tm) and R::‘( tnz), will have to satisfy the following 
lemma. 
ttenv II- tm : ( Unit - tt’) -- - tt implies ttenv II- L::‘( tm) : V( tf’, tt), 
ttenv II- tm : V( tt’, tt) implies ttenv It- Ri:‘( tm) : ( Unit - tt’) - tt. -- 
The transformations L::‘( tm) and Ri:‘( tm) are defined by structural induction on 
the type tt. Most cases are fairly straightforward and we shall refer to the definition 
in Appendix A. )-Here we shall only consider the case of L::~__+;,(tm) where we shall - - 
need the combinator P: 
L$_,,,,(tm) = (!P tm) LJ curry( take,[tt’ X Unit]) -- -^ 
where P has type 
!P: ((try+ tt2j-j (tt3-$ ttJ)-+ ((tt,ftt~)--,(ttv+ tt,)) -- - - 
and intuitively 
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We can then specify the translation of the variable x in the case where penu has 
the form (y, A, tt’)“pend, x f y and p( penv)(x) = tt. If penv’ is pure we define 
Apenv(x) - L::‘( Ay’[ Unit --, tt’1.x) 
and otherwise 
/Ipe&) = Lff(penv’(Ay’[ Unit - lI(penv)] 
.R ;’ pCnD”( /IpCn$( x j j (take,[_iT(penv)] 0 y’)). 
In order to handle the constants J[tt] we rely on the assumption that the types 
tt have kind c. We define 
A,mv(f,‘[ ttl1 = 
fftpen”(l?y[ Unit + I?( pew)].JJ ttj) -. :T mt pure(penv), 
ii jYZdF&;l f?O?U). 
The complete definition of the translation L4pe,10( te) is given in Appendix B and 
the (syntactic) correctness theorem is proved in Appendix D. 
4.3. Example. For the twice function considered in the beginning of this section we 
obtain (for penu, = E(f, A, A - 41 and pew = I+, A, A), U 4 A - AN - a 
= Af[A - A&A,, w,(MAl.f z (f r x)j 
= hf [A-_*A].~,env,(f z (f L x)? 
= Af [A- A].apply[A- A] n -.. 
tude(Apr,,r,7(f)s mvl~~[A - A] n tuple( A . P.’ - - --- _ PC’:, ! “)3 ~~~:.,?J u))). . I 
Now we have A,,e,lt,,(xj = i&A] and 
A,,,,,(f) = C! -4 n(M Unit - A1.f) 
- A].f )) 0 curry( take,[A x Unit]). -_- 
So we see that the general translation will introduce the P-combinator. 
5. Applications 
The translation in the previous section makes use of the P-combinator and the 
encoding of elements of type tt’ as elements of ‘jpe Unit ---, tt’. This arises in the -- 
treatment of variables and constants when an expression of type tt needs to be 
converted to one of type V( tr’, tt). However, in some cases it may be possible to 
avoid the use of t’ as hit - tt’. The resulting translation -- 
will be more perspi 
to i 
a transformation on closures. For a concrete example, suppose that ilPc’,,V(. . . ) is 
part of a translator system written in, for example the lazy functional language 
Miranda and that we are generating ADA programs as code. Then V is a combinator 
that will transform a Miranda function into an equivalent ADA program so it would 
be demanding to have the “compiler” !P as a primitive in the study of compiler 
construction. 
le. Continuing the twice-example of the previous section we have that 
~perlrl,u-) = L2 d A(A_VL Unit - A1.f). 
We note that y does not occur free in the body, .f, of the &abstraction and that the 
type of the body, J is A - A. It is therefore possible to use APC,,,(j) = const[A]f - - 
instead and the resulting expression will be 
Af [A - A].apply[A - A] ~1 
tuple(const[A]f, apply[A - - ---, A] •I tuple( const[A]i id[A])). -- - - - 
(In fact, this can be simplified to hf[A - A].f u f using algebraic transformations 
but we shall not look further into this.) 
To develop a generalization of the technique displayed in the example we need 
a few definitions. A type tt is pure, written pure( nt), if it does not contain any 
underlined constructs. More formally 
pure(Ai) = true, 
pur4 tt, ---, tt?) = pure( tt,) and purz( tt7), 
pure( tt, x tt2) = pwe( tt,) and pure( tt,), 
pure( tt) = false otherwise. 
A type tt of kind c is contra-variantly pure, written cvpure( tt), if it only contains 
pure types in the argument positions of compile-time function types. More formally 
cvpure(Ai) = true, 
cvpure( tt, - tt2) = pure( tti) and cvpure( tt7), 
cvpure( tt, x tt2) = cvpure( tt,) and cvpure( tt& 
cvpure(.t, 3 th) = true, 
cwpure( tt) = false otherwise. 
For a contra-variantly pure type tt 
(FF’, tF2) since v(tF’, FF,) = Ft, 
al T(tt’, tt, - ttd = 
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We next develop a transformation C::‘( tm) for mapping an expression tm of a 
con**a-variantly pure type tt into one of type O(tt’, tt). it is defined by 
C:;(m) = tm, 
C$_,,,(tm) = Ax[tt,].C::,(tm 
c::; X11 (tm) = (C$?mJl), C::‘(tmt2)), 2 
C ::; _ ,,,( tm ) = const[ tt‘] tm - - 
and satisfies the following fact. 
!i- tm : tt, cvpure( tt ) and t- tt’ : r then ttenv It- C::‘( tm) : G( it’, tt). 
The intention then is that we shall use C$(tm) in the definition of .,I;,,,,,.( re) 
instead of 
L::‘( hy[ Unit - tt’].tm) 
whenever ~nz has cont*l ,,-variantly pure type tt and p’ does not occur free in tm. This 
applies to the definition ot’ &,JfJtt]) where we shall use 
&,,,(f;~KIi 
j,c KI if pure( pew), 
C ;‘“““‘(-J[tt]) if cvpure( tt) 
= and not pure( penv), 
L _ fT’ pr,l’)( A v[ Unit - l7( penv)].J[ tt]) if not cvpure( tt) 
and not pure( penv). 
It also applies to the definition of :lpcJ&) where we can replace 
. 
bY 
j fpe,,r(~) = 
i 
. 
t::‘( Ay ,[ Unit - tt’1.x) -- if penv = (y, A, tt’)^penv’, x Z y, 
64 penv)(x) = tt and pure( penv’) 
‘$,e,&) 
. . . 
C::‘(x) if penv = (y, A, tt’)^penv’, x Z y, 
= p( penv)(x) = tt, pure( penv’) and cvpure( tt 1; 
L::‘( hy’[ Unit - tt’].x -- if penv = (y, A, tt’)*penv’, x Z y, 
p(penv)(x) = tt, pure( penv’) 
and not cvpure(tt). 
owever, there is one more application of E in the definition of L$,~,,~~(x). To simplify 
this we shall develop a transformation 0::;““; -(tm) for adding a superfluous tti 
onent inside the expression tm. It is defined by 
ij”“‘( tm) = tn;n, 
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and it satisfies the following. 
. If ttenv It- tm : V( tti , tt), cvpure( tt) and +tt; x tt; : Y then 
ttenv II- D::;““i( tm) : V( tt: 5 tti, tt). 
57’ penr’( hy’r Unit --, l7( penv 
.R f ’ pe”l”‘( /Ipepltj’( X)) take, [ Lf( penv)] u y’)) 
if penv = (y, A, tt’)^penv’, x Z y, p(penv)(x) = tt 
and not pure( penv’) 
bY 
Apenv(X) 
. 
. 
il f’ pe’l”y Apenc’( x)) 
if penv = (y, A, tt’)^penv’, x # y, p( penv)(x) = tt, 
not pure( penv’) and cvpure(V(l7( penv’), tt)) = 
L f’ pe”r’(Ayr[ Unit ---, Lf( penv)] 
.Rf’ pC”lf”) Uakd?Wen41 •I !I’)) 
if pnenv = (y, A, tt’)^penv’, x # y, p( penv)(x) = tt, 
not pure( penv’) and not cvpure(V(n( penv’), tt) 1. 
This concludes our general treatment of the technique used in the example. 
We may define L contra-variantly pure subset of the two-level h-calculus where 
we only use constants, ji[ tt], of contra-variantly pure types (cvpure( tt)) and only 
allow h-abstractions, hx[ tt]. te, over contra-variantly pure types (cvpure( tt)). For 
this subset the modified Apr,,” (te) will not need !P, L or R and will not need to 
encode elements nf type tt’ as elements of type Unit --, tt’. We have already seen -- 
that the twice example falls in this subset. A somewhat more interesting example is 
the continuation-style semantics of expressions in an ordinary imperative language 
where the environments Eyav, the command continuations Cc = S+ LI and the 
expression continuations Ec = Eo --, Cc are compile-time objects and the stores 5, -- 
the nswers A and the expressible values Ev are run-time objects. 
function %’ for expressions Exp will then have the functionality 
8: Exp- Env-+ EC+ Ec 
and we will, for example hate 
%‘[I& -I- IQ’ = Ar[Env].hk[ Ec] 
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Since we only perform A- abstraction over the contra-variantly pure types Env and 
EC we will be in the contra-variantly pure subset of the two-level A-calculus. This 
means that the semantics can be transformed into the mixed A-calculus and combirna- 
tory logic without using the troublesome !P. 
Another example is the continuation style semantics of commands. The semantic 
function %’ for commands, Corn, will then have the functionality 
%kCom-,Env-,Cc-,Cc 
and the semantics of the while-loop may be written 
%‘[I while E do Cl 
= Ar[ Env].jix(A W[Cc + Cc].Ac[Cc] 
Y @ (hv[ Ev].if v then c else (%[Cl @ r -- - 
The type Cc --* Cc is not contra-variantly pure and so we fall outside the contra- 
variantly pure subset of the two-level A-calculus. This could be avoided by changing 
the equation to 
‘%[while E do Cj = Ar[ Env].Ac[ Cc].jx( Ac’[ Cc] 
.8[Ejj 0 r 0 (&v[ Ev].if v then c else (%[Cn 0 r 0 c’?)). PC_ - 
However, the original equation falls within the subset of the two-levef &calculus 
studied in [6] because the restriction imposed there is that &bound variables cam‘l.ot 
be passed inside compile-time contexts. This also holds for the modified equation 
and for the twice-example but fails for the equation for expressions (where the 
h-bound v, is passed inside the right argument of a compile-time function appli- 
cation) 
6. Conclusion 
In [6] we showed how to translate a subset of the two-level A-calculus into the 
mixed A-calculus and combinatory logic. The restriction imposed upon the subset 
was that no &-bound variables might be passed inside a compile-time context. The 
method used was such that the types of A-bound variables did not change during 
e translation process. The open question then was how to extend the mixed 
language so as to become functionally complete. 
This problem is solved in the present paper by the introduction of the P- 
combinator. We further identified a contra-variantly pure subset of the two-level 
A-calculus where the Fcombinator is not used. I lowever, unlike [6] the translation 
process may change the types of A-bour;d variables. 
As the subset of[6] and the contra-variantly pure subset studied here are incompar- 
nother subset of the two-level &caPculus 
Functional completeness 117 
LXjtm) = (.fix(hx[ Unit - tt’].x)), -- 
R$ tm) = h[ Unit - tt’].tm, 
L’!’ ll,_,J tm) = hx[V( tt’, _ tt,)].L:~$W[ Unit - tt’].tm - -- 
R::;__+,,,( tm) = hu[ Unit -+ tt’].hx[ tt,]. R::;( tm -- -- 
L::;X,,, (tm) = ( LQAu[ Unit - tt’].( tm -- 
L::‘@ u[ Unit - tt’].( tm 2 -- 
R::I.,,, (tm) = hu[ Unit - tt’].( R::i( tm -- 
L”’ ll,_ 1,,( tin) = ( P tm) u curry( take,[ tt’ x Unit]), -c 
R :&+ 11,( tm) = hu[ Unit - tt’].apply[ tt, 2 ttz] q -- -- 
tuple( tm •I u 17 sink[ tt,], id[ tt,]). 
~,wt,r4.ml) ={ L” 
n( ~'OIL ‘( AyC ;ilnit - I7( penv)]..f;[ tt]) if not pure(penv), 
h[tt3 if pure(penv); 
&WLW 
X ifpenv = (x, A, tt)^penv’, 
id[ tt] -- ifpenv = (x, A, tt)^penv’ and pure( penv’), 
takel[n(penv)] ifpenv = --- (x, A, tt)^penv’ and not pure( penv’), 
A /X”lL’~(x) if penv = (y, h, tt’)*penv’ and x # _v, 
L::‘(Ay[ Unit - tt’].x) -- 
--_ kf penv = (y, A, tt9)Apenv’, .C Z y, 
p( pp.4b) = tt and pure( penv’), 
Lf?perlL’) (Ay’[ Unit - n( penv)] -- 
.R fj(P’“L”‘(Apet~c~(~)) * (take,[lT( penv)] q y’)) 
if penv = (y, A, tt’)Apenvt, x Z y, 
p( pcnv)(x) = tt and not pure( penv’); 
&,,,,(Ax[ tt]. te) = 
Ax[ttl.n,,,,,,,-,,t,,(te) if pum(penv), 
Ax[P(fl( penv), tt)].A( \-,A,I,)-,,c.tlc( te) if not pure( penvk 
1 4 \.A.II t-pfvll ( fe j i d.lpf.ttrt( bX[tt].te j = if currj’ , _ ( \.A.rr ~-I~f~tff (t4 
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f 
cpphr ttt 2 tt-j 0 tl+(n,,,,( be,), Aped te2)) _ _- - 
if not pure( penv; but p( penv) I- te, : tt’--* tt, 
I apply[ tt, ---) ttJ 0 tuple( apply[ tt’ z tt] 0 
Apeno( ie, z fe*f - - -- -- 
tuple(A(qh,rr,)-penu(t~,~, A(d.r,rr,,-penv(fe2)),id[ftlli 
ifpure( penv), p(penv) I- te, : tt’f tt, tt = tt, =+_ tt2 and 
d is not defined in penv; 
ApPno((tel, te,)) = fqW&,L7(tel~, ~,en,(ted); 
takej[ ttlz ttz] 0 Apenv( te) 
if not pure( penv) but p( penv) I-- te : tt, x tt2, 
Apenv( teji) = apply[ttjl 0 tuple(takQ:tl x tt21 q n(d,~.tt;)-~~dtd, d[ttJl) 
if pure( penv), p(penv) I- te : tt, x tt2, t$ = tti r tty and 
d is not defined in penv; 
f&J if te then te, else te2) 
~~nd(A,,,&e), Apenv(teh, A,&te2)) 
if not pure( penv), 
q&W, ---, tt21 0tuple(condCA(d,h,trl)apenv(fe), 
(d,h,rt,)lpenv(f~d, n(4A,tr,!‘penv(te2)), idIM) 
if pure( penv), p( penv) I- te, : ttl ---, tt2, and 
d is not defined in penv; 
if not pure(penv) and p( penv) I- te : tt - tt, 
&dJiTC t4 = cpp~Y[ttl o tuPwwt1 q A,,,*,,,,-,f?tlLw, id[thl) -- 
if pure(penv), p( penv) t- te : tt - tt, tt = ttl - ttz and - 
d is not defined in penv. 
ttenv II- tm : ( Unit --, tt’) -- + tt implies ttenv It- L::‘( tm) : V( tt’, tt) 
ttenv It- Cm : V( tt’, tt) implies ttenv It- R::‘( tm) : ( Unit --, tt’) + tt -- 
The proof is by induction on the type tt of L::‘( tm) and I?::‘( tm). 
Case Ai : First assume that ttenv Il- tm : ( Unit --, tt’) - Ai. Since -- 
ttenv It-fix(hx[ Unit ---) tt’1.x) : Uflit ---, tt’ -- -- 
we obtain 
(jix(Ax[ Unit -+ tt’].x)) : -_ 
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Next assume that ttenv II- tm : V( tt’, A;). Then clearly 
ttenv II- hu[ Unit - tt’].tm : ( Unit + tt’) - Ai -- -- 
as V(tt’, Ai) = Ai. 
Case tt, - tt2 : First assume that 
ttenv II- tm : ( Unit - tt’) - (tt, - tt2). -- 
Let ttenv, = ttenv[x I+ V(tt’, it,)] and ttenv? = ttenv,[ u - Unit - tt’]. Then -- 
ttenv2 II- x : V( tt’, tt,) and the induction hypothesis gives 
ttenv? II- R::;(x) : ( Unit - tt’) - tt, -- 
and thereby we obtain 
ttenv2 II- tm s u 
Thus we have 
ttenv, II- hu[ Unit --, tt’].tm -- 24) : ( Unit - tt’) ---, it?. -- 
The induction hypothesis can now be applied and gives 
ttenv, II- L:@4[ Unit - tt’].tm --- 
The result now follows since 
(R;:;(x) d u)) : V( tt’, it?). 
ttenv II- hx[V( tt’, tt,)]. L::‘( hu[ Unit + tt’]. tm 2 -- 
: V( it’, it,) - V( it’, ii?) 
and V( it’, tt, - ttJ = V(tt’, it,) - V( tt’, tt,). 
Next assume that ttenv It- tm : V( it’, It, ---, it?). Define ttenv, = 
ttenv[u I-+ Unit ---) tt’][x I--, tt,]. Then -- 
ttenc, II A iv[ Lhit --\ tt’].x : ( Unit - it’) - tt, -- -- 
and the induction hypothesis gives 
ttenv, II- Lj$h_~[ Unit --, tt’1.x) : V( it’, it,). -- 
Since V( tt’, it, - , .k) = V( tt’, tt,) - V( tt’, tt7) we obtain 
L:$W[ Unit - tt’].x) : V( it’, tL). -- 
We can now apply the induction hypothesis once more and obtain 
ttenv, II- Rj::( tm Li:I(Avr Unit - tt’1.x)) : ( Unit - it’) - tt2. 
Therefore 
ttenv, II- Ri:;( tm L::Jhv[ Unit - tt’1.x)) 
and 
tt637v II- Au[ Uni, + - tt’].hx[ tt,].R::‘( tm -- -’ L::’ (A. v[ Unit - tt’1.x)) 2 -- 
: ( Unit - it’) - tt, - tt2. -- 
120 H. R. Nieison, F. Nielson 
Case It, X tt?: First assume that ttenv It- tm : ( Unit + tt’) - tt, x tt?. Then for 
j= 1 and i = 2 we have 
ttenv II- Au[ LJG* --, tt’].( tm -- u).Ji : ( Unit - tt’) - tt, 
and the induction hy othesis can be applied 
ttenv II- Li$hu[ Unit + tt’].( tm @ u)Ji) : V( tt’, tti). -- 
Thus we have 
ttenv II- ( LQhui Unit - tt’].( tm -- u)J l), L::j( hu[ Unit - tt’].( tm e u)J2)) -- 
: V( tt’, tt,) x V( tt’, ttz) 
and since V( tt’, tt,) x V( tt’, ttz) = V( tt’, tt, x tt?) we obtain the desired result. 
Next assume that ttenv I/- tm : V(tt’, tt, 3 ttz). Then for i = P and i = 2 we obtain 
ftenv II- tmii : V( tt’, tti) and the induction hypothesis can be applied 
ttenv II- R:::( tmii) : (Unit + tt’) - tti. -- 
Thus we obtain 
ttenv II- hu[ Unit * tt’].( R:$tmJl) e u, Ri:i( tmJ2) -- 
: ( Lblit - tt’) - tt, x ttz -- _- 
This com@etes the proof. 
Case tt, - ttz: - First assume that ttenv It- tm : V( tt’, tt, --+ tt?). Let ttenv, = - 
ftenv[ u I+ Unit - tt’]. Then -- 
ttenv, It- tm 0 u : Unit - tt, 2 tt? 
and since ttenv, II- sink[ ftl] : tt, - Unit we obtain -- 
1 - ttz - ttenv, II- tm 0 u 0 sink[tt,] : tti - tt - 
WC have ttenv, It- id[tt,] : tt, + tt, so - - 
ftenv, It- fuple( tm 0 u 0 sink[ tf,], id -_ - [ tt,]) : tt, 3 (tt, 3 tt,) 5 tt, 
Therefore we obtain 
tfenv, It- apply[ tf, 3_ ff,] [I tuple( Cm g u n sink[ff,], id[ ff,]) : tt, 2 tf2. - 
Thus we obtain the result 
ttenv It- hu[ Unit - tt’].apply[ f f, ---) ttJ P- :; ‘uple( fm ~1 u CJ sink[frJ, i&t,]) 
: (Unit -+ tt’) - (tf, -+ tt2) __s_- - 
--+ ft’) -+ (ft, -+ tf?). Then - - 
fenv +- 1 InI : ( IiF --+ IF’) z (IF, --+ fF2) ~- I-- ___ 
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We also have 
so 
ttenv II- cumy(take,[tt’ x Unit]) : tt’+ (Unit - tt’), -- - -- 
tm) IJ curry( take,[ tt’ x Unit]) : tt’--_* (tt, ---) tt2) -- - 
and since tt’ * (tt, ---, tt2) = (tt’, ttl 2 ttz) we have proved the lemma. 0 
ppendix ewe 
The protlf of the theorem is by structural induction on the expression te. 
CaseJ[tt]: we shall assume that p( penv) t-J;[tt] : tt so that 
pm( penv) It-f;[tt] : tt. (4) 
If penv is pure then this is the desired result. If penv is not pure then it follows 
from (4) that 
p,,( penv) II- Ay[ Unit - l7( penv)].J[ tt] : ( Unit - l7( penv)) - tt. _-- 
From Lemma 4.2 it follows that 
pnt (penv) It- Lf ’ w’) (Ay[ Unit --, n( pznv)].A[ tt]) : v(n( penv), tt) -- 
which is the desired result. 
Casex: We shall prove the result by induction on the length of penv and depending 
on whether penv is pure or not. SG first we show that 
p(penv) F x : tt pure( penv) (5) 
implies 
p,(penc) It- Apfnob) : tt. (6) 
If penv = (x, A, t?)^penv’ then A,,c,,o(x) = x and the result follows as p,,( pem)(x) = 
p(penv)(x) wh<n penv is pure. If penv = (y, A, tt’)^penv’ and x Z y then 
AFen, = Apent *(x), p(penv’) I-- x : tt and the induction hypothesis gives 
Pm (pen4 It- ApenfJ (x) : tt from which the desired result follows. 
Next we show that 
p( pent,) t- x : tt and not pure( penv) (7) 
implies 
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So assume that penv = (x. A, tt)^penv’ but that penv’ is not pure. Since lT(penv) = 
n( pew’) x tt we then obtain 
pm(penv) It- &q[I7(penv)] : l7( penv9 2 tt 
and since V(Kk!( penv), tt) = n( penv9 __ 3 tt we have proved that (8) holds. 
If penv = (y, h, tt’JApenv’ and x f y then 
p(penv’) I- y : tt (99 
and the induction hypothesis gives 
P M ( Tend) I;-- Apenut (x) : V(n(penv’), tt). 
Since y does not occur free in &Jx) we obtain that (8) holds. 
Finally, assume that penv = (y, &, tt’)^penv’ and that x z y. Then (9) holds and 
if penv’ is pure then because (5) implies (6) we obtain p,( penv’) It- Apenvj(x) : tt. 
Since y does not occur free in Apenc(x) and Apeno = x because penv’ is pure (and 
(9) holds) we obtain 
p,(penv) II- hy’i Unit - tt’].x : -m ( Unit - tt’) - tt. -- 
From Lemma 4.2 we then obtain 
pm ( penv) It- L::‘( hy’[ Unit - tt’].x) : V (tt’, tt). 
This proves the result because l7(penv) = tt’. 
In the case where penv’ is not pure then the induction hypothesis applied to (9) 
gives 
pm (yv’9 It- 4dpenve (x) : V(H(penv’), tt). 
From Lemma 4.2 and the fact that y is not free in Ape’&) we then obtain 
h(penv9 II- R fqpenv”( APenvl(x)) : ( Unit - n( penv’)) - tt 
and then 
p,( penv) It- Ay’r Unit - I7(pfm91 
. R 7’ penv”( Apenv*( x)) (take,[lI(penv)] •I y’) 
: ( Unit - lI(penv)) - tt. 
Using Lemma 4.2 once more we obtain 
pm ( penv) It- L 7’ PenL’) (Ay’[ Unit -4 l7( penv)] -- 
. I’:’ penL”‘( Apenv’( X)) (take,[n( penv)] 0 y’)) : V( 
Functional completeness 
and that penv is pure. Then (x, h, tt)%env will be pure and 
p((x, A, tt)^penv) t- te : tt’ 
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W) 
holds and (3) carries over so the induction hypothesis gives 
P?n(b, 8, to*Penv) It- ~~x,h,rr~‘pen*&9 : tt’* 
Since ~~((x, A, tt)^penv) = p,(penv)[x - tt] because penv is pure we obtain the 
require 
Next 
(3’ still 
p,(penv) it- Ax[ tt].A~x,h,r,,-penv( te) : tt 3 tt’. 
assume that (10) holds but that penv is not pure. Then (11) still holds and 
carries over but the induction hypothesis now gives 
p,((x, A, tt)^penv) It- A (x,h.,l)-pen”(t4 : VW Pena to. 
Since now p,( (x, A, tt)^penv) = p,( penv)[x w V( 27( penv), tt)] because penv is not 
pure we obtain the required 
Pm( penv) II- MVW( penv?, ft)l.A~.u,h.rr)-pena( td 
: V(IT(penv), tt) -3 V(IT(penv), tt’) 
and the result follows from the definition of V. 
Assume that p(penv) I-- te, fez : tt holds. Then 
p(penv) t- te, : tt’ --) tt, 
p(penv) t- tez : tt’. 
If penv is pure tkn the induction hypothesis gives (as (3) carries over) 
pm (pew) It- +& te,) : tt’ ---) tt, 
p,,,( penv) Ii-- Apeno( te2) : tt’ 
and we obtain ttie result 
pm ( pefd It- Appno 
(12) 
(13) 
Next assume that penv is not pure. Then the induction hypothesis applied to (12) 
and (13) gives (as (3) still carries over) 
p,(pend I- APerlLj ( tel) : V(n( penv), tt’+ tt), 
pdpeflv) II- .$7,.,Jted : (pew), tt’) 
(n( penv), tt’--, tt) = V(I7( penv), tt’) + V( (pew), tt) we obi 
pdpenv) Ii- A,,.,,,.(tel) pm4 ted : 
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Case ,jx[ tt].te: Assume that 
p( penv) t- &x[ tt].te : tt 2 tt’ 
and that penv 
p((x, A, tt)^penv) I-- te : tt’ 
holds and since (x, A, tt)^penv is not pure (3) carries over and the induction 
hypothesis gives 
p,((x, A, tt)^penv) II- A (x& rr,-~en”(t4 : wwx, A, tt)*Penv), a. . . (16) 
Since n( (x, A, tt)^penv) = tt when penv is pure and fttrthermore V( tt, tt’) = tt --, tt’ - 
we obtain the required 
p,dpenv) It- 4 r.h,rr~-pe,lv04 : tt --_, tt’. 
Next assume that (14) holds but that penv is not pure. Then (15) still holds and 
(3) carries over so the induction hypothesis gives that (B6) holds. NOW 
17( (x, A, tt)Apenv) = IT(ptnv) 1~ tt and V(l7( penv) 5 tt, tt’) = lT(penv) x tt * tt’ so - - 
we obtain 
p&en4 It- 4.,~,,,~-,,,,(te) : Wpenv) 11 tt --, tt’ 
and then 
pnt ( penv) It- curry (A : Wpem-9 - tt - tfr (x.6.rr)-penv(fe)) - 
l7( penv) ---) tt ---) tt’ we obtain the required result. 
Assume that p( penv); te, _ te, : tt holds. Then 
p( penv) I-- te, : tt’+ tt, - (17) 
p( penv) I-- te, : tf. (18) 
If penv is not pure then (3) carries over and the induction hypothesis gives 
Pfn(PeM It- A penv( tel) : V(n( penv), tt’-+ tt) - 
p,( penv) ll- A penv(fe2) : VWpenu), tf). 
From I-- tt’ _ --+ tt : Y and t-t?’ : r we obtain V(n( penv), tt’-+ tt) = Ii! - tt’+ tt - - - 
and V(U(penv), tt’) = II( penv) -+ tt’ so that we obtain - 
pm ( pen u ) II- Pup/e ( A p~nc(tel), A,,,,(tr,)) : Lf( penv) -+ (tt’-+ tt) x tt’ - - - 
and then 
p,( penv) Ii- apply[ tt’-, tt] 0 tuple(A,,,,( te,), A,,& te2)) : IT{ penv) -+ tt. - 
he result mow follows because 
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Now let penv’ = (d, A, tT,)Apenv for some d not defined in penv. We replace (17) 
and (18) by 
p(pc?nu’) I- tq : V’ --* “F, p( penv’) I--- te, : tt’. 
Since penv’ is not pure we obtain much as above that 
and this 
Pm ( penv') II- f$vta’ (te,) : V(II( penv’), tt’ -3 tt) - 
pm ( pen0 I-- Apmol (te,) : V(lI(penv’), tt’) 
is the same as 
pm( pew) It- Apr,lrJ tel) : tt, 2 tt’ 2 tt 
p,,J penv) It- &7,1L’s( te2) : It, 3 tt’. 
Much as above we therefore obtain 
and 
p,,,(penv) It- tuple( Apc,,J te,), A,,cB,lc’( te?)) : tt, J (tt’ --, tt) 11 tt’ 
p,(penv) Il- apply[ tt’ --, tt] •I tuple(Aj,,,,,r( te,), ‘Ipe,,J te,)) : tt, 2 tt. 
We have p,( penv) II- id[ tt,] : ttl ---, tt, so 
pm ( penv) It- tuple(apply[ tt’ ---, tt] •I tupMA,,,,J te,), Ape,J te,)), id[ tt,]) -- 
: tt, -j (tt, ---, ttz) x tt, 
and then 
p,(penv) It- appWtl0 
fupWPPlY[ tt’_ + tt] n tuple(A,,,,. (te,), APoll.,( te?)), id[ Ft,]) : tt. -- 
This completes the proof. 
This completes the more interesting cases in the proof of Theorem 4.1 and we 
shall omit the remaining ones. Cl 
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