We introduce real second-order freeness in second-order noncommutative probability spaces. We demonstrate that under this definition, three real models of random matrices, namely real Ginibre matrices, Gaussian orthogonal matrices, and real Wishart matrices, are asymptotically second-order free. These ensembles do not satisfy the complex definition of second-order freeness satisfied by their complex analogues. We use a combinatorial approach to the matrix calculations similar to the genus expansion for complex random matrices, but in which nonorientable surfaces appear, demonstrating the commonality between the real models and the distinction from their complex analogues, motivating this distinct definition. In the real case we find, in addition to the terms appearing in the complex case corresponding to annular spoke diagrams, an extra set of terms corresponding to annular spoke diagrams in which the two circles of the annulus are oppositely oriented, and in which the matrix transpose appears.
Introduction
In a noncommutative probability space, freeness is an analogue of independence in a classical probability space. Many important random matrix models, both real and complex, are asymptotically free; that is, as the size of the matrix becomes large, independent matrices satisfy freeness conditions on the expected values of the traces of their products [23] . No modification of the definition is required for real random matrices.
In addition to considering the asymptotic moments of random matrices, that is, the expected values of traces of products in the large matrix limit, it is also possible to consider the distributions or fluctuations around these expected values (central limit-type theorems as opposed to law of large numbers-type theorems). Many important matrix models (including all of those considered in this paper) are asymptotically Gaussian, so the most important quantity of these fluctuations is the appropriately rescaled asymptotic covariance of traces. Second-order probability spaces, that is, noncommutative probability spaces equipped with a bilinear function modelling this covariance, were introduced in [18] and further studied in [6, 17] . Also given are definitions for second-order freeness and asymptotic secondorder freeness, and it is shown that several important complex matrix models satisfy this definition. Second-order freeness then has the role for fluctuations that first-order freeness has for moments. In particular, if random matrices A and B are asymptotically second-order free, the asymptotic fluctuations of A + B and AB can be calculated from the asymptotic moments and fluctuations of A and B.
Asymptotic second-order freeness as defined in [18] is not generally satisfied by real ensembles of random matrices. If random matrices A k,N and B l,N , k, l = 1, . . . , p are elements of the algebra generated by a model studied in this paper, then the relation satisfied instead is (where the circle above the random matrix terms indicates that they have been centred:X := X − E (tr (X)), cyclically adjacent terms in each entry come from algebras generated by independent ensembles, and all indices are taken modulo p), while in the limit covariances of cyclically alternating terms with different numbers of terms vanish, as in the complex case. (Below we will generally suppress the index N .) The first sum on the right-hand side appears in the definition of complex second-order freeness, and its summands correspond to "spoke diagrams" on an annulus, as in the first row of Figure 1 and described in [18] . The second sum does not appear in the complex case. Its summands correspond to the spoke diagrams in the second row of Figure 1 in which the two circles of the annulus are oppositely oriented. We thus propose a definition of real second-order freeness of subalgebras of an abstract second-order probability space (A, ϕ 1 , ϕ 2 ) equipped with a linear involution a → a t reversing the order of multiplication:
(where the a j and b j are centred and from cyclically alternating subalgebras, and again all indices are taken modulo p), and similar quantities vanish when the number of terms in each argument of ϕ 2 are different.
In Section 2, we present the notation and definitions we will be using, including the relevant existing definitions in free probability, asymptotic freeness and second-order probability spaces. In Section 3, we define the three matrix models which we will be considering. We find that each model can be put into a common form resembling a genus expansion, but in which terms corresponding to both orientable and nonorientable surfaces appear. We will use this form in the remainder of the paper, in which we will derive results which are applicable to each of the three models or any other model satisfying the same conditions. In Section 4 we present several combinatorial expressions which are exact for all matrix dimensions N . We derive an expression for expected values of products of traces of several independent matrices and for the cumulants of such traces, and we find a combinatorial characterization of the terms which contribute when the terms are centred. In Section 5, we consider asymptotic behaviour. We characterize combinatorially the highest order terms and show that all of the matrix models have second-order limit distributions, meaning that not only the moments but also their fluctuations are well-defined asymptotically. In Section 6, we show that the matrix ensembles are asymptotically free under the usual definition. Using the machinery of [16] , we show that highest order terms correspond to a certain type of annular-noncrossing diagram (which we generalize to the real-matrix context, in which a larger class of diagrams are possible). We show that the highest order terms then correspond to a larger set of spoke diagrams, (those for both relative orientations of the two circles), and we define asymptotic real second-order freeness as satisfying such a relation in Section 7 where we will collect definitions for the real case.
Notation and definitions

Combinatorics
We denote the interval of integers {1, . . . , n} by [n], and for m ≤ n the interval {m, . . . , n} by [m, n] .
If I is a set of integers, then we define −I := {−k : k ∈ I}. We define ±I := I ∪ (−I). Definition 2.1. For a set I, a partition of I is a set {V 1 , . . . , V k } of subsets of I called blocks which are disjoint, nonempty, and have union I. We denote the set of partitions of I by P (I), and the set of partitions of [n] by P (n).
We define a partial order on P (n) by letting π ρ if each block of π is contained in a block of ρ.
For a set I, we denote the largest partition 1 I := {I}. If I = [n], then we let 1 n := {[n]}.
We denote the join of two partitions π, ρ ∈ P (n) by π ∨ ρ, where the join π ∨ ρ ∈ P (n) is the smallest partition such that π, ρ π ∨ ρ.
A partition is a pairing if each of its blocks contains exactly two elements. We will denote the set of pairings on a set I by P 2 (I), and the set of pairings on [n] by P 2 (n). If n is odd, then P 2 (n) is the empty set, and any sum over P 2 (n) is zero.
We will denote the group of permutations on a finite set I by S (I), and the group of permutations on [n] by S n .
We will often use cycle notation for permutations, in which the permutation maps each element to the next element in the cycle (and the last element in a cycle to the first). When we multiply permutations, the rightmost acts first, then the next to the left, and so on. If we conjugate a permutation π by another permutation ρ, then in cycle notation, the resulting permutation ρπρ −1 has the same cycle structure as π, but with each k replaced by ρ (k).
We will also call a permutation a pairing if each of its cycles contains exactly two elements. We note that a partition in P 2 (I) uniquely defines a pairing in S (I) and vice versa.
We denote the number of cycles (orbits) of a permutation π by # (π). We will use the same notation to denote the number of orbits of any subgroup of a permutation group. The subgroup generated by permutations π 1 , . . . , π k will be denoted π 1 , . . . , π k . We can see that # (π) = # π −1 and # (π) = # ρπρ −1 .
A permutation π ∈ S (I) is considered to act trivially on a k / ∈ I. The number of orbits of a permutation depends on the implied domain of the permutation, which we will state explicitly if it is not clear from the context. If π ∈ S (I) and ρ ∈ S (J) for I and J disjoint, then # (πρ) = # (π) + # (ρ).
We will often consider the orbits of a permutation as a partition, and will use the permutation to denote this partition.
If J, K ⊆ I, we say that a permutation or subgroup of S (I) connects J and K if it has an orbit which contains at least one element of both J and K. We will say that a permutation or subgroup with orbits given by partition π connects the blocks of partition ρ if π ∨ ρ = 1 I . Definition 2.2. If J ⊆ I are sets and π ∈ S (I), we define the permutation induced on J by π, denoted π| J ∈ S (J), by letting π| J (k) = π m (k), where m is the smallest positive integer such that π m (k) ∈ J. (In cycle notation, this amounts to deleting all elements not in J.)
While it is not in general true that ( π| J ) ( ρ| J ) = πρ| J , it is true if at least one of π or ρ does not connect J and I \J. We can see that (
, which is impossible, and given a k with π 2m+1 (k) = −k, we must have ππ m (k) = π −m (−k) = −π m (k), which is disallowed).
Remark 2.4. The permutation in the above definition is only one component of a premap as defined elsewhere, such as in [22] , in which such permutations are used to describe surfaced hypergraphs. (Here, a hypergraph is a graph with hyperedges, that is, edges which may connect any positive integer number of vertices, rather than just two, and can be interpreted as vertices which must alternate with the other vertices.) In a surfaced hypergraph, not only vertices and faces but also hyperedges must have a cyclic order on the graph elements they are connected to. A premap is the appropriate object to describe the faces, hyperedges, or vertices of an unoriented surface: the conditions ensure the consistency of the description on an orientable two-sheeted covering space (see, for example, [13] , pages 234-235, for the construction of this two-sheeted cover). See [7, 14, 16, 20, 22] for more information on how surfaced hypergraphs can be represented as sets of permutations. This interpretation is often useful for understanding subsequent calculations, but is not necessary to the proofs. See Remark 3.5.
Definition 2.5. We call a cycle of a permutation π ∈ S (±I) particular if its element with smallest absolute value is positive, after [11] . We denote by π/2 the set of all particular cycles of a premap π. We will use π/2 to denote both the set of all elements appearing in particular cycles of π and the permutation on that set by those cycles.
If π ∈ S (I) where I does not contain both k and −k for any k, we denote by π + the permutation π considered as a permutation on ±I (where it acts trivially on any element not in I). We define
We note that the inverse of a premap is a premap. We also note that the permutation γ −1 − πγ + is a premap: Lemma 2.6. Let γ ∈ S (I) for some set I that does not contain both k and −k for any k, and let π ∈ P M (±I). Then γ
But since π is a premap, this cannot be the case.
Random variables and matrices
Definition 2.7. We define the classical cumulants k 1 , k 2 , . . . such that the nth cumulant k n is an n-linear function on random variables satisfying the moment-cumulant formula, by which they are uniquely defined:
In particular, the second cumulant is the covariance:
We also note that if any entry X i of a cumulant k n (X 1 , . . . , X n ) with n > 1 is a constant random variable, then the cumulant vanishes. (Briefly, we have
that is, the moment is the sum over terms in which i is in its own block. Inductively, we assume that any term in the moment-cumulant formula in which X i is contained in a k m with 1 < m < n vanishes, so k n (X 1 , . . . , X n ) also vanishes.) We denote the usual trace by Tr (X) := N i=1 X ii , and the normalized trace by tr := 1 N Tr, where N is the size of the matrix. When we wish to move the subscript of a matrix X k to its superscript (such as when we have indices in the subscript), we will put it in brackets, and denote X k by X (k) . We will often find it convenient to denote a matrix X by X (1) and its transpose by X (−1) . If we want to combine these notations, we will denote X k by X (k) and X T k by X (−k) .
. . , c m ∈ S (I). We denote the trace along the cycles of π:
If the domain of π is restricted to ±J, where J is a finite set of positive integers J = {j 1 , . . . , j m } with j 1 < . . . < j m , then we may list in the arguments of the trace only the elements of J (in order): Tr π (X j 1 , . . . , X jm ).
In each case, the domain will be specified if it is not clear from context. The normalized trace along a permutation is defined analogously.
Noncommutative probability spaces and freeness
Definition 2.8. A noncommutative probability space (A, ϕ 1 ) is an unital algebra A equipped with a tracial functional ϕ 1 (called an expectation) such that ϕ 1 (1 A ) = 1. We will call elements of A (noncommutative) random variables.
When X is a random matrix, we will let ϕ 1 (X) = E (tr (X)).
Definition 2.9. We will say that a random variable a ∈ A is centred if ϕ 1 (a) = 0. We will denote the centred random variableå := a − ϕ 1 (a).
In particular, if X is a random matrix, we will denote the centred random matrix byX := X − E (tr (X)).
Definition 2.10. We say that a product of terms a 1 , . . . , a p taken from subalgebras A 1 , . . . , A n ⊆ A are alternating if a i ∈ A k i and k 1 = k 2 = . . . = k p , and they are cyclically alternating if, in addition, k p = k 1 . Similarly, we say that a word w :
, and cyclically alternating if in addition w (p) = w (1).
Definition 2.11. Let A 1 , . . . , A n ⊆ A be subalgebras of noncommutative probability space A. We say that A 1 , . . . , A n are free if
whenever the a i are centred and alternating.
Let (Ω, Σ, P) be a probability space.
Definition 2.12. For each colour c ∈ I for some index set I and for
λ∈Λc be a family of matrices. (Here F may be either R or C.) We say that the families are asymptotically free if, for any integer p > 0, alternating word w : [p] → I, and A i in the algebra generated by the X (λ)
Definition 2.13. A second-order probability space (A, ϕ 1 , ϕ 2 ) is a noncommutative probability space (A, ϕ 1 ) equipped with a bilinear functional ϕ 2 which is tracial in each argument and such that ϕ 2 (1 A , a) = ϕ 2 (a, 1 A ) = 0 for all a ∈ A.
If X, Y are random matrices, we will let
Definition 2.14. Subalgebras A 1 , . . . , A n of a second-order noncommutative probability space (A, ϕ 1 , ϕ 2 ) are complex second-order free if they are free and
when the a 1 , . . . , a p and the b 1 , . . . , b p are centred and cyclically alternating, and
when p = q and the a 1 , . . . , a p and the b 1 , . . . , b q are centred and either cyclically alternating or consist of a single term.
Here and elsewhere we take indices modulo the range over which they are defined.
Definition 2.15. We say that random matrices {X λ : Ω → M N ×N (F)} λ∈Λ have a second-order limit distribution if there exists a second-order probability space (A, ϕ 1 , ϕ 2 ) with x λ ∈ A, λ ∈ Λ, such that for i = 1, 2, . . ., any nonnegative integers n 1 , n 2 , . . . and any polynomials p i in n i noncommuting variables (i = 1, 2, . . .), and any λ i,1 , . . . , λ i,n ∈ Λ, we have
and for all r ≥ 3,
In addition, if there are λ ∈ Λ with −λ ∈ Λ, then we require the existence of an involution x → x t on A reversing the order of multiplication such that x −λ = x t λ for any such λ. and let B k be a matrix in the algebra generated by the X (λ)
w(k) . Then we say that the ensembles are asymptotically complex second-order free if they are free, have a second-order limit distribution, and the algebras generated by the elements of the second-order limit distribution are second-order free; that is, for v and w cyclically alternating and p = q ≥ 2,
and whenever p = q and v and w are either cyclically alternating or have length 1, lim
We collect the analogous definitions for real second-order probability in Section 7.
The matrix models
In this section, we present formulas for the expected values of products of traces of matrices from the three models we are considering. Quantities involving several independent matrices can be calculated using Lemma 4.2.
We will use several lemmas to derive the formulas in this section, which we state here. The following is a folklore result which can be proven by direct calculation:
.
If N k = N for all k ∈ I, we can interpret this as a sum over all functions
The following lemma is known as the Wick Formula. A proof can be found in [14] , p. 164.
Lemma 3.2 (Wick).
Let {f λ } λ∈Λ be components of a real Gaussian family of random variables for some index set Λ. Then, for λ 1 , . . . , λ n ∈ Λ,
We will find the following expression useful. For ε : [n] → {1, −1}, we define ε on − [n] by ε (−k) = ε (k), and we define
Proof. The permutation δ conjugated by π consists of cycles of the form (k, −l), where (k, l) is a cycle of π. Conjugating by δ ε may interchange k and −k as well as l and −l. If ε (k) = ε (l), then the cycle is unchanged; otherwise, the cycles become (k, l) and (−k, −l) (so no cycle contains both k and −k, and hence it is a premap).
We will also use the following lemma, outlined in [20] . We give a complete proof here. f ij , where the f ij are independent N (0, 1) random variables, and let Y 1 , . . . Y n be random matrices independent from X and appropriately sized so the matrix multiplication below is defined. (We will take the normalized trace to be 1 N times the usual trace regardless of whether it is applied to an N × N matrix or an M × M matrix; we will assume that M is of the order of N .)
Let γ ∈ S n . Then
Proof. To allow for the arbitrary occurrences of transposed copies of X encoded in ε, in place of the usual indices i k and j k we will use indices ι + k and ι − k . We choose our indices so that the kth occurrence of the matrix X will have indices ι
We now apply Lemma 3.2 to the expected value expression:
= 0, so a product including this term will vanish. Thus the term corresponding to a given pairing π is {k,l}∈π
Inserting this back into our expression, we get:
Reversing the order of summation, we get:
. By Lemma 3.3, δ ε πδπδ ε and therefore γ −1 − δ ε πδπδ ε γ + are premaps. We give an expression for the element of Y k which appears, regardless of the sign appearing on k in γ
Since exactly one of k and −k appears in the permutation γ −1 − δ ε πδπδ ε γ + /2, we can write the expression:
We show that the condition ι ± • π = ι ± always pairs a first index with a second index: specifically, the second index of Y k is paired with the first index of Y γ −1 − δεπδπδεγ + (k) , which must also appear, since γ
, which is paired with ι
. By Lemma 3.3, δ ε πδπδ ε contains the cycle
Since each ι ± k appears at most once in the expression, there are no further constraints.
Renaming the first indices and replacing the second indices with the index they are constrained to be equal to, Y k appears with indices i k and i γ −1 − δεπδπδεγ + (k) . We recognize the resulting sum as a product over the cycles of γ −1 − δ ε πδπδ ε γ + /2 as in Lemma 3.1, and expressed in terms of the normalized trace, the result follows.
Remark 3.5. It is possible to interpret the summands in these and subsequent calculations as unoriented surfaced hypergraphs (see Remark 2.4). Briefly, the cycles of γ can be thought of as encoding face information, and
− face information on the two-sheeted covering space which allows for a consistent orientation. The cycles of a premap π encode hyperedge information on this covering space. Vertex information on the covering space is given by the permutation γ + π −1 γ −1 − , and the traces of the Y k matrices are given by its inverse. See [14, 16, 20, 25] for examples of how matrix integrals may be interpreted in terms of surfaced hypergraphs. The definition of the Euler characteristic of γ and π which follows is the natural one in this interpretation ( [7] gives a compatible definition of genus). Definition 3.6. Let I be a finite set of integers which does not contain both k and −k for any k. For a γ ∈ S (I) and a premap π ∈ P M (±I), we define
We note that if ±I 1 and ±I 2 are disjoint, and γ i ∈ S (I i ) and
Real Ginibre matrices
Definition 3.7. Let f ij be independent N (0, 1) random variables, for 1 ≤ i, j ≤ N . Let Z : Ω → M N ×N (R) be a matrix-valued random variable such that the ijth entry of Z is
Then Z is a real Ginibre matrix (see [9] ).
Lemma 3.8. If Z is a real Ginibre matrix, γ ∈ S n , ε : [n] → {1, −1}, and Y 1 , . . . , Y n are random matrices independent from Z, then
Proof. By Lemma 3.3, δ ε πδ ε = δ ε ρδρδ ε is a pairing, so # (δ ε πδ ε ) = n, and the lemma follows immediately from Lemma 3.4.
Gaussian orthogonal matrices
Definition 3.9. Let X : Ω → M N ×N (R) be a random matrix such that
f ij , where the f ij are independent N (0, 1) random variables. Then a Gaussian orthogonal matrix (or Gaussian orthogonal ensemble or GOE matrix) is a matrix T :=
(This definition is equivalent, up to normalization, to more standard definitions given in, e.g., [15] . See e.g. [8, 14] for a demonstration of the equivalence in the complex case; the real case is similar.) Lemma 3.10. If T is a GOE matrix, γ ∈ S n , and Y 1 , . . . , Y n are random matrices independent from T , then
Proof. We expand the left-hand side in terms of X and X T and apply Lemma 3.4 to each summand:
We now show that the map (ρ, ε) → δ ε ρδρδ ε is 2 n/2 -to-one and its image is P M (± [n])∩P 2 (± [n]). By Lemma 3.3, δ ε ρδρδ ε is a pairing and a premap. For any π ∈ P M (± [n]) ∩ P 2 (± [n]), we can find a ρ ∈ P 2 (n) and an appropriate ε such that we construct π in this manner. In fact, we have two choices for values of ε on the elements of each cycle of π, or 2 n/2 such ε.
Since π is a pairing, # (π) = n, giving us the correct exponent on N , and the result follows.
Real Wishart matrices
Definition 3.11. Let {f ij } be independent N (0, 1) random variables, for 1 ≤ i ≤ M and 1 ≤ j ≤ N . Let X : Ω → M M ×N (R) be a matrixvalued random variable such that the ijth entry of X is
We will assume that M is of the order of N , and each D is part of a family
exists for all n and all tuples λ 1 , . . . , λ n .
Remark 3.12. Wishart matrices were first studied in [24] , and are variously defined in such papers as [1, 3, 4, 11, 12, 16] . They are generally defined as matrices of the form AX T BXC with various requirements on the constant matrices A, B, and C, such as that they must be symmetric, positive definite, or the identity matrix, or various relationships between them. Here we require A and C to be the identity matrix, but we do not put any requirements on B. The possible asymmetry of B and therefore the Wishart matrices motivates the appearances of the linear involution in the main definition 7.2, and the possibility of different B matrices motivates the order in which terms appear.
The following lemma expresses the moments of real Wishart matrices in a form which we will find convenient. The pairings on [2n] which appear in Lemma 3.4 are replaced by premaps on ± [n] under a bijection in which each pair of adjacent elements is compressed into one element. This is possible because the transposes appear in a regular pattern; in some sense, sign takes the place of parity in this expression. Geometrically, this calculation can be represented as in [20] , except we consider the alternate vertices which here contain the Y k matrices as hyperedges, encoded in the permutation π, and the vertices induced in this unoriented hypermap are the vertices containing the Y k matrices. An example with a diagram is given after the proof.
Proof. In order to put the left-hand-side of our expression into the form of Lemma 3.4, we define two bijections from the indices [n] to the new indices of the X T and X terms (respectively) that appear when each Wishart term is expanded:
We then define, for k ∈ [2n],
k , and δ = δ ε . Then
The permutation γ −1 − δ ρδρδ γ + acts separately on the odd and the even integers: by Lemma 3.3, δ ρδρδ reverses either the parity or the sign. In the former case, exactly one of γ + and γ −1 − acts, and in the latter both or neither do. In either case, the parity is preserved.
We extend the θ ± as odd functions (so they commute with δ, δ , and absolute values). We define
Then the contribution of the odd cycles is tr π −1 /2 (D λ 1 , . . . , D λn ). We now show that the contribution of the even cycles is E tr γ
± is defined, and θ + θ
We can see that # (γ ) = # (γ), since odd integers always occur in cycles with even integers, and on even integers, γ 2 = θ + γθ −1 + , so the exponent on N is correct.
We now show that this map from P 2 (2n) to P M (± [n]) is a bijection. For a given π ∈ P M (± [n]), we can reconstruct from π and γ −1 − πγ + the permutation γ −1 − δ ρδρδ γ + and hence δ ρδρδ , and by Lemma 3.3 we can reconstruct ρ. Thus the map is injective.
Conversely, for π ∈ P M (± [n]), we can define ρ on k ∈ [2n] by letting
(All integers in [n] are in the range of exactly one of the
which is excluded since π is a premap; thus ρ has no fixed points. We calculate:
Figure 2: A pairing (left) and its equivalent premap (right). "Twists" in the cycles of the premap, which denote that that edge is identified in the opposite direction, correspond to changes in sign.
Compensating for the absolute value signs, we note that
we can see that ρ 2 is the identity. Thus ρ is a pairing. Finally, we show that θ 
The result follows.
Example 3.14. If we wish to calculate the value of Each term in the sum can be represented as a face gluing (see [20] , Section 3, for more detail). The pairing ρ = (1, 5) (2, 7) (3, 9) (4, 10) (6, 8) is shown in Figure 2 , left. We calculate that Figure 2 , right, we can "pinch" the two edges corresponding to each W k matrix together. We now have γ = (1, 2, 3) (4, 5) , and Lemma 3.13 gives us that
The above pairing ρ corresponds to premap 
Combinatorial calculations
Let {X λ } λ∈Λ be real Ginibre, GOE, or real Wishart matrices. (We consider a family of matrices in order to accommodate Wishart matrices W λ k = X T D λ k X with the same matrix X but possibly distinct deterministic matrices D λ k ; in the Ginibre and GOE cases there is only one matrix X λ . Independent ensembles will be handled by Lemma 4.2.) We note that for all n, γ ∈ S n , ε : [n] → {1, −1}, and Y k random matrices independent from the X λ , the X λ satisfy
where
) is a subset of the premaps on ± [n] and f c is a function on those premaps. In each case, for each finite set of positive integers I, P M c (±I) ⊆ P M (±I) is a subset of the premaps on ±I such that for any J ⊆ I, the π ∈ P M c (±I) which do not connect ±J and ± (I \ J) are the product of a π 1 ∈ P M c (±J) and π 2 ∈ P M c (± (I \ J)), and f c : I⊆N,|I|<∞ P M c (±I) → C is a function such that lim N →∞ f c (π) exists. Furthermore, if π ∈ P M c (I) does not connect ±J and ± (I \ J), then f c (π) = f c π| ±J f c π| ±(I\J) . (This last condition is the only one not satisfied by Haar-distributed orthogonal matrices (appearing in future work). As it is only required for some of the results, we will note when it is needed.) Specifically, for real Ginibre matrices, P M c (±I) = {ρδρ : ρ ∈ P 2 (I)} and f c (π) = 1. For GOE matrices, P M c (±I) = P M (±I) ∩ P 2 (±I) and f c (π) = 1. For real Wishart matrices, P M c (±I) = P M (±I) and, if
Moments and cumulants
We now give a formula for the traces of products of matrices from several independent ensembles of matrices satisfying (2). It does not depend on the last condition (that f be multiplicative). This formula can be used to calculate expressions with several independent Ginibre, GOE, or Wishart matrices, or any combination of such matrices.
Remark 4.1. Lemma 4.2 is the fairly intuitive result that, given a product of traces of several independent ensembles of random matrices, we construct faces as before and glue the edges belonging to each independent ensemble according to the rules of that particular ensemble. An example with a diagram is given after the proof. 
Proof. We prove this lemma by induction on the number of colours C. For C = 1, Formula (3) reduces to (2) , where
We now assume Formula (3) for C − 1 colours. The left hand side of (3) is of the form of (2) in colour C, where γ := γ| w −1 (C) takes the place of γ. (We may cycle any matrices appearing in a trace before the first occurrence of a matrix of colour C to the end without changing the value, and any traces which do not contain any matrices of colour C may be treated as a constant multiplicative factor within the expectation.) Let
the product of the matrices appearing (cyclically) between X (ε(ki)λk i )
. (This may be no matrices, in which case we let Y k i := I N .) For any trace which does not contain any matrices of colour C, we call the matrix in the trace Z k , 1 ≤ k ≤ # (γ) − # (γ ). Then:
. We note that each matrix of one of the colours in [C − 1] appears exactly once inside the expected value expression, possibly transposed. Let us denote by I the set of signed integers representing the indices of the matrices which appear. By the induction hypothesis, for some permutation γ ∈ S (I), counting cycles as permutations on ±w −1 ([C − 1]),
(We note that P M c ±w −1 (c) is still the appropriate subset of the premaps: if −k ∈ I for k > 0, then −k would appear instead of k in the premaps in P M c ±w −1 (c) , but the sign of ε (k) and hence δ ε (k) would be reversed, so the permutation δ ε π c δ ε is unchanged.) Substituting this expression into the previous one, it only remains to confirm that the exponent on N is correct. To do so, we examine the permutation γ . We show that γ = δ ε π C δ ε γ + γ + acts depending on the sign of k, i.e. on whether k is to be found before or after the indices appearing in Y k ). The first term of Y γ
− (i). If, however, this index has colour C, it is nonetheless the index encountered after the last term of Y γ −1 − δεπ C δεγ + (k) , in which case we may apply permutation γ + γ −1 − δ ε π C δ ε until we have an index not of colour C. Since w (|l|) = C exactly when w (|δ ε π C δ ε (l)|) = C (and then δ ε π C δ ε acts trivially), the index of the next term is indeed δ ε π C δ ε γ + γ
On −I, γ
We now show that the cycles of δ ε πδ ε γ + γ −1 − which do not appear in the permutation it induces on ±I = ±w −1 ([C − 1]), that is, those which are entirely colour C, are in one-to-one correspondence with cycles of γ −1 − δ ε πδ ε γ + consisting entirely of k with Y k trivial (that is, those for which w (|k|) = w (γ (|k|)) = C), which we count. We note that γ (|k|) = |γ + γ − (k)|.
If a cycle of δ ε πδ ε γ + γ −1 − consists entirely of k with w (|k|) = C, then it is the factor π C of π which acts, so w γ + γ 
− of colour C, which is equal to a cycle of δ ε πδ ε γ + γ −1 − . There are # (γ) − # (γ ) cycles of γ which correspond to traces of Z k matrices and hence # (γ ) + # (γ ) − # (γ) which contain the Y k and hence correspond to cycles of γ
Figure 3: The faces associated the calculation in Example 4.3 involving several independent ensembles and an example of an edge-identification contributing to the result. 
where X 1 is a random matrix as in Definition 3.11; with colour 2 an independent set of Wishart matrices
where X 2 is another random matrix as in Definition 3.11 independent from X 1 ; and with colour 3 the Ginibre matrix Z, independent from the Wishart matrices.
If we wish to calculate the quantity
, for some integers λ 2 , λ 3 , λ 6 , λ 8 and λ 9 , then we let γ = (1, 2) (3, 4, 5) (6, 7, 8, 9) , we let w (3) = w (9) = 1, w (2) = w (6) = w (8) = 2, and w (1) = w (4) = w (5) = w (7) = 3, and we let ε (1) = ε (2) = ε (3) = ε (6) = ε (8) = ε (9) = 1 and ε (4) = ε (5) = ε (7) = −1. We construct faces shown in Figure 3 . We then consider the hyperedges we can construct on edges 3 and 9, the hyperedges we can construct on edges 2, 6 and 8, and the ways in which edges 1, 4, 5 and 7 may be identified pairwise in the directions shown. We show an example of a choice for each corresponding to
(contributing a factor of tr (A λ 3 ) tr (A λ 9 )), 
The contribution of this term is then
We now show that, if the last condition of (2) (the multiplicativity of f ) is satisfied, the cumulants of traces of products of matrices are sums over the premaps which connect blocks ±I, where I is an orbit of the permutation γ. Such terms can be thought of as the connected surfaces. be an ensemble of random matrices satisfying (2) with subsets of the premaps P M c and function f c , and assume that the set associated with colour c is independent from each other set. Let w : [n] → [C] be a word in the set of colours [C]. Let n 1 , . . . , n r be positive integers, let n := n 1 + · · · + n r , and let
and ε : [n] → {1, −1}. For 1 ≤ k ≤ r, define classical random variable
where the last condition under the summation sign means that π must connect the blocks ±I 1 , . . . , ±I r .
Proof. We demonstrate this by showing that the moment-cumulant formula (1) is satisfied by the conjectured expressions. Consider the term corresponding to a π in the moment
Any such π induces a partition ρ ∈ P (r): we let ρ be the smallest partition such that s, t ∈ [r] are in the same block if ±I s and ±I t are in the same block
, the term corresponding to π can be expressed:
We note that the induced permutations on I V are in each case simply the restrictions, since ±I V is the union of orbits in each case. In fact, for π inducing partition ρ, the π| I V are exactly the
The sum over all π inducing ρ is then
where the last condition under the summation sign means that π must connect the ±I k for all k in V . If V = {i 1 , . . . , i s }, then each term in the product is the conjectured expression for the cumulant k s (Y i 1 , . . . , Y is ). This demonstrates that the conjectured expression for cumulants satisfies the moment-cumulant formula.
We will also find it useful to consider expressions in which terms in the algebras generated by each ensemble have been centred. A cumulant of products of centred terms may be interpreted in terms of the Principle of Inclusion and Exclusion, a generalization to functions of the formulas for calculating the number of elements in certain subsets and not in others (see, e.g. [5] , Chapter 5, for more details and a proof).
Lemma 4.5 (The Principle of Inclusion and Exclusion
Then the following are equivalent:
This allows us to write a cumulant of products of centred terms satisfying the last condition of (2) (multiplicativity of f ) as a sum over the permutations with certain connectedness properties. In addition to being a connected surface, each interval of edges corresponding to a centred term must be connected to at least one other. Let n 1 , . . . , n p be positive integers, let n := n 1 + · · · + n p , and let
let ε : [n] → {1, −1}, and let
(the third line under the summation sign says that π connects the blocks ±V k , and the fourth that it connects each block ±I k to at least one other).
Proof. Expanding the left-hand side expression, we get
For each k ∈ [p], define the single cycle permutation
Applying Lemmas 4.2 and 4.4 to our previous expression, we get
,δεπδε −2r
one of the entries of the cumulant is tr (I N ) = 1, so the cumulant is zero and the term can be ignored. Thus we can assume that # γ| I [p]\K = r.) For a given K, the permutations in each sum act on disjoint sets, so we can express it as a sum over permutations on all of ± [n]. Let
(where the last condition under the summation sign means that π does not connect ±I k to any other ±I l , for all k ∈ K). We now show that the exponent on N is equal to the exponent if permutation γ were replaced with γ. We recall that multiplying a permutation π by a transposition (k, l) (on the left or right) joins the orbits of π containing k and l if they are in separate orbits, reducing the number of orbits by 1, and splits the orbit containing k and l if they are in the same orbit, increasing the number of orbits by 1.
We note that
(straightforward calculation; the product of transpositions is in increasing order in K and inverting the product reverses the order of the transpositions). Each transposition connects an originally disconnected interval to an orbit of γ , so # (γ) = # (γ ) − |K|.
We then express γ 
Changing the exponent on N accordingly, we have:
We can then interpret this expression in terms of Lemma 4.5. In our case, we will let f, g : {K ⊆ [p]} → C, with g (K) the sum of terms over π which do not connect the intervals ±I k to any other interval for all k ∈ K, and f (K) the sum of terms over π which do not connect the intervals ±I k to any other interval for exactly the k ∈ K (i.e. any other interval is connected to another). We note that f and g satisfy the hypotheses of Lemma 4.5. The desired quantity is equal to f (∅), from which the result follows.
Asymptotic calculations
We may find upper bounds on the order of N and characterize highest-order terms in many of the above formulas using the following well-known result (see, e.g. [10] , and [16] for a proof):
Theorem 5.1. Let π, ρ ∈ S (I) for some finite set I. Then
We see that if γ ∈ S n and π ∈ P M (± [n]) represent a connected surface (see Remarks 2.4 and 3.5), then χ (γ, π) ≤ 2, as we would expect of an Euler characteristic:
Lemma 5.2. Let γ ∈ S n , and let {V 1 , . . . , V r } ∈ P (n) be the orbits of γ. If
Proof. If an orbit of γ + γ 
Highest order terms and noncrossing conditions
For a given π, a ρ satisfying the equality (typically the ones which will contribute highest order terms in N ) may often be interpreted as a noncrossing diagram on the cycles of π. For π with one or two cycles and π, ρ transitive, we state conditions equivalent to satisfying the equality. See the original references for proofs and diagrams.
Remark 5.3. We are following the conventions of [7, 14] , where π is thought of as enumerating the hyperedges, which should also be counterclockwise; as opposed to those of [2, 16] , where a standard π should follow the sense of γ. The π which here satisfy or violate the various conditions are the inverses of the π of the latter sources.
Definition 5.4. Let γ ∈ S (I) for some finite set I be a permutation with a single cycle, and let π ∈ S (I).
We call π disc nonstandard (relative to γ) if there are three distinct elements a, b, c ∈ I such that γ| {a,b,c} = (a, b, c) and π| {a,b,c} = (a, b, c). We call π disc standard (relative to γ) if there are no such elements.
We call π disc crossing (relative to γ) if there are four distinct elements a, b, c, d ∈ I such that γ| {a,b,c, d} = (a, b, c, d) but π| {a,b,c,d} = (a, c) (b, d) . We call π disc noncrossing (relative to γ) if it is neither disc nonstandard nor disc crossing.
We denote the set of disc-noncrossing permutations on I relative to γ by S disc−nc (γ).
The following theorem is from [2] : Theorem 5.5 (Biane). Let γ, π ∈ S (I) for some finite set I, where γ has a single cycle. Then γ and π satisfy the equality in Theorem 5.1, or in this case
if and only if π ∈ S disc−nc (γ).
Similar conditions may be found for permutations connecting two cycles:
Definition 5.6. Let γ ∈ S (I) for some finite set I be a permutation with two cycles (which we will refer to as γ ext and γ int ), and let π ∈ S (I). We say that π is annular nonstandard (relative to γ) if one of the two following conditions holds: We call π annular standard (relative to γ) if neither of these conditions holds. Let x ∈ γ ext and y ∈ γ int . We define a permutation λ x,y on I \ {x, y} by letting λ x,y γ −1 (x) = γ (y) and λ x,y γ −1 (y) = γ (x) (we will generally be assuming that γ ext and γ int each have at least two elements), and letting λ x,y (a) = γ (a) otherwise. We will say that π is annular crossing (relative to γ) if one of the three following conditions holds:
The following theorem is from [16] :
Theorem 5.7 (Mingo and Nica). Let γ ∈ S (I) for some finite set I be a permutation with two cycles, and let π ∈ S (I) with π connecting the cycles of γ (i.e. # γ, π = 1). Then γ and π satisfy the equality in Theorem 5.1, or in this case
if and only if π ∈ S ann−nc (γ).
We generalize these results to the nonorientable case.
Lemma 5.8. Let γ ∈ S (I), where γ has a single cycle. Let π ∈ P M (±I). Then χ (γ, π) = 2 if and only if π does not connect I and −I and π| I ∈ S disc−nc (γ). 
Conversely, if π does not connect I and −I and π| I ∈ S disc−nc (γ), we calculate similarly that χ (γ, π) = 2.
Lemma 5.9. Let γ ∈ S (I), where γ has two orbits, V 1 and V 2 . Let π ∈ P M (±I) connect ±V 1 and ±V 2 . Then χ (γ, π) = 2 if and only if, for some choice of sign ε = ±1, π does not connect
Proof. Assume χ (γ, π) = 2 and π connects ±V 1 and ±V 2 . Being a premap, the permutation π must connect V 1 to either V 2 or −V 2 and −V 1 to the other. We can calculate from χ (γ, π) and Theorem 5.1, however, that # γ + γ −1 − , π ≥ 2, so π, and hence γ −1 + π −1 γ − , must not further connect these blocks. We calculate that # π|
, we calculate that χ (γ, π) = 2.
Limit distributions
Asymptotically, the moments of the real ensembles are equal to those of their complex analogues. This is not surprising, since intuitively, highest order terms correspond to spheres, which must be orientable, and thus must have untwisted edge-identifications, and hence these terms appear in the complex expansion as well. The following lemma gives us an expression for the asymptotic value of the moments of any ensemble satisfying (2) (not requiring the multiplicativity of f ):
Lemma 5.10. Let {X λ } λ∈Λ be an ensemble of random matrices satisfying (2) with subset of the premaps P M c and function f c . Then for γ = (1, . . . , n) ∈ S n and ε : [n] → {1, −1} we have:
Proof. We know that
From Lemma 5.2, χ (γ, δ ε ρδ ε ) ≤ 2, so the exponent on N is less than or equal to 0 and the limit exists as N → ∞. By Lemma 5.8, the terms which do not vanish as N → ∞ are those where δ ε ρδ ε does not connect [n] and − [n] and
− , and the result follows.
Mixed moments in independent matrices from the various ensembles may be expressed similarly using Lemma 4.2; however we will not need this result.
By similar arguments, fluctuations of any matrix ensemble satisfying (2), including the multiplicativity of f , may be expressed similarly:
Lemma 5.11. Let {X λ } λ∈Λ be an ensemble of random matrices satisfying (2) 
Proof. By Lemma 4.4, we have that
where the second condition under the summation sign means that ρ must connect ± [m] and ± [m + 1, m + n]. By Lemma 5.2, χ (γ, δ ε ρδ ε ) ≤ 2, so the limit exists as N → ∞. By Lemma 5.9, the terms which do not vanish are those where δ ε ρδ ε does not connect V 1 ∪(ε ρ V 2 ) and (−V 1 )∪(−ε ρ V 2 ) for some choice of sign ε ρ and δ ε ρδ ε | V 1 ∪(ερV 2 ) is in either S ann−nc (γ) or S ann−nc (γ op ). The result follows.
It follows that the three matrix ensembles, or any matrix satisfying (2), including the multiplicativity of f , has a second-order limit distribution:
Lemma 5.12. Let {X λ } λ∈Λ be an ensemble of random matrices satisfying (2) with function f c and subset of the premaps P M c . Then this ensemble has second-order limit distribution (A, ϕ 1 , ϕ 2 ) where A is the algebra of noncommutative polynomials on indeterminates x λ , λ ∈ ±Λ, and ϕ 1 and ϕ 2 are defined by extending the following expressions by linearity:
where γ = (1, . . . , n) and Remark 5.13. The moments and fluctuations of these ensembles can be calculated more explicitly using combinatorial expressions for the number of noncrossing diagrams on one or two cycles. In the real Ginibre and GOE case, moments and fluctuations are calculated by counting appropriate diagrams. In the Wishart case, terms corresponding to diagrams must be weighted by the trace of the matrices D k along the appropriate permutation; however, if we take D k = I M for all k, the calculation reduces to counting appropriate diagrams. In each case, the value of the moments is equal to that in the complex case, since twisted identifications, or terms in which δ ε πδ ε connects positive and negative numbers, resulting in lower order terms. However, noncrossing annular diagrams on both relative orientations of two circles contribute to the fluctuations, and the contribution of each may be different. In the case of the GOE and Wishart matrices, the same number of diagrams are possible on both relative orientations, but in the Wishart case transposes of the D k matrices may appear, so the values may be different.
In the real Ginibre case, the moments are given by counting noncrossing * -pairings, that is, those which pair untransposed terms with transposed terms. Fluctuations are given by counting annular noncrossing * -pairings on the expressions in the two traces as well as those where we have reversed the order and the presence or absence of transposes in one of the expressions. The number of such * -pairings depends on where the transposes appear. For more on * -pairings, see [19] .
Asymptotically, the GOE has nth moment given by the number of noncrossing pairings on n points, that is, 0 for n odd and C n/2 for n even, where
k is the kth Catalan number. Fluctuations are given by noncrossing annular pairings, which are counted in [21] . Counting both relative orientations, the asymptotic value of a fluctuation is given by
The moments of the Wishart ensemble with D k = I M for all k are given by counting noncrossing permutations. These are in one-to-one correspondence with noncrossing pairings with twice as many points on each circle, so the nth moment is C n , and the fluctuations are given by:
6 Freeness
First-order freeness
The real matrix ensembles considered in this paper satisfy the same definition of asymptotic freeness as do their complex analogues:
be a set of colours, and associate to each colour c ∈ C a matrix ensemble X (λ) c λ∈Λc
satisfying (2), independent from the other ensembles. Then these ensembles are asymptotically free.
Proof. Let w : [p] → [C] be an alternating word in the colours, and let A k be an element of the algebra generated by the ensemble associated with colour w (k). Then for each k ∈ [p] we may write
for some positive integers n 1 , . . . , n p , some λ n 1 +···+n k−1 +1 , . . . , λ n 1 +···+n k ∈ Λ w(k) , and some function ε : [n] → {1, −1} where n := n 1 + · · · + n p . Let
By Lemma 4.6, we see that
(where the last condition under the summation sign means that π connects each block ±I k to at least one other). By Lemma 5.2, we see that this limit exists, and by Lemma 5.8, we see that the term associated to π vanishes when N → ∞ unless δ ε πδ ε /2 ∈ S disc−nc (γ). Consider a π satisfying the conditions under the summation sign such that δ ε πδ ε ∈ S disc−nc (γ). Then δ ε πδ ε /2 must have a cycle connecting two distinct intervals, that is, containing an a and a c such that a ∈ I k and c ∈ I l for some k and l, k < l. We know that l = k + 1, since w is alternating. The permutation δ ε πδ ε /2 must have a cycle containing a b ∈ I k+1 and a d ∈ I m for some m = k + 1. Since δ ε πδ ε | {a,b,c,d} = (a, c) (b, d), we must not have γ| {a,b,c,d} = (a, b, c, d), so k + 1 < m < l. By induction, given any connected intervals, we can find a pair of connected intervals whose indices are closer together, and we derive a contradiction. Thus there are no such π, and the expression vanishes as N → ∞.
The noncrossing conditions satisfied by a term of highest order in an expression such as in Lemma 4.6 allow us to further characterize the terms contributing to the asymptotic value of the fluctuations, giving us the expression in the following theorem. This theorem can be applied to independent algebras of any matrices satisfying (2), including real Ginibre, GOE, and Wishart matrices. 
and
Proof. For integer k (taken modulo p), let
and for k (taken modulo q), let
By Lemma 4.6, we know that
(the third line under the summation sign says that π connects the blocks ± [m] and ± [m + 1, m + n], and the fourth says that π connects each block ±I k and ±J k to at least one other). By Lemma 5.9, we know that the terms that survive in the limit N → ∞ are those such that
for some choice of sign ε π , and δ ε πδ ε ∈ S ann−nc γ + γ
. We now wish to show that for such a π, δ ε πδ ε must connect intervals in "spokes" as shown in Figure 1 , where each spoke can be expanded to a noncrossing diagram which connects the those two intervals. Let
. First we show that δ ε πδ ε cannot have an orbit connecting two distinct I k or two distinct ε π J k . By the arguments in Lemma 6.1, we can find an a ∈ I k , b ∈ I k+1 , c ∈ I l and d such that δ ε πδ ε | {a,b,c,d} = (a, c) (b, d), and here we must have γ π | {a,b,c,d} = (a, b, c) (d). Reversing the roles of a and c, we may then find an x ∈ I l+1 sharing an orbit of δ ε π −1 δ ε with a y from a different interval, and we conclude similarly that γ π | {a,c,x,y} = (a, c, x) (y). Since γ π | {a,b,c,x} = (a, b, c, x), δ ε πδ ε | {a,b,c,x} = (a, c) (b) (x) (first annularnoncrossing condition), so δ ε πδ ε | {a,b,c,d,x,y} = (a, c) (b, d) (x, y). On the other hand, λ x,y | {a,b,c,d} = (a, b, c, d), violating the third annular-noncrossing condition. So there must be no such orbit.
We now show that δ ε πδ ε may not connect an interval in one orbit of γ π to two distinct intervals in the another. If so, let c and y belong to the same interval (in the orbit of γ π which we will call γ ext ) and share cycles of δ ε πδ ε with a and x respectively, where a and x belong to distinct intervals in the other cycle of γ π which we will call γ int (thus these cycles of δ ε πδ ε must be distinct), and such that if we apply γ π repeatedly to y we will find c before we find an element of another interval. If we apply γ π repeatedly to a, we must find various b belonging to another colour before we find x. At least one of these b must be connected by a cycle of δ ε πδ ε to another interval, which by the above arguments must be in γ ext , and because it is of a different colour from a, c, x and y, in an interval distinct from the one containing c and y. We have thus that δ ε πδ ε | {a,b,c,d,x,y} = (a, c) (b, d) (x, y) . However, by our arguments, λ x,y | {a,b,c, d} = (a, b, c, d) , violating the third annular-noncrossing condition.
We find thus that each interval in an orbit γ π must be connected by δ ε πδ ε to exactly one other, which must be in the other orbit of γ π . We conclude that p = q for any nonvanishing covariance.
We now show that the diagram on the intervals will be a spoke diagram: if x ∈ I k and y ∈ ε π J l share an orbit of δ ε πδ ε , then I k+1 must be connected to ε π J l−επ . Assume not: then δ ε πδ ε must connect I k+1 to another ε π J l and ε π J l−επ to another I k . Let a ∈ I k+1 and c ∈ ε π J l share an orbit of δ ε πδ ε , and let d ∈ ε π J l−επ and b ∈ I k share another. Then
), violating the third annular-noncrossing condition.
We now show that each spoke consists of a noncrossing diagram on I k and ε π J l . The permutation λ x,y | I k ∪(επJ l ) is identical for any choice of x ∈ γ ext and y ∈ γ int not in I k ∪(ε π J l ), and since we are considering p = q ≥ 2, such an x and y will exist. We will thus refer to this permutation without specifying x and y. The second and third annular-noncrossing conditions become the disc-standard and disc-noncrossing conditions relative to λ x,y | I k ∪(επJ l ) .
Conversely, we show that any premap π such that δ ε πδ ε | γπ has such a spoke arrangement for some choice of sign ε π (that is, one which connects I i to only ε π J k−επi and vice versa for some k and such that δ ε πδ ε | I i ∪(επJ k−επ i ) ∈ S disc−nc λ x,y | I i ∪(επJ k−επ i ) for x ∈ γ ext and y ∈ γ int with x, y / ∈ I i ∪ (ε π J k−επi )) must be in S ann−nc (γ π ).
Any restriction of λ x,y to I k or ε π J l is equal to γ π restricted to the same domain. Any δ ε πδ ε satisfying the disc-standard condition on λ x,y will then satisfy the first annular-standard condition.
If a, b, c and d share a cycle of δ ε πδ ε , with a and b in one cycle of γ π and c and d in the other, then a and b must be encountered in some order in λ x,y before any elements of the cycle of γ π containing c and d, so either (a, b, c) or (a, d, b) is disc nonstandard on λ x,y . Thus δ ε πδ ε must satisfy the second annular-standard condition.
The elements of any spoke in one of the cycles of γ π comprise an interval of that cycle, so if γ π | {a,b,c,d} = (a, b, c, d) and δ ε πδ ε | {a,b,c,d} = (a, c) (b, d), then one of b and d (and hence the other) must be in the same spoke as a and c. The elements of this spoke must be disc-crossing relative to λ x,y , so δ ε πδ ε must satisfy the first annular-noncrossing condition.
If x and y sharing a cycle of δ ε πδ ε are on different cycles of γ π , they divide the other elements of their spoke into two intervals in the cycle λ x,y | I k ∪(επJ l ) , say K 1 and K 2 . Since δ ε πδ ε is disc-noncrossing relative to λ x,y , any cycle of δ ε πδ ε other than the one containing x and y must be contained in one of the K j . We note that each K j intersects each cycle of γ π in an interval not containing x, y, x or y , so both λ x,y and λ x ,y induce a permutation on K i in which elements are mapped under γ π within the interval belonging to a cycle of γ π , then the last element of an interval is mapped to the first of the other. Thus λ x ,y K j = λ x,y | K j . Since δ ε πδ ε must then be disc standard relative to λ x,y for any x and y, even those in the same spoke, it must satisfy the second annular-noncrossing condition.
We note that in the cycle of λ x,y , where x ∈ I i and y ∈ ε π J k−επi , we see elements from the intervals in the cyclic order I i , I i+1 , . . . , I i−1 , I i , J k−επi , J k−επ(i−1) , . . . , J k−επ(i+1) , J k−επi (recalling that subscripts are taken modulo their appropriate range). If there is an instance of the third annular-crossing condition (variables as given in the definition) where a and c belong to a different spoke from x and y, then b and d must belong to the same spoke as a and c: if a and c belong to the same interval of their spoke in λ x,y , then one of b or d must appear in that interval; and if a and c belong to the two different intervals, then no two elements of any other spoke may appear in the correct order. In either case, they are disc-crossing relative to λ x,y , so this configuration cannot occur. If a and c belong to the same spoke as x and y, then they must be contained in one of the K j , as above. We note that the K j coincide with the intervals of this spoke in λ x,y , so b and d must also be contained within this interval. However, if δ ε πδ ε is crossing relative to λ x,y , it is crossing relative to λ x ,y for x and y in another spoke, so this configuration also cannot occur.
We now rearrange our expression for the asymptotic covariance in terms of the spokes. Since a π contributing to the asymptotic value of the covariance must connect [m] to exactly one of [m + 1, n] and − [m + 1, n], π uniquely determines the sign ε π and the value k such that each I i is connected to ε π J k−επi for all i ∈ [p], and thus the asymptotic covariance can be expressed as a sum over all spoke diagrams for each choice of sign and k.
For a given ε 0 and k, the contribution is a sum over terms corresponding to a choice of connected spoke on each I i and ε 0 J k−ε 0 i (where the contributions are multiplied), and as such may be factored into sums of all connected spokes on I i and ε 0 J k−ε 0 i for all i ∈ [p].
A disc-noncrossing permutation on I k and ε 0 J l which does not connect the two intervals induces disc-noncrossing permutations on each of λ x,y | I k and λ x,y | ε 0 J l . In terms of the expression given in Lemma 5.10, the sum over those which do connect the two intervals is then 
The main definitions
We take the property satisfied in Theorem 6.2 as our definition of asymptotic real second-order freeness: Noting that
, the above condition is equivalent to the following condition on the algebra generated by the second-order limit distributions of the matrices, which we take as our definition of second-order freeness: 
