We give sharp estimates for the heat kernel of the fractional Laplacian with Dirichlet exterior condition for a general class of domains including Lipschitz domains. The estimates are sharp and explicit for smooth domains.
Introduction and Preliminaries
In what follows, R There exists a stochastic process {X t , t 0} on D with lifetime τ D , such that p D is the transition density of X. We consider
p D (t, x, y)dy , the survival probability. Here is our main result.
Theorem 1.
If D is κ-fat then there is C = C(α, D) such that for 0 < t 1 and all x, y ∈ R d ,
The result applies also to unbounded domains, in particular to domains above the graph of a Lipschitz function, where we can take arbitrary t > 0. In fact (1) holds with C = C(α, d, κ) under the mere condition that D is (κ, t 1/α )-fat at x and at y, see Section 2. For domains with bounded complement we have the following result, free from local geometric assumptions. For domains of class C 1,1 we recover and extend recent explicit sharp estimates of Chen, Kim and Song [10] .
Estimate (1) is motivated by the following application of the semigroup property of p D ,
c(t) .
Here c(t) = sup z,y∈R d p(t, z, y) sup z,y∈R d p D (t, z, y), see (10) . Analogously,
Since c(t) = p(t, x, x), this is quite satisfactory when x = y, comp. (1) . Off-diagonal (x, y) in (1) require, however, a deeper analysis. Our proof of (1) is based on the boundary Harnack principle [6] (see also earlier [18] ), the Ikeda-Watanabe formula (16) ( [11] ), scaling (13) , and comparability of p with its Lévy measure (2), see (28) . Analogues of these are important in view of further generalizations.
In what follows (1) and analogous sharp estimates will be written as
which means that the ratio of the sides is bounded by C < ∞, and C does not depend on the variables shown (here: t, x, y). We generally fix the capitalized constants C, C 1 , C 2 , . . . throughout the text, but the lower case constants c, c 1 , c 2 , . . . may change value from place to place. Unless stated otherwise, constants depend only on d, α and κ. This will be sometimes emphasized by writing, e.g., C = C(d, α, κ).
Our primary analytic data is the Lévy measure given by density function
and the normalizing coefficient is such that
We consider the fractional Laplacian
For t > 0 we let p t be the smooth real-valued function on R d with Fourier transform,
In particular, the maximum of p t is p t (0) = 2
). According to (3) and the Lévy-Khinchine formula, {p t } is a probabilistic convolution semigroup with Lévy measure ν(y)dy, see [17] , [7] , or [4] . We have the scaling property,
This follows from (5) . There is a constant c = c(α, d) such that
see [1] or [7] for a proof. Noteworthy,
We denote p(t, x, y) = p t (y − x) , and we have
where s ∈ R, x ∈ R d , and φ ∈ C ∞ c (R × R d ), see, e.g., [5, (36) ] . We define the isotropic α-stable Lévy process (X t , P x ) by stipulating transition probability
initial distribution P x (X(0) = x) = 1, and cádlág paths. Thus, P x , E x denote the distribution and expectation for the process starting at x. We define the time of the first exit from D,
and the time of first hitting D,
By the strong Markov property, p D is the transition density of the isotropic stable process killed when leaving D, i.e. we have the following Chapman-Kolmogorov equation,
and for nonnegative or bounded (Borel) functions f :
which extends (9) and justifies calling p D the heat kernel of the (Dirichlet) fractional Laplacian on D. It is well-known that p D is jointly continuous and strictly positive for (t, x, y) ∈ (0, ∞) × D × D. We have a scaling property:
compare (6) and (4) . In consequence,
Remark 1. For c > 0 we may considerν = cν, the corresponding heat kernelsp,p D and probability and expectationP
The Green function of D is defined as
and (13) yields that G rD (rx, ry) = r α−d G D (x, y) for r > 0. A result of Ikeda and Watanabe [11] asserts that for
For geometrically regular domains, e.g. for the ball,
, and then by (15) and (16) the P x -distribution of X τ D has the density function, called Poisson kenel,
For x 0 ∈ R d , r > 0 we consider the ball B(x 0 , r) = {x ∈ R d : |x − x 0 | < r}. The Green function and the Poisson kernel of B(x 0 , r) are known explicitly:
where [2] , [16] . Thus,
The paper is organized as follows. The proofs of Theorem 1 and 2 are given in Section 2. In Section 3 we discuss in detail C 1,1 domains and Lipschitz domains. In Section 4 we complement the general picture with explicit sharp estimates for the distribution of the hitting time of the ball. All the sets and functions considered below are Borelian. We let
Estimates of the heat kernel
Remark 2. The ball is 1/2-fat.
There is a constant
Proof. We fix x and consider B(A, κ) and U defined above. If |x − A| < κ/2 then
and (21) is proved. In what follows we assume that |x − A| κ/2. We note that
By BHP [6, Theorem 4 or (44)], and the discussion preceeding (18) above,
.
We note that (the denominator)
). We also observe that u → B 2 ν(y − u)dy is bounded away from zero and from infinity on U. By (17),
Clearly,
By the strong Markov property,
by the proof of Lemma 3 we have
In fact, we can replace 3 by any finite E 1, at the expense of having
and
Proof. By the strong Markov property
Consider
being an intersection of D with a Lipschitz domain. By (16) , the density function of (τ
hence, by (11),
The upper bound follows. The case of general D 1 follows by approximating from below, and continuity of p and ν. The lower bound obtains analogously:
II inf
Remark 4. Lemma 4 is quite general, in particular it holds forν,p,P x andẼ x of Remark 1.
In what follows we will often use the fact that
Proof. If |x − y| 8 then p(1, x, y) ≈ 1, and by the semigroup property, (8) and Lemma 3,
Here c = c(α, d, κ). If |x−y| > 8 then we will apply Lemma 4 with D 1 = U = D∩B(A, |x−A|+ κ/3), as in Definition 2, and D 3 = {z ∈ D : |z − x| > |x − y|/2}. Since sup s<1, z∈D 2 p(s, z, y) cp(1, x, y), and sup u∈D 1 , z∈D 3 ν(z − u) cp(1, x, y), see (28), by Remark 3 we obtain,
hence by (30), (31), symmetry, semigroup property and Lemma 3,
Under the assumptions of Lemma 5 we also have that
Indeed, according to Remark 1 we considerν = 1 2 ν and the correspondingp,p D ,P x , obtaining
Proof. 
For |u − v| r/2 by (7) we simply have,
p B(0,r) (1, w, z) c cp(1, w, z) .
Lemma
Proof. Consider U x , B x 2 , and U y , B y 2 , correspondingly selected for x and y according to Definition 2. By the semigroup property, Lemma 6 with r = κ/6, and (7),
For u ∈ B 
, hence, by Lemma 3, we have
Under the assumptions of Lemma 7 we also have that
This is proved analogously to (32).
Proof of Theorem 1. Assume that R 1 and D is (κ, r)-fat for 0 < r
The estimate (1) follows from (32), (34), and scaling, see (13) and (14) . In fact we have C = C(α, d, κ) in (1). If R < 1 then we argue as in the case of (32) C = C(α, d, κ, R), or, alternatively, we use Remark 6 below.
Proof of Theorem 2.
We note that D is (1/4, r)-fat for r 2 diam(D c ), and so we obtain (1) for t 2 α diam(D c ) with the same constant C. If we considerν = 2 −α ν and argue like in the case of (32), then we obtain the wider range of t, as in the statement of Theorem 2.
Remark 5. Since the κ-fatness condition is more restrictive when κ is bigger, the constant C = C(α, d, κ) may be chosen decreasing with respect to κ. Also, if D has a tangent inner ball of radius 1 at every boundary point then the constants in Lemma 5 and Lemma 7 depend only on α and d.
This observation together with scaling alows to easily increase time in, e.g., (32) or (34), at the expense of enlarging the constants of comparability. The argument, however, does not allow to decrease time. Remark 1 is more flexible in this respect.
Estimates of the survival probability
We let δ U (x) = dist(x, U c ), the distance of x to the complement of U. For instance we have δ B(0,r) (x) = (r − |x|) ∨ 0 and δ B(0,r) c (x) = (|x| − r) ∨ 0.
Lemma 8. There is
and P x (T B(0,r) > 1)
Proof. Let x ∈ B = B(0, r). If δ B (x) 1/4 then 1 P x (τ B > 1) P 0 (τ B(0,1/4) > 1) > 0, which yields (35). If δ B (x) < 1/4 then we let A = x[1−1/(2|x|)] and U = B∩B(x, |x−A|+1/6), as considered in the proof of Lemma 3 (see also Remark 2). The function y → P y (X τ U ∈ B) is harmonic in U, and
, too. This proves (35), see Remark 3. The proof of (36) is similar (see [2] for the Green function of the complement of the ball).
Lemma 9. Let r > 0. There are constants λ = λ(α, d) > 0 and
and for d > α we have
Proof. Multiplying space by r −1 and time by r −α we reduce our considerations to the case of r = 1, see the scaling in (14) . For t 1 by (35) we obtain
For t > 1 we apply the intrinsic ultracontractivity of p B(0,1) :
where c = c(α, d), λ = λ(α, d) > 0, and (bounded) φ(x) 0 is an eigenfunction corresponding to the eigenvalue e −λt of p B(0,1) [12] . Integrating (40) against dy for t = 1, we obtain that
By (40) and (39) with t = 1,
Combining (39), (41) and scaling we obtain (37). We next consider T B(0,1) and d > α. By (36), for t 1 we obtain
By [2] we have
We end the proof of (37) by considering the following estimates for t 1,
There is an exponential factor in (37), which will disappear if D is "large" at infinity.
Proof. We only need to consider r = 1 < R. By (43) and scaling there is c = c(d, α) such that
Let x ∈ B(0, 1). For t 1 we use (20) to obtain
By Lemma 9, for t 1 we even have The C 1,1 condition fails to determine the geometry of D at infinity and, consequently, the asymptotics of survival probability. The following is a substitute.
for all t > 0 and x ∈ R d . If also d > α and diam(D c ) < ∞, then we further have
Lemma 9 yields the estimate
To prove (46), we consider ρ = diam(D c ) 2r, the center, say x 0 , of B x , and V := B x ∪B c (x 0 , ρ+r ∨δ D (x)) ⊂ D. By Lemma 10 and Remark 7,
If D is C 1,1 at scale r > 0 then Theorem 2 and Corollary 11 yields C = C(d, α, r) such that
We thus reproved [10, Theorem 1.
In what follows we will study arbitrary t > 0.
where C = C(α, d). In particular, for x, y ∈ B(0, 1) we have
We note that sharp explicit estimates for p B(0,r) obtain from (49) by scaling. In the remainder of this section we will give sharp explicit estimates for p B(0,1) when α d = 1. 
Proof
Let y > x > 1. By SMP we have
We have the following formula
Next using (51) we arrive at
The above inequality together with (51) implies that
We have
Observe that by (52) we have the following bound
Next we use the following sharp estimate for G (1,∞) (see [15] or [8] ):
Combining estimates (54) and (55) we obtain
Note that the last estimate proves the lemma in the case 1 < x < y < 3. Moreover, combined with (53) proves the lemma in the case 2 < x < y.
It remains to consider 1 < x < 2, 3 < y. By BHP we have
The proof is completed for α > 1. Next we deal with α = 1. We know that the Green function of B satisfies:
If we take 2|x| |y| then
We introduce the following notation. Let
Lemma 15. Suppose that d = 1 and
Proof. We apply Remark 3 with
. Actually in Remark 3 we have a different choice of U but all the arguments will work in the current setting. Then for every x ∈ D we have
By the scaling property 
Proof. We may assume that x > 1. We begin with the case t > 3 α . Let R > 3. Since G B c (x, 2R) is regular harmonic on D(R) by BHP we obtain
Thus by Lemma 13
Next, apply Lemma 15 with R = t 1/α to get for t > 3 α and x 1:
In the remaining case, t < 3 α , the desired estimates follow from Lemma 14. Indeed,
Next observe that
The above estimates prove that
The proof is completed. 
For α = 1 we have
Hitting time distribution
The aim of this section is to find a precise estimates for the distribution function of the hitting time of a smooth compact set D if the process starts from x ∈ D c . The asymptotic behaviour for the tail function as t → ∞ is well known (see [13, 14] ) and it does not require any assumption on the set D except it is compact. Our method of deriving the optimal bounds for the whole range of x, t is different then used in [13, 14] and is based on the result obtained in the previous sections.
Throughout this section we take B = |x| 1. Let h(t, x) be the density of H(t, x) = P x (T B < t). By (16) we have
has been computed in [2] and it has the following asymptotics lim
In the recurrent case we obviously have H B (∞, x) = 1.
Proof. First we prove the upper bound:
For |w| 2 we have
Now we prove the lower bound. By Theorems 1 and 2 we have, for t > 0, p B c (t, x, y) ≈ P x (T B > t)P y (T B > t)p(t, x, y).
Hence and Lemma 18
h(t, x) ≈ P x (T B > t) 
Since we know the sharp estimates of P x (T B > t) instead of estimating h(t, x) we deal with f (t, x) = h(t, x) P x (T B > t) ≈ 
where I = 1<|w|<1+t 1/α P w (T B > t) Combining the above estimates of I with (58) we complete the proof.
Lemma 20. Let 0 < t < 1,and 1 < |x| < 2. Then f (t, x) ≈ 1 t + (|x| − 1) α .
Proof. Note that for t < 1 and |w| > 1, by Lemmas 9 and 16, we obtain
Hence by (57), Remark 10. For C 1,1 case the estimates for H D (t, x) = P x (T D < t) are similar to estimates for the unit ball. Of course the appropriate constants would depend on R 1 , R 2 and r and in the formulas instead of |x| − 1 we use δ D (x).
For example a counterpart of Lemma 18 is:
