Complex networks appear in almost every aspect of science and technology. Although most results in the field have been obtained by analysing isolated networks, many real-world networks do in fact interact with and depend on other networks. The set of extensive results for the limiting case of non-interacting networks holds only to the extent that ignoring the presence of other networks can be justified. Recently, an analytical framework for studying the percolation properties of interacting networks has been developed. Here we review this framework and the results obtained so far for connectivity properties of 'networks of networks' formed by interdependent random networks.
link failures. Percolation theory was introduced to study network stability and predicted the critical percolation threshold 5 . The robustness of a network is usually either characterized by the value of the critical threshold analysed using percolation theory 52 or defined as the integrated size of the largest connected cluster during the entire attack process 53 . The percolation approach was also proved to be extremely useful in addressing other scenarios, such as efficient attacks or immunization 6, 7, 54, 55 , and for obtaining optimal paths 56 as well as for designing robust networks 53 . Network concepts have also proven to be useful for the analysis and understanding of the spread of epidemics 57, 58 , and the organizational laws of social interactions, such as friendships 59, 60 or scientific collaborations 61, 62 . Ref. 63 investigated topologically biased failure in scale-free networks network and control of the robustness or fragility through fine-tuning of the topological bias in the failure process.
A large number of new measures and methods have been developed to characterize network properties, including measures of node clustering, network modularity, correlation between degrees of neighbouring nodes, measures of node importance and methods for the identification and extraction of community structures. These measures demonstrated that many real networks, and in particular biological networks, contain network motifssmall specific subnetworks-that occur repeatedly and provide information about functionality 9 . Dynamical processes, such as flow and electrical transport in heterogeneous networks, were shown to be significantly more efficient when compared with ErdAEs-Rényi networks 64, 65 . Furthermore, it was shown that networks can also possess self-similar properties, so that under proper coarse graining (or, renormalization) of the nodes the network properties remain invariant 19 . However, these complex systems were mainly modelled and analysed as single networks that do not interact with or depend on other networks. In interacting networks, the failure of nodes in one network generally leads to the failure of dependent nodes in other networks, which in turn may cause further damage to the first network, leading to cascading failures and catastrophic consequences. It is known, for example, that blackouts in various countries have been the result of cascading failures between interdependent systems such as communication and power grid systems 67, 68 . Furthermore, different kinds of critical infrastructure are also coupled together, such as systems of water and food supply, communications, fuel, financial transactions and power generation and transmission. Modern technology has In the second-order case, the giant component is continuously approaching zero at the percolation threshold p = p c . In the first-order case, the giant component approaches zero discontinuously.
produced infrastructures that are becoming more and more interdependent, and understanding how robustness is affected by these interdependences is one of the main challenges faced when designing resilient infrastructures 67, [69] [70] [71] [72] . In recent decades, research was carried out in applied science on cataloguing, analysing and modelling the interdependences in critical infrastructure as well as modelling cascading failures in coupled critical infrastructure networks 40, [42] [43] [44] [45] [46] [47] [48] . However, no systematic mathematical framework, such as percolation theory, is currently available for adequately addressing the consequences of disruptions and failures occurring simultaneously in interdependent critical infrastructures.
Recently, motivated by the fact that modern, crucially important infrastructures significantly interact, a mathematical framework was developed 73 to study percolation in a system of two interdependent networks subject to cascading failure. The analytical framework is based on a generating-function formalism widely used for studies of percolation and structure within a single network [73] [74] [75] . The framework for interdependent networks enables us to follow the dynamics of the cascading failures as well as to derive the analytic solutions for the final steady state. It was found 73 that certain types of interdependent network were significantly more vulnerable than their non-interacting counterparts. The failure of even a small number of elements within a single network may trigger a catastrophic cascade of events that destroys the global connectivity. For a fully interdependent case in which each node in one network depends on a functioning node in other networks and vice versa, a first-order discontinuous phase transition, which is dramatically different from the second-order continuous phase transition found in isolated networks (Fig. 1) , was found 73 . This phenomenon is caused by the presence of two types of link: connectivity links within each network; and dependence links between networks. Connectivity links enable the network to carry out its function and dependence links represent the fact that the function of a given node in one network depends crucially on nodes in other networks. The case of connectivity links between the different networks was studied in ref. 66 . It was shown 76 that, when the dependence coupling between the networks is reduced, at a critical coupling strength the percolation transition becomes second order.
More recently, two important generalizations of the basic model of ref. 73 have been developed:
One generalization takes into account that in real-world scenarios the initial failure of important nodes (or hubs) may be not random but targeted. A mathematical framework for understanding the robustness of interdependent networks under an initial targeted attack has been studied in ref. 77 . The authors of that work developed a general technique that uses the random-attack problem to map the targeted-attack problem in interdependent networks.
The other generalization takes into account that, in real-world scenarios, the assumption that each node in network A depends on one and only one node in network B and vice versa may not be valid. To correct this shortcoming, a theoretical framework for understanding the robustness of interdependent networks with a random number of support and dependence relationships has been developed and studied 78 . In all of the above studies 73, [76] [77] [78] , the dependent pairs of nodes in both networks were chosen randomly. Thus when highdegree nodes in one network depend with a high probability on low-degree nodes of another network the configuration becomes vulnerable. To quantify and better understand this phenomenon, we proposed two 'intersimilarity' measures between the interdependent networks 79 . On the one hand, intersimilarity occurs in interdependent networks when nodes with similar degrees tend to be interdependent. On the other hand, it occurs if the neighbours of interdependent nodes in each network also tend to be interdependent. Refs 79-81 found that as the interdependent networks become more intersimilar the system becomes more robust. A system composed of an interdependent world-wide seaport and airport networks and the world-wide airport network was studied in ref. 79 , where it was found that well-connected seaports tend to couple with well-connected airports, and two ways of measuring the intersimilarity of interdependent networks were developed. The case in which all pairs of interdependent nodes in both networks have the same degree was solved analytically in ref. 82 .
The robustness of a two-coupled-networks system has been studied for dependence coupling 73 and for connectivity coupling 66 . Very recently a more realistic coupled network system with both dependence and connectivity links between the coupled networks was studied 83 . Using a percolation approach, rich and unusual phase transition phenomena were found, including a mixed first-order and second-order hybrid transition. This hybrid transition shows that a discontinuous jump in the size of the giant component (as in a first-order transition) is followed by a continuous decrease to zero (as in a second-order transition).
Previous studies of isolated networks in which dependence links cause cascading failure fall into two categories:
The first studies failures due to network overload when the network flow is a physical quantity, for example, in power transmission systems, transportation networks, or Internet traffic [84] [85] [86] [87] . The models produced by these studies demonstrate that when an overloaded node stops traffic flow, the choosing of alternative paths can overload other nodes, and a cascading failure that disables the entire network can result.
The second is studies that produce models based on local dependences, such as the decision-making of interacting agents 11 . In these models the state of a node depends on the state of its neighbours, that is, a failing node will cause its neighbours to also fail.
The rich phenomena found in interdependent networks and the insights obtained from the percolation framework developed in refs 73,76 have led to a better understanding of the effect of dependence links within single isolated networks. A percolation approach for a single network in the presence of random dependence links was developed recently [88] [89] [90] . The results show that cascading failures occur, yielding a first-order transition, and that
Generating functions for a single network
We begin by describing the generating-function formalism 74 for a single network that will also be useful in studying interdependent networks. We assume that all N i nodes in network i are randomly assigned a degree k from a probability distribution P i (k), and are randomly connected with the only constraint that the node with degree k has exactly k links 91 . We define the generating function of the degree distribution
where x is an arbitrary complex variable. Using equation (1), the average degree of network i is
In the limit of infinitely large networks N i ! 1, the random connection process can be modelled as a branching process in which an outgoing link of any node has a probability kP i (k)/hki i of being connected to a node with degree k, which in turn has k 1 outgoing links. Using equations (1) and (2), the generating function of this branching process is defined as
Let f i be the probability that a randomly selected link does not lead to the giant component. If a link leads to a node with k 1 outgoing links this probability is f
. Thus H i (f i ) also has the meaning that a randomly selected link does not lead to the giant component and hence f i satisfies the recursive relation equation f i = H i (f i ). The probability that a node with degree k does not belong to the giant component is f k i and hence the probability that a randomly selected node belongs to the giant component is
Once a fraction 1 p of nodes is randomly removed from a network, the generating function remains the same, but with a new argument z i ⌘ px + 1 p (ref. 75) . Accordingly, owing to the definition of f i and g i the probability that a randomly chosen surviving node belongs to a giant component is given by
where f i (p) satisfies
Thus P 1,i , the fraction of nodes that belongs to the giant component, is given by the product 75
As p decreases, the non-trivial solution f i < 1 of equation (5) gradually approaches the trivial solution f i = 1. Accordingly, P 1,i gradually approaches zero as in a second-order phase transition and becomes zero when two solutions of equation (5) coincide at p = p c . At this point the straight line corresponding to the left-hand side of equation (5) becomes tangent to the curve corresponding to its right-hand side, yielding
For example, for ErdAEs-Rényi networks [92] [93] [94] , characterized by a Poisson degree distribution, using equations (1), (3) and (7) we obtain
and using equations (7) and (8) 
Finally, using equations (6), (9) and (10), we obtain a direct equation for P 1,i
Framework of two partially interdependent networks
A generalization of the percolation theory of two fully interdependent networks 73 has been developed by Parshani et al. 76 , where a more realistic case of a pair of partially interdependent networks has been studied. In this case, both interacting networks have a certain fraction of completely autonomous nodes whose function does not directly depend on the nodes of the other network. It has been found that, once the fraction of autonomous nodes increases above a certain threshold, the abrupt collapse of the interdependent networks characterized by a first-order transition observed in ref. 73 changes, at a critical coupling strength, to a continuous secondorder transition as in classical percolation theory 52 . In the following we describe in more detail the framework developed in ref. 76 . This framework consists of two networks A and B with the numbers of nodes N A and N B , respectively. Within network A, the nodes are randomly connected by A edges with degree distribution P A (k), whereas the nodes in network B are randomly connected by B edges with degree distribution P B (k). The average degrees of the networks A and B are a and b respectively. In addition, a fraction q A of network A nodes depends on the nodes in network B and a fraction q B of network B nodes depends on the nodes in network A. We assume that a node from one network depends on no more than one node from the other network, and if node A i depends on node B j , and B j depends on A k , then k = i. The latter condition, which we call a no-feedback condition (Fig. 2) , excludes configurations that completely collapse even for fully interdependent networks once a single node is removed 78 . We assume that the initial removal of nodes from network A is a fraction 1 p.
Next we present the formalism for the cascade process step by step (Fig. 3) . After an initial removal of nodes, the remaining fraction of nodes in network A is 
To determine the state of the system at the end of the cascade process we look at 
The giant components of networks A and B at the end of the cascade of failures are, respectively, P 1,A = 1 = xg A (x) and P 1,B = 1 = yg B (y). Figure 4 shows the excellent agreement for the cascading failures in the giant component between computer simulations and the analytical results. The analytical results were obtained by recursive relations (13) , where g A ( 0 t ) and g B ( 0 t ) are computed using equations (9) and (10) .
Equation (14) can be illustrated graphically by two curves crossing in the (x,y) plane. For sufficiently large q A and q B the curves intersect at two points (0 < x 0 ,0 < y 0 ) and (x 0 < x 1 < 1,y 0 < y 1 < 1). Only the second solution (x 1 , y 1 ) has a physical meaning. As p decreases, the two solutions become closer to each other, remaining inside the unit square (0 < x < 1;0 < y < 1), and at a certain threshold p = p c they coincide: 0 < x 0 = x 1 = x c < 1, 0 < y 0 = y 1 = y c < 1. partially interdependent networks, which can be generalized to n partially interdependent networks. The black nodes represent the survival nodes, the yellow node represents the initially attacked node, the red nodes represent the nodes removed because they do not belong to the largest cluster and the blue nodes represent the nodes removed because they depend on the failed nodes in the other network. In each stage, for one network, we first remove the nodes that depend on the failed nodes in the other network or on the initially attacked nodes. Next we remove the nodes that do not belong to the largest cluster of the network.
For p < p c the non-trivial solution corresponding to the intersection abruptly disappears. Thus for sufficiently large q A and q B , P 1,A and P 1,B as a function of p show a first-order phase transition. As q B decreases, the intersection of the curves moves out of the unit square; therefore, for small enough q B , P 1,A as a function of p shows a second-order phase transition. For the graphical representation of equation (14) and all possible solutions see Fig. 3 in ref. 76 .
In a recent study 95 , it was shown that a pair of interdependent networks can be designed to be more robust by choosing the autonomous nodes to be high-degree nodes. This choice mitigates the probability of catastrophic cascading failure.
Framework for a network of interdependent networks
In many real systems there are more than two interdependent networks, and diverse infrastructures-water and food supply networks, communication networks, fuel networks, financial transaction networks or power-station networks-can be coupled together 69, 70 . Understanding the way system robustness is affected by such interdependences is one of the main challenges when designing resilient infrastructures.
Here we review the generalization of the theory of a pair of interdependent networks 73, 76 to a system of n interacting networks 96 , which can be graphically represented ( approach for percolation of an NON system composed of n fully or partially interdependent randomly connected networks. The approach is based on analysing the dynamical process of the cascading failures. The results generalize the known results for percolation of a single network (n = 1) and the n = 2 result found in refs 73,76, and show that, whereas for n = 1 the percolation transition is a second-order transition, for n > 1 cascading failures occur and the transition becomes first order. Our results for n interdependent networks suggest that the classical percolation theory extensively studied in physics and mathematics is a limiting case of n = 1 of a general theory of percolation in NON. As we shall discuss here this general theory has many features that are not present in the classical percolation theory.
In our generalization, each node in the NON is a network itself and each link represents a fully or partially dependent pair of networks. We assume that each network i (i = 1,2,...,n) of the NON consists of N i nodes linked together by connectivity links. Two networks i and j form a partially dependent pair if a certain fraction q ji > 0 of nodes of network i directly depends on nodes of network j, that is, they cannot function if the nodes in network j on which they depend do not function. Dependent pairs are connected by unidirectional dependence links pointing from network j to network i. This convention symbolizes the fact that nodes in network i receive supply from nodes in network j of a crucial commodity, for example electric power if network j is a power grid.
We assume that after an attack or failure only a fraction of nodes p i in each network i will remain. We also assume that only nodes that belong to a giant connected component of each network i will remain functional. This assumption helps explain the cascade of failures: nodes in network i that do not belong to its giant component fail, causing failures of nodes in other networks that depend on the failing nodes of network i. The failure of these nodes causes the direct failure of the dependent nodes in other networks, failures of isolated nodes in them and further failure of nodes in network i, and so on. Our goal is to find the fraction of nodes P 1,i of each network that remain functional at the end of the cascade of failures as a function of all fractions p i and all fractions q ij . We assume that all networks in the NON are randomly connected networks characterized by a degree distribution of links P i (k), where k is a degree of a node in network i. We further assume that each node a in network i may depend with probability q ji on only one node b in network j.
We can study different models of cascading failures in which we vary the survival time of the dependent nodes after the failure of the nodes in other networks on which they depend and the survival time of the disconnected nodes. We conclude that the final state of the networks does not depend on these details but can be described by a system of equations somewhat analogous to the Kirchhoff equations for a resistor network. This system of equations has n unknowns x i . These represent the fractions of nodes that survive in network i after the nodes that fail in the initial attack are removed, and also the nodes depending on the failed nodes in other networks at the end of cascading failure are removed, but without considering yet the further failing of nodes due to the internal connectivity of the network. The final giant component of each network can be found from the equation P 1,i = x i g i (x i ), where g i (x i ) is the fraction of the remaining nodes of network i that belong to its giant component given by equation (4).
First we shall discuss the more complex case of the no-feedback condition. The unknowns x i satisfy the system of n equations,
where the product is taken over the K networks interlinked with network i by the partial dependence links (Fig. 3 ) and
has the meaning of the fraction of nodes in network j that survive after the damage from all the networks connected to network j except network i is taken into account. The damage from network i must be excluded owing to the no-feedback condition. In the absence of the no-feedback condition, equation (15) becomes much simpler as y ji = x j . Equation (15) is valid for any case of interdependent NON, whereas equation (16) represents the no-feedback condition.
Four examples of a NON solvable analytically
In this section we present four examples that can be explicitly solved analytically: (1) (3) we apply the no-feedback condition.
(1) We solve explicitly 96 the case of a tree-like NON (Fig. 6 ) formed by n ErdAEs-Rényi networks [92] [93] [94] with the same average degrees k, p 1 = p, p i = 1 for i 6 = 1 and q ij = 1 (fully interdependent). From equations (15) and (16) we obtain an exact expression for the order parameter, the size of the mutual giant component for all p, k and n values,
Equation (17) generalizes known results for n = 1,2. For n = 1, we obtain the known result p c = 1/k, equation (11), of an ErdAEs-Rényi network and P 1 (p c ) = 0, which corresponds to a continuous second-order phase transition. Substituting n = 2 in equation (17) yields the exact results of ref. 73 .
Solutions of equation (17) are shown in Fig. 7a for several values of n. The special case n = 1 is the known ErdAEs-Rényi second-order percolation law, equation (12) , for a single network. In contrast, for any n > 1, the solution of (17) yields a first-order percolation transition, that is, a discontinuity of P 1 at p c .
Our results show (Fig. 7a) that the NON becomes more vulnerable with increasing n or decreasing k (p c increases when n increases or k decreases). Furthermore, for a fixed n, when k is smaller than a critical number k min (n), p c 1, meaning that for k < k min (n) the NON will collapse even if a single node fails 96 . (2) In the case of a tree-like network of interdependent random regular networks 97 , where the degree k of each node in each network is assumed to be the same, we obtain an exact expression for the order parameter, the size of the mutual giant component for all p, k and n values,
Numerical solutions of equation (18) are in excellent agreement with simulations. Comparing with the results of the tree-like ErdAEs-Rényi NON, we find that the robustness of n interdependent random regular networks of degree k is significantly higher than that of the n interdependent ErdAEs-Rényi networks of average degree k. Moreover, whereas for an ErdAEs-Rényi NON there exists a critical minimum average degree k = k min that increases with n (below which the system collapses), there is no such analogous k min for the random regular NON system. For any k > 2, the random regular NON is stable, that is, p c < 1. In general, this is correct for any network with any degree distribution, P i (k), such that 97 . (3) In the case of a loop-like NON (for dependences in one direction) of n ErdAEs-Rényi networks 96 , all the links are unidirectional, and the no-feedback condition is irrelevant. If the initial attack on each network is the same, 1 p, q i 1i = q n1 = q and k i = k, using equations (15) and (16) we obtain that P 1 satisfies
Note that if q = 1 equation (19) has only a trivial solution P 1 = 0, whereas for q = 0 it yields the known giant component of a single network, equation (12), as expected. We present numerical solutions of equation (19) for two values of q in Fig. 7b . Interestingly, whereas for q = 1 and tree-like structures equations (17) and (18) depend on n, for loop-like NON structures equation (19) is independent of n.
(4) For NONs where each ER network is dependent on exactly m other ErdAEs-Rényi networks (the case of a random regular network of ErdAEs-Rényi networks), we assume that the initial attack on each network is 1 p, and each partially dependent pair has the same q in both directions. The n equations of equation (15) are exactly the same owing to symmetries, and hence P 1 can be obtained analytically,
from which we obtain
Again, as in case (3), it is surprising that both the critical threshold and the giant component are independent of the number of networks n, in contrast to tree-like NON (equations (17) and (18)), but depend on the coupling q and on both degrees k and m. Numerical solutions of equation (20) are shown in Fig. 7c , and the critical thresholds p c in Fig. 7c coincide with the theory, equation (21) .
Remark on scale-free networks
The above examples regarding ErdAEs-Rényi and random regular networks have been selected because they can be explicitly solved analytically. In principle, the generating function formalism presented here can be applied to randomly connected networks with any degree distribution. The analysis of the scale-free networks with a power-law degree distribution P(k) ⇠ k ⌦ is extremely important, because many real networks can be approximated by a power-law degree distribution, such as the Internet, the airline network and social-contact networks, such as networks of scientific collaboration 2, 10, 51 . Analysis of fully interdependent scale-free networks 73 shows that, for interdependent scale-free networks, p c > 0 even in the case ⌦  3 for which in a single network p c = 0. In general, for fully interdependent networks, the broader the degree distribution the greater p c for networks with the same average degree 73 . This means that networks with a broad degree distribution become less robust than networks with a narrow degree distribution. This trend is the opposite of the trend found in non-interacting isolated networks. The explanation of this phenomenon is related to the fact that in randomly interdependent networks the hubs in one network may depend on poorly connected nodes in another. Thus the removal of a randomly selected node in one network may cause a failure of a hub in a second network, which in turn renders many singly connected The results are obtained using equation (17) . Note that increasing n from n = 2 yields a first-order transition. b, A loop-like NON; P 1 is shown as a function of p for k = 6 and two values of q. The results are obtained using equation (19) . Note that increasing q yields a first-order transition. c, A random regular network of Erdős-Rényi networks; P 1 is shown as a function of p, for two different values of m when q = 0.5. The results are obtained using equation (20) , and the number of networks, n, can be any number with the condition that any network in the NON connects exactly to m other networks. Note that changing m from 2 to m > 2 changes the transition from second order to first order (for q = 0.5).
nodes non-functional, and the multiplying damage travels back to the first network. This explanation is corroborated by the analytical proof in ref. 82 , which shows that if the degrees of the interdependent nodes coincide, then a network with a broader degree distribution will become more robust than a network with a narrower degree distribution, that is, the behaviour characteristic of non-interacting networks is restored. Ref. 82 also reports that, for fully interdependent scale-free networks with equal degrees of interdependent pairs, p c = 0 for ⌦ < 3. Moreover, the percolation transition is a discontinuous first-order phase transition if and only if H 0 i (1) < 1, that is, if the degree distribution has a finite second moment. For fully interdependent networks with uncorrelated degrees of interdependent nodes, the percolation transition is always a discontinuous phase transition 73, 76 . These results, as well as the results of ref. 79 , show the need to study more realistic situations in which the interdependent networks have various correlations in the dependences and connectivities. A recent study of partially interdependent scale-free networks shows that, although the giant component decreases significantly owing to cascading failures, p c is always zero as long as q < 1 (D. Zhou et al., unpublished).
Remaining challenges
We have reviewed recent studies of the robustness of a system of interdependent networks. In interacting networks, when a node in one network fails it usually causes dependent nodes in other networks to fail, which, in turn, may cause further damage in the first network and results in a cascade of failures with catastrophic consequences. Our analytical framework enables us to follow the dynamic process of the cascading failures step by step and to derive steady-state solutions. Interdependent networks appear in all aspects of life, nature and technology. Transportation systems include railway networks, airline networks and other transportation systems. Some properties of interacting transportation systems have been studied recently 79, 80 . In the field of physiology, the human body can be regarded as a system of interdependent networks. Examples of such interdependent NON systems include the cardiovascular system, the respiratory system, the brain neuron system and the nervous system. In biology, the function of each protein is determined by its interacting proteins, which can be described by a network. As many proteins are involved in a number of different functions, the protein-interaction system can be regarded as a system of interacting networks. In the field of economics, networks of banks, insurance companies and business firms are interdependent.
Thus far, only a very few real-world interdependent systems have been analysed using the percolation approach 71, 79, 80 . We expect our present work to provide insights leading to a further analysis of real data on interdependent networks. The benchmark models we present here can be used to study the structural, functional and robustness properties of interdependent networks. Because, in real NONs, individual networks are not randomly connected and their interdependent nodes are not selected at random, it is crucial that we understand the many types of correlation that exist in real-world systems and that we further develop the theoretical tools to include such correlations. Further studies of interdependent networks should focus on an analysis of real data from many different interdependent systems and on the development of mathematical tools for studying real-world interdependent systems.
Many real-world networks are embedded in space, and the spatial constraints strongly affect their properties 30 . We need to understand how these spatial constraints influence the robustness properties of interdependent networks 79, 80 . Other properties that influence the robustness of single networks, such as the dynamic nature of the configuration in which links or nodes appear and disappear and the directed nature of some links, as well as problems associated with degree-degree correlations and clustering, should be also addressed in future studies of coupled network systems. It is also important to investigate the case when a node in one network is supplied by multiple nodes in an interdependent network. In realistic interdependent pairs of networks i and j, a node in network i may depend on s supply nodes in network j and the total supply of a commodity received by this node from network j must be greater than a certain threshold s c . In the case of s c = 0 and random selection of the supply nodes, this problem was solved in ref. 78 for two interdependent networks, and this solution can be straightforwardly generalized for an arbitrary NON by replacing equation (15) with
where G ji (x) is the generating function of the distribution of the supply degree s of nodes in network i that depend on the supply from nodes in network j. When s = 1 for all such nodes, G ji (x) = x and equation (22) reduces to equation (15) with y ji = x j , that is, in the absence of the no-feedback condition. More complex cases of multiple supply nodes await further investigation.
It is very important to find a way of improving the robustness of interdependent infrastructures. Our studies thus far show that
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INSIGHT | PROGRESS ARTICLE there are three methods to achieve this goal: increase the fraction of autonomous nodes 76 , particularly nodes with high degree 95 ; design the dependence links such that they connect the nodes with similar degrees 79, 82 and protect the high-degree nodes against attack 95 . A coupled network in which the interlinks, that is, the links between different networks, are connectivity links was studied in ref. 66 . The robustness of this system is greatly improved when compared with a system in which the interlinks are dependence links. A systematic study of the competing effects of a NON in which the interlinks are both dependence and connectivity interlinks is needed. Interesting results on a model containing both dependence and connectivity interlinks have been obtained 83 . Finally, we mention an early study of the Ising model on coupled networks 98 . Also, interacting networks with respect to climate systems were studied in ref. 99 .
