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VISIBLE ACTIONS AND CRITERIA FOR
MULTIPLICITY-FREENESS OF REPRESENTATIONS
OF HEISENBERG GROUPS
ALI BAKLOUTI, ATSUMU SASAKI
Abstract. A visible action on a complex manifold is a holomor-
phic action that admits a J-transversal totally real submanifold S.
It is said to be strongly visible if there exists an orbit-preserving
anti-holomorphic diffeomorphism σ such that σ|S = idS . Let G
be the Heisenberg group and H a non-trivial connected closed
subgroup of G. We prove that any complex homogeneous space
D = GC/HC admits a strongly visible L-action, where L stands
for a connected closed subgroup ofG explicitly constructed through
a co-exponential basis of H in G. This leads in turn that G itself
acts strongly visibly on D. The proof is carried out by finding ex-
plicitly an orbit-preserving anti-holomorphic diffeomorphism and a
totally real submanifold S, for which the dimension depends upon
the dimensions of G and H . As a direct application, our geometric
results provide a proof of various multiplicity-free theorems on con-
tinuous representations on the space of holomorphic sections on D.
Moreover, we also generate as a consequence, a geometric criterion
for a quasi-regular representation of G to be multiplicity-free.
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1. Introduction
This paper investigates a classification problem on (strongly) visible
actions on complex homogeneous spaces of Heisenberg groups.
The notion of (strongly) visible actions on complex manifolds has
been introduced by T. Kobayashi [4, 5]. A holomorphic action of a Lie
group L on a connected complex manifold D is called strongly visible
([5, Definition 3.3.1]) if there exist a real submanifold S in D and
an anti-holomorphic diffeomorphism σ on D such that the conditions
(V.0)–(S.2) are satisfied:
D′ := L · S is a non-empty open set in D,(V.0)
σ|S = idS,(S.1)
σ preserves each L-orbit in D′.(S.2)
A real submanifold S satisfying (V.0) and (S.1) is called a slice for
the strongly visible L-action on D. A slice S satisfying (S.1) is to-
tally real, namely, TxS ∩ Jx(TxS) = {0} for any x ∈ S where J is a
complex structure on D (see [5, Remark 3.3.2]). Further, a strongly
visible action is visible [5, Definition 3.1.1] in the sense that (V.0) with
Jx(TxS) ⊂ Tx(L · x) for any x ∈ S (see [5, Theorem 4]). We allow that
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a slice S meets every L-orbit in D′ twice or more. Namely, S is not
necessary a cross-section of L-orbits in D′.
Recently, strongly visible actions has been studied in various set-
tings, such as Hermitian symmetric spaces [7], flag varieties [8, 17],
complex linear spaces [13], nilpotent orbits in complex simple Lie alge-
bras [15], and reductive non-symmetric spherical homogeneous spaces
(for example, [14]), which are in connection with multiplicity-free rep-
resentations of reductive Lie groups. Under these circumstances, a kind
of decomposition theorems of reductive Lie groups and reductive homo-
geneous spaces, Cartan decomposition and Iwasawa decomposition for
instance, play a crucial role to explicitly build the corresponding slices.
However, strongly visible actions of nilpotent and solvable Lie groups
are not well-known. Indeed, in contrast to the case of reductive Lie
groups, there is no analogue of decomposition theorems for nilpotent
and solvable Lie groups.
Let us bring up our problems as follows. Let G be a connected and
simply connected nilpotent (resp. solvable) Lie group and H a non-
trivial connected closed subgroup of G. We denote by GC and HC
the complexifications of G and H , respectively. We say that GC/HC
is a complex nilpotent (resp. solvable) homogeneous space. Then, G
naturally acts on the complex manifold GC/HC holomorphically. We
consider the following problems:
Problem 1. Find pairs (G,H) such that the G-action on GC/HC is
strongly visible.
For a strongly visible G-action on GC/HC, we can take a slice S and
an anti-holomorphic diffeomorphism σ satisfying (V.0)–(S.2). Then,
the dimension of S is not greater than dimG/H because S is a totally
real submanifold in GC/HC, whereas, this is at least the codimension
of generic G-orbits in GC/HC (cf. [5, Lemma 3.2.1]). In this sense, we
say that a slice S is smallest if dimS coincides with the codimension
of generic orbits. Then, we have:
Problem 2. Construct explicitly a small slice S for a strongly visible
G-action on GC/HC.
The present paper solves Problems 1 and 2 in the setting of the
Heisenberg group. First, we prove:
Theorem 1.1. Let G be the Heisenberg group and H a non-trivial
connected closed subgroup of G. Then, there exists a connected closed
subgroup L of G such that the L-action on GC/HC is strongly visible.
Indeed, we specify ‘smallest’ L and give concrete descriptions of a
‘smallest’ slice S and an anti-holomorphic diffeomorphism σ, respec-
tively, for the L-action on GC/HC in the proof of Theorem 1.1 (see also
Table 7.1 for our choice of L, S and σ for H).
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The strongly visible action of a small group ensures that of a large
one, namely, we obtain:
Corollary 1.2. For any non-trivial connected closed subgroup H, the
G-action on GC/HC is strongly visible.
Hence, Corollary 1.2 gives an answer to Problem 1 in the case of the
Heisenberg group.
We also focus attention on the relationship between strongly visi-
ble actions on nilpotent (resp. solvable) homogeneous spaces and the
multiplicity-freeness of some related representations. Originally, the
notion of (strongly) visible actions has been introduced as a geometric
condition of the propagation theory of multiplicity-freeness property
[10] (see also [4, 5] and Fact 8.1). This allows to generate a unified
explanation of multiplicity-freeness property for representations which
have been found independently. In fact, this new line of investiga-
tion was initiated in [9] for unitary highest weight representations of
scalar type. Moreover, if we find a strongly visible action on a complex
manifold, we expect to get various multiplicity-free representations.
Indeed, our main results given in Theorem 1.1 and Corollary 1.2
yield a geometric explanation of multiplicity-freeness property of the
continuous representation on the space of holomorphic functions due
to the propagation theory, which we will explain in Theorem 8.1.
We also seek another geometric criterion for the quasi-regular rep-
resentation πH (see (8.2) for definition) to be multiplicity-free. To
state our geometric criterion, we give a setup as follows: Let g, h be
the Lie algebras of the Heisenberg group G and a proper connected
closed subgroup H , respectively. We put d := dimG − dimH (then
0 < d < dimG) and take a co-exponential basis {X1, . . . , Xd} to h in g.
We set a complementary subspace q of h in g as q = spanR{X1, . . . , Xd}
and Q := 〈exp q〉 as a closed subgroup of G generated by exp q. Then,
we prove:
Theorem 1.3 (see Theorem 8.2 for detail). For a non-trivial connected
closed subgroup H of the Heisenberg group G, the following conditions
are equivalent:
(i) The quasi-regular representation πH of G is multiplicity-free.
(ii) The Q-action on GC/HC is strongly visible.
In order to verify the multiplicity-freeness of πH , we shall apply
Corwin–Greenleaf formula [3] and calculate the multiplicity of each
associated isotypic component of G occurring in the irreducible de-
composition of πH (see Fact 8.2).
Concerning to the relationship between visible actions, the Corwin–
Greenleaf multiplicity function and the Kirillov orbit method, we refer
to [11] in a case where (G,H) is a semisimple symmetric pair of holo-
morphic type.
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In view of our proof of Theorem 1.3, we find out a deep relationship
between the strongly visible Q-action on GC/HC and the fact that πH
is multiplicity-free.
Theorem 1.4 (cf. Theorem 8.10). One can construct a slice S for the
strongly visible Q-action on GC/HC of dimension equals the rank of the
support for multiplicity-free πH (see (8.13) for definition).
It is noteworthy to mention here that Theorem 1.4 gives an evidence
of [6, Conjecture 3.2] affirmatively in the complex Heisenberg homoge-
neous spaces as same as linear actions and nilpotent orbits in complex
simple Lie algebras (see [13, 16]).
This paper is organized as follows. In Section 2, we fix a general setup
for the study of strongly visible actions on complex Heisenberg homo-
geneous spaces and prepare two anti-holomorphic diffeomorphisms on
them. We next explain our strategy of the proof for Theorem 1.1, which
is based on Lemma 2.16. Accordingly, we give a proof of Theorem 1.1
for each closed subgroup H in Sections 3–6. In particular, we provide a
closed subgroup L and a slice S for the L-action on GC/HC satisfying
(V.0)–(S.2) explicitly. In Section 7, we accomplish the proofs of Theo-
rem 1.1 and Corollary 1.2. Section 8 is devoted to present new results
on multiplicity-free representations as applications of our main theo-
rems. In Section 8.1, we record a brief summary on the propagation
theory of multiplicity-freeness property [10] and find multiplicity-free
representations as results of Theorem 1.1 and Corollary 1.2 via this the-
ory. In Section 8.2, we present Theorem 8.2 which covers the results
of Theorem 1.3. In Sections 8.3 and 8.4, we give a proof of Theorem
8.2. In Section 8.5, we establish a result concerning the construction
of specific slices for strongly visible actions on Heiseberg homogeneous
spaces (cf. Theorem 8.10).
The authors would like to thank an anonymous referee for careful
comments and suggestions.
2. Preliminaries
2.1. Heisenberg Lie algebra and its subalgebras. Let g be the
(2n+ 1)-dimensional Heisenberg Lie algebra. One can take a basis
B ≡ B(n,n,1) := {X1, . . . , Xn, Y1, . . . , Yn, Z}(2.1)
of g such that the following relations hold for 1 ≤ i, j ≤ n:
[Xi, Yj] = δijZ, [Xi, Xj] = [Yi, Yj] = [Xi, Z] = [Yj , Z] = 0.(2.2)
Here, δij equals one if i = j and otherwise zero. Then, the center z(g)
of g coincides with RZ. Further, the bracket relations (2.2) show that
[g, [g, g]] = {0}, from which g is a two-step nilpotent Lie algebra.
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We define subsets B(p,q,ε) and B(m,0,ε) of the basis B for 1 ≤ p, q ≤ n,
ε = 0, 1 and 1 ≤ m ≤ n by
B(p,q,ε) := {X1, . . . , Xp, Y1, . . . , Yq, εZ},
B(m,0,ε) := {X1, . . . , Xm, εZ}
and B(0,0,1) := {Z}. For a subset B(k,ℓ,ε) ⊂ B, we denote by spanR B(k,ℓ,ε)
the subspace of g with basis B(k,ℓ,ε) and set
h(k,ℓ,ε) := spanR B(k,ℓ,ε).(2.3)
By definition, we also write h(m,0,1) = h(m,0,0) + z(g).
The Lie algebra h(p,q,1) is isomorphic to the direct sum of the Heisen-
berg Lie algebra of dimension 2p + 1 and an abelian subalgebra of
dimension q−p if p < q, and h(p,p,1) is itself the Heisenberg Lie algebra
of dimension 2p+1. On the other hand, h(m,0,1) and h(m,0,0) are abelian
subalgebras for any 1 ≤ m ≤ n.
We know from [1, Proposition 3.1] that a subalgebra of the Heisen-
berg Lie algebra is characterized as follows:
Lemma 2.1. A non-trivial subalgebra of the Heisenberg Lie algebra g
is isomorphic to one of the following subalgebras:
(i) h(0,0,1) = z(g) = RZ,
(ii) h(p,q,1) for some 1 ≤ p ≤ q ≤ n, (p, q) 6= (n, n),
(iii) h(m,0,1) for some 1 ≤ m ≤ n,
(iv) h(m,0,0) for some 1 ≤ m ≤ n.
Next, let us take a non-trivial subalgebra h of the Heisenberg Lie
algebra g with basis Bh as a subset of B. We set (Bh)c := B − Bh and
q ≡ C(h) := spanR(Bh)c. Then, q is a complementary subspace of h in
g, namely, h ∩ q = {0} and g = h+ q. In particular, we set
q(k,ℓ,ε) = spanR(B(k,ℓ,ε))c.(2.4)
For each subalgebra given in Lemma 2.1, we have
Lemma 2.2. (i) (B(0,0,1))c = {X1, . . . , Xn, Y1, . . . , Yn}.
(ii) If 1 ≤ p ≤ q < n, then (B(p,q,1))c = {Xp+1, . . . , Xn, Yq+1, . . . , Yn},
and if 1 ≤ p < q = n, then (B(p,n,1))c = {Xp+1, . . . , Xn}.
(iii) If 1 ≤ m < n, then (B(m,0,1))c = {Xm+1, . . . , Xn, Y1, . . . , Yn},
and If m = n, then (B(n,0,1))c = {Y1, . . . , Yn}.
2.2. The Heisenberg group and its closed subgroups. Through-
out this paper, let G = Hn denote the connected and simply connected
Heisenberg group of dimension 2n + 1 with Heisenberg Lie algebra g.
The exponential map exp : g → G is a diffeomorphism, from which
we obtain G = exp g. In particular, G has a structure which admits a
coordinates system of exponential type.
For convenience, we shall use the notation as follows. Let K = R
or C and N be a positive integer. We write x := (x1, . . . , xN), y :=
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(y1, . . . , yN) ∈ KN . Now, we define a symmetric bilinear form on KN
by
K
N ×KN → K, (x,y) 7→ (x|y) := x1y1 + · · ·+ xNyN .(2.5)
We set
g(x,y, z) := ex1X1 · · · exnXney1Y1 · · · eynYnezZ .(2.6)
Then, we have
G = {g(x,y, z) : x,y ∈ Rn, z ∈ R}.
We observe the multiple of exiXi and eyjYj in order to express that
of two elements of G.
Lemma 2.3. eyjYjexiXi = exiXieyjYje−δijxiyjZ for 1 ≤ i, j ≤ n.
Proof. First, let us compute
e−xiXieyjYjexiXi = eyj Ad(e
−xiXi)Yj .(2.7)
As [Xi, Yj] = δijZ and [Xi, [Xi, Yj]] = 0, Ad(e
−xiXi)Yj is given by
Ad(e−xiXi)Yj = e
ad(−xiXi)Yj
=
∞∑
k=0
(−xi)k
k!
(adXi)
kYj
= Yj − δijxiZ.
Thus, the right-hand side of (2.7) equals eyj(Yj−δijxiZ). Moreover, this
is eyjYje−δijxiyjZ because [Yi, Z] = 0. Hence, we obtain
eyjYjexiXi = exiXi(e−xiXieyjYjexiXi) = exiXieyjYje−δijxiyjZ .
Hence, Lemma 2.3 has been proved. 
Lemma 2.4. For x,y, s, t ∈ Kn and z, u ∈ K, one has
g(x,y, z) · g(s, t, u) = g(x+ s,y + t, z + u− (y|s)),
and g(x,y, z)−1 = g(−x,−y,−z − (y|x)).
Proof. By Lemma 2.3, we observe
(ey1Y1 · · · eynYn)(es1X1 · · · esnXn)
= (ey1Y1es1X1)(ey2Y2es2X2) · · · (eynYnesnXn)
= (es1X1ey1Y1e−y1s1Z)(es2X2ey2Y2e−y2s2Z) · · · (esnXneynYne−ynsnZ)
= (es1X1 · · · esnXn)(ey1Y1 · · · eynYn)e−(y1s1+···+ynsn)Z .
Hence, Lemma 2.4 follows from the above equality. 
8 A. BAKLOUTI, A. SASAKI
Lemma 2.4 implies that we have a Lie group isomorphism
ι : G→ R2n ⋉ R, g(x,y, z) 7→ (x,y, z).(2.8)
Next, any connected closed subgroup H of G is realized as H = exp h
of some subalgebra h of g. Hence, the following lemma is an immediate
consequence of Lemma 2.1.
Lemma 2.5. A non-trivial connected closed subgroup of the Heisenberg
group G is isomorphic to one of the following closed subgroups:
(i) H(0,0,1) := Z(G) = exp(RZ) of G,
(ii) H(p,q,1) := exp h(p,q,1) for some 1 ≤ p ≤ q ≤ n, (p, q) 6= (n, n),
(iii) H(m,0,1) := exp h(m,0,1) for some 1 ≤ m ≤ n,
(iv) H(m,0,0) := exp h(m,0,0) for some 1 ≤ m ≤ n.
We note that the closed subgroup H(m,0,1) in (iii) is written by
H(m,0,1) = Z(G)H(m,0,0) = H(m,0,0)Z(G).
We put 0k = (0, . . . , 0) ∈ Rk (1 ≤ k ≤ n). Then, each closed
subgroup given in Lemma 2.5 forms as follows.
H(0,0,1) = {g(0n, 0n, z) : z ∈ R},
H(p,q,1) = {g((w1, 0n−p), (w2, 0n−q), z) : w1 ∈ Rp,w2 ∈ Rq, z ∈ R},
H(m,0,1) = {g((w, 0n−m), 0n, z) : w ∈ Rm, z ∈ R},
H(m,0,0) = {g((w, 0n−m), 0n, 0) : w ∈ Rm}.
2.3. The Lie group generated by exp q. Retain the notation as in
Sections 2.1 and 2.2. For a subalgebra h of g and q = C(h), we denote
by 〈exp q〉 by the Lie group generated by exp q. We set
(i) Q(0,0,1) := 〈exp q(0,0,1)〉.
(ii) Q(p,q,1) := 〈exp q(p,q,1)〉.
(iii) Q(m,0,1) := 〈exp q(m,0,1)〉.
(iv) Q(m,0,0) := 〈exp q(m,0,0)〉.
Lemma 2.6. The subgroup Q = 〈exp q〉 of G forms:
(i) Q(0,0,1) = G.
(ii) (a) If 1 ≤ p ≤ q < n then Q(p,q,1) = exp(q(p,q,1) + RZ).
(b) If 1 ≤ p < q = n then Q(p,n,1) = exp q(p,n,1).
(iii) (a) If 1 ≤ m < n then Q(m,0,1) = exp(q(m,0,1) + RZ).
(b) If m = n then Q(n,0,1) = exp q(n,0,1).
(iv) Q(m,0,0) = exp q(m,0,0) for 1 ≤ m ≤ n.
Proof. We will prove this lemma using the bracket relations [Xi, Yi] = Z
for i = 1, 2, . . . , n.
First, [q(0,0,1), q(0,0,1)] is contained in q(0,0,1)+RZ which coincides with
the Lie algebra g. Hence, Q(0,0,1) = exp g = G.
Second, q(p,q,1) = spanR(B(p,q,1))c contains Xn and Yn if q < n. Then,
the bracket [q(p,q,1), q(p,q,1)] lies in q(p,q,1) + RZ, from which we obtain
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Q(p,q,1) = exp(q(p,q,1) +RZ). On the other hand, if p < q = n, then the
subspace q(p,n,1) = spanR{Xp+1, . . . , Xn} is an abelian subalgebra of g.
Thus, we obtain Q(p,n,1) = exp q(p,n,1).
Third, q(m,0,1) contains Xn and Yn. Then, we have [q(m,0,1), q(m,0,1)] ⊂
q(m,0,1)+RZ. Hence, we obtain Q(m,0,1) = exp(q(m,0,1)+RZ). As q(n,0,1)
is an abelian subalgebra, we have Q(n,0,1) = exp q(n,0,1).
Finally, q(m,0,0) contains an element Z. Then, it is a subalgebra of g,
from which Q(m,0,0) = exp q(m,0,0). 
2.4. Complex Heisenberg homogeneous spaces. Let H be a con-
nected closed subgroup of the Heisenberg group G with Lie algebra h
which is one of (i)–(iv) given in Lemma 2.5. We denote by gC, hC and qC
the complexifications of g, h and q, respectively. Then, B,Bh and (Bh)c
are C-bases of gC, hC and qC, respectively, and we have gC = hC + qC
and hC ∩ qC = {0}.
We set GC := exp gC and HC := exp hC. Clearly, GC is given by
GC = {g(x,y, z) : x,y ∈ Cn, z ∈ C},
and hence it is isomorphic to C2n ⋉C as a complex Lie group through
ι : GC → C2n ⋉ C given by (2.8).
We say that GC/HC is a complex Heisenberg homogeneous space.
Clearly, this is of the form:
Lemma 2.7. The complex homogeneous space GC/HC is given by
GC/HC = {(expX)HC : X ∈ qC}
and biholomorphic to exp qC.
2.5. Equivalent holomorphic actions. In this subsection, we will
introduce the notion of equivalent holomorphic actions.
Let D1, D2 be connected complex manifolds and K1, K2 be some Lie
groups. Suppose that K1 acts on D1 and K2 on D2 holomorphically.
Definition 2.1. We say that the holomorphicK1-action onD1 is equiv-
alent to the holomorphic K2-action on D2 by (Φ, ϕ) if there exists a
biholomorphic diffeomorphism Φ : D1 → D2 and a Lie group isomor-
phism ϕ : K1 → K2 such that
Φ(g · v) = ϕ(g) · Φ(v) (v ∈ D1, g ∈ K1).
Let us explain that the property of the strong visibility keeps among
equivalent holomorphic actions. Namely, we prove:
Proposition 2.8. Suppose that the holomorphic K1-action on D1 is
equivalent to the holomorphic K2-action on D2 by (Φ, ϕ). If the K1-
action on D1 is strongly visible, then so is the K2-action on D2 and
hence vice versa.
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Proof. By the assumption, one can take a real submanifold S1 in D1
such that D′1 := K1 · S1 is an open set in D1, and take an anti-
holomorphic diffeomorphism σ1 on D
′
1 such that σ1|S1 = idS1 and σ1
preserves each K1-orbit in D
′
1.
We set S2 := Φ(S1) and D
′
2 := K2 · S2. Since Φ is a diffeomorphism
as smooth manifolds, S2 is a real submanifold in D2. Further, the set
D′2 coincides with the image Φ(D
′
1) because
Φ(D′1) = Φ(K1 · S1) = ϕ(K1) · Φ(S1) = K2 · S2.
As D′1 is open in D1, the image Φ(D
′
1) = D
′
2 is also open in D2. Hence,
S2 satisfies the condition (V.0).
Next, we define a diffeomorphism σ2 on D by σ2 = Φ◦σ1 ◦Φ−1. This
is an anti-holomorphic map since Φ is holomorphic.
Here, we take an element s2 ∈ S2. As S2 = Φ(S1), we write s2 =
Φ(s1) for some s1 ∈ S1. Since σ1(s1) = s1, we have
σ2(s2) = Φ ◦ σ1 ◦ Φ−1(Φ(s1)) = Φ ◦ σ1(s1) = Φ(s1) = s2.
This implies σ2 is the identity map on S2, from which the condition
(S.1) has been verified.
Finally, let us show that σ2 satisfies the condition (S.2). For this, let
v2 be an element of D
′
2. As D
′
2 = Φ(D
′
1), we write v2 = Φ(v1) for some
v1 ∈ D′1. We recall that σ1(v1) forms σ1(v1) = g1 · v1 for some g1 ∈ K1.
When we set g2 := ϕ(g1) ∈ K2, we have
σ2(v2) = Φ ◦ σ1 ◦ Φ−1(Φ(v1)) = Φ ◦ σ1(v1) = Φ(g1 · v1) = g2 · v2.
This means that σ2(v2) = g2 · v2 ∈ K2 · v2.
Therefore, Proposition 2.8 has been proved. 
Thanks to Proposition 2.8, we do not distinguish equivalent holo-
morphic actions in this paper.
2.6. Classification of actions on Heisenberg homogeneous spaces.
In this subsection, we explain that it suffices to provide a proof of The-
orem 1.1 in the case where a closed subgroup H is taken to be one of
(i)–(iv) in Lemma 2.5.
First, let h1, h2 be some subalgebras of the Heisenberg Lie algebra g
satisfying h1 ≃ h2.
Lemma 2.9. If h1 is isomorphic to h2, then there exists an automor-
phism ϕ on g such that the restriction of ϕ to h1 gives rise to an
isomorphism from h1 to h2.
Proof. According to [1, Proposition 3.1] (see also Lemma 2.1), we may
and do assume that a subalgebra h1 is either h(0,0,1) = RZ, h(p,q,1) =
spanR B(p,q,1), h(m,0,1) = spanR B(m,0,1) or h(m,0,0) = spanR B(m,0,0), and
h2 is isomorphic to h(0,0,1), h(p,q,1), h(m,0,1) or h(m,0,0).
Let us treat the case h2 ≃ h(p,q,1). By [1, Proposition 3.1], there ex-
ists another basis B′ = {X ′1, . . . , X ′n, Y ′1 , . . . , Y ′n, Z ′} of g with relations
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[X ′i, Y
′
i ] = Z
′ (1 ≤ i ≤ n) such that a basis of h2 is taken to be the sub-
set Bh2 = B′(p,q,1) := {X ′1, . . . , X ′p, Y ′1 , . . . , Y ′q , Z ′} in B′. Here, we define
a linear transformation ϕ on g by ϕ(Xi) = X
′
i, ϕ(Yi) = Y
′
i (1 ≤ i ≤ n)
and ϕ(Z) = Z ′. Then, ϕ is an automorphism on g and ϕ : h(p,q,1) → h2
becomes a Lie algebra isomorphism.
Similarly, we can also prove this lemma for other cases. Thus, we
omit the proof. 
Next, let ϕ be an automorphism on g such that ϕ|h1 : h1 → h2
is a Lie algebra isomorphism. We extend ϕ ∈ Aut g to a C-linear
map on the complexification gC, namely, ϕ(X +
√−1Y ) = ϕ(X) +√−1ϕ(Y ) (X, Y ∈ g). Then, this is an automorphism on gC. Further,
we can lift it to an automorphism on the complexified Heisenberg group
GC = exp gC, for which we still denote by the letter ϕ. Obviously, it is
holomorphic.
By Lemma 2.9, the image ϕ(HC1 ) of H
C
1 = exp h
C
1 coincides with
HC2 = exp h
C
2 , from which it gives rise to a holomorphic diffeomorphism
Φ : GC/HC1 → GC/HC2 , gHC1 7→ Φ(gHC1 ) = ϕ(g)HC2 .(2.9)
Retain the notation as in the proof of Lemma 2.9. Let Bh1 ⊂ B be
a basis of h1 and Bh2 ⊂ B′ a basis of h2. We set q1 = spanR(B − Bh1),
q2 = spanR(B′ − Bh2), and Q1 = 〈exp q1〉, Q2 = 〈exp q2〉.
Lemma 2.10. The Lie group Q1 is isomorphic to Q2 through ϕ.
Proof. Clearly, ϕ ∈ Aut g gives a linear isomorphism from q1 to q2.
Let us see that ϕ(Q1) is contained in Q2 as follows. Let A1, . . . , Ak be
elements of q1. Then, e
A1 · · · eAk lies in Q1. Since ϕ is an automorphism
on GC, we have ϕ(eA1 · · · eAk) = eϕ(A1) · · · eϕ(Ak). As ϕ(A1), . . . , ϕ(Ak)
are in q2, ϕ(e
A1 · · · eAk) is an element of Q2. Hence, we obtain ϕ(Q1) ⊂
Q2.
On the other hand, we take an arbitrary eB1 · · · eBℓ ∈ Q2 with
B1, . . . , Bℓ ∈ q2. For each 1 ≤ i ≤ ℓ, we set Ai := ϕ−1(Bi), which
is an element of q1. Then, we have ϕ(e
A1 · · · eAℓ) = eB1 · · · eBℓ . This
means ϕ(Q1) ⊃ Q2.
Consequently, we obtain ϕ(Q1) = Q2. Since ϕ is an automorphism
on GC, ϕ : Q1 → Q2 is a Lie group isomorphism. 
Proposition 2.11. If h1 is isomorphic to h2 as a Lie algebra, then
the holomorphic Q1-action on G
C/HC1 is equivalent to the holomorphic
Q2-action on G
C/HC2 .
Proof. It follows from (2.9) that the following equality holds for g ∈ Q1
and x ∈ GC:
Φ(g · xHC1 ) = ϕ(gx)HC2 = ϕ(g) · ϕ(x)HC2 = ϕ(g) · Φ(xHC1 ).
By Lemma 2.10, ϕ(g) is an element of Q2 for any g ∈ Q1. Hence,
the Q1-action on G
C/HC1 is equivalent to the Q2-action on G
C/HC2 by
(Φ, ϕ). 
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Retain the setting as in Proposition 2.11 and its proof. Let L1 be a
closed subgroup of G containing Q1 and L2 := ϕ(L1) ⊃ ϕ(Q1) = Q2.
The following corollary can be proved in the same argument as the
proof of Proposition 2.11.
Corollary 2.12. The holomorphic L1-action on G
C/HC1 is equivalent
to the holomorphic L2-action on G
C/HC2 via (Φ, ϕ).
Due to Corollary 2.12, we shall deal with closed subgroups H(k,ℓ,ε) as
in Lemma 2.5 and write the Heisenberg homogeneous space D(k,ℓ,ε) as
D(k,ℓ,ε) := G
C/HC(k,ℓ,ε) = {(expX)HC(k,ℓ,ε) : X ∈ qC(k,ℓ,ε)}.(2.10)
2.7. Anti-holomorphic diffeomorphisms on complex Heisen-
berg homogeneous spaces. In this subsection, we will prepare two
anti-holomorphic diffeomorphisms σ1, σ2 on the complex Heisenberg
homogeneous space D(k,ℓ,ε).
For a complex number α = αR +
√−1αI ∈ C with αR, αI ∈ R,
we set α := αR −
√−1αI . Equivalently, · : C → C is the complex
conjugation of C with respect to the real form R. We extend it to the
complex conjugation of Cn with respect to the real form Rn, namely,
Cn → Cn, x 7→ x := (x1, . . . , xn).
Now, we define an anti-holomorphic diffeomorphism σ˜1 on G
C by
σ˜1(g(x,y, z)) := g(−x,−y, z) (g(x,y, z) ∈ GC),(2.11)
and an anti-holomorphic diffeomorphism σ˜2 on G
C by
σ˜2(g(x,y, z)) := g(x,−y,−z) (g(x,y, z) ∈ GC).(2.12)
Lemma 2.13. σ˜1, σ˜2 are involutive automorphisms on G
C.
Proof. Clearly, σ˜2i = id, from which σ˜i is involutive for each i = 1, 2.
In view of Lemma 2.4, the direct computation shows
σ˜1(g(x1,y1, z1) · g(x2,y2, z2))
= g(−(x1 + x2),−(y1 + y2), z1 + z2 − (y1|x2))
= g(−x1 − x2,−y1 − y2, z1 + z2 − (y1|x2))
= g(−x1 − x2,−y1 − y2, z1 + z2 − (−y1| − x2)
= g(−x1,−y1, z1) · g(−x2,−y2, z2)
= σ˜1(g(x1,y1, z1)) · σ˜1(g(x2,y2, z2)).
for any g(s, t, u), g(x,y, z) ∈ GC. This implies that σ˜1 is an automor-
phism on GC. Similarly, one can show that σ˜2 is also an automorphism
on GC. 
Let H(k,ℓ,ε) be a closed subgroup of G which is one of (i)–(iv) in
Lemma 2.5 and HC(k,ℓ,ε) the complexification of H(k,ℓ,ε). Clearly, σ˜i sta-
blizes HC(k,ℓ,ε) for each i = 1, 2, which gives rise to an anti-holomorphic
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diffeomorphism σi on the complex Heisenberg homogeneous spaceD(k,ℓ,ε),
namely,
σi((expX)H
C
(k,ℓ,ε)) := σ˜i(expX)H
C
(k,ℓ,ε) (X ∈ qC(k,ℓ,ε)).(2.13)
Remark 2.14. Concerning equality (2.13), the following equality holds:
σi(g(s, t, u) · (expX)HC(k,ℓ,ε)) = σ˜i(g(s, t, u) · expX)HC(k,ℓ,ε)
= σ˜i(g(s, t, u)) · σ˜i(expX)HC(k,ℓ,ε)
= σ˜i(g(s, t, u)) · σi((expX)HC(k,ℓ,ε)).
Hence, σ˜i is compatible with σi in the sense of [10, Section 4.2].
2.8. Real form of complex Heisenberg homogeneous space. In
the previous subsection, we have prepared the anti-holomorphic diffeo-
morphisms σ1, σ2 on D(k,ℓ,ε) defined by (2.13). Then, we have a real
form M i(k,ℓ,ε) of D(k,ℓ,ε) corresponding to σi, namely,
M i(k,ℓ,ε) := D
σi
(k,ℓ,ε) = {v ∈ D(k,ℓ,ε) : σi(v) = v}
for each i = 1, 2. To clarify M i(k,ℓ,ε), we observe:
Lemma 2.15. For an element v = (expX)HC(k,ℓ,ε) with X ∈ qC(k,ℓ,ε),
the equality σi(v) = v holds if and only if σ˜i(expX) = expX holds.
Proof. If X ∈ qC(k,ℓ,ε) satisfies σ˜i(expX) = expX , then we have
σi((expX)H
C
(k,ℓ,ε)) = σ˜i(expX)H
C
(k,ℓ,ε) = (expX)H
C
(k,ℓ,ε).
This means σi(v) = v.
Conversely, suppose that v satisfies σi(v) = v. Then, exp(−X)σ˜i(expX)
lies in HC(k,ℓ,ε). Since h
C
(k,ℓ,ε)∩qC(k,ℓ,ε) = {0}, it has to be the unit element
of GC. Thus, we get σ˜i(expX) = expX . 
By Lemma 2.15, our choice of real form M i(k,ℓ,ε) forms
M i(k,ℓ,ε) = {(expX)HC(k,ℓ,ε) : X ∈ qC(k,ℓ,ε), σ˜i(expX) = expX}.(2.14)
2.9. Strategy of proof of Theorem 1.1. In this subsection, we will
explain how to prove Theorem 1.1. More precisely, our proof is based
on the following lemma.
Lemma 2.16. Suppose that for the anti-holomorphic involution σ˜i on
GC there exist a σ˜i-stable connected closed subgroup L(k,ℓ,ε) of G con-
taining Q(k,ℓ,ε) and a submanifold S(k,ℓ,ε) in M
i
(k,ℓ,ε) such that D
′
(k,ℓ,ε) :=
L(k,ℓ,ε) · S(k,ℓ,ε) is an open set in D(k,ℓ,ε). Then, S(k,ℓ,ε) and the anti-
holomorphic diffeomorphism σi on D(k,ℓ,ε) satisfy the conditions (S.1)
and (S.2) for the L(k,ℓ,ε)-action on D(k,ℓ,ε).
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Proof. As S(k,ℓ,ε) ⊂M i(k,ℓ,ε) = Dσi(k,ℓ,ε), we have σi|S(k,ℓ,ε) = idS(k,ℓ,ε), from
which (S.1) has been verified.
Next, let us take an element v = g · s ∈ D′(k,ℓ,ε) with g ∈ L(k,ℓ,ε) and
s ∈ S(k,ℓ,ε). Then, we have
σi(v) = σ˜i(g) · σi(s) = σ˜i(g) · s = σ˜i(g)g−1 · v.(2.15)
Since L(k,ℓ,ε) is σ˜i-stable, the element σ˜i(g)g
−1 lies in L(k,ℓ,ε). Hence,
(2.15) implies condition (S.2). 
Thanks to Lemma 2.16, it is sufficient for the proof of Theorem 1.1 to
find suitable L(k,ℓ,ε) and S(k,ℓ,ε) such that L(k,ℓ,ε)·S(k,ℓ,ε) is open inD(k,ℓ,ε).
Then, we will give an explicit description of such pair (L(k,ℓ,ε), S(k,ℓ,ε))
for D(k,ℓ,ε) = D(0,0,1) in Section 3; for D(k,ℓ,ε) = D(p,q,1) in Section 4; for
D(k,ℓ,ε) = D(m,0,1) in Section 5; and for D(k,ℓ,ε) = D(m,0,0) in Section 6.
3. Visible actions on GC/HC(0,0,1)
This section deals with the Q(0,0,1)-action on D(0,0,1) = G
C/HC(0,0,1).
Recall that h(0,0,1) = z(g) = RZ is the center of g. Then, H
C
(0,0,1) =
exp hC(0,0,1) = expCZ and
q(0,0,1) = spanR{X1, . . . , Xn, Y1, . . . , Yn}.
Thus, it follows from Lemma 2.7 that D(0,0,1) := G
C/HC(0,0,1) is written
as follows:
D(0,0,1) = {v(0,0,1)(x,y) := g(x,y, 0)HC(0,0,1) : x,y ∈ Cn}.
Now, we consider the action of Q(0,0,1) on D(0,0,1). By Lemma 2.6,
Q(0,0,1) coincides with G = Hn. In view of Lemma 2.4, the Q(0,0,1)-
action on D(0,0,1) is given by
g(s, t, u) · v(0,0,1)(x,y) = (g(s, t, u) · g(x,y, 0))HC(0,0,1)
= g(s+ x, t+ y, u− (t|x))HC(0,0,1)
= g(s+ x, t+ y, 0)HC(0,0,1)
= v(0,0,1)(s+ x, t+ y).
Now, we take an anti-holomorphic diffeomorphism on D(0,0,1) as σ1
(see (2.13)). By Lemma 2.15, our choice of the real form M1(0,0,1) =
Dσ1(0,0,1) is written by
M1(0,0,1) = {v(0,0,1)(
√−1a,√−1b) : a, b ∈ Rn}(3.1)
since σ˜1(g(x,y, 0)) = g(−x,−y, 0) for g(x,y, 0) ∈ exp qC(0,0,1).
Proposition 3.1. We take a connected closed subgroup L(0,0,1) as Q(0,0,1)
and a submanifold S(0,0,1) as M
1
(0,0,1). Then, L(0,0,1) · S(0,0,1) coincides
with D(0,0,1).
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Proof. Let v(0,0,1)(x,y) be an element of D(0,0,1). According to the
decomposition Cn = Rn+
√−1Rn, we write x = xR+
√−1xI for some
xR,xI ∈ R2n and similarly y = yR +
√−1yI for some yR,yI ∈ R2n.
Then, we have
v(0,0,1)(x,y) = g(xR,yR, 0) · v(
√−1xI ,
√−1yI).(3.2)
Since g(xR,yR, 0) ∈ Q(0,0,1) and v(0,0,1)(
√−1xI ,
√−1yI) ∈ S(0,0,1), this
implies v(0,0,1)(x,y) ∈ Q(0,0,1) ·S(0,0,1). Hence, Proposition 3.1 has been
verified. 
Therefore, we conclude:
Theorem 3.2. The Q(0,0,1)-action on D(0,0,1) = G
C/HC(0,0,1) is strongly
visible with 2n-dimensional slice M1(0,0,1) ≃ exp
√−1q(0,0,1).
4. Visible actions on GC/HC(p,q,1)
This section deals with the case where a closed subgroup of G is
H(p,q,1) for 1 ≤ p ≤ q ≤ n, (p, q) 6= (n, n). We set D(p,q,1) := GC/HC(p,q,1).
From now, let us consider the Q(p,q,1)-action on D(p,q,1).
In view of Lemma 2.2, we study separately the following dichotomous
cases: a general case 1 ≤ p ≤ q < n; a special case 1 ≤ p < q = n.
4.1. Q(p,q,1)-action on D(p,q,1). First, we consider a general case 1 ≤
p ≤ q < n. The complementary subspace q(p,q,1) of h(p,q,1) in g is given
by
q(p,q,1) = spanR{Xp+1, . . . , Xn, Yq+1, . . . , Yn}.
By Lemma 2.6, the Lie group Q(p,q,1) = 〈exp q(p,q,1)〉 equals exp(q(p,q,1)+
RZ), which is of the form
Q(p,q,1) = {g((0p, s′), (0q, t′), u) : s′ ∈ Rn−p, t′ ∈ Rn−q, u ∈ R}.
We note thatQ(p,q,1) is isomorphic to R
q−p×Hn−q as a Lie group if p < q
and Hn−q if p = q. Further, the complex Heisenberg homogeneous
space D(p,q,1) is expressed by
D(p,q,1) = {v(p,q,1)(x′,y′) : x′ ∈ Cn−p,y′ ∈ Cn−q}.
where we write
v(p,q,1)(x
′,y′) := g((0p,x
′), (0q,y
′), 0)HC(p,q,1).
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Then, it follows from Lemma 2.4 that the Q(p,q,1)-action on D(p,q,1) is
given by
g((0p, s
′), (0q, t
′), u) · v(p,q,1)(x′,y′)
= (g((0p, s
′), (0q, t
′), u) · g((0p,x′), (0q,y′), 0))HC(p,q,1)
= g((0p, s
′ + x′), (0q, t
′ + y′), u− ((0q, t′)|(0p,x′)))HC(p,q,1)
= g((0p, s
′ + x′), (0q, t
′ + y′), 0)HC(p,q,1)
= v(p,q,1)(s
′ + x′, t′ + y′)
for g((0p, s
′), (0q, t
′), u) ∈ Q(p,q,1) and v(p,q,1)(x′,y′) ∈ D(p,q,1).
In the case 1 ≤ p < q = n, the group Q(p,n,1) is given by
Q(p,n,1) = {g((0p, s′), 0n, 0) : s′ ∈ Rn−p, u ∈ R}
and the Heisenberg homogeneous space D(p,n,1) by
D(p,n,1) = {v(p,n,1)(x′) := g((0p,x′), 0n, 0)HC(p,n,1) : x′ ∈ Cn−p}.
Then, the Q(p,n,1)-action on D(p,n,1) is written by
g((0p, s
′), 0n, 0) · v(p,n,1)(x′) = v(p,n,1)(s′ + x′)
for g((0p, s
′), 0n, 0) ∈ Q(p,n,1) and v(p,n,1)(x′) ∈ D(p,n,1).
4.2. Verification of (V.0) for D(p,q,1). Let us take L(p,q,1) as Q(p,q,1)
and an anti-holomorphic diffeomorphism on D(p,q,1) as σ1. Then, we
prove:
Proposition 4.1. We take a connected closed subgroup L(p,q,1) as Q(p,q,1)
and a submanifold S(p,q,1) in D(p,q,1) as M
1
(p,q,1). Then, L(p,q,1) · S(p,q,1)
coincides with D(p,q,1).
First, let us assume that 1 ≤ p ≤ q < n. We note that the restriction
of the anti-holomorphic involution σ˜1 to exp q
C
(p,q,1) is
σ˜1(g((0p,x
′), (0q,y
′), 0)) = g((0p,−x′), (0q,−y′), 0)
for g((0p,x
′), (0q,y
′), 0) ∈ exp qC(p,q,1). It follows from Lemma 2.15 that
the real form M1(p,q,1) is given by
M1(p,q,1) = {v(p,q,1)(
√−1a′,√−1b′) : a′ ∈ Rn−p, b ∈ Rn−q}.(4.1)
Proof of Proposition 4.1 for 1 ≤ p ≤ q < n. Let v(p,q,1)(x′,y′) be an el-
ement of D(p,q,1). We write x
′ = x′R +
√−1x′I and y′ = y′R +
√−1y′I
for some x′R,y
′
R ∈ Rn−p and x′I ,y′I ∈ Rn−q. Then, we have
v(p,q,1)(x
′,y′) = g((0p,x
′
R), (0q,y
′
R), 0) · v(p,q,1)(
√−1x′I ,
√−1y′I).
As g((0p,x
′
R), (0q,y
′
R), 0) ∈ Q(p,q,1) and v(p,q,1)(
√−1x′I ,
√−1y′I) ∈ S(p,q,1),
this implies that Q(p,q,1) · S(p,q,1) = D(p,q,1). 
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For a special case 1 ≤ p < q = n, the real form M1(p,n,1) is
M1(p,n,1) = {v(p,n,1)(
√−1a′) : a′ ∈ Rn−p}.(4.2)
Proof of Proposition 4.1 for 1 ≤ p < q = n. An element v(p,n,1)(x′) of
D(p,n,1) with x
′ = x′R +
√−1x′I (x′R,x′I ∈ Rn−p) is of the form
v(p,n,1)(x
′) = g((0p,x
′
R), 0n, 0) · v(p,n,1)(
√−1x′I) ∈ Q(p,n,1) · S(p,n,1).
Hence, we have verified D(p,n,1) = Q(p,n,1) · S(p,n,1). 
Hence, we conclude:
Theorem 4.2. For 1 ≤ p ≤ q ≤ n, (p, q) 6= (n, n), the Q(p,q,1)-action
on D(p,q,1) = G
C/HC(p,q,1) is strongly visible with (2n−p−q)-dimensional
slice M1(p,q,1) ≃ exp
√−1q(p,q,1).
5. Visible action on GC/HC(m,0,1)
This section considers the Heisenberg homogeneous space D(m,0,1) =
GC/HC(m,0,1) with 1 ≤ m ≤ n.
5.1. Q(m,0,1)-action on D(m,0,1). Now, we let m be 1 ≤ m < n. The
complementary subspace q(m,0,1) of h(m,0,1) is
q(m,0,1) = spanR{Xm+1, . . . , Xn, Y1, . . . , Yn}.
Then, D(m,0,1) is of the form
D(m,0,1) = {g((0m,x′),y, 0)HC(m,0,1) : x′ ∈ Cn−m,y ∈ Cn}
where
v(m,0,1)(x
′,y) := g((0m,x
′),y, 0)HC(m,0,1).
Here, q(m,0,1) is not a subalgebra. It follows from Lemma 2.6 that the
subgroup Q(m,0,1) = 〈exp q(m,0,1)〉 is given by
Q(m,0,1) = {g((0m, s′), t, u) : s′ ∈ Rn−m, t ∈ Rn, u ∈ R}.
Thus, Q(m,0,1) is isomorphic to R
m ×Hn−m and acts on D(m,0,1) by
g((0m, s
′), t, u) · v(m,0,1)(x′,y)
= g((0m, s
′ + x′), t+ y, u− (t|(0m,x′))HC(m,0,1)
= g((0m, s
′ + x′), t+ y)HC(m,0,1)
= v(m,0,1)(s
′ + x′, t+ y).
For m = n, we have q(n,0,1) = spanR{Y1, . . . , Yn}. Then, we obtain
Q(n,0,1) = {g(0n, t, 0) : t ∈ Rn} ≃ Rn and D(n,0,1) = {v(n,0,1)(y) :=
g(0n,y, 0)H
C
(n,0,1) : y ∈ Cn}. Further, Q(n,0,1) acts on D(n,0,1) by
g(0n, t, 0) · v(n,0,1)(y) = v(n,0,1)(t+ y)
for g(0n, t, 0) ∈ Q(n,0,1) and v(n,0,1)(y) ∈ D(n,0,1).
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5.2. Verification of (V.0) for D(m,0,1). First, we consider the case
m < n. Let us take an anti-holomorphic diffeomorphism on D(m,0,1) as
σ1 (see (2.13)). We recall that the restriction of the anti-holomorphic
involution σ˜1 on G
C (see (2.11)) to exp qC(m,0,1) is given by
σ˜1(g((0m,x
′),y, 0)) = g((0m,−x′),−y, 0).
By (2.14), the real form M1(m,0,1) = D
σ1
(m,0,1) is given as follows:
M1(m,0,1) = {v(m,0,1)(
√−1a′,√−1b) : a′ ∈ Rn−m, b ∈ Rn}.(5.1)
Proposition 5.1. We take a connected closed subgroup L(m,0,1) as
Q(m,0,1) and a submanifold S(m,0,1) as M
1
(m,0,1). Then, L(m,0,1) · S(m,0,1)
coincides with D(m,0,1).
Proof. Clearly, Q(m,0,1) · S(m,0,1) is contained in D(m,0,1). Then, we see
the opposite inclusion. Let us take an element v(m,0,1)(x
′,y) in D(m,0,1)
and write x′ = x′R +
√−1x′I for x′R,x′I ∈ Rn−m and y = yR +
√−1yI
for yR,yI ∈ Rn. Then, we have
v(m,0,1)(x
′,y) = g((0m,x
′
R),yR, 0) · v(m,0,1)(
√−1x′I ,
√−1yI).
This implies v(m,0,1)(x
′,y) ∈ L(m,0,1) · S(m,0,1). Hence, we have verified
D(m,0,1) ⊂ Q(m,0,1) · S(m,0,1). Since it is obvious that Q(m,0,1) · S(m,0,1) ⊂
D(m,0,1), we have shown Q(m,0,1) · S(m,0,1) = D(m,0,1). 
For the special case m = n, we can show the following proposition
by the same way as Proposition 5.1.
Proposition 5.2. We take L(p,n,1) as Q(p,n,1) and S(n,0,1) as M
1
(n,0,1) =
{v(n,0,1)(
√−1b) : b ∈ Rn}. Then, the set L(n,0,1) · S(n,0,1) coincides with
D(n,0,1).
Therefore, we conclude:
Theorem 5.3. The Q(m,0,1)-action on D(m,0,1) = G
C/HC(m,0,1) is strongly
visible with (2n−m)-dimensional slice M1(m,0,1) ≃ exp
√−1q(m,0,1).
6. Visible action on GC/HC(m,0,0)
This section deals with the case where a complex Heisenberg homo-
geneous space is D(m,0,0) := G
C/HC(m,0,0) for 1 ≤ m ≤ n. According
to Lemma 2.2 for q(m,0,0), we divide into two cases: 1 ≤ m < n and
m = n.
Let us consider a general case 1 ≤ m < n. The complementary
subspace q(m,0,0) is given by
q(m,0,0) = spanR{Xm+1, . . . , Xn, Y1, . . . , Yn, Z},
and then
Q(m,0,0) = {g((0m, s′), t, u) : s′ ∈ Rn−m, t ∈ Rn, u ∈ R}.
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Thus, Q(m,0,0) is isomorphic to R
m×Hn−m which coincides with Q(m,0,1)
(see Section 5.1). It is noteworthy that a closed subgroup of G which
we will consider is not Q(m,0,0) but Q(m−1,0,0) which contains Q(m,0,0).
On the other hand, the Q(m,0,0)-action on D(m,0,0) will be discussed in
Theorem 8.8, separated from this section. If m > 1, then Q(m−1,0,0)
forms
Q(m−1,0,0) = {g((0m−1, sm, s′), t, u) : s′ ∈ Rn−m, t ∈ Rn, sm, u ∈ R},
whereas, if m = 1 then Q(0,0,0) coincides with G. Hence, the main
object of this section is the Q(m−1,0,0)-action on D(m,0,0).
For a special case m = n, the Lie algebra q(n,0,0) is an abelian subal-
gebra of maximal dimension. Then, we will consider the Q(n,0,0)-action
on D(n,0,0). Here, Q(n,0,0) = {g(0, t, u) : t ∈ Rn, u ∈ R} ≃ Rn+1.
6.1. Q(m−1,0,0)-action on D(m,0,0) for 1 ≤ m < n. First, we consider
the case 1 ≤ m < n and the Q(m−1,0,0)-action on D(m,0,0). Now, we
write
v(m,0,0)(x
′,y, z) := g((0m,x
′),y, z)HC(m,0,0)
for x′ ∈ Cn−m,y ∈ Cn, z ∈ C. Then, the complex Heisenberg homoge-
neous space D(m,0,0) is
D(m,0,0) = {v(m,0,0)(x′,y, z) : x′ ∈ Cn−m,y ∈ Cn, z ∈ C}
Lemma 6.1. The Q(m−1,0,0)-action on D(m,0,0) is written by
g((0m−1, sm, s
′), t, u) · v(m,0,0)(x′,y, z)
= v(m,0,0)(s
′ + x′, t+ y, u+ z + sm(tm + ym)− (t′|x′))
for g((0m−1, sm, s
′), t, u) ∈ Q(m−1,0,0) and v(m,0,0)(x′,y, z) ∈ D(m,0,0).
Here, for t = (t1, . . . , tn) ∈ Cn we write t′ = (tm+1, . . . , tm).
Proof. It follows from Lemma 2.4 that
(6.1) g((0m−1, sm, s
′), t, u) · v(m,0,0)(x′,y, z)
= g((0m−1, sm, s
′ + x′), t+ y, u+ z − (t′|x′))HC(m,0,0).
The element esmXm commutes with e(si+xi)Xi for all i, with e(tj+yj)Yj
for all j 6= m and with e(u+z−(t′|x′))Z , whereas it does not coincide with
e(tm+ym)Ym because Lemma 2.3 implies
esmXme(tm+ym)Ym = (esmXme(tm+ym)Yme−smXm)esmXm
= e(tm+ym)Ymesm(tm+ym)ZesmXm.
Then, we obtain
g((0m−1, sm, s
′ + x′), t+ y, u+ z − (t′|x′))
= g((0m−1, 0, s
′ + x′), t+ y, u+ z + sm(tm + ym)− (t′|x′)) · esmXm .
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As esmXm ∈ HC(m,0,0), we obtain
(6.1) = v(m,0,0)(s
′ + x′, t+ y, u+ z + sm(tm + ym)− (t′|x′)).
Hence, Lemma 6.1 has been proved. 
6.2. Verification of (V.0) for Q(m−1,0,0)-action on D(m,0,0). In this
subsection, we will find a submanifold S(m,0,0) of the real formM
1
(m,0,0) =
Dσ1(m,0,0) explicitly such that L(m,0,0) · S(m,0,0) is open in D(m,0,0). Here,
M1(m,0,0) is of the form
M1(m,0,0) = {v(m,0,0)(
√−1a′,√−1b, c) : a′ ∈ Rn−m, b ∈ Rn, c ∈ R}.
Proposition 6.2. We take a closed subgroup L(m,0,0) as Q(m−1,0,0) and
a submanifold S(m,0,0) in M
1
(m,0,0) as
S(m,0,0) = {v(m,0,0)(
√−1a′,√−1b, 0) ∈M1(m,0,0) : b ∈ (R×)n}.(6.2)
Then, the set L(m−1,0,0) · S(m,0,0) equals
D′(m,0,0) = {v(m,0,0)(x′,y, z) ∈ D(m,0,0) : yI ∈ (R×)n}(6.3)
and then is an open set in D(m,0,0). Here, an element y ∈ Cn is written
as y = yR +
√−1yI for some yR,yI ∈ Rn.
Proof. Let us take an element v(m,0,0)(x
′,y, z) ∈ D′(m,0,0). We write
x′ = x′R +
√−1x′I with x′R,x′I ∈ Rn−m and z = zR +
√−1zI with
zR, zI ∈ R. Further, we denote by (ym)R the m-th component of yR,
equivalently, the real part of ym.
We notice that (ym)I 6= 0 since yI ∈ (R×)n. Here, we set
s′ := x′R, t := yR, a
′ := x′I , b := yI ,
sm := (zI + (y
′
R|x′I))(ym)−1I , u := zR − sm(ym)R.
Then, the following equality is fulfilled:
v(m,0,0)(x
′,y, z) = g((0m−1, sm, s
′), t, u) · v(m,0,0)(
√−1a′,√−1b, 0).
(6.4)
Hence, this implies D′(m,0,0) ⊂ Q(m−1,0,0) · S(m,0,0).
Equality (6.4) also shows that Q(m−1,0,0) · S(m,0,0) ⊂ D′(m,0,0) because
yI = b ∈ (R×)n. Therefore, Proposition 6.2 has been proved. 
We take a submanifold q′(m,0,0) in q(m,0,0) as
q′(m,0,0) =
n∑
i=m+1
RXi +
n∑
j=1
(R×)Yj,(6.5)
Then, S(m,0,0) is diffeomorphic to exp
√−1q′(m,0,0). As a consequence,
we get:
Theorem 6.3. For 1 ≤ m ≤ n, the Q(m−1,0,0)-action on D(m,0,0) is
strongly visible with (2n−m)-dimensional slice S(m,0,0) ≃ exp
√−1q′(m,0,0).
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6.3. Q(n,0,0)-action on D(n,0,0). In this subsection, we consider the
Q(n,0,0)-action on D(n,0,0). We recall that Q(n,0,0) = {g(0, t, u) : t ∈
Rn, u ∈ R} and D(n,0,0) = {v(n,0,0)(y, z) := g(0,y, z)HC(n,0,0) : y ∈
Cn, z ∈ C}. Then, this action is given by
g(0, t, u) · v(n,0,0)(y, z) = v(n,0,0)(t+ y, u+ z)
for g(0, t, u) ∈ Q(n,0,0) and v(n,0,0)(y, z) ∈ D(n,0,0).
In this setting, we take an anti-holomorphic diffeomorphism onD(n,0,0)
as σ2 (see (2.13)). Then, the real form M
2
(n,0,0) = D
σ2
(n,0,0) is given by
M2(n,0,0) = {v(n,0,0)(
√−1b,√−1c) : b ∈ Rn, c ∈ R}.(6.6)
Then, we have:
Proposition 6.4. We take L(n,0,0) as Q(n,0,0) and S(n,0,0) as M
2
(n,0,0).
Then, L(n,0,0) · S(n,0,0) coincides with D(n,0,0).
Hence, we obtain:
Theorem 6.5. The Q(n,0,0)-action on D(n,0,0) is strongly visible with
(n+ 1)-dimensional slice M2(n,0,0) ≃ exp
√−1q(n,0,0).
7. Proof of Theorem 1.1 and proof of Corollary 1.2
In this section, we will completely give a proof of Theorem 1.1 and
a proof of Corollary 1.2.
Proof of Theorem 1.1. Two equivalent holomorphic actions keeps the
strong visibility (see Proposition 2.11). Then, it suffices to show The-
orem 1.1 for D(0,0,1), D(p,q,1), D(m,0,1) and D(m,0,0). We have already
proved the strong visibility for the Q(0,0,1)-action on D(0,0,1) in Theorem
3.2; the Q(p,q,1)-action on D(p,q,1) in Theorem 4.2; the Q(m,0,1)-action on
D(m,0,1) in Theorem 5.3; the Q(m′−1,0,0)-action on D(m′,0,0) in Theorem
6.3 if 1 ≤ m′ < n; and the Q(n,0,0)-action on D(n,0,0) in Theorem 6.5.
Therefore, the proof of Theorem 1.1 has been accomplished. 
Table 7.1 indicates our choice of a connected closed subgroup L(k,ℓ,ε)
and a slice S(k,ℓ,ε) for the strongly visible action on D(k,ℓ,ε) for each
non-trivial connected closed subgroup H(k,ℓ,ε) ⊂ G. Here, the positive
integer m′ in the fifth line is restricted to 1 ≤ m′ < n.
Next, we will give a proof of Corollary 1.2. More precisely, we will
show that our choice of S and anti-holomorphic diffeomorphism σ for
the strongly visible L-action on D satisfies three conditions (V.0)–(S.2)
for the G-action on D.
Proof of Corollary 1.2. By our proof of Theorem 1.1, we take a slice S,
an anti-holomorphic involution σ˜ and the induced anti-holomorphic dif-
feomorphism σ satisfying (V.0)–(S.2) for the strongly visible L-action
on D.
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H(k,ℓ,ε) L(k,ℓ,ε) σ s(k,ℓ,ε) dimS(k,ℓ,ε) Theorem
H(0,0,1) Q(0,0,1) σ1
√−1q(0,0,1) 2n 3.2
H(p,q,1) Q(p,q,1) σ1
√−1q(p,q,1) 2n− p− q 4.2
H(m,0,1) Q(m,0,1) σ1
√−1q(m,0,1) 2n−m 5.3
H(m′,0,0) Q(m′−1,0,0) σ1
√−1q′(m′,0,0) 2n−m′ 6.3
H(n,0,0) Q(n,0,0) σ2
√−1q(n,0,0) n + 1 6.5
Table 7.1: L(k,ℓ,ε), σ and S(k,ℓ,ε) ≃ exp s(k,ℓ,ε)
First, we consider the subset D′ := G · S in D. This is of the form
D′ = G · (L · S) =
⋃
g∈G
g · (L · S).(7.1)
Since L · S is open in D, so is g · (L · S) for any g ∈ G. Hence, D′ is
open in D.
Next, it is clear that σ|S = idS. Further, σ preserves each G-orbit in
D′ := G · S. Indeed, we take an element v ∈ D′ and write v = g · s for
some g ∈ G and s ∈ S according to (7.1). By the same argument of
(2.15), we have σ(v) = σ˜(g)g−1 · v ∈ G · v.
Hence, we have shown Corollary 1.2. 
8. Application to representation theory
This section presents new multiplicity-free theorems for unitary and
irreducible representations of the Heisenberg group of infinite dimen-
sion (hence not characters). These theorems are built on the investi-
gation of strongly visible actions on complex Heisenberg homogeneous
spaces.
8.1. Propagation theory of multiplicity-freeness property. Orig-
inally, the notion of strongly visible actions has been introduced as
a geometric point of view of the propagation theory of multiplicity-
freeness property established by T. Kobayashi (see the original papers
[5, 10]). In this subsection, we explain a multiplicity-free theorem of
the Heisenberg group which is gained as an application of our results
on visible actions on complex Heisenberg homogeneous spaces.
Before that, let us give a quick review on the propagation theory of
multiplicity-freeness property, based on [10]. Let L be a Lie group and
V → D a L-equivariant Hermitian holomorphic vector bundle over a
connected complex manifold D. We denote by O(D,V) the space of
holomorphic sections of V → D. This carries a Fre´chet topology by
the uniform convergence on compact sets. Then, we naturally define a
continuous representation ̟ of L on the space O(D,V) of holomorphic
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sections by
[̟(g)s](x) := g · s(g−1 · x)
for g ∈ L, s ∈ O(D,V) and x ∈ D. Under the setting, the propagation
theory of multiplicity-freeness property is explained as follows. Here,
we say that an anti-holomorphic diffeomorphism σ on D lifts to an
anti-holomorphic bundle endomorphism on V if σ gives rise to an anti-
holomorphic diffeomorphism on V, denoted by the same letter σ, such
that the restriction of σ to the fiber Vx at each x ∈ D is an isometric
and anti-linear map to the fiber Vσ(x) at σ(x).
Fact 8.1 ([10, Theorem 4.3]). Let V → D be an L-equivariant Hermit-
ian holomorphic vector bundle. Suppose that the following conditions
are satisfied:
(a) The L-action on D is strongly visible. In particular, there exist
a real submanifold S in D and an anti-holomorphic diffeomor-
phism σ on D′ := L · S satisfying the conditions (V.0)–(S.2)
equipped with an anti-holomorphic automorphism σ˜ of L satis-
fying σ(g · x) = σ˜(g) · σ(x) (g ∈ L, x ∈ D).
(b) For each x ∈ S, the unitary representation of the isotropy sub-
group Lx on the fiber Vx is multiplicity-free.
(c) Under the condition (b), we write Vx = ⊕m(x)i=1 V(i)x for the irre-
ducible decomposition as a representation of Lx. Then, σ lifts
to an anti-holomorphic bundle endomorphism on V such that
σ(V(i)x ) = V(i)x for each i = 1, 2, . . . , n(x) and each x ∈ S.
Then, any unitary representation which is realized in O(D,V) is
multiplicity-free. In particular, the continuous representation ̟ of L
on O(D,V) is multiplicity-free.
This theory also plays an important role that one can give an unified
explanation of the multiplicity-freeness for various kinds of representa-
tions. On the other hand, once we give an example of strongly visible
actions, we expect that one can find several multiplicity-free represen-
tations.
So far, we have found the strongly visible actions on the complex
Heisenberg homogeneous spaces (see Theorem 1.1). Applying Fact 8.1
to our setting, we can explain the multiplicity-freeness of a kind of
representations of the Heisenberg group as follows.
Let G be the Heisenberg group and H a non-trivial connected closed
subgroup of G. Due to Theorem 1.1, one can find a connected closed
subgroup L of G such that the L-action on the complex Heisenberg
homogeneous space D = GC/HC is strongly visible. Further, it follows
from Corollary 1.2 that the G-action on D is strongly visible.
Let V be a trivial line bundle D ×C over D. Then, O(D,D×C) is
naturally identified with the space O(D) of holomorphic functions on
D via the map O(D,D × C) → O(D), s 7→ f which is characterized
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by s(x) = (x, f(x)) (x ∈ D). Now, we let G act holomorphically on
V = D × C by g · (x, z) := (g · x, z) (g ∈ G, x ∈ D and z ∈ C). Then,
V → D is G-equivariant and
[̟(g)s](x) = (x, f(g−1 · x))
for s ∈ O(V, D), g ∈ G and x ∈ D. Hence, we define a representation
π of G on O(D) by
[π(g)f ](x) := f(g−1 · x)(8.1)
for g ∈ G, f ∈ O(D) and x ∈ D, and then ̟ is equivalent to π.
Theorem 8.1. Let G be the Heisenberg group and H a non-trivial
connected closed subgroup of G. Then, the continuous representation
(π,O(D)) of G is multiplicity-free. Moreover, let L be a connected
closed subgroup of G such that the L-action on GC/HC is strongly vis-
ible. Then, the restriction π|L of π to L is still multiplicity-free.
Proof. By the proof of Theorem 1.1, one can find a real submanifold
S, an anti-holomorphic involution σ˜ on GC and an anti-holomorphic
diffeomorphism σ on GC/HC such that (V.0)–(S.2) are satisfied, σ˜ sta-
bilizes L and σ(g · x) = σ˜(g) · σ(x) for g ∈ L, x ∈ GC/HC (see Remark
2.14). Thus, condition (a) of Fact 8.1 has been verified.
Let V be a trivial bundle D × C over D. Since each fiber Vx ≃ C
(x ∈ D) is one-dimensional, the unitary representation of Lx on Vx is
irreducible for any x ∈ S, in particular, this is multiplicity-free. Then,
condition (b) is satisfied.
The anti-holomorphic diffeomorphism σ onD lifts to an anti-holomorphic
bundle endomorphism on V as follows:
σ(x, z) = (σ(x), z) (x ∈ D, z ∈ C).
Clearly, σ(Vx) = Vx for all x ∈ S, from which condition (c) holds.
Hence, it follows from Fact 8.1 that the continuous representation
(̟,O(D,V)) of L is multiplicity-free. Therefore, π is multiplicity-free
as a representation of L since ̟ ≃ π. 
8.2. Geometric criterion of multiplicity-freeness for associated
quasi-regular representation. This section investigates the rela-
tionship between strongly visible actions on complex Heisenberg homo-
geneous spaces and the multiplicity-free quasi-regular representations
of the Heisenberg group.
First of all, we will mention a geometric criterion of multiplicity-
freeness of the quasi-regular representation πH in Theorem 8.2, and its
proof will be given in Sections 8.3 and 8.4.
Let G = exp g be the Heisenberg group and H = exp h a non-trivial
connected closed subgroup of G. We set d := dimG − dimH . Then,
there exists a co-exponential basis {W1, . . . ,Wd} to h in g, which means
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that the map H × Rd → G, (h, w1, . . . , wd) 7→ hew1W1 · · · ewdWd is a
diffeomorphism. We set q := spanR{W1, . . . ,Wd} and Q := 〈exp q〉.
Let dµ be a G-invariant measure on the homogeneous space G/H
which is induced from the Lebesgue measure on q via the diffeomor-
phism q ≃ exp q ≃ G/H . We note that G-invariant measures on G/H
are unique up to scalars. We denote by L2(G/H) the space of square
integrable functions on G/H with respect to dµ. Then, we define the
quasi-regular representation πH of G on L
2(G/H) by
[πH(g)f ](xH) = f(g
−1xH) (x, g ∈ G, f ∈ L2(G/H))(8.2)
The next theorem is a new characterization for the unitary represen-
tation πH of G to be multiplicity-free by the strongly visible action on
the complex Heisenberg homogeneous space.
Theorem 8.2. Let G be the Heisenberg group. For a non-trivial con-
nected closed subgroup H of G, the following conditions are equivalent:
(i) The quasi-regular representation πH of G is multiplicity-free.
(ii) The Q-action on GC/HC is strongly visible.
(iii) H is not isomorphic to H(m,0,0) for any m = 1, 2, . . . , n− 1.
Our proof of Theorem 8.2 consists of two parts. The first part is to
show (i) ⇔ (iii) (see Section 8.3). For this, we describe the irreducible
decomposition of the quasi-regular representation of G in terms of the
coadjoint orbits and calculate the multiplicities by applying Corwin-
Greenleaf formula [3]. The second one is to show the equivalence (ii)⇔
(iii) (see Section 8.4). As we have seen in Sections 3–7, the implication
(iii) ⇒ (ii) is true. For the proof of the opposite implication, it suffices
to show that the Q(m,0,0)-action on G
C/HC(m,0,0) is not strongly visible.
To carry out, we use the propagation theory of multiplicity-freeness
property.
8.3. Equivalence between (i) and (iii). This subsection considers
the irreducible decomposition of the quasi-regular representation πH of
G. It is known that πH can be realized as the representation Ind
G
H 1 in-
duced from the trivial representation 1 of H . In general, the irreducible
decomposition of IndGH χ induced from a unitary character χ of H can
be formulated in terms of the coadjoint orbits, which is known as the
Corwin–Greenleaf formula [3] (see also [12, Theorem 1.1]). Then, we
shall apply the Corwin–Greenleaf formula to our setting for the proof
of the equivalence (i) ⇔ (iii).
First, we review the basic facts on the coadjoint orbits of the Heisen-
berg group G of dimension 2n+1. We denote by g∗ the dual space of g.
Let G act on g∗ by the coadjoint representation, namely, g·ξ := Ad∗(g)ξ
for g ∈ G and ξ ∈ g∗ is given by (g · ξ)(X) := ξ(Ad(g−1)X) (X ∈ g).
Let B be a basis of g given by (2.1) and
B∗ := {X∗1 , . . . , X∗n, Y ∗1 , . . . , Y ∗n , Z∗}(8.3)
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the dual basis of B. Any element ξ ∈ g∗ is written down as
ξ ≡ ξ(α,β, γ) =
n∑
i=1
αiX
∗
i +
n∑
j=1
βjY
∗
j + γZ
for α = (α1, . . . , αn),β = (β1, . . . , βn) ∈ Rn and γ ∈ R. A direct
computation shows that
g(x,y, z) · ξ(α,β, γ) = ξ(α+ γy,β − γx, γ)
for g(x,y, z) ∈ G and ξ(α,β, γ) ∈ g∗. Then, the coadjoint orbits of
the Heisenberg group G are described explicitly as follows.
Lemma 8.3. Let G be the Heisenberg group. For an element ξ(α,β, γ) ∈
g∗, we have:
(1) If γ 6= 0, then the coadjoint orbit G · ξ(α,β, γ) (of dimension
equals 2n) is given by:
G · ξ(α,β, γ) = {ξ(x,y, γ) : x,y ∈ Rn}.
(2) The coadjoint orbit G · ξ(α,β, 0) equals {ξ(α,β, 0)}.
Hence, the subset
R := {ξ(0, 0, γ) : γ ∈ R×} ⊔ {ξ(α,β, 0) : α,β ∈ Rn} ⊂ g∗(8.4)
turns out to be a cross-section of the orbit space g∗/G.
Next, the Kirillov orbit method explains that there is a one-to-one
correspondence between the unitary dual Ĝ and the orbit space g∗/G.
By Lemma 8.3, we write a bijection R→ Ĝ as ξ(0, 0, γ) 7→ τξ(0,0,γ) ≡ τγ
and ξ(a, b, 0) 7→ τξ(a,b,0) ≡ τa,b.
We are ready to mention the Corwin–Greenleaf formula for the Heisen-
berg group G. The following is refereed by the statement of [12, The-
orem 1.1].
Fact 8.2. The quasi-regular representation πH = Ind
G
H 1 is decomposed
into the direct integral of irreducible representations of G as
πH = Ind
G
H 1 ≃
∫ ⊕
(G·q∗)/G
mπH (ξ)τξ dξ.(8.5)
Here, dξ is a G-invariant measure on (G · q∗)/G induced from the
Lebesgue measure on q∗ ⊂ g∗ via q∗ → (G · q∗)/G, and mπH : (G ·
q∗)/G→ N ∪ {∞} is the multiplicity function.
The multiplicity function mπH(ξ) is either finite and bounded or in-
finite, according to the fact that either 2 dim(H · ξ) = dim(G · ξ) or
2 dim(H · ξ) < dim(G · ξ) hold for almost all ξ with respect to the mea-
sure dξ. In the finite case, namely, 2 dim(H ·ξ) = dim(G ·ξ) for almost
all ξ, mπH(ξ) equals the number of H-orbits in q
∗ ∩ (G · ξ).
Remark 8.4. According to these two cases, we say that πH is of finite
or of infinite multiplicities.
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Our proof of the equivalence (i) ⇔ (iii) is carried out by showing
mπH (ξ) = 1 for any generic ξ ∈ q∗ (namely, the orbit G ·ξ is of maximal
dimension) in (8.5) for our setting according to Fact 8.2. Before that,
we explain the following lemma:
Lemma 8.5. Let G be the Heisenberg group, H1, H2 connected closed
subgroups of G and πH1 , πH2 the quasi-regular representations of G.
Suppose that H1 is isomorphic to H2. Then, πH1 is multiplicity-free if
and only if πH2 also is.
Proof. By Lemma 2.9, there exists a Lie group automorphism ϕ on
G = exp g such that the restriction ϕ|H1 gives rise to the isomorphism
from H1 to H2. Then, the induced map Φ : G/H1 → G/H2, xH1 7→
ϕ(x)H2 is a C
∞-diffeomorphism. Let dµ2 be a G-invariant measure
on G/H2 and dµ1 := Φ
∗(dµ2) the pull-back of dµ2. Then, dµ1 is a
G-invariant measure on G/H1. Here, if f ∈ L2(G/H2, dµ2) then f ◦
Φ ∈ L2(G/H1, dµ1), which gives rise to the unitary isomorphism Φ∨ :
L2(G/H2, dµ2)→ L2(G/H1, dµ1), f 7→ Φ∨(f) := f ◦Φ. Then, we have
πH1(g) ◦ Φ∨ = Φ∨ ◦ πH2(ϕ(g)) (∀g ∈ G).
Hence, πH1 is equivalent to πH2 ◦ ϕ, which is enough to conclude. 
Now, we are going to prove the equivalence (i) ⇔ (iii).
Proof of (i) ⇔ (iii) in Theorem 8.2. Due to Lemma 8.5, it suffices to
verify the equivalence when H ≡ H(k,ℓ,ε) are H(0,0,1), H(p,q,1), H(m,0,1)
and H(m,0,0). We divide our proof into two cases.
Case 1. Let H(k,ℓ,ε) be either H(0,0,1), H(p,q,1) or H(m,0,1). Then, the Lie
algebra h(k,ℓ,ε) contains the center z(g) = RZ, from which q
∗
(k,ℓ,ε) is a
subspace of spanR{X∗i , Y ∗j : 1 ≤ i, j ≤ n}. By Lemma 8.3, we have
G · ξ = {ξ} for any ξ ∈ q∗(k,ℓ,ε). Thus, we obtain
(G · q∗(k,ℓ,ε))/G = q∗(k,ℓ,ε)/G ≃ q∗(k,ℓ,ε).(8.6)
Clearly, H · ξ = {ξ}. Hence, we have verified the equality 2 dim(H ·
ξ) = dim(G · ξ). By Fact 8.2, the multiplicity mπH (ξ) is finite for any
ξ ∈ q∗(k,ℓ,ε). Further, we have q∗(k,ℓ,ε) ∩ (G · ξ) = {ξ} = H · ξ. Hence, it
follows from Fact 8.2 that we conclude mπH(ξ) = 1 for any ξ ∈ q∗(k,ℓ,ε).
Therefore, πH(k,ℓ,ε) is multiplicity-free.
Case 2. Let us consider H(m,0,0) for 1 ≤ m ≤ n. The complementary
subspace q∗(m,0,0) contains the center RZ
∗. Thus, ξ(α,β, γ) ∈ q∗(m,0,0) is
generic if and only if γ 6= 0.
Fix now ξ(α,β, γ) ∈ q∗(m,0,0) with γ 6= 0. Then, it follows from
Lemma 8.3 that dim(G · ξ(α,β, γ)) = 2n. On the other hand, the
coadjoint H(m,0,0)-orbit through ξ(α,β, γ) is given as follows: If m < n
then
H(m,0,0) · ξ(α,β, γ) = {ξ(α, (y′,β′′), γ) : y′ ∈ Rm}
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where we shall write β = (β′,β′′) ∈ Rn for some β′ ∈ Rm and β′′ ∈
Rn−m and (y′,β′′) ∈ Rn; and if m = n then
H(n,0,0) · ξ(α,β, γ) = {ξ(α,y, γ) : y ∈ Rn}.(8.7)
These assert that
dim(H(m,0,0) · ξ(α,β, γ)) = m (1 ≤ m ≤ n).
Hence, the equality 2 dim(H(m,0,0) · ξ(α,β, γ)) = dim(G · ξ(α,β, γ))
holds if and only if m = n. It follows from Fact 8.2 that the quasi-
regular representation π(m,0,0) ≡ πH(m,0,0) is not multiplicity-free if m <
n, in particular, mπ(m,0,0)(ξ) =∞ for any generic element ξ ∈ q∗(m,0,0).
Finally, let us show that π(n,0,0) is multiplicity-free. We recall q
∗
(n,0,0) =
{ξ(0,β′, γ′) : β′ ∈ Rn, γ′ ∈ R} and G · ξ(α,β, γ) = {ξ(x,y, γ) : x,y ∈
Rn} for generic ξ(α,β, γ) ∈ q∗(n,0,0). Then, we have
q∗(n,0,0) ∩ (G · ξ(α,β, γ)) = {ξ(0,y, γ) : y ∈ Rn}.(8.8)
In view of the description (8.7) of the H(n,0,0)-orbit, the right-hand side
of (8.8) coincides with H(m,0,0) ·ξ(0, 0, γ). Thus, q∗(n,0,0)∩(G ·ξ(α,β, γ))
itself is a H(n,0,0)-orbit. By Fact 8.2, mπ(n,0,0)(ξ(α,β, γ)) = 1 for any
generic element ξ(α,β, γ) ∈ q∗(n,0,0). Therefore, π(n,0,0) is multiplicity-
free.
As a consequence, the equivalence (i) ⇔ (iii) has been completely
proved. 
8.4. Equivalence between (ii) and (iii). In this subsection, we give
a proof of the equivalence between (ii) and (iii). By Proposition 2.11,
it suffices to consider H = H(0,0,1), H(p,q,1), H(m,0,1) and H(m,0,0). Here,
we have already proved that condition (ii) holds if H = H(0,0,1) in
Theorem 3.2; ifH = H(p,q,1) in Theorem 4.2; ifH = H(m,0,1) in Theorem
5.3; and if H = H(n,0,0) in Theorem 6.5. Then, let us consider the
remaining case, namely, the Q(m,0,0)-action on D(m,0,0) = G
C/HC(m,0,0)
for 1 ≤ m < n. The aim of this subsection is to show that this action
is not strongly visible (see Theorem 8.8). For convenience, we put
N := 2n + 1−m = dim q(m,0,0).
Recall that the connected closed subgroup Q(m,0,0) ⊂ G is given by
Q(m,0,0) = {g((0m, s′), t, u) : s′ ∈ Rn−m, t ∈ Rn, u ∈ R}. For K = R
or C, let Q(m,0,0) act on K
N by
g((0m, s
′), t, u) · (x′,y, z) = (s′ + x′, t+ y, u+ z − (t′|x′))
for g((0m, s
′), t, u) ∈ Q(m,0,0) and (x′,y, z) ∈ KN with x′ ∈ Kn−m,
y ∈ Kn and z ∈ K where we write t = (t′′, t′) ∈ KN for t′′ ∈ Km and
t′ ∈ Kn−m. Since CN is biholomorphic toD(m,0,0) via the biholomorphic
map
Ψ : CN
∼→ D(m,0,0), (x′,y, z) 7→ v(m,0,0)(x′,y, z),
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the holomorphic Q(m,0,0)-action on C
N is equivalent to that on D(m,0,0)
(see Definition 2.1).
We also define a continuous representation ρ of Q(m,0,0) on the space
O(CN) of holomorphic functions by
[ρ(g)f ](v) := f(g−1 · v)(8.9)
for g ∈ Q(m,0,0), f ∈ O(CN) and v ∈ CN . Then, this representation
is equivalent to (π,O(D(m,0,0))) (see (8.1)) via the Q(m,0,0)-intertwining
operator
Ψ∨ : O(D(m,0,0)) ∼→ O(CN), f 7→ Ψ∨(f) := f ◦Ψ.
Next, we set M(m,0,0) := G/H(m,0,0) and consider the restriction of
the quasi-regular representation π(m,0,0) of G on L
2(M(m,0,0)) to Q(m,0,0).
This is equivalent to the representation ρ of Q(m,0,0) on L
2(RN), defined
by the same as (8.9), via the intertwining operator
Ψ∨R : L
2(M(m,0,0))
∼→ L2(RN ), f 7→ Ψ∨R(f) := f ◦Ψ|RN .
Now, we set
OL2(CN) := {f ∈ O(CN) : f |RN ∈ L2(RN)}.
This is a Q(m,0,0)-invariant subspace inO(CN) and of infinite dimension.
Here, we define a map
A : OL2(CN)→ L2(RN), f 7→ A(f) := f |RN .
Then, A is a Q(m,0,0)-intertwining operator and is injective because of
the unicity theorem of holomorphic functions.
Let us focus on theQ(m,0,0)-invariant subspace A(OL2(CN)) in L2(RN).
Lemma 8.6. The space A(OL2(CN)) is dense in L2(RN).
Proof. For K = R or C, the abelian group RN acts on KN by s ·
x = x + s (s ∈ RN , x ∈ KN ). This gives rise to the representation
of RN on O(CN) and the regular representation on L2(RN). Then,
the subspace OL2(CN) in O(CN) is also RN -invariant and the map A
becomes an RN -intertwining operator. This implies that A(OL2(CN)) is
a subrepresentation of RN in L2(RN). Here, the regular representation
of RN on L2(RN) has no irreducible subrepresentations (see [2, Example
2.1.4]). Hence, A(OL2(CN)) has to be dense in L2(RN). 
Lemma 8.7. If m < n, then A(OL2(CN)) is not multiplicity-free as a
representation of Q(m,0,0).
Proof. It follows from (i)⇔ (iii) (see Section 8.3) that (π(m,0,0), L2(M(m,0,0)))
is not multiplicity-free as a representation of G. In particular, we know
that the multiplicity mπ(m,0,0)(ξ(0, 0, γ)) of τξ(0,0,γ) ∈ Ĝ is infinite for
any ξ(0, 0, γ) ∈ q∗(m,0,0) with γ 6= 0. Thus, π(m,0,0) is of infinite multi-
plicities as a representation of Q(m,0,0). As π(m,0,0) is equivalent to ρ by
the Q(m,0,0)-intertwining operator Ψ
∨
R
, the representation (ρ, L2(RN)) of
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Q(m,0,0) is not multiplicity-free. Since A(OL2(CN)) is dense in L2(RN)
(see Lemma 8.6), A(OL2(CN)) is not multiplicity-free as a representa-
tion of Q(m,0,0). 
Under the preparation, we prove:
Theorem 8.8. If m < n, then the Q(m,0,0)-action on D(m,0,0) is not
strongly visible.
Proof. Suppose the Q(m,0,0)-action on D(m,0,0) is strongly visible. By
Fact 8.1 (see also Theorem 8.1), the representation (π,O(D(m,0,0))) of
Q(m,0,0) is multiplicity-free. This implies that (ρ,O(CN)) turns out to
be multiplicity-free as a representation of Q(m,0,0) via the intertwin-
ing operator Ψ∨. Hence, the subrepresentation (ρ,OL2(CN)) is also
multiplicity-free. Since A is a Q(m,0,0)-intertwining operator, we con-
clude that the representation (ρ, A(OL2(CN))) ofQ(m,0,0) is multiplicity-
free, which contradicts to Lemma 8.7.
Therefore, the Q(m,0,0)-action on D(m,0,0) is not strongly visible. 
O(D(m,0,0)) 99K L2(M(m,0,0))
Ψ∨ ↓ ↓ Ψ∨
R
O(CN) ⊃ OL2(CN) A−→ A(OL2(CN)) ⊂ L2(RN)
Figure 8.1: Q(m,0,0)-intertwining operators
Proof of (ii) ⇔ (iii) in Theorem 8.2. As mentioned above, we have al-
ready shown the implication (iii) ⇒ (ii). The opposite is also true
by Theorem 8.8. Consequently, the proof of Theorem 8.2 has been
accomplished. 
8.5. Slice for Q-action on D and the support of πH . We end
this paper by considering the multiplicity-free irreducible decomposi-
tion (8.5) of the quasi-regular representation πH of G. In accordance
with Lemma 8.5 and the equivalence (i)⇔ (iii) in Theorem 8.2, we may
always consider non-trivial connected closed subgroups H as H(0,0,1),
H(p,q,1), H(m,0,1) and H(n,0,0).
As we have seen in Fact 8.2, the irreducible decomposition of πH
can be described in terms of the coadjoint orbits. More precisely, the
irreducible representations of G occurring in (8.5) are parameterized
by the G-orbit space (G · q∗)/G of the subset G · q∗ of g∗. Then, we
focus on (G · q∗)/G below.
For a cross-section R of the coadjoint orbit space g∗/G, the set R ∩
(G · q∗) becomes a cross-section of (G · q∗)/G. In Lemma 8.3, we have
taken R as
R = {ξ(0, 0, γ) : γ ∈ R×} ⊔ {ξ(α,β, 0) : α,β ∈ Rn}.(8.4)
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Since the multiplicity mπH(ξ) of τξ ∈ Ĝ corresponding to ξ ∈ (G ·q∗)/G
does not depend on the choice of the cross-section (see Fact 8.2), we
may fix R as (8.4) in our argument below. Now, we choose
R(q∗) := R ∩ (G · q∗)(8.10)
as a cross-section of (G · q∗)/G.
Lemma 8.9. The set R(q∗) coincides with R ∩ q∗.
Proof. Let H ≡ H(k,ℓ,ε) be H(0,0,1), H(p,q,1) or H(m,0,1). We have seen
in (8.6) that G · q∗(k,ℓ,ε) = q∗(k,ℓ,ε), from which we obtain R(q∗(k,ℓ,ε)) =
R ∩ q∗(k,ℓ,ε). Since q∗(k,ℓ,ε) is a subspace of spanR{X∗i , Y ∗j : 1 ≤ i, j ≤ n},
R(q∗(k,ℓ,ε)) is given by
R(q∗(k,ℓ,ε)) = {ξ(α,β, 0) : α,β ∈ Rn} ∩ q∗(k,ℓ,ε) = q∗(k,ℓ,ε).(8.11)
Let H be H(n,0,0). Then, q
∗
(n,0,0) = {ξ(0,β, γ) : β ∈ Rn, γ ∈ R}. In
view of Lemma 8.3, G · q∗(n,0,0) is expressed as
G · q∗(n,0,0) = {ξ(x,y, γ) : x,y ∈ Rn, γ ∈ R×} ⊔ {ξ(0,β, 0) : β ∈ Rn},
from which the orbit space is written as
(G · q∗(n,0,0))/G = {G · ξ(0, 0, γ) : γ ∈ R×} ⊔ {G · ξ(0,y, 0) : y ∈ Rn}.
Hence, R(q∗(n,0,0)) is of the form
R(q∗(n,0,0)) = {ξ(0, 0, γ) : γ ∈ R×} ⊔ {ξ(0,β, 0) : β ∈ Rn},(8.12)
which coincides with R ∩ q∗(n,0,0). 
Lemma 8.9 explains that R(q∗) is a subset of the real vector space
q∗. Then, there exists a minimal finite subset B(R(q∗)) = {ξ1, . . . , ξr}
in q∗ such that B(R(q∗)) is linearly independent in q∗ and arbitrary
element of R(q∗) is written as the linear combination of B(R(q∗)).
We say that
Supp(πH) := {τξ ∈ Ĝ : ξ ∈ R(q∗), mπH(ξ) 6= 0}
is the support of the irreducible representations of G occurring in (8.5),
and that the number
rank(Supp(πH)) := |B(R(q∗))| = r(8.13)
is the rank of Supp(πH).
Theorem 8.10. Let G be the Heisenberg group and H a non-trivial
connected closed subgroup of G. Suppose that the quasi-regular repre-
sentation πH of G is multiplicity-free. Then we have:
(1) rank(Supp(πH)) = dimG/H.
(2) One can find a slice S of dimension rank(Supp(πH)) for the
strongly visible Q-action on GC/HC.
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Proof. Let H ≡ H(k,ℓ,ε) be one of H(0,0,1), H(p,q,1) or H(m,0,1). Then, we
have R(q∗(k,ℓ,ε)) = q
∗
(k,ℓ,ε) (see (8.11)). This means that B(R(q∗(k,ℓ,ε))) is
nothing but a basis of q∗(k,ℓ,ε). Thus, we obtain rank(Supp(πH(k,ℓ,ε))) =
dim q(k,ℓ,ε) = dimG/H(k,ℓ,ε). On the other hand, Table 7.1 asserts
that our choice of slice S(k,ℓ,ε) for the strongly visible Q(k,ℓ,ε)-action
on GC/HC(k,ℓ,ε) satisfies dimS(k,ℓ,ε) = dim
√−1q(k,ℓ,ε) = dimG/H(k,ℓ,ε).
Hence, we get rank(Supp(πH(k,ℓ,ε))) = dimG/H(k,ℓ,ε) = dimS(k,ℓ,ε).
Next, let H be H(n,0,0). Since R(q
∗
(n,0,0)) is given by (8.12), we can
take B(R(q∗(n,0,0))) as {Y ∗1 , . . . , Y ∗n , Z∗}. Clearly, this is also a basis of
q∗(n,0,0), from which rank(Supp(πH(n,0,0))) = dim q
∗
(n,0,0) = dimG/H(n,0,0).
Further, it follows from Theorem 6.5 that theQ(n,0,0)-action onG
C/HC(n,0,0)
is strongly visible with slice S(n,0,0) ≃ exp
√−1q(n,0,0). Thus, we have
dimS(n,0,0) = dim
√−1q(n,0,0) = dimG/H(n,0,0). Hence, we find out
that rank(Supp(πH(n,0,0))) = dimG/H(n,0,0) = dimS(n,0,0), which achieves
the proof of the theorem. 
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