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Abstract
We show that a polyhedral cone  in Rn with apex at 0 can be brought to the first quadrant
by a finite sequence of monomial blowing-ups if and only if  ∩ (−Rn) = {0}. The proof is
non-trivially derived from the theorem of Farkas–Minkowski. Then, we apply this theorem to
show how the Newton diagrams of the roots of any Weierstraß polynomial
P(x, z) = zm + h1(x)zm−1 + · · · + hm−1(x)z + hm(x),
hi(x) ∈ k[[x1, . . . , xn]][z], are contained in a polyhedral cone of this type.
© 2005 Elsevier Inc. All rights reserved.
AMS classification: 15A04; 15A36; 13F25
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1. Notations and terminology
We will operate in the euclidean space Rn with its affine structure. As it is classical,
we will distinguish between the point-space X = Rn and the underlying vector space
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V = Rn. The vector addition is the canonical action (translations) of V on X. For the
geometry of the convex subsets of Rn, we adopt the standard terminology, as it can
be found e.g. in [2].
A polytope is the convex hull of a finite set of points generating the affine space X.
Equivalently [2, p. 30], a polytope is the compact intersection of a finite set of half-
spaces, uniquely determined by the polytope. We have a very well-defined relation
between the points and the half-spaces. If E = {A0, A1, . . . , Am} and conv E is the
convex hull of E, then the bounds of the half-spaces are those hyperplanes H satisfying:
(1) H contains a subset of E consisting of n affinely independent points.
(2) conv E is contained in only one of the half-spaces bounded by H.
In this case, H ∩ E is called a facet. If H = {H1, . . . , Hp} are the hyperplanes
satisfying the above conditions, then the set of vertices of conv E is the set of points
of intersection of all the subsets ofH consisting of n hyperplanes whose intersection
is an only point.
We take as the definition of polyhedral cone a special case of the general one (see,
for instance, [2, p. 6]). For us, a polyhedral cone will be the set of all non-negative
linear combinations of a finite set E of vectors whose end points generate a hyperplane
H not passing through 0. This is equivalent to the following: if we write  = conv E
(in H as the affine ambient space), then the polyhedral cone is the set
() =
⋃
a∈
〈a〉+,
where 〈a〉+ is the half-line of the non-negative multiples of a. Equivalently, a poly-
hedral cone can be given by a polytope ′ in X, one of whose vertices is 0. In this
case, the polyhedral cone is nothing but
 =
⋃
a∈′\{O}
〈a〉+.
Moreover, if {0, a1, . . . , am} are the vertices of′, then there is a hyperplane H strictly
separating 0 from conv {a1, . . . , am} (i.e. they belong to different open half-spaces
bounded by H). Then  = H ∩ ′ is a polytope in H and  = ().
To end this section on terminology, we recall some basic facts on Puiseux power
series. Let us consider a collection of symbols xj/pi , where i = 1, . . . , n, p ∈ Z>,
j ∈ Z, submitted to the usual rules of integral powers: if a ∈ Z then (xj/pi )a =
x
aj/p
i . A ring of Puiseux power series is a ring of power series
Rp = k[[x1/p1 , . . . , x1/pn ]],
where k is a field and the denominator p is fixed. If f ∈ Rp, we will write f in the
form
f =
∑
(a1,...,an)∈Zn
f(a1,...,an)x
a1/p
1 · · · xan/pn =
∑
a∈Zn
fax
a/p
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with fa ∈ k ∀a ∈ Zn. The Newton diagram of f is the set
E(f ) =
{
1
p
a ∈ 1
p
Z
∣∣∣∣∣fa /= 0
}
and similar for power series with possibly negative exponents. If k has characteristic
zero or a non-divisor of p and it contains all the pth roots {ε1, . . . , εp} of 1 then, the
complete set of conjugates of f are the Puiseux power series
f =
∑
(a1,...,an)∈Zn
f(a1,...,an)ε
a1
1 · · · ε
ap
p x
a1/p
1 · · · xan/pn ,
which are different. If f is not a unit, {f = f1, . . . , fq} is the complete set of con-
jugates of f, and Z is a new variable, then the polynomial
P(Z) =
q∏
i=1
(Z − fi) = Zq + u1(x)Zq−1 + · · · + uq−1(x)Z + uq(x)
belongs to k[[x1, . . . , xn]][Z] and it is an irreducible Weierstraß polynomial (i.e.
ui(0) = 0 ∀i = 1, . . . , q).
2. Monomial blowing-ups
This section contains some material on monomial blowing-ups or monomial blow-
ing-downs which is used later.
Definition 1. For any (i, j) ∈ Z2, 1  i /= j  n, we will call the associated mono-
mial blowing-up the linear automorphism ϕij of Rn given by
ϕij (a1, . . . , an) = (a1, . . . , ai
j)+ aj , . . . , an).
The inverse automorphism ϕ−1ij is given by
ϕ−1ij (a1, . . . , an) = (a1, . . . ,−ai
j)+ aj , . . . , an)
and it is called the associated monomial blowing-down.
Remark 2. With the notations of Definition 1, we can write
ϕij (a1, . . . , an) = (a1, . . . , an)Mij ,
where Mij is equal to the identity matrix with the (i, j)-entry changed to 1. Then
ϕ−1ij (a1, . . . , an) = (a1, . . . , an)M−1ij ,
where M−1ij is equal to the identity matrix with the (i, j)-entry changed to −1.
The reason of the names for ϕij and ϕ−1ij is that they correspond to the behavior of
the exponents of a monomial under the geometric monomial blowing-up xi → xixj or
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the geometric monomial blowing-down xi → xi/xj . In fact, the geometric monomial
blowing-up or monomial blowing-down act on monomials in the following way:
x
a1
1 · · · x
aj
j · · · xann → xa11 · · · x
ai+aj
j · · · xann ,
resp. xa11 · · · x
aj
j · · · xann → xa11 · · · x
aj−ai
j · · · xann .
From now on, we will use the name of monomial blowing-up (resp. monomial
blowing-down) indistinctly for the linear automorphisms defined in 1 or for the poly-
nomial substitutions xi → xixj (resp. xi → xi/xj ).
Remark 3. Let E = {a1, . . . , am} be a finite set of points generating a hyperplane
H not containing the origin, let  = conv E ⊂ H be the corresponding polytope and
(), the polyhedral cone. Let A be the matrix whose row vectors are {a1, . . . , am};
then
() = {(λ1, . . . , λm)A|(λ1, . . . , λm) ∈ Rm} .
If ϕij is a monomial blowing-up, then E′ = {ϕij (a1), . . . , ϕij (am)} generate a hyper-
plane H ′ not passing through 0, ′ = conv E′ = ϕij (conv E) and
(′) = ϕij (()) =
{
(λ1, . . . , λm)AMij |(λ1, . . . , λm) ∈ Rm
}
.
The same can be said for a monomial blowing-down, so it makes sense to speak
on the transform of a polyhedral cone by a monomial blowing-up or a monomial
blowing-down.
Definition 4. The first quadrant of X is the set Rn. The opposite of the first quadrant
of X is the set −Rn.
The main problem we deal with in this paper is whether, given a polyhedral cone
(), there exists a finite sequence of monomial blowing-ups such that the transform
of the polyhedral cone by the sequence is contained in the first quadrant. We solve
it by giving a geometric criterion, from which explicit computations can be easily
derived using existing optimization algorithms. We will give an important geometric
application in the last section.
To end this section, we characterize the order-preserving monomial blowing-ups
(or monomial blowing-downs). We will take the lexicographic order in the sense of
[9, p. 50]: if a,b ∈ Rn then a <lex b if and only if the first component (from left to
right) of a which is different of the corresponding in b is strictly smaller.
Proposition 5. The necessary and sufficient condition for the monomial blowing-up
ϕij (resp. ϕ−1ij ) to preserve the lexicographic order is that i < j. Such automor-
phisms will be called order-preserving monomial blowing-ups or monomial blowing-
downs.
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Proof. It is enough to consider the monomial blowing-up. Let i < j ; then
ϕij (a1, . . . , ai, . . . , aj , . . . , an) = (a1, . . . , ai, . . . , ai + aj , . . . , an)
so, if a <lex b, then:
(1) If <lex is decided before the position j, the clearly ϕij (a) <lex ϕij (b).
(2) If <lex is decided at the position j, this means that al = bl ∀l, 1  l  j − 1
and aj < bj . Therefore, ai + aj < bi + bj , hence ϕij (a) <lex ϕij (b).
(3) If <lex is decided at a position l after j, this means that all the components of a
until the (l − 1)th coincide with the corresponding in b, so the same happens
with ϕij (a) and ϕij (b). Since al < bl then ϕij (a) <lex ϕij (b).
Conversely, if n = 2 then (1, 4) <lex (2, 2) and ϕ21(1, 4) = (5, 4) >lex (4, 2) =
ϕ21(2, 2). 
3. The geometric criterion
The criterion is as follows:
Theorem 6. Let E = {a1, . . . , am} be a finite set of points generating a hyperplane
H not containing the origin, let  = conv E be the corresponding polytope and ()
the polyhedral cone; then the following conditions are equivalent:
(1) There exists a finite sequence of monomial blowing-ups such that the transform
of () by the sequence is contained in the first quadrant.
(2) () ∩ (−Rn) = {0}.
Let us observe that the first condition implies the second because the opposite
of the first quadrant −Rn is stable by monomial blowing-ups. In fact, if () had
a point a /= 0 in common with −Rn then, no matter what sequence of monomial
blowing-ups we apply, the transform of a will stay in −Rn. The point is then to prove
that the second condition implies the first.
Remark 7. Let us denote by A the matrix whose row vectors are {a1, . . . , am}. We
will speak of “bringing A to the first quadrant” as equivalent to bringing () to the
first quadrant. It is obvious that, if A has column with only positive entries, then it
can be brought to the first quadrant by a finite sequence of monomial blowing-ups: it
is enough to add this column to the others a suitable number of times.
We use linear optimization methods to prove Theorem 6. All matrices and vectors
will then be real. We refer to [3] for the theorem of Farkas–Minkowski and its conse-
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quences. In particular, we take from it (pp. 42–51) the following consequence (which
might be also taken as an alternative statement):
Corollary 8. Let A be an m × n matrix; then one and only one of the following
conditions hold:
(1) There exists a non-zero vector x  0 such that xA  0.
(2) The system of inequalities Ay > 0 has a non-negative solution.
The symbols x, y represent row or column vectors, as appropriate. The inequalities
must be understood componentwise.
From this result we derive the following, which is the useful one:
Corollary 9. Let A be an m × n matrix; then one and only one of the following
conditions holds:
(1) There exists a non-zero vector x  0 such that xA  0.
(2) The system of inequalities Ay > 0 has a positive integer solution (that is, a
vector of positive integers).
Proof. By Corollary 8, we need only to prove that the existence of a non-negative
real solution of Ay > 0 implies that there is a positive integer one. Hence, it is enough
to show the existence of a positive rational solution.
Let y be a non-negative real column vector such that Ay > 0, let ai be the rows
of A, i = 1, . . . , m, and let aiy = αi > 0. Let 0 < ε < min{αi}; the function f :
Rn → Rm defined by f (z) = (a1z − α1, . . . , amz − αm) is not identically zero and
vanishes at y, so there exists a polidisc K centered at y such that, for all z ∈ K , one
has | − αi + aiz| < ε, ∀i = 1, . . . , m. Then, −ε < aiz − αi < ε, so αi − ε < aiz <
ε + αi , which implies that aiz > 0. Since K contains rational vectors greater than
zero, the corollary is proven. 
Remark 10. Let n > 1, a ∈ R and denote by Eij (a), 1  i /= j  n, the n × n ele-
mentary matrix, which is equal to the identity matrix with its (i, j)-entry replaced by
a. By elementary linear algebra we know that, for any n-row matrix X, the product
AX replaces the ith column of X by itself plus a times the jth row, leaving unchanged
the rows different from the ith one. Also, for any n-column matrix Y, the product YA
replaces the jth column of Y by itself plus a times the ith column, leaving unchanged
the columns different from the jth one. Moreover, if 0 /= a ∈ Z, then either Eij (a) =
Maij if a > 0 or Eij (a) = (M−1ij )a if a < 0, where Mij is the matrix of the monomial
blowing-up ϕij .
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Proposition 11. Let n > 1 and y = (y1, . . . , yn) be a vector of positive integers with
greatest common divisor equal to 1. There exists a n × n matrix Y, which is a finite
product of monomial blowing-up matrices, one of whose columns is y.
Proof. Let us write y as a column vector. Let us assume that all the yj are multiple of
one of them, say yi ; then it must be yi = 1. Left multiplications by matrices Eji(−yj )
allow us to transform the column vector y into a column vector having all entries equal
to zero, except the ith one which is equal to 1. Remark that all the elementary matrices
we have used are powers of monomial blowing-down matrices.
Let us assume that no entry of the column vector y divides all the others and let yi
be the smallest of all these entries. By assumption, there must be a j such that, in the
euclidean division yj = qjyi + rj , one has 0 < rj < yi . Left multiplication of y by
Eji(−qj ) puts rj at the position j, leaving the other entries unchanged. In this way,
we get a new column vector such that the greatest common divisor of its entries is 1
and the minimum of these entries has strictly decreased. Remark that, again, we have
used an elementary matrix which is a power of a monomial blowing-down matrix.
If we repeat this process, after a finite number of steps, we fall in the preceeding
situation.
Summing-up: we have proven that, by left multiplication of the column vector y
by a finite number of monomial blowing-down matrices, we arrive at a matrix which
is a column of the identity matrix. If we denote by Y the inverse of this product of
monomial blowing-down matrices, we see that Y is a finite product monomial blowing-
up matrices. Let In be the n × n identity matrix; then it is clear that Y = YIn contains
a column equal to y. 
Lemma 12. In the situation of Theorem 6, let A be the matrix whose row vectors are
{a1, . . . , am}. For all x = (x1, . . . , xm) ∈ Rm\{0} one has
0 /=
m∑
i=1
xiai .
Proof. Let f : Rn → R be a linear function such that f (ai ) > 0 ∀i = 1, . . . , m.
There always exists such a function: we give an example. Let g be an affine funcion
such that H has the equation g = 0 and g(0) < 0. Then, for all i = 1, . . . , m one has
0 = g(ai ) = g(0) + −→g (ai ), so −→g (ai ) > 0 and we may take f = −→g .
Then,
f
(
m∑
i=1
xiai
)
=
m∑
i=1
xif (ai ) > 0,
which proves the lemma. 
Proof of Theorem 6. Let us assume that 0 is the only point of () belonging to
−Rn. By Lemma 12, for every x ∈ Rm\{0}, the vector xA is different from zero.
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By assumption, it cannot be that xA  0. By Corollary 9, there must exist a vector
y ∈ Zn> such that, written as a column vector, Ay > 0. We may assume that the
greatest common divisor of the entries of y is 1. By Proposition 11, there exists
a matrix Y, which is a finite product of monomial blowing-up matrices, with y as
one of its columns. Therefore, one of the columns of AY is Ay > 0, which implies by
Remark 7 that AY can be brought to the first quadrant by a finite sequence of monomial
blowing-ups. If Y ′ is the matrix of the product of this sequence of monomial blowing-
ups, then AYY ′ is in the first quadrant (that is, all its entries are non-negative). Since
YY ′ is the matrix of the product of a finite sequence of monomial blowing-ups, our
theorem is proven. 
4. Applications
Let k be an algebraically closed field of characteristic zero,
P(x, z) = zm + h1(x)zm−1 + · · · + hm−1(x)z + hm(x) ∈ k[[x]][z]
a Weierstraß polynomial, with m > 1 and x = (x1, . . . , xn) be a vector of variables.
The resolution of the equation P(x, z) = 0 has been the object of studies for nearly a
century. The case n = 1 is known since Newton, and is solved by a classical, typically
combinatorial, algorithm (c.f., for instance [8, p. 98], or [6, Chapter V]).
For n > 1 the question is much more difficult. Practically all we know is how to
solve the equation in one special case that we briefly describe. We may assume that
P(x, z) is irreducible. Let D ∈ k[[x]] be the discriminant of P with respect to z; the
Jung–Abhyankar theorem asserts that, if D is of the form xaU(x) with U(x) ∈ k[[x]],
U(0) /= 0, then the roots ofP(x, z) = 0 are a complete set of conjugate Puiseux power
series in the variables x. Here, xa means xa = xa11 · · · xann , where a = (a1, . . . , an) ∈
Zn\{0}. When the discriminant has this very special form, we say that it is a normal
crossing divisor.
The history of the proof of the Jung–Abhyankar theorem is somewhat complicated.
The first proof was provided by Jung himself (c.f. [4]) only for n = 2, by using
purely topological methods. In the search for the geometric meaning of the theorem,
Abhyankar (c.f. [1]) gave a proof (this time for any n > 1), relying heavily on the
theory of the ramification of valuations. A third proof, that uses differential modules
and ramification, has been recently given by Kiyek and one of the authors of this
paper (c.f. [5,6, Chapter V, Sections 2 and 3]). In general, what has been looked at is
the behavior of the projection (x, z) → x of the hypersurface P(x, z) = 0.
It is our feeling that, behind the Jung–Abhyankar theorem, lie linear and com-
binatorial structures. There is a concrete result in this direction, which is Theorem
13.
We drop the assumption that the discriminant ofP(x, z)with respect to z is a normal
crossing divisor. In general, the roots are not Puiseux power series in x. However, we
can say something very important about them, namely
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Theorem 13. The roots of P(x, z) = 0 are power series belonging to a ring
k((x
1/p
n )) · · · ((x1/pi+1))[[x1/p1 , . . . , x1/pi ]] whose Newton diagrams (c.f. end of §1) are
contained in a polyhedral cone () such that () ∩ (−Rn) = {0}.
In order to prove Theorem 13, we need two technical lemmas:
Lemma 14. For any j = 1, . . . , n and any v ∈ Zn, we writej (v) = {v′ ∈ Zn|v′i 
vi ∀i = 1, . . . , j}. If  is any composition of a finite number of order-preserving
monomial blowing-ups, then (j (v)) ⊂ j ((v)).
Proof. It is enough to show the lemma just for one order-preserving monomial
blowing-up. We observe that 1(v) ⊃ · · · ⊃ n(v) = v + Zn and recall that, for
any monomial blowing-up ϕp,q , one has ϕp,q(Zn) ⊂ Zn.
Let us assume that ϕ = ϕpq , p < q, is an order-preserving monomial blowing-
up. Let a,b ∈ Zn and write a′ = ϕ(a), b′ = ϕ(b). Let us assume that there exists
an index j, 1  j  n such that bi  ai ∀i = 1, . . . , j ; then b′i  a′i ∀i = 1, . . . , j .
In fact, the result is obvious if j = n, so let us assume that j < n. Let c = (b1 −
a1, . . . , bj − aj , 0, . . . , 0) and d = (0, . . . , 0, bj+1 − aj+1, . . . , bn − an); then b =
a + c + d. Since a + c ∈ a + Zn, then ϕ(a + c) ∈ ϕ(a) + Zn. On the other hand,
since p < q, the first j components of ϕ(d) are zero, so the conclusion follows.
Taking a = v and b ∈ j (v), the above argument shows that ϕ(b) ∈ j (ϕ(v)), so
ϕ(j (v)) ⊂ j (ϕ(v)), which proves the lemma. 
Lemma 15. Let ∅ /=  ⊂ Zn; then there exist exists a finite sequence of order pre-
serving monomial blowing-ups (call  their composition) and a vector with integer
coordinates a ∈ () such that () ⊂ a + Zn.
Proof. Since ∅ /=  ⊂ Zn, there is a minimum-lex u ∈ , so  ⊂ 1(u). We will
show that there exists a finite sequence of order-preserving monomial blowing-ups
such that, calling  their composition, () ⊂ (u) + Zn. Then, taking a = (u),
we have the lemma.
If  ⊂ n(u) = u + Zn there is nothing to prove, so we assume this is not
the case. Let j be the smallest index such that  /⊂ j (u); then, j > 1. By the
minimality of j, for every u′ ∈  one must have u′i  ui ∀i = 1, . . . , j − 1. More-
over, if u′ ∈ \j (u) then u′j < uj , so uj > 0. Since u ∈  is the minimum-lex,
for every u′ ∈ \j (u) there must exist an index i < j such that u′i > ui . Let
i1 < j be the smallest index such that there exists u′ ∈ \j (u) satisfying u′i1 >
ui1 . Let 1 be the composition of uj monomial blowing-ups equal to ϕi1j ; then
1(u) = (u1, . . . , ui1 , . . . , ujui1 + uj , . . . , un) and, for every u′ ∈ \j (u) with
u′i1 > ui1 , 1(u
′) = (u′1, . . . , u′i1 , . . . , uju′i1 + u′j , . . . , u′n). Since u′i1 > ui1 , then
uj (u
′
i1
− ui1)  uj  uj − u′j , hence uju′i1 + u′j  ujui1 + uj , so 1(u′) ∈
j (1(u)).
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Now, 1(u) is the minimum-lex of 1() and, by Lemma 14, 1(i1(u)) ⊂
i1(1(u)) ∀i = 1, . . . , n. Moreover 1() ⊂ i (1(u)) ∀i = 1, . . . , j − 1. One
must not forget that 1 leaves invariant the first j − 1 components of every vector.
Therefore, if 1() /⊂ j (1(u)), there exists a smallest index i2 such that there
exists u′ ∈ 1()\j (1(u)) satisfying u′i2 > ui2 . Necessarily i2 > i1 and we pro-
ceed as before, and so on. It is then clear that there exists a finite sequence of order-pre-
serving monomial blowing-ups, whose composition is such that() ⊂ i ((u))
∀i = 1, . . . , j . If there is still a j1 such that () /⊂ j1((u)), then j1 > j and we
proceed as before, and so on. This proves our assertion. 
Proof of Theorem 13. Letbe the Newton diagram of the discriminant D ofP(x, z);
by Lemma 15, there exists a finite sequence of order-preserving monomial blowing-
ups such that, calling  their composition, () ⊂ a + Zn where a ∈ (). We
make these monomial blowing-ups to act upon P(x, z) (by acting on any monomial
in x as a geometric monomial blowing-up), and denote by Q(x, z) the transform of
P(x, z) by . The discriminant D′ of Q(x, z) is just the transform of D because
D is a polynomial in the coefficients of the equation. Moreover, D′ is a normal
crossing divisor xaU(x), U(0) /= 0, because a ∈ (). Hence the roots of Q = 0 are
all ordinary Puiseux power series, say with common denominator p of the exponents,
because every irreducible factor of Q(x, z) has a discriminant which is a normal
crossing divisor.
If we come back to the beginning by applying the corresponding sequence of
monomial blowing-downs, the region containing the Newton diagram of the roots
of Q = 0, the first quadrant, obviously goes to a polyhedral cone () such that
() ∩ (−Rn) = {0}. Since all the monomial blowing-ups are of the form ϕlj with
l < j (denote by i the minimum of all the indices l of these monomial blowing-ups),
then  leaves invariant the first i coordinates of every point, so the same happens
with −1. Therefore, every monomial xa1/p1 · · · xai/pi xai+1/pi+1 · · · xan/pn occurring in
a root of Q evolves in a way such that the exponents a1/p, . . . , ai/p
remain unchanged. If we fix a root  of Q = 0, fix a1/p, . . . , ai/p and write ′ =
x
a1/p
1 · · · xai/pi ′′(xai+1/pi+1 , . . . , xan/pn ), with ′′(xai+1/pi+1 , . . . , xan/pn ) ∈ k[[x1/pi+1, . . . ,
x
1/p
n ]], for the sum of all the terms of the root whose monomials start byxa1/p1 · · · xai/pi ,
the transform of ′ by −1 produces a power series xa1/p1 · · · xai/pi ′′1(xai+1/pi+1 , . . . ,
x
an/p
n ) where ′′1 has possibly negative exponents. Since (1/p) · Zn is lexicographi-
cally well ordered, so it is −1((1/p) · Zn), hence
′′1(x
ai+1/p
i+1 , . . . , x
an/p
n ) ∈ k((x1/pn )) · · · ((x1/pi+1)),
so the transform of  by −1 is in k((x1/pn )) · · · ((x1/pi+1))[[x1/p1 , . . . , x1/pi ]], which
proves the theorem. 
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Theorem 13 is some a key point because it provides us with a way to represent the
roots of any equation P(x, z) = 0. Now the questions naturally arises:
(1) Are there purely linear and combinatorial means to prove Theorem 13, without
having resource to the Jung–Abhyankar theorem?
(2) If the answer to the preceeding question is positive, and once we have a way to
represent the roots of any equation as before, can we prove the Jung–Abhyankar
theorem based only in linear and combinatorial methods?
The answers the authors have to the preceeding questions are very partial. In fact,
in our joint paper (c.f. [7]), we prove that the answer to both is positive for n = 2.
We wish to thank the reviewer, whose comments translated into an important
improvement of this paper.
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