Abstract. The Manin conjecture is established for a split singular cubic surface in P 3 , with singularity type D5.
Introduction
Let S ⊂ P 3 be the cubic surface dened by Then S is a singular del Pezzo surface with a unique singularity (0 : 0 : 0 : 1) of type D 5 and three lines, each of which is dened over Q. Let U be the Zariski open subset formed by deleting the lines from S. Our principal object of study in this paper is the cardinality N U,H (B) = #{x ∈ U (Q) | H(x) B}, for any B 1. Here H is the usual height on P 3 , in which H(x) is dened as max{|x 0 |, . . . , |x 3 |}, provided that the point x ∈ P 3 (Q) is represented by integral coordinates (x 0 , . . . , x 3 ) that are relatively coprime. In Figure 1 we have plotted an ane model of S, together with all of the rational points of low height that it contains. The following is our principal result.
2000 Mathematics Subject Classication. 11G35 (14G05, 14G10). It is straightforward to check that the surface S is neither toric nor an equivariant compactication of G 2 a . Thus this result does not follow from the work of Tschinkel and his collaborators [1, 7] . Our theorem conrms the conjecture of Manin [13] since the Picard group of the minimal desingularisation S of the split del Pezzo surface S has rank 7. Furthermore, the leading constant c S,H coincides with Peyre's prediction [14] . To check this we begin by observing that α( S) = α(S 0 ) #W (D 5 ) = 1/120 1920 = 1 230400 , by [9, Theorem 4] and [12, Theorem 1.3] , where S 0 is a split smooth cubic surface and #W (D 5 ) is the order of the Weyl group of the root system D 5 . Next one easily veries that the constant ω ∞ in the theorem is the real density, which is computed by writing x 3 as a function of x 0 , x 1 , x 2 and using the Leray form x −2 0 dx 0 dx 1 dx 2 . Finally, it is straightforward to compute the p-adic densities as being equal to ω p .
Our work is the latest in a sequence of attacks upon the Manin conjecture for del Pezzo surfaces, a comprehensive survey of which can be found in [5] . A number of authors have established the conjecture for the surface x 1 x 2 x 3 + x 3 0 = 0, which has singularity type 3A 2 . The sharpest unconditional result available is due to la Bretèche [2] . Furthermore, in joint work with la Bretèche [4] , the authors have recently resolved the conjecture for the surface x 1 x 2 2 + x 2 x 2 0 + x 3 3 = 0, which has singularity type E 6 . Our main result signies only the third example of a cubic surface for which the Manin conjecture has been resolved.
The proof of the theorem draws upon the expanding store of technical machinery that has been developed to study the growth rate of rational points on singular del Pezzo surfaces. In particular, we will take advantage of the estimates involving exponential sums that featured in [4] . In the latter setting these tools were required to get an asymptotic formula for the relevant counting function with error term of the shape O(B 1−δ ). However, in their present form, they are not even enough to establish an asymptotic formula in the D 5 setting. Instead we will need to revisit the proofs of these results in order to sharpen the estimates to an extent that they can be used to establish the theorem. In addition to these rened estimates, we will often be in a position to abbreviate our argument by taking advantage of [10] , where several useful auxiliary results are framed in a more general context.
In keeping with current thinking on the arithmetic of split del Pezzo surfaces, the proof of our theorem relies on passing to a universal torsor, which in the present setting is an open subset of the hypersurface
. Furthermore, as with most proofs of the Manin conjecture for singular del Pezzo surfaces of low degree, the shape of the cone of eective divisors of the corresponding minimal desingularisation plays an important role in our work. For the surfaces treated in [3] , [4] , [11] , the fact that the eective cone is simplicial streamlines the proofs considerably. For the surface studied in [6] , this was not the case, but it was nonetheless possible to exploit the fact that the dual of the eective cone is the dierence of two simplicial cones. In work to appear, the second author describes a line of attack on Manin's conjecture that incorporates the eective cone in a way that does not depend on a special shape as in the previous examples. For the cubic surface (1.1), the dual of the eective cone is again the dierence of two simplicial cones. However, we choose to ignore this fact and rely on the second author's more general strategy instead.
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Arithmetic functions and exponential sums
Dene the multiplicative arithmetic functions
for any k ∈ Z >0 . These functions will feature quite heavily in our work and we will need to know the average order of the latter.
Lemma 1. For any k ∈ Z >0 we have
Proof. Let k ∈ Z >0 be given and let ε > 0. Then we have
where [a, b] denotes the least common multiple of a, b ∈ Z >0 . We easily check that the nal sum is absolutely convergent by considering the corresponding Euler product, which has local factors of the shape 1 + O ε (p ε−3/2 ).
Given integers a, b, q, with q > 0, we will be led to consider the quadratic exponential sum
e q (av 2 + bv). The following result shows that we can do better in the quadratic setting.
Lemma 2. For any a, b ∈ Z with gcd(q, a, b) = 1, we have
Proof. Writing w = v + x in the second step, we nd that
The inner sum is q if q | 2ax and 0 otherwise. Let h = gcd(a, q) and write q = hq , a = ha with gcd(a , q ) = 1. Then
and the result follows.
Our next results concern the function ψ(t) = {t} − 1/2, where {t} is the fractional part of t ∈ R. The following estimate improves upon [3, Lemma 5] .
Proof. Let S(q) denote the sum that is to be estimated. By Möbius inversion it follows that
We claim that
for any t ∈ R, b ∈ Z and q ∈ Z >0 with gcd(b, q) = 1. Under this assumption, it therefore follows that S(q) n|q m=gcd(n,q/n) |µ(n)|mg(q) log(q + 1)(q/(mn))
This is satisfactory for the lemma, since h 1 (q) = 2 ω(q) g(q). r log(r + 1),
which thereby concludes the proof of (2.2).
For positive integers a, b, we dene the function Lemma 4. Let 0 t 1 < t 2 and gcd(α, q) = 1. We have
Proof. In the proof of [6, Lemma 1],
Lemma 7], we make this precise as
where d is chosen such that dd ≡ 1 (mod q). Our task is to compute
For the main term, we may extend the summation over d to all positive integers, since
As in [6, Lemma 1], we see that the sum over d ∈ Z >0 is c 0 (t 2 − t 1 )/q, with
Summing this over , we get c 0 φ * (q)(t 2 − t 1 ). It is easy to see that c 0 φ * (q)
agrees with the leading constant in the statement of the lemma.
For the error term, we exchange the summations over d and . Applying
Lemma 3, we obtain the contribution
with F (q) = h 1 (q) log(q + 1)q 1/2 . This completes the proof of the lemma.
Given b, c, q ∈ Z such that q > 0 and a real-valued function f dened on an interval I ⊂ R, let
It is interesting to compare this sum with the sort of sums that featured in our corresponding investigation of the E 6 cubic surface. The sole dierence between [4, Eq. (4.1)] and S I (f, q) is that the argument involves (f (x)−cxy)/q, rather than (f (x) − cy)/q. We will be interested in studying S I (f, q) when f ∈ C 1 (I; λ 0 ). Here, if I = [t 1 , t 2 ] and λ 0 1, then C 1 (I; λ 0 ) is dened to be the set of real-valued dierentiable functions f , such that f is monotonic and of constant sign on (t 1 , t 2 ), with |f (t 2 ) − f (t 1 )| + 1 λ 0 . It will be convenient to dene m(I) = meas(I) + 2.
We will need a version of [4, Lemma 10] , in which the factor q ε m(I) ε is made more explicit. This is achieved in the following result.
Lemma 5. Let X = qm(I). Assume gcd(bc, q) = 1 and f ∈ C 1 (I; λ 0 ). For any ε > 0, we have
where τ (n) = d|n 1 is the divisor function.
In comparing this with [4, Lemma 10] , one sees that the rst and third term in both results share the same approximate order of magnitude. However, the middle term is improved from 1/q 1/3 to 1/q. This saving is crucial in our work.
It arises from the fact that the current set-up leads us to estimate the quadratic exponential sums (2.1) with a = 0, rather than the corresponding cubic sums with phase av 3 + bv 2 and b = 0. In the former case we are dealing with linear exponential sums, for which we have very good control, and in the latter case we only have the bound O ε (q 2/3+ε ) available.
Proof of Lemma 5. Let η(α; q) = #{1 n q | n 2 ≡ α (mod q)}. Replacing the bound η(α; q) ε q ε by η(α; q) 2 ω(q)+1 in the application of Vaaler's trigonometric formula in the proof of [4, Lemma 10], we obtain
for any H 1, where
e q (hf (x) − chy).
As in [4, Lemma 10], we rewrite this as
where b is the multiplicative inverse of b modulo q. Since gcd(q, bk, ch) = gcd(q, k, h), we have (with h = dh , k = dk , q = dq )
Write each v modulo q uniquely as v = y+q z with 1 y q and 1 z d. Lemma 10] . Therefore,
For the contribution from the case k = 0, note that gcd(h , q ) = 1. We have A I (q ; 0, h , f ) m(I) trivially, and
The inner sum is q /d if (q /d) | ch (which is possible only in the case q /d = 1 since gcd(q, c) = gcd(q , h ) = 1) and 0 otherwise. Thus B(q ; h , 0) = µ(q ), whence the total contribution to T I (f, q; h) from the case k = 0 is
where σ(n) = d|n d is the sum of divisors function. For the total contribution to T I (f, q; h) from the case k = 0, we note that
where q = eq . By Lemma 2,
The contribution from the case k = 0 is therefore
Plugging the contribution from k = 0 and k = 0 to
we therefore deduce that
.
If H 1, we may use this H in the estimate above, together with q +1 X, in order to obtain the lemma.
, we deduce from the trivial estimate S I (f, q) 2 ω(q) m(I) that the lemma holds in this case too.
The universal torsor
Let S be the D 5 cubic surface (1.1), let U ⊂ S be the open subset formed by deleting the lines from S and let S be the minimal desingularisation of S. In this section we will establish an explicit bijection between U (Q) and the integral points on the universal torsor above S, subject to a number of coprimality conditions. For this we will follow the strategy explained in [11] .
To establish the bijection we will introduce new variables η 1 , . . . , η 8 and α 1 , α 2 . It will be convenient to henceforth write
Let us recall some information concerning the geometry of S from [8, Section 8]. Blowing up the singularity (0 : 0 : 0 : 1) on S results in the exceptional divisors E 1 , . . . , E 5 in a D 5 -conguration on the minimal desingularisation π : S → S. Let E 6 , E 7 , E 8 resp. A 1 , A 2 on S be the strict transforms under π of the three lines E 6 = {x 0 = x 1 = 0}, E 7 = {x 0 = x 2 = 0}, E 8 = {x 2 = x 3 = 0} resp. the curves A 1 = {x 1 = x 0 x 3 + x 2 2 = 0} and A 2 = {x 3 = x 0 x 2 + x 2 1 = 0} on S. The extended Dynkin diagram in Figure 2 is the dual graph of the conguration of the curves E 1 , . . . , E 8 , A 1 , A 2 on S. Figure 2 . Conguration of curves on S. 
The general strategy of [11] suggests that U (Q) should be parametrised by certain integral points on the variety Spec(Cox( S)). This is conrmed in the the following result. and gcd(α 2 , η 1 η 2 η 7 ) = 1, 5) coprimality between η 1 , . . . , η 6 as in Figure 2 .
The coprimality conditions in (3.6) are achieved by taking η i and η j to be coprime if and only if the divisors E i and E j are not adjacent in the diagram.
The reader is invited to consider the correspondence between the variables of the parametrisation and the generators of Cox( S), the torsor equation (1.2) and the relation in Cox( S), the height conditions (3.1) and the expressions of π * (x i ) in terms of the generators of Cox( S), the coprimality conditions (3.2) (3.6) and the conguration of the curves associated to the generators of Cox( S) encoded in Figure 2 .
The proof of Lemma 6 is elementary, but modelled according to the geometry of S. The following additional geometric information is relevant. Contracting E 6 , E 2 , E 1 , E 3 , E 7 , E 5 in this order leads to a map φ 1 : S → P 2 that is the blowup of six points in the projective plane. We may choose φ 1 (E 4 ), φ 1 (A 1 ), φ 1 (E 8 ) as the coordinate lines in P 2 = {(η 4 : α 1 : η 8 )}. Then φ 1 (A 2 ) is the quadric η 4 η 8 + α 2 1 = 0. The morphisms φ 1 , π and the projection φ 2 :
from the singularity (0 : 0 : 0 : 1), form a commutative diagram of rational maps between S, S and P 2 . The inverse map of φ 2 is φ 3 :
where α 2 = −η 4 η 8 − α 2 1 . The maps φ 2 , φ 3 give a bijection between {(η 4 : α 1 : η 8 ) ∈ P 2 | η 4 , η 8 = 0} and the complement U of the lines on S.
Proof of Lemma 6. We check that φ 2 , φ 3 induce a bijection between the integral points
and the rational points U (Q).
Motivated by the way the curves E 5 , E 7 , E 3 , E 1 , E 2 , E 6 occur in φ 1 as the blow-ups of intersection points of φ 1 (E 4 ), φ 1 (E 8 ), φ 1 (A 1 ), φ 1 (A 2 ), we introduce the following further variables
In the usual manner, this leads to the bijection described in the statement of the lemma.
In analysing the height conditions apparent in (3.1) we will meet a number of real-valued functions, whose size it will be crucial to understand. We begin with the observation that (3.1) is equivalent to h(η , α 1 ; B) 1, where
In what follows we will need to work with the regions
B, η B},
B, η B .
In keeping with the philosophy of [6] , the denitions of these regions is dictated by the polytope whose volume is dened to be the constant α( S), as computed using an alternative method in the introduction. In fact one has α( S) = vol x ∈ R 7 0 2x 1 + 2x 2 + x 3 + x 4 + 2x 6 − x 7 0, 4x 1 + 3x 2 + 2x 3 + 3x 4 + 2x 5 + 2x 6 + x 7 = 1 = vol x ∈ R 6 0 6x 1 + 5x 2 + 3x 3 + 4x 4 + 2x 5 + 4x 6 1, 4x 1 + 3x 2 + 2x 3 + 3x 4 + 2x 5 + 2x 6 1 ,
to which R 1 (B) is closely related.
Perhaps a few more words are in order concerning the role of the cone of eective divisors in our work. The parametrisation of U (Q) in Lemma 6 suggests that N U,H (B) should be comparable to the volume of R(B). On the other hand, the factors α( S) and ω ∞ of the conjectured leading constant in our theorem suggest the appearance of R (B) instead. The latter is constructed from R 1 (B), which is obtained from the dual of the eective cone, and from R 2 (η; B), which is obtained from the region whose volume is ω ∞ . At some point we will therefore need to make a transition from R(B) to R (B). Rather than distributing this procedure over the entire proof, as in our previous investigation [6] , we will save this transition until Lemma 14, where it signies the nal step in our argument.
We now come to dene the various integrals that will feature in our work and some basic estimates for them. All of the bounds are simple enough to deduce, but readily follow from applications of [10, Lemma 10] . Bearing this in mind, we have
B 5/6 η (0,1/6,1/2,1/3,2/3,1/3) |η 8 | 7/6 , B 2 η (7, 6, 4, 5, 3, 5) , 1,1,1,1,1) .
We now have everything in place to start the proof of the theorem.
First summation
For xed η 1 , . . . , η 8 , let N 1 be the number of (α 1 , α 2 ) that contribute to N U,H (B). Let I = I(η ; B) be the set of t 1 ∈ R satisfying h(η , t 1 ; B) 1. By denition, V 1 (η ; B) = meas(I)/(η 2 η 2 6 ). By [10, Proposition 14] 
and the error term R 1 (η ; B) is the sum of terms of the form
A,
, one for each of the intervals that form I, with start and end points b 0 = b 0 (η ; B) and b 1 = b 1 (η ; B). Here, a denotes the multiplicative inverse of an integer a ∈ (Z/k 22 η 2 η 2 6 Z) * . Our rst task is to show that the overall contribution from R 1 makes a satisfactory contribution to N U,H (B).
Lemma 7. We have
Proof. We must show that once summed over η ∈ Z 7 >0 × Z =0 such that (3.4), (3.5) and (3.6) hold, the term R 1 (η ; B) contributes O(B(log B) 5 ). Let q = k 22 η 2 η 2 where R 1 (η, η 7 ; B) is dened to be
where I is the allowed interval for η 8 and b 0 , b 1 as above depend on η 1 , . . . , η 7 and η 8 = k 8 η 8 . We may split the summation over η 8 ∈ I into subintervals I where we have b 0 , b 1 ∈ C 1 (I , λ 0 ) as functions of η 8 . In view of the bounds for |k 8 η 8 | and |k 1 k 28 α 1 | that follow from the inequalities in the denition of R(B), it follows that 2,2,2,1,1) .
Since gcd(η 3 , q) = 1, we may restrict the summation over k 8 to k 8 | η 1 η 3 η 4 η 5 such that gcd(k 8 , q) = 1. Then gcd(η 3 η 4 η 7 k 8 , q) = 1 and gcd(η 5 η 7 k 1 k 28 , q) = 1, so that we can apply Lemma 5 to obtain
Note that h k (η 2 η 2 6 ) ε η ε 2 h 2k (η 6 ) for any k ∈ Z >0 . Hence the total contribution from the rst term is
by Lemma 1. The total contribution from the second term is
Finally, the total contribution from the third term is
This therefore completes the proof of the lemma.
Second summation
Let N a U,H (B) be the number of (η , α) ∈ T (B) subject to |η 8 | η 7 , and let N b U,H (B) be the remaining number of elements of T (B). Lemma 7 can be modied in an obvious way to give estimates for N a U,H (B) and N b U,H (B). For N a U,H (B), we sum over η 7 rst and over η 8 afterwards, and for N b U,H (B), we do the reverse.
Case |η
We rewrite the result of Lemma 7 as follows. Removing (3.4) by a Möbius inversion, adding gcd(k 8 , kη 2 η 2 6 ) = 1 since otherwise A = 0, we arrive at the formula
Proof. Let q = kη 2 η 2 6 and
As in [4, Section 8.3] , we have
where a is the unique integer modulo q with η 4 η 7 k 8 a ≡ −η 3 (mod q). Clearly η 4 η 7 k 8 η 8 ≡ − 2 η 3 (mod q) is equivalent to η 8 ≡ a 2 (mod q) for any such a.
Using Lemma 3, we deduce that
A straightforward application of partial summation therefore reveals the total error as being
B log B η (2,3/2,3/2,3/2,1,1)
B(log B)
5 .
Here, in the second step, we have used η (4,3,2,3,2,2) η 7 B and |η 8 | > η 7 and the bound (3.8) for V b 1 . The nal step uses Lemma 1.
5.2. Case η 7 |η 8 |. We rewrite the result of Lemma 7. Using the notation f a,b (n) from (2.3) and noting that we may replace (3.5) by gcd(η 7 , η 1 η 3 η 4 ) = 1, 
Proof. Let q = kη 2 η 2 6 , q = η 2 η 2 6 and
A little thought reveals that the main term here is (t 2 − t 1 )ϑ a 2 (η, η 7 ). Using partial summation, we estimate the total error as 
Third summation
Throughout the remainder of the paper we set E = B(log B) 5 (log log B) for the total error term that appears in our main result. Our manipulations will involve the function
for any η ∈ Z 6 >0 .
Case |η
Lemma 10. We have
where ϑ 3 is given by (6.1).
Proof. Our proof of the lemma is based on [10, Proposition 17], which we apply with (r, s) = (5, 1). There are a number of preliminary hypotheses that need to be checked in using this result, the rst of which being a preliminary 
Next we will need to observe that the functions ϑ b 2 (η, η 7 ) and ϑ 3 (η) are small on average, that (3.10) implies 
with a total error O(E). It remains to handle the summation over η 1 , . . . , η 6 . This is achieved in the following result.
Lemma 13. For i = 1, the inequality η (4,3,2,3,2,2) B follows from h(η , α 1 ; B) 1 and η 7 1. Therefore, V (0) (B) = V (1) (B).
For i = 2 we use a variation of (3.9) for the integration over α 1 , η 7 . Then integrating over |η 8 
B(log B)
For i = 3 we begin by using (3.8) for the integration over α 1 . Then integrating over |η 8 | < 1, η 7 B/(η (4,3,2,3,2,2) ), η (6, 5, 3, 4, 2, 4) (1,1,1,1,1,0 
dη.
This completes the proof of the theorem.
