In computer-aided diagnosis ͑CAD͒, a frequently used approach for distinguishing normal and abnormal cases is first to extract potentially useful features for the classification task. Effective features are then selected from this entire pool of available features. Finally, a classifier is designed using the selected features. In this study, we investigated the effect of finite sample size on classification accuracy when classifier design involves stepwise feature selection in linear discriminant analysis, which is the most commonly used feature selection algorithm for linear classifiers. The feature selection and the classifier coefficient estimation steps were considered to be cascading stages in the classifier design process. We compared the performance of the classifier when feature selection was performed on the design samples alone and on the entire set of available samples, which consisted of design and test samples. The area A z under the receiver operating characteristic curve was used as our performance measure. After linear classifier coefficient estimation using the design samples, we studied the hold-out and resubstitution performance estimates. The two classes were assumed to have multidimensional Gaussian distributions, with a large number of features available for feature selection. We investigated the dependence of feature selection performance on the covariance matrices and means for the two classes, and examined the effects of sample size, number of available features, and parameters of stepwise feature selection on classifier bias. Our results indicated that the resubstitution estimate was always optimistically biased, except in cases where the parameters of stepwise feature selection were chosen such that too few features were selected by the stepwise procedure. When feature selection was performed using only the design samples, the hold-out estimate was always pessimistically biased. When feature selection was performed using the entire finite sample space, the hold-out estimates could be pessimistically or optimistically biased, depending on the number of features available for selection, the number of available samples, and their statistical distribution. For our simulation conditions, these estimates were always pessimistically ͑conservatively͒ biased if the ratio of the total number of available samples per class to the number of available features was greater than five.
I. INTRODUCTION
Computer-aided interpretation of medical images has been the subject of numerous studies in recent years. The purpose of computer-aided diagnosis ͑CAD͒ in medical imaging is to provide a second opinion to the radiologist concerning the presence or the likelihood of malignancy of abnormalities in a given image or case. The general visual criteria that help describe the abnormality or its classification can usually be provided by the radiologist. However, in many cases, it is difficult to translate these criteria into computer algorithms that exactly match the verbal description of what the radiologist visually perceives. Therefore, a common first step in CAD is to extract a number of features, or a feature space, that is believed to have a potential for the given task. The features may or may not match to what a radiologist searches in the image for the same task. In the next step, a subset of features are selected from the entire feature space based on their individual or joint performance, and the selected set of features are used in the remaining steps of the CAD system. This approach also has the advantage that the computer may discover some features that are difficult to perceive or verbally describe by the radiologist, so that the computer may extract information that is complementary to the radiologist's perceived image features.
A common problem in CAD is the lack of a large number of image samples to design a classifier and to test its performance. Although the effect of finite sample size on classification accuracy has previously been studied, many elements of this research topic warrant further study. In order to treat specific components of this problem, previous studies have mostly ignored the feature selection component of this problem, and assumed that the features to be used in the classifier have been chosen and are fixed. [1] [2] [3] [4] [5] [6] However, as described in the previous paragraph, feature selection is a necessary first step in many CAD algorithms. This paper addresses the effect of finite sample size on classification accuracy when the classifier design involves feature selection.
When only a finite number of samples are available for classifier design and testing, two commonly used performance estimates are those provided by the resubstitution and the hold-out methods. In the hold-out method, the samples are partitioned into independent training and test samples, the classifier is designed using the training samples alone, and the accuracy of the designed classifier is measured by its performance for the test samples. In the resubstitution method, the accuracy is measured by applying the classifier to the training samples that have been used to design it.
Other methods such as leave-one-out and bootstrap have also been shown to be very useful procedures for performance estimation with a finite sample size. 7 As the number of training samples increases, all of these estimates approach the true classification accuracy, which is the accuracy of a classifier designed with the full knowledge of the population distributions. When the training sample size is finite, it is known that, on average, the resubstitution estimate of classifier accuracy is optimistically biased relative to that of a classifier trained with an infinite sample. In other words, it has a higher expected value than the performance obtained with an infinite design sample set, which is the true classification accuracy. Similarly, on average, the hold-out estimate is pessimistically biased, i.e., it has a lower expected value than the true classification accuracy. When classifier design is limited by the availability of design samples, it is important to obtain a realistic estimate of the classifier performance so that classification will not be misled by an optimistic estimate such as that provided by resubstitution.
In CAD literature, different methods have been used to estimate the classifier accuracy when the classifier design involves feature selection. In a few studies, only the resubstitution estimate was provided. 8 In some studies, the researchers partitioned the samples into training and test groups at the beginning of the study, performed both feature selection and classifier parameter estimation using the training set, and provided the hold-out performance estimate. 9, 10 Most studies used a mixture of the two methods. The entire set of available samples was used as the training set at the feature selection step of classifier design. Once the features have been chosen, the hold-out or leave-one-out methods were used to measure the accuracy of the classifier. [11] [12] [13] [14] [15] [16] To our knowledge, it has not been reported whether this latter method provides an optimistic or pessimistic estimate of the classifier performance.
A powerful method for estimating the infinite-sample performance of a classifier using a finite number of available samples was first suggested by Fukunaga and Hayes. 17 In the Fukunaga-Hayes method, subsets of N 1 ,N 2 ,...,N j design samples are drawn from the available sample set, the classifier accuracy is evaluated at these different sample sizes, and the infinite-sample performance is estimated by linear extrapolation from the j points to N→ϱ or 1/N→0. This method has recently been applied to performance estimation in CAD, where the area A z under the receiver operating characteristic ͑ROC͒ curve is commonly used as the performance measure. [1] [2] [3] For various classifiers and Gaussian sample distributions, the A z value was plotted against 1/N i , and it was observed that the dependence of the A z value can be closely approximated by a linear relationship in a sample size range where higher-order terms in 1/N i can be neglected. [1] [2] [3] This facilitates estimation of the infinite-sample performance from the intercept of a linear regression.
This paper describes a simulation study that investigates the effect of finite sample size on classifier accuracy when classifier design involves feature selection using stepwise linear discriminant analysis. The classification problem was defined as deciding whether a sample belongs to either one of two classes, and the two classes were assumed to have multivariate Gaussian distributions with equal covariance matrices. We chose to focus our attention on stepwise feature selection in linear discriminant analysis since this is a commonly used feature selection and classification method. The effects of different covariance matrices and means on feature selection performance were studied. We examined the effects of sample size, number of available features, and parameters of stepwise feature selection on classifier bias. The biases of the classifier performance when feature selection was performed on the entire sample space and on the design samples alone were compared. Finally, we investigated whether the methods of infinite-sample performance estimation developed previously [1] [2] [3] 17 can be applied to our problem.
II. METHODS
In our approach, the problem of classifier design is analyzed in two stages. The first stage is stepwise feature selection, and the second stage is the estimation of the coefficients in the linear discriminant formulation using the selected feature subset as predictor variables.
A. Stepwise feature selection
The two-class classification defined in the last paragraph of the Introduction can be formulated as a first-order linear multiple regression problem. 18 Since most of the literature on stepwise feature selection is based on the linear regression formulation, we will use this formulation to describe stepwise feature selection in this subsection. A different statistical formulation of the problem, which coincides with the linear regression formulation if the covariance matrices of the classes are equal, 18 will be described in Sec. II A, and will be used in the remainder of the paper.
Let N denote the number of samples available to design the classifier, and let k denote the number of features. In the linear multiple regression formulation, a desired output o(i) is assigned to each k-dimensional feature vector X i such that
To define the linear multiple regression problem, the desired outputs o(i) are used as the dependent variable and the feature vectors X i are used as the independent variables. The discriminant score for a feature vector X i is the predicted value of o(i), computed by the regression equation
where b T ϭ͓b 1 ,b 2 ,...,b k ͔ and b 0 are the regression coefficients. Stepwise feature selection iteratively changes the number of features k used in the classification by entering features into or removing features from the group of selected features based on a feature selection criterion using F-statistics. 19, 20 We have used stepwise feature selection for classifier design in many of our CAD applications. 11, [21] [22] [23] In this study, Wilks' lambda, which is defined as the ratio of within-group sum of squares to the total sum of squares of the discriminant scores, was used as the feature selection criterion. Let m 1 (k) and m 2 (k) denote the means of the discriminant scores for classes 1 and 2, respectively, and let m (k) denote the mean of the discriminant scores computed over both classes. Wilks' lambda k is defined as
A smaller value for Wilks' lambda means that the spread within each class is small compared with the spread of the entire sample, which means the separation of the two classes is relatively large and that better classification is possible. Entering a new feature into regression will always decrease Wilks' lambda, unless the feature is completely useless for classifying the available samples. The problem is to decide whether the decrease in Wilks' lambda justifies entering the feature into regression. In stepwise feature selection an F-toenter value-for making the decision whether a feature should be entered when k features are already used-is defined as
͑4͒
where k is Wilks' lambda before entering the feature, and kϩ1 is Wilks' lambda after entering the feature. An F-toremove value is similarly defined to decide whether a feature already in the regression should be removed. At the feature entry step of the stepwise algorithm, the feature with the largest F-to-enter value is entered into the selected feature pool if this maximum value is larger than a threshold F in . At the feature removal step, the feature with the smallest F-toremove value is removed from the selected feature pool if this minimum value is smaller than a threshold F out . The algorithm terminates when no more features can satisfy the criteria for either entry or removal. The number of selected features increases, in general, when F in and F out are reduced.
In order to avoid numerical instabilities in the solution of linear systems of equations, a tolerance term is also employed in the stepwise procedure to exclude highly correlated features. If the correlation between a new feature and the already selected features is larger than a tolerance threshold, then the feature will not be entered into the selected feature pool even if it satisfies the feature entry criterion described in the previous paragraph.
Since the optimal values of F in and F out for a given classification task are not known a priori, these thresholds have to be varied over a range in order to find the ''best'' combinations of features in a practical application. In this simulation study, we limit our selection of F out to F out ϭF in Ϫ1, so that we do not search through all combinations of F values.
This constraint should not limit our ability to demonstrate the effect of finite sample size on feature selection and classifier performance, because we were still able to vary the number of selected features over a wide range, as will be shown in Figs. 6 and 12 below.
B. Estimation of linear discriminant coefficients
As a by-product of the stepwise feature selection procedure used in our study, the coefficients of a linear discriminant classifier that classifies the design samples using the selected features as predictor variables are also computed. However, in this study, the design samples of the stepwise feature selection may be different from those used for coefficient estimation in the linear classifier. Therefore, we implemented the stepwise feature selection and discriminant coefficient estimation components of our classification scheme separately.
Let ⌺ 1 and ⌺ 2 denote the k-by-k covariance matrices of samples belonging to class 1 and class 2, and let 1 ϭ( 1 (1), 1 (2),..., 1 (k)), 2 ϭ( 2 (1), 2 (2),..., 2 (k)) denote their mean vectors. For an input vector X, the linear discriminant classifier output is defined as
where ⌺ϭ(⌺ 1 ϩ⌺ 2 )/2. Because of the assumption in this study that the two covariance matrices are equal, ⌺ reduces to ⌺ϭ⌺ 1 ϭ⌺ 2 . Therefore, we will be concerned with only the form of ⌺ in the following discussions. The linear discriminant classifier is the optimal classifier when the two classes have a multivariate Gaussian distribution with equal covariance matrices. For the class separation measures considered in this paper ͑refer to Sec. II C͒, the constant term
͑1͒ is irrelevant. Therefore, the classifier design can be viewed as the estimation of k parameters of the vector bϭ( 2 Ϫ 1 )
T ⌺ Ϫ1 using the design samples. When a finite number of design samples are available, the means and covariances are estimated as the sample means and the sample covariances from the design samples. The substitution of the true means and covariances in Eq. ͑1͒ by their estimates causes a bias in the performance measure of the classifier. In particular, if the designed classifier is used for the classification of design samples, then the performance is optimistically biased. On the other hand, if the classifier is used for classifying test samples that are independent from the design samples, then the performance is pessimistically biased.
C. Measures of class separation
The traditional assessment methodology in medical imaging is receiver operating characteristic ͑ROC͒ analysis, which was first developed in the context of signal detection theory. [25] [26] [27] In this study, the output score of the classifier was used as the decision variable in ROC analysis, and the area A z under the ROC curve was used as the principal measure of class separation. Excellent reviews of ROC methods applied to medical imaging can be found in the literature.
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Infinite sample size
When an infinite sample size is available, the class means and covariance matrices can be estimated without bias. In this case, we use the squared Mahalanobis distance ⌬͑ϱ͒, or the area A z (ϱ) under the ROC curve as the measures of class separation, as explained below. The infinity sign in parentheses denotes that the distance is computed using the true means and covariance matrices, or, equivalently, using an infinite number of random samples from the population.
Assume that two classes with multivariate Gaussian distributions and equal covariance matrices have been classified using Eq. ͑1͒. Since Eq. ͑1͒ is a linear function of the feature vector X, the distribution of the classifier outputs for class 1 and class 2 will be Gaussian. Let m 1 and m 2 denote the means of the classifier output for the case of the normal class, and for the case of the abnormal class, respectively, and let s 1 2 and s 2 2 denote the variances. With the squared Mahalanobis distance ⌬͑ϱ͒ defined as
it can be shown that
The quantity ⌬͑ϱ͒ is referred to as the squared Mahalanobis distance between the two classes. It is the square of the Euclidean distance between the two classes, normalized to the common covariance matrix.
In particular, if ⌺ is a k-by-k diagonal matrix with
is the squared signal-to-noise ratio of the distributions of the two classes for the ith feature. Using Eq. ͑3͒, and the normality of the classifier outputs, it can be shown that
Finite sample size
When a finite sample size is available, the means and covariances of the two class distributions are estimated as the sample means and the sample covariances using the design samples. The output score of the linear discriminant classifier for a test sample is computed using Eq. ͑1͒. The accuracy of the classifier in discriminating the samples from the two classes is measured by ROC methodology. The discriminant score is used as the decision variable in the LABROC program, 32 which provides the ROC curve based on maximum likelihood estimation.
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D. Simulation conditions
In our simulation study, we assumed that the two classes follow multivariate Gaussian distributions with equal covariance matrices and different means. This assumption is an idealization of the real class distributions that one may observe in a practical classification problem. It restricts the number of parameters in our simulations to a manageable range, while permitting us to approximate a range of situations that may be encountered in CAD.
We generated a set of N s samples from each class distribution using a random number generator. The sample space was randomly partitioned into N t training samples and N s ϪN t test samples per class. For a given sample space, we used several different values for N t in order to study the effect of the design sample size on classification accuracy. For a given N t , the sample space was independently partitioned 20 times into N t training samples and N s ϪN t test samples per class, and the classification accuracy A z obtained from these 20 partitions was averaged in order to reduce the variance of the classification accuracy estimate. The procedure described above was referred to as one experiment. For each class distribution described in Cases 1, 2, and 3 below, 50 statistically independent experiments were performed, and the results were averaged.
Two methods for feature selection were considered. In the first method, the entire sample space with N s samples per class was used for feature selection. In other words, the entire sample space was treated as a training set at the feature selection step of classifier design. After feature selection, the training-test partitioning was used to evaluate the resubstitution and hold-out performances of the coefficient estimation step of classifier design. In the second method, both feature selection and coefficient estimation were performed using only the training set with N t samples per class.
Case 1: Identity covariance matrix
In the first simulation condition, a hypothetical feature space was constructed such that the covariance matrices of the two classes ⌺ 1 ϭ⌺ 2 ϭ⌺ was the identity matrix, and the mean difference ⌬ between the two classes for feature i was
.,M and ␤Ͻ1, ͑11͒
where M refers to the number of available features for feature selection. Note that k, previously defined in Sec. II B, refers to the number of features selected for classifier parameter estimation; therefore, in general, M уk. For a given data set, the number of available features M is fixed, whereas the number of selected features k depends on the F in and F out parameters of the stepwise selection algorithm. Since ␤ is chosen to be less than 1, the ability for separation of the two classes by feature no. i decreased as i increased, as evidenced by ␦(i)ϭ(␣␤ i ) 2 ͓see Eq. ͑5͔͒. The squared Mahalanobis distance ⌬͑ϱ͒ was computed as
In our simulation, we chose ␤ϭ0.9, and chose ␣ such that ⌬͑ϱ͒ϭ3.0, or A z (ϱ)ϭ0.89. The value of A z (ϱ) versus k is plotted in Fig. 1 , when features 1 through k were included in the linear discriminant. It is seen that for kϾ25, the contribution of an additional feature to the classification accuracy was very close to zero. With this simulation condition, we studied the classification accuracy for three different numbers of available features, namely, M ϭ50, M ϭ100, and M ϭ200.
Case 2: Comparison of correlated and diagonal covariance matrices
Case 2(a). In this simulation condition, the number of available features was fixed at M ϭ100. In contrast to the simulation condition shown in Case 1 in this section, some of the features were assumed to have non-zero correlation. The covariance matrix ⌺ for the 100 features was assumed to have a block-diagonal structure
where the 10-by-10 matrix A was defined as and ⌬(i)ϭ0.1732 for all i. Using Eq. ͑2͒, the squared Mahalanobis distance is computed as ⌬͑ϱ͒ϭ3.0 and A z (ϱ) ϭ0.89.
Case 2(b).
The features given in Case 2͑a͒ can be transformed into a set of uncorrelated features using a linear transformation, which is called the orthogonalization transformation. The linear orthogonalization transformation is defined by the eigenvector matrix of ⌺, so that the covariance matrix after orthogonalization is diagonal. After the transformation, the new covariance matrix is the identity matrix, and the new mean difference vector is ⌬͑i ͒ϭ ͭ 0.5477 if i is a multiple of 10 0 otherwise . ͑14͒
Since a linear transformation will not affect the separability of the two classes, the squared Mahalanobis distance is the same as in Case 2͑a͒, i.e., ⌬͑ϱ͒ϭ3.0 and A z (ϱ)ϭ0.89.
In practice, given a finite set of samples with correlated features, the transformation matrix to diagonalize the feature space is not known, and has to be estimated from the given samples. In our simulation study, this transformation matrix was estimated from the samples used for feature selection.
Case 3: Simulation of a possible condition in CAD
In order to simulate covariance matrices and mean vectors that one may encounter in CAD, we used texture features extracted from patient mammograms in our earlier study, which aimed at classifying regions of interest ͑ROIs͒ containing masses on mammograms as malignant or benign. Ten different spatial gray level dependence ͑SGLD͒ features were extracted from each ROI at five different distances and two directions. The number of available features was therefore M ϭ100. The image processing methods that were applied to the ROI before feature extraction, and the definition of SGLD features can be found in the literature.
11, 34 The means and covariance matrices for each class were estimated from a database of 249 mammograms. In this study, we assumed that these estimated means and covariance matrices were the true means and covariance matrices from multivariate Gaussian distribution of the population. These distributions were then used to generate random samples for the simulation study.
Case 3(a).
In this simulation condition, the two classes were assumed to have a multivariate Gaussian distribution with ⌺ϭ(⌺ 1 ϩ⌺ 2 )/2, where ⌺ 1 and ⌺ 2 were estimated from the feature samples for the malignant and benign classes. Since the feature values have different scales, their variances can vary by as much as a factor of 10 6 . Therefore, it is difficult to provide an idea about how the covariance matrix looks without listing all the entries of the 100-by-100 matrix ⌺. The correlation matrix, which is normalized so that all diagonal entries are unity, is better suited for this purpose. The absolute value of the correlation matrix is shown as an image in Fig. 2 . In this image, small elements of the correlation matrix are displayed as darker pixels, and the diagonal elements, which are unity, are displayed as brighter pixels. From Fig. 2 , it is observed that some of the features are highly correlated or anticorrelated. The squared Mahalanobis distance was computed as ⌬͑ϱ͒ϭ2.4, which corresponded to A z (ϱ)ϭ0.86.
Case 3(b).
To determine the performance of a feature space with equivalent discrimination potential to that in Case 3͑a͒ but with independent features, we performed an orthogonalization transformation on the SGLD features of the generated random samples used for each partitioning, as explained previously in Case 2͑b͒.
III. RESULTS
A. Case 1: Identity covariance matrix
Feature selection from entire sample space
The area A z under the ROC curve for the resubstitution and the hold-out methods is plotted as a function of 1/N t in Fig. 3 for N s ϭ100 ͑number of samples per class͒ and M ϭ50 ͑number of available features͒. In this figure, the F in value in stepwise feature selection is varied between 1 and 6, and F out ϭF in Ϫ1. Figures 4 and 5 depict the relationship between A z and 1/N t for M ϭ100 and M ϭ200, respectively, and N s ϭ100 for both cases. The average number of selected features for different values of F in is plotted in Fig. 6 . The fraction of experiments ͑out of a total of 50 experiments͒ in which feature i was selected in stepwise feature selection is plotted in Fig. 7 . For the results shown in Figs. 3-7 , 100 samples per class (N s ) were used in the simulation study, and the number of available features was changed from M ϭ50 to M ϭ200. In Fig. 8 , we show the simulation results for a larger number of samples, N s ϭ250, and M ϭ50.
Feature selection from training samples alone
The area A z under the ROC curve versus 1/N t is plotted in Figs. 9-11 for M ϭ50, 100, and 200, respectively. In these experiments, the number of samples per class was N s ϭ100. The average number of selected features changes as one moves along the abscissa of these curves. Figure 12 shows the average number of selected features for N t ϭ80 per class.
B. Case 2: Comparison of correlated and diagonal covariance matrices
Feature selection from entire sample space
The area A z under the ROC curve for the resubstitution and hold-out methods is plotted versus 1/N t in Figs. 13͑a͒ and 13͑b͒ for Cases 2͑a͒ and 2͑b͒, respectively, as described in Sec. II D for N s ϭ100 and M ϭ100. Since the individual features in Case 2͑a͒ provide less discriminatory power than those in Case 1, the F in value was varied between 0.5 and 1.5 in Fig. 13͑a͒ . F out was defined as F out ϭmax͓(F in Ϫ1),0͔. 
The area A z under the ROC curve for the resubstitution and hold-out methods is plotted versus 1/N t in Figs. 15͑a͒ and 15͑b͒ for Cases 3͑a͒, and 3͑b͒, respectively (N s ϭ100 and M ϭ100). The F in value was varied between 0.5 and 3.0, and F out was defined as F out ϭmax͓(F in Ϫ1),0͔. Figures  16͑a͒ and 16͑b͒ are the counterparts of Figs. 15͑a͒ and 15͑b͒, simulated with the number of samples per class N s ϭ500.
Feature selection from training samples alone
The area A z under the ROC curve versus 1/N t for Case 3͑a͒ is plotted for N s ϭ100 and N s ϭ500 in Figs. 17 and 18 , respectively.
IV. DISCUSSION
Figures 3-5 demonstrate that, in general, when the number of available samples is fixed, the bias in the mean resubstitution performance of the classifiers increases when the number of available features increases, or when the number of selected features increases. The results also reveal the po- tential problems with the hold-out performance when feature selection is performed using the entire sample space. The best possible hold-out performance with infinite sample size for Case 1 is A z (ϱ)ϭ0.89. However, in Figs. 3-5 , we observe that the ''hold-out'' estimates for large N t values are higher than 0.89. Some of these estimates were as high as 0.97, as observed from Fig. 5 . These hold-out A z values were higher than A z (ϱ) because the hold-out samples were not excluded from classifier design in the feature selection stage, but were excluded only in the second stage of classifier design, where the coefficients of the linear classifier were computed. When feature selection is performed using a small sample size, some features that are useless for the general population may appear to be useful for the classification of the small number of samples at hand. This was previously demonstrated in the literature 35 by comparing the probability of misclassification based on a finite sample to that based on the entire population when a certain number of features were used for classification. In our study, given a small data set, the variance in the Wilks' lambda estimates causes some feature combinations to appear more powerful than they actually are. Recall that for Case 1, the discriminatory power of a given feature decreases with the feature number. Figure 7 demonstrates that the features numbered larger than 100, which have practically no classification capability, have more than 10% chance of being selected when F in ϭ3.0 and F out ϭ2.0. If training-test partitioning is performed after feature selection, and a relatively large portion of the available samples are used for training so that the estimation of linear discriminant coefficients is relatively accurate, the hold-out estimates can be optimistically biased. Figures 3-5 suggest that a larger dimensionality of the available feature space ͑M͒ may imply a larger bias. This is expected intuitively because, by using a larger number of features, one increases the chance of finding a feature that is useless but appears to be useful due to a finite sample size.
The observation made in the previous paragraph about the possible optimistic bias of the hold-out estimate when fea- ture selection is performed using the entire sample space is not a general rule. Figures 13͑a͒ and 15͑a͒ show that one does not always run the risk of obtaining an optimistic bias in the hold-out estimate when the feature selection is performed using the entire sample space, even when the size of the entire sample space is small (N s ϭ100) and the dimensionality of the feature space is large (M ϭ100). For Case 2, the best possible test performance with infinite sample size is A z (ϱ)ϭ0.89, however, the best hold-out estimate in Fig.  13͑a͒ is A z ϭ0.82 . Similarly, for Case 3, the best possible test performance with infinite sample size is A z (ϱ)ϭ0.86, but the best hold-out estimate in Fig. 15͑a͒ is A z ϭ0. 84. The features in both Cases 2͑a͒ and 3͑a͒ were correlated. Cases 2͑b͒ and 3͑b͒ were obtained from Cases 2͑a͒ and 3͑a͒ by applying a linear orthogonalization transformation to the features so that they become uncorrelated. Note that the linear transformation matrix is estimated from the samples used for feature selection, so it can be considered to be part of the feature selection process. Figures 13͑b͒ and 15͑b͒ show that after this transformation is applied, the hold-out estimates can be optimistically biased for small sample size (N s ϭ100). However, in the range of small training sample size (N t ) below about 50, the orthogonalization reduces the biases and thus improves the performance estimation. This shows that performing a linear combination of features before stepwise feature selection can have a strong influence on its performance. This result is somewhat surprising, because the stepwise procedure is supposed to select a set of features whose linear combination can effectively separate the classes. One possible reason is that the orthogonalization transformation is applied to the entire feature space of M features, whereas the stepwise procedure only produces combinations of a subset of these features. Figures 9-11, 17 , and 18 demonstrate that, when feature selection is performed using the training set alone, the holdout performance estimate is pessimistically biased. The bias increases, as expected, when the number of available features is increased from M ϭ50 in Fig. 9 to M ϭ200 in Fig. 11 . When a larger number of features are available, it is more likely that there will be features that appear to be more useful for the classification of training samples than they actually are for the general population. This bias reduces as the number of training samples, N t , increases.
The biases of the hold-out performance estimates discussed above are summarized in Table I when the number of available features M ϭ100. When N s ϭ100, Cases 1, 2͑b͒, and 3͑b͒ can exhibit optimistic hold-out estimates if the feature selection is performed using the entire sample space. When the number of available samples is increased to N s ϭ500, we do not observe this undesired behavior, and all the hold-out performance estimates are conservative. When the feature selection is performed using the training set alone, the average hold-out performance estimate is always pessimistically biased. Figure 6 plots the number of selected features for Case 1 versus the F in value when feature selection is performed using the entire sample space of 100 samples per class. It is observed that, for a given F in value, the number of selected features increases when the number of available features M is increased. Figure 12 shows a similar trend between the number of selected features, the F in value, and the number of available features when feature selection is performed using the training set alone.
When the F in and F out values were low, the resubstitution performance estimates were optimistically biased for all the cases studied. Low F in and F out values imply that many features are selected using the stepwise procedure. From previous studies, it is known that a larger number of features in classification implies larger resubstitution bias. 1, 3 On the other hand, when F in and F out values were too high, the number of selected features could be so low that even the resubstitution estimate would be pessimistically biased, as can be observed from Fig. 14͑a͒ (F in ϭ1.5) and Fig. 15͑a͒  (F in ϭ3.0) . In all of our simulations, for a given number of training samples N t , the resubstitution estimate increased monotonically as the number of selected features were increased by decreasing F in and F out .
In contrast to the resubstitution estimate, the hold-out estimate for a given number of training samples did not change monotonically as F in and F out were decreased. This trend is apparent in Fig. 4 , where the hold-out estimate at N t ϭ80(1/N t ϭ0.0125) is the largest for F in ϭ2. Feature selection from the entire sample space
N s ϭ5 0 0 P P P P P Feature selection from the design samples alone N s ϭ1 0 0 P P P P P ϭ30(1/N t ϭ0.033) it is next-to-smallest for the same F in value. Another way of examining the same phenomenon is to consider different 1/N t values on the abscissa of Fig. 4 , and to observe that at different 1/N t values, a different F in threshold provided the best hold-out performance. In Fig. 4 , the feature selection was performed using the entire sample space. A similar phenomenon can be observed in Fig. 18 , where the feature selection is performed using the training samples alone. This means that for a given number of design samples, there is an optimal value for F in and F out ͑or number of selected features͒ that provides the highest hold-out estimate. This is the well-known peaking phenomenon described in the literature. 36 For a given number of training samples, increasing the number of features in the classification has two opposing effects on the hold-out performance. On the one hand, the new features may provide some new information about the two classes, which tends to increase the hold-out performance. On the other hand, the increased number of features increases the complexity of the classifier, which tends to decrease the hold-out performance. Depending on the balance between how much new information the new features provide and how much the complexity increases, the hold-out performance may increase or decrease when the number of features is increased.
For different cases studied here, the range of F in and F out values shown in the performance-versus-1/N t plots was different. As mentioned in the Methods Section, F in and F out values for a given classification task are not known a priori, and these thresholds have to be varied over a range in order to find the best combinations of features. As mentioned in the previous paragraph, for a given number of design samples, there is an optimum value for F in and F out that provides the highest hold-out estimate. In this study, we aimed at finding this peak for the highest N t in a given graph whenever possible. After this peak was found, the F in and F out values shown in the figures were chosen to demonstrate the performance of the classifier at each side of the peak. By examining the figures, it can be observed that the peak holdout performance was found in every case except in Fig. 5 . In  Fig. 5 , the best hold-out performance occurs for F in ϭ2.0, for which the resubstitution performance is 1.0 for all N t values, and the hold-out performance is 0.97. Since this F in value already shows that the hold-out performance can be too optimistic, we did not search further for the peak of the holdout performance in Fig. 5 .
An interesting observation is made by examining the resubstitution performances in Figs. 9, 17, and 18, in which the feature selection is performed using the design samples alone. For F in ϭ6.0 in Fig. 9 , and F in ϭ3.0 in Figs. 17 and 18 , the resubstitution estimate increases as the number of training samples N t increases. This may seem to contradict some previous studies in which the resubstitution estimate always decreased with increasing N t .
2 However, Figs. 9, 17, and 18 are different from previous studies in that the number of selected features changes as N t changes in these figures. The number of features selected by the stepwise procedure depends on the number of samples used for selection, which is equal to 2N t in these figures. With an argument similar to that for the hold-out performance, there are two opposing factors that affect the resubstitution performance when N t is increased. The first factor, which seems to be dominant, is the fact that, with large N t , overtraining is decreased so that the resubstitution performance is reduced. The second factor, which is visible for F in ϭ6.0 in Fig. 9 , and F in ϭ3.0 in Figs. 17 and 18, is the fact that with large N t , the stepwise procedure selects more features, which may increase the resubstitution performance.
In this study, for Cases 1, 2, and 3, we investigated the classifier performance when feature selection was performed using the entire sample space, and the number of samples per class (N s ) was five times that of available features for feature selection ͑M͒. The results of these simulations are shown in Figs. 8, 14 , and 16 for Cases 1, 2 and 3, respectively. Our first observation concerning these figures is that none of the hold-out estimates in these figures are higher than their respective A z (ϱ) values. This suggests that it may be possible to avoid obtaining optimistic hold-out estimates by increasing the number of available samples or by decreasing the number of features used for feature selection. A second observation is that, compared to other results in this study, the relationship between the A z values and 1/N t is closer to a linear relation in these figures. In order to test whether the A z (ϱ) value can be obtained by extrapolation as was suggested in the literature, 2, 17 we performed regression analysis for the hold-out A z estimates ͑versus 1/N t ) for each F in value, and computed the y-axis intercept of the resulting regression equation. For regression analysis, we used curves obtained with N s ϭ500 and M ϭ100 for all cases ͑shown in Figs. 14 and 16 for Cases 2 and 3, and not shown for Case 1͒. The resulting extrapolated values are shown in Fig. 19 . For Case 1, we observe that the extrapolated value is within Ϯ0.015 of the A z (ϱ) value of 0.89. For Cases 2 and 3, the extrapolated values are within Ϯ0.02 of the A z (ϱ) values for small F in ; the error increases, however, when F in is increased. This graph suggests that when the classifier design involves feature selection, it may be possible to estimate the A z (ϱ) value using the Fukunaga-Hayes method when the sample size is reasonably large. However, the error in the estimated A z (ϱ) value can be large if the F in and F out thresholds are not chosen properly.
This study examined only the bias of the mean performance estimates, which were obtained by averaging the estimates from fifty experiments as described in Sec. II D. Another important issue in classifier design and assessment is the uncertainty in the performance measure, i.e., the variance expected over replications of the experiment when a new sample of training patients and/or a new sample of test patients are drawn from the same population. The variance provides an estimate of the generalizability of the classifier performance to other design and test samples. We previously studied the components of the variance of performance estimates when the classifier is trained and tested with finite samples, but the design excludes the feature selection process. 4, 5 The extension of our previous studies to include feature selection is an important further research topic.
V. CONCLUSION
In this study, we investigated the finite-sample effects on the mean performance of a linear classifier that included stepwise feature selection as a design step. We compared the resubstitution and hold-out estimates to the true classification accuracy, which is the performance of a classifier designed with the full knowledge of the population distributions. We compared the effect of partitioning the data set into training and test groups before performing feature selection with that after performing feature selection. When data partitioning was performed before feature selection, the hold-out estimate was always pessimistically biased. When partitioning was performed after feature selection, i.e., the entire sample space was used for feature selection, the hold-out estimates could be pessimistically or optimistically biased, depending on the number of features available for selection, number of available samples, and their statistical distribution. All hold-out estimates exhibited a pessimistic bias when the parameters of the simulation were obtained from correlated texture features extracted from mammograms in our previous study. The understanding of the performance of the classifier designed with different schemes will allow us to utilize a limited sample set efficiently and to avoid an overly optimistic assessment of the classifier.
