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Resumen
Iniciativas gubernamentales y asociaciones de proteccio´n al medio ambiente, a
menudo, esta´n interesadas en proyectos de forestacio´n con el objetivo de reducir la
produccio´n de sedimento que converge en los rı´os. Seleccionar a´reas o´ptimas donde
se plantara´ bosque para minimizar la erosio´n del suelo, sujeto a restriccio´n presupues-
taria representa un reto de optimizacio´n. A´reas potenciales donde se plantara´ bosque,
se digitalizan en mapas ra´ster, donde se almacena beneficios de forestacio´n y costo
asociados de cada celda. En funcio´n de la resolucio´n que se use, el nu´mero de celdas
resultante, podrı´a llegar a ser impra´ctico para algoritmos de optimizacio´n comunes.
En este manuscrito, se aplica el algoritmo CAMF (Cellular Automata Based Heuristic
Solution Method for Minimizing Flow, CAMF) para construir un ranking de celdas
candidatas, con su beneficio asociado de forestacio´n (reduccio´n de sedimento) y costo
de forestacio´n (distancia a vı´as). Al tener dos objetivos concurrentes (minimizar la
produccio´n de sedimento y presupuesto limitado), permite, modelar el problema como
un ((Knapsack Problem)), y se propone variantes del Algoritmo Gene´tico con te´cnicas
de topologı´a como heurı´stica, para su resolucio´n, los valores obtenidos se contrastan
con el valor del o´ptimo global calculado con ((Branch and Bound)). Los resultados
obtenidos con ((Branch and Bound)) muestran ser superiores a estrategias como Shani’s
PTAS algoritmo integrado a CAMF-B. ((Branch and Bound)) es aplicable a problemas de
forestacio´n donde intervienen miles de celdas. En situaciones de proyectos con excesivo
nu´meros de celdas donde no es posible aplicar ((Branch and Bound)), debido al costo
computacional, el Algoritmo Gene´tico siempre encuentra una solucio´n factible con
costo-beneficio cercanos al o´ptimo global.
Palabras clave: CAMF, CAMF-B, Forestacio´n, Knapsack problem, Algoritmo gene´tico,
Branch and Bound, Topologı´a
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Abstract
Policy initiatives and decision makers dealing with environmental conservation
are interested in forestation projects in order to minimize runoff sediment reaching
riverbeds. Selecting the optimal areas in which to plant trees to minimize soil erosion,
while remaining within budgetary constraints, is a difficult optimization challenge.
Potential reforestation terrain can be digitized in raster maps where erosion and cost
of planting can be represented for each cell. Due to the resolution used in such raster
maps, the number of resultant cells can be unworkable for common global optimization
algorithms. This manuscript, uses a CAMF (Cellular Automata Based Heuristic Solu-
tion Method for Minimizing Flow) algorithm to construct a ranking of candidate cells
based on their associated forestation profit (sediment reduction) and cost of forestation
(distance to roads). The two conflicting and concurrent objectives (maximize profit and
minimize expense) allows us to model the situation as a Knapsack Problem. Variants of
a Genetic Algorithm approach are proposed, using topology techniques as a heuristic,
and the values obtained are compared with the value of the global optimum calculated
with a Branch and Bound strategy. While Branch and Bound is shown to be superior to
strategies such as Shani’s PTAS algorithm integrated to CAMF-B. Branch and Bound is
applicable to forestation problems with several thousands of cells. In situations with an
excessive number of cells where it is not possible to apply Branch and Bound strategies
due to computational costs, Genetic Algorithms always find a feasible solution with
cost-benefit values close to the global optimums.
Key words: CAMF, CAMF-B, Afforestation, Knapsack problem, Genetic algorithm,
Branch and Bound, Topology
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Epı´grafe
Tu tiempo es limitado, de modo que no lo malgastes viviendo la vida de alguien
distinto. No quedes atrapado en el dogma, que es vivir como otros piensan que
deberı´as vivir. No dejes que los ruidos de las opiniones de los dema´s acallen tu
propia voz interior. Y, lo que es ma´s importante, ten el coraje para hacer lo que te
dicen tu corazo´n y tu intuicio´n.
—Steve Jobs
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Alcance y Objetivos
Alcance
Plantear un me´todo eficiente para determinar las a´reas de una cuenca hidrogra´fica
que deberı´an ser forestadas, para minimizar la produccio´n de sedimento, sin exceder el
presupuesto predefinido.
Objetivos especı´ficos
1. Representar el problema de seleccio´n de a´reas a ser forestadas, para minimizar la
produccio´n de sedimento, mediante un ((Knapsack problem)) (KP).
2. Proponer variantes del algoritmo gene´tico Cano´nico, que resuelva el KP descrito
en el numeral anterior de forma eficiente.
3. Comparacio´n del rendimiento del algoritmo gene´tico, descrito en el numeral
anterior, con el rendimiento de un me´todo exacto ((Branch and Bound)) para
problemas pequen˜os.
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Introduccio´n
Desde una visio´n holı´stica la naturaleza es un sistema armo´nico cao´tico, integrado e
isomo´rfico al funcionamiento de un reloj, donde cada engranaje cumple una funcio´n
especifica, susceptible y delicada a las perturbaciones del orden infinitesimal. El estudio
de su comportamiento cobra especial trascendencia cuando tratamos de contribuir a su
cuidado. Es por esta razo´n, iniciativas gubernamentales y asociaciones de proteccio´n
del medio ambiente, en coordinacio´n con universidades hacen esfuerzos para contribuir
en su preservacio´n.
La importancia que tiene el estudio de la produccio´n de sedimento, desde un punto de
vista ecolo´gico, radica en el impacto que este feno´meno produce en los ecosistemas
y la preservacio´n del suelo, adema´s de su impacto en rı´os que alimentan represas que
generan energı´a ele´ctrica o embalses para agua potable de las ciudades; la produccio´n
de sedimento es un feno´meno natural, que no se puede prever, pero puede ser atenuado
en cierta medida, con mu´ltiples estrategias como la forestacio´n y manejo del suelo, para
mejorar su resistencia a la erosio´n. Especialmente en las cuencas hidrogra´ficas por su
ubicacio´n geogra´fica y la topografı´a del terreno, son a´reas proclives a la pe´rdida del
suelo, por la alta formacio´n de sedimento (Molina et al., 2008). Una medida exitosa
para el control del sedimento es la forestacio´n, ayuda a mejorar la compactacio´n del
suelo y mejora la retencio´n de agua, disminuyendo la produccio´n de sedimento (FAO,
1979).
Las iniciativas de forestacio´n en cuencas hidrogra´ficas para la reduccio´n de sedimento,
buscan establecer las a´reas o´ptimas, donde se debe plantar los a´rboles y administrar
un presupuesto fijo; que debe ser invertido de tal forma que se obtengan los mayores
beneficios del proyecto.
La informacio´n geogra´fica de las a´reas que sera´n forestadas, se almacenan en mapas
ra´ster, donde se pueden estudiar mu´ltiples propiedades, cada celda en el mapa representa
una a´rea potencial en donde se plantara bosque y se obtendra´n beneficios (reduccio´n
de sedimento), naturalmente forestar esta a´rea en la celda debe tener asociado un costo
de forestacio´n, que se debe restar del presupuesto establecido. Por esta razo´n existen
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me´todos como: el me´todo de solucio´n heurı´stica basada en auto´matas celulares para
minimizar el flujo (del ingle´s Cellular Automata Based Heuristic Solution Method for
Minimizing Flow, CAMF) y el me´todo de solucio´n heurı´stica basado en auto´matas
celulares para minimizar el flujo sujeto a restriccio´n presupuestario (del ingle´s CA-
Based Heuristic Method for Minimizing Flow Under a Budget Constraint CAMF-B),
introducido por (Vanegas et al., 2010) y On-site CAMF, introducido por (Estrella, 2015),
etc. Estos me´todos tratan de brindar herramientas de soporte en la seleccio´n de las
a´reas que deben ser forestadas con el fin de obtener los mejores beneficios (reduccio´n
de sedimento). No obstante se ha demostrado que la complejidad computacional de
CAMF es proporcional al taman˜o de las bases de datos (Estrella, 2015), lo cua´l es
una desventaja para CAMF. El algoritmo CAMF-B, integra estrategias del ((Knapsack
Problem)) y Shani’s PTAS algoritmo de complejidad O(nk+1), lo cua´l demanda gran
cantidad de recursos de memoria, limitando su aplicabilidad a problemas de forestacio´n
con gran cantidad de a´reas (Vanegas et al., 2010).
En este proyecto buscamos integrar nuevas estrategias que mejoren la seleccio´n de a´reas
o´ptimas, combinando CAMF, ((Knapsack Problem)), Branch and Bound, Algoritmo
Gene´tico y deformacio´n topolo´gica.
Organizacio´n del manuscrito
El Capı´tulo 1 presenta la motivacio´n y literatura relevante sobre los problemas de
la erosio´n del suelo, estrategias de control y me´todos que ayudan en la seleccio´n de
a´reas o´ptimas, donde se forestara´, tambie´n incluye una descripcio´n de la problema´tica y
estrategias que se integrara´n.
En el Capı´tulo 2 se presenta literatura sobre los problemas de tipo NP-fuertes y NP-
completos, ((Knapsack Problem)), CAMF, CAMF-B, Branch and Bound, Algoritmo
Gene´tico, Topologı´a y deformaciones. Tratan de introducir los conceptos que se apli-
cara´n en los capı´tulos posteriores y analizar el estado actual del conocimiento cientı´fico
de dichas estrategias.
El Capı´tulo 3 describe la regio´n de estudio (cuenca hidrogra´fica), materiales y me´todos
utilizados, modelacio´n de los problemas de forestacio´n co´mo un ((Knapsack Problem)),
y la implementacio´n de los algoritmos Gene´tico y Branch and Bound.
En el Capı´tulo 4 se presenta los resultados obtenidos y una discusio´n de los mismos.
En el Capı´tulo 5 se presenta las conclusiones.
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Capı´tulo 1
Motivacio´n y descripcio´n del problema
1.1. Sedimento y erosio´n del suelo
La produccio´n de sedimento en cuencas hidrogra´ficas conlleva mu´ltiples problemas
como: deslizamientos del terreno, pe´rdida paulatina de la fertilidad agrı´cola y alteracio´n
del ecosistema de los rı´os, al bloquear la luz solar, etc (Tetsuya Kusuda, 2007). El sedi-
mento, al desembocar en rı´os que alimentan represas o estanques para riego, se deposita
en el fondo de los reservorios; alterando la capacidad verdadera de los estanques. La
erosio´n del suelo causada por la produccio´n de sedimento es muy crı´tica en cuencas
hidrogra´ficas, por su ubicacio´n geogra´fica y la topografı´a del terreno, se sabe que en
terrenos con pendientes pronunciadas el flujo del agua siempre va a seguir hacia cotas
inferiores, llevando consigo partes del suelo que no se pueden recuperar. La pe´rdida
del suelo se puede deber a mu´ltiples factores que causan el desprendimiento de las
partı´culas del suelo, como: la lluvia excesiva causa el deslizamientos del suelo, el viento
tambie´n contribuye a la erosio´n al quitar las partı´culas de suelo, cambios quı´micos en
la estructura del suelo como aumento de salinidad, puede esterilizar el suelo, factores
biolo´gicos como el incremento de humus causada por microorganismos, etc (FAO,
1979).
La erosio´n del suelo es un problema que se trata de atenuar desde la creacio´n misma de
la agricultura, civilizaciones enteras en la historia de la humanidad han desarrollado
diferentes te´cnicas para el control de la erosio´n del suelo, la cultura Can˜ari y Azteca
enfrentaban este feno´meno con los sistemas de terrazas para evitar la pe´rdida del suelo,
en zonas montan˜osas con pendientes pronunciadas (Sa´nchez y Pe´rez, 2013), donde
plantaban sus cultivos.
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1.1.1. Me´todos de control
La erosio´n es un proceso natural que no se puede prever, y su control es un proce-
so complejo en donde convergen muchos para´metros a considerar, como: ubicacio´n
geogra´fica, tipo de terreno, uso del suelo, topografı´a, etc. Acorde a esta estructura
formal, se podrı´a considerar estrategias, como: i) la forestacio´n que ayuda a mejorar la
retencio´n del agua y disminuye la produccio´n de sedimento (Palmieri et al., 2001); ii)
la manipulacio´n directa del terreno alterando su topografı´a y administracio´n del suelo
de tal forma que sea ma´s resistente a la erosio´n, etc (FAO, 1979). La estrategia ma´s
usada cuando se trata de prevenir la erosio´n del suelo en cuencas hidrogra´ficas, destaca
sobre todo la forestacio´n (Yoo et al., 2014), por esta razo´n iniciativas gubernamentales
y asociaciones de proteccio´n del medio ambiente impulsan los procesos de forestacio´n
con el fin de evitar la pe´rdida del suelo, contribuir a preservar los ecosistemas y preservar
el agua.
1.1.2. Representacio´n de la a´reas a ser forestadas
Cuando las a´reas a ser forestadas ocupan grandes extensiones de terreno como es
en el caso de cuencas hidrogra´ficas de varios kilo´metros, esta informacio´n se maneja
en mapas ra´ster (Estrella, 2015), que son ima´genes digitalizadas. Estas ima´genes esta´n
formadas por una matriz rectangular, donde cada celda contiene informacio´n sobre sı´
misma y esta´ relacionada a cierta a´rea del mapa. Una capa ra´ster esta´ formada por cuatro
componentes fundamentales: matriz de datos, informacio´n geome´trica de la matriz,
tabla de colores y etiquetas para informacio´n cualitativa en caso de existir (Fiume, 2014).
Esto facilita el manejo de la informacio´n y permite estudiar mu´ltiples propiedades de
las a´reas donde se pretende plantar los bosques como: ubicacio´n, direccio´n y flujo
del sedimento, produccio´n de sedimento, indice de permeabilidad, saturacio´n, altitud,
pendiente, etc.
1.1.3. Me´todos aplicados en proyectos de forestacio´n y problema´ti-
ca
Un aspecto fundamental en todo proyecto de forestacio´n, es la existencia de un
presupuesto limitado que debe ser invertido de manera que se obtenga los mayores
beneficios posibles, cuando se trata de problemas de forestacio´n con el fin de reducir
la produccio´n de sedimento en cuencas hidrogra´ficas, normalmente la pregunta es:
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¿Cua´les son las a´reas dentro de la cuenca que deberı´an ser forestadas?, determinar
de una manera cientı´fica las a´reas candidatas a ser forestadas, por otro lado ¿Co´mo
sabemos si las a´reas forestadas, resultan, ser las o´ptimas?, de tal forma que se
obtenga el mejor beneficio (reduccio´n de sedimento), ciertas a´reas contribuyen con
mayor retencio´n de sedimento que otras (Vanegas et al., 2010). Por este motivo existen
me´todos como: el me´todo de solucio´n heurı´stica basada en auto´matas celulares para
minimizar el flujo (del ingle´s Cellular Automata Based Heuristic Solution Method for
Minimizing Flow, CAMF) y el me´todo de solucio´n heurı´stica basado en auto´matas
celulares para minimizar el flujo sujeto a restriccio´n presupuestario (del ingle´s CA-
Based Heuristic Method for Minimizing Flow Under a Budget Constraint CAMF-B),
introducido por (Vanegas et al., 2010) y On-site CAMF, introducido por (Estrella, 2015),
etc. Que tratan de responder las dos interrogantes, y establecer de manera cientı´fica
do´nde esta´n las mejores a´reas.
CAMF-B integra estrategias del ((Knapsack Problem)), para seleccionar las celdas de
la cuenca hidrogra´fica que deberı´an ser forestadas, de manera eficiente, no obstante
el ((Knapsack Problem)) es un problema del tipo NP-Hard, y la heurı´stica que integra
CAMF-B es de complejidad computacional de orden O(nk+1) lo cua´l restringe la
aplicabilidad de este me´todo a problemas de forestacio´n donde interviene un nu´mero
excesivo de a´reas a seleccionar (Vanegas et al., 2010). Dentro de esta estructura formal,
esta investigacio´n busca probar nuevas estrategias, que complementen el conocimiento
presente, integrando estrategias que mejoren la seleccio´n de a´reas o´ptimas, combinando
CAMF, ((Knapsack Problem)), ((Branch and Bound)), Algoritmo Gene´tico y deformacio´n
topolo´gica.
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Capı´tulo 2
Revisio´n de literatura
2.1. Problemas del tipo NP-fuertes y NP-completos
Los problemas del tipo NP-fuertes y NP-completos esta´n relacionados directamente
con la complejidad algorı´tmica requerida para su solucio´n. Existen problemas que
pueden ser resueltos utilizando un algoritmo que se ejecuta en tiempo polinomial y
problemas en los cuales no se conoce un algoritmo de tiempo polinomial que pueda
resolverlo. Los mejores algoritmos que se han estudiado, se podrı´an clasificar en dos
grupos: 1) problemas cuyo tiempo de ejecucio´n esta´ acotado por un polinomio de grado
pequen˜o como por ejemplo: bu´squeda ordenada en cuyo caso su tiempo de ejecucio´n
es de O(logn), evaluacio´n polinomial en cuyo caso es de O(n), Quicksort O(n logn) y
string matching cuyo caso es O(mn) y 2) problemas cuyo mejor algoritmo conocido
es polinomial; ejemplos de estos problemas son: problema del viajante y ((Knapsack
Problem)) para los cuales los mejores algoritmos tienen complejidad O(n22n) y O(2n/2),
respectivamente. En lo que respecta a los problemas del segundo grupo, en la actualidad
no se ha logrado desarrollar algoritmos eficientes de tiempo polinomial que puedan
emplearse para su resolucio´n (Rashid, 2010).
Todo problema del tipo NP-completos son del tipo NP-fuertes no obstante solo se
conoce unos pocos problemas del tipo NP-fuertes que son del tipo NP-completos. Si un
problema del tipo NP-fuerte se puede resolver en tiempo polinomial todos los del tipo
NP-completos pueden resolverse en tiempo polinomial (Karp, 1972).
2.2. ((Knapsack Problem))
El problema de la mochila (del ingle´s ((Knapsack Problem)) KP) es un problema
de optimizacio´n combinatoria, en el cual se tiene una mochila (knapsack) con una
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capacidad y objetos asociados a un beneficio y a una capacidad. Se requiere colocar
en la mochila un combinacio´n de objetos que maximice el beneficio; sin exceder la
capacidad de la mochila. Si numeramos los objetos de 1, ...n e introducimos un vector
de variables enteras x j( j = 1, ...n) de tal forma:
x j =
{
1 Si el objeto j es seleccionado como parte de la solucio´n.
0 Caso contrario.
(2.1)
y si definimos como p j la medida del beneficio de seleccionar el objeto j con capacidad
asociada w j; teniendo la capacidad de la mochila C. Entonces la solucio´n del problema
sera´ un subconjunto disjunto escogido de todas las posibles combinaciones del vector
x j sujeto a la restriccio´n:
n
∑
j=1
w jx j ≤C (2.2)
y maximice el beneficio
n
∑
j=1
p jx j (2.3)
Desde un punto de vista pra´ctico, la importancia del KP se ve reflejado en la facili-
dad de integrar su filosofı´a a problemas de optimizacio´n, en a´reas como: control de
presupuesto, logı´stica, transporte, control de stock, etc (Martello, 1990). El KP es un
problema del tipo NP-completo (Karp, 1972) y su mejor algoritmo que se ejecuta en
tiempo polinomial es de complejidad O(2n/2) (Rashid, 2010).
Para resolver el KP es posible emplear me´todos exactos como: enumeracio´n exhausti-
va, programacio´n dina´mica, ((Backtracking)) y Ramificacio´n y Acotacio´n (del ingle´s,
Branch and Bound) (Rashid, 2010). La desventaja de estos me´todos radica en que sus
requerimientos computacionales se vuelven prohibitivos para todo KP de un taman˜o
mediano o grande, como se evidencia en la Tabla 2.1 para el caso de enumeracio´n
exhaustiva, se debera´ verificar cada una de las posibles soluciones para garantizar la
obtencio´n del o´ptimo global, por lo cual el algoritmo se vuelve inaplicable dado el
taman˜o del conjunto solucio´n.
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Tiempo para evaluar f (n) instrucciones.
En un computador de 109 instrucciones/segundo
n f (n) = 2n
10 1µs
20 1ms
30 1s
40 18,3m
50 13d
100 4E13 an˜os
1000 32E283 an˜os
Tabla 2.1: Donde n representa el nu´mero de objetos y f (n) define el nu´mero de posibles
soluciones (Rashid, 2010).
Dado que el KP es un problema de optimizacio´n del tipo NP-Hard se han imple-
mentado diferentes algoritmos aproximados: ε-approximation algorithm, Shani’s PTAS
algoritmo cuya complejidad computacional es de orden O(nm+1) lo que demanda gran
cantidad de memoria para ((Knapsacks)) de taman˜os (nu´mero de objetos) medianamente
grandes (Martello, 1990).
2.2.1. 0-1 unidimensional ((Knapsack Problem))
El 0-1, o binario ((Knapsack Problem)) (KP) requiere un conjunto de objetos que
deben ser colocados en una mochila (((Knapsack))) de una capacidad dada (C), cada
objeto ( j) esta´ asociado a un beneficio (p j), y un peso (w j). Se requiere maximizar la
suma de los beneficios de los objetos colocados en la mochila de tal forma que la suma
de los pesos asociados a los objetos no exceda la capacidad de la mochila (Martello,
1990). Formalmente definido por la ecuaciones (2.4):
Maximizar
n
∑
j=1
p jx j
Su jeto a:
n
∑
j=1
w jx j ≤c x j ∈{0,1}∀ j , j ∈N
(2.4)
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2.2.2. Multidimensional ((Knapsack Problem))
El Multidimensional ((Knapsack Problem)) (MKP) es una generalizacio´n del 0-1
unidimensional ((Knapsack Problem)). El problema consiste en mu´ltiples mochilas
(((Knapsacks))). Requiere un conjunto de objetos que deben ser colocados en las mochi-
las (((Knapsacks))) asociada a una capacidad (Ci), cada objeto ( j = 1, ...n) esta´ asociado
a un beneficio (p j), y un peso (w ji) con (i = 1, ...m). Se requiere maximizar la suma
de los beneficios de los objetos colocados en las mochilas de tal forma que la suma de
los pesos asociados a los objetos no excedan las capacidad de las mochilas (Martello,
1990). Formalmente definido por las ecuaciones (2.5):
Maximizar
n
∑
j=1
p jx j
Su jeto a:
n
∑
j=1
wi jx j ≤Ci x j ∈{0,1}∀ j i, j ∈N
(2.5)
Para solucionar este tipo de ((Knapsacks)) se pueden emplear los mismos algoritmos para
el 0-1 unidimensional ((Knapsack Problem)), no obstante la complejidad computacional
se ve comprometida por lo que se suele optar por heurı´sticas o sistemas hı´bridos, como
la combinacio´n del Algoritmo Gene´tico y Branch and Bound (Michalewicz y Hartley,
1996).
2.3. CAMF
El me´todo de solucio´n heurı´stica basada en auto´matas celulares para minimizar el
flujo (del ingle´s, Cellular Automata Based Heuristic Solution Method for Minimizing
Flow, CAMF) es un me´todo introducido por (Vanegas et al., 2010) el cual busca
determinar de una manera cientı´fica las mejores a´reas dentro de una cuenca hidrogra´fica
que se deberı´an forestar para minimizar la produccio´n de sedimento. El me´todo CAMF
esta´ basado en auto´matas celulares e integra interaccio´n espacial: cuando una celda es
forestada tiene un impacto directo en las celdas vecinas, adema´s las propiedades de esta
celda y sus vecinas cambia, alterando la produccio´n de sedimento, retencio´n y salida de
sedimento en la celdas de la vecindad.
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Figura 2.1: Direccio´n de flujo unidireccional, a) representacio´n matricial, b) representa-
cio´n en a´rbol
2.3.1. Modelo de flujo unidireccional
El modelo de flujo unidireccional (del ingle´s, Single Flow Direcction SFD) esta´
basado en los me´todos desarrollados por (Jenson y Domingue, 1988), este modelo
compara la elevacio´n de cada celda en un mapa ra´ster con su vecindad y traza una ruta
continua u´nica hacia la celda vecina, luego e´sta se conecta de forma continua hacia sus
vecinas hasta converger en una u´nica salida como se puede ver en la Figura 2.1, en a)
las flechas indican flujo hacia la salida y las lı´neas continuas indican la representacio´n
del flujo del a´rbol b). Se puede observar, como todos los flujos de las celdas que se
encuentran ubicadas en las cotas superiores, convergen a una u´nica salida (Wolock y
McCabe Jr, 1995).
2.3.2. Auto´mata Celular
Auto´mata Celular (A.C) representa uno de los modelos ma´s importantes para simu-
lacio´n de procesos dina´micos complejos donde existe interaccio´n espacial, introducida
por (Von Neumann et al., 1966). Algunos autores definen A.C como un modelo geogra´fi-
co (Tobler, 1979) que opera en una matriz de celdas, donde la informacio´n almacenada
en las celdas, cambia con el tiempo y esta dado en funcio´n de su estado inicial y el estado
de su vecindad. En cada celda (i) se almacena informacio´n relevante del feno´meno
fı´sico en cuestio´n en un instante de tiempo t, el estado de la celda en el instante de
tiempo (t +1) esta´ en funcio´n del su estado inicial en el tiempo t, y del estado de su
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vecindad. Se define el estado de la celda i en el tiempo t como (Sti) y el estado de la
vecindad como (Ωti), entonces, el instante de una celda i en el tiempo t +1 se define
por la ecuacio´n (2.6)
S(t+1)i = f (S
t
i,Ω
t
i) (2.6)
2.3.3. Funcio´n definida por partes
El algoritmo CAMF utiliza una funcio´n definida por partes para modelar la cantidad
de sedimento que una celda desplaza a las celdas vecinas. Esta funcio´n representa la
relacio´n de la acumulacio´n efectiva (del ingle´s, Effective Accumulation EA) como se
muestran en la Figura 2.2 donde se puede ver los estados de una celda antes y despue´s
de la forestacio´n definida por los tres segmentos de esta funcio´n: el primer segmento
correspondiente a los valores que se encuentran desde EA = 0 hasta la capacidad de
retencio´n de la celda, que en la figura corresponde al primer punto denotado como σ1,
por lo tanto si la produccio´n de sedimento en la celda (j) esta´ por debajo de su capacidad
de retencio´n; se concluye que la celda no desplaza sedimento. El segundo segmento se
encuentra desde la capacidad de retencio´n σ1 hasta el punto de saturacio´n σ2 si la celda
presenta un valor hasta el punto de saturacio´n, se concluye que la celda expulsara´ parte
del sedimento que es directamente proporcional al factor de flujo, en el caso de la celda
sin forestacio´n este factor de flujo corresponde a la pendiente de la celda y finalmente
el tercer segmento cuando el sedimento sobrepasa el punto de saturacio´n se concluye
que todo el sedimento sera´ desplazado a la celda vecina.
Los para´metros, con los que la funcio´n definida por partes trabaja, se espera que cambien
con la forestacio´n. De esta forma, los umbrales de: saturacio´n, retencio´n y factor de flujo
sera´n ma´s altos y la produccio´n de sedimento sera´ mucho menor, como se muestran los
resultados en la Figura 2.2, para antes y despue´s de la forestacio´n; b) la capacidad de
retencio´n(σ3) es mayor que en a).
2.3.4. Datos de entrada para CAMF
El me´todo CAMF requiere un conjunto de mapas ra´ster con diferentes caracterı´sti-
cas de la cuenca hidrogra´fica, antes de que las celdas sean forestadas, de esta manera
puede comparar los dos estados, antes y despue´s, de la forestacio´n. Adema´s de los
mapas ra´ster CAMF necesita un nu´mero fijo de celdas que se requieren ser forestadas,
la salida del algoritmo, es una lista de celdas ordenadas, las cuales deben ser forestadas
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Figura 2.2: a) Estado de una celda que no ha sido forestada; b) Estado de la celda
despue´s de la forestacio´n (Vanegas et al., 2010)
con el fin de minimizar la acumulacio´n de sedimento en la salida de la cuenca.
El me´todo CAMF para su ejecucio´n requiere:
1. Un mapa ra´ster con la produccio´n de sedimento: cada celda produce sedimento
expresada en kg/km2 yr−1
2. Capacidad de retencio´n: cada celda tiene asociada una capacidad de retencio´n
expresada en kg/km2 yr−1, si la produccio´n de sedimento de la celda es menor
que la capacidad retencio´n entonces esta celda no desplaza sedimento a ninguna
celda vecina.
3. Umbral de saturacio´n: toda celda cuya produccio´n de sedimento sobrepase el
nivel de saturacio´n tiene que desplazar sedimento expresado en kg/km2 yr−1 a la
celda con ma´s pendiente de inclinacio´n hacia abajo.
4. Factor de flujo: este dataset indica la fraccio´n de sedimento que desplaza una
celda hacia su vecina. Este factor se aplica u´nicamente cuando la produccio´n de
sedimento se encuentra en el intervalo entre la capacidad de retencio´n y el umbral
de saturacio´n
5. Mapa ra´ster con direccio´n de flujo en una sola direccio´n (del ingle´s Single Flow
Direction raster map) de la cuenca en cuestio´n, indica el camino que tiene que
seguir el sedimento hasta la salida de la cuenca.
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6. Nu´mero de celdas: este para´metro indica el nu´mero de celdas que deben contener
la solucio´n, el me´todo CAMF construira´ una lista de este taman˜o con las mejores
celdas candidatas a ser forestadas.
CAMF requiere de dos versiones de los datasets indicados: el primero corresponde
a los datos de la cuenca sin forestacio´n y el segundo corresponden a la cuenca con
forestacio´n. Estas dos versiones de los datos son utilizados por CAMF para calcular la
cantidad de sedimento que desplaza cada celda.
2.3.5. Funcionamiento del algoritmo CAMF
El algoritmo CAMF realiza los siguientes pasos:
1. Calcula la acumulacio´n de sedimento de cada celda, como la suma del sedimento
producido por la propia celda y el sedimento que llega de las celdas vecinas.
2. Para cada celda candidata se calcula la reduccio´n de sedimento en el caso de ser
forestada.
3. Construye una lista con las celdas candidatas y el beneficio que representa de ser
forestada (reduccio´n de sedimento) de la lista construida en el paso 2.
4. U´nicamente las celdas que se encuentran en el ranking ma´s alto son seleccionadas
como parte de la solucio´n, al contribuir con los mejores beneficios.
5. La acumulacio´n de sedimento debe ser actualizada para la celda forestada y para
todas las las celdas vecinas, ası´ como para las celdas que se encuentran en a la
salida de la cuenca.
6. Si el nu´mero de celdas que integran la lista de celdas candidatas es menor que el
nu´mero de celdas requeridas, se repite el paso 2 hasta alcanzar el valor requerido.
2.3.6. CAMF-B
El me´todo de solucio´n heurı´stica basado en auto´matas celulares para minimizar el
flujo sujeto a restriccio´n presupuestario (del ingle´s CA-Based Heuristic Method for
Minimizing Flow Under a Budget Constraint CAMF-B) es una variante de CAMF
(Vanegas et al., 2010) para restringir la seleccio´n de celdas que sera´n forestadas, en
funcio´n de un presupuesto fijo, es una variante de CAMF, que considera la restriccio´n
del presupuesto para seleccionar las celdas a ser forestadas, en lugar de emplear un
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nu´mero fijo de celdas; e integra estrategias del ((Knapsack Problem)). Combinando
estas dos estrategias, cada celda esta´ asociada a un costo de forestacio´n, que se mide,
en unidad de celda y un beneficio (reduccio´n de sedimento en la salida de la cuenca)
que esta´ dada por la aplicacio´n de CAMF. Para resolver el ((Knapsack)) resultante,
CAMF-B integra Sahni’s PTAS algorithm (Sahni, 1975).
2.3.7. Funcionamiento de algoritmo CAMF-B
Para ejecutar CAMF-B a parte de los datos de entrada necesarios para ejecutar
CAMF, se requiere un mapa ra´ster con los costos de forestacio´n asociadas al a´rea de
estudio. La diferencia fundamental de CAMF-B radica en la restriccio´n del presupuesto
asociado a las celdas que sera´n forestadas, en CAMF u´nicamente se requerı´a de un
nu´mero fijo de celdas a ser forestadas.
CAMF-B consta de los siguientes pasos:
1. Calcula la produccio´n de sedimento (EA) de cada nodo en la representacio´n de
a´rbol (Figura 2.1 b)
2. Calcula la diferencia o´ptima del flujo a la salida de la cuenca.
3. Selecciona los nodos a ser forestados aplicando Sahni’s PTAS algorithm para el
((Knapsack Problem)).
El problema de este me´todo radica en la complejidad computacional del algoritmo
Shani’s PTAS algoritmo que se integra a CAMF-B es de O(nk+1) (Martello, 1990)
lo cual demanda gran cantidad de memoria para problemas de forestacio´n donde el
nu´mero de celdas es muy grande debido a la resolucio´n que se utiliza.
2.4. Algoritmo Gene´tico
El Algoritmo Gene´tico Cano´nico fue introducido por Jhon Holland de la Universidad
de Michigan e integra dos componentes fundamentales, la naturaleza gene´tica y la
seleccio´n natural. El algoritmo gene´tico parte de una poblacio´n inicial, luego esta
poblacio´n pasa por un proceso de seleccio´n, donde los mejores genes tienen mayor
probabilidades de transferir su informacio´n gene´tica a las siguientes generaciones;
la combinacio´n de estos genes se conoce como cruzamiento y tiene el objetivo de
mezclar informacio´n gene´tica de los mejores individuos de la poblacio´n para generar
descendencia (offspring). La mutacio´n de algu´n gen se aplica con una probabilidad baja,
permitiendo diversificar la exploracio´n del espacio solucio´n; tambie´n se suele introducir
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a la nueva generacio´n los mejores genes de los padres, esto se conoce como elitismo y
preservar buena informacio´n gene´tica de las generaciones anteriores (DeJong, 1975).
2.4.1. A´reas de aplicacio´n del Algoritmo Gene´tico
El Algoritmo Gene´tico al ser una metaheurı´stica tiene diferentes a´reas de aplicacio´n,
entre las cuales destacan:
1. Disen˜o y aprendizaje de redes neuronales.
2. Disen˜o de itinerarios.
3. Teorı´a de juegos.
4. Robo´tica.
5. Disen˜o de estructuras.
6. Ana´lisis de sen˜ales.
2.4.2. Fundamento biolo´gico
Todo ser vivo esta´ compuesto de ce´lulas; cada ce´lula esta compuesta de cromosomas
que son cadenas de A´cido desoxirribonucleico (ADN) que representa el modelo de
todo el organismo. Un cromosoma esta constituido por bloques de genes; cada uno de
estos genes codifica un rasgo u´nico por ejemplo; color de ojos, altura, predisposicio´n a
ciertas enfermedades, etc. Un valor especifico de este gen como por ejemplo (ojos color
negro), se conoce como alleles. Cada gen ocupa un lugar especifico en el cromosoma
llamada locus. Una secuencia completa de material gene´tico se conoce como genome y
una particio´n de genes en el genome se conoce como genotype. El genotype depende
del phenotype, caracterı´sticas fı´sicas y mentales desarrolladas antes de nacer como,
inteligencia, color de ojos, etc.
2.4.3. Creacio´n de descendencia
Durante la creacio´n de descendencia (del ingle´s offspring) ocurre una recombinacio´n
del material gene´tico (del ingle´s cross over) proceso durante el cual se combina la
informacio´n gene´tica de los padres creando un cromosoma nuevo en cual puede sufrir
mutaciones. La mutacio´n (del ingle´s mutation) se da cuando la cadena de ADN sufrio´
alguna alteracio´n en la secuencia de los genes que conforman el cromosoma. El fitness
de un organismo se refiere a una medida de supervivencia del organismo en vida.
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2.4.4. Operadores fundamentales del Algoritmo Gene´tico
El Algoritmo Gene´tico integra tres operadores ba´sicos:
Reproduccio´n.
Cruzamiento (del ingle´s Crossover).
Mutacio´n.
Reproduccio´n
Es el primer operador que se aplica a la poblacio´n inicial con el fin de seleccionar a
los candidatos ma´s aptos, este operador es llamado a veces operador de seleccio´n, se
fundamenta en la teorı´a de la evolucio´n de las especies de Charles Darwin, los mejores
individuos son seleccionados para generar descendencia (offspring), en la literatura
cientı´fica existe muchos operadores de seleccio´n no obstante entre los ma´s usados
destacan:
1. Seleccio´n por ruleta.
2. Seleccio´n por torneo.
Seleccio´n por ruleta
Este operador de seleccio´n se basa en la probabilidad de supervivencia de cada individuo,
los ma´s aptos tienen mayor probabilidad de contribuir con ma´s copias de su material
gene´tico, el algoritmo se describe en la Tabla 2.2, donde n=taman˜o de la poblacio´n, una
vez calculado estos valores, tenemos que generar un nu´mero aleatorio k que se encuentre
en el intervalo cerrado [0,1] si k < q1 entonces seleccionar el primer cromosoma, caso
contrario seleccionar el i-e´simo cromosoma vi(2≤ i≤ m) sujeto a qi−1 < k ≤ qi.
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Seleccio´n por ruleta
//Calcular el valor del fitness
evaluar(vi) ∀vi(i = 1, ...m)
//Sumar el fitness de toda la poblacio´n
F =
n
∑
i=1
evaluar(vi) ∀vi(i = 1, ...m)
//Calcular la probabilidad de seleccio´n pi de cada cromosoma
pi = evaluar(vi)/F ∀vi(i = 1, ...m)
//Calcular la probabilidad acumulada qi para cada cromosoma
qi =
i
∑
i=1
p j ∀vi(i = 1, ...m)
Tabla 2.2: Algoritmo seleccio´n por ruleta (Rashid, 2010).
Seleccio´n por torneo
El operador de seleccio´n u´nicamente elige a los mejores individuos para generar des-
cendencia (offspring), el objetivo fundamental del operador de seleccio´n es favorecer la
conservacio´n de los mejores genes y que este material gene´tico mejore en las futuras
generaciones. En todo proceso de bu´squeda que implica la aplicacio´n de procesos
evolutivos se debe satisfacer dos objetivos fundamentales: diversidad de la poblacio´n
y seleccio´n de los mejores individuos (Luke, 2013). Esto implica que de los nuevos
individuos, se espera que aporten a mejores a´reas de exploracio´n, y la seleccio´n, el
grado de que tan buenos son estos individuos.
Entonces mientras ma´s estricto es la seleccio´n, la convergencia es mucho ma´s ra´pida
no obstante se esto puede llevar a convergencia prematura en un o´ptimo local, debido
a la pe´rdida de la diversidad del espacio de exploracio´n. Si la seleccio´n es demasiado
blanda, la convergencia a una buena solucio´n es muy lento debido a la diversidad del
espacio de bu´squeda (Luke, 2013).
Por lo tanto un buen operador de seleccio´n debe permitir un balance entre estos dos
objetivos concurrentes diversidad y seleccio´n. Dentro de este contexto el operador de
seleccio´n por ruleta presenta dos problemas:
Estancamiento de la bu´squeda, al integrar una seleccio´n demasiada fuerte e
inclusive como esta´ basado en probabilidades algunos individuos resultara´n
duplicados.
Convergencia prematura debido a la reduccio´n del espacio de bu´squeda.
La seleccio´n por torneo, por otro lado selecciona a los individuos de manera aleatoria,
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se selecciona de la poblacio´n los individuos que van a competir, entonces se calcula el
valor de fitness luego el que tenga el valor ma´s alto es el ganador y es seleccionado para
formar parte del grupo que generara´ despue´s offspring.
Esta forma de seleccionar brinda mayor diversidad en la poblacio´n, y permite tener
buenos individuos como padres de la nueva generacio´n (Luke, 2013).
Crossover
Una vez concluido el proceso de seleccio´n en la fase de reproduccio´n se realiza una
clonacio´n de los individuos seleccionados en lugar de generar nuevos.
El operador crossover es aplicado a la poblacio´n con el objetivo de crear un nuevo
individuo. El objetivo fundamental de este operador es explorar de forma parame´trica
el espacio de bu´squeda. Al combinar los genes de dos individuos buenos se espera crear
un individuo con mejores caracterı´sticas que los padres.
El procedimiento para elegir los individuos cuyo material gene´tico sera´n combinados
requiere de los siguientes pasos.
Establecemos una probabilidad de cruzamiento pc de valor constante h, pc← h.
Para cada cromosoma ganador asignamos un nu´mero aleatorio k, k← [0,1] si
k < pc entonces se selecciona el cromosoma para el cruzamiento.
Una vez realizado la seleccio´n de las parejas se debe establecer un punto de corte (del
ingle´s pos) para cada pareja, pos es un nu´mero entero aleatorio en funcio´n de la longitud
del cromosoma (nu´mero de bits usados para representar [1, ...n]) donde n = longitud
del cromosoma.
Entonces una vez establecido pos se tiene los dos cromosomas:
(a1,a2, ...apos,apos+1...an)
(b1,b2, ...bpos,bpos+1...bn)
Despue´s del cruzamiento los cromosomas resultantes son:
(a1,a2, ...bpos,bpos+1...bn)
(b1,b2, ...apos,apos+1...an)
Con esta misma filosofı´a la literatura cientı´fica presenta varios tipos de cruzamiento
que se resumen en la figura 2.3:
Luis Eduardo Lazo Vera 29
UNIVERSIDAD DE CUENCA
Figura 2.3: Principales operadores de cruzamiento del Algoritmo Gene´tico
Mutacio´n
Este operador esta´ en funcio´n de una probabilidad constante que recibe como
para´metro el Algoritmo Gene´tico. Y se aplica despue´s de la reproduccio´n, su objetivo es
diversificar el espacio de bu´squeda, ningu´n otro operador del Algoritmo Gene´tico puede
hacer cambios directos a los genes del cromosoma excepto el de mutacio´n. Entonces el
operador de mutacio´n tiene el principal objetivo en cierta medida atenuar este feno´meno,
evitando la convergencia en mı´nimos locales y diversificar el espacio de bu´squeda. En
el Algoritmo Gene´tico se debe configurar a priori la probabilidad de mutacio´n pm que
especifica el porcentaje de genes que van a ser mutados dentro del cromosoma, se
recomienda probabilidades inferiores al 1%. Despue´s de aplicar el operador crossover
cada gen del cromosoma tiene las mismas probabilidad de ser mutado. Para cada gen en
el cromosoma se genera un nu´mero aleatorio k en el intervalo cerrado [0,1] si k < pm el
gen se muta, en la Figura 2.4 se expone la forma de aplicar este operador.
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Figura 2.4: Mutacio´n
2.4.5. Para´metros para terminar la ejecucio´n del algoritmo
El Algoritmo Gene´tico al ser una metaheurı´stica y considerando que estamos frente
a problemas de optimizacio´n, es importante determinar el tiempo que se va ha invertir
en la ejecucio´n del algoritmo; normalmente una heurı´stica es como un explorador que
camina dentro del espacio de bu´squeda, se encontrara´ con buenas soluciones, malas, o
hasta con el o´ptimo global, no obstante resulta imposible asegurar la obtencio´n del valor
o´ptimo. Dentro de esta estructura formal, la literatura cientı´fica (Michalewicz y Hartley,
1996) (Luke, 2013) concerniente al Algoritmo Gene´tico recomiendo tres para´metros
que pueden ser configurados para detener la bu´squeda:
Nu´mero de generaciones.
Convergencia de la poblacio´n.
Convergencia de los genes.
Particularmente algunos autores recomiendan optar por el nu´mero de generaciones
(Rashid, 2010).
2.5. Topologı´a
La topologı´a como ciencia abstracta permite clasificar estructuras matema´ticas com-
plejas como familias. Dos objetos matema´ticos que permiten representacio´n topolo´gica
de la una sobre la otra mediante transformaciones continuas, se las llama homeomor-
fas (Threlfall., 1951). El homeomorfismo desempen˜a la parte ma´s importante en el a´rea
de la topologı´a, cuando dos objetos son transformables unos en otros mediante torsio´n
y distensio´n se dice que son homeomorfas (se establece el homeomorfismo) (Tokieda,
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Figura 2.5: Las curvas a) y b) son isoto´picas, las cuatro son homotopas y a),b),c) son
homeomorfas
2001). Esta propiedad de transformar mediante torsio´n y distensio´n se conoce como
Deformacio´n Topolo´gica.
2.5.1. Espacio topolo´gico
Desde un punto de vista axioma´tico, una topologı´a T de un conjunto X es una
familia de subconjuntos de X que satisface:
a) X, /0 ∈ T.
b) Si Gα ∈ T, ∀α ∈ Λ entonces, (⋃Gα :α ∈ Λ) ∈ T
c) Si G1,G2, ...,Gn ∈ T , entonces (⋂Gi :i = 1, ...,n) ∈ T
Si T es una topologı´a para X , entonces los miembros de T son conjuntos abiertos de la
topologı´a, y la tupla (X ,T ) recibe el nombre de espacio topolo´gico (Mansfield, 1964).
2.5.2. Tipos de deformacio´n
En Topologı´a los me´todos para demostrar la no-homeomorfia de objetos matema´ti-
cos, se pueden clasificar en tres tipos de deformaciones: isto´picas, homoto´picas y
homeomorfismo.
Homeomorfismo
Una biyeccio´n bicontinua f de un espacio topolo´gico E sobre otro espacio topolo´gi-
co Y , se llama homeomorfismo; ası´ como su aplicacio´n inversa f−1 que es continua y
tambie´n es un homeomorfismo. Si entre dos espacios topolo´gicos se puede establecer el
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homeomorfismo entonces los dos espacios son equivalentes (Sato¯, 1999). En la Figura
2.5 las curvas a),b),c) son homeomorfas.
Isotopı´a
Sean f ,g : X →Y mapeos de espacio topolo´gico X , sobre el espacio topolo´gico Y , y
si f y g preservan o invierten la orientacio´n, entonces f ,g son isoto´picas. Al contrario de
la isotopı´a el homeomorfismo depende de las propiedades del objeto en si, propiedades
intrı´nsecas de los objetos; en la Figura 2.5, las curvas b) y c) son homeomorfas ma´s
no isoto´picas pues el sentido establecido en las dos b) y c) no se corresponden. En las
deformaciones isoto´picas de dos objetos; X , Y , todas las posiciones intermedias que
adopte el objeto X para su transformacio´n en Y deben estar orientadas en un mismo
sentido; ası´, las curvas a) y b) de la Figura 2.5 son isoto´picas, mas a) y d) pese a tener
el mismo sentido no son isoto´picas al tener d) un punto doble (Sato¯, 1999).
Homotopı´a
Sean f ,g : X → Y mapeos de espacio topolo´gico X , sobre el espacio topolo´gico Y ,
f es homoto´pica a g, si existe un mapeo continuo, F : X .[0,1]→ Y , tal que
F(x,0) = f (x), F(x,1) = g(x), ∀x ∈ X .
La deformacio´n homoto´pica ya no exige que las posiciones intermedias de los objetos
que se van a deformar no tengan puntos dobles; a lo largo de la deformacio´n del objeto
X en el objeto Y , X puede cortarse arbitrariamente. Entonces estas estructuras en donde
podemos aplicar una deformacio´n homoto´pica se las llama homotopas o libremente
homotopas. Dentro de esta estructura formal los objetos o curvas isotopas son un
subconjunto de las homotopas. La cuatro figuras que se exponen en la Figura 2.5 son
homotopas. Isotopı´a y Homologı´a son conceptos extrı´nsecos (Sato¯, 1999).
2.5.3. Resolucio´n de problemas por deformacio´n
El objetivo de la presente seccio´n, es introducir una de las herramientas ma´s simples
y poderosas de la Topologı´a; la deformacio´n topolo´gica.
Ejemplo 1
¿Es posible conectar con curvas continuas los segmentos AA′,DD′ y CC′ Figura 2.6
a) sin que estas se corten en ningu´n punto?
A primera vista el problema mostrado en la Figura 2.6 a) resulta imposible de resol-
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Figura 2.6: a) Problema original, b) Intento de solucio´n
Figura 2.7: Solucio´n del problema por deformacio´n
ver, especialmente si se intenta unir los segmentos AA′ como se muestra en la Figura
2.6 b). Ejemplo tomado de (Polya, 2014). Este ejemplo podrı´a parecer insustancial,
no obstante es la forma ma´s fa´cil de entender un concepto tan abstracto dentro de la
Topologı´a; la deformacio´n topolo´gica. Para solucionar este problema es posible aplicar
la deformacio´n. Si deformamos el problema original mostrado en la Figura 2.6 a) en un
problema fa´cil de resolver permutando los puntos C′ y D′ como se muestra en la Figura
2.7 c). El nuevo problema deformado Figura 2.7 c) es muy fa´cil de resolver, como se
muestra en d), despue´s se aplica la deformacio´n inversa, que transforma la solucio´n d)
en la solucio´n del problema original, como se muestra en e), que resulta ser la solucio´n
al problema por deformacio´n.
Las soluciones de algunos problemas matema´ticos no lineales complejos, en el a´rea
de las ecuaciones diferenciales, son inmunes a la deformacio´n (Vladimir I. Arnol’d,
1992) (H. Keith Moffatt (auth.), 2001). El uso de la Topologı´a permite simplificar la
complejidad del problema. En matema´tica los problemas que presentan gran compleji-
dad son los casos especiales o problemas degenerados en donde no es posible aplicar
un me´todo ortodoxo, desde el punto de vista de la Topologı´a, es posible deformar estos
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problemas en problemas gene´rico fa´cil de resolver, siguiendo la misma filosofı´a de la
deformacio´n, podemos encontrar una forma de regresar del problema deformado al
original (Tokieda, 2001).
Ejemplo 2
Sean A,B matrices cuadradas de dimensio´n nxn, bajo la regla del producto de ma-
trices en general se sabe que AB 6= BA; no obstante se sabe que AB y BA tienen los
mismos valores propios. Demostrar que AB y BA tienen los mismos valores propios.
Se debe probar que a partir de AB se puede llegar a BA, entonces si multiplicamos por
izquierda por A−1 y por la derecha de (AB) por A se tiene que; A−1(AB)A entonces
A−1(AB)A = BA; por lo tanto (AB) como matriz esta relacionada con (BA) por la mul-
tiplicacio´n de una matriz y su inversa. Entonces (AB) y (BA) son matrices similares
o desde un punto de vista geome´trico (AB) y (BA) son dos matrices para la misma
transformacio´n lineal (matrices que representan el mismo objeto geome´trico). Por lo
tanto (AB) y (BA) tienen los mismos valores propios.
Pero esto so´lo es verdad si A−1 existe; la solucio´n que damos es una solucio´n particular
(deformada), es valido u´nicamente si det(A) 6= 0. En este contexto es necesario conside-
rar, que´ sucede si la matriz A es una matriz degenerada. La situacio´n cuando det(A) = 0
es un caso degenerado y cuando det(A) 6= 0 es una situacio´n gene´rica fa´cil de resolver
y sucede en la mayorı´a de los casos.
Ahora bien, si la matriz (A) es invertible y si se le aplica una perturbacio´n muy pequen˜a,
cambiando las entradas de la matriz, esta seguira´ siendo invertible, no obstante si a
una matriz no invertible se le practica la misma perturbacio´n, muy probablemente el
determinante dejara de ser cero.
Es fa´cil demostrar esta afirmacio´n si deformamos la matriz A cuyo determinante es cero
de la siguiente forma:
|A|=
∣∣∣∣∣ 1 00 0
∣∣∣∣∣= lı´mn→∞
∣∣∣∣∣ 1 00 1n
∣∣∣∣∣ (2.7)
En conclusio´n, cuando n→ ∞ se cumple que (AB) y (BA) tienen los mismos valores
propios, ya que, u´nicamente depende de la continuidad de matrices cuyos determinantes
son diferentes de cero. Ejemplo tomado de (Tokieda, 2001).
Ejemplo 3
Demostrar que para toda matriz cuadrada A, det(eA)=etr(A)
Se sabe que si A es diagonalizable entonces A = SΛS−1 si tomamos la exponencial a
Luis Eduardo Lazo Vera 35
UNIVERSIDAD DE CUENCA
los dos miembros de esta igualdad tenemos eA = SeΛS−1 entonces los valores λ1, ...λn
valores propios del polinomio caracterı´stico son las entradas de la matriz Λ despue´s de
la diagonalizacio´n de A, adema´s note que det(eA) = Sedet(Λ)S−1; lo cual demuestra la
igualdad para el caso gene´rico cuando A es diagonalizable. So´lo las matrices gene´ri-
cas son diagonalizables. Si a una matriz diagonalizable se la deforma introduciendo
pequen˜as perturbaciones en las entradas; esta continua siendo diagonalizable; lo que
no sucede con las matrices singulares, muy pequen˜as perturbaciones en las entradas de
estas matrices, permiten que estas matrices sean diagonalizables. Ademas una matriz
singular es el lı´mite al que tienden las matrices gene´ricas, lo cual permite introducir
perturbaciones del orden infinitesimal. Es muy fa´cil demostrar esta afirmacio´n si ex-
presamos la matriz singular como el lı´mite de una matriz gene´rica como en el ejemplo
2. Problemas gene´ricos resultan fa´ciles de demostrar y los problemas degenerados se
puede demostrar por continuidad. Esta misma filosofı´a se puede aplicar para demostrar
que no es posible resolver ciertos problemas (Tokieda, 2001).
2.6. Variantes del Algoritmo Gene´tico, deformacio´n to-
polo´gica y reparacio´n
2.6.1. Espacio de bu´squeda
En problemas de optimizacio´n estamos interesados en buscar soluciones que son
mejores que otras, el conjunto de todos estas posibles soluciones se conoce con el nom-
bre de espacio de bu´squeda, que esta´ compuesto por soluciones factibles y no factibles.
En problemas de optimizacio´n combinatoria se requiere maximizar o minimizar cierta
funcio´n objetivo, en la mayorı´a de los casos el taman˜o del espacio de bu´squeda es muy
grande, por lo que no se puede saber a priori do´nde empezar la bu´squeda y ma´s au´n
no es posible saber si el valor obtenido es el valor o´ptimo ve´ase Figura 2.8, la u´nica
forma de asegurar que la solucio´n encontrada representa el valor o´ptimo; serı´a explorar
todo el espacio de bu´squeda, de alguna forma, lo cual en la mayorı´a de los casos resulta
inaplicable debido al requerimiento computacional.
Las aplicaciones del algoritmo gene´tico desde su creacio´n hasta la actualidad, tienen
una gran envergadura, el algoritmo gene´tico ha demostrando una eficiencia y una eficaz
exploracio´n del espacio de bu´squeda, esto es discutido a profundad en los trabajos
de (Michalewicz y Hartley, 1996), (Luke, 2013), (Rajasekaran y Pai, 2003) y (Goldberg,
2002)
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Figura 2.8: Ejemplo de un espacio de bu´squeda
2.6.2. Reparacio´n
Una variante del algoritmo gene´tico cano´nico es la de introducir una funcio´n de
reparacio´n. Cuando se aplica el operador de cruzamiento (Crossover) es inevitable
la creacio´n de cromosomas que representan soluciones no factibles. Para lo cual se
establece un proceso de reparacio´n, en el caso del KP las soluciones no factibles se dan
cuando e´stas violan la capacidad del ((Knapsack)), en este caso particular se suele excluir
elementos del ((Knapsack)) hasta que se encuentre dentro del a´rea de factibilidad (Rashid,
2010).
2.6.3. Funcio´n de penalizacio´n
La funcio´n de penalizacio´n es una alternativa a la reparacio´n, esta penaliza el
fitness de los individuos para evitar que estos se reproduzcan, cada vez que se evalua´
la calidad del cromosoma; se verifica que este cromosoma no viole las restricciones
del problema que tratamos de solucionar. Si el cromosoma evaluado representa una
solucio´n no factible, su valor de fitness es penalizado. En el caso particular del KP
donde la solucio´n se representa como una secuencia de bits de longitud n, donde si
un objeto es seleccionado para ser colocado en la mochila el gen en dicha posicio´n es
marcado como x[i] = 1 entonces el valor del fitness para cada cromosoma es asignado
como :
eval(x) = ∑ni=1 x[i].p[i]− pen(x)
donde la funcio´n pen(x) es cero para las soluciones factibles, aquellas donde se verifica
que Σni=1x[i].w[i] ≤C, caso contrario, la funcio´n de penalizacio´n toma un valor, depen-
diendo del tipo de penalizacio´n que se aplica.
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La penalizacio´n puede ser de tipo: logarı´tmica, lineal y exponencial como se expone a
continuacio´n
pen(x) = ρ(∑ni=1 x[i]w[i]−C), penalizacio´n lineal.
pen(x) = (ρ(∑ni=1 x[i]w[i]−C))2, penalizacio´n cuadra´tica.
donde ρ= maxi=1,...n(p[i]/w[i])
2.6.4. Deformacio´n
El Algoritmo Gene´tico al ser una metaheurı´stica basado en poblacio´n, se recomienda
que esta tenga diversidad de individuos; que amplı´en el espacio de bu´squeda, y evitar la
convergencia prematura (Luke, 2013), adema´s es posible emplear alguna heurı´stica para
generar esta poblacio´n inicial, el u´nico objetivo de usar una heurı´stica en la generacio´n
de la poblacio´n inicial es integrar buenos genes a la poblacio´n (Affenzeller et al., 2009).
Una alternativa para agregar buenos genes a la poblacio´n del Algoritmo Gene´tico, es
aplicar un algoritmo conocido que de una buena solucio´n local, como: bu´squeda tabu´,
bu´squeda local, ((Simulated annealing)), etc.. La desventaja de emplear un algoritmo,
previa la ejecucio´n del Algoritmo Gene´tico, radica en el rendimiento, adema´s de correr
el riesgo de restringir la poblacio´n a un a´rea u´nica lo que podrı´a llevar a una convergencia
prematura. La Deformacio´n topolo´gica podrı´a brindar buenos genes a la poblacio´n
inicial, si partimos de soluciones que se encuentren en el a´rea de no factibilidad y las
sometemos a perturbaciones, esto podrı´a converger en un buen individuo con un alto
valor de fitness. Adema´s, el lı´mite al que converge la deformacio´n de una solucio´n
no factible, es una solucio´n factible (Luke, 2013). Esta deformacio´n es diferente al
operador de mutacio´n del algoritmo gene´tico y no deberı´a dar lugar a confusiones. El
operador de mutacio´n, se aplica a todos los genes del cromosoma, con una probabilidad
muy baja, con el objetivo de recuperar material gene´tico que se pudo perder al aplicar
el operador crossover en la reproduccio´n (Rashid, 2010). El algoritmo 1 expone la
deformacio´n.
Al ingresar estas perturbaciones, a las soluciones no factibles que se encuentran en
las a´reas con un fitness muy alto, eventualmente el cromosoma resultante podrı´a salir
del a´rea de no factibilidad con un valor de fitness muy alto, el nu´mero de individuos
generados con este tipo de heurı´stica deberı´a ser muy bajo para garantizar la diversidad
de la poblacio´n, por lo que los individuos de la poblacio´n generada de forma aleatoria
deberı´a ser mucho mayor a los individuos que fueron generados usando la deformacio´n.
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Algoritmo 1 Operador de Deformacio´n
//Genera una solucio´n no factible con un altı´simo fitness
X ← solucio´n-no-factible
// Generar un nu´mero aleatorio (nu´mero de deformaciones)
r1 ∈ [1, ...n/2]
mientras r1 > 0 hacer
// Generar un nu´mero aleatorio (ı´ndice de deformacio´n)
r2 ∈ [1, ...n]
Xr2 ← null
r1−−
fin mientras
retorna X
Fin
2.7. Algoritmo Ramificacio´n y Poda
El algoritmo Ramificacio´n y poda (del ingle´s ((Branch and Bound)) (B&B)) aplicado
al KP fue introducido por vez primera en (Kolesar, 1967), este algoritmo explora todo
el espacio de bu´squeda de una manera inteligente. El algoritmo garantiza que en ciertas
ramas ya no es posible encontrar soluciones o´ptimas y procede a podar (Kellerer et al.,
2004), limitando el nu´mero de nodos abiertos en memoria a O(n). El algoritmo requiere
que previamente se ordenen los objetos en funcio´n de Bene f icioVolumen , este ordenamiento
previo tiene complejidad O(n logn). Suponiendo que se requiere maximizar la funcio´n
objetivo Maxx∈X f (x) donde X representa el espacio de bu´squeda que es finito; y sea X
′ ⊆ X
un subconjunto de soluciones del espacio X , las cuales se dividen en subconjuntos ma´s
pequen˜os X1,X2, ...Xm que podrı´an estar sobrepuestas, pero la unio´n de todas deben
generar el universo de soluciones X (Winston y Goldberg, 2005), como
m⋃
i=1
Xi = X
′
, este
proceso se repite hasta que cada subconjunto represente una solucio´n factible, el mejor
valor de estos subconjuntos es el valor del o´ptimo global.
El proceso de poda del (B&B) se basa en dos limites; superior e inferior zi ≤ z∗, el
lı´mite superior (del ingle´s Upper Bound) UX ′ de una solucio´n particular tal que X
′ ⊆ X
es un nu´mero real tal que:
UX ′ ≥ f (x) ∀x ∈ X
′ (2.8)
este lı´mite superior es usado como referencia para hacer la poda. Supongamos que
UX ′ ≤ zi para algu´n subconjunto de X
′
, entonces de la Inecuacio´n 2.8 se tiene que:
f (x)≤UX ′ ≤ zi ∀x ∈ X
′ (2.9)
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la desigualdad mostrada en la ecuacion 2.9 significa que no es posible encontrar una
mejor solucio´n en el subconjunto X
′
por lo tanto, no es necesario ramificar (Kolesar,
1967).
El algoritmo 2 presenta B&B de forma recursiva aplicado al KP.
Algoritmo 2 BranchBound(i) (Kolesar, 1967)
Inicio
i es el ı´ndice del nuevo objeto a ser agregada a la
solucio´n actual tal que
X j = X
′
j para j = 1, ..., i−1
El espacio de la solucio´n actual es
X
′
= {x j ∈ {0,1}|
i−1
∑
j=1
w jx
′
j +
n
∑
j=i
w jx j ≤ c}
si
i−1
∑
j=i
w jx
′
j > c retorna Cuando X
′
esta vacı´a.
si
i−1
∑
j=i
p jx
′
j > z hacer
z =
i−1
∑
j=1
x j,x∗j = x
′
Mejorar la solucio´n
si (i > n) retorna X
′
contiene el o´ptimo global
Obtener UX ′ = maxx∈Y f (x) lı´mite superior
donde Y = {x j ∈ [0,1]|
i−1
∑
j=1
w jx
′
j +
n
∑
j=i
w jx j ≤ c}
si uX ′ > z hacer
x
′
i = 1,Branch−and−Bound(i+1)
x
′
i = 0,Branch−and−Bound(i+1)
Fin
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Capı´tulo 3
Materiales y me´todos
3.1. Regio´n de estudio
Para el presente estudio se utilizo´ una parte de la cuenca del Rı´o Tabacay, que a su
vez es una subcuenca del Rı´o Paute mostrada en la Figura 3.1. El a´rea de la cuenca del
Rı´o Tabacay es de aproximadamente 66.3 km2, y su altitud fluctu´a entre 2481 y 3732
msnm. El Rı´o Tabacay contribuye al abastecimiento de agua potable a la ciudad de
Azogues adema´s de servir como fuente para riego en la agricultura (Estrella et al., 2014).
Figura 3.1: Cuenca del Rı´o Paute (Estrella et al., 2014)
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3.2. Implementacio´n de CAMF
Para el presente estudio se implemento´ el algoritmo CAMF basado en el co´digo
fuente desarrollado por (Estrella et al., 2014) para lo cual se pidio´ autorizacio´n al
autor. El algoritmo CAMF esta´ basado estrictamente segu´n las especificaciones de
(Vanegas Peralta et al., 2010) en el lenguaje de programacio´n Java. En este proyecto se
requiere aplicar el algoritmo CAMF para asignar los beneficios de forestacio´n (reduccio´n
de sedimento) a las a´reas representadas en el mapa ra´ster (matriz de datos).
Datos de entrada para los me´todos utilizados
Se utiliza una parte de la cuenca, correspondiente a un a´rea total de 35km2 que
corresponde al 53% del a´rea total de la cuenca dividida en 39.688 celdas con una
resolucio´n de 30x30 m en formato ArciInfo ASCII grid como se indica en la Figra 3.2.
Para generar la lista de celdas candidatas a ser forestadas, con su respectivo bene´fico
se aplico el algoritmo CAMF. La salida de este algoritmo es la lista con las celdas
candidatas a ser forestadas con su respectivo beneficio de forestacio´n.
Figura 3.2: Cuenca del Rı´o Tabacay (Estrella et al., 2014)
El algoritmo CAMF para su ejecucio´n requiere de los siguientes datos:
1. Un mapa ra´ster con la produccio´n de sedimento: cada celda produce sedimento
expresada en kg/km2 yr−1
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2. Capacidad de retencio´n: cada celda tiene asociada una capacidad de retencio´n
expresada en kg/km2 yr−1, si la produccio´n de sedimento de la celda es menor que
la capacidad de retencio´n entonces esta celda no desplaza sedimento a ninguna
celda vecina.
3. Umbral de saturacio´n: toda celda cuya produccio´n de sedimento sobrepase el
nivel de saturacio´n tiene que desplazar sedimento expresado en kg/km2 yr−1 a la
celda con ma´s pendiente de inclinacio´n hacia abajo.
4. Factor de flujo: este dataset indica la fraccio´n de sedimento que se va a desplazar
de la celda hacia la celda vecina. Este factor se aplica u´nicamente cuando la
produccio´n de sedimento se encuentra en el intervalo entre la capacidad de
retencio´n y el umbral de saturacio´n
5. Mapa ra´ster con direccio´n de flujo en una sola direccio´n (del ingle´s Single Flow
Direction raster map) de la cuenca en cuestio´n, indica el camino que tiene que
seguir el sedimento hasta la salida de la cuenca.
6. Nu´mero de celdas: este para´metro indica el nu´mero de celdas que debe contener
la solucio´n, el me´todo CAMF construira´ una lista de este taman˜o con las mejores
celdas candidatas a ser forestadas.
CAMF-B
El me´todo de solucio´n heurı´stica basado en auto´matas celulares para minimizar
el flujo sujeto a restriccio´n presupuestario (del ingle´s CA-Based Heuristic Method
for Minimizing Flow Under a Budget Constraint CAMF-B) introducido por (Vanegas
et al., 2010) para restringir la seleccio´n de celdas que sera´n forestadas en funcio´n
de un presupuesto fijo es una variante de CAMF, que considera la restriccio´n del
presupuesto para seleccionar las celdas a ser forestadas, en donde no emplea un nu´mero
fijo de celdas; e integra estrategias del ((Knapsack Problem)). Combinando estas dos
estrategias, cada celda esta´ asociada a un costo de forestacio´n, que se mide, en unidad de
celda y un beneficio (reduccio´n de sedimento en la salida de la cuenca) que esta´ dada por
la aplicacio´n de CAMF. Para resolver el ((Knapsack)) resultante de aplicar CAMF-B se
opto´ por emplear Sahni’s PTAS algorithm (Sahni, 1975), por tres motivos 1) facilidad
de implementacio´n y combinacio´n con CAMF; 2) se puede parametrizar la calidad de la
solucio´n y 3) el objetivo fundamental en este caso de estudio, fue resolver el problema
de forestacio´n en un tiempo corto y con soluciones de calidad. CAMF-B se probo´ en
problemas de forestacio´n pequen˜os y Sahni’s PTAS algorithm (Sahni, 1975) integrado
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tiene complejidad O(nk+1) (Vanegas et al., 2010), lo cual demanda gran cantidad de
recursos para problemas de forestacio´n donde se tenga gran cantidad de celdas debido
a la resolucio´n que se este´ aplicando. Por esta razo´n en este estudio no se utilizo´ el
algoritmo CAMF-B.
Caracterı´sticas de los equipos donde se probaron los algoritmos
Caracterı´sticas del equipo
Procesador: Intel(R) Core(TM) i7-4510U CPU @ 2.00GHz
Nu´mero de nu´cleos: 2 (max 8)
Memoria RAM: 8 GB
Sistema operativo: Windows 8, 64 bits
Tabla 3.1: Caracterı´sticas de la CPU, memoria y sistema operativo
3.3. Asignacio´n de beneficio a las a´reas por forestar me-
diante CAMF
El algoritmo CAMF en nuestro caso de estudio especı´fico, u´nicamente construye la
lista con los bene´ficos de forestacio´n (reduccio´n de sedimento) de cada una de las celdas
candidatas. En este punto el algoritmo se detiene, luego con estos datos se procede a
integrar estrategias del KP asignando a cada celda candidata el costo de forestacio´n
respectivo como distancias a vı´as y se aplican los algoritmos Branch and Bound y el
Algoritmo Gene´tico con sus variantes.
El algoritmo CAMF se ejecuto´ con 39.688 celdas, produciendo un ranking de 21.669
celdas candidatas a ser forestadas, que representan las mejores a´reas; de esta lista se
detecto´ a´reas que no contribuyen, es decir celdas con beneficios de cero, e´stas a´reas
son aquellas que esta´n fuera de la cuenca o a su vez si esta´n dentro de la cuenca, no
es posible forestar por ser cercanas a los rı´os, o representar alguna vı´a de acceso etc.
Por lo que se debe filtrar estas celdas de la lista, ya que mientras ma´s celdas tienen
el problema de forestacio´n, el ((Knapsack)) resultante resulta ma´s complejo. Una vez
filtrado las celdas que no contribuyen en nada a la reduccio´n de sedimento se reduce a
15.014 celdas candidatas.
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3.4. Determinacio´n de costo de forestacio´n basado en
distancias a vı´as
Para lograr construir la matriz con los costos de forestacio´n se utilizo´ un mapa de
vı´as de la regio´n de estudio en formato ArciInfo ASCII grid con una resolucio´n de
30x30 m. El costo de forestacio´n de una celda equivale a la distancia entre dicha celda
y la vı´a ma´s pro´xima: para la celda (j) se busca en su vecindad la celda ma´s cercana que
represente una vı´a y se le asigna esta distancia como costo de forestacio´n. Es posible
que exista otras formas de asignar el costo de forestacio´n a las a´reas en el mapa ra´ster,
no obstante abordar una metodologı´a para asignar costos de forestacio´n a las celda e´sta
fuera del alcance de estudio. Para asignar los costos de forestacio´n se implemento´ un
algoritmo en el lenguaje de programacio´n java.
3.5. El problema de seleccio´n de a´reas o´ptimas para fo-
restacio´n modelado como un ((Knapsack Problem))
Esta Seccio´n esta´ basada en el Capı´tulo 6 Locating Sites in Raster Maps for Minimal
Off-site Impact Under a Budget Restriction CAMF-B introducido por (Vanegas et al.,
2010).
El algoritmo CAMF construye una lista con el ranking de las celdas candidatas a ser
forestadas y asignado los costos de forestacio´n en funcio´n de las distancias a vı´as. Al
tener dos objetivos concurrentes; maximizar el beneficio (disminucio´n de la produccio´n
de sedimento) sin exceder el presupuesto establecido, permite modelar el problema de
forestacio´n como un ((Knapsack Problem)); los objetos estarı´an representados por celdas
ra´ster, el beneficio corresponderı´a a la minimizacio´n de la produccio´n de sedimento,
mientras que la capacidad del ((Knapsack)) estarı´a representada por el presupuesto
disponible en unidades de celda. Sea C el presupuesto de forestacio´n dado en unidades
de celda, cada celda j esta´ asociado a un beneficio p j, y un costo w j. Se requiere
maximizar la suma de los beneficios de las celdas elegidas para ser forestadas, de
tal forma que la suma de los costos asociados a las celdas no exceda la capacidad el
presupuesto establecido. Formalmente definido por (3.1):
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Maximizar
n
∑
j=1
p jx j
Su jeto a:
n
∑
j=1
w jx j ≤C x j ∈{0,1}∀ j , j ∈N
(3.1)
En base a esta filosofı´a se han construido siete problemas de forestacio´n, donde se
probara´n los algoritmos, con diferentes nu´meros de celdas y presupuestos diferentes
que se exponen en la Tabla 3.2, tambie´n se probara´ con presupuestos iguales como se
expone en la Tabla 3.3.
Para asignar el presupuesto a los problemas de forestacio´n, se tomo´ en consideracio´n el
presupuesto requerido para forestar todas las celdas de cada problema, y considerando
que el KP requiere que este valor sea menor, se opto´ por asignar la mitad de este valor.
Existen metodologı´as especializadas, en asignar este presupuesto, en el a´rea de ana´lisis
de costos, no obstante este proceso esta fuera del alcance de este proyecto.
Problemas de forestacio´n
Nu´mero de celdas Presupuesto
en UC(unidades celda)
1.000 2,039
2.000 4,268
3.000 6,089
4.000 7,802
7.000 12,233
10.000 18,290
15.014 24,842
Tabla 3.2: En cada caso el espacio de bu´squeda es de 2n donde n es el nu´mero de celdas.
3.6. Implementacio´n del Algoritmo Gene´tico
Para implementar el Algoritmo Gene´tico se utilizo´ el lenguaje de programacio´n java
y librerı´as especializadas del framework JGAP versio´n 3.4.4 para Algoritmos Gene´ticos.
La implementacio´n y el co´digo fuente se exponen el Ape´ndice A
Luis Eduardo Lazo Vera 46
UNIVERSIDAD DE CUENCA
Problemas de forestacio´n con presupuestos iguales
Nu´mero de celdas Presupuesto
en UC(unidades celda)
1.000 2,039
2.000 2,039
3.000 2,039
4.000 2,039
7.000 2,039
10.000 2,039
15.014 2,039
Tabla 3.3: En cada caso el espacio de bu´squeda es de 2n donde n es el nu´mero de celdas.
Codificacio´n de los genes de la poblacio´n del Algoritmo Gene´tico para el problema
de forestacio´n
Existe muchas formas de codificar los genes que conformaran los cromosomas del
Algoritmo Gene´tico (Rashid, 2010), en esta investigacio´n se opto´ por la codificacio´n
booleana, el cual es compatible con el problema de forestacio´n modelado ((Knapsack
Problem)) binario. Entonces la cadena del ADN esta´ constituida por genes cuyos alleles
son valores de falso o verdadero, como se muestra en la Figura 3.3. Para configurar los
genes se utilizo´ la clase Gen de JGAP. Con esta configuracio´n podemos identificar la
secuencia u´nica de celdas que deben ser forestadas luego de que el Algoritmo Gene´tico
termine la ejecucio´n. Una posible solucio´n es una secuencia de genes como se muestra
en la Figura 3.3, donde se puede identificar las celdas que fueron seleccionadas para ser
forestadas.
Figura 3.3: Codificacio´n de las soluciones candidatas en el ADN de los individuos que
conformaran al poblacio´n del Algoritmo Gene´tico.
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Codificacio´n de la poblacio´n del Algoritmo Gene´tico
En los problemas de forestacio´n expuestos en la Tabla 3.2 el taman˜o de la poblacio´n
es un para´metro variable, que depende de la cantidad de tiempo que estemos dispuestos
a invertir y la cantidad de memoria del ordenador, en los problemas de forestacio´n donde
intervienen gran cantidad de celdas, debido a las limitaciones de memoria, se opto´ por
establecer en 500 individuos. Para construir la poblacio´n se utilizo´ la clase Genotype
del paquete JGAP, el cual va ha contener a todos los individuos de la poblacio´n, ve´ase
Ape´ndice A.
Funcio´n objetivo
El Algoritmo Gene´tico requiere de una funcio´n objetivo, para el problema de fores-
tacio´n, se implemento´ la funcio´n objetivo especificada en la Ecuacio´n 3.1; esto se logra
extendiendo la clase FitnessFunction de JGAP y se debe sobreescribir (Override) ve´ase
Ape´ndice A, la funcio´n eval, integra las estrategias de la funcio´n objetivo del problema
de forestacio´n.
Funcio´n de penalizacio´n
Para el presente estudio se opto´ por utilizar penalizacio´n lineal en lugar de usar
la reparacio´n, el proceso de reparacio´n en las pruebas realizadas requiere un nu´mero
elevado de recursos, cuando la longitud de cromosomas es grande, por lo cual no se
utilizo´ la reparacio´n ve´ase Ape´ndice A. En su lugar se aplica la penalizacio´n lineal que
cumple el mismo objetivo que la reparacio´n. Cuando un cromosoma representa una
solucio´n no factible, se procede a penalizar su valor de fitness, este valor esta´ asignado
con la funcio´n eval(x) donde x representa un cromosoma arbitrario. La penalizacio´n
es cero, para cromosomas que representan soluciones factibles, esto es, si cumple
n
∑
i=1
w[i]x[i] ≤C, caso contrario se penaliza de acuerdo con la Ecuacio´n 3.2:
eval(x) =
n
∑
i=1
p[i]x[i]− pen(x)
donde
pen(x) = ρ(
n
∑
i=1
w[i]x[i]−C) x[i] ∈ {0,1}∀i
y
ρ= maxi=1,...n(p[i]/w[i])
(3.2)
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eval(x) =
n
∑
i=1
x[i].b[i]− pen(x)
Funcio´n de deformacio´n
La deformacio´n se aplica a un porcentaje muy reducido de la poblacio´n. En este
contexto se necesita que la poblacio´n inicial tenga buenos genes, pero tambie´n que
sea diversa, en esta investigacio´n se opto´ por aplicar como la heurı´stica basada en
la deformacio´n topolo´gica al 10% de la poblacio´n total; esto implica que el 10%
de individuos que conforman la poblacio´n inicial, son generados de forma artificial,
tratando de aportar buenos cromosomas, el resto de la poblacio´n se deja al azar. Para
generar los individuos de la poblacio´n se utiliza la funcio´n randomInitialGenotype de la
clase Genotype de la libreria JGAP, que permite generar la poblacio´n de forma aleatoria.
El operador de deformacio´n se expone en el Algoritmo 1 y ve´ase Ape´ndice A.
3.7. Implementacio´n del algoritmo ((Branch and Bound))
Para implementar el algoritmo se utilizo´ el lenguaje de programacio´n java. El
algoritmo esta´ basado en el algoritmo versio´n recursiva expuesto en el Algoritmo 2. La
salida de este algoritmo es el valor del o´ptimo global de los problemas de forestacio´n,
junto con la lista de celdas que deben ser forestadas. La implementacio´n y el co´digo
fuente se exponen el Ape´ndice B
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Capı´tulo 4
Resultados y discusio´n
4.1. Algoritmo ((Branch and Bound))
En la Tabla 4.1 se resumen los resultados obtenidos con Branch and Bound. El
algoritmo es capaz de encontrar el o´ptimo global del problema de 10.000 celdas en un
tiempo de 64s, lo cual, es un resultado inesperado, dado que ((Knapsacks)) de hasta 500
celdas, podrı´an requerir, varios minutos en converger al valor o´ptimo, no obstante se
evidencia que ((Knapsacks)) construidos aplicando el algoritmo CAMF para asignar
los beneficios (reduccio´n de sedimento), a las celdas que sera´n forestadas, y dado que
CAMF entrega la lista de celdas candidatas ordenadas, el algoritmo Branch and Bound
es capaz de encontrar un lı´mite inferior muy ra´pido que se ve reflejado en el tiempo de
convergencia hacia el o´ptimo global como se muestra en la columna 5 de la Tabla 4.1.
Es importante notar que Branch and Bound calculo´ el valor del o´ptimo global, para
el problema de 10.000 celdas, no obstante se volvio´ prohibitivo, cuando se cambio´ el
presupuesto de este problema a 2.039, lo cual implica que algunos ((Knapsacks)), al tener
un nu´mero excesivo de celdas y un presupuesto extremadamente reducido, el algoritmo
puede ser inaplicable, como se muestra en la Tabla 4.2. Esto se debe a que el presupuesto
es extremadamente reducido, por lo que muy pocas celdas sera´n parte de la solucio´n,
esto dificulta encontrar un lı´mite inferior, que permita al algoritmo podar nodos que se
abren, llegando a saturar completamente la memoria. Otro resultado inesperado se da
en el problema de 7.000 celdas cuando reducimos el presupuesto a 2.039, el tiempo en
converger es mucho menor que para el caso de 4.000 celdas con el mismo presupuesto
como se ve en la Tabla 4.2, esto se debe a que cada ((Knapsack)) es un problema diferente
y el tiempo de ejecucio´n depende de encontrar el lı´mite inferior y este valor esta´ en
relacio´n directa con el presupuesto y el nu´mero de celdas del problema, esto se ve
reflejado en los tiempos, que son mucho mayores en los problemas de forestacio´n donde
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se redujo el presupuesto a un u´nico valor como se ve en la Tabla 4.2, comparado con
los tiempos de los problemas donde se asigno´ la mitad del presupuesto requerido, para
forestar todas las celdas como se muestra en la Tabla 4.1.
Soluciones o´ptimas, aplicando Branch and Bound
Presupuestos distintos
Problemas de forestacio´n Resultados
Nu´mero de Capacidad O´ptimo Global Costo Tiempo en
Celdas (Uc) Beneficio (Capacidad utilizada) segundos
1000 2,039 791,71 kg/km2 yr−1 2,039 2s
2000 4,268 6,071,1 kg/km2 yr−1 4,268 4s
3000 6,089 42,085,1 kg/km2 yr−1 6089 8s
4000 7,802 2,04 t/ha yr−1 7,802 20s
7000 12,233 14,02 t/ha yr−1 12,233 34s
10.000 18,290 31,17 t/ha yr−1 18,290 64s
15014 24,842 — — —
Tabla 4.1: Resultados de Branch and Bound
Soluciones o´ptimas, aplicando Branch and Bound
Presupuestos iguales
Nu´mero de Capacidad O´ptimo Global Costo Tiempo en
Celdas (Uc) Beneficio (Capacidad utilizada) segundos
1000 2,039 791,71 kg/km2 yr−1 2,039 2s
2000 2,039 4,671,56 kg/km2 yr−1 2,039 8s
3000 2,039 33,649,2 kg/km2 yr−1 2,039 21s
4000 2,039 1,56 t/ha yr−1 2,039 102s
7000 2,039 7,04 t/ha yr−1 2,039 75s
10.000 2,039 — — —
15014 2,039 — — —
Tabla 4.2: Resultados de Branch and Bound
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4.2. Aplicacio´n de una variante del Algoritmo Gene´tico
y comparacio´n de resultados con respecto aBranch
and Bound
Para los problemas de forestacio´n representado como un ((Knapsack Problem)) se
configuro´ los siguientes para´metros en el algoritmo gene´tico.
Funcio´n de penalizacio´n lineal: esto evita la que soluciones no factibles puedan
ser elegidas para reproduccio´n.
Probabilidad de mutacio´n de 0.05: permite diversificar el espacio de bu´squeda.
Nu´mero de generaciones 190: indica el nu´mero de veces que la poblacio´n evolu-
ciona y cua´ndo el algoritmo termina.
Taman˜o de la poblacio´n de 500 individuos para problemas de hasta 4.000 celdas
y 300 para los problemas ma´s grandes: este para´metro indica el nu´mero de
individuos que tendra´ la poblacio´n.
Operador de deformacio´n, se aplica al 10% de los individuos en la poblacio´n: este
para´metro indica el porcentaje de individuos de la poblacio´n que sera´n creados
artificialmente.
Se puede observar en la Tabla 4.3 que los tiempos de ejecucio´n del Algoritmo Gene´tico
son mucho mayores a los del algoritmo Branch and Bound, esto se da porque la longitud
de los cromosomas es igual al nu´mero de celdas que intervienen en cada ((Knapsack)), y
el taman˜o de la poblacio´n es relativamente grande, 500 individuos para los problemas
de hasta 4.000 celdas, y 300 para los problemas ma´s grandes. El Algoritmo Gene´tico
sin embargo es capaz de calcular una solucio´n factible, para el problema de forestacio´n
de 15.014 lo que no es posible con Branch and Bound, por falta de memoria.
Los resultados obtenidos aplicando la deformacio´n topolo´gica como heurı´stica,
muestran cambios muy pequen˜os en el beneficio de las nuevas soluciones, como se
ve en la tercera columna de la Tabla 4.4, no obstante el tiempo de ejecucio´n se ve
incrementado, esto se da por el proceso adicional que debe hacer el Algoritmo Gene´tico
para generar los individuos artificiales. No se puede aplicar porcentajes superiores al
10% de la poblacio´n para la deformacio´n topolo´gica ya que de hacerlo, no se garantizarı´a
la diversidad de la poblacio´n que requiere el Algoritmo Gene´tico, y el peligro que la
poblacio´n se restrinja a un a´rea especı´fica del despacio de bu´squeda, el u´nico objetivo
de la deformacio´n es introducir buenas estimaciones, que luego evolucionara´ con el
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Soluciones aproximadas, aplicando Algoritmo Gene´tico
Problemas de forestacio´n Resultados
Nu´mero de Capacidad Aproximacio´n Costo Tiempo en
Celdas (Uc) Beneficio (Capacidad utilizada) segundos
1000 2,039 670,39 kg/km2 yr−1 2,039 68s
2000 4,268 4,635,58 kg/km2 yr−1 4,266 192s
3000 6,089 32,651,21 kg/km2 yr−1 6086 317s
4000 7,802 1,49 t/ha yr−1 7,801 428s
7000 12,233 8,97 t/ha yr−1 12,228 473s
10.000 18,290 20,81 t/ha yr−1 18,290 809s
15014 24,842 187 t/ha yr−1 24,835 1467s
Tabla 4.3: Resultados de Algoritmo Gene´tico
paso de las generaciones, las aproximaciones aplicando el algoritmo gene´tico para el
peor de los caso es del 64% para el problema de 10.000 celdas, lo cual es una buena
aproximacio´n considerando las limitaciones de memoria del equipo, taman˜o del espacio
de bu´squeda, tiempo y al tratarse de un problema del tipo NP-Hard.
Soluciones aproximadas, aplicando Algoritmo Gene´tico
Deformacio´n topolo´gica del 10% de la poblacio´n
Problemas de forestacio´n Resultados
Nu´mero de Capacidad O´ptimo Global Costo Tiempo en
Celdas (Uc) Beneficio (Capacidad utilizada) segundos
1000 2,039 675,209 kg/km2 yr−1 2,039 84s
2.000 4,268 4,731,69 kg/km2 yr−1 4,268 194s
3.000 6,089 32,748,59 kg/km2 yr−1 6,088 318s
4.000 7,802 1,53 t/ha yr−1 7,801 430s
7.000 12,233 9,01 t/ha yr−1 12,230 475s
10.000 18,290 20,93 t/ha yr−1 18,290 819s
15.014 24,842 189 t/ha yr−1 24,842 1490s
Tabla 4.4: Resultados de Algoritmo Gene´tico
Para los problemas de forestacio´n donde se asigno´ un mismo presupuesto, el Al-
goritmo Gene´tico presenta soluciones no factibles, como se muestra en la Tabla 4.5,
esto es normal ya que el algoritmo Algoritmo Gene´tico trata de maximizar la funcio´n
objetivo, como se muestra en las Figuras 4.74.5 mediante la combinacio´n del material
gene´tico, el algoritmo siempre va ha tratar de maximizar la funcio´n objetivo. Al reducir
el presupuesto, implica que pocas celdas formaran parte de la solucio´n, al ser la longi-
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tud del cromosoma igual al nu´mero de celdas, los cromosomas al combinarse tienen
probabilidad alta de seleccionar ma´s celdas, que maximizan la funcio´n objetivo, pero
violan las restricciones del problema.
En los problemas de ma´s de 2.000 celdas, se puede observar en la cuarta columna de
la Tabla 4.5 que el costo (capacidad utilizada) es mucho mayor al establecido de 2.039,
esto se podrı´a evitar incrementando el nu´mero de evoluciones, lo cual implica ma´s
tiempo en converger, el resultado es similar para los ((Knapsacks)) de mayor taman˜o por
lo se opto´ por no calcularlos, considerando el tiempo que toma calcular estas soluciones
no factibles.
Estos resultados muestran que el Algoritmo Gene´tico podrı´a ser prohibitivo para
((Knapsacks)) donde se tiene un presupuesto extremadamente reducido, en relacio´n al
presupuesto total de forestar cada una de las celdas. Adema´s, a estos problemas no
se puede aplicar la deformacio´n topolo´gica ya que contribuirı´a en el incremento de
soluciones no factibles.
Ahora bien, en problemas de forestacio´n, la probabilidad de tener un presupuesto
extremadamente reducido, en relacio´n al presupuesto que se requiera para forestar todas
las celdas, es muy improbable que pueda suceder, adema´s, si se trata de minimizar
la produccio´n de sedimento mediante la forestacio´n, para que el proyecto tenga un
impacto mı´nimo, se deberı´a considerar un presupuesto que garantice la forestacio´n de
un nu´mero mı´nimo de celdas, el presupuesto de 2.039 representa para el problema de
10.000 celdas, el 5.5% del presupuesto total necesario para forestar todas las celdas de
este problema.
Soluciones aproximadas, aplicando Algoritmo Gene´tico
Problemas con presupuestos iguales
Nu´mero de Capacidad O´ptimo Global Costo Tiempo en
Celdas (Uc) Beneficio (Capacidad utilizada) segundos
1.000 2,039 657,64 kg/km2 yr−1 2,039 55s
2.000 2,039 3,419,58 kg/km2 yr−1 4,232 195s
3.000 2,039 32,651,21 kg/km2 yr−1 6,086 317s
4.000 2,039 1,02 t/km2 yr−1 7,747 445s
7.000 2,039 7,29 t/km2 yr−1 12,472 467s
Tabla 4.5: Resultados de Algoritmo Gene´tico problemas de forestacio´n el mismo presu-
puesto
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Figura 4.1: Algoritmo Gene´tico, 1.000 celdas candidatas, Generaciones vs Beneficio
Figura 4.2: Con deformacio´n del 10% de la poblacio´n
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Figura 4.3: Algoritmo Gene´tico, 2.000 celdas candidatas, Generaciones vs Beneficio
Figura 4.4: Con deformacio´n del 10% de la poblacio´n
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Figura 4.5: Algoritmo Gene´tico, 3.000 celdas candidatas, Generaciones vs Beneficio
Figura 4.6: Con deformacio´n del 10% de la poblacio´n
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Figura 4.7: Algoritmo Gene´tico, 4.000 celdas candidatas, Generaciones vs Beneficio
Figura 4.8: Con deformacio´n del 10% de la poblacio´n
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Figura 4.9: Algoritmo Gene´tico, 15.014 celdas candidatas, Generaciones vs Beneficio
Figura 4.10: Con deformacio´n del 10% de la poblacio´n
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Conclusiones
Se ha modelado el problema de seleccio´n de a´reas o´ptimas a ser forestadas, para
minimizar la produccio´n de sedimento, de una cuenca hidrogra´fica como un ((Knapsack
Problem)) y se han probado nuevas estrategias con el Algoritmo Gene´tico, Branch and
Bound, y deformacio´n topolo´gica. El algoritmo Branch and Bound aplicado al problema
de forestacio´n modelado como un ((Knapsack Problem)) es una alternativa al algoritmo
Shani’s PTAS algoritmo de complejidad O(nk+1) que se integro´ a CAMF-B, para resol-
ver el problema de seleccio´n de a´reas o´ptimas, con restriccio´n presupuestaria, ya que
nos permite calcular el o´ptimo global. Branch and Bound permite obtener soluciones
o´ptimas para ((Knapsacks)) donde intervienen miles de celdas, en este proyecto los
me´todos propuestos se probaron en una parte de la cuenca del Tabacay correspondiente
a 39.688 celdas, y en los problemas de forestacio´n intervienen miles de celdas. En situa-
ciones donde tenemos un nu´mero excesivo de celdas y no podemos aplicar el algoritmo
Branch and Bound, el Algoritmo Gene´tico ha demostrado ser una alternativa, aportando
soluciones factibles, cercanas al o´ptimo global, lo que ya no se puede conseguir con
me´todos exactos. No es posible saber que´ tan cercano referente al o´ptimo global se
encuentra la solucio´n para el problema donde intervienen 15,014 celdas al no tener un
valor de referencia y al tratarse de un valor calculado con una heurı´stica.
La variante del algoritmo Gene´tico con deformacio´n topolo´gica como heurı´stica, para
generar buen material gene´tico en la poblacio´n inicial redundaron en mejoras mı´nimas
del beneficio, que pueden seguir mejorando si se cuenta con ma´s recursos que permitan
disponer poblaciones ma´s numerosas y ma´s evoluciones.
El aporte de este proyecto es la integracio´n de nuevos algoritmos, que permiten una
eficiente seleccio´n de a´reas o´ptimas para forestacio´n, la aplicabilidad de los mismos a
problemas reales, y la mejora en la seleccio´n usando Branch and Bound que se puede
integrar al algoritmo CAMF-B.
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Ape´ndice A
Co´digo fuente del Algoritmo Gene´tico
en java con la librerı´a JGAP versio´n
3.4.4
La librerı´a JGAP especializada en Algoritmos Gene´ticos es software libre y se
puede distribuir bajo la GNU Lesser Public License 2.1 o posterior. Las aplicacio-
nes comerciales que no publiquen su co´digo fuente deben distribuirse bajo Mozilla
Public License para lo cual deben contribuir al proyecto con un aporte econo´mico
https://sourceforge.net/projects/jgap/files/.
JGAP dispone de clases e interfaces que permiten representar los genes, poblacio´n,
cromosomas y funcio´n de ajustes, donde se puede personalizar la funcio´n objetivo
segu´n el problema de optimizacio´n que tratamos de resolver. Adema´s permite generar
poblaciones de manera aleatoria y especificar para´metros del taman˜o de la poblacio´n,
tipo de operador de cruzamiento, nu´mero de generaciones ası´ como evoluciones, el
algoritmo finalmente devuelve el individuo mejor adaptado con el me´todo getFittest-
Chromosome().
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A.1. Funcio´n objetivo
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A.2. Funcio´n main
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Ape´ndice B
Co´digo fuente del algoritmo Branch
and Bound en java
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B.1. Clase Cota
El objetivo de esta clase es almacenar en cada celda si fue´ elegida para ser forestada.
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B.2. Clase objetos
Esta clase representa a las celdas, con los para´metros de costo de forestacio´n y
beneficio asociado.
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B.3. Funcio´n main
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Ape´ndice C
Diagrama del Algoritmo Gene´tico por
componentes
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C.1. Componentes del Algoritmo Gene´tico
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Ape´ndice D
Mapas de la regio´n de estudio
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D.1. Mapas Cuenca del Paute
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D.2. Mapas de la cuenca del Rı´o Tabacay
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