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Abstract
A direct numerical simulation of a round under-expanded sonic jet in turbulent supersonic
cross ﬂow has been carried out. The objective is to investigate the mixing mechanism
which occurs downstream the jet by use of a passive scalar variable. The Navier-Stokes
equations in the cylindrical geometry are solved by use of multiblock overlapping meshes.
The method has been validated with a laminar ﬂow in pipe and a convergence study has
been carried out. The inlet proﬁle of the cross ﬂow is generated with a precursor turbulent
channel at same Reynolds number (Reτ = 180) and Mach number (Mcl = 1.6). In order to
reproduce physical conditions more similar to a supersonic combustion ramjet (SCRAM-
JET) chamber, a heat sink ˙ Q has been added in the energy equation. The eﬀect is to
decrease the bulk temperature to a lower value than the wall temperature. A test case at
injection angle θ = 90◦ and jet to cross ﬂow momentum ﬂux ratio J = 1 has been carried
out. Data have been compared with the results obtained from a similar conﬁguration
where the jet inlet is obtained without the nozzle geometry. Some diﬀerence are observed
in the penetration height of the passive scalar, but the ﬂow topology is quite similar for
both cases. A parametric study at diﬀerent angle θ and jet to cross ﬂow momentum ration
J is planned as future work.
Keywords: DNS, multiblock structured mesh, turbulent plane channel, passive scalar
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21 Introduction.
Jets in cross ﬂow are very common in practical applications such as air-breathing engines,
ﬁlm cooling of blades, dispersion of pollutants in the atmosphere, etc. In supersonic
combustion ramjet (SCRAMJET) applications, where the cross ﬂow is supersonic, the
understanding of the mixing mechanism plays an important role in the design of the
combustor chamber.
Typically, when an under-expanded sonic jet is injected into a supersonic cross ﬂow, 3D-
shocks appear and boundary layer separation occurs (see Figure 1[1, 2]). The jet expands
through a Prandtl-Meyer fan at the jet oriﬁce and then is compressed by the barrel shock
(Mach disk). The bow shock ahead the jet is due to the blockage of the ﬂow and it
causes upstream boundary layer separation. The separated ﬂow leads to the formation of
a horseshoe vortex, while downstream of the jet a counter-rotating vortex pair is formed.
Figure 1: Schematics of an under-expanded jet in a supersonic cross ﬂow.[1, 2]
Temporally resolved ﬂow visualizations of jet in supersonic cross ﬂow (hereafter JISCF)
using non-reactive[2, 5] and combustible jet gases[1] have been provided in the past. More-
over, detailed measurement of the velocity ﬂow ﬁeld[3] and of the time-averaged wall
pressure[4] have been carried out. Recent work using an ethylene jet in a supersonic
air cross ﬂow at Mach 2 have been carried out[7]. The experiments have been conducted
at diﬀerent jet injection angles, diﬀerent jet diameters and diﬀerent jet to cross ﬂow mo-
mentum ﬂux ratios. Moreover, after comparison with numerical simulations the authors
suggested a correlation between the penetration high, the jet angle, the momentum ﬂux
ratio and the jet diameter. However, due to the high speed involved and the complex
mechanism described above, experimental investigations on JISCF are generally diﬃcult
to carry out and only data for certain 2D plane have been obtained.
The numerical simulation seems to be a useful approach to understanding this complex
phenomenon. Reynolds Averaged Navier-Stokes (RANS) simulations of JISCF based on
a second-order Reynolds Stress Turbulent Model (RSTM) and a K − ǫ model have been
carried out[8] . The main ﬂow features are correctly captured and the superiority of the
RSTM relative to the K−ǫ model in predicting physically correct behavior of the turbulent
cross ﬂow shear stress has been proven. However, no information on the structures of the
ﬂow was obtained due to time averaging characteristic of the RANS approach. Informa-
tion on the large-scale structures has been provided by large-eddy simulation (LES) and
detached-eddy simulation (DES)[9, 10] . However, due to the low-order upwinding ﬁnite
3volume schemes adopted (Roe’s ﬂux diﬀerence splitting and Steger-Warming ﬂux vector
splitting for the shock capturing), the turbulent eddy structures were not correctly solved
as those schemes are too dissipative for an LES approach. Better results have been recently
obtained using high-order compact diﬀerencing/ﬁltering schemes coupled with a localized
artiﬁcial diﬀusivity method in the context of LES[6]. The bow shock and the barrel shock
are qualitatively correctly reproduced and important information on the windward and
leeward side of the jet are provided. Statistics are also in agreement with the experimental
results [3] . However, the cross ﬂow is laminar and a grid reﬁnement study with turbulent
inﬂow conditions is necessary to improve the results obtained.
In the present work, we carried out direct numerical simulations of JISCF. The goal is
to provide information on the turbulent mixing mechanism which may then be useful for
the improvement of turbulent models in LES and RANS techniques. The round jet has
been simulated using a multiblock overlapping grid, validated with laminar simulations of
ﬂow in a pipe. The cross ﬂow is turbulent at Reτ = 180 and Mcl = 1.6 and the inlet is
provided by a precursor turbulent channel. A sink of energy has been used in the precursor
simulation in order to reproduce ﬂow conditions more closer SCRAMJET applications (i.e.
hot walls and cooles bulk region). Diﬀerent injection angles and ﬂux momentum ratios
have been simulated. The results are compared with a conﬁguration where the nozzle part
is substituted by a ﬁxed proﬁle at the wall of the cross ﬂow.
The report is divided as follows: ﬁrstly we give a description of the mathematical
models and numerical features used in the present work. The multiblock overlapping
mesh is then described and results on the laminar ﬂow in a pipe are presented. The next
section is dedicated to the inﬂow and boundary conditions for the jet and the cross ﬂow.
Results on the precursor turbulent channel with the sink of energy are presented. Then,
comparisons between the JISCF obtained with and without the nozzle are shown for the
case at injection angle of 90 degree and ﬂux momentum ratio of one. Finally, a parametric
study at diﬀerent injection angles and ﬂux momentum ratio is presented and conclusions
are given in a ﬁnal summary section.
2 Mathematical models.
2.1 Governing equations.
In non-dimensional form, the conservation equations for a compressible ﬂuid are:
∂ρ
∂t
+
(∂ρui)
∂xi
= 0, (1)
∂(ρui)
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+
∂(ρuiuj)
∂xj
= −
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1
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where i,j = 1,2,3 are the coordinate indices, ui the velocity components, p the static
4pressure, C the concentration of the passive scalar, T the temperature and τij the stress
tensor components. Re, Pr, Sc and M are the Reynolds, Prandtl, Schmidt and Mach
number, respectively, Etot is the total energy, γ the speciﬁc heat ratio and   the ﬂuid
viscosity. The ﬂuid is assumed to be and ideal gas and Newtonian. This deﬁnes the
correlation between stress tensor and velocity ﬁeld. We take γ = 1 and Pr = 0.72.
When a coordinate transformation technique is applied, the above equations are nor-
mally re-written in the following hyperbolic vector form:
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5However, if 3D-curvilinear transformations are involved, the above form can introduce
some errors when a central ﬁnite diﬀerence scheme is applied[23]. The source of the nu-
merical error is in the non-cancelation of the following terms:
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Diﬀerent methods have been proposed in order to guarantee the validity of eqns. (14)-(16)
[23, 20]. However, we note that eqn. (5) can be is obtained by simplifying the following
equation and using eqns. (14)-(16):
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In this work, we proposed to solve eqn. (17) without any simpliﬁcation, forcing the
cancelation of the I1-I3 terms. A free stream preservation test, not given here, has
conﬁrmed the validity of this approach.
2.2 Numerical features.
The spatial derivatives are approximated with a 4th-order operator in addition to a sta-
ble high-order numerical boundary treatment based on the summation by parts (SBP)
approach[11] . For time integration, a 3rd-order multi-stage Runge-Kutta explicit scheme
is applied. A special feature of the code is that it applies the entropy splitting concept[21]
to improve numerical stability, which is one of important issues for a DNS code that
requires an extremely long run time to get the statistically converged results. The code
parallelization has been achieved using the MPI library. Scalability and portability studies
have been performed at various available HPC platforms.
The code used in this work is a modiﬁed version of the Shock/Boundary Layer Inter-
action (SBLI) code developed at the University of Southampton, adapted to the JISCF
system. The SBLI code has been successfully used by previous researchers in the last years
for diﬀerent applications [16, 17, 18] .
63 The overlapping block-structured cylindrical grid.
3.1 Literature review.
A common issue in the simulation of ﬂuid ﬂows in circular geometries, which has limited
the number of DNS studies in this ﬁeld, is linked to the singularity present at the centerline
(r = 0) when cylindrical-polar coordinates are used. This problem is not present when
a ﬁnite volume formulation is applied[12] , or for a spectral-method-based solver[13]where
a simple mesh can be adapted. With a ﬁnite diﬀerence approach the singularity at the
centerline is evident and several solution have been proposed. For example, a staggered
grid has been employed and the only quantity evaluated at r = 0 is the heat ﬂux qr which
can be set to zero by deﬁnition or not involved in the calculation[22] . An alternative
solution computing the velocity at the singular point as a combination of the Cartesian x
and y components obtained from the radial and angular components on a staggered grid[14]
. However, an intrinsic propriety of a structured grid in polar-cylindrical coordinates is that
the number of points detected around the central axis is normally high with consequently
very small time step.
Composite, or Chimera, grids consist of overlapping meshes and can be used to handle
very complex geometries in a relatively easy way. However, the main drawback is the
presence of an interpolation zone where two or more meshes overlap. Moreover, if more
meshes are present and if high-order schemes are applied the computational eﬀort to solve
the interpolation area can be intensive and generate spurious oscillations which can be
source of instability in turbulent ﬂow.
Here we present a new approach based on overlapping meshes from diﬀerent blocks
without introducing any interpolation point or strong discontinuity in the derivatives of the
spatial coordinates along the computational coordinates. The method has been success-
fully tested for a laminar ﬂow in a pipe. The method is in the early stager of development
and represents a starting point for further improvement and other possible applications,
like round jet in cross ﬂow or wing body junction ﬂows.
3.2 Scheme and computational domain.
A possible solution for the circular geometry is sketched in Figure 2a: the grid is structured
and can be decomposed into diﬀerent blocks. However, the main drawback is the evident
discontinuity of the spatial coordinate (x,y) along the computational (ξ,η) coordinates.
These discontinuities can introduce spurious oscillations and then aﬀect the stability and
correctness of the simulation, especially for turbulent ﬂow.
Figure 2b shows a Chimera grid obtained with two overlapping meshes. The main
drawback is the need of an interpolation function in the overlapping region which can
reduce the accuracy of the high order scheme and increase the computational costs.
The grid proposed here is based on ﬁve overlapping structured blocks (see Figure 3):
4 external blocks of a quarter of circle each and 1 internal block connected to the external
blocks by overlapping. Since the number of points in each direction for each block has to
be constant for a structured mesh, the internal block mesh will have some extra points
overlapping on itself. These points are not used in the calculation of the ﬂow ﬁeld, but
some special treatments need to be used at these points. Figure 4 shows a detail of the
7(a) A possible solution (b) Chimera grid
Figure 2: Meshes for circular geometries
ghost cells between the external blocks (4 and 1) and the internal one (5). The ﬁrst
derivative values along the row coordinate i, at the points (2,0), (1,0), (1,-1), (2,-1) and
(2,-2), are evaluated as follows:
block 5
block 4
block 3
block 2
block 1
Figure 3: Sketch of 5 blocks conﬁguration.
f′(2,0) =
f(−1,1) + 8f(3,0) − 8f(1,0) − f(4,0)
12∆h
,
f′(1,0) =
f(−3,2) + 8f(2,0) − 8f(−1,1) − f(3,0)
12∆h
,
f′(1,−1) =
f(−4,2) + 8f(2,−1) − 8f(−2,1) − f(3,−1)
12∆h
,
f′(2,−1) =
f(−2,1) + 8f(3,−1) − 8f(1,−1) − f(4,−1)
12∆h
,
8Figure 4: Derivatives in the 5-block conﬁguration.
f′(2,−2) =
f(−3,1) + 8f(3,−2) − 8f(1,−2) − f(4,−2)
12∆h
.
A symmetric treatment is applied to the column coordinate j. The second derivative needs
a special treatment only at the point (2,0):
f′′(2,0) =
−f(−1,1) + 16f(1,0) − 30f(2,0) + 16f(3,0) − f(4,0)
12∆h2
When the metric derivatives are evaluated the above formulae are applied only for the
ﬁrst derivatives terms and only for the points (1,0) and (2,0). The group of terms given
by ∂
∂ξ
 
J
∂ξ
∂x
 
, ∂
∂η
 
J
∂η
∂x
 
, etc. are evaluated with a second order central scheme and ﬁrst
derivatives in (1,-1,), (2,-1) and (2,-2) are not necessary.
3.3 Results: laminar ﬂow in a pipe.
Firstly, a test case of laminar ﬂow in a pipe has been carried out. The analytical solution
is the well known Poiseuille solution: v(r) = Re/4(−∂p/∂x)δ2  
1 − (r/δ)2 
. The grid
is periodic in the streamwise direction and the ﬂow is promoted by a constant pressure
gradient ∂p/∂x = −1. We choose as dimensional reference length δ = R, where R is the
radius of the pipe. The computational domain is Nx ×Ny ×Nz=11x11x2 for the external
blocks and Nx×Ny×Nz=21x21x2 for the internal one. The solution, at Re = 20, Mcl = 0.1
and after 20 time units (tδ/urif), is given in Figure 5. The diﬀerence between numerical
solution and analytical value is |wmax − wtheory|=≃ 0.000522.
The same test has been carried out with a ﬁner grid of Nx × Ny × Nz = 21 × 21 × 2
for the external blocks and Nx × Ny × Nz = 41 × 41 × 2 for the internal one, and the
results found present a slightly higher numerical error |wmax − wtheory|=≃ 0.000757 (see
Figure 6). This is inconsistent, considering that the error should be reduced by a fourth
order power and it is probably due to the non continuity of the second spatial derivative
as described in the next section.
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Figure 5: Laminar ﬂow in a pipe: coarse grid
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Figure 6: Laminar ﬂow in a pipe: ﬁne grid
3.4 A better mesh.
The error previously found seems to be due to the discontinuity of the second derivatives at
the center of the domain. In fact, the mesh is obtained from the intersection of polynomial
functions and the continuity of the derivatives in each direction is not guaranteed. A better
mesh can be built considering the union of two 3D-functions: a paraboloid function at the
center of the cylinder and a spherical function at the extreme of the domain. Moving with
the i,j indices along the radial direction r and the angular direction θ, the sum of the two
functions is weighted by a tangent hyperbolic function normalized by the local maximum
distance (r −
 
i2 + j2):
x = rcosθf + i[1 + (i2 + j2)]g, (18)
y = rsinθf + j[1 + (i2 + j2)]g, (19)
where
10Figure 7: A better mesh for the cylindrical geometry.
f =
tanhβ
 
i2 + j2
tanhβ
1
r −
 
i2 + j2, (20)
g =
tanh(1 − β
 
i2 + j2)
tanhβ
1
r −
 
i2 + j2. (21)
The result obtained is shown in Figure 7. The main advantages are not only the con-
tinuity of the second derivatives at the center of the domain, but, especially, the presence
of no overlapping mesh as only 1 block is required. As in the previous case, special at-
tention needs to be paid to the corner points where the mesh overlaps. Tests on this new
conﬁguration have not yet been completed.
114 Computational conﬁguration for the JISCF case.
A sketch of the JISCF system is given in Figure 8a: the cross ﬂow consists of two parallel
walls and the round jet is injected from a nozzle exit located at the bottom wall. The
nozzle is used to generate a sonic under-expanded jet. A total of 15 blocks are linked
together in the following combination (see Figure 8b): blocks 1-5 for the nozzle geometry
and jet inside the cross ﬂow; blocks 6-13 for the junction between internal blocks and cross
ﬂow; block 14 for the inﬂow condition and block 15 for the outﬂow condition. With this
arrangement it is possible to choose diﬀerent lengths and shapes for the nozzle, inﬂow and
outlet boundary without changing the block conﬁguration. The number of points for each
block is given in Table 1, with a total of 3,053,320 points.
(a) Scheme.
(b) Block conﬁguration.
Figure 8: Scheme and block conﬁguration of JISCF.
Figures 10a and 10b show cross sections of the JSICF mesh in the x − z plane at
(y/D = 0) and in the x − y plane at (z/D = 0), respectively. Polynomial functions have
been used for the stretching in all the three spatial directions. Choosing as reference length
the half height of the channel δ = H/2, the domain for the cross ﬂow is 6.25δ×2δ×4.5δ in
12Block Nx Ny Nz
1 12 12 202
2 12 12 202
3 12 12 202
4 12 12 202
5 22 22 202
6 62 12 140
7 62 12 140
8 12 62 140
9 12 62 140
10 59 59 140
11 59 59 140
12 59 59 140
13 59 59 140
14 6 130 140
15 22 130 140
Table 1: Number of points and resolution for JISCF coarse grid case
streamwise, normal and spanwise direction, respectively. The minimum and maximum grid
resolutions, based on the Reτ value later deﬁned, are ∆x+ = 0.89−13.25, ∆z+ = 0.9−9.35
and ∆y+ = 0.89 − 11.45.
The ﬂow conditions are similar to the experiments of Santiago and Dutton[3] , but at
a much lower Reynolds number (≃ 1/27 of experiment). Based on the wall inlet friction
velocity uτ,in, bulk density at the inlet of the cross ﬂow ρb,in, wall viscosity at inlet of the
cross ﬂow νw,in and the above reference length δ = H/2, we have Reτ = ρb,inuτ,inδ/νw,in =
180. The corresponding value based on the centreline velocity is Recf = ρb,inucl,inδ/νw,in ≃
3400. The Mach number, based on the same quantities, is Mτ = 0.065 and Mcl = 1.6. The
Reynolds number of the jet, based on the same previous bulk density, wall viscosity, jet
diameter D and normal velocity at the exit of the jet ujet,e is Rejet = ρb,inujet,eD/ w,in =
926. In all the ﬁgures hereafter the spatial coordinates are non dimensionalized by the
diameter D of the jet.
The no-slip condition is applied at the bottom and top walls of the cross ﬂow, as well
as on the nozzle walls. The velocity ﬂow ﬁeld at the inlet of the cross ﬂow is obtained from
a precursor turbulent channel simulation, while the density is obtained after extrapolation
of the pressure ﬁeld. This is necessary in order to avoid oscillations in the ﬂow ﬁeld. The
same pressure extrapolation method is applied at the inlet of the nozzle, where the veloc-
ity is speciﬁed as a parabolic laminar proﬁle (see next section). Non-reﬂecting boundary
conditions are applied at the exit of the cross ﬂow domain, while periodic boundary con-
ditions are applied in the spanwise direction. This is equivalent to simulating an inﬁnite
series of parallel jets. However, we chosen a domain wide enough to avoid interactions
coming from the periodic conditions, as we are interested in the ﬂow dynamics of a single
jet. The choice of a correct spanwise length has been veriﬁed a posteriori.
Two parameters are fundamental to determine the penetration height of the jet into the
cross ﬂow: the injection angle θ, deﬁned as the angle between the axis of the jet and the wall
13normal direction of the cross ﬂow, and the ﬂux momentum ratio J = ρjet,eU2
jet,e/ρb,inU2
cf,in,
where ρjet,e is the mean density of the jet at the exit of the nozzle, Ujet,e is the mean velocity
of the jet in the wall normal direction of the cross ﬂow, ρb,in is the already deﬁned bulk
density at the inlet of the cross ﬂow and Ucf,in is the mean velocity of the cross ﬂow at
the inlet of the cross ﬂow domain.
A total of 32 Cray XT4 nodes (128 cores) for about 55 hours have been used for each
test case.
4.1 Inlet nozzle values.
To obtain an under-expanded sonic jet, an appropriate shape and ﬂow conditions need to
be applied to the nozzle domain. The nozzle used here (see Figure 9) has an inlet diameter
Di = 4D. The total length of the nozzle is equal to six jet diameter (6D), divided into
one section with constant diameter (Lc = 3.1D) and another with variable diameter
(Lv = 2.9D). The curvature is represented by a cubic function with zero derivative at the
start and ﬁnish point of the curvature. The inlet conditions are obtained by imposing a
parabolic laminar proﬁle where the maximum velocity and temperature are obtained as
follows (subscript cf, jet,in and jet,e indicate crossﬂow, inlet of the jet nozzle and exit
of the jet nozzle, respectively):
1. Choose Reτ, Mτ, the inlet diameter of the nozzle (and then the ratio between
the areas Ajet,e/Ajet,in) and the ﬂux momentum ratio J = ρjet,eU2
jet,e/ρb,inU2
cf,in =
γPjet,eM2
jet,e/(γPcf,inM2
cf,in).
2. Choose the nozzle inlet maximum temperature (Tjet,in,max).
3. From the isentropic expansion relationships ﬁnd the value of ρjet,in/ρjet,e, pjet,in/pjet,e,
Tjet,in/Tjet,e and Mjet,e for the given ratio Ajet,e/Ajet,in.
4. From the statistics of the turbulent precursor channel simulation take the maximum
cross ﬂow velocity Ucf,in,max, the mean value Ucf,in, the max temperature Tcf,in,max,
the mean temperature Tcf,in and the mean pressure Pcf,in = ρbTcf,in/(γM2
τ,in). Find
the Mach value Mcf,in,max = Mτ,inUcf,in,max/Uτ,in
 
Tw/Tcf,in,max.
5. Find Pjet,e = JγPcf,inM2
cf,in/(γM2
jet,e)
6. Find Tjet,in = (Tjet,in,max − Tw)4/5 + Tw (valid for a temperature proﬁle in a lam-
inar pipe ﬂow), Pjet,in = Pjet,e×(sonic ratio), ρjet,in = Pjet,inγM2
τ,in/Tjet,in, ρjet,e =
ρjet,in/(sonic ratio), Vjet,e =
 
ρcf,in/ρjet,eJ Vcf,in, Vjet,in = ρjet,eVjet,eAjet,e/(ρjet,inAjet,in)
(continuity equation) and Vjet,in,max = 2Vjet,in.
7. Finally, verify that the nozzle inlet Mach value Mjet,in = Mτ,inVjet,in/uτ,in
 
Tw/Tjet,in
matches with the sonic value found at step 3.
4.2 Conﬁguration without nozzle.
The ﬁrst test case on the JISCF has been carried out for θ = 90◦ and J = 1. Because
the exit of the jet is supposed to be sonic, a comparison with a similar conﬁguration,
14but without resolving the nozzle domain, has been carried out. The inlet of the jet has
been simulated with a ﬁxed proﬁle on the bottom wall of the cross ﬂow. The domain
chosen is 6δ × 2δ × 4.5δ in streamwise, normal and spanwise direction, respectively, while
the minimum and maximum grid resolution, based on the Reτ value deﬁned later, are
∆x+ = 2.16 − 10.74, ∆z+ = 0.74 − 3.96 and ∆y+ = 0.95 − 8.82. The mesh is stretched
with a cubic function in the streamwise direction, a tangent hyperbolic function in the
normal direction and a ﬁfth order polynomial function in the spanwise direction in order
to guarantee the continuity of the spatial derivatives up to fourth order. The same bound-
ary conditions of the JISCF are applied and the jet inlet proﬁle is deﬁned as: ρjet,in = 1,
ρujet,in = Jucf,in, ρvjet,in = ρwjet,in = 0 and Tjet,in = 1. The computational eﬀort for this
conﬁguration is smaller than the JISCF, as 16 Cray XT4 nodes (64 cores) are used and
about 72 hours are required for each test case.
Figure 9: Scheme of the nozzle domain.
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Figure 10: Cross section of JISCF mesh.
165 Precursor turbulent channel.
A precursor turbulent plane channel has been run in order to generate the inﬂow data for
the JISCF. The idea is to generate a sequence of instantaneous slices in the y−z plane and
then, by spatial and time interpolation, to feed into the JISCF domain the turbulent ﬂow
ﬁeld (see Figure 11). Choosing as reference length the half height of the channel (δ = H/2),
the domain is 6δ×2δ×4.5δ in the normalized streamwise (x), wall-normal (z) and spanwise
(y) direction, respectively. The number of points is 88 × 125 × 95 and the resolution is
∆x+ = 12.41, ∆z+ = 0.77−7.20 and ∆y+ = 6.5. Ten points are present in the viscous sub-
layer region (y+ ≤ 10). Based on the friction velocity, bulk density and wall conditions,
we chose Reτ = ρbuτH/ w = 180 and Mτ = uτ/
√
γRTw = 0.07. The corresponding
centreline values are Recl = ρbuclH/ cl ≃ 3400 and Mcl = ucl/
√
γRTcl = 1.6. Periodic
boundary conditions are applied in the streamwise and spanwise directions and the ﬂow
is forced by a constant pressure gradient ∂P/∂x = −1. As initial condition has been used
a mean proﬁle, obtained following the law of the wall and the log wall, plus correlated
perturbations[17] . An uniform mesh is applied in the streamwise and spanwise directions
while a hyperbolic tangent stretching is applied in the wall-normal direction. Instantaneous
slices of the turbulent channel are saved every 5 iteration (≃ 0.0013∆t). Each simulation
required the use of 8 Cray XT4 (nodes) (32 cores) for approximately 18 hours.
Figure 11: Sketch precursor turbulent channel - JISCF system.
In the practical applications, the core of the ﬂuid is typically colder than the wall
temperature [18] . To reproduce a similar situation, a heat sink term ( ˙ Q = h(T − Tcl,0)
has been added in the energy equation. To validate this idea, we ran a test case at
Mcl = 3 and Tw = 3. The target temperature is the isentropic value at the centreline
Mach number: Tcl,0 = Tw/(1 + (γ − 1)/2M2
cl)=1.07. The heat transfer coeﬃcient h has
been chosen equal to 100 and the data are compared with a boundary layer proﬁle at
same Mach number[19] on Figure 12. The comparison has been made considering that the
boundary layer thickness found in the plane channel is δ0.99 = δ0 = 0.8 and, at M∞ = 3
the ratio between displacement boundary layer thickness and boundary layer thickness is
δ1/δ0 = 0.324/0.865 [19] . The proﬁle is similar in the viscous sub-layer region and close to
the centre of the channel, but diﬀerent in between of these two regions. The proﬁle for the
mean streamwise momentum ρu and the mean streamwise velocity u present diﬀerences
as well. Ideally, we should use a sink of energy which is a function of the normal wall
distance in order to obtain a more realistic proﬁle.
For the Mcl = 1.6 case, we have chosen h = 1000 and found the proﬁle given in
Figure 13. After a transient period of 10 time units (uτt/H), statistical data have been
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Figure 12: Comparison between present results and Maeder et al. (2001) data at M∞ = 3
collected for the successively 10 time units and averaged in the streamwise and spanwise
direction. Turbulent intensity values and Reynolds shear stress are given in Figures 14 and
15, respectively, and compared with previous DNS data at Mτ = 0.1[21] . Results agree
fairly well and small diﬀerence are probably due to the diﬀerent Mach numbers used.
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Figure 13: Precursor turbulent channel: mean streamwise velocity.
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196 Results at θ = 90◦ and J = 1: comparison with no-nozzle
conﬁguration.
In the following we present numerical results for the JISCF obtained with an injection
angle θ = 90◦ and momentum ratio J = 1 (hereafter indicated as test A). A comparison
with the no-nozzle conﬁguration (hereafter case B) is presented in order to show the eﬀect
of the nozzle on the jet penetration into the cross ﬂow.
The data have been collected after a transient time of 2 time units (around 3 through-
ﬂow times) and then for 8 time units (around 12 through-ﬂow times) until statistical
convergence is achieved and veriﬁed. Results are divided in three parts: mean values,
turbulence intensities and instantaneous ﬁeld.
6.1 Mean values.
Figures 16a and 16c show the mean concentration of the passive scalar C at the middle
plane (y = 0) for test cases A and B, respectively. The proﬁles are quite similar, but some
diﬀerences can be observed in the concentration downstream of the jet and in the close-up
view Figures (16b and 16d): in case A the passive scalar seems to be transported more
in the streamwise direction than in case B. Moreover, in case B the scalar seems to have
upstream a stronger diﬀusion than case A at the inlet of the jet. The penetration height h,
deﬁned as the wall normal distance where the concentration of the passive scalar is 0.01%,
is similar at the jet exit but slightly higher in case B moving downstream. The close-
up view on Figure 16f (the straight red lines indicate the jet exit location) conﬁrms the
upstream diﬀusion present in case B. A diﬀerent situation is present in the x − y plane
(see Figure 17a-c obtained at z/D = 0.5): in case A the passive scalar is transported
further in the spanwise direction than in case B. The red circle in 17c represents the jet
exit location. Finally, from Figure 18a to 18o it is possible to observe the propagation
of the passive scalar in the y − z plane at diﬀerent streamwise locations: at x/D = 0 we
have h = 1.4 for both cases. Moving downstream, the penetration height achieves the
value of 2.0 for case A and 2.2 for case B at x/D = 2. The diﬀusion present in case B
is here smaller, probably due to the smaller gradient of the passive scalar in the spanwise
direction.
Figures 19a and 19b shown density contours and streamlines in the centre plane y/D =
0 respectively for case A and case B. In both case the compression is quite strong, nearly
as a shock wave (however, an analysis of the magnitude of the gradient of the density
|∇ρ| does not conﬁrm the presence of a strong shock wave). The jet is merging into
the streamwise ﬂow in a distance less than two diameters in the wall normal direction.
Upstream of the jet exit, it is possible to observe the recirculation zone associated with
a separation of the incoming boundary layer (see Figures 20a and 20b. As usual, the
straight red lines indicates the jet exit location.). The centre of the recirculation is at
x/D = −0.44 and z/D = 0.1 for case A and at x/D = −0.49 and z/D = 0.034 for case
B. The centre of the separation is at x/D = −0.71 and z/D = 0.15 for case A and at
x/D = −0.78 and z/D = 0.17 for case B. The separation point is at x/D = −1.51 and
x/D − 1.88, respectively for case A and B.
Figures 21a and 21b show the density contours and streamlines in the x − y plane at
z/D = 0.5. A counter rotating vortex pair (CRVP) is observed just downstream the jet
20exit. This CRVP increases in strength moving downstream as also visualized in Figure
22a-b and Figure 23a-b obtained at x/D = 0 and x/D = 1, respectively. From the same
Figures, comparing case A and B it noted that the density ﬁeld is quite similar between
the two cases.
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Figure 16: Scalar ﬁeld in the middle plane (y/D = 0).
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Figure 17: Scalar ﬁeld in the x − y plane at z/D = 0.5.
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(b) Case B at x = 0.
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(d) Case A at x = 0.5.
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(e) Case B at x = 0.5.
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(f) Comparison at x = 0.5.
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(g) Case A at x = 1.
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(h) Case B at x = 1.
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(i) Comparison at x = 1.
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(j) Case A at x = 1.5.
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(k) Case B at x = 1.5.
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(l) Comparison at x = 1.5.
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(m) Case A at x = 2.
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Figure 18: Scalar ﬁeld in the y − z plane at diﬀerent streamwise locations.
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Figure 19: Density contour plot and streamline in the centre plane (y = 0).
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(a) Case A.
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Figure 20: Density contour plot and streamline in the centre plane (y = 0).
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Figure 21: Density contour plot and streamline in the x − y plane at z = 0.5.
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Figure 22: Density contour plot and streamline in the y − z plane at x = 0.
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Figure 23: Density contour plot and streamline in the y − z plane at x = 1.
256.2 Turbulent intensities.
Turbulent intensity values for both case A and B are presented in Figure 24a-c. The
values are normalized by the maximum streamwise velocity umax, which is 19.3 and 19.4
respectively for case A and B. Three diﬀerent streamwise location have been chosen:
x/D = −8 (inlet of the cross ﬂow), x/D = 0 (jet axis) and x/D = 16 (outlet of the cross
ﬂow). The values referee to the middle plane location y/D = 0 and are not averaged in
the spanwise direction. At the inlet of the cross (Figure 24a) ﬂow good agreement between
the two test cases has been found. Only the urms quantities are slightly diﬀerent close to
the walls. Similar agreement is found for the urms, vrms and the u′w′ quantities on the
jet axis (24b), while the wrms seems to have a similar behavior with a peak close to the
lower wall (z/D = 0) strongly increased by the presence of the jet. In fact, while at the
inlet of the domain wrms = 0.04 for both cases, in presence of the jet we have 0.21 and
0.25 respectively for case A and case B. Moreover, the location of the peak in the wall
normal distance is slightly higher for the test case A. Finally, at the exit of the domain
(Figure 24c) same consistency observed at the inlet is found. Moreover, the ﬂow seems to
have not lost most of the inlet turbulence.
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Figure 24: Turbulent intensities values at diﬀerent streamwise locations.
276.3 Instantaneous values.
The instantaneous ﬂow ﬁeld here presented is obtained after a total of 10 time units (about
15 trough ﬂow). In Figure 25a and 25b are shown the streamwise velocity u at the middle
plane (y/D = 0). The maximum speed found is 19.1 for case A and 21.6 for case B.
Considering that we are injecting a hot jet in a cold cross ﬂow, it is interesting to
observe the mixing heat along the streamwise direction. In Figure 25a and 25b are shown
the temperature contour plot at the middle plane y/D = 0 for case A and B, respectively.
Since we used a Prandtl number nearly equal to the Schimdt number (0.72 and 1, re-
spectively), we expect a similar behavior between the temperature and the passive scalar
variables. Figure 25e and 25f show the passive scalar for test case A and B, respectively.
However, same main diﬀerence can be observed due to the diﬀerent boundary conditions
applied. In fact, while the passive scalar is unitary only inside the nozzle domain, the
temperature has unitary value also on the walls of the cross ﬂow domain. A thermal
boundary layer is then present on top and bottom walls and the bulk region receives a
heat transfer from both walls plus the incoming jet.
Finally, Figure 25g and 25h show the isosurface of the streamwise vorticity for case A
and B, respectively. Due to the low Reynolds number used the structures seem to be quite
thick and mainly representative of the jet injection ﬂow ﬁeld (i.e. no small structures due
to an increment of the turbulence seem to be present). The isosurface are colored by the
pressure value.
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Figure 25: Instantaneous results.
297 Summary.
Direct numerical simulations of a round jet in supersonic cross ﬂow have been carried
out. The ﬂow inside the cylindrical domain has been solved by use of an overlapping
mutliblock structured grid. This method has been validated with simulations of laminar
ﬂow in a pipe, but grid convergence tests show an anomalous behavior probably due to a
discontinuity in the second derivatives at the center of the cylindrical mesh. A better mesh
has been proposed, but not tested. A new formulation of the fully 3D curvilinear form
of the Navier-Stokes equations is proposed; the advantage is the avoiding of complicate
average for high order schemes. The inlet proﬁle of the JISCF system is generated by a
precursor turbulent boundary layer simulation, where a sink of energy has been used in
order to reproduce ﬂow dynamic conditions more similar to SCRAMJET applications. A
comparison with boundary layer results at same Mach number shows the validity of the
approach, but a better function for the sink of energy should be used. A passive scalar
variable has been used in order to investigate the penetration high of the jet into the
cross ﬂow. However, due to a lack of resolution, a forcing ﬁlter has been used in order
to maintain the value between zero and the unity. The results for the JISCF case at
θ = 90◦ and J = 1 have been compared with a conﬁguration without nozzle, where the
jet is applied with a ﬁxed proﬁle on the bottom wall of the cross ﬂow. Results show good
agreement, but some diﬀerence can be observed: the JISCF seems to have a slightly higher
penetration when the nozzle geometry is not considered. The ﬂow topology analysis is in
agree with previous experimental and numerical work, a part the absence of 3D shocks
probably due the low Reynolds number used. Successively tests at diﬀerent injection angle
and ﬂux moment ratio are planned as future work.
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