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Abstract
In this paper we present a new point of view on the mathematical foundations of statis-
tical physics of infinite volume systems. This viewpoint is based on the newly introduced
notions of transition energy function, transition energy field and one-point transition energy
field. The former of them, namely the transition energy function, is a generalization of the
notion of relative Hamiltonian introduced by Pirogov and Sinai. However, unlike the (rel-
ative) Hamiltonian, our objects are defined axiomatically by their natural and physically
well-founded intrinsic properties. The developed approach allowed us to give a proper math-
ematical definition of the Hamiltonian without involving the notion of potential, to propose
a justification of the Gibbs formula for infinite systems and to answer the problem stated
by D. Ruelle of how wide the class of specifications, which can be represented in Gibbsian
form, is. Furthermore, this approach establishes a straightforward relationship between the
probabilistic notion of (Gibbs) random field and the physical notion of (transition) energy,
and so opens the possibility to directly apply probabilistic methods to the mathematical
problems of statistical physics.
Keywords: random field, specification, 1–specification, Gibbs formula, Hamiltonian, tran-
sition energy field, one-point transition energy field.
Introduction
For the purpose of studying systems of statistical physics with infinite number of particles, Do-
brushin in [8–10] and, independently, Lanford and Ruelle in [21] introduced the fundamental notion
of Gibbs random field (also known as Gibbs state or Gibbs measure) and established its most im-
portant properties. The interest in infinite volume physical systems was mostly prompted by the
fact that it was in these systems that the occurrences of phase transitions were mathematically
rigorously described. The above-mentioned works laid the foundations of mathematical statistical
physics and predetermined its further impressive development (see, for example, Ruelle [32, 33],
Sinai [34], Malyshev and Minlos [24], Georgii [17]).
In his approach to defining a Gibbs random field (as a probability measure on the space of
infinite configurations of a physical system), Dobrushin was considering two families of functions:
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the specification and the Hamiltonian. The specification is a family of probability distributions in
finite volumes with infinite boundary conditions. It is characterized by a property of consistency
of its elements, which is quite natural from the probabilistic point of view. As to the Hamiltonian
(potential energy), in its standard form it is represented as a sum of finite-dimensional interactions
given by some potential. Based on such a representation of the Hamiltonian and on the Gibbs
formula (also known as Boltzmann-Gibbs formula) tying the probability of a state of a physical
system to the potential energy of that state, one can construct the main example of a specification:
the Gibbsian specification with a given potential. On this basis, Dobrushin introduced the notion
of the Gibbs random field with a given potential, described the structure of the set of such random
fields and solved the problems of their existence and uniqueness.
The questions considered in the present paper concern the foundations of the theory of Gibbs
random fields. One of the main outcomes of this work is that many general facts of the Gibbsian
theory can be stated in purely probabilistic manner without involving the notion of potential.
This allows to give the theory a classical form: first, general definitions and statements, and then
construction of models using representation theorems.
It should be noted that the expression of the Hamiltonian in form of a sum of interactions
cannot be considered as its definition, because in case of such an approach, the properties of the
Hamiltonian are not postulated, but are instead a consequence of the properties of the potential.
In fact, here we are dealing with a representation of the Hamiltonian in terms of potential. This
representation is quite convenient from the physical point of view, as it allows to easily construct
specific models with the desired properties. Meanwhile, from the mathematical point of view, in
order to build a general theory of Gibbs random fields, it is necessary to have a proper definition
of the Hamiltonian by means of its intrinsic properties. This is all the more important, since in
statistical physics, many considerations are based on the properties of the Hamiltonian itself (and
how these properties are deduced from the properties of the potential is absolutely irrelevant).
The key concepts of our considerations are the newly introduced notions of transition energy
function, transition energy field and one-point transition energy field. Let us note that the for-
mer of them, namely the transition energy function, is a generalization of the notion of relative
Hamiltonian introduced by Pirogov and Sinai in [29] (see also Sinai [34], as well as, for example,
Gross [19] for the case of more general potentials). Let us also note that the notion of transi-
tion energy field is somehow related to the notion of relative energy, which proved itself useful in
investigating the effect of transformations of equilibrium states (see, for example, Maes [25, 26]).
However, unlike the Hamiltonian, the relative Hamiltonian and the relative energy, our objects are
defined axiomatically by their natural and physically well-founded intrinsic properties. Moreover,
basing ourselves on the notion of transition energy field, we give a proper mathematical definition
of the Hamiltonian without involving the notion of potential.
The argumentation used in this work follows the idea formulated by Sinai in [34] that for
infinite volume systems, the Hamiltonian cannot be defined as a function on the space of all
configurations; however, it makes sense to consider the “differences of the Hamiltonians” for
configurations which differ in a finite number of points. At the same time, our considerations
are in many ways related to Dobrushin’s problem of description of specifications by means of
systems of consistent one-point probability distributions with infinite boundary conditions, which
was solved (by introducing the notion of 1–specification) in the works [2–4] of the authors (see
also Ferna´ndez and Maillard [14, 15]).
The paper is organized as follows. The necessary preliminaries are given in Section 1. In
Sections 2 and 3, we introduce the notions of transition energy function and of (one-point) transi-
tion energy field, and show that the representation in Gibbsian form is a necessary and sufficient
condition that a family of functions in finite volumes (resp. in lattice points) with infinite bound-
ary conditions be a strictly positive specification (resp. 1–specification). This result can, in our
opinion, be considered as a justification of the Gibbs formula in the infinite volume case. More-
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over, its necessity part answers the problem formulated by D. Ruelle in [33] of how wide the
class of specifications, which can be represented in Gibbsian form, is. Our answer is that any
strictly positive specification admits Gibbsian representation (with some Hamiltonian satisfying
our definition). Finally, in Section 4, the basic statements of the theory of Gibbs random fields are
reformulated in terms of one-point transition energy fields. The so-obtained description of ran-
dom fields establishes a straightforward relationship between the probabilistic notion of (Gibbs)
random field and the physical notion of (transition) energy, and so opens the possibility to directly
apply probabilistic methods to mathematical problems of statistical physics.
1 Preliminaries
Let X be a non-empty finite set and Zd be a d-dimensional integer lattice (a set of d-dimensional
vectors with integer components), d > 1. Without loss of generality, one can use any arbitrary
countable set instead of Zd in subsequent considerations, however we stick to tradition.
We assume that X is endowed with the total σ-algebra B and with the discrete topology T(
that is, B = T = part(X)
)
.
For any S ⊂ Zd, letW(S) = {V ⊂ S, |V | <∞} be the set of all finite subsets of S. For S = Zd
we will use a simpler notationW. The elements ofW are also often called finite volumes. Later on,
the term lattice point will be used not only for the elements t ∈ Zd, but also for the corresponding
one-point volumes {t}. The braces in the notation of such volumes will usually be omitted.
Let S ⊂ Zd, and let f(Λ), Λ ∈ W(S), be some function on W(S). In the sequel, the nota-
tion lim
Λ↑S
f(Λ) = a, will mean that for any increasing sequence (Λn)n>1 of finite sets converging
to S
(
that is, Λn ∈ W(S), Λn ⊂ Λn+1 and
∞⋃
n=1
Λn = S
)
, we have
lim
n→∞
f(Λn) = a.
For any S ⊂ Zd, we denote XS =
{
(xt, t ∈ S)
}
, xt ∈ X , the space of configurations on S,
that is, the set of all functions on S taking values in X . If S = /©, we assume X /© = {/©}, where /©
is the empty configuration. For any S, T ⊂ Zd such that S ∩ T = /© and any x ∈ XS and y ∈ XT ,
we denote xy the concatenation of x and y defined as the configuration on S ∪ T equal to x on S
and to y on T . For any T ⊂ S ⊂ Zd and any x ∈ XS, we denote xT the configuration (xt, t ∈ T )
called restriction of x on T .
A real-valued function g on XS, S ⊂ Zd, is called quasilocal if
lim
Λ↑S
sup
x,y∈XS : xΛ=yΛ
∣∣g(x)− g(y)∣∣ = 0,
or, equivalently, if g is a uniform limit of local functions (that is, functions depending only on values
of configuration in a finite volume). Note also that the quasilocality is nothing but continuity with
respect to the topology T S and, taking into account that XS is compact, the strict positivity and
the uniform nonnullness conditions are equivalent for quasilocal functions.
In the sequel, we adopt the following convention: if a finite subset of Zd is used as a subscript
in the notation of a function, then the function is defined on the space of configurations on this
subset. For V ∈ W, a function gV (on the space XV ) will be also called function in (finite)
volume V . If a function in a finite volume V ∈ W has a superscript x ∈ XZ
d\V in its notation,
it will be called function in (finite) volume V with (infinite) boundary condition x. A fami-
ly
{
gxV , V ∈ V, x ∈ X
Z
d\V
}
of functions, where V ⊂ W, will be called quasilocal if for any V ∈ V
and any x ∈ XV , the function x 7→ gxV (x) on X
Z
d\V is quasilocal.
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For V ∈ W, a probability distribution on XV is given by a non-negative function PV summing
up to 1. In the case V = /©, there exist only one probability distribution defined by P/©(/©) = 1.
A probability distribution PV , V ∈ W, is called strictly positive if PV (x) > 0 for all x ∈ XV . For
any I ⊂ V ∈ W and any probability distribution PV , we denote (PV )I the restriction (marginal
distribution) of PV on I, defined by
(PV )I(x) =
∑
y∈XV \I
PV (xy), x ∈ X
I .
Let BZ
d
be the σ-algebra generated by the cylinder (finite-dimensional) subsets of XZ
d
. A
probability distribution P on
(
XZ
d
,BZ
d)
is called random field (with state space X). The system
of finite-dimensional distributions of a random field P, will be denoted P = {PV , V ∈ W}.
Since the elements of P are the restrictions of the measure P on the corresponding σ-subalgebras
of BZ
d
, they are consistent in the Kolmogorov sense: (PV )I = PI for all I ⊂ V ∈ W. The converse
is also true (Kolmogorov’s theorem): for any system of consistent probability distributions in
finite volumes, there exists a unique random field having it as the system of finite-dimensional
distributions.
In the present work we consider only strictly positive random fields, that is, random fields
having strictly positive finite-dimensional distributions.
A random field P(p) is called Bernoulli random field with parameter p ∈ (0, 1) if for any V ∈ W,
the finite-dimensional distribution of P(p) in the volume V has the form
P
(p)
V (x) = p
|x|(1− p)|V |−|x|, x ∈ XV ,
where |x| =
∣∣{t ∈ V : xt = 1}∣∣ is the number of 1’s in the configuration x. This random field
describes a system of independent random variables taking values 1 and 0 with probabilities p
and 1− p, respectively.
For a strictly positive random field P, its conditional distribution Qx˜V in finite volume V ∈ W
under finite boundary condition x˜ ∈ XΛ, Λ ∈ W(Zd \ V ), is defined by
Qx˜V (x) =
PV ∪Λ(xx˜)
PΛ(x˜)
, x ∈ XV .
Let {∂t, t ∈ Zd} be a system of neighborhoods on Zd, that is, a system of finite subsets ∂t
of the lattice Zd such that t /∈ ∂t, and s ∈ ∂t if and only if t ∈ ∂s, s ∈ Zd. A random field P is
called Markov random field if its conditional distributions in finite volumes under finite boundary
conditions satisfy the following property: for all t ∈ Zd, x ∈ XZ
d\t and V ∈ W(Zd \ t) such
that ∂t ⊂ V , it holds QxVt = Q
x∂t
t .
For a random field P, the limits
QxV (x) = lim
Λ↑Zd\V
QxΛV (x), x ∈ X
V ,
exist for all V ∈ W and almost all (with respect to the measure P) configurations x ∈ XZ
d\V .
Any family Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
of probability distributions such that for any V ∈ W,
the equality qxV = Q
x
V holds for almost all (with respect to P) configurations x ∈ X
Z
d\V , is
called (version of) conditional distribution of the random field P. In exactly the same way, any
family Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
of probability distributions such that for any t ∈ Zd, the
equality qxt = Q
x
t holds for almost all configurations x ∈ X
Z
d\t, is called (version of) one-point
conditional distribution of the random field P.
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A family Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
of probability distributions in finite volumes with
infinite boundary conditions is called specification if its elements are consistent in the Dobrushin
sense: for all I ⊂ V ∈ W, x ∈ XV \I , y ∈ XI and x ∈ XZ
d\V , it holds
qxV (xy) =
(
qxV
)
V \I
(x) qxxI (y). (1)
These consistency conditions can be equivalently rewritten in the following form (see the paper [4]
of the authors): for all I ⊂ V ∈ W, x, u ∈ XV \I , y ∈ XI and x ∈ XZ
d\V , it holds
qxV (xy) q
xy
V \I(u) = q
x
V (uy) q
xy
V \I(x). (2)
Let us note, that the elements of a conditional distribution of a random field P satisfy the
relations (1) and (2) for almost all (with respect to the measure P) configurations x ∈ XZ
d\V .
However, any random field has at least one version of conditional distribution being a specification
(see Goldstein [18], Preston [31] and Sokal [35]). Note also that if a strictly positive random
field has a quasilocal version of conditional distribution, the latter is unique and is necessarily
a specification (see the paper [5] of the authors). On the other hand, the quasilocality of a
specification Q guaranties the existence of a random field P compatible with (the specification) Q,
that is, having it as a version of conditional distribution (see, for example, Dobrushin [8] or
Georgii [17]).
In the present work we consider only strictly positive specifications, that is, specification with
strictly positive elements.
The main example of specification is the Gibbsian specification with a given potential. Let us
give its definition.
A family Φ =
{
ΦJ , J ∈ W \ {/©}
}
of functions is called interaction potential (or simply
potential) if for every V ∈ W and x ∈ XZ
d\V , there exist finite limits
HxV (x) = lim
Λ↑Zd\V
∑
/© 6=I⊂V
∑
J⊂Λ
ΦI∪J (xIxJ), x ∈ X
V . (3)
The potential Φ is said to be uniformly convergent if the convergence in (3) is uniform with respect
to x. The family HΦ =
{
HxV , V ∈ W, x ∈ X
Z
d\V
}
is called Hamiltonian corresponding to the
potential Φ.
The family Q
Φ
=
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
of probability distributions
qxV (x) =
exp{−HxV (x)}∑
z∈XV
exp{−HxV (z)}
, x ∈ XV ,
(defined by the Gibbs formula) is a strictly positive specification. Indeed, its elements are strictly
positive, and it is not difficult to verify that they satisfy the consistency conditions (2). The
specification Q
Φ
is called Gibbsian specification with potential Φ.
According to Dobrushin, a random field P is called Gibbs random field with potential Φ if it is
compatible with the specification Q
Φ
. Note that if the potential Φ is uniformly convergent, the
HamiltonianHΦ is quasilocal, which in turn implies the quasilocality of the specification QΦ and
thereby guarantees the existence of a Gibbs random field with potential Φ.
A family Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
of strictly positive probability distributions in lattice
points with infinite boundary conditions is called strictly positive 1–specification if its elements
are consistent in the following sense: for all t, s ∈ Zd, x, u ∈ X t, y, v ∈ Xs and x ∈ XZ
d\{t,s}, it
holds
qxyt (x) q
xx
s (v) q
xv
t (u) q
xu
s (y) = q
xx
s (y) q
xy
t (u) q
xu
s (v) q
xv
t (x). (4)
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It should be noted that this definition is a particular case of a more general (not requiring the strict
positivity assumption) definition of 1–specification introduced in the paper [4] of the authors.
The main example of 1–specification is the following. Let Φ be an interaction potential. The
family Q
(1)
Φ
=
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
of one-point probability distributions
qxt (x) =
exp{−Hxt (x)}∑
z∈Xt
exp{−Hxt (z)}
, x ∈ X t,
where
Hxt (x) = lim
Λ↑Zd\t
∑
J⊂Λ
Φt∪J (xxJ), x ∈ X
t,
is a strictly positive 1–specification. Indeed, its elements are strictly positive, and it is easy to
see that they satisfy the consistency conditions (4). The family H
(1)
Φ
=
{
Hxt , t ∈ Z
d, x ∈ XZ
d\t
}
is called one-point Hamiltonian corresponding to the potential Φ, while the 1–specification Q
(1)
Φ
is called Gibbsian 1–specification with potential Φ. Note that if the potential Φ is uniformly
convergent, both the one-point Hamiltonian H
(1)
Φ
and the 1–specification Q
(1)
Φ
are quasilocal.
Dobrushin’s problem of description of specifications by means of systems of consistent one-point
probability distributions with infinite boundary conditions (see [8,11]) was solved by the authors
in [2, 3] under the weak positivity condition (as well as under the strict positivity condition)
and in [4] under the newly-introduced very weak positivity condition. The case of a general
(not necessarily finite) state space was considered by Ferna´ndez and Maillard in [14] under an
alternative nonnullness condition and in [15] under the extension to this case of the very weak
positivity condition.
In the strictly positive case, the solution of Dobrushin’s problem is given by the following
theorem (see the works [2–4] of the authors).
Theorem 1. A family Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions in lattice points with infinite
boundary conditions will be a subsystem of some strictly positive specifications Q if and only if Q(1)
is a strictly positive 1–specification. In this case, the specification Q is uniquely determined.
Note that as a matter of fact, an explicit formula expressing the elements of the specification Q
by the elements of the 1–specification Q(1) was obtained in the proof of this theorem (see also the
work [5] of the authors). This formula in particular implies that the specification Q is quasilocal
if and only if the 1–specification Q(1) is quasilocal, and that the set of random fields compatible
with Q coincides with the set of random fields compatible with (the 1–specification) Q(1), that is,
having Q(1) as a version of one-point conditional distribution. Thereby, it becomes possible to
reformulate Dobrushin’s theory (of descriptions of random fields by means of specifications) in
terms of 1–specifications.
2 Transition energy
First of all, let us note that the potential energy (Hamiltonian) of a physical system is defined
up to an additive constant and therefore cannot be directly measured. So, only the change of the
potential energy has a physical meaning, and not the potential energy itself.
The main idea of the approach we propose to justify the Gibbs formula is to use, instead of
the Hamiltonian, the function giving the energy cost of transition of the physical system from one
state to another. Unlike the Hamiltonian, the transition energy function is uniquely determined
(for a given physical system) and, as it will be shown latter, admits a description by its intrinsic
properties that have a clear physical meaning. Besides, in many cases the use of transition energy
greatly simplifies the considerations.
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2.1 Finite volume systems
Let V ∈ W be some finite volume. Consider a physical system in the volume V . For each pair
of states x, u ∈ XV , denote δV (x, u) the amount of energy needed to move the system from the
state x to the state u. Clearly, δV satisfies the relation
δV (x, u) = δV (x, z) + δV (z, u), x, u, z ∈ X
V , (5)
which is nothing but the energy conservation law. These physical considerations leads us to the
following definition.
A function δV of two variables (defined on the set of all pairs of configurations from X
V )
will be called transition energy in volume V if it satisfies the relation (5). Note that in the case
V = /©, there is only one transition energy in volume /© defined by δ/©(/© , /©) = 0. Note also that
the relation (5) implies
δV (x, x) = 0 and δV (x, u) = −δV (u, x), x, u ∈ X
V .
The following simple proposition provides a full description of strictly positive probability
distributions in volume V in terms of transition energies in volume V and will also play an
important role in the study of infinite volume systems.
Proposition 1. Let V ∈ W. A function PV will be a strictly positive probability distribution if
and only if it has the Gibbsian form
PV (x) =
exp{δV (x, u)}∑
z∈XV
exp{δV (z, u)}
, x ∈ XV , (6)
where δV is some transition energy in volume V , and the configuration u ∈ XV is arbitrary. In
this case, δV is uniquely determined by PV according to the formula
δV (x, u) = ln
PV (x)
PV (u)
, x, u ∈ XV . (7)
Proof. Let PV be a strictly positive probability distribution. Clearly, the function δV defined
by the formula (7) satisfies the relation (5) and, therefore, is a transition energy in volume V .
Further, for any u ∈ XV , we can write
PV (x) =
PV (x)∑
z∈XV
PV (z)
=
PV (x)/PV (u)∑
z∈XV
PV (z)/PV (u)
=
exp{δV (x, u)}∑
z∈XV
exp{δV (z, u)}
, x ∈ XV ,
and so PV has the required Gibbsian form (6).
Let now δV be a transition energy in volume V , and let us define PV by the formula (6). First
of all, let us show the correctness of this definition, that is, check that PV does not depend on the
choice of u. Indeed, by virtue of the relation (5), for any w ∈ XV , we have
exp{δV (x, u)}∑
z∈XV
exp{δV (z, u)}
=
exp{δV (x, w) + δV (w, u)}∑
z∈XV
exp{δV (z, w) + δV (w, u)}
=
exp{δV (x, w)}∑
z∈XV
exp{δV (z, w)}
.
Also, it is evident that PV is a strictly positive probability distribution.
Finally, if PV have the Gibbian form (6), we can write
PV (x)
PV (u)
=
exp{δV (x, u)}
exp{δV (u, u)}
= exp{δV (x, u)}, x, u ∈ X
V ,
and hence δV is uniquely determined by PV according to the formula (7).
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Let us note that the general solution of the functional equation (5) has the form
δV (x, u) = HV (u)−HV (x),
where HV is an arbitrary function which, for a physical system corresponding to δV , can be
interpreted as potential energy (Hamiltonian). Thus, in the case of finite volume systems, the
Hamiltonian is not required to posses any intrinsic properties, and the notion of the Hamiltonian
does not need a special definition.
Note also that HV is not uniquely determined by δV . It is rather determined up to an arbitrary
additive constant (corresponding to the choice of the zero level of potential energy). However, for
the probability distribution PV corresponding to δV , we can write
PV (x) =
exp{δV (x, u)}∑
z∈XV
exp{δV (z, u)}
=
exp{−HV (x)}∑
z∈XV
exp{−HV (z)}
, x ∈ XV .
These relations yield, in particular, the correctness of the Gibbs formula. Namely, although HV
is not uniquely determined for a given physical system (and hence a given δV ), the corresponding
Gibbs distribution does not depend on the choice of HV . Moreover, according to Proposition 1,
the representation in Gibbsian form is a necessary and sufficient condition that a function be a
probability distribution. This fact can, in our opinion, be considered as a justification of the Gibbs
formula (in the finite volume case) on the base of the energy conservation law.
Remark 1. Let us note that the Gibbs formula has a number of justifications based on different
physical considerations as, for example, the free energy minimum principle or the maximum en-
tropy principle (see, for example, Pfister [30]). Let us bring one of them which, in our opinion,
is the simplest. If we assume that, up to a normalizing constant, the probability is a strictly
positive, continuous and strictly decreasing function of the energy
(
that is, PV (x) = Cf
(
HV (x)
)
,
x ∈ XV
)
, and that the choice of the zero level of the potential energy (addition of a constant to
the function HV ) does not change the probability distribution PV , it is not difficult to show that
f(t) = α exp{−βt} with some strictly positive parameters α and β. As the constant α cancels
out after the normalization
(
since C−1 =
∑
z∈XV
f
(
HV (z)
)
= α
∑
z∈XV
exp
(
−βHV (z)
))
, without loss
of generality one can take α = 1. Note also that since the probability should not depend on the
choice of the energy units, the presence of the multiplicative constant β before the energy HV is
natural (roughly speaking, the multiplication by β makes the energy dimensionless). In the present
work, we always include the constant β in the energy HV (that is, directly consider dimensionless
energies).
2.2 Infinite volume systems
Now, let us turn to the systems whose states are configurations on Zd. Note that the transition
energy for such systems cannot be defined on all pairs of configurations, because on pairs of
configurations that differ in an infinite number of points, it will, as a rule, take infinite value.
In this connection, already Sinai noted in his book [34] that for infinite volume systems, the
Hamiltonian cannot be defined as a function on XZ
d
; however, it makes sense to consider the
“differences of the Hamiltonians” for configurations x, u ∈ XZ
d
that differ in a finite number of
points. This is the way we will follow.
Let T be the set of all pairs of configurations on Zd that differ in at most a finite number of
points. For V ∈ W and x ∈ XZ
d\V , we denote T xV the set of all pairs of configurations on Z
d
coinciding with x on Zd \ V . Clearly, T =
⋃
V ∈W
⋃
x∈XZ
d\V
T xV .
8
Any function ∆ on T satisfying the relation
∆(u, w) = ∆(u, z) + ∆(z, w) (8)
for all (u, z), (z, w) ∈ T will be called transition energy function (or simply transition energy).
A basic example of transition energy function is the following. Let Φ =
{
ΦJ , J ∈ W\{/©}
}
be
some finite-range interaction potential (that is, ΦJ = 0 as soon as diam(J) > R for some R > 0),
and put
∆Φ(u, w) =
∑
J∈W\{/©}
(
ΦJ (wJ)− ΦJ(uJ)
)
, (u, w) ∈ T.
The function ∆Φ on T is well defined (since the above sum contains a finite number of terms)
and clearly satisfies the relation (8). Let us note, that (up to a change of sign) ∆Φ is the relative
Hamiltonian corresponding to the potential Φ, introduced by Pirogov and Sinai in [29] (see also
Sinai [34], as well as, for example, Gross [19] for the case of more general potentials). However, we
would like to stress here, that in contrary to the relative Hamiltonian (defined in terms of some
given potential), the transition energy function is defined axiomatically by its intrinsic properties.
2.2.1 Transition energy field
A transition energy ∆ defines a family∆ =
{
δxV , V ∈ W, x ∈ X
Z
d\V
}
of functions of two variables
in finite volumes with infinite boundary conditions by
δxV (x, u) = ∆(xx, ux), x, u ∈ X
V . (9)
Since
δxV (x, u) = ∆(xx, ux) = ∆(xx, zx) + ∆(zx, ux) = δ
x
V (x, z) + δ
x
V (z, u), x, u, z ∈ X
V ,
the elements of ∆ are transition energies in finite volumes (with infinite boundary conditions).
Besides, they are consistent in the following sense: for all V, I ∈ W such that V ∩ I = /© and
all x, u ∈ XV , y ∈ XI and x ∈ XZ
d\(V ∪I), it holds
δxV ∪I(xy, uy) = δ
xy
V (x, u). (10)
To see this, it is sufficient to note that
δxV ∪I(xy, uy) = ∆(xyx, uyx) and δ
xy
V (x, u) = ∆(xyx, uyx).
A family ∆ =
{
δxV , V ∈ W, x ∈ X
Z
d\V
}
of transition energies in finite volumes with infinite
boundary conditions will be called transition energy field if its elements satisfy the consistency
conditions (10).
Let us note that the relations (9) and (10) are very natural from the physical point of view.
Indeed, when a system moves from one configuration (state) to another, the energy is spent only
on changing the state of the system in the volume in which these configurations are different,
while the state of the system in the volume in which they coincide plays the role of a boundary
condition.
It follows from the above considerations that any transition energy ∆ generates a transition
energy field ∆. The converse is also true.
Proposition 2. Let ∆ =
{
δxV , V ∈ W, x ∈ X
Z
d\V
}
be a transition energy field. Then there
exists a unique transition energy ∆ generating the transition energy field ∆.
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Proof. For each pair of configurations (xx, ux) ∈ T xV , where V ∈ W, x, u ∈ X
V and x ∈ XZ
d\V ,
we put
∆(xx, ux) = δxV (x, u).
This defines the function ∆ on the whole T , while the equation (10) guarantees the correctness of
the definition.
To show that ∆ is a transition energy, let us verify (8). Let (u, z), (z, w) ∈ T . Then there
exist V ∈ W and x ∈ XZ
d\V such that (u, z), (z, w) ∈ T xV , and hence u = ux, z = zx and w = wx,
where u = uV , z = zV , w = wV and x = uZd\V = zZd\V = wZd\V . Taking into account that δ
x
V is
a transition energy in volume V
(
and hence satisfy the relation (5)
)
, we get
∆(u, w) = ∆(ux, wx) = δxV (u, w) = δ
x
V (u, z) + δ
x
V (z, w)
= ∆(ux, zx) + ∆(zx, wx) = ∆(u, z) + ∆(z, w).
Finally, the uniqueness of ∆ is trivial.
So, specifying a transition energy ∆ on T is equivalent to specifying a transition energy field∆,
and in the subsequent considerations we will exclusively use the latter.
Note that the conditions (10) of consistency of the elements of a transition energy field are
equivalent to the following ones: for all V, I ∈ W such that V ∩I = /© and all x, u ∈ XV , y, v ∈ XI
and x ∈ XZ
d\(V ∪I), it holds
δxV ∪I(xy, uv) = δ
xy
V (x, u) + δ
xu
I (y, v). (11)
Indeed, let (10) be fulfilled. Since δxV ∪I is a transition energy in volume V ∪ I, we can write
δxV ∪I(xy, uv) = δ
x
V ∪I(xy, uy) + δ
x
V ∪I(uy, uv) = δ
xy
V (x, u) + δ
xu
I (y, v).
Conversely, putting v = y in (11) and taking into account that δxuI (y, y) = 0 (since δ
xu
I is a
transition energy in volume I), we obtain (10).
Note also that the relation (11) has the following (natural) physical meaning: the energy
δxV ∪I(xy, uv) needed to change the state of a system from xy to uv in the volume V ∪ I under the
boundary condition x is equal to the sum of energies δxyV (x, u) and δ
xu
I (y, v) needed to first change
the state of the system from x to u in the volume V under the boundary condition xy, and then
from y to v in the volume I already under the boundary condition xu.
The theorem given below establishes a relationship between a strictly positive specification Q
and a transition energy field ∆.
Theorem 2. A family Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
of functions in finite volumes with infinite
boundary conditions will be a strictly positive specification if and only if its elements have the
Gibbsian form
qxV (x) =
exp{δxV (x, u)}∑
z∈XV
exp{δxV (z, u)}
, x ∈ XV ,
where ∆ =
{
δxV , V ∈ W, x ∈ X
Z
d\V
}
is some transition energy field, and the configuration
u ∈ XV is arbitrary. In this case, the transition energy field ∆ is uniquely determined.
Proof. Let Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
be a strictly positive specification. According to
Proposition 1, for each V ∈ W and x ∈ XZ
d\V , the strictly positive probability distribution qxV
has the required Gibbsian form with
δxV (x, u) = ln
qxV (x)
qxV (u)
, x, u ∈ XV ,
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and δxV is a (unique) transition energy in volume V . To conclude the proof of the necessity, it
remains to show that the family ∆ =
{
δxV , V ∈ W, x ∈ X
Z
d\V
}
is a transition energy field, that
is, to check that its elements satisfy the consistency conditions (10).
By virtue of the conditions (2) of consistency of the elements of Q, for all V, I ∈ W such
that V ∩ I = /© and all x, u ∈ XV , y ∈ XI and x ∈ XZ
d\(V ∪I), we have
qxV ∪I(xy)
qxV ∪I(uy)
=
qxyV (x)
qxyV (u)
,
which yields
δxV ∪I(xy, uy) = ln
qxV ∪I(xy)
qxV ∪I(uy)
= ln
qxyV (x)
qxyV (u)
= δxyV (x, u).
Let now ∆ =
{
δxV , V ∈ W, x ∈ X
Z
d\V
}
be a transition energy field. According to Proposi-
tion 1, for each V ∈ W and x ∈ XZ
d\V , the function
qxV (x) =
exp{δxV (x, u)}∑
z∈XV
exp{δxV (z, u)}
, x ∈ XV ,
is a strictly positive probability distribution (not depending on u ∈ XV ). It remains to show
that the elements of the family Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
are consistent in the Dobrushin
sense or, equivalently, that for all V, I ∈ W such that V ∩ I = /© and all x, u ∈ XV , y ∈ XI
and x ∈ XZ
d\(V ∪I), it holds
qxV ∪I(xy)
qxV ∪I(uy)
=
qxyV (x)
qxyV (u)
.
The validity of the last relation follows from the chain of equalities
ln
qxV ∪I(xy)
qxV ∪I(uy)
= δxV ∪I(xy, uy) = δ
xy
V (x, u) = ln
qxyV (x)
qxyV (u)
,
which is true by virtue of the conditions (10) of consistency of the elements of ∆.
It follows from this theorem that any strictly positive specification admits a representation in
terms of a transition energy field. In addition, it is not difficult to see that the specification will
be quasilocal if and only if the corresponding transition energy field is quasilocal (for all V ∈ W
and x, u ∈ XV , the function x 7→ δxV (x, u) on X
Z
d\V is quasilocal).
We call a specification Gibbsian, if it is strictly positive and quasilocal (see, for example,
Criterion 1.1 in the work [5] of the authors). Thus, a strictly positive specification will be Gibbsian
if and only if the corresponding transition energy field is quasilocal.
2.2.2 One-point transition energy field
The mentioned in Section 1 solution of Dobrushin’s problem provides a description of random
fields by means of 1–specifications, which is much more economical and efficient than the usual
description based on specifications. The aim of the present section is to establish a relationship
between strictly positive 1–specifications and appropriately consistent systems of transition ener-
gies in lattice points with infinite boundary conditions, similar to the relationship between strictly
positive specifications and transition energy fields.
Consider the subsystem ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
of some transition energy field ∆.
The elements of ∆(1) are transition energies in lattice points with infinite boundary conditions.
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Moreover, they are consistent in the following sense: for all t, s ∈ Zd, x, u ∈ X t, y, v ∈ Xs
and x ∈ XZ
d\{t,s}, it holds
δxyt (x, u) + δ
xu
s (y, v) = δ
xx
s (y, v) + δ
xv
t (x, u). (12)
Indeed, according to the consistency conditions (11) of the elements of ∆, both sides of the
relation (12) are equal to δx{t,s}(xy, uv).
A family ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
of transition energies in lattice points with infinite
boundary conditions will be called one-point transition energy field if its elements satisfy the
consistency conditions (12).
Let us note that the relation (12) has the following (natural) physical meaning. Suppose it is
necessary to move a physical system from the state xyx to the state uvx. This can be done in two
ways: either by first changing the state of the system from x to u in the point t under the boundary
condition xy, and then from y to v in the point s already under the boundary condition xu; or by
first changing the state of the system from y to v in the point s under the boundary condition xx,
and then from x to u in the point t already under the boundary condition xv. The amount of
energy spent in the first case will be equal to δxyt (x, u) + δ
xu
s (y, v), while in the second case it will
be equal to δxxs (y, v) + δ
xv
t (x, u). Naturally, the same amount of energy must be spent in both
cases.
Theorem 3. A family ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions of two variables in lattice
points with infinite boundary conditions will be a subsystem of some transition energy field ∆ if
and only if ∆(1) is a one-point transition energy field. In this case, the transition energy field ∆
is uniquely determined.
Proof. The necessity was already shown in the beginning of this section. We therefore turn to the
proof of the sufficiency.
Let ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a transition energy field. For all V ∈ W, x, u ∈ XV
and x ∈ XZ
d\V , we put
δxV (x, u) = δ
xx2x3···xn
t1
(x1, u1) + δ
xu1x3···xn
t2
(x2, u2) + · · ·+ δ
xu1u2···un−1
tn
(xn, un), (13)
where t1, t2, . . . , tn is some enumeration of the elements of the set V , and xi = xti , ui = uti
for i = 1, 2, . . . , n (in the case V = /©, we use the convention that the sum of zero elements is
zero). Let us show that δxV (x, u) does not depend on the order of enumeration of the elements
of V . Indeed, since any permutation of the elements t1, t2, . . . , tn can be decomposed into a finite
number of transpositions of adjacent elements tk−1 and tk, k = 2, . . . , n, it is sufficient to show
that
δ
xu1···uk−2xk···xn
tk−1
(xk−1, uk−1) + δ
xu1···uk−1xk+1···xn
tk
(xk, uk)
= δ
xu1···uk−2xk−1xk+1···xn
tk
(xk, uk) + δ
xu1···uk−2ukxk+1···xn
tk−1
(xk−1, uk−1),
which is guaranteed by the consistency conditions (12).
Further, let V, I ∈ W be such that V ∩ I = /©, and let t1, t2, . . . , tn and s1, s2, . . . , sm be some
enumerations of the elements of the sets V and I, respectively. For any x, u ∈ XV , y, v ∈ XI
and x ∈ XZ
d\(V ∪I), we can write
δxV ∪I(xy, uv) = δ
xx2x3···xny
t1
(x1, u1) + δ
xu1x3···xny
t2
(x2, u2) + · · ·+ δ
xu1u2···un−1y
tn (xn, un)
+ δxuy2y3···yms1 (y1, v1) + δ
xuv1y3···ym
s2
(y2, v2) + · · ·+ δ
xuv1v2···vm−1
sm
(ym, vm)
= δxyV (x, u) + δ
xu
I (y, v),
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where yj = ysj , vj = vsj for j = 1, 2, . . . , m, and so the relation (11) holds.
To conclude the proof of the sufficiency, it remains to show that the function δxV defined by (13)
is a transition energy in volume V . If V = /© or V is a singleton, this assertion is trivially true.
Let us now suppose that this assertion is valid for some V ∈ W\{/©} and show that it is also valid
for t∪V , where t ∈ Zd\V is arbitrary. Indeed, for all x, u, z ∈ X t, y, v, w ∈ XV and x ∈ XZ
d\(t∪V ),
we can write
δxt∪V (xy, zw) + δ
x
t∪V (zw, uv) = δ
xy
t (x, z) + δ
xz
V (y, w) + δ
xz
V (w, v) + δ
xv
t (z, u)
= δxyt (x, z) + δ
xz
V (y, v) + δ
xv
t (z, u) = δ
xy
t (x, z) + δ
x
t∪V (zy, uv)
= δxyt (x, z) + δ
xy
t (z, u) + δ
xu
V (y, v) = δ
xy
t (x, u) + δ
xu
V (y, v) = δ
x
t∪V (xy, uv).
Finally, note that the property (11) of a transition energy field ∆ implies the formula (13),
and hence the elements of ∆ are uniquely determined by the elements of ∆(1).
Let us note that the formula (13) expressing the elements of the transition energy field ∆
by the elements of the one-point transition energy field ∆(1) is of independent interest too. In
particular, it implies that a transition energy field will be quasilocal if and only if the one-point
transition energy field it contains is quasilocal. Note also that this formula has a clear physical
meaning similar to that of the relation (11).
The theorem given below establishes a relationship between a one-point transition energy
field ∆(1) and a strictly positive 1–specification Q(1).
Theorem 4. A family Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions in lattice points with infinite
boundary conditions will be a strictly positive 1–specification if and only if its elements have the
Gibbsian form
qxt (x) =
exp{δxt (x, u)}∑
z∈Xt
exp{δxt (z, u)}
, x ∈ X t,
where ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
is some one-point transition energy field, and the config-
uration u ∈ X t is arbitrary. In this case, the one-point transition energy field ∆(1) is uniquely
determined.
Proof. Let Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a strictly positive 1–specification. According to
Proposition 1, for each t ∈ Zd and x ∈ XZ
d\t, the strictly positive probability distribution qxt has
the required Gibbsian form with
δxt (x, u) = ln
qxt (x)
qxt (u)
, x, u ∈ X t,
and δxt is a (unique) transition energy in lattice point t. To conclude the proof of the necessity, it
remains to show that the family ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
is a one-point transition energy
field, that is, to check that its elements satisfy the consistency conditions (12).
By virtue of the conditions (4) of consistency of the elements ofQ(1), for all t, s ∈ Zd, x, u ∈ X t,
y, v ∈ Xs and x ∈ XZ
d\{t,s}, we have
qxyt (x)
qxyt (u)
qxus (y)
qxus (v)
=
qxxs (y)
qxxs (v)
qxvt (x)
qxvt (u)
,
which yields
δxyt (x, u) + δ
xu
s (y, v) = ln
qxyt (x)
qxyt (u)
qxus (y)
qxus (v)
= ln
qxxs (y)
qxxs (v)
qxvt (x)
qxvt (u)
= δxxs (y, v) + δ
xv
t (x, u).
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Let now ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a one-point transition energy field. According to
Proposition 1, for each t ∈ Zd and x ∈ XZ
d\t, the function
qxt (x) =
exp{δxt (x, u)}∑
z∈Xt
exp{δxt (z, u)}
, x ∈ X t,
is a strictly positive probability distribution (not depending on u ∈ X t). It remains to show that
the elements of the family Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
satisfy the consistency conditions (4)
or, equivalently, that for all t, s ∈ Zd, x, u ∈ X t, y, v ∈ Xs and x ∈ XZ
d\{t,s}, it holds
qxyt (x)
qxyt (u)
qxus (y)
qxus (v)
=
qxxs (y)
qxxs (v)
qxvt (x)
qxvt (u)
.
The validity of the last relation follows from the chain of equalities
ln
qxyt (x)
qxyt (u)
qxus (y)
qxus (v)
= δxyt (x, u) + δ
xu
s (y, v) = δ
xx
s (y, v) + δ
xv
t (x, u) = ln
qxxs (y)
qxxs (v)
qxvt (x)
qxvt (u)
,
which is true by virtue of the conditions (12) of consistency of the elements of ∆(1).
It follows from this theorem that any strictly positive 1–specification admits a representation
in terms of a one-point transition energy field. In addition, it is not difficult to see that the
1–specification will be quasilocal if and only if the corresponding one-point transition energy field
is quasilocal.
We call a 1–specification Gibbsian, if it is strictly positive and quasilocal. Thus, a strictly
positive 1–specification will be Gibbsian if and only if the corresponding one-point transition
energy field is quasilocal.
Remark 2. The obtained results can be naturally depicted in the following commutative diagram:
∆(1)
Th. 3
←−−→ ∆
Th. 4 l l Th. 2
Q(1)
Th. 1
←−−→ Q
(14)
Let us emphasize that the chain of transitions Q(1) ↔ ∆(1) ↔ ∆ ↔ Q obtained in the
present work provides a new, simpler and physically well-founded proof of Theorem 1 (solution of
Dobrushin’s problem in the strictly positive case).
Remark 3. Using the relation (13), it is not difficult to obtain the (already mentioned in Section 1)
formula expressing the elements of the specification Q by the elements of the 1–specification Q(1).
Indeed, for all V ∈ W, x, u ∈ XV and x ∈ XZ
d\V , we can write
qxV (x) =
exp{δxV (x, u)}∑
z∈XV
exp{δxV (z, u)}
=
exp{δxx2x3···xnt1 (x1, u1)} exp{δ
xu1x3···xn
t2
(x2, u2)} · · · exp{δ
xu1u2···un−1
tn
(xn, un)}∑
z∈XV
exp{δxz2z3···znt1 (z1, u1)} exp{δ
xu1z3···zn
t2
(z2, u2)} · · · exp{δ
xu1u2···un−1
tn (zn, un)}
=
qxx2x3···xnt1 (x1)
qxx2x3···xnt1 (u1)
qxu1x3···xnt2 (x2)
qxu1x3···xnt2 (u2)
· · ·
q
xu1u2···un−1
tn (xn)
q
xu1u2···un−1
tn (un)∑
z∈XV
qxz2z3···znt1 (z1)
qxz2z3···znt1 (u1)
qxu1z3···znt2 (z2)
qxu1z3···znt2 (u2)
· · ·
q
xu1u2···un−1
tn
(zn)
q
xu1u2···un−1
tn (un)
,
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where t1, t2, . . . , tn is some enumeration of the elements of the set V , and xi = xti , ui = uti ,
zi = zti for i = 1, 2, . . . , n. By virtue of the properties of the elements of ∆
(1), this formula does
not depend on either the choice of the configuration u ∈ XV or the order of enumeration of the
elements of V .
3 Potential energy
Now, basing ourselves on the notion of (one-point) transition energy, we can give a proper math-
ematical definition of the (one-point) Hamiltonian without involving the notion of potential.
3.1 One-point Hamiltonian
Let ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a one-point transition energy field. Since the elements
of ∆(1) are transition energies in lattice points, they can be represented in the form
δxt (x, u) = H
x
t (u)−H
x
t (x), x, u ∈ X
t, (15)
where Hxt can be interpreted as potential energy in point t under boundary condition x. Then,
the conditions (12) of consistency of the elements of ∆(1) will be reformulated in the following
form: for all t, s ∈ Zd, x, u ∈ X t and y, v ∈ Xs, it holds
Hxyt (u)−H
xy
t (x) +H
xu
s (v)−H
xu
s (y) = H
xx
s (v)−H
xx
s (y) +H
xv
t (u)−H
xv
t (x),
or, equivalently,
Hxyt (x) +H
xx
s (v) +H
xv
t (u) +H
xu
s (y) = H
xx
s (y) +H
xy
t (u) +H
xu
s (v) +H
xv
t (x). (16)
The converse is also true. If for a family H(1) =
{
Hxt , t ∈ Z
d, x ∈ XZ
d\t
}
of func-
tions in lattice points with infinite boundary conditions, the relation (16) holds, the family
∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions defined by (15) is a one-point transition energy field.
These consideration allow us to define the one-point potential energy without using the notion
of interaction potential in the following way.
A family H(1) =
{
Hxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions in lattice points with infinite boundary
conditions will be called one-point potential energy (one-point Hamiltonian) if its elements are
consistent in the following sense: for all t, s ∈ Zd, x, u ∈ X t, y, v ∈ Xs and x ∈ XZ
d\{t,s}, the
relation (16) holds.
Let us note that to each one-point transition energy field ∆(1) correspond a lot of one-point
potential energies H(1), because each function Hxt is defined up to an additive constant c
x
t cor-
responding to the choice of the zero level of potential energy in the point t under the boundary
condition x. In particular, it is clear that to a quasilocal one-point transition energy field corre-
spond both quasilocal and non-quasilocal one-point potential energies. On the other hand, the
quasilocality of a one-point potential energy ensures the quasilocality of the (unique) correspond-
ing one-point transition energy field.
It is not difficult to see that if Φ is a potential, the corresponding one-point Hamiltonian H
(1)
Φ
satisfies the consistency conditions (16) and, therefore, is a one-point potential energy. This
justifies the widespread use of sums of interaction potentials as Hamiltonians.
Note also that if Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
is a strictly positive 1–specification, and
if some arbitrary configuration u◦ = u◦(t, x) ∈ X t is fixed for each t ∈ Zd and x ∈ XZ
d\t, the
family H(1) =
{
Hxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions
Hxt (x) = − ln
qxt (x)
qxt (u
◦)
, x ∈ X t,
15
is a one-point potential energy.
The following result is an immediate consequence of Theorem 4.
Theorem 5. A family Q(1) =
{
qxt , t ∈ Z
d, x ∈ XZ
d\t
}
of functions in lattice points with infinite
boundary conditions will be a strictly positive 1–specification if and only if its elements have the
Gibbsian form
qxt (x) =
exp{−Hxt (x)}∑
z∈Xt
exp{−Hxt (z)}
, x ∈ X t,
where H(1) =
{
Hxt , t ∈ Z
d, x ∈ XZ
d\t
}
is some one-point potential energy.
In fact, this theorem establishes a representation of a strictly positive 1–specification Q(1) in
terms of a one-point potential energy H(1). If, in addition, the one-point potential energy H (1) is
quasilocal, the 1–specification Q(1) is also quasilocal and, therefore, is Gibbsian.
Remark 4. In classical considerations, the properties of the Hamiltonian (corresponding to a given
potential) are determined by the properties of the potential. Among such properties are, for exam-
ple, the quasilocality, the finite range interaction property, the vacuumness, various symmetries,
and so on. In the framework of our approach, the required properties follow from the correspond-
ing properties of a one-point Hamiltonian (defined by the relation (16) without using the notion
of potential), while the latters are directly postulated.
Remark 5. Let us note that it is much easier to define the one-point Hamiltonian without using
the notion of potential in the continuum case, namely, within the framework of the theory of Gibbs
point processes. Perhaps the first such definition can be found in the unpublished work [23] of
Ledrappier (see also a more recent paper [28] of Nguyen and Zessin). The consistency conditions
proposed by Ledrappier in [23] have the following form:
Vt(ω) Vs(ω ∪ t) = Vs(ω) Vt(ω ∪ s),
where ω is a configuration (locally-finite subset of Rd), t, s ∈ Rd \ ω, and lnVt(ω) is interpreted as
the energy needed to add the point t to the configuration ω, that is, to move the system from the
state ω to the state ω ∪ t. So, the form and the physical meaning of these consistency conditions
are more similar to those of our conditions (12) of consistency of the elements of the one-point
transition energy field, than to those of our conditions (16) of consistency of the elements of the
one-point potential energy.
3.2 Hamiltonian
Basing ourselves on the definition of the transition energy field, similarly to the one-point case,
we can define the potential energy (Hamiltonian) as a family H =
{
HxV , V ∈ W, x ∈ X
Z
d\V
}
of
functions satisfying the following consistency conditions: for all V, I ∈ W such that V ∩ I = /©
and all x, u ∈ XV , y ∈ XI and x ∈ XZ
d\(V ∪I), it holds
HxV ∪I(xy) +H
xy
V (u) = H
x
V ∪I(uy) +H
xy
V (x). (17)
These conditions are based on the relation (10) and, as the latter is tantamount to (11), are also
equivalent to the following consistency conditions: for all V, I ∈ W such that V ∩ I = /© and
all x, u ∈ XV , y, v ∈ XI and x ∈ XZ
d\(V ∪I), it holds
HxV ∪I(xy) +H
xy
V (u) +H
xu
I (v) = H
x
V ∪I(uv) +H
xy
V (x) +H
xu
I (y).
It is not difficult to see that if Φ is a potential, the corresponding Hamiltonian HΦ is a
potential energy.
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Note also that if Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
is a strictly positive specification, and if
some arbitrary configuration u◦ = u◦(V, x) ∈ XV is fixed for each V ∈ W and x ∈ XZ
d\V , the
family H =
{
HxV , V ∈ W, x ∈ X
Z
d\V
}
of functions
HxV (x) = − ln
qxV (x)
qxV (u
◦)
, x ∈ XV , (18)
is a potential energy.
The following result is an immediate consequence of Theorem 2.
Theorem 6. A family Q =
{
qxV , V ∈ W, x ∈ X
Z
d\V
}
of functions in finite volumes with infinite
boundary conditions will be a strictly positive specification if and only if its elements have the
Gibbsian form
qxV (x) =
exp{−HxV (x)}∑
z∈XV
exp{−HxV (z)}
, x ∈ XV ,
where H =
{
HxV , V ∈ W, x ∈ X
Z
d\V
}
is some potential energy.
In fact, this theorem establishes a representation of a strictly positive specification Q in terms
of a potential energy H . If, in addition, the potential energy H is quasilocal, the specification Q
is also quasilocal and, therefore, is Gibbsian.
Remark 6. There are many works (see, for example Avertintsev [1], Kozlov [20], Sullivan [36,37])
devoted to the problem of finding conditions under which a specification is Gibbsian (with a
potential belonging to some given class). In all these works, the problem was essentially reduced
to proving that the system H =
{
HxV , V ∈ W, x ∈ X
Z
d\V
}
of function defined by (18) is a
Hamiltonian. In the absence of a general definition of the Hamiltonian, much effort has gone into
proving (mainly using the Mobius inversion formula) the existence of a potential (usually having
a complicated form) generating H . In the framework of our approach, such considerations are no
longer necessary.
Remark 7. We would like to mention that Sullivan introduced in [37] the notion of conditional
energy field as the system of functions (18) with some particular choice of configurations u◦
(namely, u◦t = θ for all t ∈ V , where θ is some fixed element of X). This terminology has strongly
influenced the choice of the terms transition energy field and one-point transition energy field
introduced in the present work.
Remark 8. Let us note that (as in the one-point case) it is possible to define the Hamiltonian
without using the notion of potential also within the framework of the theory of Gibbs point pro-
cesses. In particular, consistency conditions somewhat similar to our consistency conditions (17)
can be found in the work of Dereudre and Lavancier [7].
In conclusion, we would like to emphasize that Theorems 6 and 5 show that the representation
in Gibbsian form is a necessary and sufficient condition that a family of functions in finite volumes
(resp. in lattice points) with infinite boundary conditions be a strictly positive specification (resp.
1–specification). This result can, in our opinion, be considered as a justification of the Gibbs
formula in the infinite volume case. Moreover, its necessity part answers the long-standing question
of how wide the class of specifications, which can be represented in Gibbsian form, is. This problem
was formulated by D. Ruelle in the appendix “Open Problems” of his book [33]. Our answer is
that any strictly positive specification admits Gibbsian representation (with some Hamiltonian).
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4 Towards a general theory of Gibbs random fields based
on their energetic description
There are many classes of random processes considered in the probability theory. Usually, the
processes belonging to a particular class are characterized by some defining properties of their
finite-dimensional or conditional distributions. Further, the general statements of the correspond-
ing theory are established on the base of these properties, while the applications usually go through
some representation theorems expressing the processes in terms of some simple and convenient
objects.
The situation is quite different for the class of Gibbs random fields. Historically, instead of being
characterized by some properties of their finite-dimensional or conditional distributions, Gibbs
random fields have been directly defined by the representation of their conditional distributions in
terms of potentials, and only afterwards, the problem of internal characterization of Gibbs random
fields was considered.
An introduction to a general theory of Gibbs random fields (which does not use in its initial part
the notion of potential) was already presented in the work [5] of the authors (see also Nahapetian
and Khachatryan [27]). The exposition of the theory was based on the description of random fields
by means of 1–specifications. The notion of the Gibbs random fields was introduced (without using
the notion of potential) by means of the following definition: a random field P is called Gibbs
random field if it is strictly positive, the limits
Qxt (x) = lim
Λ↑Zd\t
Pt∪Λ(xxΛ)
PΛ(xΛ)
, x ∈ X t, (19)
exist for all t ∈ Zd and x ∈ XZ
d\t, are strictly positive, and the convergence is uniform with
respect to x.
In this section, we give an alternative presentation of some fragments of the aforementioned
theory, basing ourselves on the description of random fields by means of one-point transition
energy fields.
Taking into account the considerations of the present work, the above given definition of the
Gibbs random field is clearly equivalent to the following one: a random field P is called Gibbs
random field (we also say that the random field P is Gibbsian) if it is strictly positive, the limits
∆xt (x, u) = lim
Λ↑Zd\t
ln
Pt∪Λ(xxΛ)
Pt∪Λ(uxΛ)
, x, u ∈ X t, (20)
exist for all t ∈ Zd and x ∈ XZ
d\t, and the convergence is uniform with respect to x.
It is easy to see that for a Gibbs random field P, the limits (19) form a Gibbsian 1–specification
which will be denoted Q(1) and called canonical 1–specification (or canonical version of one-point
conditional distribution) of the random field P, while the limits (20) form a quasilocal one-point
transition energy field which will be denoted∆(1) and called canonical one-point transition energy
field of the random field P.
Also, it is not difficult to show that for a Gibbs random field P, the multi-point analogues
of the limits (19) and (20) exist and form a Gibbsian specification Q and a quasilocal transition
energy field∆, respectively. The specificationQ will be called canonical specification (or canonical
version of conditional distribution) of the random field P, while the transition energy field ∆ will
be called canonical transition energy field of the random field P.
Note that the four canonical objects ∆(1), Q(1), ∆ and Q corresponding to a Gibbs random
field P uniquely determine one another according to the commutative diagram (14). So, the
assertions presented below concerning any one of them will, of course, admit analogues for the
other three.
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Let ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a one-point transition energy field. We will say that a
random field P is compatible with (the one-point transition energy field) ∆(1) if for any t ∈ Zd, the
limits (20) satisfy ∆xt = δ
x
t for almost all (with respect to the measure P) configurations x ∈ X
Z
d\t.
The definition of the compatibility of a random field with a transition energy field is similar.
As it was already said, the canonical one-point transition energy field ∆(1) of a Gibbs random
field P is quasilocal. The converse is also true: if a random field P is compatible with a quasilocal
one-point transition energy filed, the random field P is Gibbsian (see, for example, the work [5] of
the authors, where the analogues of this assertion in terms of specifications and 1-specifications
can be found).
Further, let us note that with the given definition of the Gibbs random field, the question of its
existence does not arise, because strictly positive Markov random fields are obviously Gibbsian.
Moreover, it can be shown that the set of Gibbs random fields is a uniform extension of the set of
strictly positive Markov random fields.
It should also be noted that not all the strictly positive random fields are Gibbsian. This can
be seen from any one from the following two examples.
Example 1. Consider the random field P with state space X = {0, 1} such that for any V ∈ W,
the finite-dimensional distribution of P in the volume V is given by
PV (x) =
1
(|V |+ 1)C |x||V |
, x ∈ XV .
For all t ∈ Zd, Λ ∈ W(Zd \ t) and x ∈ XZ
d\t, we have
Pt∪Λ(1txΛ)
Pt∪Λ(0txΛ)
=
C
|xΛ|
|Λ|+1
C
|xΛ|+1
|Λ|+1
=
|xΛ|+ 1
|Λ| − |xΛ|+ 1
.
Denote Upt , where t ∈ Z
d and p ∈ [0, 1], the set of all configurations x ∈ XZ
d\t such that the
limit lim
Λ↑Zd\t
|xΛ|
|Λ|
exists and is equal to p. Clearly, if x ∈ Upt with some p ∈ (0, 1), the limits (20)
exist and are given by ∆xt (1t, 0t) = −∆
x
t (0t, 1t) = ln
p
1−p
(
and ∆xt (1t, 1t) = ∆
x
t (0t, 0t) = 0
)
. On the
contrary, for all x ∈ XZ
d\t
∖ ⋃
p∈(0,1)
Upt , the limits (20) do not exist (for x 6= u), and so the random
field P is not Gibbsian.
Example 2. Let α ∈ (0, 1), and letP(p1) andP(p2) be the Bernoulli random fields with parameters p1
and p2, respectively, where p1, p2 ∈ (0, 1) are such that p1 6= p2. Let us show that the convex
combination (mixture) P = αP(p1) + (1− α)P(p2) of P(p1) and P(p2) is not Gibbsian.
For all t ∈ Zd, Λ ∈ W(Zd \ t) and x ∈ XZ
d\t, we can write
Pt∪Λ(1txΛ)
Pt∪Λ(0txΛ)
=
α p1 + α p2 exp{|Λ|fΛ(xΛ)}
α p1 + α p2 exp{|Λ|fΛ(xΛ)}
,
where α = 1− α, p1 = 1− p1, p2 = 1− p2 and
fΛ(xΛ) =
|xΛ|
|Λ|
ln
p2
p1
+
(
1−
|xΛ|
|Λ|
)
ln
p2
p1
.
It is not difficult to see that there exist a configuration y◦ such that
lim inf
Λ↑Zd\t
|y◦Λ|
|Λ|
= 0 and lim sup
Λ↑Zd\t
|y◦Λ|
|Λ|
= 1.
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Since the quantities ln
p2
p1
and ln
p2
p1
are of opposite signs, we have
lim inf
Λ↑Zd\t
|Λ|fΛ(y
◦
Λ) = −∞ and lim sup
Λ↑Zd\t
|Λ|fΛ(y
◦
Λ) = +∞.
Thus, the limits (20) do not exist for x = y◦ (and x 6= u), and so the random field P is not
Gibbsian.
Note that there are a lot of other examples of random fields that are not Gibbsian (see, for
example, van Enter, Ferna´ndez and Sokal [13]). So, the set of Gibbs random fields is a proper
subset of the set of strictly positive random fields. At the same time, it is not difficult to prove
the following statement.
Proposition 3. The set of Gibbs random fields is dense in the set of strictly positive random
fields with respect to the topology of weak convergence.
Note also that, as shows the following example (see also Georgi [17]), there may exist different
Gibbs random fields having the same canonical one-point transition energy field ∆(1) (and hence
the same Q(1), ∆ and Q).
Example 3. Let N = {1, 2, 3, . . .}, and let the numbers cj, j ∈ N, be such that 0 < cj < 1
and
∞∏
j=1
cj > 0. For t ∈ N, we put kt =
∞∏
j=t
cj . Let P
+ and P− be the Markov chains on N with the
same state space X = {−1, 1}, whose initial distributions and transition probabilities are given by
p±1 (x1) =
1± x1k1
2
and p±t (xt−1, xt) =
1 + ct−1xt−1xt
2
1± xtkt
1± xt−1kt−1
,
where t ∈ N and xt ∈ X t. Let us show that the random fields P+ and P− have the same canonical
transition energy field.
First, let us note that for all n ∈ N, the finite-dimensional distributions P+{1,2,...,n} and P
−
{1,2,...,n}
of the random fields P+ and P− have the form
P±{1,2,...,n}(x1x2 · · ·xn) =
(
n−1∏
j=1
1 + cjxjxj+1
2
)
1± xnkn
2
, xj ∈ X
j, j = 1, . . . , n.
Further, let us note that for all t ∈ N \ 1 and for Λ = {1, 2, . . . , t− 1, t+ 1, . . . , t+ n}, n ∈ N,
we have
P+t∪Λ(xty)
P+t∪Λ(uty)
=
P−t∪Λ(xty)
P−t∪Λ(uty)
=
(1 + ct−1yt−1xt)(1 + ctxtyt+1)
(1 + ct−1yt−1ut)(1 + ctutyt+1)
, (21)
where xt, ut ∈ X
t and y ∈ XΛ. Indeed, this follows immediately from the relation
P±t∪Λ(xty) =
(
t−2∏
j=1
1 + cjyjyj+1
2
)
1 + ct−1yt−1xt
2
1 + ctxtyt+1
2
(
t+n−1∏
j=t+1
1 + cjyjyj+1
2
)
1± yt+nkt+n
2
.
It is not difficult to see that (21) holds also for all Λ ∈ W(N \ t) containing the bounda-
ry {t− 1, t+ 1} of the point t.
For t = 1, we similarly obtain
P+1∪Λ(x1y)
P+1∪Λ(u1y)
=
P−1∪Λ(x1y)
P−1∪Λ(u1y)
=
1 + c1x1y2
1 + c1u1y2
, x1, u1 ∈ X
1, (22)
for all Λ ∈ W(N \ 1) such that 2 ∈ Λ and all y ∈ XΛ.
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It follows from (21) and (22) that the limits
∆xt (xt, ut) = lim
Λ↑N\t
ln
P±t∪Λ(xtxΛ)
P±t∪Λ(utxΛ)
=

ln
(1 + ct−1xt−1xt)(1 + ctxtxt+1)
(1 + ct−1xt−1ut)(1 + ctutxt+1)
, if t ∈ N \ 1,
ln
1 + c1x1x2
1 + c1u1x2
, if t = 1,
xt, ut ∈ X
t,
exist, and the convergence is uniform with respect to x ∈ XN\t. So, the functions ∆xt form the
(common) canonical one-point transition energy field of the random fields P+ and P−.
In the theory of Gibbs random fields, a special attention is payed to the problems of existence
and of uniqueness of a random field compatible with a given specification (see, for example,
Dobrushin [8,11], Georgii [17]). One of the key results in this area (reformulated in terms of one-
point transition energy fields) is given by the following theorem (see the paper [8] of Dobrushin for
the formulation in terms of specifications and the works [2–5] of the authors for the formulation
in terms of 1–specifications).
Theorem 7. Let ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a one-point transition energy field. If ∆(1)
is quasilocal, there exists a random field P compatible with ∆(1). Moreover, the random field P is
Gibbsian and ∆(1) is its canonical one-point transition energy field.
If, in addition, the Dobrushin uniqueness condition is satisfied, that is,
sup
t∈Zd
∑
s∈Zd\t
sup
1
2
∑
x∈Xt
∣∣∣∣∣ exp{δxt (x, u)}∑
z∈Xt
exp{δxt (z, u)}
−
exp{δyt (x, u)}∑
z∈Xt
exp{δyt (z, u)}
∣∣∣∣∣ < 1,
where u ∈ X t is arbitrary and the second sup is taken over all pairs of configurations x, y ∈ XZ
d\t
differing only in the point s, the random field P is the unique random field compatible with ∆(1).
Note that though the phrasing of the above theorem is based on the one-point transition energy
field ∆(1), as a matter of fact, it uses the elements of the corresponding 1–specification Q(1) in
the formulation of the Dobrushin uniqueness condition. Below we give an alternative theorem
formulated purely in terms of one-point transition energy fields, which however uses a sightly
stronger uniqueness condition.
Theorem 8. Let ∆(1) =
{
δxt , t ∈ Z
d, x ∈ XZ
d\t
}
be a one-point transition energy field. If ∆(1)
is quasilocal, there exists a random field P compatible with ∆(1). Moreover, the random field P is
Gibbsian and ∆(1) is its canonical one-point transition energy field.
If, in addition,
sup
t∈Zd
∑
s∈Zd\t
sup
1
2
max
x,y∈Xt
∣∣δxt (x, y)− δyt (x, y)∣∣ < 1,
where the second sup is taken over all pairs of configurations x, y ∈ XZ
d\t differing only in the
point s, the random field P is the unique random field compatible with ∆(1).
This theorem is an immediate consequence of Theorem 7 and of the inequality∑
x∈Xt
∣∣qxt (x)− qyt (x)∣∣ 6 max
x,y∈Xt
∣∣δxt (x, y)− δyt (x, y)∣∣,
which is essentially contained in the proof of Theorem 6.35 of Friedli and Velenik [16] (see also
Nahapetian and Khachatryan [27]).
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As we have seen above, the mixtures and the limits of Gibbs random fields are not always
Gibbsian. However, this is no longer the case if we consider Gibbs random fields having the
same canonical one-point transition energy field. Moreover, the following theorem describing the
structure of the set of random fields compatible with a given quasilocal one-point transition energy
field holds (see the paper [9] of Dobrushin for the formulation in terms of specifications and the
work [5] of the authors for the formulation in terms of 1–specifications).
Theorem 9. Let∆(1) be a quasilocal one-point transition energy field. The set G
(
∆(1)
)
of random
fields compatible with ∆(1) coincides with the set of Gibbs random fields having ∆(1) as canonical
one-point transition energy field. Furthermore, this set is convex and closed.
In conclusion, let us note that we presented only some basic statements of the theory of Gibbs
random fields. However, many other results of the Gibbsian theory can also be stated in terms
of one-point transition energy fields. The so-obtained description of random fields establishes
a straightforward relationship between the probabilistic notion of (Gibbs) random field and the
physical notion of (transition) energy, and so opens the possibility to directly apply probabilistic
methods to such mathematical problems of statistical physics as, for example, decay of correlations,
limit theorems, cluster expansions, and so on.
As we have already noted, the construction of the theory of random fields begins with the
establishment of general facts in terms of finite-dimensional distributions of a random field. Limit
theorems are also included in the area of these questions. Already Dobrushin gave in [8] an estimate
of the mixing coefficient of the random field in terms of its one-point conditional distributions.
Some further results in this direction can be found in Dalalyan and Nahapetian [6]. Having
the mixing property, one can indicate the conditions for the validity of limit theorems without
appealing to the notion of potential.
Note also that besides systematizing and simplifying the Gibbsian theory by giving it a more
traditional form, the axiomatics we propose allows to expand the scope of its applications. Here
are some examples.
The two species formulation of the Widom-Rowlinson model is based on a potential and is
defined in both the continuum (see Widom and Rowlinson [38]) and lattice (see Lebowitz and
Gallavotti [22]) cases. In contrary, the area-interaction formulation of the Widom-Rowlinson
model was defined in the continuum case only, directly through the Hamiltonian. Our axiomatics
makes it possible to define the lattice analogue of the area-interaction model. For example, the
corresponding one-point transition energy field can be directly defined by
δxt (0, 1) = −δ
x
t (1, 0) = α + β Card
(
B(t, R)
∖ ⋃
s :xs=1
B(s, R)
)
, t ∈ Zd, x ∈ XZ
d\t,
where X = {0, 1}, and B(t, R) denotes a ball of radius R ∈ [1,+∞) centered in t.
The proposed axiomatics can be easily extended to the case X = R1, which allows, for example,
to consider Gaussian random fields. For a Gaussian random field, the elements of the one-point
transition energy field have the form
δxt (x, u) =
att
2
(
(u−mt)
2 − (x−mt)
2
)
+ (u− x)
∑
r∈Zd\{t}
atr(xr −mr), x, u ∈ R,
where A = {ats, t, s ∈ Zd} is the matrix inverse to the covariance matrix of the Gaussian field,
and m = {mt, t ∈ Zd} is the vector of its mean values. Using this expression, one can extend
the known results of Dobrushin [12] and Georgii [17] about Gibssian representation of Gaussian
random fields to the case of infinite-range potentials (a paper on the subject is in preparation).
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