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Abstract: The field of in-hand robot manipulation of deformable objects is an open and key issue for 
the next-coming robots. Developing an adaptable and agile framework for the tasks where a robot 
grasps and manipulates different kinds of deformable objects, is a main goal in the literature. Many 
research works have been proposed to control the manipulation tasks using a model of the manipulated 
object. Despite these techniques are precise to model the deformations, they are time consuming and, 
using them in real environments is almost impossible because of the large amount of objects which the 
robot could find. In this paper, we propose a model-independent framework to control the movements 
of the fingers of the hands while the robot executes manipulation tasks with deformable objects. This 
technique is based on tactile images which are obtained as a common interface for different tactile 
sensors, and uses a servo-tactile control to stabilize the grasping points, avoid sliding and adapt the 
contacts’ configuration regarding to position and magnitude of the applied force. Tactile images are 
obtained using a combination of dynamic Gaussians, which allows the creation of a common 
representation for tactile data given by different sensors with different technologies and resolutions. 
The framework was tested on different manipulation tasks where the objects are deformed, and without 
using a model of them.  
Keywords: Tactile Servoing · Tactile Images · Deformable Object · Grasping · In-Hand 
Manipulation    
1 Introduction 
The field of in-hand robot manipulation is currently one of the main research fields of study. The 
capability of manipulating different kinds of objects is a key feature to be added to a robotic system. While 
in some areas such as industry, research and development of control techniques that allow the robots to 
manipulate correctly different kinds of objects has been widely studied, in other areas, such as assistance, 
domestic or humanoid robots, obtaining a flexible and adaptable manipulation system is an open issue. 
Different techniques have been presented in the last decades to address this issue and most of them, 
especially in the last years, are focused in the use of anthropomorphic robot hands. 
Most of the works that have been developed so far, consider only rigid bodies. In the case of rigid objects, 
the dynamics of the robot and the object can be controlled in an accurate way when the physical features 
are known [1]. Different sensors are used to obtain a feedback from the environment to adapt the 
movements of the robot, such as visual, force and tactile feedback. To control and track the applied forces, 
a sensory system is needed. In [2, 3] an approach to combine visual control with force control is presented. 
To obtain a more precise control structure, a tactile module can also be added and combined [4]. 
When the manipulated object is deformable, the manipulation tasks are quite more complex. Different 
approaches have been studied to face this issue. Some approaches are based on a complex model of the 
objects’ deformation, while other are based in the use of a multisensory system to get data in real-time 
about how the system manipulator-object changes in order to adapt its movements. When a model of the 
object is needed, there are two principal methods to create the models, the mass-spring models (MSM) and 
the finite-element models (FEM). The objects’ features such as shape and rigidity, affects how the object 
can be deformed. In [5], an overview of different techniques to model and control deformations is presented, 
and classified according to both the objects’ shapes (planar, linear or volumetric), and the manipulation 
task. When a model of the object is provided, the deformation of the object can be tracked and supervised 
with sensory data, like vision [6]. For other more complex objects, such as cloth, the computation cost is 
very high, so other approaches to control the deformation with a simplified description of the behavior are 
proposed, as for example in [7], where a method based on a diminishing rigidity computation is presented. 
On the other hand, some papers present different frameworks for manipulation of deformable objects 
that instead of being based on a model, they use only sensory information (force, tactile, vision) to supervise 
the manipulation task. Generally, different sources of sensory data are employed in the control loop [8-10]. 
In [11] visual data is used to match the tactile data to map the configuration of the contacts. Tactile data 
can also be utilized together with a model of the fingers to obtain a more accurate estimation of the 
deformations [12].  
Most of the research works that present techniques which do not depend on a model of the object, are 
based on the idea of counteracting the loss in accuracy monitoring the deformations, making the system 
much more adaptable and independent of the object’s features. To do that, many of them consider 
exploration and learning techniques in order to obtain adaptable behaviors.  In [13, 14], they propose 
learning strategies based on demonstrations to get more adaptability in the system and improve the 
manipulation performance. In [15], boundary constraints of the deformable objects are also studied through 
identification and exploration of the objects. Sensory data can also be used to categorize and classify the 
objects depending on the values obtained while interacting with them [16]. 
Despite of depending on a vision module to have a manipulation system capable of locating an object 
and grasping it, tactile data is considered to have a more important relevance for the manipulation task 
when an object has been already grasped. As in the human sensing, tactile data can offer a source of 
information that can be used together with internal information of the hand, and manipulate objects in a 
“blind” way. Having a reliable tactile sensor on the robot is an important point to take into account to get a 
reliable control system. A huge number of tactile sensors have been developed and studied in the literature. 
A wide state-of-the-art of tactile sensors is described in [17], and also in [18], an overview of sensor 
technologies applied to medical tasks is presented. Other works compare the tactile sensing in humans with 
the capability of sensing in robots [19]. 
Some papers have proposed the use of tactile data as the feature to track in a servo-tactile control 
technique. In [20], a tactile controller was presented and a Jacobian to relate the error in the features with 
the corresponding movements on the robot to correct this error is used. In these approaches, the main 
problem is to obtain a precise Jacobian that relates the error in the tactile features with the velocities on the 
contact points. In [21] they propose a control architecture where the vector of features is composed by the 
position and magnitude of the contact force, and the controller offers lineal and rotational velocities as 
output for a robot manipulator. Tactile data can also be used to stabilize the grasps [22, 23] or to detect 
slippage or loss of contact [24]. A vision system can be used as a reinforcement module for a tactile control 
approach [25]. 
In order to increase dexterous capability of a robotic system, two robot arms together with two robot 
hands may be used. When the tasks to be performed require a high level of precision, or require the 
interaction between two objects, the ability which a bi-manual system can give, is needed. The control of 
the bi-manual system involves a wide variety of challenges that range from the low level control to the high 
level task planning. Bi-manual manipulation is an open issue in the field of robotics, where not only the 
challenges for in-hand manipulation have to be faced, but also the interaction between the two separated 
systems has to be adjusted to get a precise system that could imitate the human dexterity. In [26] a review 
of different challenges and techniques related with the bi-manual manipulation is presented.  
The motivation of the presented approach is to define a control framework to be used on manipulation 
tasks by means of robot hands, controlling the movements of the fingers by means of tactile information. 
We consider “humanoid” manipulation tasks where two arms and two hands are used to carry on the tasks. 
Considering this issue, the idea is to create a framework for the manipulation tasks in two levels: 
- Movements to produce global deformation of the objects. The deformation is performed and 
adjusted by movements that are taught to the robot arms.  
- Control for local deformations and to maintain contact points. Local deformations, and possible 
sliding on each contact point is also produced by the movement of the arms, but it is corrected 
by the movements of the fingers of the robot hands.    
The contribution of this paper is focused on the second level where the deformations or changes in the 
objects due to robot arms’ movements, were analyzed and corrected using the response of the controller at 
each contact point.  
In this paper, we present a novel control framework for in-hand manipulation tasks, which depends 
essentially on an image obtained from the tactile data. Using a tactile image has the advantage of having a 
common representation for the data, which can be used both for tactile control and contact’s region 
exploration. Usually tactile data is obtained from the sensors as discrete data sets, with different values and 
sizes. With the proposed approach, a continuous representation of the tactile data, and a common interface 
for different sensor technologies is obtained, making the system more adaptable and suitable for tactile 
control. This system can be used in tasks with different kind of objects, both rigid and deformable and it is 
independent of the tactile data source. In addition, the presented approach is inspired by the human behavior 
to manipulate objects. In humans, the capability of manipulating different kinds of objects with different 
shapes, rigidity and texture is mainly based on internal information about the positions of the fingers, and 
tactile information from the skin of the hand. Other sensory information, such as vision, is essential in the 
process of locating an object and grasping it, but not essential when the object is hold by the hand. With 
this framework, we present a new system which allows the stabilization of the grasping points. The 
controller also allows changing the configuration of forces applied by the hand in two ways: a planned way, 
in which the forces have to be changed to vary the pose or local deformations in the object, and an indirect 
way, in which the fingers react to changes in the contacts because of slippage or other external forces. The 
paper is organized as follows: Section 2 includes the description of the robot systems used to test the 
framework; Section 3 and 4 describe how the tactile image is obtained and the control architecture, 
respectively; in Section 5 different experiments are presented and explained, and finally, in Section 6, the 
conclusions of this work are explained.   
2 System Description 
The framework presented in this paper was tested in a bimanual robot system composed by two robot 
arms Kuka LWR [27] and two Shadow hands [28]. One of the robot hands H1 is equipped by Biotac [29] 
tactile sensors, while the second hand H2 uses a Tekscan Grip tactile sensor [30]. The robot arms Kuka 
LWR (light-weight robots) are robots specially designed for mobility and interaction with unknown 
environments and with humans. These robots are composed by 7 joints, one of them redundant, and are 
fixed in a vertical platform to facilitate the simulation of human-inspired movements.  
The Shadow hands are human-shaped robot hands, containing joints to simulate 5 fingers and the wrist. 
The hand is composed by the links of the hand itself, and the forearm including all the electronic part. The 
movements are carried out by an under-actuated mechanism, in which motors move joints pulling cables 
that are attached to each joint. The hand with the Tekscan sensor has 24 degrees of freedom (2 for the wrist, 
5 for the thumb, 4 for index, middle and ring fingers, and 5 for the little finger). The 2 joints corresponding 
to the proximal and distal phalanxes are coupled, so the real number of controlled joints is 20. In the hand 
with the Biotac sensors, the physical position of the sensor on each finger causes that the distal joint is lost, 
so in this case also the number of controllable joints is 19.      
 
 
Figure 1: General image of the bimanual system used to test the tactile framework. 
 
In this paper, we present a new approach which is mainly based on tactile information. Thus, the 
employed sensors are determinant components in the testing process. Two kinds of sensors were used to 
test the control strategy with different sensor technologies. One of them, Tekscan, is a hand-shaped tactile 
array used to read pressure, and the other one, Biotac, is a multifunctional tactile sensor which can obtain 
information about pressure, vibrations and temperature in contact points. The Tekscan sensor is composed 
by 18 regions that cover the fingers and the palm of the hand. Each region is composed by an array of tactels 
with different sizes. In the experiments, only the regions that cover the fingertips were considered. One of 
the motivations of the proposed framework is to define a common methodology that can be used with 
different kind of sensors. Usually, tactile sensors only cover the fingertip part of the hand (as the Biotac 
sensors). Fingertips are usually the parts which are used to hold and move the objects, so our framework is 
defined to consider the tactile information obtained from these parts, which correspond to the contact points. 
Tekscan sensors can obtain tactile information from the palm of the hand and/or the rest of the regions of 
the fingers, but this data is not used in this work. For the regions that are fixed to the fingertips, which are 
used in this paper, the number of tactels is 16, distributed in a 4x4 array in a region of 1.7 x 1.7 centimeters 
(see Figure 2). This sensor was previously calibrated to translate from raw pressure values to real pressure 
/ force values. The response of this sensor is considered lineal in the range between 0 and 7 newtons of 
applied force.  
The Biotac sensor is a multifunctional sensor that tries to imitate the human tactile sensing and it is 
capable of sensing pressure, vibration and temperature. The sensor consists in a rigid core, surrounded by 
an elastic liquid filled-skin to obtain a compliance similar to the human fingertip. To obtain measure of 
pressure the sensor uses impedance-sensing electrodes capable of measuring deformations that arise when 
normal or shear forces are applied to the surface of the sensor. The variation in the fluid changes the 
impedance of the electrodes, and these changes are measured as the output voltages to get raw pressure 
values. Besides, the sensor offers the possibility of measuring vibrations and temperature in the surface of 
the sensor. To detect vibrations a hydro-acoustic pressure transducer is used, while for the temperature, a 
thermistor is included in the sensor tip. In total, the sensor includes 19 electrodes distributed inside the 
sensing surface, and covering the different parts of the fingertip (see Figure 2).  
 
 
Figure 2: Tekscan Grip sensor used in one hand, where the regions used in the fingertips are marked (left)(source: 
Tekscan). Biotac sensor and scheme of the distribution of the 19 electrodes inside the sensor (right) (source 
Syntouch). 
3 Tactile Image Creation Using a Mixture of Gaussians with Dynamic 
Deviations 
This section describes how a tactile image is created from source tactile values obtained from different 
sensors. A unique tactile image is created for each of the fingers of the robot hand, to get a map of the 
pressure that the hand can read on each contact point. Using tactile images instead of using sensor values 
directly has the advantage of having the tactile information in a unique format that can be used in different 
ways. First, a tactile image allows the detection of features of the contact, such as size and shape, using 
image processing techniques. Second, tactile images can be used to obtain points of contact, mean force, 
and mean force position. These features can be used to control the movements of the fingers and change 
the contacts’ configurations. This paper is focused on the second approach, but the presented technique 
based on tactile images can also be used for tactile image processing. 
 The goal of this method is to be independent of the sensor used to get tactile data. Only the positions of 
each of the tactels of the sensor and their values are needed. In this paper two different kinds of sensor were 
used, as described in Section 2: the Biotac sensor and the Tekscan sensor. One of the robotic hands, H1, has 
a Biotac sensor on each of the fingers. Each sensor contains 19 electrodes ei inside the physical sensor. 
These electrodes are used as the original tactels ti used to create the tactile images Ii. In the case of the hand 
with the Tekscan sensor, H2, only the sensor regions that correspond to the surface of the fingertips were 
used. Each of this region is composed by 16 cells ci distributed in a 4x4 configuration. These cells are used 
as the original tactels ti.  
In the next subsections we present the stages that compose the technique for obtaining tactile images: 
first a projection of the tactels into a common finger surface is executed, then a value for deviation of the 
Gaussians that define the image is obtained dynamically using a nearest-neighbors strategy, and finally, the 
image is created with a mixture of Gaussians process (see Figure 3).   
 
 
Figure 3: Graphical description of the different stages of the process to obtain the tactile images. 
 
3.1 Projection of tactels’ values into a common finger surface 
 
A common cylinder surface Si is defined to set as a base for each tactile image Ii for the fingers fi of the 
two hands Hi. This surface corresponds to the semi-cylinder that fits into the fingers of the robotic hand. 
For the used Shadow hand, the size of the link that corresponds to the fingertip phalanx is known, and has 
a dimension for the equivalent semi-cylinder of a ratio of 7 millimeters and a height of 25 millimeters. The 
axis of this semi-cylinder is set as the Z axis of the tip frames Oitip of the fingers fi. Using this definition, 
the positions of the tactels ti of each activated tactile sensor are projected into the surface Si of this semi-
cylinder. The real 3D position of each tactel is given by the specifications of the product, and, in the case 
of the Tekscan sensor, the relative position using the tip frame as reference is measured after the sensor is 
attached to the hand. The point on the cylinder’s surface corresponding to each tactel is obtained using a 
radial projection. This point belongs to the radius vector that contains the tactel 3D point in reference to the 
tip frame and a point in the semi-cylinder’s central axis which has the same height value. The projected 
point is the cross point between the cylinder surface and this vector. Once the positions on the semi-cylinder 
are obtained, the 3D coordinates are converted into the equivalent coordinates on the planar surface PSi 
obtained from Si using a rectification of the curved surface. The plane surface corresponds to the lateral 
surface of the semi-cylinder. 
The plane has a fixed size, according to the size of the finger. To configure the definition of the image, 
the pixel size must be set. In this paper, the pixel size was set to a value of 2.5 millimeters. After initial 
experimentation, this size for the pixel is considered optimal to get a balance between the image size and 
resolution. Nevertheless, is a parameter that can be modified on-line to get more or less resolution and/or 
size of the tactile images.  
Having the pixel size and image size, obtaining the number of pixels on the image is a trivial process. 
Then, having the number of pixels, image size, pixel size, and coordinates of each tactel on the surface, a 
direct conversion from plane coordinates for the tactels to pixel position on the image is carried out. The 
result of this part is the initial image Ii which only includes initial tactel values.  
 
3.2 Obtaining dynamically the deviation of the Gaussians using the values of the k-nearest- neighbors 
 
To obtain the values of the initial empty pixels of the tactile image that do not correspond to a tactel of 
the sensor, a regression technique based in Gaussian functions is used. The main idea of this process is to 
assign realistic values to the initial empty pixels pi,j, taking into account the values of the nearest non-empty 
pixels of the image p*i,j. A Gaussian function Gi is defined for each tactel ti that corresponds to a non-empty 
pixel p*i,j. The functions are defined in the next way: the position of the mean is set as the position (x,y) of 
the pixel with initial value, the mean value is set as the normalized value of the corresponding pixel value, 
and the deviation for each function is set according to the k nearest neighbors’ values. We describe in this 
section how the deviation σi value is set for each Gaussian Gi. First, the initial values of the tactels are 
normalized to a gray scale, corresponding 0 value to no pressure, and 255 to the maximum pressure value. 
The output range of the sensors’ response is employed to normalize the scale. The main idea of the 
normalization is to obtain a bounded pressure map independently of the format in which the source pressure 
data is obtained. In this paper, this method is used for a calibrated sensor (Tekscan sensor) and a non-
calibrated sensor (Biotac sensor) to obtain the gray value v(ti) of the each tactel : 
- Tekscan sensor: the output values are represented as Newton values between 0N and 7N, which 
are obtained after the sensor was calibrated. The response has a resolution of 0.01N, so between 
0N and 7N, there are 700 possible values.  
- Biotac sensor: the sensor is used without a calibration into force values. The output of the sensor 
is a raw value that represents electrical impedance. The value 3300 corresponds to the lower 
value (no applied force) and 0 represents the higher value (maximum force). In this case, the 
resolution is 3300 values. 
Next, the k nearest neighbors are obtained according to the distance in the image. The value of k is a 
variable that can be adjusted depending on the desired robustness/simplicity of the process. Low values of 
k make the process more agile but less robust, while high values increase the robustness of the process but 
make it slower. In this paper, a value of 5 neighbors is used to get a balance between processing time and 
robustness. As a result, a vector containing the nearest neighbors for each tactel is obtained Nti = [n1, n2, 
n3, n4, n5]. The deviation σi of the Gaussian Gi is the mean of the impact of each of the values of the 
neighbors in Nti, as defined in Equation 1. The impact value is proportional to the value of the neighbor 
v(nj) and a distance factor. The distance factor is set as a coefficient between the actual distance in pixels 
from the neighbor (x,y) and the current tactel (x0, y0) associated to the Gaussian Gi, and the maximum 
distance in pixels on the image. We remember that this distance in pixels depends on the pixel size that is 
set as an initial parameter. 
 
𝜎𝑖 =  
∑  [𝑣(𝑛𝑗) ∗  
𝑑(𝑡𝑖 , 𝑛𝑗)
max _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝑘
𝑗=1  ]
𝑘
 
(1) 
 
In the two-dimensional plane defined for the tactile image, each Gaussian function is defined as follows, 
using the normalized value of the pixel v(ti): 
 
𝐺𝑖(𝑥, 𝑦) = 𝑣(𝑡𝑖) ∗ exp(−(
(𝑥 − 𝑥0)
2
2𝜎𝑖2
+
(𝑦 − 𝑦0)
2
2𝜎𝑖2
)) 
(2) 
 
 
3.3 Applying a mixture of Gaussians technique to obtain the final complete tactile image 
 
Once the values of the deviations are set, the mixture of Gaussians method is executed to obtain the 
tactile image GI. The final value of each pixel is set as the sum of all the Gaussian values on each position 
of the image (Equation 3). 
 
𝐺𝐼(𝑥, 𝑦) =  ∑ 𝐺𝑖 (3) 
 
Applying this method, the regions of the image with more number of tactels with relevant values get 
more importance, while the regions with less number of tactels with relevant values are minimized. Figure 
4 shows how different Gaussian images are created for different tactile values. 
 
 
Figure 4: Different tactile images obtained with the mixture of Gaussians method for different contact 
configurations. From left to right: point contact on the finger end, central point contact, lineal contact on left side, and 
point contact on the right side. 
4 Tactile Servo Controller Based on Tactile Images 
In this section the control technique is described in detail. The strategy controls the movement of the 
joints ?̇?𝑓𝑖(𝑡) of each finger fi of the hands Hi to get a desired tactile image I
*. Using this method, the hand 
can be moved to obtain a desired global map of the forces applied, and to avoid sliding on each of the 
fingers. An independent controller is executed for each of the fingers of the hands, while an in-hand 
manipulation task is carried out. Figure 5 shows the different movements that can be controlled. 
 
 
Figure 5: Finger movements: human hand and robot hand. 
 
The controller is inspired on the human taxonomy to grasp and manipulate objects. As described in 
Section 2, the robot hand used to test the tactile framework is a humanoid hand, which facilitates the 
replication of human movements. These movements consider the synergies of the hand, so that each 
displacement on the finger implies the coordination of different articulations [31]. The fingers of the human 
hand can do extension-flexion and adduction-abduction movements. In the case of the thumb, the 
adduction-abduction movement is more complex, a palmar abduction movement and radial abduction is 
distinguished. Moreover, as it can be seen in Figure 5, we add a movement of contraction-elongation of the 
finger. The contracting movement moves the fingertip towards the palm of the hand, while the elongation 
separates it from the palm. All these human movements can be executed on the Shadow robot hand, so we 
present a control strategy in which, given a desired tactile image, the joints of the hand are moved to achieve 
this tactile configuration through these basic movements. The control architecture is described in the next 
paragraphs. 
For each finger, we define the vector of features 𝑆𝑓𝑖(t) = [Sx, Sy, Sm] ∈ ℝ
3  to be tracked as the position 
and magnitude of the resultant force in the tactile image, this is, the barycenter of the image. The image is 
considered in this technique as a planar surface, so the resultant force Sm in the surface is obtained as the 
sum of the pixel values pi,j of the image with size mxn, and the position is set as the mean of the positions 
of the pixels. 
 
𝑆𝑚 =  ∑ ∑ 𝑝𝑖,𝑗
𝑛
𝑗=0
𝑚
𝑖=0
 
 
(4) 
𝑆𝑥 =  
∑ ∑ (𝑝𝑖,𝑗 ∗ 𝑥𝑖)
𝑛
𝑗=0
𝑚
𝑖=0
𝑆𝑚
 
 
(5) 
𝑆𝑦 =  
∑ ∑ (𝑝𝑖,𝑗 ∗ 𝑦𝑖)
𝑛
𝑗=0
𝑚
𝑖=0
𝑆𝑚
 (6) 
 
For the desired image 𝐼∗𝑓𝑖  we define also the vector of desired features 𝑆
∗
𝑓𝑖
(t) = [S*x, S*y, S*m] ∈ ℝ𝟑. 
The error in the image is defined as the error between desired and current tactile features Δ𝑆𝑓𝑖(t) = [ΔSx, 
ΔSy, ΔSm] ∈ ℝ3: 
 
𝛥𝑆𝑓𝑖(𝑡) = 𝑆
∗
𝑓𝑖
(𝑡) − 𝑆𝑓𝑖(𝑡) (7) 
 Once the error vector is obtained, the components are translated from pixel values to millimeter values 
for the features Sx and Sy. The feature related to the magnitude is scaled from gray-scaled values to 
millimeter values to define the finger displacement that is needed to correct the error in magnitude. This 
scaling process is not direct, different values for scaling the values can be used, so a parameter µ is created 
to modify the gain in the error. This parameter is used to translate pixel values (0 to 255, without measure 
unit) to a measurable unit (millimeters). The goal of this translation is to get a homogeneous control signal 
(error in X, error in Y and magnitude, which corresponds to error in Z) which is later used on the PID 
controllers. In the experiments, this parameter was used with a fixed value, set to 0.05 after initial 
experimentation. As an example, if the desired force value translated to gray normalized value of the 
barycenter in the image is set to 150, and the current normalized value is 149, the error in pixel is translated 
into an error of 0.05 millimeters in position. If the error in normalized value was 100, the translated error 
in position will be 5 millimeters. With this scaling value, the system is stable and high velocities are 
avoided. The modification of the value of µ affects the velocity in which the fingers are moved depending 
on the output of the control loop. Depending on the coefficient of elasticity of the object which is 
manipulated, the value of µ can be set to high values for more rigid objects, or low values for more soft 
objects in order to avoid high deformations. The coefficient of elasticity is known or approximated with a 
recognition process [32]. How the scale affects the output may be considered similar to the configuration 
of a PID controller.  
To correct the error in the tactile images with movements of each fi, we propose a two-stepped strategy 
to get the desired hand movements. First, the error in the force is mapped to basic movements of the fingers: 
adduction-abduction, flexion-extension, contraction-elongation. These basic movements are considered in 
this approach as velocities in the sensor frame OS(fi) (see Figure 5). Then these basic finger movements are 
mapped to joint movements ?̇?𝑓𝑖(𝑡) using the finger Jacobians 𝐽𝐹𝑓𝑖. The next table summarizes the proposed 
relationship between the error and the related movements in the hand to correct the error using the joints of 
the Shadow hand. The relationship between the velocities in the sensor frame OS(fi) is set according to the 
synergies of the fingers, and the movements are limited by the physical limits of the joints: 
 
Table 1: Relationship between error in the image, related finger movements, velocities in the sensor frame OS, and 
joints. The number of each joint is set in order from the tip to the palm (J0 to J4, and J1 to J5 in the case of the 
thumb). 
Error 
(I) 
Hand Movements 
Velocity in 
sensor frame 
OS 
Joints’ movements (index, 
middle, ring, little) 
Joints’ movements 
(Thumb) 
ΔSx 
Contract / 
elongation 
Vx(t) 
J0(+)&J3(-)  / J0(-)&J3(+) 
J0:[0,90] 
J3:[0,90] 
J1(+)&J2(-)  / J1(-
)&J2(+) 
J1:[0,90] 
J3:[-25,25] 
ΔSy 
Adduction / 
abduction 
Vy(t) 
J4(+/-) 
J4:[-10,20] 
J5(+/-) 
J5:[-55,55] 
ΔSz Flexion / Extension 
Vz(t)  & 
Vx(t) 
J0(+)&J3(+)  / J0(-)&J3(-) 
J0:[0,90] 
J3:[0,90] 
J1(+)&J2(+)  / J1(-
)&J2(-) 
J1:[0,90] 
J3:[-25,25] 
 
As a result, we obtain a tactile interaction matrix T that relates the tactile error into finger velocities using 
the sensor frame OS(fi) as reference frame 𝑣𝑓𝑖(𝑡). Finally, the finger Jacobian 𝐽𝐹𝑓𝑖 is used to map the finger 
movements into joint movements depending on the robot hand used. In our case, the movements are mapped 
into joint movements as it is shown in table 1. To imitate the human behavior, a coupled movement of the 
joints 0 and 3 is considered in the contraction-elongation and flexion-extension movements (see Equations 
8, 9 and 10).  
 
𝑇−1 =  {
1 0 1
0 1 0
0 0 µ
} 
 
(8) 
𝑣𝑓𝑖(𝑡)  =  𝑇
−1  ∙  (𝐾𝑝  ∙  𝛥𝑆𝑓𝑖(𝑡) +  ∙ 𝐾𝑖 ∫ 𝛥𝑆𝑓𝑖(𝑡)𝑑𝑡 + ∙ 𝐾𝑑  (𝛥𝑆𝑓𝑖(𝑡) −  𝛥𝑆𝑓𝑖(𝑡 − 1))) 
 
(9) 
?̇?𝑓𝑖(𝑡) = 𝐽𝐹𝑓𝑖   ∗ 𝑣𝑓𝑖(𝑡)  (10) 
 
The output joint velocities are integrated each loop interval to get the new joint positions 𝑞𝑓𝑖(𝑡) to correct 
the error. Besides, in the control architecture a direct control of the joints is considered to allow finger 
gaiting, when changes on the contact position are required. The commands related with the changes in 
contact configuration have higher priority than the tactile reconfiguration.  
Figure 6 shows the diagram of the control architecture. The different steps are described below. 
 
 
Figure 6: Control diagram of the servo-tactile architecture executed on each finger fi. 
5 Experimental Results and Discussion 
This section shows different experiments performed to test the presented tactile framework. Two kinds 
of experiments were carried out: experiments involving only one finger, and experiments involving 
movements of the both robot arms and hands. The first set of experiments was used to analyze the response 
in the controller to keep the contact between one finger and an object. The second set of experiments was 
used to test the response of the controllers executing in a simultaneous way to keep contacts while the hands 
hold objects, and the arms are moved to produce deformations on that object.  
The optimal value for the number of the k-nearest neighbors used to create the tactile images was set 
after initial experimentation, in which the obtained tactile images were compared using different values for 
the neighbors. The value of k was set to 5, because is a value which allows the framework to obtain an 
image where the contact area is well defined. Higher values could be used to get more precise images, but 
using more number of neighbors requires higher computational time, and this makes the system slower. 
The real experiments were not conducted on a real time environment, so the iteration time is not constant. 
The time of a cycle of response from the controller is limited by the frequency of response of the sensor, 1 
millisecond for the Tekscan sensor, and the processing time in a normal multi-task CPU. The iteration time 
is higher for the experiments which involve the use of the two hands, because in total, 10 processing threads 
are executed in parallel to get the tactile image and velocities for each of the fingers. The motivation of this 
work was to analyze the controller in terms of convergence rather than velocity. Nevertheless, in the 
experiments the time of a cycle was lower than 10 milliseconds for a single execution of a controller and 
100 milliseconds for the execution in parallel of the 10 servo-tactile controllers. In addition, we also provide 
several videos of the experiments in order to facilitate the understanding of the system. 
 
5.1 Single-finger tactile control 
 
The next experiments show how the tactile-servo controller is used with one finger to maintain a 
configured contact with an object or surface for both sensors. The desired images are obtained with previous 
experimentation in which the fingers are moved manually until a desired force is obtained, and the 
corresponding image is generated. The first experiment described, shows how the tactile-servo controller 
reacts in a situation in which the contact position is wanted to be moved to the fingertip, and with a certain 
value of magnitude. For this experiment a contact generated by a human finger is used, and different 
reactions are tested (see Figure 7). Figure 8 shows how the tactile images evolve, the desired image, and 
the changes in the error and output velocities. In the case of the error in position it can be seen how the 
difference between the target value and current value of the mean position is corrected by the output 
velocities. Regarding the error in the magnitude of the force, the output velocities produce a reduction in 
the error. In this experiment, the human finger is separated manually to test the response of the controller. 
It can be seen that the error converges to zero after each variation in the contact.  
 
 
Figure 7: Experiment with the servo-tactile control, different steps. Controlling the magnitude of the force in the 
contact. 
 
 
Figure 8: Evolution of error (a, b), velocities (c) and sample and desired tactile images (above). 
 
In the previous experiment, the target image was related to a precise contact point in the fingertip of the 
finger. In the next experiment, we show how the controller can be used also to obtain regions of contact in 
the finger, correcting the error in position and magnitude of the mean force (see Figure 9). As it can be seen 
in Figure 10, the target image represents a configuration in which the contact with the object covers almost 
all the right side of the finger. Initially, the finger is touching the object, but not applying force. Next figure 
shows how the error in positions and magnitude are corrected with the output velocities. Different samples 
of the tactile images in different steps are included to illustrate how the error is corrected and the output 
velocities converge to values close to zero (see video 1 for the complete experiments).  
 
 
 
Figure 9: Experiment with the servo-tactile control. Controlling magnitude and position of the force in the 
contact. 
 
 
Figure 10: Evolution of the error (a, b), velocities (c) and sample and desired tactile images (above). 
As it can be seen on Figure 8 and Figure 10, the force position error and the output velocities converge 
to zero. Regarding the error in force magnitude, and the Vz component, the convergence is not perfect (zero 
value is not stable), because it is affected by the signal drifting that is inherent for all the tactile sensors. 
The value obtained from the sensors is not stable even if the contact configuration does not vary.. 
Nevertheless, it can be analyzed how the controller reacts, and the velocities and errors evolve to values 
proximal to zero, with low variation produced by this signal drifting. The variations in the output velocities 
are related directly with the variations of the forces sensed by the tactile sensor. Paying attention to the 
scale in the velocities graphics, it can be seen that peaks on those graphics represent a notable change in 
the contact point which is corrected by the controller. Lower peaks are caused by the signal drifting from 
the tactile sensor, which is inherent to the electric response of the devices. Nevertheless, this chattering in 
the output velocities caused by the tactile sensor signal drifting, is not relevant to cause unexpected behavior 
in the controllers (notice the scale for the lower peaks in the velocity graphics). 
 
5.2 Dual hand collaboration with multi-finger tactile control 
 
The next experiments show how the servo-tactile controllers are executed in parallel for each finger of 
the hands to control the configuration of the contacts while a collaboration task is executed moving both 
arms. The next kind of collaborations were considered: bending a soft beam, folding a planar foam, and 
throwing material from a bag into a recipient. Considering all kind of collaboration tasks that can be 
executed with a bimanual system, these three experiments were selected because in the three cases the 
movements of the arms to execute the actions produce variations in the contact configuration for each hand. 
Considering that the proposed framework does not use a model of the object/s, the tactile-servo technique 
is proposed to be used as a low level control strategy to maintain contacts, while at higher level, arms are 
moved in a planned way to produce the desired deformations or changes in volume and/or shape in the 
objects. We start at an initial valid configuration in which the objects are correctly grasped, and then, 
simplified movements of the arms considering the end effector position are executed. For the bending 
experiment, two opposite rotational movements are executed to produce the deformation in the object. In 
the case of the folding task, the end effector of each arm is moved in the same plane, but in opposite side. 
Finally, for the experiment in which some material is thrown from a plastic bag into a recipient, a unique 
rotational movement of the end effector of the arm that holds the bag is executed to imitate the human 
behavior to carry out this kind of task.  
The servo tactile controller is defined to correct the error in both features to obtain the desired 
configuration. Desired magnitude and positions are variable features that can be adjusted depending on the 
task to be carried out. In these experiments, for each finger, the target force and magnitude are set in the 
next way: 
- Contact position: the desired contact position is set into the center of the fingertip to maximize 
contact area. Using the tactile information obtained from the whole sensor area, the tactile image 
is obtained, and then the barycenter of the image is used as the reference point to be tracked and 
maintained in the center of the image, which is the physical center of the sensor area. Using the 
center of the fingertip as the desired position makes more difficult a loss of contact on the finger. 
- Force magnitude: regarding the magnitude, the force values were taught to the system on an 
initial teaching stage. In this stage, the applied forces were tracked and studied performing 
grasping experiments using the same objects used later to test the framework. Each of the 
objects was grasped in a tele-operated way until a secure grasp was obtained. Then, the applied 
forces in this secure configuration are obtained and used later as target values for the servo-
tactile control. 
For the first experiment a soft beam is considered. The foam is hold by the 10 fingers of the two Shadow 
hands, and a servo-tactile controller is executed for each of the fingers. Initial force is set as the target force 
to maintain during the experiment to avoid the loss of contact, and as a result the drop of the object. An 
example of the behavior of the controller for three of the fingers (thumb, index and middle, which are the 
dominant fingers in a grasp or manipulation task) can be seen in Figure 12. The graphics show the evolution 
of the error in the target force (magnitude), related to the rotation of the wrist of the arm, and the graphics 
of velocities show the output velocities set by the controller. It can be appreciated how the controller reacts 
to different variations in the contacts to minimize the error. Figure 11 shows the comparison in the execution 
of the same experiment using the tactile control and without executing the servo-tactile controller. The 
controller helps to maintain the contact with the object and prevent it to drop after sliding starts (see video 
2).  
 
 
Figure 11: Bending experiment with servo-tactile control (up) and without servo-tactile control in the fingers 
(down). For the execution with the servo-tactile control, a sample tactile image (I) is shown (in this case for the index 
finger). The desired configuration is shown in image I*. 
 
 
Figure 12: Evolution of the error in force magnitude and output Z velocities for three of the fingers during the 
bending task. 
 For the second experiment, a process is executed to fold a planar foam applying forces through lineal 
movements of the two arms while the attached hands hold the body for each side. Without executing the 
servo control, the deformation of the object cause an external variation in the contacts, and this produces a 
loss of contact. Applying our technique, the target forces are maintained during the task, and the loss of 
contact is avoided. Figure 14 shows the evolution of the error in force and the output velocities for three 
fingers. The final part of the graphics correspond to the step in which the foam is totally folded. Despite the 
error is not corrected completely, the servo-tactile control reacts to move the finger and to keep the error 
value at a low value to prevent sliding. In Figure 13 it can be seen how after the object has been folded, 
without using the servo-tactile control the contact is lost in one of the hands, and when the object is 
unfolded, it drops from the hand. With the proposed control technique, even if the error is not completely 
corrected, the contact is maintained and the sliding and consequently the drop of the object is avoided (see 
video 3).  
 
 
Figure 13: Bending experiment with servo-tactile control (up) and without servo-tactile control (down). For the 
execution with the servo-tactile control, a sample tactile image I is shown (in this case for the index finger). The 
desired configuration is shown in the image I*. 
 
 
Figure 14: Evolution of the error in force magnitude and output Z velocities of the controllers for three fingers 
during the folding experiment. 
 
The third kind of task that is presented in this paper, is a task which includes a collaboration between the 
two systems arm-hand holding two objects. In this task a bag of pasta is hold by one of the hands, and a 
container is hold by the other hand. The task consists in dropping pasta in the container.  
For this kind of tasks, a model of the object is very difficult to obtain, because the shape and weight of 
the bag depends on the number of elements that remain inside, and the variation in this amount is 
unpredictable, and depends on a lot of factors (velocity for the arm, positions on the finger, size of the 
contained elements). In the case of the container the shape does not change, but the weight changes 
accordingly to the number of elements that drop inside. This change in the weight, could produce sliding 
in the contact points, and eventually make the container fall down. Considering this complexity to model 
and control the task, an agile and adaptable technique is needed. In this experiment we demonstrate that the 
proposed tactile-servo framework can be used for this kind of tasks. The experiment is executed with one 
hand holding the container in a fixed position, and the other hand holding the bag in a position above the 
container. To throw the pasta into the container a basic rotational movement of the wrist of the arm is 
executed, as a human moves his wrist, to start the dropping process. 
 Taking into account that counting and controlling the frequency of elements that are dropped into the 
container is a non-controllable issue, the tactile-servo controllers are executed for each of the fingers of the 
hands, to keep the contact position and magnitude while the process is carried out. Whereas the task fails 
when is executed without adaptation in the finger positions, using the presented technique, the task is 
executed correctly (see Figure 15 and video 4).  
 
 
Figure 15: Collaboration experiment using servo-tactile control (up) and without servo-tactile control (down). For 
the execution with the servo-tactile control, a sample tactile image I is shown (in this case for the index finger). The 
desired configuration is shown in the image I*.  
In Figure 16 it can be seen how a big variation in the target features (force magnitude) appears for the 
fingers that hold the bag in the same instant, when the pasta begins to drop. The controllers react to avoid 
this big variations, produced by the changes in volume and weight of the bag, and the error is minimized to 
avoid the loss of contact. 
As it was explained in the Section 5.1, the convergence of the error in force magnitude, and the Vz 
component is not perfect because of the signal drifting inherent for all the tactile sensors. Nevertheless, this 
imprecision is not relevant to affect the stability of the contact configuration. The output velocities for each 
controller keep the finger in a position that maximizes the contact area, minimizing the error in contact 
position, and move the finger to reach the target magnitude value. As in the single-finger experiments, 
peaks on the velocity graphics represent a notable change in the contact point which is corrected by the 
controller, and lower peaks are caused by the signal drifting from the tactile sensor, which is inherent to the 
electric response of the devices.  
 
 
Figure 16: Evolution of the error in force magnitude and output Z velocities of the controllers of three of the 
fingers during the collaboration experiment. 
6 Conclusions 
In this paper, a new framework to track the fingers’ contacts between a robot hand and an object and to 
control the movements of the fingers according to this tactile sensation is proposed. The main motivation 
of this work was to develop an agile and adaptable system that could be used in manipulation tasks with 
different hardware equipment (robot hands and tactile sensors). In this paper, it has been demonstrated that 
the proposed framework can be used as part of an in-hand manipulation controller, to maintain and adapt 
the contact configuration depending on the tactile configuration that is required. Besides the adaptability, 
the second big advantage of the proposed methodology is that it can work without models of the objects 
that are manipulated. As it has been explained in previous sections, having a manipulation methodology 
that depends on models of the objects, makes the system less useful when the robot is wanted to be operative 
in variable environments with a huge variety of objects that the robot has to grasp and manipulate. 
The proposed representation for tactile data, is one of the principal contributions of this paper. The 
presented method, based on a combination of dynamic Gaussians that are defined from the sensor values, 
offers a novel way to represent and use tactile information. This method can be used with any tactile sensor 
for which physical properties are known, so, as presented in this paper, the framework is adaptable to 
different robot and sensor systems. 
As future work, a global planner is proposed to control the movements of a complete system composed 
by arm, hand, tactile sensor and vision sensor. The idea of this global planner is to predict deformations 
and create trajectories on the arms and hands to carry out manipulation tasks. The global planner could use 
the proposed framework as a lower lever control structure, to track the contacts’ configuration and the 
movements of the fingers to adapt the applied forces and avoid sliding or other loss of contact caused by 
external forces.  
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