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Sparsication of Rectangular Matrices
SEBASTIAN EGNERy AND TORSTEN MINKWITZz
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Consider the problem of sparsifying a rectangular matrix with more columns than rows.
This means forming linear combinations of the rows, while preserving the rank, such that
the result contains as many zero entries as possible. A combinatorial search method
is presented which sparsies a matrix with exponentially many arithmetic operations
in the worst case. Moreover, a method is presented which substantially reduces the
combinatorial search space if the matrix gives rise to a non-trivial block structure.
c© 1998 Academic Press
1. Introduction
Consider a dense rectangular matrix A . The central problem treated in this
paper is to construct an invertible square matrix T such that T  A is sparsest,
which means TA contains as many zero entries as possible. We shall call this process
\sparsication" of A.
Note that Gaussian elimination always produces at least n2 − n zero entries, where n
is the number of rows of A. While in general this is the maximal number of zero entries
achievable, we are interested in the special cases where sparsication can produce more.
The paper is organized as follows. Section 2 introduces the necessary notation and
states the problem in a slightly more general form. The section also contains three im-
portant observations concerning the nature of the problem. Section 3 proposes a combi-
natorial search method to solve the sparsication problem. Section 4 presents a method
to determine the nest block structure of the matrix. If this precomputation discovers a
non-trivial block decomposition then the search space of the combinatorial search method
is greatly reduced. The computation of the block structure is based on the concept of the
Moore{Penrose inverse of matrices. Section 5 deals with the issue of how dicult spar-
sication is in the sense of computational complexity. Finally, we present two practical
examples to show where sparsication can be useful.
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2. Notation and Simple Observations
Let F be a eld. Then the dimension of an F-vector space V is denoted by dim V .
The intersection, sum, and subspace relation of vector spaces V and W are denoted by
V \W , hV [W i and V  W . The range, kernel, and rank of a matrix A 2 Fnm are
Fn  A := fx  A j x 2 Fng, ker A := fx j x  A = 0g, and rank A := dim FnA (note that
we use right multiplication). The group of invertible (nn) matrices over base-eld F is
denoted by GLn(F). A vector space V is the (internal) direct sum of subspaces V1; : : : ; Vn
i V = V1 +   +Vn and Vk\ (V1 +   +Vk−1 +Vk+1 +   +Vn) = 0 for all k 2 f1; : : : ; ng
(dened as in Jacobson, 1985, Theorem 3.5). In this case we write V = V1      Vn.
We will always distinguish row vectors and column vectors and write Ai; and A;j
for the ith row and the jth column of A, respectively. More generally, for subsets
I = fi1; : : : ; irg and J = fj1; : : : ; jsg let AI; and A;J denote the matrices consisting of
rows I and columns J respectively. As usual, AT denotes the transposed matrix and A
the conjugate transposed matrix for a suitable conjugation in F. Let diag(A(1); A(2)) =h
A(1) 0
0 A(2)
i
denote the (external) direct sum of smaller matrices. Clearly, diag(A(1); A(2))
diag(B(1); B(2)) = diag(A(1)B(1); A(2)B(2)) for compatible matrices, which means (m1;m2)
= (r1; r2) for A(1) 2 Rn1m1 , A(2) 2 Rn2m2 , B(1) 2 Rr1s1 , and B(2) 2 Rr2s2 for some
commutative ring R.
For an m-vector x, let x := fk 2 f1; : : : ;mg j xk 6= 0g denote the support of x
and jx j := jxj the Hamming weight. The Hamming weight is the number of non-zero
components of x. Furthermore, we will consider generalized weight functions of the form
jx jc :=
P
k2x ck, where c 2 Rm>0 are the weight coecients. The weight of a matrix is
the sum of the weights of all rows. Finally let

N
k

:= ft  N j jtj = kg denote the set
of the
 jN j
k

dierent k-subsets of a nite set N .
We are now ready to state the problem more formally as
Problem 2.1. Given a matrix A 2 Fnm over a eld F and a vector of weight coe-
cients c 2 Rm>0, compute an invertible matrix T 2 Fnn such that the weight jT  A jc is
minimal. The base eld is assumed to admit eective computation.
In general, we have the base eld F = Q of rational numbers in mind, but other elds
with eective computation are useful as well. In addition, real or complex floating-point
numbers are of interest, since they provide fast rational approximations to bulky domains
such as algebraic extensions of high degree over the rationals. In particular, as we will
point out shortly, it is easy to construct an exact T once the positions of the zero entries
in TA are known. Thus it might suce to compute the positions of the zero entries by a
numerical approximation and to construct the exact T algebraically afterwards.
Let us mention three properties of the problem, which are essential to the algorithms
for sparsication.
2.1. the greedy nature of the problem
The rst important property to be stated about sparsication is the greedy nature
of the problem. In fact, this property is fundamental to the search method proposed in
Section 3 and to the block-structure method presented in Section 4. In a sense, it allows us
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to search for the rows of T independently. More formally, the set M of linear independent
subsets of Fn is a matroid and the weight function for row vectors induces a weighting
w of this matroid. See Whitney (1935) for the notion of matroid and Korte et al. (1991,
Sections II.1 and 2) for an introduction to the theory of matroids. It is a known fact that
problems with matroid structure allow greedy algorithms for their solution. Applied to
our situation the following algorithm solves the sparsication problem. The algorithm
shown here is the skeleton which is rened in Section 3.
1. Set V := ;.
2. Consider X := fx 2 Fn n V j V [ fxg 2Mg. If X = ; then V is of size n, which is
maximal and w(V ) = min
Y 2M
w(Y ). Stop and return V .
3. Choose an x 2 X with w(x) = min
y2X
w(y) and augment V := V [ fxg. Goto Step 2.
After the completion of the algorithm V contains a base of row vectors forming the
sparsifying matrix T . Note that X is never actually represented. Only the expressions
(X = ;) and (choose minimal x 2 X) are used. The rst is trivial, since X = ; ,
jV j = n. The second operation is dicult, but may be solved with a combinatorial search
through the subsets of the column set of A as proposed in Section 3.
2.2. a vector of minimal weight can be found
Assume that the positions of all zero entries of an optimal TA are given by an oracle.
Then a suitable matrix T may be constructed by linear algebra. Assume the oracle
responds with (TA)i;j = 0 for all j 2 Ji. Then this is equivalent to Ti; 2 ker A;Ji and
a basis for the kernel can be computed eectively. Finally, it is necessary to choose a set
of linearly independent rows Ti; from the kernels to form an invertible T . The fact that
T can easily be reconstructed from the knowledge of the positions of zero entries in TA
shows that the problem of sparsication is combinatorial in nature and not algebraic.
However, the task may be reduced considerably by eliminating the linearly dependent
2-sets as will be shown next.
2.3. linearly dependent 2-sets can be removed
Let A;j1 and A;j2 be two non-zero linearly dependent columns. Then x  A;j1 = 0
i x  A;j2 = 0. Thus the (nm) problem may be reduced to a (n (m− 1)) problem
by removing column j2 and modifying the vector c. This simple observation reduces the
size of the matrix by grouping sets of columns. This grouping has been our reason to
generalize the usual Hamming-weight function to j  jc with a vector c of positive weight
coecients. A column of the reduced matrix stands for a whole group of columns in the
original A. Therefore, it might be more important to produce a zero entry in one column
of the reduced matrix than in another column which stands for a smaller group. One way
to take this into account is to introduce a distribution of the cost for the columns and
this distribution is exactly c 2 Rm>0.
3. The Optimal Solution
In this section, an algorithm is proposed to nd an optimal sparsication. This al-
gorithm is a renement of the greedy algorithm presented in Section 2.1 above. The
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algorithm essentially enumerates all combinations of prescribing the positions of n − 1
zero-components in a row of TA. The central concept of the algorithm is the relation
between vectors x 2 Fn and sets J of indices such that the jth component of xA is zero
for all j 2 J . The set of all x for a given J is denoted as ker A;J . On the other hand
f1; : : : ;mg n xA denotes the set of indices where xA is zero.
Theorem 3.1. There is an algorithm to solve Problem 2.1 in O(
(
m
n−1

n3) eld opera-
tions.
By the simple observations of the previous section, it is sucient to consider the case
A 2 Fnm, m > n, rank A = n without linearly dependent pairs of columns in A. Now
the algorithm to compute (A; c) 7! T is as follows.
1. Initialize the agenda S :=
 f1; : : : ;mg
n− 1

and the resulting set of candidates V := ;.
2. Choose a J 2 S and
while dim ker A;J > 1 and jJ j < m,
augment J by some j 2 f1; : : : ;mg n J .
3. Compute a base B of ker A;J and record it by V := V [B.
4. Choose an x 2 B and compute K := f1; : : : ;mg n xA, the set of all columns where
B yields zero. Reduce S by S := S n

K
n− 1

and continue with Step 2 if still
S 6= ;.
5. Take the set V as a list and sort this list by increasing jxA jc for the elements x 2 V .
Choose a base from V by starting at the front and adding linearly independent
vectors one by one. The vectors of the base are the rows of the resulting matrix T .
The fundamental observation underlying the correctness of the algorithm is: if I  J are
column index sets then clearly f0g = ker A  ker A;J  ker A;I . Thus any I of size
n− 1 may be augmented until the kernel is exactly one dimensional. Then I determines
a vector x 2 ker A;I up to a non-zero scalar multiple. Let K be the set of indices where
xA is zero. Then all (n − 1) subsets of K may be discarded because they either lead
to the same x or their extension to codimension 1 is not a subset of K. Note that this
improvement, as well as the arbitrary choice of j in step 2, is possible due to the matroid
structure of the problem|in a matroid any suboptimal solution can be improved to an
optimal one, and this is what happens in step 5.
The running time of the algorithm is dominated by doing Gauss elimination on about
n vectors from Fn for all (n − 1) subsets of the m columns of A. The algorithm has
running time O(
(
m
n−1

n3) arithmetic operations in F, which is exponential in general
and polynomial if one of the two parameters is xed.
4. Block Structure
The most important improvement to the combinatorial search method is the exploita-
tion of block structure. This is treated in this section. Given a dense rectangular matrix
A , construct an invertible matrix T and a permutation matrix P such that
T  A  P = (drawn schematically) is the nest possible block de-
composition. Then sparsify all blocks independently and assemble the results to yield an
optimal sparsication of A. Note that the nest possible block decomposition may well
consist of a single block. The method raises the following questions.
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1. What precisely is block structure? Is there a nest block decomposition and in what
sense is it unique? (See Section 4.1)
2. Can the nest decomposition be constructed eectively and if so, can it be done
eciently? (See Section 4.2)
3. Why is the direct sum of the sparsications of all blocks already a sparsication of
A? (See Section 4.3)
4.1. block decomposition
A matrix A is block-diagonal if it is of the form A = diag(A(1); : : : ; A(b)) with b  1.
The matrix A is permuted-block-diagonal if there are permutation matrices P and Q such
that PAQ is block-diagonal. Finally, A is said to be concealed-block-diagonal if there is
an invertible matrix T such that TA is permuted-block-diagonal.
For the purpose of sparsication, it is enough to work with the partition of the set of
column indices induced by matrices with permuted-block-structure.
Definition 4.1. The column block structure of A 2 Fnm is the partition cbs(A) :=
f1; : : : ;mg= , where  is the reflexive-transitive closure of the symmetric relation 
dened by j1  j2 i there is a row index i 2 f1; : : : ; ng with Ai;j1 6= 0 and Ai;j2 6= 0.
The partitions of a xed set f1; : : : ;mg form a nite lattice and we will use the symbols
u, t and v to denote the meet, join and renement relation of partitions. To begin, a
simple fact about permuted-block-structures is shown. The lemma says that one can
always switch to a more coarse permuted-block-structure.
Lemma 4.1. Let A 2 Fnm be some xed matrix without zero columns. Then for any
partition p of f1; : : : ;mg, such that cbs(A) v p, there is an invertible matrix T with
cbs(TA) = p.
Proof. First, note that the lemma holds i it holds for all minimal p A cbs(A). These
minimal p correspond to joining exactly two blocks in A. After permuting rows and
columns, we consider the situation
A =
24 A(1) 0 00 A(2) 0
0 0 A(rest)
35 ;
where A(1), A(2) are the two blocks to join and A(rest) is the rest of the matrix. All zero
rows are in A(rest). Now set
T =
24 1 1 00 1 0
0 0 1
35 :
Since neither A(1) nor A(2) contain zero rows or zero columns, there is a row i and
columns j1, j2 such that A
(1)
i;j1
6= 0 and A(2)i;j2 6= 0. Hence j1  j2. 2
The following lemma settles the questions of existence and uniqueness of minimal
permuted-block-structures.
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Lemma 4.2. fcbs(TA) j T 2 GLn(F)g is a sublattice of the lattice of all partitions of
f1; : : : ;mg for a xed matrix A 2 Fnm.
Proof. First, consider the case where A contains zero columns. Clearly TA has the
same zero columns for all T 2 GLn(F). Thus the blocks consisting of zero columns are
never joined by any T . Therefore, we will now consider the case without zero columns.
It is to be shown that the non-empty set L(A) = cbs(GLn(F)A) of all partitions, which
A gives rise to, is closed under u and t. Let cbs(T1A) and cbs(T2A) be two elements of
L(A).
We will now consider the u case. Let feigi be the canonical base of F1n. For any
T 2 GLn(F), dene fT : f1; : : : ; ng ! cbs(TA) to be some xed map, such that fT (i) is
an element of cbs(TA) containing fj j (TA)i;j 6= 0g as a subset. So fT (i) is the column
block, where row i of TA (i.e. eiTA) does not vanish. It is clear that the image fT (i) is
uniquely determined, if row i is not a zero row.
Now x some J1 2 cbs(T1A) and J2 2 cbs(T2A). It follows that for any vectors x1 2 V1
and x2 2 V2 in the subspaces V1; V2  F1n dened as
V1 = heiT1 j fT1(i) = J1i and V2 = heiT2 j fT2(i) = J2i
it holds by denition of fT that
8j1 62 J1 : (x1A)j1 = 0 and 8j2 62 J2 : (x2A)j2 = 0:
Consequently, for any x 2 V1 \ V2 we have
8j 62 J1 \ J2 : (xA)j = 0:
Now simply construct an invertible matrix T , whose rows are base vectors of the re-
spective intersections of vector spaces for all J1 2 cbs(T1A) and J2 2 cbs(T2A). That
this is always possible is a simple observation of linear algebra. Hence cbs(TA) v
(cbs(T1A) u cbs(T2A)), and with Lemma 4.1, this means there is even a T , such that
cbs(TA) = cbs(T1A) u cbs(T2A).
Since p v (p t q) for all partitions p and q of f1; : : : ;mg, it is clear from Lemma 4.1
that there is also an invertible matrix T , such that cbs(TA) = cbs(T1A) t cbs(T2A),
which completes the proof of the lemma. 2
The lattice structure naturally leads to the following denition.
Definition 4.2. u
T 2 GLn(F)
cbs(TA) =: mcbs(A) denotes the minimal column block struc-
ture of a matrix A 2 Fnm. The mapping (A 7! mcbs(A)) is well-dened, since every
nite lattice has a unique minimal element.
The partition mcbs(A) carries the relevant information of all permuted-block-diagonal
TA. Any information on the row-block structure can be obtained from mcbs(A), since
the corresponding decompositions of the vector spaces are unique. In practice, one can
nd a base BJ  F1n of the factor space (ker A;J) for all the J 2 cbs(A), assuming a
trivial kernel of A. Forming a matrix T with the elements of BJ and the ker A as row
vectors yields cbs(TA) = mcbs(A) and this T is uniquely determined up to permutations
of the rows and invertible matrices which mix within the blocks.
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4.2. recognizing the block decomposition
Now we turn to the question of how to compute mcbs(A) from A. This topic is closely
related to the concept of Moore{Penrose inverses of rectangular matrices as we shall
show shortly. See Ben-Israel and Greville (1974) for an introduction to Moore{Penrose
inverses (or pseudoinverses or generalized inverses as they are sometimes called). The
theory on Moore{Penrose inverses has mainly been developed for the base-eld C. For
our purposes it is possible to extend these concepts to more general elds.
For this section, F will denote a xed-eld and () : F ! F is a xed eld automorphism
with  =  for all . The involution () induces a transposition{conjugation of matrices
dened as A = [Aji]ij . The only properties of () needed are
(A1   Ar) = Ar   A1 for all A1; : : : ; Ar (*)
(A) = A for all A, (**)
which imply in particular 1 = 1. The following denition introduces the Moore{Penrose
inverse algebraically.
Definition 4.3. Consider a matrix A 2 Fnm. A Moore{Penrose inverse of A with
respect to the conjugation () is a matrix X which saties the following four conditions
AXA = A (1)
XAX = X (2)
(AX) = AX (3)
(XA) = XA: (4)
It is known that the Moore{Penrose inverse is unique if it exists. In this case we write
it as A+. The Moore{Penrose inverse exists i rank AA = rank AA = rank A. For a
base eld of characteristic zero this is always true. If A has more columns than rows and
A has full rank then
A+ = A  (AA)−1:
For exact arithmetics this formula is the method of choice to compute the Moore{Penrose
inverse. A number of methods are known for the construction of Moore{Penrose inverses
in the case of numerical matrices (see Ben-Israel and Greville (1974, Section 7.1{7.3)
or Rao and Mitra (1971, Section 11.4)). In particular, the Singular-value decomposition
may be used to compute the Moore{Penrose inverse numerically.
The main result concerning the concealed block structure of a matrix is stated in the
next theorem.
Theorem 4.1. Consider A 2 Fnm, m > n, rank A = rank AA = n. Then mcbs(A) =
cbs(A+A) with the Moore{Penrose inverse A+.
Proof. The main idea of the proof is to show that any permuted block-diagonal struc-
ture of TA will show up in A+A|thus, in particular, the minimal one. The proof is
based on the following properties of the Moore{Penrose inverse.
(TAP)+ = P−1 A+ T−1 (i)
diag(A(1); : : : ; A(r))+ = diag(A(1)+; : : : ; A(r)+) (ii)
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for invertible matrices T , permutation matrices P and any block-diagonal matrix diag(A(1),
: : : ; A(r)).
(i) By direct calculation it can be seen that the right-hand side saties conditions (1),
(2) and (4) for being the Moore{Penrose inverse of TAP since P  = P−1 . Condi-
tion (3) is equivalent to AA+ = 1 and this is satised, since the rank conditions of
the theorem imply A+ = A(AA)−1.
(ii) The right-hand side is a Moore{Penrose inverse, as a short calculation shows, and
equality follows from uniqueness.
It is known from Lemma 4.2 that there is a matrix T 2 GLn(F), such that cbs(TA) =
mcbs(A). Clearly, there is a permutation  2 Sm of the column indices such that TAP =
diag(A(1); : : : ; A(r)) is the minimal block decomposition of TA. Calculate
mcbs(AP) = cbs(TAP)
= cbs(diag(A(1); : : : ; A(r)))
and
cbs(A+AP) = cbs(P−1A+ AP)
= cbs(P−1 A+ T−1 TAP)
(i)
= cbs((TAP)+ (TAP))
= cbs(diag(A(1); : : : ; A(r))+ diag(A(1); : : : ; A(r)))
(ii)
= cbs(diag(A(1)+A(1); : : : ; A(r)+A(r)))
and since rank A+ A = rank A for all  and the block decomposition of TAP has been
assumed minimal mcbs(AP) = cbs(A+AP). 2
Theorem 4.1 and the construction algorithms of the Moore{Penrose inverse imply that
there is an algorithm, which computes the minimal column block structure of a given
matrix A in O(n3 +nm) arithmetic operations if the rank condition rank AA = rank A
is satised.
It is worth noting that the Moore{Penrose inverse need not be constructed to compute
the minimal column block structure of A. The row echelon form of A suces, as the next
theorem shows. Numerically, however, the Moore{Penrose inverse is to be preferred, since
Gaussian elimination piles up numerical errors.
Theorem 4.2. Consider A 2 Fnm, m > n, rank A = rank AA = n. Then mcbs(A) =
cbs(Echelon(A)) with Echelon(A) being the row echelon normal form of A for some choice
of pivot columns.
Proof. The proof is based on the fact that the row echelon forms of two matrices are
the same i the rows span the same space and the same set of columns has been used
as pivot columns. This implies cbs(Echelon(A)) = cbs(Echelon(A+A)) since the rank of
A+A is the same as the rank of A. Now A+A is permuted block diagonal and thus the
echelon form of A+A is the (permuted) direct sum of the echelon forms of the blocks. This
implies cbs(Echelon(A+A)) = cbs(A+A). Finally Theorem 4.1 yields the entire equation
cbs(Echelon(A)) = cbs(Echelon(A+A))
Sparsication of Rectangular Matrices 143
= cbs(A+A)
= mcbs(A): 2
4.3. sparsification based on the block decomposition
The preceding sections have shown that mcbs(A) contains the relevant information
about possible block structures of A and that mcbs(A) can be computed in polynomially
many-eld operations. Since the sparsication problem is greedy in nature it is possible to
sparsify each block independently using the combinatorial search method. The following
theorem states the overall cost more precisely and represents our main statement about
using the block structure.
Theorem 4.3. If rank AA = rank A then there is an algorithm to solve Problem 2.1
in O(m2n +
P
k
(
mk
nk−1

n3k) eld operations where (mk; nk) is the size (number of rows,
number of columns) of the kth minimal block of A.
Note that the term m2n is the dominating cost component of the computation of
mcbs(A+A).
5. On Computational Complexity
We consider sparsication to be NP-complete, but we have not been able to show
this. However, we will relate the problem to a known open problem. This may help to
establish an intuition on how dicult the problem is and to show where the gap is. To
avoid problems introduced by the complexity of the base eld, we will restrict to the
base-eld Q for the rest of this section. Let us begin by collecting the relevant problems.
[SM!] \Compute sparsifying matrix": Given A 2 Qnm, m > n, and a vector c 2 Qm>0
compute an invertible T 2 Qnn such that jTA jc is minimal.
[SV] \Sparsest vector": Given fa1; : : : ; ang  Qm, m > n, and an integer m  w > 0. Is
there a linear combination x 2 ha1; : : : ; ani n f0g with jx j  w?
[VPW] \Vector of prescribed weight": Given fa1; : : : ; ang  Qm, m > n, and an integer
m  w > 0. Is there a linear combination x 2 ha1; : : : ; ani with jx j = w?
[SP] \Sparsest point": Given fa0; : : : ; ang  Qm, m > n, and an integer m  w > 0. Is
there an ane combination x 2 a0 + ha1; : : : ; ani with jx j  w?
[SW] \Subspace weights": Given a matrix A 2 Qnm and a non-negative integer w. Is
there a vector x with jx j = w and x A = 0?
[MWS] \Minimal weight solution to linear equations": Given a nite set X of pairs (x; b)
where x 2 Qm; b 2 Q and an integer m  K > 0. Is there y 2 Qm such that
j y j  K and for all (x; b) 2 X it is yT  x = b?
Then we have the following results
1. [MWS] is NP-complete.
Proof. The problem is known from Garey and Johnson (1979), it is problem
[MP5].2
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2. [SW] is NP-complete.
Proof. In Berlekamp et al. (1978) the proof is shown for base-eld F2 of two
elements. However, inspection of the proof shows that the argumentation is still
valid for the rational case. 2
3. Rational linear algebra is in P-time.
Proof. Let A 2 Qnn; b 2 Qn denote a system of linear equations and 2B 
maxi;j jAi;j j; jbj j. Then by Cramer’s rule the solution of xA = b may be expressed as
[y1=d; : : : ; yn=d] where yk, d are determinants of (nn) matrices in the components
of A and b. Using the explicit representation of the determinant as a summation
over the symmetric group of order n! with n factors each, we obtain the bound
jykj; jdj  n!2Bn. Using Stirling’s formula we see that the bitlength of the result
is polynomially bounded by O(Bn2 logn). In addition, the result may be found
by a Chinese Remainder algorithm, which avoids large intermediate expressions in
polynomially many-Q-arithmetic operations. Thus we see that the bitcomplexity of
the given problem is polynomially bounded. The case of a degenerate system of
linear equations or the overdetermined case or the task of computing a base are
similar. 2
4. [SP] is NP-complete.
Proof. We reduce [MWS] to [SP]. Consider an instance (X;K) of [MWS]. Then
we can compute a base representation a0 + ha1; : : : ; ani for the set of solution of
the linear equations in P-time. The remaining problem is exactly [SP], so [SP] is at
least as dicult as [MWS]. In addition [SP] is in NP because we may guess x and
verify in P-time that it indeed satises the conditions. 2
5. [VPW] is NP-complete.
Proof. We reduce [SW] to [VPW]. Consider an instance (A;w) of [SW] then we
may again compute a base fa1; : : : ; ang of the vector space of solutions. Deciding
[SW] is equivalent to [VPW] on this base. Also [VPW] is in NP. 2
6. [SM!] is at least as dicult as [SV].
Proof. Consider an instance (fa1; : : : ; ang; w) of [SV]. Form a matrix A 2 Qnm
by taking ai as the i-th row of A and take the vector c = [1; : : : ; 1] 2 Qm for the
weight coecients. Clearly forming A and c this in P-time. Run [SM!] to obtain
a matrix T . Then TA must contain a row with minimal weight since the problem
of nding T is greedy (see above). Thus we can answer the decision problem [SV]
using [SM!]. 2
Note that [SV], which we consider the underlying core problem of computing sparse
matrices, is very close to either [VPW] or [SP], which are known to be NP-complete.
[VPW] and [SP] are not less dicult than [SV] because we can reduce [SV] to either of
them ([SV]![SP]: trivial, take a0 = 0. [SV]![VPW]: step through w = 0; : : : ;m). In
addition, [SV] is similar (with respect to linear algebra) to an open research problem
proposed in (Berlekamp et al., 1978) for the case F2: nd the minimal weight of a linear
error-correcting code given the generator matrix of the code.
6. Example 1: \Stewart-platform"
The rst example shows how sparsication can be used to preprocess a large nonlinear
system of equations. We consider the direct kinematics of a certain type of robot ar-
chitectures known as the 6=6-Stewart-platform. The presentation follows (Egner, 1996),
while the focus there is on the robotics side.
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The particular structure we investigate consists of two rigid platforms, called A and B,
connected by six straight legs of variable lengths in a certain arrangement. Both platforms
have the shape of an equilateral triangle. The universal joints, which link the platforms
to the legs are attached to the left and to the right of the vertices of the triangle. The
parameters of the construction are the radii RA, RB of the circle through the points of
attachment on each platform and the half separation angles dA, dB of adjacent points
of attachment. We work with the numerical dimensions of an existing Stewart-platform
built by Hydraudyne Inc. for flight-simulation purposes. The hydraulic construction is
about 3 meters in diameter and a copy of it is located at the Zentrum fu¨r Kunst und
Medientechnologie (ZKM), Karlsruhe. The parameters of construction are
RB = 1:043m
dB = 4:950
RA = 1:200m
dA = 4:784:
The inverse kinematics computes the lengths l = [l1; : : : ; l6]T of the legs from the relative
position r = [x; y; z]T and the three quaternion parameters e = [e1; e2; e3]T of the (33)
orientation matrix R(e). The kinematics equations are
l2k − jj(R(e)  bk + r)− akjj2 = 0 for k 2 f1; : : : ; 6g,
where the vectors ak and bk are the coordinates of the points of attachment of leg k
on platform A and B respectively. The kinematics equation for leg k transforms the B-
coordinates bk into A-coordinates using the ane change of base (x 7! R(e) x + r) and
takes the Euclidean distance to ak.
The direct kinematics asks for the values of the unknowns r; e in terms of given values
of l for a xed construction given through the constants ak;bk. Note that ak;bk are the
only quantities, which depend on the parameters of construction, and there are algebraic
relations among them due to the geometric symmetry of the platforms. It is in fact
this symmetry, which turns sparsication into a useful tool in solving the kinematics
equations.
The rst step towards solving the kinematics equations is to expand the polynomials
and to reorder the terms, such that all terms not involving the unknowns are moved to the
left-hand side. It turns out that the right-hand side is from the ring R[x; y; z; e1; e2; e3; e0],
where the quantity e0 := (1−e21−e22−e23)1=2 is introduced by the rotation matrix R(e), be-
cause it is parametrized with quaternion parameters (see Egner (1996), Goldstein (1980)
for details if necessary). The six polynomials of the right hand side may then be repre-
sented as constant linear combinations of monomials in the variables [x; y; z; e1; e2; e3; e0].
In this way, we have separated parameters (the given initial constants RA etc. and the
derived constants ak etc.), variables (the unknown constants lk), and unknowns (the val-
ues x; etc. to determine). Note that this rst step is important to the simplication of
the equations since it introduces the point of view of the application. The kinematics
equations of the example are shown in Figure 1 in the form L = A M , where A is a
(6  22) matrix of coecients to the monomials M and L is the (6  1) matrix of the
left-hand side.
Sparsication of A rst recognizes a non-trivial concealed block-diagonal structure of
type diag(1 1; 2 8; 3 13). Then the three blocks are reduced with linear algebra
by grouping linearly dependent pairs of columns. This yields a diag(1 1; 2 3; 3 5)
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structure and corrected weight vectors c1 = [1], c2 = [6; 1; 1], and c3 = [4; 6; 1; 1; 1],
because the new columns stand for a group of columns of A and thus a zero entry may
become more precious depending on the size of the group. The search method is then
applied to the two non-trivial blocks independently to nd an optimal sparsication for
the blocks. Finally the invertible matrix T is assembled from the individual processing
steps and a permutation matrix P with  2 S22 is constructed, such that the non-zero
entries in TAP are ordered nicely around the main diagonal. The resulting kinematics
equations contain 26 non-zero monomials, compared with 6  22 = 132 of the initial
form. The result is shown in Figure 1. The entire sparsication took about 4 seconds of
a Mathematica-v2.0 program running on a Sun Sparc-station IPX.
Of course the simplied form is not the solution of the direct kinematics, because there
is still a large nonlinear system of equations to be solved. Yet the systematic preprocess-
ing of the equations has reduced the \complexity"|in terms of the number of occurring
monomials|considerably. In fact this greatly speeds up numerical algorithms that solve
the direct kinematics iteratively. In addition, a closer analysis of the simplied equa-
tions shows that three of the six independent indeterminates can be expressed in closed
form in terms of the others. This important simplication might not be recognizable
from the large initial form of the kinematics equations. Sparsication, however, reveals
linear dependencies among the indeterminates, because these dependencies increase the
sparseness of the result.
7. Example 2: \Subeld of Cyclotomic Field"
The second example considers the problem of nding a \nicer" generator for a given
subeld of a xed cyclotomic eld. Especially in computations involving characters of
nite groups it is necessary to construct a eld, which contains a given set of algebraic
numbers. However, it is known in advance that all elds involved are subelds of a xed
cyclotomic eld. Although it is easy to nd some representation for the enclosing eld, it
is a very dicult problem to nd a good one. The example presented below shows that
sparsication oers an alternative approach to this problem.
Consider the xed cyclotomic eld Q(!), where ! is a primitive 156th root of unity.
This eld is of degree m = [Q(!) : Q] = ’(156) = 48 over the rationals. Furthermore,
consider the subeld Q() < Q(!) generated by the element
 = −!47 − !45 + !41 + !40 + !39 + !38 − 2!35 − !33 + 2!29 +
2!27 + !26 − !22 + !19 + !16 − !13 − !12 − !11 − !10 +
!7 + !5 + !4 − 2! − 1;
which generates a normal base B = fg j g 2 GalQ()=Qg of dimension n = [Q() :
Q] = 8 for Q() over the rationals. The Galois-group GalQ()=Q is a Z2  Z4 and the
minimal polynomial of  is
f = X8 + 2X7 + 22X6 + 2X5 + 93X4 +
124X3 + 1108X2 + 3352X + 5788:
(If there is no normal base available for the eld of interest then the standard base
fk j k 2 f0; : : : ; n− 1gg would do, too; however, in that case, sparsication is likely to
drown in rational arithmetics due to the large numbers involved.)
The problem to be solved now is to nd a generating element  2 Q(), such that
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Figure 1. The kinematics equations of a particular 6/6-Stewart-platform before and after
sparsication.
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 has a \nicer" minimal polynomial over Q than  has. For this end, we sparsify the
rational (8  48) matrix A of the coecients of the base B where the g are taken as
polynomials in !. After 14 seconds spent in a Mathematica-v2.0-program running on a
Sun Sparc-station IPX, an invertible matrix T and a permutation matrix P have been
constructed such that
TAP =
26666664
*...............................................
.....*..........................................
............*******.............................
...................*********....................
............................*.*...*.*.**..*.***.
.............................*..**...**..*.**...
..............................**.*..*....*...***
...............................*...***..*..*.*.*
37777775
where a dot (asterix) denotes that the entry is = 0 (6= 0). Every row of TAP represents
an element of Q(), namely
1 = 1
2 = !26
3 = !40 + !38 − !22 + !16 − !12 − !10 + !4
4 = !46 + !34 − !28 + !24 − !20 − !18 − !8 − !6 + !2
5 = −!47 − !41 − !37 − !31 + !21 − !19 + !15 + !7
6 = −!47 + !45 − !41 − !33 − !19 − !11 + !7 − !5
7 = !39 + 2!37 − 2!33 + 2!27 − 2!21 − 2!11 − 2!9 + 2!3
8 = −2!45 + 2!41 + !39 − 2!35 + 2!29 + 2!27 + 2!19 − !13 +
2!5 − 2!:
The minimal polynomials of these elements (transformed to have integer coecients) are
found to be
f1 = X − 1
f2 = X2 −X + 1
f3 = X4 −X3 + 4X2 + 3X + 9
f4 = X2 +X − 3
f5 = X8 + 13X6 + 156X4 + 169X2 + 169
f6 = X8 + 13X6 + 156X4 + 169X2 + 169
f7 = X4 − 26X2 + 117
f8 = X8 + 26X6 + 559X4 + 3042X2 + 13689:
Any polynomial of these with degree eight may serve as a minimal polynomial for Q().
Thus sparsication proclaims: Q() = Q(5), where the minimal polynomial of 5 is
f5 = X8 + 13X6 + 156X4 + 169X2 + 169, which is sparse as opposed to f , and the
rational numbers are smaller.
It is interesting to compare the sparsication method with the method used by the
KANT system as implemented in the MAGMA computer algebra language. The MAGMA
function BetterPolynomial tries to determine a minimal polynomial with a smaller
discriminant. Given f it responds after 36 seconds (same machine) with the dening
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polynomial
g = X8 − 4X7 + 23X6 − 94X5 +
331X4 − 614X3 + 998X2 − 1148X + 508;
whose discriminant is less than that of f and also that of f5. Since the polynomial g is
dense and the rational numbers are greater we prefer f5 for computations in Q(), so
the discriminant is not the perfect indicator for dening polynomials which are \nice".
Sparsity of the dening element is not either, but it may be worth trying as an alternative.
8. Conclusion
It has been shown that sparsication can be solved with an approach that combines
the exploitation of block structure and combinatorial search. As can be seen from the
remarks on computational complexity the problem is combinatorial in nature and not
algebraic. An open problem is the question if sparsication is indeed NP-complete.
Since the problem of sparsication is a fundamental one it is relevant in many areas
of application. The two examples which have been described may illustrate the diversity
of these applications.
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