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SELF-SIMILARITY AND SPECTRAL DYNAMICS
BRYAN GOLDBERG AND RONGWEI YANG
ABSTRACT. For a tuple A = (A0, A1, . . . , An) of elements in a unital Banach
algebra B, its projective (joint) spectrum p(A) is the collection of z ∈ Pn such
thatA(z) = z0A0+z1A1+ . . . znAn is not invertible. If the tupleA is associated
with the generators of a finitely generated group, then p(A) is simply called the
projective spectrum of the group. This paper investigates a connection between
self-similar group representations and an induced polynomial map on the projec-
tive space that preserves the projective spectrum of the group. The focus is on two
groups: the infinite dihedral groupD∞ and the Grigorchuk group G of intermedi-
ate growth. The main theorem states that the Julia set of the induced rational map
F forD∞ is the union of the projective spectrumwith the extended indeterminacy
set. Moreover, the limit function of the iteration sequence {F ◦n} on the Fatou set
is also fully described. The result has an application to the group G and gives rise
to a conjecture about its associated Julia set.
NOTATIONS
Cˆ C ∪∞, the Riemann sphere
H◦n(z) the nth iteration of a functionH(z)
∂T the boundary of the rooted binary tree
π the Koopman representation
λ the left regular representation
E the extended indeterminacy set
P
n complex projective space of dimension n
φ the cannonical projection from Cn+1 to Pn
D∞ 〈a, t | a2 = t2 = 1〉, the infinite dihedral group
G the Grigorchuk group of intermediate growth
F(H) the Fatou set of map H
J (H) the Julia set of mapH
T (x) 2x2 − 1, x ∈ Cˆ, the second Tchebyshev polynomial of the first kind
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1. INTRODUCTION
Let B be a complex unital Banach algebra and A = (A0, A1, · · · , An) be a tuple
of linearly independent elements in B. The multiparameter pencil
A(z) := z0A0 + z1A1 + · · ·+ znAn
is an important subject of study in numerous fields. The notion of projective (joint)
spectrum is defined in [47] as follows.
Definition 1.1. For a tuple (A0, A1, · · · , An) of elements in a unital Banach algebra
B, its projective spectrum is defined as
P (A) = {z ∈ Cn+1 | A(z) is not invertible}.
The projective resolvent set refers to the complement, P c(A) = Cn+1 \ P (A).
SinceA(z) is homogeneous, projective spectrum and projective resolvent set can
be defined in projective space as p(A) = {z ∈ Pn | A(z) is not invertible}, and
pc(A) = Pn \ p(A). If φ denotes the cannonical projection from Cn+1 to Pn, then
p(A) = φ(P (A)) and pc(A) = φ(P c(A)). Projective spectrum provides an effec-
tive mechanism to study several operators simultaneously. It reveals joint behaviors
of A0, A1, · · · , An as well as interactions among individual elements. Properties of
projective spectrum have been previously investigated in a series of papers, such
as [2, 5, 6, 13, 20, 32, 37, 45] as well as some additional references therein. A
particularly interesting case is when the tuple A is associated with a finitely gen-
erated group. To be more precise, consider a group G with a finite generating set
S = {g1, g2, . . . , gs} and a unitary representation π of G on a complex Hilbert
spaceH, and let the multiparameter pencil beApi(z) = z0I+z1π(g1)+· · ·+zsπ(gs).
Then the projective spectrum P (Api) encapsulates information about G as well as
the representation π. The most telling situation is when π is finite dimensional, in
which case the homogeneous polynomial
Qpi(z) := det
(
z0I + z1π(g1) + z2π(g2) + · · ·+ zsπ(gs)
)
is called the characteristic polynomial ofG with respect to the representation π and
the generating set S. Clearly, in this case the projective spectrum P (Api) (or p(Api))
is the zero set of Qpi(z) in C
n+1 (or Pn). In the case when G = {1, g1, ..., gn}
is a finite group and λ is the left regular representation of G, the characteristic
polynomial Qλ(z) is called the group determinant of G, and its study can be traced
back to Dedekind and Frobenius ([8, 9, 19]). It is indeed the birthplace of group
representation theory. Some further studies on group determinant can be found
in [7, 11, 12, 15], and new studies related to projective spectrum of groups can
be found in [29, 34, 44, 45]. Projective spectrum can also detect some subtler
information about G and the representation π. For example, it is indicated in [29]
with a simple proof that if π and ρ are two weakly equivalent unitary representations
of G then P (Api) = P (Aρ). This fact will be used later in Section 3.1.
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Another important study of spectral theory on groups was done by Grigorchuk
and his collaborators on the group G of intermediate growth. Some examples of this
investigation include [25, 26, 27, 28]. Among many other results, they discovered
that G has a self-similar representation on the rooted binary tree. More remarkably
this self-similarity induces a rational map on a certain spectral set of G whose dy-
namical properties link tightly to spectral properties of G. This interaction between
dynamics and spectral theory (called spectral dynamics for short) is the motivation
for this paper, and we shall examine it from the viewpoint of projective spectrum.
The focus here is on the infinite dihedral group D∞ = 〈a, t | a2 = t2 = 1〉 and the
Grigorchuk group G of intermediate growth. For D∞ we consider the linear pencil
Api(z) = z0I + z1π(a) + z2π(t), where π is the Koopman representation ofD∞ on
the rooted binary tree. Then the self-similarity of π gives rise to a polynomial map
F : P2 → P2. The following theorem determines the Julia set of F (cf. Theorem
5.11).
Main Theorem: The Julia set of F is the union of the projective spectrum p(Api)
with the extended indeterminacy set of F .
This theorem and several other results about D∞ find applications to the Grig-
orchuk group G, and they give rise to a conjecture about the G’s associated Julia set.
This paper is organized as follows.
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2. PROJECTIVE SPECTRUM OF THE DIHEDRAL GROUP
Although the dihedral group D∞ is probably the simplest non-abelian group, it
has a wide range of applications, including pertinence to the Weyl group of simple
Lie algebras as well as to the study of sophisticated groups such as the Grigorchuk
group of intermediate growth ([29, 42]). The projective spectrum of D∞ with re-
spect to the left regular representation λ was computed and studied in depth in [29].
Here we give a different perspective of the spectrum through a spectral resolution
of λ.
Consider the following two-dimensional representation ρθ of D∞ given by
ρθ(a) =
[
0 eiθ
e−iθ 0
]
, ρθ(t) =
[
0 1
1 0
]
, (2.1)
where θ ∈ [0, 2π). It is known from [30, 43] that every irreducible unitary repre-
sentation of D∞ is either one dimensional or of the form ρθ for some θ ∈ (0, π).
It is observed in [29] that the left regular representation of D∞ is equivalent to the
following representation λ of D∞ on L2(T, dθ2pi )⊕ L2(T, dθ2pi ) defined by:
λ(a) =
[
0 T
T ∗ 0
]
, λ(t) =
[
0 I0
I0 0
]
, (2.2)
where I0 is the identity operator on L
2(T, dθ
2pi
), and T : L2(T, dθ
2pi
) → L2(T, dθ
2pi
) is
the bilateral shift operator, i.e., the unitary operator defined by Tf(eiθ) = eiθf(eiθ).
If we let
T =
∫ 2pi
0
eiθdE(eiθ) (2.3)
be the spectral resolution of T , then bringing together (2.2) and (2.3), we have the
following connection:
λ(a) =


0
∫ 2pi
0
eiθdE(eiθ)∫ 2pi
0
e−iθdE(eiθ) 0


=
∫ 2pi
0
[
0 eiθ
e−iθ 0
]
dE(eiθ) =
∫ 2pi
0
ρθ(a)dE(e
iθ);
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and
λ(t) =


0
∫ 2pi
0
dE(eiθ)∫ 2pi
0
dE(eiθ) 0


=
∫ 2pi
0
[
0 1
1 0
]
dE(eiθ) =
∫ 2pi
0
ρθ(t)dE(e
iθ).
In fact, the above observation gives rise to an explicit expression of the regu-
lar representation of D∞ in terms of a direct integral of irreducible representa-
tions. Now we consider the linear pencil Aλ(z) = z0I + z1λ(a) + z2λ(t), where
z = (z0, z1, z2) ∈ C3. The above observation yields
Aλ(z) =
∫ 2pi
0
Aρθ(z)dE(e
iθ). (2.4)
Hence, the pencil Aλ(z) is not invertible if and only ifAρθ(z) is not invertible for at
least one θ ∈ [0, 2π). Thus we obtain the following theorem which was originally
proved in [29, Theorem 1.1].
Theorem 2.1. Let λ : D∞ → l2(D∞) be the left regular representation. Then
P (Aλ) =
⋃
0≤θ<2pi
{z ∈ C3 | z20 − z21 − z22 − 2z1z2 cos θ = 0}.
In the projective space, P2 we have an equivalent expression
p(Aλ) =
⋃
0≤θ<2pi
{z ∈ P2 | z20 − z21 − z22 − 2z1z2 cos θ = 0}.
Theorem 2.1, in particular its equivalent statement in P2, is fundamental to this
paper. Observe that the theorem is equivalent to stating that if z ∈ P (Aλ) then
Lx(z) := z
2
0 − z21 − z22 − 2z1z2x = 0 for some x ∈ [−1, 1]. (2.5)
For simplicity, we denote the quadratic surface
Sx = {z ∈ C3 | Lx(z) = 0}. (2.6)
Observe that the union in Theorem 2.1 is not a disjoint union of quadratic surfaces.
For instance, the point (1, 1, 0) ∈ Sx for every x ∈ [−1, 1]. If z ∈ P (Aλ) and
z1z2 6= 0 then there is a unique xˆ ∈ [−1, 1] such that z ∈ Sxˆ, e.g., the function
τ(z) =
z2
0
−z2
1
−z2
2
2z1z2
is well-defined (in C3 as well as in P2). The function τ will be
more rigorously defined later and it is instrumental to the study of spectral dynamics
of D∞.
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3. SELF-SIMILAR REPRESENTATION
Consider a countable group G and a unitary representation ρ : G → U(H),
where U(H) denotes the group of unitary operators on the Hilbert space H. We
shall call the representation self-similar, or more precisely d-similar, if there exists
a natural number d and a unitary mapW : H → Hd such that for every g ∈ G the
d× d block matrixX(g) := Wρ(g)W ∗ has all of its entries xij either equal to 0 or
from ρ(G). Observe that in this case, sinceX(g) itself and each of its nonzero entry
xij are unitaries, every row or column ofX(g) has precisely one nonzero entry. For
more details on self-similarity, we refer the readers to [26, 29, 41]. Self-similar
representations sometimes arise when the group G acts on a rooted tree. Figure 1
below shows the first three levels of an infinite binary tree.
T
T0
T00
...
...
T01
...
...
T1
T10
...
...
T11
...
...
FIGURE 1. Rooted binary tree
Clearly, the tree T consists of two subtrees T0 and T1, each of which also con-
sists of two subtrees: T00 and T01, and T10 and T11, respectively, etc. The boundary
∂T of the tree T is the collection of all infinite sequences of directed arrows from
the vertex T down the tree. The uniform Bernoulli measure µ on ∂T is defined
by µ(∂Ti1···ip) =
1
2p
, where ik ∈ {0, 1} for each k. In other words, the measure
µ distributes evenly on the subtrees at every level. Since every element in ∂T cor-
responds to an infinite sequence of directed arrows in T , it thus corresponds to a
unique sequence of 0s and 1s. Hence there is a natural bijection from ∂T to the
interval [0, 1] (expressed in binary numbers). And this bijection also identifies the
measure µ with the Lebesgue measure on [0, 1].
Define the Hilbert space H = L2(∂T, µ). Let µi = 2µ, i = 0, 1 be the nor-
malized restrictions of µ on the boundary of the subtrees ∂T0, ∂T1, and define
Hi = L2(∂Ti, µi), i = 0, 1. Then each Hi can be identified with H and hence
H = H0 ⊕H1 can be identified withH⊕H by a unitaryW .
SELF-SIMILARITY AND SPECTRAL DYNAMICS 7
If a locally compact groupG has a measure-preserving action on a measure space
(X, µ), then the Koopman representation π : G→ U(L2(X, µ)) is defined by
π(g)f(x) = f(g−1x), ∀x ∈ X, ∀g ∈ G.
Clearly, if X = G and µ is the Haar measure, then in this case the Koopman repre-
sentation is the left regular representation of G. This paper is primarily concerned
with the Koopman representation of two groups: the infinite dihedral group and the
Grigorchuk group of intermediate growth, both of which have a measure preserving
action on the rooted binary tree T .
3.1. Weak containment and projective spectrum.
Definition 3.1. Consider two unitary representations π and ρ of a discrete group G
in Hilbert spaces H and K, respectively. One says that π is weakly contained in ρ
(denoted by π ≺ ρ) if for every x ∈ H, every finite subset F ⊂ G, and every ǫ > 0
there exist y1, y2, · · · , yn in K such that for all g ∈ F∣∣〈π(g)x, x〉 − n∑
i=1
〈ρ(g)yi, yi〉
∣∣ < ǫ.
Weak containment plays an important role in the representation theory of count-
able groups. Several equivalent conditions are discussed in [4, 10]. Two unitary
representations π and ρ are said to be weakly equivalent if π ≺ ρ and ρ ≺ π. It
was recognized in [29] that projective spectrum is invariant with respect to the weak
equivalence of representations.
Proposition 3.2. If π and ρ are two weakly equivalent unitary representations of
the group G = 〈g1, g2, ..., gn〉, then P (Api) = P (Aρ).
In particular, the following theorem was proved in the case of D∞ [29, Theorem
7.2].
Theorem 3.3. Let λ be the left regular representation ofD∞ and π be the Koopman
representation ofD∞ on the binary tree T . Then λ and π are weakly equivalent. In
particular, we have P (Aλ) = P (Api).
3.2. The dihedral group and dynamical map. The Koopman representation of
D∞ on the tree T is realized by the following automaton in Figure 2 where a and t
are automorphisms of T satisfying the recursive relation
a = σ, t = (a, t). (3.1)
Here σ stands for the involution that exchanges the subtrees T0 and T1, and (a, t)
stands for the diagonal block matrix a⊕ t. This automaton indicates that the Koop-
man representation of D∞ on H = L2(∂T, µ) is 2-similar ([29]), and the identifi-
cation W : H = H0 ⊕ H1 → H ⊕ H mentioned earlier gives rise to the unitary
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e
t
σ
a
e
id
1
0 0,1
0,1
FIGURE 2. Automaton of the group D∞
equivalence
Wπ(a)W ∗ =
[
0 I
I 0
]
, Wπ(t)W ∗ =
[
π(a) 0
0 ρ(t)
]
.
For simplicity we shall use the symbol “∼=” to denote the above unitary equivalence.
Thus we have
Api(z) = z0 + z1π(a) + z2π(t) ∼=
[
z0 + z2π(a) z1
z1 z0 + z2π(t)
]
. (3.2)
Therefore Api(z) is invertible if and only if the 2 × 2 block matrix on the right side
of (3.2) is invertible. For convenience, here we shall write π(a) and π(t) simply
as a and t, respectively. If z20 6= z22 , then z0 + z2a is invertible and its inverse is
(z0 − z2a)(z20 − z22)−1. By a Schur complement argument, the block matrix Api(z)
is invertible if and only if z0 + z2t− z21(z0 − z2a)(z20 − z22)−1 is invertible, or if and
only if the rational pencil
z0(z
2
0 − z21 − z22)
z20 − z22
+
z21z2
z20 − z22
a + z2t
is invertible. This leads one to define the following polynomial map ([29]):
F1(z0, z1, z2) =
(
z0(z
2
0 − z21 − z22), z21z2, z2(z20 − z22)
)
. (3.3)
Remark 3.4. The symmetry of a and t inD∞ implies the symmetry of P (Api) over
z1 and z2. This fact enables one to define the symmetric map
F2(z) =
(
z0(z
2
0 − z21 − z22), z1(z20 − z21), z1z22
)
. (3.4)
Since the results will be parallel, we shall focus on F1(z) and simply write it as
F (z). It was proved in [29, Theorem 8.3] that the projective spectrum P (Api) is
invariant under F . Thus, in view of Theorem 3.3 we have
Proposition 3.5. Let π be the Koopman representation of D∞ on the rooted binary
tree. Then the projective spectrum P (Api) is invariant under F .
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This proposition is another important motivation for our investigation on the dy-
namics of F . We now examine a component of its proof in [29] more closely.
Suppose z ∈ C3 and z′ = F (z). Suppose also that z1z2 6= 0 and z′1z′2 6= 0. Then
there exist unique x and x′ in C such that
z20 − z21 − z22 − 2z1z2x = 0 and z′20 − z′21 − z′22 − 2z′1z′2x′ = 0.
In particular, Proposition 3.5 shows that if z ∈ P (Api) then z′ ∈ P (Api), and hence
by Theorem 2.1 both x and x′ are in the interval [−1, 1]. To elucidate the connection
between x and x′, one computes that
x′ =
z′20 − z′21 − z′22
2z′1z
′
2
=
z40 + z
4
1 + z
4
2 − 2z20z21 − 2z20z22
2z21z
2
2
=2
(
z20 − z21 − z22
2z1z2
)2
− 1 = 2x2 − 1.
The polynomial T (x) = 2x2 − 1 is the second Tchebyshev polynomial of the first
kind. To further explore this connection, we use the Riemann sphere Cˆ and define
the function τˆ : C3 → Cˆ by
τˆ(z) =


0 if z ∈ S0 = {z ∈ C3 | z20 − z21 − z22 = 0},
z20 − z21 − z22
2z1z2
otherwise.
(3.5)
By construction τˆ is a well-defined map from C3 into Cˆ, and it is holomorphic on
C3 \S0. It may not be continuous at some points in S0. For instance, for any n ∈ N
one has τˆ(1 + 1
n
, 0, 1) = ∞ but τˆ(1, 0, 1) = 0 by definition. But this discontinuity
will not affect later discussions. Equipped with the function τˆ , the relation between
x and x′ can be re-stated as
τˆ(F (z)) = T (τˆ(z)), ∀z ∈ C3. (3.6)
It is entertaining to check that Equation (3.6) also holds for the case z1z2 = 0.
Equivalently one has the following commutative diagram
C3
F
//
τˆ

C3
τˆ

Cˆ
T
// Cˆ.
This relationship, often called semi-conjugacy, betwen the map F and the Tcheby-
shev polynomial T is instrumental to our investigation of the dynamics of F . We
will address more on this in Section 4.
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3.3. The Grigorchuk group and dynamical map. The Grigorchuk group G is
generated by four involutions a, b, c, d with the following infinite set of algebraic
equations:
a2 = b2 = c2 = d2 = bcd = 1,
σk((ad)4) = σk((adacac)4) = 1, k = 0, 1, 2, · · · ,
where σ is the substitution: a → aca, b → d, c → b, d → c. It is the first exam-
ple of group of intermediate growth (between polynomial growth and exponential
growth) which settled a problem posed by J. Milnor (cf. [21]). The Koopman repre-
sentation π of G on the binary tree T is realized by the following 5-state automaton:
eb e d
e
c
σ
a
e
I
1
0
1
0
1
0,1
0
0,1
FIGURE 3. Automaton of the group G
The invertibility of the linear pencil
Q(x1, x2) = −x1π(a) + π(b) + π(c) + π(d)− (x2 + 1)I,
where x1, x2 ∈ R, has been studied (cf. [1, 22, 23]). Among other things, the
following two important discoveries were made.
(1) The Koopman representation π of G is 2-similar in the sense that there is a
unitary mapW : H → H2 such that
Wπ(a)W ∗ =
(
0 I
I 0
)
, Wπ(b)W ∗ =
(
π(a) 0
0 π(c)
)
,
Wπ(c)W ∗ =
(
π(a) 0
0 π(d)
)
, Wπ(d)W ∗ =
(
I 0
0 π(b)
)
.
(2) The above self-similarity is reflected by a real rational map on the spectral
set
P (Q) = {(x1, x2) ∈ R2 | Q(x1, x2) is not invertible}.
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Here, in place of the real pencilQ(x1, x2) we shall consider the homogeneous com-
plex pencil
Rpi(z) = z0I + z1π(a) + z2π(b) + z3π(c) + z4π(d), z ∈ C5
and the associated projective spectrum P (Rpi). Again, for convenience we shall
write π(a) simply as a, etc., in the sequel. Then the above 2-similarity implies
Rpi(z) ∼=
[
z0 + z2a+ z3a+ z4I z1
z1 z0 + z2c+ z3d+ z4b
]
. (3.7)
If (z0+ z4)
2 6= (z2+ z3)2, then (z0+ z4)+ (z2+ z3)a is invertible, and its inverse is
(z0 + z4)− (z2 + z3)a
(z0 + z4)2 − (z2 + z3)2 ,
and hence by a Schur complement argument Rpi(z) is invertible if and only if:
z0 + z2c+ z3d+ z4b− z21 [z0 + z4 + (z2 + z3)a]−1 (3.8)
is invertible. Re-writing (3.8) as
z0 + z2c + z3d+ z4b− z
2
1
(z0 + z4)2 − (z2 + z3)2
(
z0 + z4 − (z2 + z3)a
)
and then re-grouping the terms by the generators, one discovers that Rpi(z) is in-
vertible if and only if the rational pencil(
z0− z
2
1(z0 + z4)
(z0 + z4)2 − (z2 + z3)2
)
I+
z21(z2 + z3)
(z0 + z4)2 − (z2 + z3)2a+z4b+z2c+z3d (3.9)
is invertible. Note, this fact was first observed for the case z2 = z3 = z4 in [1].
In order to obtain a polynomial map we multiply the above rational pencil by the
functionα(z) = (z0+z4)
2−(z2+z3)2 and this led us to define the mapG : C5 → C5
as
G(z) =
(
z0α− z21(z0 + z4), z21(z2 + z3), z4α, z2α, z3α
)
. (3.10)
We begin by demonstrating two initial observations about the function α’s zero
set J = {z ∈ C5|α(z) = 0}.
Proposition 3.6. (a) G(J) ⊂ P (Rpi); (b) G◦2(J) = {0 = (0, 0, 0, 0, 0)}.
Proof. First, for part (a) since the group element a is an involution, we have the
classical spectrum σ(π(a)) = {±1}. For each z ∈ J we have (z0+z4) = ±(z2+z3),
and hence in this case G(z) can be written as z21(z2 + z3)
( ± 1, 1, 0, 0, 0) which is
in P (Rpi). Moreover, since G is homogeneous and G(±1, 1, 0, 0, 0) = 0, part (b)
follows. 
The above observations lead to the following lemma which motivated our study
of the dynamics of G.
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Proposition 3.7. Consider the Grigorchuk group G and its Koopman representation
π on the rooted binary tree. For the map G : C5 → C5 defined in (3.10), we have
(a) G(P (Rpi)) ⊂ P (Rpi);
(b) G(P c(Rpi) \ J) ⊂ P c(Rpi).
Proof. If z /∈ J , then by the self-similarity of the representation π the multiparame-
ter pencil Rpi(z) is invertible if and only if the block matrix (3.7) is invertible. Then
by a Schur complement argument it is invertible if and only if the pencil (3.9) is
invertible. The proposition thus follows from Proposition 3.6 (b). 
4. SOME FUNDAMENTALS OF COMPLEX DYNAMICS
For a function R : Cˆ → Cˆ, we shall use the notation R◦n to denote the n-th
iteration of R. For instance, the notation R◦3(z) stands for R(R(R(z))). Com-
plex dynamics studies various issues concerning the convergence of the sequence
{R◦n}∞n=1. The readers shall find more information on this subject in [3, 39]. Here
we only mention some definitions and facts pertaining to our study.
Definition 4.1. Given a non-constant rational function R : Cˆ → Cˆ. Its Fatou set
F(R) is the maximal open subset of Cˆ on which the sequence {R◦n}∞n=1 is equicon-
tinuous. The Julia set J (R) is the complement Cˆ \ F(R).
It is known that there exists rational maps for which the Fatou set is empty ([35]).
For the Tchebyshev polynomial mentioned earlier, the following theorem is known
([3]).
Theorem 4.2. Consider the map T (x) = 2x2 − 1 on Cˆ. Then its Julia set J (T ) =
[−1, 1]. Further, the iteration sequence {T ◦n} converges normally to ∞ on the
Fatou set Cˆ \ [−1, 1].
4.1. Dynamics in Cn+1. For a point z = (z0, z1, ..., zn) ∈ Cn+1 and any p > 0,
its p-norm ‖ · ‖p is defined by ‖z‖p = (|z0|p + · · · + |zn|p)1/p. Now consider a
polynomial map H = (H0, ..., Hn) : C
n+1 → Cn+1. Its Jacobian matrix is the
(n+ 1)× (n+ 1) matrix
H ′(z) :=
(
∂Hi
∂zj
)n
i,j=0
.
A point z ∈ Cn+1 is called a fixed point of H if H(z) = z. Using the eigenval-
ues of the Jacobian matrix one can classify fixed points by their behavior such as
attracting, repelling, parabolic, or saddle points ([16]) which we will define later.
Suppose z is an attracting fixed point for H , then the basin of attraction around z
is the maximal open domain Bz ⊂ Cn+1 containing z such that for every w ∈ Bz
one has H◦n(w) → z. Clearly, not every map H has a fixed point or a basin of
attraction. For example, consider the Tchebyshev polynomial T (x) = 2x2 − 1.
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Theorem 4.2 indicates that, if viewed as a map from C→ C then T has no basin of
attraction; but if T is regarded as a map from Cˆ → Cˆ then∞ is a fixed point and
Cˆ \ [−1, 1] is the basin of attraction of∞.
Regarding the maps F and G, one has the following simple observation.
Proposition 4.3. For the map F : C3 → C3 defined in (3.3) and the map G : C5 →
C5 defined in (3.10) we have
(a) ‖F (z)‖2 ≤ ‖z‖32;
(b) ‖G(z)‖1 ≤ ‖z‖31.
Proof. For (a), one verifies that
‖F (z)‖22 = |z0(z20 − z21 − z22)|2 + |z21z2|2 + |z2(z20 − z22)|2
≤ |z0|2‖z‖42 + |z2|2(|z1|4 +
(|z0|2 + |z2|2)2)
≤ (|z0|2 + |z2|2)‖z‖42 ≤ ‖z‖62.
For (b), one checks that
‖G(z)‖1 = |z0α− z21(z0 + z4)|+ |z21(z2 + z3)|+ |α|(|z2|+ |z3|+ |z4|)
≤ |α|((|z0|+ |z2|+ |z3|+ |z4|) + |z1|2(|z0 + z4|+ |z2 + z3|)
≤ (|z1|2 + |z0 + z4|2 + |z2 + z3|2)‖z‖1 ≤ ‖z‖31.

It is clear from Proposition 4.3 that the unit balls {z ∈ C3 | ‖z‖2 < 1} and
{z ∈ C5 | ‖z‖1 < 1} are inside the basins of attraction for the maps F and G,
respectively. However, it seems difficult to completely determine the basin of at-
traction for either F or G.
Fixed points of a mapH are classified according to the moduli of the eigenvalues
of its Jacobian matrixH ′(z) ( [16, 40]). A fixed point z is said to be
• attracting if the moduli of all the eigenvalues of H ′(z) are strictly less than
1.
• super-attracting if all the eigenvalues are zero.
• repelling if the moduli of all the eigenvalues of H ′(z) are strictly greater
than 1.
• parabolic if at least one eigenvalue has norm exactly one.
• a saddle point if some eigenvalues are strictly less than 1, and other eigen-
values are strictly greater than 1.
Determining the fixed points of H and their types requires only direct computa-
tion. Hence we leave the proofs for the following results in the Appendix.
Proposition 4.4. Consider the infinite dihedral group D∞ and the associated map
F defined in (3.3).
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(a) Regarded as a map from C3 → C3, the points (0, 0, 0), (0,±i,∓i) and the
points in the surface
YF := {z ∈ C3 | z1 = 0, z20 − z22 = 1}
are fixed under F .
(b) The origin (0, 0, 0) is the only attracting fixed point.
(c) Regarded as a map from P2 → P2, the set of fixed points of F is
{z ∈ P2 | z1 = 0, z0 6= ±z2} ∪ {[0 : 1 : −1]}.
The fixed points for the map G defined in (3.10) are more complicated. To con-
veniently describe them, we set
Y1 := {z ∈ C5 | z = (−γ ±
√
1 + 4γ2, 0, γ, γ, γ), γ 6= 0}.
Further, we let
w±(ζ) =
−4ζ − 3± i√8ζ + 3
2ζ + 10
, ζ ∈ C,
and define
Y2 :=
{(
β
β2(α− 1)− 1 ,
−1
β
, αβ, α2β, β
)
, α3 = 1, α 6= 1, β2 = w±(α)
}
.
Proposition 4.5. Consider the Grigorchuk group G and the associated map G de-
fined in (3.10).
(a) Regarded as a map from C5 → C5, the set of fixed points of G is
Y1 ∪ Y2 ∪ {0}.
(b) The origin 0 is the only attracting fixed point of G.
(c) Regarded as a map from P4 → P4, the set of fixed points of G is
φ(Y1) ∪ φ(Y2) ∪ {[−1 : −2 : 1 : 1 : 1]},
where φ : C5 → P4 is the cannonical projection.
We will verify in Section 6.1 that the point [−1 : −2 : 1 : 1 : 1] is in p(Rpi) while
the set φ(Y1) is contained in p
c(Rpi). However, situation for the points in Y2 is not
clear at this point.
Proposition 4.4 (b) and Proposition 4.5 (b) make one wonder if the origin is the
only attracting fixed point for other self-similar groups.
4.2. Dynamics in complex projective space. Consider a polynomial map H :
P2 → P2 defined by H(z) = [A(z) : B(z) : C(z)], where A,B, and C are homo-
geneous polynomials in [z0 : z1 : z2] of the same degree d ≥ 2. Be aware that this
mapH is not well-defined at the common zeros ofA,B, and C because P2 contains
no origin. In the case there are only a finite number of such common zeros, the map
H is called a rational map. The possible presence of common zeros of A,B, and
C adds quite a bit more complication to the study of dynamics on P2.
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Definition 4.6. If H = [A : B : C] where A,B,C are homogenuous polynomi-
als of the same degree d ≥ 2 then an indeterminacy point z ∈ P2 is such that
A(z) = B(z) = C(z) = 0. The set of indeterminacy points of H will be denoted
as I(H), or simply I when there is no confusion.
In order to study the iterationsH◦n one must consider their indeterminacy points
as well ([18]).
Definition 4.7. An orbit {pn}0n=−k is said to be complete if
(1) H(pn) = pn+1,
(2) p0 ∈ I ,
(3) pn /∈ I if n < 0,
(4) if k is finite, p−k /∈ H(P2 \ I).
We call k + 1 the length of the orbit.
Definition 4.8. A point p ∈ P2 is a point of indeterminacy for H◦n if
{p,H(p), . . . , H◦(k−1)(p)}
is a right tail of some complete orbit for some 1 ≤ k ≤ n. The set of such points is
denoted by In.
The following fact is not hard to see.
Corollary 4.9. If In denotes the indeterminacy set of H
◦n, then In ⊂ Im, ∀m > n.
Definition 4.10. Let I∞ = ∪∞n=1In. The extended indeterminacy set ofH is defined
as EH = I∞, where the closure is with respect to the Fubini-Study metric on P2.
We shall write EH simply as E when there is no confusion about the mapH . As in
the one variable case, the Fatou set can also be defined using equicontinuity ([18]).
Definition 4.11. Let H : P2 → P2 be a rational map such that P2 \ E is nonempty.
A point p ∈ P2 \ E is said to be a Fatou point if there exists for every ǫ > 0
some neighborhood U of p such that diamH◦n(U \E) < ǫ for all n, where diamS
stands for the diameter of a subset S in P2 with respect to the Fubini-Study metric.
The Fatou set F(H) is the set of Fatou points of H . The Julia set J (H) is the
complement P2 \ F(H).
Remark 4.12. We note here that it is shown in [46] that a point p is in F(H) if and
only if there exists a neighborhood V of p such that the sequence {H◦n} converges
normally on V .
It is not hard to see that the Fatou set is open and the Julia set is closed. The
extended indeterminacy set E is clearly inside the Julia set. Lastly, the map H
preserves the Julia as well as the Fatou set. It is worth pointing out that there
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exists a rational map H : P2 → P2 whose Julia set is equal to P2, for example the
following map from [16]:
H([z0 : z1 : z2]) = [(z0 − z2)2 : (z0 − 2z2)2 : z20 ].
Julia set has been extensively studied for the He´non maps defined by
H([z0 : z1 : z2]) = [z
2
0 + xz
2
2 + yz1z2 : z0z2 : z
2
2 ],
where x and y are real parameters. We refer the readers to [16, 17, 18, 31, 36] for
more relevant information about complex dynamics in several variables. The main
concern here is the map
F ([z0 : z1 : z2]) = [z0(z
2
0 − z21 − z22) : z21z2 : z2(z20 − z22)] (4.1)
defined through the self-similarity of the Koopman representation ofD∞ (cf. (3.3)).
5. DYNAMICAL PROPERTIES OF F
This section shall establish the main theorem of this paper. For a general rational
map H : P2 → P2, it is often important but rather technical to determine whether
the extended inderminacy set E is a proper subset of P2. Since E is a subset of the
Julia set J (H), if E = P2 then naturally J (H) = P2 which is not an interesting
case. The first subsection will look into this issue for the map F .
5.1. Extended indeterminacy set. Consider the map F : P2 → P2 defined in
(4.1), and let In be the indeterminacy set of F
◦n in Definition 4.8. The first two
indeterminacy sets I1 and I2 are not hard to determine, but since they are crucial to
the subsequent discussions we include the details here.
Lemma 5.1. I1 = {[±1 : 1 : 0], [0 : 1 : 0], [±1 : 0 : 1]}.
Proof. By definition, the first indeterminacy set
I1 = {z ∈ P2 | F (z) = (0, 0, 0)}
= {z ∈ P2 | z0(z20 − z21 − z22) = 0, z21z2 = 0, z2(z20 − z22) = 0}.
Then either z1 = 0 or z2 = 0 from the middle condition. If z1 = 0 then
z0(z
2
0 − z22) = 0 and z2(z20 − z22) = 0.
Hence either z20 − z22 = 0 or z1 = z2 = 0. This shows that [±1 : 0 : 1] ∈ I1. If
z2 = 0 then by the first condition we have z0(z
2
0 − z21) = 0, which occurs if either
z0 = 0 or z
2
0 = z
2
1 . This gives us the remaining points of I1. 
Since I1 is a finite set, the map F is a rational map.
Lemma 5.2. I2 = I1 ∪ {[±1 : ζ : 1] | ζ ∈ C}.
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Proof. Since I2 = {z ∈ P2 | F (z) ∈ I1}, we must consider pre-images to each
point in I1 with respect to F . First we consider pre-images to the points [±1 : 0 : 1].
If F (z) = [±1 : 0 : 1] then
z0(z
2
0 − z21 − z22) = ±1, z21z2 = 0, z2(z20 − z22) = 1.
It is clear from the third condition that z2 6= 0. Hence z1 = 0 from the middle
condition. Then the remaining conditions are
z0(z
2
0 − z22) = ±1 and z2(z20 − z22) = 1,
which means z0 = ±z2 6= 0. But this would contradict with the third equation.
Thus there is no pre-image to the points [±1 : 0 : 1].
Next, suppose z were a pre-image of [0 : 1 : 0]. Then
z0(z
2
0 − z21 − z22) = 0, z21z2 = 1, z2(z20 − z22) = 0.
If z0 = 0 then the third equation would imply z2 = 0, which would cause a con-
tradiction with the middle equation. Therefore we must have z20 − z21 − z22 = 0.
Writing z21 = z
2
0 − z22 and substituting it into the third equation, we have
z2(z
2
1) = 0.
But this contradicts with the condition that z21z2 = 1. Therefore there does not exist
any pre-images to [0 : 1 : 0].
Lastly, we must account for any possible pre-image points z to [±1 : 1 : 0], or
equivalently any z ∈ C3 such that
z0(z
2
0 − z21 − z22) = ±λ, z21z2 = λ, z2(z20 − z22) = 0,
for some λ 6= 0. The second and third equations above imply z20 − z22 = 0, i.e.,
z0 = ±z2. Applying this to the first equation yields z0z21 = ±λ which is equivalent
to the second equation. Projecting such z to P2, one sees that the set
{z ∈ P2 | z = [±1 : ζ : 1], ζ 6= 0}
is the set of pre-images to the point [±1 : 1 : 0]. 
To determine In for n ≥ 3, we shall need the function τˆ defined in (3.5). One
sees that since τˆ is homogeneous of degree 0, it can be considered as a map from P2
to Cˆ which we shall denote by τ . Observe that now τ is holomorphic on the subset
P2 \ φ(S0). Then the following proposition follows directly from (3.6).
Proposition 5.3. For k ≥ 1 the following diagram is commutative:
P2 \ Ik F
◦k
//
τ

P2
τ

Cˆ
T ◦k
// Cˆ.
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An important method to simplify the computation of F ◦n is to use the function
τ(z) to write
F (z) = [2τ(z)z0z1z2 : z
2
1z2 : z1z2(2τ(z)z2 + z1)] (5.1)
= [2τ(z)z0 : z1 : 2τ(z)z2 + z1], z ∈ P2 \ I1. (5.2)
Remark 5.4. Some justification needs to be made about (5.2) for the case z1z2 = 0.
If z1 = 0 then z
2
0 6= z22 since z /∈ I1. Hence by (4.1) we have
F (z) = [z0(z
2
0 − z22) : 0 : z2(z20 − z22)] = [z0 : 0 : z2].
In this case since τ(z) = ∞ 6= 0, if one computes F (z) using (5.2) and factors out
τ(z) then one also gets [z0 : 0 : z2]. If z2 = 0, then z
2
0 6= z21 since z /∈ I1. Hence by
(4.1) we have F (z) = [z0(z
2
0 − z21) : 0 : 0] = [z0 : 0 : 0]. If we evaluate F (z) using
(5.2) and factor out τ(z) =∞, then we also get [z0 : 0 : 0]. In short, (5.2) holds for
all z /∈ I1.
Using I1 and I2 we then describe the indeterminacy set for any number of itera-
tions.
Proposition 5.5. The indeterminacy set In when n ≥ 3 is
In = In−1 ∪
{
z ∈ P2 | z =
[
±1
η
: ζ :
1
η
− ζ
n−2∑
j=1
1
2j
j−1∏
k=0
T ◦k(τ(z))
]
, ζ ∈ C
}
,
where η = 2n−2
n−3∏
k=0
T ◦k(τ(z)) and z ∈ In \ In−1.
Although this is not a concrete way to describe In, it will be sufficient for us to
obtain some larger results later.
Proof. Before proceeding we introduce the notation I ′n = In \ In−1 to exclusively
focus on new indeterminacy points. For example I ′2 = {[±1 : ζ : 1] | ζ 6= 0}. First
we examine I ′3 = {z ∈ P2 | F (z) ∈ I ′2}, and use (5.2) to obtain equations
2τ(z)z0 = ±1, z1 = ζ, 2τ(z)z2 + z1 = 1.
Clearly τ(z) 6= 0 in this case, hence
I ′3 =
{
z ∈ P2 | z =
[ ±1
2τ(z)
: ζ :
1− ζ
2τ(z)
]
, ζ ∈ C, ζ 6= 0
}
.
We shall repeat this process to discover the pre-images to the points of I ′n. But
before proceeding note that when observing a pre-image there is a shift in notation,
specifically if w ∈ I ′3 and F (z) = w then τ(w) = τ(F (z)) = T (τ(z)). Let
I ′4 = {z ∈ P2 | F (z) ∈ I ′3}.
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Then for z ∈ I ′4 the following system of equations must be satisfied:
2τ(z)z0 =
±1
2T (τ(z))
, z1 = ζ, 2z2τ(z) + z1 =
1− ζ
2T (τ(z))
.
Solving for z0, z1 and z2, we have
I ′4 = {z ∈ P2 | z =
[ ±1
22τ(z)T (τ(z))
: ζ :
1− ζ
22τ(z)T (τ(z))
− ζ
2τ(z)
]
, ζ ∈ C, ζ 6= 0}.
Then one may use induction to demonstrate that I ′n is of the form{
z =
[ ±1
β(z)
: ζ :
1
β(z)
− ζ
n−2∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(z))
]
| ζ ∈ C, ζ 6= 0
}
for all n ≥ 3, where β(z) = 2n−2∏n−3k=0 T ◦k(τ(z)). Assume that w ∈ I ′n is of the
above form and z ∈ I ′n+1 such that F (z) = w. Then
F (z) = [2τ(z)z0 : z1 : 2τ(z)z2 + z1] = [w0 : w1 : w2]
=
[ ±1
β(w)
: ζ :
1
β(w)
− ζ
n−2∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(w))
]
.
Since F (z) = w, we can re-write F (z) above as:[ ±1
β(F (z))
: ζ :
1
β(F (z))
− ζ
n−2∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(F (z)))
]
.
Now comparing each component individually one has z1 = ζ ,
2τ(z)z0 =
±1
2n−2
∏n−3
k=0 T
◦k(τ(F (z)))
,
which can be re-written using the fact τ(F (z)) = T (τ(z)) as
z0 =
±1
2n−1
∏n−2
k=0 T
◦k(τ(z))
,
and
2τ(z)z2 + ζ =
1
2n−2
∏n−3
k=0 T
◦k(τ(F (z))
− ζ
n−2∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(F (z)))
.
Solving z2 from the last term, we obtain
z2 =
1
2n−1
∏n−2
k=0 T
◦k(τ(F (z))
− ζ
n−1∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(z))
.
Thereby if z ∈ I ′n+1 then z is a point of the form:[ ±1
2n−1
∏n−2
k=0 T
◦k(τ(z))
: ζ :
1
2n−1
∏n−2
k=0 T
◦k(τ(z))
− ζ
n−1∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(z))
]
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for some nonzero ζ ∈ C, which completes the proof. 
Now we are in position to prove the following important fact. Recall that the
extended indeterminacy set E is the closure of ∪∞k=1Ik.
Lemma 5.6. E 6= P2.
Proof. It is not initially apparent that E is not the entirety of P2 so we demonstrate
it in detail. To do so we show there exists an open set in pc(Api) that is not contained
in E. A key ingredient in the proof is the following function
fn(z) =
n−1∑
j=1
1
2j
∏j−1
k=0 T
◦k(τ(z))
, n ≥ 2, z ∈ pc(Api). (5.3)
The function fn(z) is well defined on p
c(Api) for two reasons:
(1) In this case τ(z) /∈ [−1, 1] by Theorem 2.1,
(2) T ◦k(τ(z)) /∈ [−1, 1] for all k because of Theorem 4.2.
Moreover, since T (x) is holomorphic on Cˆ and τ is holomorphic on the set P2 \
φ(S0) which contains p
c(Api), we see that fn is holomorphic on p
c(Api). Since τ(z)
is holomorphic on pc(Api), for every compact subset K ⊂ pc(Api) the image τ(K)
is compact in Cˆ \ [−1, 1]. Thus {T ◦k(τ(z))} converges uniformly to ∞ on K by
Theorem 4.2. This implies that the sequence {fn} converges normally on pc(Api).
Define for z ∈ pc(Api) that
f(z) = lim
n→∞
fn(z), (5.4)
then f is holomorphic on pc(Api).
Now we turn to the indeterminacy sets. Observe that Proposition 5.5 implies that
for all n ≥ 3 we have
I ′n ⊂
{
z ∈ pc(Aλ) | z2 = ±z0 − z1fn−1(z)
}
, (5.5)
which is an analytic set in pc(Aλ). Since
In = I
′
n ∪ I ′n−1 ∪ I ′n−2 ∪ · · · ∪ I2, (5.6)
by (5.5) we have
In ⊂
(
I2 ∪
n−1⋃
k=2
{z2 = ±z0 − z1fk(z)}
)
, when n ≥ 3.
Now we are ready to construct an open subset in P2 that is not contained in the
extended indeterminacy set E. First, for all z ∈ pc(Api) such that |τ(z)| > 1 we
have
|T (τ(z))| = |2(τ(z))2 − 1| ≥ 2|τ(z)|2 − 1 > 1,
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and subsequently |T ◦n(τ(z))| > 1 for all n ≥ 1. Applying this fact to (5.3) allows
us to conclude that if n ≥ 2 then
|fn(z)| < 1
2
+
1
4
+ · · ·+ 1
2n−1
< 1.
Therefore, by (5.5) if such z is in In for some n ≥ 3 then z must satisfy
|z2| ≤ |z0|+ |z1|. (5.7)
Observe that Lemma 5.1 and 5.2 show that points in I1 and I2 also satisfy the
inequality (5.7). This implies that if z ∈ pc(Api) is such that |τ(z)| > 1 and z ∈ E,
then |z2| ≤ |z0|+ |z1|. We therefore have the following inclusion
V := {z ∈ pc(Aλ) | |τ(z)| > 1} ∩ {|z2| > |z0|+ |z1|} ⊂ P2 \ E. (5.8)
It is not hard to see that the open set V is nonempty. For example, one easily verifies
that [1 : 1 : 3] ∈ V , and this completes the proof. 
5.2. The Julia set of F . We are now ready to determine the Julia set of the map F
on P2. Recall that in P2 the projective spectrum of the dihedral group with respect
to the Koopman representation is
p(Api) =
⋃
−1≤x≤1
{z ∈ P2 | z20 − z21 − z22 − 2z1z2x = 0}.
Recall also that I∞ =
⋃∞
j=1 Ij ⊂ E. Then the next proposition follows readily from
Proposition 5.3.
Proposition 5.7. The following diagram is commutative
P2 \ I∞ F //
τ

P2 \ I∞
τ

Cˆ
T
// Cˆ.
Proposition 5.7 and the expression (5.2) enable us to rewrite F ◦n as follows.
Lemma 5.8. For n ≥ 2 and z ∈ P2 \ I∞ one has
F ◦n(z) =
[
2nz0
n−1∏
k=0
T ◦k(τ(z)) : z1 : 2
nz2
n−1∏
k=0
T ◦k(τ(z)) + z1
(
1 +
n−1∑
k=1
2k
k∏
i=1
T ◦(n−i)(τ(z))
)]
.
Proof. If z ∈ P2 \ I∞ then by (5.2)
F (z) = [2τ(z)z0 : z1 : 2τ(z)z2 + z1] := [z
′
0 : z
′
1 : z
′
2],
and hence using the fact that τ(z′) = τ(F (z)) = T (τ(z)) we obtain
F ◦2(z) = [2τ(z′)z′0 : z
′
1 : 2τ(z
′)z′2 + z
′
1] (5.9)
= [22τ(z)T (τ(z))z0 : z1 : 2
2τ(z)T (τ(z))z2 + z1(1 + 2T (τ(z)))]. (5.10)
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To prove the lemma by induction on n, we assume
F ◦n(z) = [2T ◦(n−1)(τ(z))z(n−1)0 : z1 : 2T
◦(n−1)(τ(z))z(n−1)2 + z1]
= [z
(n)
0 : z
(n)
1 : z
(n)
2 ].
Then
F ◦(n+1)(z) = [2T (τ(z(n)))z(n)0 : z
(n)
1 : 2T (τ(z
(n)))z
(n)
2 + z
(n)
1 ]
= [2T ◦n(τ)z(n)0 : z1 : 2T
◦n(τ(z))z(n)2 + z1].
Substituting z
(n)
0 and z
(n)
2 using the induction assumption, we can re-writeF
◦(n+1)(z)
as
[22T ◦n(τ(z))T ◦(n−1)(τ(z))z
(n−1)
0 : z1 : 2T
◦n(τ(z))
(
2T ◦(n−1)(τ(z))z
(n−1)
2 + z1
)
+ z1].
Applying the process iteratively one establishes the lemma. 
Now we are equipped to reveal a connection between the Fatou set of F and the
projective resolvent set pc(Api).
Lemma 5.9. pc(Api) \ E ⊂ F(F ).
Proof. As observed before, in view of Theorem 2.1 if z ∈ pc(Api) then τ(z) /∈
[−1, 1], and Theorem 4.2 implies that T ◦n(τ(z)) /∈ [−1, 1], in particular T ◦n(τ(z)) 6=
0 for all n ≥ 1. Using Proposition 5.8 and factoring out 2n∏n−1k=0 T ◦k(τ(z)) from
each component of F ◦n, one can write
F ◦n(z) =
[
z0 :
z1
2n
∏n−1
k=0 T
◦k(τ(z))
: z2 + z1
n−1∑
k=1
2k−n∏k
j=0 T
◦j(τ(z))
]
(5.11)
=
[
z0 :
z1
2n
∏n−1
k=0 T
◦k(τ(z))
: z2 + z1fn(z)
]
, (5.12)
where fn is as defined in (5.3). Since τ : p
c(Api) → Cˆ \ [−1, 1], Theorem 4.2
implies that T ◦n(τ(z)) →∞ normally on pc(Api), and hence the middle component
in (5.12) tends to 0 normally as n→∞. Moreover, since fn converges normally to
f on pc(Api) by (5.4), the iterations F
◦n converges normally on pc(Api) \ E and
lim
n→∞
F ◦n(z) = [z0 : 0 : z2 + z1f(z)] := F∗([z0 : z1 : z2]), z ∈ pc(Api) \ E.
This completes our proof relating pc(Api) to F(F ). 
Observe that Lemma 5.9 implies that the Julia set J (F ) is contained in p(Api) ∪
E. Soon we will conclude that this inclusion is in fact an equality. We shall need a
bit more preparation before we proceed to examine the Julia set. First, one observes
that if z ∈ p(Api) then x := τ(z) ∈ [−1, 1], and hence we can rewrite T (x) in terms
of cosine by setting x = cos θ, where θ = cos−1(x) ∈ [0, π]. Then T (x) =
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cos(2θ) and hence T ◦n(x) = cos(2nθ). The k-th Tchebyshev polynomial of the
first kind Tk(x) is defined by the equality cos(kθ) = Tk(cos θ). In other words, the
polynomial Tk is semi-conjugate to the multiplication by constant k. Hence
T ◦n(cos(θ)) = T2n(cos(θ)). (5.13)
The following two well-known properties of the Tchebyshev polynomials ([38]) are
relevant to our study.
Proposition 5.10. Let Tk stand for the k-th Tchebyshev polynomial on R.
(a) 2Tm(x)Tn(x) = Tm+n(x) + T|m−n|(x).
(b)
∏n
j=0 T
◦j(x) = 1
2n
∑2n
k=1 T2k−1(x). In particular, if
cos−1(x)
pi
/∈ Z, then
n∏
j=0
T ◦j(x) =
sin(2n+1 cos−1(x))
2n+1 sin (cos−1(x))
. (5.14)
These properties shall enable us to express the iterations of F ◦n on the projective
spectrum p(Api) using trigonometric functions. We are now ready to state and prove
the main theorem of this paper.
Theorem 5.11. Consider the infinite dihedral groupD∞ and the associated map F
defined in (4.1) through the self-similarity of its Koopman representation π, and let
E be the extended indeterminacy set of F . Then J (F ) = p(Api) ∪ E .
Proof. First of all, Lemma 5.9 implies that J (F ) ⊂ p(Api) ∪E. So it only remains
to show the inclusion in the opposite direction. The inclusion E ⊂ J (F ) is a
general fact. Recall from Proposition 5.8 that when z ∈ P2 \ E we have
F ◦n(z) =
[
2nz0
n∏
k=1
T ◦k(τ) : z1 : 2
nz2
n∏
k=1
T ◦k(τ)+ z1
(
1+
n∑
k=1
2k
k−1∏
i=0
T ◦(n−i)(τ)
)]
.
If z ∈ p(Api) then Theorem 2.1 implies that τ(z) = cos θ for some 0 ≤ θ ≤ π.
Suppose θ
pi
is non-dyadic, i.e., 2n θ
pi
/∈ Z for any integer n ≥ 0. Then by Proposition
5.10, we have
F ◦n(z) =
[
z0
sin(2nθ)
sin θ
: z1 : z2
sin(2nθ)
sin θ
+ z1(1 +
n−1∑
k=1
sin(2nθ)
2n−1 sin(2k+1θ)
)
]
,
which does not converge as n → ∞. We now show that there exists no open
neighborhood of any point p ∈ p(Api) \E on which the sequence {F ◦n} is normal.
To this end we suppose p = [p0 : p1 : p2] is an arbitrary point in p(Api) \E. Then in
particular p /∈ I1 and consequently by Theorem 2.1 we must have p1p2 6= 0. For any
open neighborhood V of this p in P2 \E there exists a small open neighborhood V0
of p such that z1z2 6= 0 for all z ∈ V0 ⊂ V . Therefore τ(z) is holomorphic on V0 and
thus τ(V0) contains an open neighborhood V1 of τ(p) in Cˆ. Since τ(p) ∈ [−1, 1], the
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intersection V1∩[−1, 1] contains an interval, say (a, b). By the density of non-dyadic
numbers in R, there exists a number ξ ∈ (a, b) such that cos−1(ξ)
pi
is non-dyadic.
Since (a, b) ⊂ V1 ∩ [−1, 1] ⊂ τ(V0), there exists q ∈ V0 such that τ(q) = ξ. Then
the sequence {F ◦n(q)} is not convergent by the foregoing argument, and therefore
the sequence {F ◦n} is not normal on V . This concludes that p(Api) \ E is a subset
of the Julia set J (F ). Since E ⊂ J (F ), we have p(Api) ∪ E ⊂ J (F ) and this
completes the proof. 
The following corollary follows immediately from Theorem 5.11 and the proof
of Lemma 5.9.
Corollary 5.12. For the map F defined in (4.1) we have
(a) the Fatou set F(F ) = pc(Api) \E;
(b) the iteration sequence {F ◦n} converges normally on F(F ) to the function
F∗([z0 : z1 : z2] = [z0 : 0 : z2 + z1f(z)],
where f is as defined in (5.4).
5.3. The limit function f . Much to our surprise, the limit function f defined in
(5.4) can be determined explicitly. We shall address this fact in this subsection.
First, the following lemma is easy to prove by induction.
Lemma 5.13. For ξ ∈ C and any natural number n ≥ 2, we have
n−1∑
k=1
csc(2kξ) = cot(ξ)− cot(2n−1ξ).
For simplicity, we set S = φ(S0) = {z ∈ P2 : z20 − z21 − z22 = 0}.
Theorem 5.14. Let f be the limit function defined in (5.4). Then
f(z) = τ(z) − i
√
1− τ 2(z), z ∈ pc(Api) \ E.
In particular, it can be extended holomorphically to P2 \ S.
Proof. Recall that since
cos ξ =
1
2
(eiξ + e−iξ), sin ξ =
1
2i
(eiξ − e−iξ)
are entire functions onC, the function cos ξ has a local inverse function cos−1 when
ξ is not an integer multiple of π. Moreover, since trigonometric identities of sin x
and cosx hold for complex numbers x, it is not hard to check that equality (5.14)
holds for all complex numbers ξ for which cos−1 ξ is well-defined. Suppose z ∈
pc(Api) \ E is such that θ(z)pi := cos
−1(τ(z))
pi
is non-dyadic. Then the functions fn
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defined in (5.3) can be written as
fn(z) =
n−1∑
k=1
sin (θ(z))
sin (2kθ(z))
, n ≥ 2.
And hence by Lemma 5.13 we have
fn(z)
sin(θ(z))
=
n−1∑
k=1
csc(2kθ(z)) = cot(θ(z))− cot(2n−1θ(z)). (5.15)
It is established in Section 5.1 that the sequence {fn} converges normally as n →
∞ on pc(Api) \ E. Hence the sequence {cot(2nθ(z))} converges normally. To
determine the limit of this sequence, we observe through Equality (5.14) that
sin θ(z)
sin (2n+1θ(z))
=
1
2n+1
∏n
j=0 T
◦j(τ(z))
, n ≥ 2.
Since z ∈ pc(Api), we have τ(z) ∈ Cˆ \ [−1, 1] and consequently T ◦j(τ(z)) → ∞
as j →∞ in view of Theorem 4.2. It follows that sin (2n+1θ(z))→∞ as n→∞.
Then
s := lim
n→∞
cot(2nθ(z)) = lim
n→∞
±
√
1− sin2(2nθ(z))
sin(2nθ(z))
= ±i.
Of course, we need to determine whether s = i or s = −i. Letting n → ∞ in
Equation (5.15), we have
f(z) = cos(θ(z))− s sin(θ(z))
= τ(z)− s
√
1− τ 2(z) = τ(z)±
√
τ 2(z)− 1.
On the other hand, since
f(z) = lim
n→∞
fn(z)
=
1
2τ(z)
(
1 +
1
2T (τ(z))
+
1
22T (τ(z))T 2(τ(z))
+ · · ·
)
,
and τ(z) = ∞ at points z ∈ pc(Api) such that z1z2 = 0, we must have f(z) = 0 at
points z where τ(z) =∞. This concludes that s = i and hence
f(z) = τ(z)− i
√
1− τ 2(z).
Furthermore, since in view of its definition τ is holomorphic on P2 \ S, the func-
tion f extends holomorphically to P2\S. Further, for points z ∈ S one has τ(z) = 0
and therefore f(z) = −i. This indicates that f can be extended to the entire P2. 
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Remark 5.15. Some observations about the function f are worth mentioning.
(1) Since τ(z) = ∞ for z ∈ Sc ∩ {z1z2 = 0}, the function f vanishes there and
it has no other zeros by Theorem 5.14.
(2) For every z ∈ S we have τ(z) =∞ by definition, and hence f(z) = −i. This
means that f is well-defined on the entire P2. However, as indicated in Section 3.2,
if one consider the sequence ξn = [1 +
1
n
: 0 : 1], n ≥ 1 then τ(ξn) =∞ and hence
f(ξn) = 0. But f([1 : 0 : 1]) = −i. This indicates that f can have discontinuities
at points in S ∩ {z1z2 = 0}.
(3) In the case z ∈ Scos θ ⊂ p(Api), Theorem 2.1 implies that τ(z) = cos θ for
some θ ∈ [0, 2π) and hence f(z) = cosθ − i sin θ = e−θi. In particular, this shows
that f(p(Api)) = T. Moreover, this is consistent with the earlier fact that when
z ∈ S we have f(z) = −i = e−pii/2. This observation leads to the following
corollary.
Corollary 5.16. Let f be defined as in Theorem 5.14. Then f−1(T) = p(Api).
Proof. We have observed in Remark 5.15 that p(Api) ⊂ f−1(T). It is left to show
the inclusion in the other direction. Suppose z ∈ P2 such that f(z) ∈ T. Since
τ 2(z) +
(√
1− τ 2(z)
)2
= 1,
there exists a complex number θ such that τ(z) = cos θ. And therefore one can
write f(z) = e−iθ. Write θ = x + yi for some x, y ∈ R. Then the fact that
|f(z)| = 1 implies y = 0, and consequently τ(z) = cosx ∈ [−1, 1], i.e., one has
z ∈ p(Api). 
6. SOME DISCUSSIONS ON THE GROUP G
Now we turn our attention to the Grigorchuk group G and its Koopman represen-
tation π on the boundary ∂T of the rooted binary tree. Much study of the group’s
spectral properties has been done, for instance in [1, 14, 24, 27]. In particular, the
classical spectrum of the pencil π(ta + ub + vc + wd), where t, u, v, w ∈ R, was
studied and found to be related to the Cantor set ([24], Theorem 4.2). Since the
pencil
Rpi(z) = z0I + z1π(a) + z2π(b) + z3π(c) + z4π(d), z ∈ C5
is more general, it is advantageous to determine the projective spectrum P (Rpi).
This goal still evades us at this point, which prevented us from determining the
whole Julia set of the map G defined in (3.10). Nevertheless, there is a connection
between G and D∞ which has allowed us a chance for progress.
6.1. A partial result about P (Rpi). Consider the element u =
1
2
(b+ c+ d− 1) in
the group algebra C[G]. One checks easily that u2 = 1. It is shown in [29] that the
projective spectrum of the pencil R˜pi(z) = z0I + z1π(a) + z2π(u) of the group G
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and that of the pencil Api(z) = z0I + z1π(a) + z2π(t) of D∞ are identical, i.e., we
have
p(R˜pi) =
⋃
−1≤x≤1
{z ∈ P2 | z20 − z21 − z22 − 2z1z2x = 0}. (6.1)
An interesting application of this result is given in the following example.
Example 6.1. The operator Hpi = π(a + b + c + d) is often called the Hecke
type operator for G with respect to the Koopman representation π. The classical
spectrum σ(Hpi) was determined in [1] to be [−2, 0] ∪ [2, 4]. If we write
Hpi − ζI = (1− ζ)I + π(a) + 2π(u),
then the spectrum σ(Hpi) can also be determined by (6.1). Indeed, substituting
(z0, z1, z2) by (1− ζ, 1, 2) one has
(1− ζ)2 − 5− 4x = 0, x ∈ [−1, 1],
and the range for ζ is easily determined to be [−2, 0] ∪ [2, 4].
Now we consider the subspace Mˆ = {z ∈ C5 | z2 = z3 = z4} and define the
mapX : C3 → Mˆ by
(w0, w1, w2)→
(
w0 − w2
2
, w1,
w2
2
,
w2
2
,
w2
2
)
. (6.2)
One sees that X is an isomorphism between the two vector spaces. Using the fact
that u = 1
2
(b+ c+ d− 1) one easily verifies that the pencils Api forD∞ and Rpi for
G are related by Api(w) = Rpi(X(w)), w ∈ C3.
Corollary 6.2. A point w is in P (Api) if and only if X(w) is in P (Rpi), i.e.,
X(P (Api)) = P (Rpi) ∩ Mˆ.
Now going back to the fixed points of the map G in the projective space as de-
scribed in Proposition 4.5 (c), one can use Corollary 6.2 to verify that the set φ(Y1)
and the point [−1 : −2 : 1 : 1 : 1] are inside the spectrum p(Rpi). The connection
between φ(Y2) and p(Rpi) is not clear at this point.
6.2. A partial result about J (G). Interestingly, the map X above also furnishes
a semi-conjugacy between the map F in (3.3) associated with the dihedral group
and a part of the map G in (3.10) associated with the Grigorchuk group.
Proposition 6.3. The following diagram is commutative:
C3
F
//
X

C3
X

Mˆ
G
// Mˆ.
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Proof. Recall that for z ∈ C5 the function α(z) = (z0 + z4)2 − (z2 + z3)2. Hence
for (w0, w1, w2) ∈ C3, we have
α(X(w)) = (w0 − w2
2
+
w2
2
)2 − (w2)2 = w20 − w22.
Hence
G (X(w)) =G
(
w0 − w2
2
, w1,
w2
2
,
w2
2
,
w2
2
)
=
(
w0(w
2
0 − w21 − w22)−
w2
2
(w20 − w22), w21w2,
w2
2
α,
w2
2
α,
w2
2
α
)
.
On the other hand, since
F (w) =
(
w0(w
2
0 − w21 − w22), w21w2, w2(w20 − w22)
)
,
one verifies by direct computation that X (F (w)) = G (X(w)). 
Proposition 6.3 implies that F (w) = 0 if and only if X(F (w)) = 0 and thus
if and only if G(X(w)) = 0. Note that here 0 refers to the origin of C3 as well
as C5. Thus when X , F , and G are considered as maps in projective space and
M = φ(Mˆ), one has the following fact.
Corollary 6.4. Let In(F ) and In(G) be the n-th indeterminacy set for F and G,
respectively. Then the following diagram commutes for every n ≥ 1 :
P2 \ In(F ) F //
X

P2
X

M \ In(G) G // M.
Let G|M be the restriction of G to the submanifold M ⊂ P4. It is not difficult
to see that In(G) ∩ M = In(G|M). However, since the extended indeterminacy
set involves taking the closure, it is not clear if EG ∩M = EG|M . Nevertheless,
since the map X is a homeomorphism we have EG|M = X(EF ). Lemma 5.6 then
implies that X(EF ) 6= M , and the next corollary follows from Theorem 5.11 and
the relation (6.2).
Corollary 6.5. Let G|M be the restriction of G to the submanifold M . Then its
Julia set J (G|M) = X(p(Api)) ∪X(EF ).
We now propose a conjecture to end this round of discussions. Consider the
Grigorchuk group G. Recall that p(Rpi) is the projective spectrum of the pencil
Rpi(z) = z0I + z1π(a) + z2π(b) + z3π(c) + z4π(d),
where z ∈ P4. Proposition 3.7 implies that p(Rpi) is an invariant set for the map
G above. While a full description of the spectrum p(Rpi) or the Julia set J (G)
seems hard to obtain at this point, the following conjecture seems natural in view
of Theorem 5.11, Corollary 6.2 and Corollary 6.5.
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Conjecture 6.6. p(Rpi) ⊂ J (G).
7. CONCLUDING REMARKS
Theorem 5.11 and Corollary 6.5 are clear evidences of a natural connection
among self-similarity, Julia set, and projective spectrum. Even though D∞ is a
rather simple group, the associated dynamical map F defined in (4.1) is by nomeans
trivial. Two main factors that contributed to the establishment of Theorem 5.11 are:
(1) an explicit description of the projective spectrum of D∞ (Theorem 2.1);
(2) the semi-conjugacy of F with the Tchebyshev polynomial T (x) (Proposi-
tion 5.3).
No analogous facts are currently known for the Grigorchuk group G. However,
despite the fact that G is infinitely presented, the 2-similarity of its Koopman rep-
resentation π as described in Section 3.3 seems simple enough to warrant some
further progresses along this line. It is therefore our great interest to continue this
study for the group G and also to investigate on some other self-similar groups.
8. APPENDIX
8.1. Proof of Proposition 4.4. (a) Finding fixed points is generally not difficult.
For the map F it involves solving the following system of equations:
z0(z
2
0 − z21 − z22) = z0, z21z2 = z1, z2(z20 − z22) = z2.
By direct computation one verifies that only (0, 0, 0), (0,±i,∓i), and the points in
the surface
YF := {z ∈ C3 | z20 − z22 = 1, z1 = 0}
are fixed underF . Observe that {(0, 0, 0), (0,±i,∓i)} ⊂ P (Api) and YF ⊂ P c(Api).
To classify the fixed points, one computes that
F ′(z) =
(∂fj−1
∂zk−1
)
=

3z20 − z21 − z22 −2z0z1 −2z0z20 2z1z2 z21
2z0z2 0 z
2
0 − 3z22

 ,
and hence det(F ′(z)) = 6z1z2(z20 − z22)(z20 − z21 − z22).
(b) To verify that the point (0, 0, 0) is the only attracting fixed point of F , we first
observe that it is a super attracting fixed point since
det
∣∣F ′((0, 0, 0))− λI∣∣ = det

−λ 0 00 −λ 0
0 0 −λ

 = λ3.
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Then we must then check that no points in YF is attracting. If z ∈ YF then
det
∣∣F ′(z)− λI∣∣ = det

3z20 − z22 − λ 0 −2z0z20 −λ 0
0 0 z20 − 3z22 − λ


= −λ(2z20 + 1− λ)(1− 2z22 − λ) = 0.
Then λ = 0 is an eigenvalue, and the other two eigenvalues are λ1 = 2z
2
0 + 1 and
λ2 = 1− 2z22 . Since
λ1 + λ2 = 2(z
2
0 − z22 + 1) = 4,
either |λ1| or |λ2| must be larger than 1, and hence z is not attracting. Further, none
of the points in YF are repelling because 0 is always an eigenvalue for F
′(z) as we
just saw. Having only one attracting fixed point is notable because it means that
there is only one basin of attraction at a finite point. One may also verify directly
that (0,±i,∓i) are repelling points of F .
(c) To determine the fixed points for F as defined in (4.1) one observes that a
point z = [z0 : z1z2] is fixed if there exists a complex number λ 6= 0 such that
z0(z
2
0 − z21 − z22) = λz0; z21z2 = λz1; z2(z20 − z22) = λz2.
Since the calculation is similar we shall not include it here.
8.2. Proof of Proposition 4.5. To find the fixed points of G we must solve the
following system of equations:
z0α− z21(z0 + z4) = z0, z21(z2 + z3) = z1, z4α = z2, z2α = z3, z3α = z4. (8.1)
We will find that the α notation is quite useful in this computation. We start by
focusing on the final three conditions which have an apparent relationship, i.e.
z4α = z2, z2α = z3, z3α = z4.
Plugging in z4 from the last equation into the first gives z3α
2 = z2. We then plug
this z2 into the middle equation to obtain z3α
3 = z3. Therefore, if G(z) = z then
either z3 = 0 or α
3 = 1. This gives us three cases to discuss separately.
First, if z3 = 0, then z2 = z4 = 0, and hence the second equation implies z1 = 0.
This means the first expression becomes z0α = z0. Then either z0 = 0 or α = 1.
But if z1 = z2 = z3 = z4 = 0 then α = z
2
0 . Therefore our first case yields the
following fixed points
0 = (0, 0, 0, 0, 0) and (±1, 0, 0, 0, 0). (8.2)
In the second case, we assume that α = 1. Then z2 = z3 = z4 = γ 6= 0 and our
remaining equations become
z0 − z21(z0 + γ) = z0 and z21(2γ) = z1.
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We split this into two more subcases based on the second equation, namely either
z1 = 0 or z1 =
1
2γ
.
First, if z1 = 0 then z0 must still satisfy that
α = (z0 + γ)
2 − 4γ = 1.
Hence
z0 = −γ ±
√
1 + 4γ2.
This gives a surface of fixed points
Y1 := {z ∈ C5 | z = (−γ ±
√
1 + 4γ2, 0, γ, γ, γ), γ 6= 0}. (8.3)
Lastly, we examine the case when z1 =
1
2γ
. Then for the first component to be fixed
we must have
z0 − 1
4γ2
(z0 + γ) = z0.
This requires that z0 = −γ, and hence α = (2γ)2−(2γ)2 = 0 6= 1. This contradicts
the beginning of this subcase when α = 1, therefore this case yields no additional
fixed points.
The third case to consider is when α2 + α+ 1 = 0. We manipulate the last three
equations of (8.4) to find z2 and z3 in terms of z4 thus
z2 = z4α and z3 = z4α
2.
Then the first two equations become
z0(α− 1)− z21(z0 + z4) = 0 and − z1(z1z4 + 1) = 0.
Focusing on the later, we first examine if z1 = 0 then
z0(α− 1) = 0.
Clearly, α 6= 1 in this case; then we must have z0 = 0, but this contradicts our
equation for α
α = (z0 + z4)
2 − (z2 + z3)2 = z24 − z24 = 0,
so there are no fixed points from this case when z1 = 0. Then let z1 = − 1z4 and
z4 6= 0 because we addressed that case previously. Then for the point to be fixed
z0(α− 1)− 1
z24
(z0 + z4) = 0.
Thereby,
z0 =
z4
z24(α− 1)− 1
32 B. GOLDBERG AND R. YANG
the last step is to check what z4 satisfies our equation for α.
α = (z0+z4)
2−(z2+z3)2 = z24
(
1
z24(α− 1)− 1
+1
)2
−z24 = z24
(
2z24(α− 1)− 1
(z24(α− 1)− 1)2
)
.
Then we solve for z4 while utilizing the fact that α
2 + α + 1 = 0 to obtain(
α(α− 1)2 − 2(α− 1))z44 + (1− 2α(α− 1))z24 + α = 0
(α + 5)z44 + (4α + 3)z
2
4 + α = 0,
and consequently
z24 = w±(α) :=
−4α− 3± i√8α + 3
2α+ 10
.
Denoting z4 by β, we have the set of fixed point Y2 as describe before Proposition
4.5.
To classify the fixed points of G using the Jacobian, we use the notation β =
z0 + z4 and η = z2 + z3 for convenience and compute that
G′(z) =


α + 2z0β − z21 2z1β −2z0η −2z0η2 2z0β − z21
0 2z1η z
2
1 z
2
1 0
2z4β 0 −2z4η −2z4η α + 2z4β
2z2β 0 α− 2z2η −2z2η 2z2β
2z3β 0 −2z3η α− 2z3η 2z3β

 .
To determine the fixed points for G : P4 → P4, one considers the system of
equations:
z0α− z21(z0 + z4) = λz0, z21(z2 + z3) = λz1, z4α = λz2, z2α = λz3, z3α = λz4.
(8.4)
Going through similar steps one obtains the set of fixed point Y1 and Y2. However,
an additional point [−1 : −2 : 1 : 1 : 1] is obtained in the case z2 = z3 = z4
and α(z) = λ. One checks that G(−1,−1, 1, 1, 1) = (4, 8,−4,−4,−4). One can
verify using the commutative diagram (6.4) that [−1 : −2 : 1 : 1 : 1] ∈ p(Rpi).
However, determining which points in Y2 are in p(Rpi) does not seem easy.
To see that the origin 0 is the only attracting fixed point of G, one first observes
that since
det
∣∣G′(0)− λI∣∣ = det


−λ 0 0 0 0
0 −λ 0 0 0
0 0 −λ 0 0
0 0 0 −λ 0
0 0 0 0 −λ

 = λ5,
the origin 0 is indeed an attracting fixed point. Now assume z ∈ Y1. For simplicity
we won’t substitute in for z0 immediately. Using the fact that in this case α(z) = 1,
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we compute det
∣∣G′(z)− λI∣∣ as
det


1 + 2z0(z0 + γ)− λ 0 −4z0γ −8z0γ2 2z0(z0 + γ)
0 −λ 0 0 0
2γ(z0 + γ) 0 −4γ2 − λ −4γ2 1 + 2γ(z0 + γ)
2γ(z0 + γ) 0 1− 4γ2 −4γ2 − λ 2γ(z0 + γ)
2γ(z0 + γ) 0 −4γ2 1− 4γ2 2γ(z0 + γ)− λ


= −λ det


1 + 2z0(z0 + γ)− λ −4z0γ −8z0γ2 2z0(z0 + γ)
2γ(z0 + γ) −4γ2 − λ −4γ2 1 + 2γ(z0 + γ)
2γ(z0 + γ) 1− 4γ2 −4γ2 − λ 2γ(z0 + γ)
2γ(z0 + γ) −4γ2 1− 4γ2 2γ(z0 + γ)− λ


= −λ det


1 + 2z0(z0 + γ)− λ −4z0γ −8z0γ2 2z0(z0 + γ)
2γ(z0 + γ) −4γ2 − λ −4γ2 1 + 2γ(z0 + γ)
0 1 + λ −λ −1
0 λ 1 −1− λ

 .
Then expanding using the third row, we can break the determinant above into a sum
of three parts, i.e., det
∣∣G′(p)− λI∣∣ = A +B + C where
A = λ(1 + λ) det

1 + 2z0(z0 + γ)− λ −8z0γ2 2z0(z0 + γ)2γ(z0 + γ) −4γ2 1 + 2γ(z0 + γ)
0 1 −1− λ

 ,
B = λ2 det

1 + 2z0(z0 + γ)− λ −4z0γ 2z0(z0 + γ)2γ(z0 + γ) −4γ2 − λ 1 + 2γ(z0 + γ)
0 λ −1 − λ

 ,
C = −λ det

1 + 2z0(z0 + γ)− λ −4z0γ −8z0γ22γ(z0 + γ) −4γ2 − λ −4γ2
0 λ 1

 .
After simplicafication we obtain the eigenvalue equation
det(G′(z)− λI) = λ(λ2 + λ+ 1)β = 0,
where
β = (1+2z0(z0+γ)−λ)(6γ2−2γz0+λ−1)−8γ2z0(z0+γ)(2γ+1)+4z0γ(z0+γ)2.
This shows that three of the eigenvalues are {0, −1±
√
3i
2
}. Thus, there exist λ1, λ2
such that |λ1| = |λ2| = 1, hence the point z is neither attracting nor repelling.
Likewise we can show by direct computation using Matlab that the eight points
in Y2 are not attracting, because the Jacobian G
′ at each point in the set has at least
one eigenvalue with modulus greater than 1. We omit the computations here for
simplicity.
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