Information retrieval (IR) research on text collections has concentrated on improving the effectiveness of the indexing and retrieval operations. For the most part, the evaluation of IR systems has been carried out on relatively small collections of documents, queries and relevance assessments. In 1992 the first of a series of evaluation exercises called TREC (Text REtrieval Conference) was launched in the US and these exercises have continued annually since then. What makes TREC notable in IR research is that the document collections used are huge compared to previous ones and the groups participating in this collaborative evaluation represent a who is who of IR research across the world. In this paper we present an overview of TREC, the way it operates and the specialist "tracks" it supports. We then concentrate on European involvement in TREC, examining the participants and the emergence of European TREC-like exercises.
Introduction:
The basic operation underlying most information retrieval applications is to match a short piece of text, normally a query or user profile, against a corpus of documents. This function is the basic operation of retrieval, filtering, classification and other information retrieval applications. Over many decades a large number of very diverse techniques for performing this basic operation have been proposed, developed and implemented and as with all situations in which there are alternative ways of implementing some function, the evaluation of information retrieval performance is of great importance to our field.
In information retrieval, evaluation can be carried out in terms of either efficiency or effectiveness or of both. For the most part, information retrieval research has concentrated on evaluating effectiveness more than efficiency. This has been because until recent times, the amount of text being searched tended to be relatively small and we have also depended upon developments in hardware and technology to keep pace with the demands for scaling up to searching larger and larger volumes of text. Technology developments, however, have proved to be a two-edged sword as far as the evaluation of information retrieval has been concerned. Because of developments in computing speed and storage devices, and increased connectivity To appear in the Journal of Information Science, 1997. of users, plus the growth in the amount of text information in machine-readable form, the demand from users for searching ever-increasing volumes of text, effectively and efficiently, has mushroomed. This has faced many people with the question of how to compare and evaluate text search engines.
For users considering purchasing information retrieval systems, engineering issues are as important as issues of effectiveness but evaluation of systems along these lines tends to be fairly straightforward. A system will integrate easily with an existing dataset or it will not; a system will run on a given platform or it will not; a system will index and provide retrieval on a distributed collection of documents in a given format or it will not. Thus evaluation along these lines tends to be uncomplicated. Information retrieval research, however, which has been slowly pushing back frontiers for decades, has concentrated on improving the effectiveness of the retrieval operation as the driving force. This paper presents an overview of the TREC conferences, a series of annual benchmarking exercises on large text collections, where the effectivenesses of different approaches to indexing and retrieval can be compared. In particular we concentrate on the input of European researchers into this exercise and look at how TREC is spawning European initiatives in the same area.
IR Evaluation:
Information retrieval research has typically evaluated the effectiveness of new approaches and new systems via test collections of documents, queries and relevance assessments. The paradigm has been that given a set of documents and a set of queries, for each query determine which documents are relevant, and evaluate an IR system by measuring how well it finds the known relevant documents. This measurement is normally done by computing the twin measures of precision and recall, the percentage of retrieved documents that are relevant and the percentage of relevant documents that are retrieved respectively [van Rijsbergen, 1979] . To even out effectiveness over a set of queries rather than just one, figures are calculated for a number of queries and then averaged.
In terms of evaluating performance, precision and recall measure one component of an overall searching process and do not include aspects like usability or goal satisfaction. Precision and recall have been attractive because they are numerate and thus allow direct comparison between systems and approaches but the retrieval operation is only one part of an overall information seeking task.
Up to the early part of this decade, information retrieval evaluations were carried out on what are now regarded as small collections of documents, of the order of thousands or perhaps tens of thousands of documents. Associated with these documents were collections of between 50 and 100 queries and for each query the documents from the collection which were relevant to that query were known in advance having been manually judged for relevance. Another feature of these collections was that the documents tended to be homogeneous, both in length and in nature. This promoted IR research into techniques which worked well on homogeneous collections of texts and away from many real-life applications where collections of mixed document types exist to be searched together.
Up to 1992 the choices on offer if one wanted to evaluate effectiveness were to use one of these small test collections of documents, or to build one's own. For the latter option, collecting documents was not difficult, collecting user queries could also be done quite easily, but for each query having a user process a significant part of the collection of documents in order to determine with reasonable certainty and exhaustivity which documents were relevant was time consuming and expensive and beyond the budget of most IR research groups. Furthermore, developing one's own test collection in order to evaluate IR effectiveness made cross-system comparisons with contemporary techniques difficult unless one went to the trouble of reevaluating those techniques on the new test collection.
Because of the fact that IR research had been carried out on such small collections of documents and the fact that IR as an operation had not been terribly important compared to other more lucrative applications of computing, the rate of technology transfer from research to practice in IR has been dreadfully slow. Relevance ranking, term weighting and relevance feedback are good examples of this, techniques which the industry has been slow to embrace and use. Developed in the 1970Ës and shown on small collections of documents to be enormously effective compared to boolean retrieval, it has taken over a decade for automatic term weighting and document ranking techniques to filter into mainstream products.
In 1992 in an attempt to address some of these drawbacks with IR research, the first TREC (Text REtrieval Conference) was launched and the TREC exercise has continued annually since then. In the next section we briefly outline TREC, its goals, operation, participants and results. Following that we will examine its impact on information retrieval in Europe.
TREC
In the United States, the Defense Advanced Research Projects Agency (DARPA) initiated a series of "shoot-outs" or "bake-offs" between competing technologies in areas like speech recognition, fact extraction from text and machine translation.
Information retrieval had been seen as a technology of growing importance both the traditional ad hoc querying and the routing or filtering application and so it was decided to try the same thing for information retrieval.
In 1989 DARPA initiated the TIPSTER project to examine the areas of information retrieval and data extraction. This project spawned the larger scale TREC conference in 1992, with the National Institute for Standards and Technology (NIST) as the co-ordinator.
The goals for the TREC experiments have been:
• to increase research in IR on large-scale test collections • to increase communication among academia, industry and government through an open forum • to increase technology transfer between research and products • to provide a state of the art showcase of retrieval methods for TREC sponsors • to improve evaluation techniques.
The way TREC ad hoc querying operates is to gather together a large collection of heterogeneous document types and distribute them to participating groups for those groups to index or otherwise install the collection locally. At a fixed point in time a set of user queries are broadcast to all participating groups who are asked to run the queries against their local copies of the documents and to send back their top 1000 document identifiers per query by a set date. When all the top-1000 rankings are returned to NIST, the top-ranked documents per query are pooled together to eliminate duplicates and then these are presented to relevance assessors for judgement. When this process is complete, precision and recall figures can be computed for each run submitted for evaluation by the groups and a 3-day workshop or closed conference is then held where participants present their systems and the results they obtained as well as trying to draw some comparisons across systems.
In addition to the ad hoc retrieval mode, TREC also runs in parallel, a filtering or routing mode. Here, documents are distributed to participants as with ad hoc retrieval and static profiles or queries with known relevance judgements are also distributed to participants who train their systems on these queries. At a fixed point in time, new profiles are broadcast and participants filter a stream of incoming documents against these profiles, sending back their top-ranked document identifiers for evaluation as with ad hoc retrieval.
Over 1 million documents have been used in TREC, drawn mainly from newspapers,(such as the Wall Street Journal and the Financial Times), newswires (the Associated Press), and assorted journals (a piece of the Ziff-Davis collection from old Computer Library disks). The documents range in size, with most of them between 300 and 400 terms in length, but with some documents reaching several hundred pages. All documents are uniformly formatted into SGML and distributed via CD-ROMS.
The user queries (called topics in TREC) are provided as "user need" statements. The nature of this statement has varied over the TRECs, based on desired topic characteristics for investigation. The first two TRECs used very long topics (averaging around 130 terms), including lists of valuable keywords. These keywords were removed (as too helpful) in TREC-3, and in TREC-4 the topics were made much shorter to investigate the problems with very short user need statements (around 10 terms). The current TREC, TREC-5, has both short and long versions of the topics, with the goal of deeper investigation into which types of techniques work well on various lengths of topics.
The relevance judgements are created via a pool of the top-ranked 100 documents from each submitted run. On average only about 20% of this pool is unique, e.g., 48 runs produce only 1005 unique documents. These documents are then manually assessed for relevance, with an average of about 15% being found relevant. The assessment is done by only one person per topic, i.e. the person who wrote the topic initially. Studies were done after TREC-2 and TREC-3 to examine the inter-judge consistency of these assessments (a known problem). On average there was about an 80% agreement when two judges were used, a remarkably high level of agreement probably due to the general lack of ambiguity in the topics.
Running information retrieval experiments on 2 Gbytes of text and having to get results for a deadline in order to take part in TREC, is something that few IR research groups had experienced before TREC started. Because of these constraints and problems associated with scaling up to such a large collection of documents it has taken a couple of iterations of the annual cycle for some groups to get up to speed and achieve the levels of effectiveness their systems should have. Furthermore, as the TREC exercise has matured, variations of the basic ad hoc and routing operations have been introduced as specialist "tracks" which participating groups can take part in if they want to or are equipped to. In TREC-4 and TREC-5 some of the tracks have been:
• multiple database merging, where distributed information retrieval was simulated by taking a large collection of documents broken into 10 non-overlapping sub-collections, each of which was indexed and searched independently and the rankings from each sub-collection merged to form one final ranking for the user
• confusion, where documents are deliberately corrupted simulating the kind of errors introduced by OR to evaluate the effectiveness of ad hoc retrieval on such noisy data • ad hoc information retrieval on languages other than English, using two collections of Spanish and one collection of Chinese documents and queries, to see if techniques that work well on English also work well on other languages
• interactive, where participants could use their own users to interactively retrieve documents from their systems using the TREC queries, rather than running batch experiments
• filtering, where the routing task is varied to allow evaluation using a non-ranking criteria based on a utility measure The number of companies, Universities and research centres active in IR research who have taken part in any of the open TREC exercises is now more than 50.
There are some groups who have taken part every year and there are others who have just been involved for one or two of the cycles. Taking TREC-4 as an example, there were 37 groups, 12 of whom would be classified as commercial companies with an interest in information retrieval, while the remaining 25 would primarily be University research groups. Among the companies we find HNC, InText, Logicon, ORACLE Corp., CLARITECH, Excalibur, LexisNexis, NEC Corp., Siemens and Xerox Corp. Geographically, the groups are well spread out but with a natural concentration in the United States/Canada (24 groups) with the remainder scattered among Australia (3), Switzerland, Singapore, UK, Canada (2 groups each) and Ireland and Japan with 1 each. The TREC-4 participant list would be fairly representative of most TRECs There are many reasons why groups join TREC and just as many reasons for not taking part. Participation as a TREC group is unfunded by the TREC organisers and groups must find the resources for performing the experiments themselves. TREC participation is a non-trivial exercise and demands computing power, disk storage and manpower, as well as an alreadyworking text search engine which can be used to index the large volume of text. Most groups that take part do so to evaluate the effectiveness of some few "ingredients" in information retrieval and have a scientific motivation for doing this. Others use the TREC framework as a stick to beat them into scaling up their information retrieval experiments to a large-scale IR collection. There are a few groups who have the resources and experience needed to try to get the best blend of information retrieval tools and techniques into the most effective overall retrieval. Other groups take part just to take part and observe what is going on while making only moderate efforts with their own systems.
The range of information retrieval approaches tried within TREC is almost the complete range of IR techniques implementable on a TREC-size collection and as a sample, includes:
• a profusion of statistical and probabilistically based term weighting strategies • passage or paragraph retrieval • combining the results of more than one independent search • sub-document retrieval scores combined to compute document ranks • retrieval based on prior relevance assessments What all these experiments have combined to show is that there is no single system or approach to IR which is the "best" or most effective, but certain techniques are proving useful and most importantly, the effectiveness of modern IR techniques is not at all bad. An analysis of the scientific impact of TREC can be found in [Sparck Jones, 1995] and the proceedings of TREC are available in both print and online media [Harman, 1995 [Harman, , 1996 .
TREC and Europe
Participation in TREC from European IR research groups has been a little disappointing though City University in London with the OKAPI system, supported by British Library funding and led by Stephen Robertson, has been a major contributor. Through OKAPI, City have developed a new term weighting function which performs well and have been one of the small number of groups driving the "interactive" track mentioned earlier. The IR research group at ETH in Zürich led by Peter Schaüble has also been a long-time player in TREC, being involved in a number of tracks including interactive and Spanish, using their SPIDER research system. A derivative of SPIDER, called EuroSpider, is available as a commercial product. At the University of Dortmund in Germany, Norbert Fuhr has been involved in some of the annual TRECs as has Jacques Savoy from the Université de Neuchâtel in Switzerland, Alan Smeaton from Dublin City University and some of the IR group at Glasgow University. Part of the Xerox Corp. efforts in TREC have come from their research centre in Meylan, France.
Apart from these groups who have had direct involvement in TREC there are others who have been indirectly linked to TREC, for example Muscat who have developed the EuroFerret WWW indexing engine (used by the Daily Telegraph and UK government among others) have evaluated their stemming algorithm for Spanish as part of TREC and University College Cork and Strathclyde University have been allied to TREC participating groups in order to use the TREC data and schedules to drive their own research.
As an alternative or compliment to the US-driven TREC exercise there have been rumours and efforts to launch a European TREC almost since TREC-1 in 1992. The European Commission programmes most concerned with this, Language Engineering and Information Engineering, both part of the Telematics Applications Programme, have been kept informed of TREC and its development. Since European Commission funding for research in computing began with ESPRIT in 1983, information retrieval research has not been a specifically-targeted area for funding. Where IR research has had support it has been scattered throughout programs like ESPRIT. Rather than fund a TREC-like exercise for a European language or languages to promote IR research and development in Europe, the Commission have instead launched programmes like Language Engineering and Information Engineering, which have information retrieval tasks as part of their mainline activities [EC, 1996] in projects such as MAGICA (IE-2069) and Twenty-One (IE-2108) While the European Commission's response to TREC has been to observe but not to copy it, not all of Europe has been so reserved about repeating a proven formula. In France, the Agency of the French-speaking communities for Higher Education and Research (AUPELF UREF) and the French Ministry of Higher Education and Research are co-sponsoring a TREClike exercise for information retrieval on French language documents covering both ad hoc retrieval and routing. Called Amaryllis [Amaryllis, 1996] and co-ordinated by INIST (Institute for Scientific and Technical Information) which is part of CNRS, the documents used in Amaryllis form a much smaller collection than in TREC, about 150 Mbytes of newspaper texts from Le Monde and titles and abstracts from the French database PASCAL. Amaryllis is planned as a two-year exercise with the first year (1996-7) referred to as the exploratory cycle used to formulate guidelines for the 1997-8 cycle.
Amaryllis appears to follow pretty closely the framework of TREC in terms of multiple organisations independently running common queries against a common database and a pooling of results to form a set of documents for manual relevance judgements. Evaluation appears to be done using the same method of calculating precision and recall. One notable difference between the two is that in Amaryllis the queries and the initial set of relevance judgements are provided by the suppliers of the documents and they originate from real user queries to real databases. This original set of user-supplied relevance judgements will be augmented with relevant documents found by participating groups following the pooling method adopted in TREC. The timescale for Amaryllis is that the workshop where results are presented at the end of the first year's cycle will be in March 1997 and while some groups will probably drop out we can reasonably expect about 15 organisations to take part. Almost all are French with a couple of Swiss, Canadian and US groups also interested.
The Impact of TREC
Not everyone in the research community agrees with TREC and the way it operates but if one thing is certain it is that TREC has certainly had an impact on our field, beyond its spawning of derivatives in other languages. In terms of promoting the development of new IR approaches, TREC has been instrumental in advancing areas like data fusion, searching distributed collections and collection merging, addressing retrieval from heterogeneous document types and developing ways to handle variable length including very long documents within the same corpus. IR research now routinely evaluates techniques and systems on gigabyte-size collections and whereas such volumes of text would be easily available anyway by now, the existence of the complete TREC test collection environment, documents, queries and relevance assessments, has meant cross-system comparisons on such large collections can be accommodated. A scan of current IR research literature now shows evaluation on largescale collections to be commonplace, if not normal practice.
There are also some less-obvious impacts that TREC is having. Many groups participating in TREC use the structure and deadlines as a drive for research. Technology transfer is not directly measurable but IR techniques which are shown to be useful are finding their way into the marketplace much faster now. TREC has also spawned research into IR as applied to Spanish and Chinese text via the creation of reasonably large test collections in these languages. The TREC methodology has also become a common way to build test collections as shown recently for Dutch [Kraaij and Polmann, 1996] and for French [Amaryllis, 1996] texts.
As a means for directly comparing information retrieval systems, the so called "bake-off" which was one of the initial goals of the whole exercise, TREC has not been a success nor could it have been. The effectiveness of systems in applications like speech recognition are easily measurable and quantifiable. Not so in information retrieval where there are constant trade-offs between recall and precision and between speed and efficiency. TREC can thus be regarded as a benchmarking exercise rather than an evaluation or competition. The performance of a text retrieval system in terms of its precision and recall is only one part of the evaluation of a text search engine. Other aspects are engineering issues as pointed out in a recent article by Croft where he listed his top-10 most important features for users in evaluating information retrieval systems [Croft, 1995] . Engineering issues apart, text retrieval is only one part of information seeking and the way that TREC operates it does not address issues like query formulation or usability, though recent tracks like the interactive track are trying to move in this direction. This is a criticism of information retrieval research in general, not just of TREC though TREC could be seen to entrench this thinking and this is something we should try and move away from.
TREC continues to change and to evolve from year to year, with different variations in the main tasks and with new or different tracks emerging. Some of the ideas being mentioned for TREC-6 include a speech retrieval track (in conjunction with the DARPA speech efforts), and a cross language track in co-operation with ETH in Zurich. Other tracks which reach the end of their natural cycle are phased out so there is an attempt to keep involvement in TREC fresh.
From a European viewpoint, participation has been on a small scale perhaps because it is less within the European psyche to take part in such competitive benchmarking or perhaps because TREC is seen as a US exercise, which it is not. The recent emergence of TREC-like exercises for European languages like French and Dutch shows there is interest in such mono-lingual evaluations but perhaps the real spark of interest will be ignited in Europe with the development of cross-lingual information retrieval, perhaps within the framework of future TRECs.
