A new method for maintaining a Gaussian mixture model of a data stream that arrives in blocks is presented. The method constructs local Gaussian mixtures for each block of data and iteratively merges pairs of closest components. Time and space complexity analysis of the presented approach demonstrates that it is 1-2 orders of magnitude more efficient than the standard EM algorithm, both in terms of required memory and runtime.
Introduction
The emergence of new applications involving massive data sets such as customer click streams, telephone records, or electronic transactions, stimulated development of new algorithms for analysing massive streams of data, [2, 4] .
In this paper we address the issue of maintenance of a Gaussian mixture model of a data stream under block evolution, see [5] , where the modeled data set is updated periodically through insertion and deletion of sets of blocks of records. More specifically, we consider block evolution with a restricted window consisting of a fixed number of the most recently collected blocks of data. The window is updated one block at a time by inserting a new block and deleting the oldest one. Gaussian mixture models may be viewed as an attractive form of data clustering.
Recently, several algorithms have been proposed for clustering data streams, see e.g., [1] , [6] , or [8] . In our approach, we apply the classical EM algorithm, [3] , to generate local mixture models for each block of data and a greedy merge procedure to combine these local models into a global one. This leads to a dramatic reduction of the required storage and runtime by 1-2 orders of magnitude.
Maintenance of Gaussian Mixture Models
A Gaussian mixture model with k components is a probability distribution on R d that is given by a convex combination p(x) = k s=1 α s p(x|s) of k Gaussian density functions: Given a set {x 1 , . . . , x n } of points from R d , the learning task is to estimate the
. Maximization of the data log-likelihood L(θ) is usually achieved by running the Expectation Maximization (EM) algorithm [3] . For fixed values of d and k, the time and space complexity of this algorithm is linear in n.
Let us suppose that data points arrive in blocks of equal size and that we are interested in maintaining a mixture model for the most recent b blocks of data. An obvious, but expensive solution to this problem would be to re-run the EM algorithm after arrival of each block of data. Unfortunately, for huge data sets this method could be too slow.
In our approach, b local mixtures are maintained, one for each block. Mixtures are stored as lists of components. When a new block of data arrives, all components from the oldest block are removed and the EM procedure is applied to the latest block to find a local mixture model for this block. Finally, all bk local components are combined with help of a greedy merge procedure to form a global model with k components.
Two Gaussian components
are merged into one component (μ, Σ, α) using the following formulas:
The greedy merge procedure systematically searches for two closest components and merges them with help of the above formulas until there are exactly k components left.
The distance between components is measured with help of the Hotelling T 2 statistic, [7] , which is used for testing whether the sample mean μ is equal to a given vector μ 0 :
The Hotelling distance between components C 1 and C 2 is then defined as follows:
Let us note that for a fixed value of d the merging process requires O((bk)
2 ) steps and for large values of b and k it may be prohibitively slow. Therefore, we propose a more efficient method, called k-means Greedy, which is a combination of the k-means clustering and the greedy search. The combined algorithm reduces the initial number of components from bk to l, where bk >> l > k, with help the k-means clustering procedure and then the greedy search is used to reduce the number of components from l to k. A further speed-up can be achieved by using the Euclidean distance measure applied to μ s in the "k-means phase", rather than the expensive Hotelling statistic.
Space and Time Complexity Analysis
The main advantage of the proposed model construction and maintenance technique is the reduction of the required memory. Instead of storing the last n points, we store only the last block of data with up to n/b points and b local models. Now we will analyze the relation between the values of n (window size), d (data dimensionality), k (the number of components; the same for both local and the global model), b (the number of blocks), and the memory reduction rate. We measure memory size in terms of the number of stored values.
When modeling data with multi-dimensional Gaussian distributions it is common to consider two models: a general one, with no restrictions on the covariance matrix Σ (other than being symmetric an positive definite), or a restricted one, where the covariance matrix is supposed to be diagonal. Let In order to find the optimal value of b that minimizes the above expression let us notice that the function f (x) = αx + β/x , where α, β, x > 0, reaches the minimum 2 √ αβ for x = β/α. Therefore, the optimal number of blocks, b opt , is given by
Hence, the optimal memory reduction rate, R(b opt ), satisfies:
In the case of diagonal covariance matrices similar reasoning gives:
To get a better insight into the relation between the compression rate and other parameters we produced two plots for a fixed n = 50.000, d = 10, and k ranging between 1 and 10, and b = 1, 2 . . . , 250, see Figure 1 .
Memory reduction rate is largest for small values of k: for k = 2 this rate is about 30-80 while for k = 10 it drops to 13-25, depending on d and the model type.
Finally, let us notice that the optimal number of blocks can be interpreted as the time speed-up factor. Indeed, for fixed values of d and k, the time complexity of the EM algorithm is linear in n. Therefore, the run time of this algorithm on a block of data of size n/b is b times smaller than when applied to the whole data set of n points. The additional time that is needed for updating the global model depends on the merging strategy and is O ((bk) 2 ) in case of greedy search, and O(bk) when a combination of kmeans and greedy search is applied (provided the value of parameter l is small enough, i.e., l < √ bk). Taking into account that both k and b are relatively small compared to n, the influence of this factor on the overall run-time of the algorithm may be neglected. In practice, in case of relatively small (but realistic) values of k and d the speed-up factor ranges between 30-150 times.
Conclusions and Future Work
We presented a local approach for maintaining a Gaussian mixture model over a data stream under block evolution with restricted window. The proposed approach is 1-2 orders of magnitude more efficient than the standard EM algorithm, both in terms of required memory and runtime.
In our future research we would like to address three issues: 1) impact of our heuristic approach on the accuracy of models (some initial results are already reported in [9] ), 2) dynamic identification of the optimal number of components (so far we assumed this number was known in advance and fixed), and 3) incremental modeling of mixtures of non-Gaussian distributions, e.g., mixtures of multinomials.
