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REPRESENTATIONS OF THE DOUBLE BURNSIDE ALGEBRA
AND COHOMOLOGY OF THE EXTRASPECIAL p-GROUP
AKIHIKO HIDA AND NOBUAKI YAGITA
Abstract. Let E be the extraspecial p-group of order p3 and exponent p
where p is an odd prime. We determine the mod p cohomology of summands in
the stable splitting of p-completed classifying space BE modulo nilpotence. It
is well known that indecomposable summands in the complete stable splitting
correspond to simple modules for the mod p double Burnside algebra. We
shall use representation theory of the double Burnside algebra and the theory
of biset functors.
1. Introduction
Let p be an odd prime and E = p1+2+ the extraspecial p-group of order p
3 and
exponent p. The (integral or mod p) cohomology ring of E is widely studied (for
example, [9], [10], [11], [12], [17], [18], [20], [21]). In particular, in [21], the second
author consider cohomology rings of finite groups with Sylow p-subgroup E, or
more generally, cohomology rings of saturated fusion systems on E, and obtained
the cohomology of various summands in the stable splitting of BE where BE is a
p-completed classifying space of E.
Let P be a finite p-group where p is an arbitrary prime. By the Segal conjecture
(Carlsson’s theorem [5]) and the result of Lewis, May and McClure [13], it is well
known that, in the stable homotopy category, the endomorphism ring of BE is
isomorphic to the completion of the double Burnside ring AZ(P, P ). Consequently,
indecomposable stable summands of BP correspond to primitive idempotents of
the double Burnside algebra Ap(P, P ) over a finite field Fp, or equivalently, simple
Ap(P, P )-modules (except the one dimensional module with trivial minimal sub-
group). Benson and Feshbach [2] and Martino and Priddy [14] classified simple
Ap(P, P )-modules and studied stable splittings of BP for various p-groups. See
Benson’s survey [1] for more details.
In this paper, we shall determine the cohomology of stable summands of BE for
the extraspecial p-group E = p1+2+ through the action of double Burnside algebra
Ap(E,E) over Fp. Let
BE =
∨
i
∨
1≤j≤m(i)
Xij
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be the complete stable splitting of BE such that Xij ∼ Xmn if and only if i = m.
Let
1 =
∑
i
∑
1≤j≤m(i)
eij
be a corresponding decomposition of unity into orthogonal primitive idempotents in
Ap(E,E). Consider the sum Xi = ∨1≤j≤m(i)Xij of all equivalent indecomposable
summands. Let ei =
∑
1≤j≤m(i) eij . We want to consider the cohomology of Xi
modulo nilpotence. However, the cohomology of Xi does not have ring structure
which relates to the structure of the cohomology ring of BE. Hence, in this paper,
let
H∗(Xi) = H
∗(E)ei
where
H∗(E) = (Fp ⊗H∗(BE;Z))/
√
0.
Note that Ap(E,E) acts on H
∗(E) (see Lemma 3.4 below) and H∗(Xi) is actually
defined, though it depends on the choice of an idempotent ei. The structure of
H∗(E) is known ([10], [18]) and the main purpose of this paper is to determine
H∗(Xi) for every summand Xi, see section 10 below.
For example, let X(Fp) be the principal dominant summand of BE, namely, the
summand corresponding to the trivial Out(E)-module. In [21], it was shown that
H∗(X(Fp)) is the Dickson subalgebra of H
∗(E) for p = 3, 5, 7. These are obtained
by the cohomology of the fourth Janko group J4 (p = 3)(Green [9]), the Thompson
group Th (p = 5) and the exotic saturated fusion systems of Ruiz and Viruel [16]
(p = 7). On the other hand, in this paper, we prove this result for every p without
use of large sporadic simple groups.
Corollary 10.7. Let X(Fp) be the principal dominant summand of BE. Then
H∗(X(Fp)) is isomorphic to the (positive degree part of) Dickson subalgebra DA
of H∗(E).
Let S be a simple Ap(E,E)-module corresponding to Xij . The multiplicity
m(i) is equal to the dimension of S over Fp. Note that Fp is a splitting field of
Ap(E,E). Dietz and Priddy [6] studied the stable splitting of BE, and in particular,
determined the multiplicity m(i). Here, we reprove this result using cohomology,
see Proposition 10.1.
Note that it may be possible to consider mod p cohomology H∗(BE;Fp)/
√
0
instead of H∗(E) = (Fp ⊗H∗(BE;Z))/
√
0. In general, H∗(E) is a subalgebra of
H∗(BE;Fp)/
√
0 and coincide with H∗(BE;Fp)/
√
0 if p > 3. But for p = 3, H∗(E)
is strictly smaller than H∗(BE;Fp)/
√
0. Here, we consider only H∗(E) because the
structure of H∗(E) is easier than H∗(BE;Fp)/
√
0 for p = 3 and we can treat all
odd primes p uniformly. Moreover, the Ap(E,E)-modules structure of H
∗(BE;Fp)
can be deduced from that of H∗(E) by [20], [21].
Let P be a finite p-group. Let Ap(P, P ) be the double Burnside algebra over
Fp. Simple Ap(P, P )-modules are classified by [2], [14]. In this paper, we shall
follow the functorial approach by Webb [19] and Bouc, Stancu and The´venaz [4].
In section 3, we review some results in [4].
In section 4, we summarize the results on the structure of H∗(E). In section
5, we study the cohomology of a maximal elementary p-subgroup A of E. We
compare the GL2(Fp)-module structures of H
∗(A) and H∗(E) using the morphism
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q∗ : H∗(A) −→ H∗(E) induced by a surjective morphism q : E −→ A. Note that
Out(E) ≃ Out(A) ≃ GL2(Fp).
In section 6, we calculate the image of the transfer map from the maximal elemen-
tary abelian p-subgroup A of E. In section 7, we study some Ap(E,E)-submodules
of H∗(E). In section 8, we consider simple Ap(E,E)-modules with cyclic mini-
mal subgroup. Similarly, in section 9, we consider simple Ap(E,E)-modules with
minimal subgroup A.
Using these results, in section 10, we determine H∗(Xi) = H
∗(E)ei for every
Xi. More precisely, we construct an Fp-subspace W of H
∗(E) such that the mul-
tiplication by ei induces an isomorphism W
∼−→ Wei = H∗(E)ei = H∗(Xi). Note
that, in general, neither W nor H∗(Xi) is an Ap(E,E)-submodule of H
∗(E).
2. Finite dimensional algebras and modules
Let Λ be a finite dimensional algebra over a filed k. We denote the Jacobson
radical of Λ by rad(Λ), namely, rad(Λ) is the intersection of all maximal ideals of
Λ. If e is a primitive idempotent in Λ, then eΛ is a projective indecomposable right
Λ-module and eΛ/erad(Λ) is a simple right Λ-module. Let
1 =
∑
1≤i≤l
∑
1≤j≤m(i)
eij
be a decomposition of unity into primitive orthogonal idempotents in Λ, where
eijΛ/eijrad(Λ) ≃ emnΛ/emnrad(Λ)
if and only of i = m. Then
Si = ei1Λ/ei1rad(Λ) (1 ≤ i ≤ l)
gives the complete set of representatives of isomorphism classes of simple right
Λ-modules. Let ei =
∑
1≤j≤m(i) eij and, in this paper, we call ei an idempotent
corresponding to the simple module Si. Multiplication by ei induces the identity
map on Si and Sjei = 0 for j 6= i. On the other hand, we have
Siei1 ≃ HomΛ(ei1Λ, Si) ≃ EndΛ(Si)
and the multiplicity m(i) is equal to dimEndΛ(Si) Si.
LetM be a finite dimensional right Λ-module. ThenM has a composition series
0 =M0 ⊂M1 ⊂ · · · ⊂Mn =M
such that each quotient Mj/Mj−1 is a simple Λ-module. The number of quotients
Mj/Mj−1 such that Mj/Mj−1 ≃ Si equals to
dimkMei1/ dimk EndΛ(Si) = dimkMei/m(i) dimk EndΛ(Si) = dimkMei/ dimk Si.
If every composition factor of M is isomorphic to Si, then M = Mei and the
right multiplication by ei induces the identity on M . In general case, to determine
Mei, we shall use the following lemma in section 10. Note that H
∗(E) is not finite
dimensional, but each homogeneous part Hn(E) is a finite dimensional Ap(E,E)-
module and we can apply the lemma.
Lemma 2.1. Let M be a finite dimensional Λ-module and S a simple Λ-module.
Let e be an idempotent corresponding to S. Let
0 ⊂ L ⊂ N ⊂M
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be a sequence of Λ-submodules. Suppose that M/N has no composition factor which
is isomorphic to S and every simple subqutiont module of N/L is isomorphic to S.
If W is a k-subspace of N such that N = L ⊕ W , then the multiplication by e
induces an isomorphism
e :W ⊕ Le ≃We⊕ Le =Me.
Proof. Since (M/N)e = 0, we have Me = Ne = We + Le. Hence the map e :
W ⊕ Le −→ Me is surjective. On the other hand, since (N/L)e = N/L, this map
is injective and Me =We⊕ Le. 
3. Biset category and biset functor
In this section, we summarize the theory of biset category and functors in [4].
Here, we concentrate on right free bisets only, though, in [4], Bouc, Stancu and
The´venaz consider the general bisets.
Let G and H be finite groups and let AZ(G,H) be the Grothendieck group of
the category of the finite right free (G,H)-biset. Let K ≤ G and let ϕ : K −→ H
be a group homomorphism. We set
G×(K,ϕ) H = G×H/ ∼
where (gk, h) ∼ (g, ϕ(k)h) for g ∈ G, k ∈ K and h ∈ H . Then every transitive
right free (G,H)-set is isomorphic to G ×(K,ϕ) H for some K and ϕ : K −→ H .
Let ζK,ϕ be the element of AZ(G,H) corresponding to G×(K,ϕ)H . Thus AZ(G,H)
is a free abelian group with one basis element for each conjugacy class of the pair
(K,ϕ) where K ≤ G and ϕ : K −→ H .
There exists a product
AZ(G2, G3)×AZ(G1, G2) −→ AZ(G1, G3)
induced by the map
(X,Y ) 7→ Y ×G2 X.
If H1 ≤ G1, H2 ≤ G2, φ1 : H1 −→ G2, φ2 : H2 −→ G3, then the product is given
by
ζH2,φ2ζH1,φ1 =
∑
x∈φ1(H1)\G2/H2
ζφ−1
1
(φ1(H1)∩xH2),φ2cx−1φ1
(see [2, p.160]).
Let k be a field. We set Ak(G,H) = k ⊗ AZ(G,H). Then Ak(G,G) is a finite
dimensional k-algebra. We denote by J(G) the k-subspace of Ak(G,G) spanned by
all ζH,ϕ such that ϕ(H) < G. Then J(G) is an ideal of Ak(G,G).
There exists an injective k-algebra homomorphism
ι : kOut(G) −→ Ak(G,G)
given by ϕ 7→ ζG,ϕ where we denote the automorphism of G which represents ϕ by
the same notation ϕ. Note that ϕ1, ϕ2 ∈ Out(G) then ζG,ϕ1ζG,ϕ2 = ζG,ϕ1ϕ2 and in
fact ι is an algebra homomorphism. On the other hand, there exists a surjective
k-algebra homomorphism
pi : Ak(G,G) −→ kOut(G)
such that Kerpi = J(G) and piι is the identity map on kOut(G). We view kOut(G)-
modules as Ak(G,G)-modules via pi. On the other hand, if W is an Ak(G,G)-
module, then we can view W as a kOut(G)-module via ι.
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Let Ck be the k-linear category whose object are all finite groups and morphisms
are given by HomCk(G,H) = Ak(G,H). A contravariant k-linear functor
Ck −→ k-Mod
is called an inflation functor [19].
Let F be an inflation functor. If we define the right action of Ak(H,H) on F (H)
by
vφ = F (φ)(v)
for φ ∈ Ak(H,H) and v ∈ F (H), then F (H) is a right Ak(H,H)-module since F
is a contravariant functor. If V a k-subspace of F (H), we set
V Ak(G,H) =
∑
φ∈Ak(G,H)
F (φ)(V )
for a finite group G, then V Ak(−, H) is a subfunctor of F .
Let W be a simple Ak(G,G)-module. Then the inflation functor
LG,W =W ⊗Ak(G,G) Ak(−, G).
has the unique maximal subfunctor JG,W and
SG,W = LG,W /JG,W
is a simple functor, where
JG,W (K) =
⋂
φ∈Ak(G,K)
Ker(LG,W (φ) : LG,W (K) −→ LG,W (G))
by [4, 2.3. Lemma].
Let S be a simple inflation functor. A minimal group of S is a groupH of minimal
order such that S(H) 6= 0. If H is a minimal subgroup of S and V = S(H), then
V is a simple Ak(H,H)-module by [4, 3.1. Proposition] and S ≃ SH,V by [4, 3.2.
Proposition]. Let P be a finite group. If SH,V (P ) 6= 0, then SH,V (P ) is a simple
Ak(P, P )-module by [4, 3.1. Proposition]. In this paper, we write
S(P,H, V ) = SH,V (P )
if SH,V (P ) 6= 0 in order to emphasize that this is a nonzero simple Ak(P, P )-
module. Conversely, let W be a simple Ak(P, P )-module. The minimal group of
W is a group H of minimal order such that
WAk(H,P )Ak(P,H) 6= 0.
If H is a minimal subgroup of W then there exists a simple kOut(H)-module V
such that SP,W ≃ SH,V and
W ≃ SV,H(P ) = S(P,H, V )
as Ak(P, P )-modules by [4, 5.1. Proposition]. The following lemmas are almost
same as [4, 3.5. Proposition]. We include proofs for completeness.
Lemma 3.1. Let F be an inflation functor. Let H be a subgroup of P and V a
simple Ak(H,H)-module. Suppose that W = SH,V (P ) 6= 0. Suppose that V2 ⊂ V1
are Ak(H,H)-submodules of F (H) and V1/V2 ≃ V as Ak(H,H)-modules. Let
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Fi = ViAk(−, H) be the subfunctor of F generated by Vi. Then M = F1/F2 has the
unique maximal subfunctor M ′ such that M/M ′ ≃ SH,V where
M ′(X) =
⋂
φ∈Ak(H,X)
KerM(φ).
In particular, M(P )/M ′(P ) ≃W .
Proof. Since we have an isomorphism,
Hom(LH,V , F1/F2) ≃ HomAk(H,H)(V, F1(H)/F2(H))
by [4, 2.2. Lemma] or section 2 in [3], there exists a nonzero morphism
θ : LH,V −→M.
We define two subfunctors F ′1 and F
′
2 of F by
F ′1/F2 = θ(LH,V ), F
′
2/F2 = θ(JH,V ).
Then F ′2/F2 is a unique maximal subfunctor of F
′
1/F2 and
F ′1/F
′
2 ≃ LH,V /JH,V ≃ SH,V .
Since (F1/F
′
1)(H) = 0 and F1(H) = V1, we have F
′
1(H) = V1. Hence we have that
F1 = F
′
1 since F1 is generated by V1. Hence M
′ = F ′2/F2 is a unique maximal
subfunctor of M . The description of M ′ follows from the following commutative
diagram:
LH,V (X)
θ(X)−−−−→ M(X)
LH,V (φ)
y yM(φ)
LH,V (H)
≃−−−−→ M(H).

Lemma 3.2. Let F be an inflation functor. Let W be a simple Ak(P, P )-module
with minimal subgroup H. Let V be a simple kOut(H)-module such that W =
SH,V (P ). Suppose that W2 ⊂ W1 are Ak(P, P )-submodules of F (P ) such that
W1/W2 ≃ W . Let V1 = W1Ak(H,P ). Then there exists an Ak(H,H)-submodules
V2 of V1 such that V1/V2 ≃ V as Ak(H,H)-modules and
V1Ak(P,H)/(V1Ak(P,H) ∩W2) ≃W
as Ak(P, P )-modules.
Proof. By Lemma 3.1, W1Ak(−, P ) has a maximal subfunctor E′ containing the
subfunctor W2Ak(−, P ) such that
W1Ak(−, P )/E′ ≃ SP,W ≃ SH,V .
Let V2 = E
′(H). Then V1/V2 ≃ SH,V (H) ≃ V . Since W ≃ W1/W2 and
WAk(H,P )Ak(P,H) =W , it follows that
V1Ak(P,H) +W2 =W1Ak(H,P )Ak(P,H) +W2 =W1.
Hence we have
V1Ak(P,H)/(V1Ak(P,H) ∩W2) ≃W1/W2 ≃W.
This completes the proof. 
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Corollary 3.3. Let F be an inflation functor. Let H be a subgroup of P and V
a simple kOut(H)-module. Suppose that W = SH,V (P ) 6= 0. Let N be a sub-
module of F (H). If F (H)/N has no subquotient module isomorphic to V , then
F (P )/NAk(P,H) has no subquotient module isomorphic to W .
Proof. Let F¯ = F/NAk(−, H). If F (P )/NAk(P,H) = F¯ (P ) has subquotionet
module which is isomorphic to W , then F¯ (H) = F (H)/N has a subquotient which
is isomorphic to V by Lemma 3.2. This contradicts the assumption. 
Now assume that p is a prime number and k = Fp. We set
Ap(P,Q) = AFp(P,Q) = Fp ⊗AZ(P,Q)
for finite group P,Q. Let H∗(P ) = (Fp ⊗ H∗(BP ;Z))/
√
0. Let H ≤ P and let
ϕ : H −→ Q be a group morphism. The action of ζH,ϕ ∈ Ap(P,Q) on cohomology
is given by
TrPHϕ
∗ : H∗(BQ;Fp) −→ H∗(BP ;Fp)
and H(B(−);Fp) is an inflation functor. Similarly, Fp⊗H(B(−);Z) is an inflation
functor. Moreover H∗(−) is an inflation functor by the following lemma.
Lemma 3.4. Let Q be a subgroup of P . If x ∈ H∗(BQ;Fp) is nilpotent, then
TrPQ(x) is nilpotent.
Proof. We will prove y = TrPQ(x) is nilpotent. By Quillen’s theorem [15], we only
need to prove that resPA(y) is nilpotent for each elementary abelian p-subgroup A.
By the double coset formula, resPA(y) is a sum of
(i) elements in the image of transfer map from the proper subgroup of A.
(ii) elements of the form resPA(x
t) where xt ∈ H∗(BQt,Fp) is the t-conjugate
of y for some t ∈ P such that A ⊂ Qt.
Since A is elementary abelian, elements in (i) are zero. Since conjugation and
restriction maps are of course algebra morphisms, elements in (ii) are also nilpotent.

4. Cohomology of E = p1+2
Let p be an odd prime. The extraspecial p-group E = p1+2+ has a presentation
as
E = 〈a, b, c | [a, b] = c, ap = bp = cp = [a, c] = [b, c] = 1〉.
The cohomology of E is well known. In particular ([10], [18], [21]), H∗(E) is
generated by
y1, y2, C, v
subject to the following relation:
yp1y2 − y1yp2 = 0, Cyi = ypi , C2 = y2p−21 + y2p−22 − yp−11 yp−12
where |yi| = 2, |C| = 2p− 2 and |v| = 2p. We write vp−1 by V .
Let R be a subalgebra of H∗(E) and x1, . . . , xr elements of H
∗(E). We set
R{x1, . . . , xr} =
r∑
i=1
Rxi
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if x1, . . . , xr are linear independent over R. Moreover, if W =
∑r
i=1 Fpxi is a
Fp-vector space spanned by x1, . . . , xr , then we set
R{W} = R{x1, . . . , xr}.
Lemma 4.1 ([21, section 3]). We have the following expression,
H∗(E) = Fp[C, v]{yi1yj2|0 ≤ i, j ≤ p− 1, (i, j) 6= (p− 1, p− 1)}.
The maximal elementary abelian p-subgroups of E are
Ai = 〈c, abi〉 for 0 ≤ i ≤ p− 1, A∞ = 〈c, b〉.
Let A(E) be the set of all elementary abelian p-subgroup of E, thus,
A(E) = {A0, . . . , Ap−1, A∞}.
Letting H∗(A) ∼= Fp[y, u] and writing i∗A(x) = x|A for the inclusion iA : A ⊂ E, the
images of restriction maps are given by
y1|Ai = y for i ∈ Fp, y1|A∞ = 0, y2|Ai = iy for i ∈ Fp, y2|A∞ = y,
C|Ai = yp−1, v|Ai = up − yp−1u for all i.
The action of g =
(
α β
γ δ
)
∈ GL2(Fp) = Out(E) is given by
g(a) = aαbγ , g(b) = aβbδ, g(c) = cdet(g).
and the action of g on the cohomology is given by ([10], [18, p.491])
g∗C = C, g∗y1 = αy1 + βy2, g
∗y2 = γy1 + δy2, g
∗v = (det(g))v.
We consider the Out(E)-module decomposition of H∗(E). Let Si be the homo-
geneous part of degree 2i in Fp[y1, y2]. Thus, for 0 ≤ i ≤ p− 1,
Si = Fp{yi1, yi−11 y2, . . . , yi2}.
Recall that Fp{v} ≃ det as Out(E)-modules where det is the one dimensional
determinant representation. Then p(p− 1) simple FpOut(E)-modules
Sivq ≃ Si ⊗ (det)q (0 ≤ i ≤ p− 1, 0 ≤ q ≤ p− 2)
give the complete set of representatives of nonisomorphic simple FpOut(E)-modules.
Let us write
CA = Fp[C, V ]
and
DA = Fp[D1, D2]
where D1 = C
p + V , D2 = CV . Then
CA = H∗(E)Out(E)
the Out(E)-invariants, and
DA|A = H∗(A)Out(A)
for all A ∈ A(E). Moreover, we have
CA = DA{1, C, . . . , Cp}.
Next, we study the Out(E)-module structure of Sj for j = (p − 1) + i with
1 ≤ i ≤ p− 2. Let
T i = Fp{yp−11 yi2, yp−21 yi+12 , ..., yi1yp−12 }
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for 0 ≤ i ≤ p− 2. In particular, T 0 = Sp−1. Then we have
Sj = Fp{yj1, yj−11 y2, ..., yp1yi−12 , yj2, T i}
since, in H∗(E), we have the relation yp1y2 − y1yp2 = 0, and hence (for i ≥ 2)
yj−11 y2 = y
i−1
1 y
p
2 , y
j−2
1 y
2
2 = y
i−2
1 y
p+1
2 , ..., y
p
1y
i−1
2 = y1y
j−1
2 .
Since yj1 = Cy
i
1, ..., y
p
1y
i−1
2 = Cy1y
i−1
2 , y
j
2 = Cy
i
2, we can write S
j = CSi + T i. In
general, we have the following.
Proposition 4.2. Let 0 ≤ i ≤ p− 2 and m ≥ 1. Then
Sm(p−1)+i = Cm−1(CSi + T i)
where S0 = Fp and T
0 = Sp−1. In particular, the subalgebra of H∗(E) generated
by y1 and y2 is written as
p−1∑
i=0
Si + Fp[C]C(FpC + S
p−1) +
p−2∑
i=1
Fp[C](CS
i + T i).
The Fp-subspace CS
i is a GL2(Fp)-submodule of C
p−1+i = CSi + T i. Let
T¯ i = Sp−1+i/(CSi) = (CSi + T i)/CSi for 1 ≤ i ≤ p− 2.
Lemma 4.3 (Glover [8, (5.7)]). As GL2(Fp)-modules,
T¯ i ∼= (Sp−1−i ⊗ deti).
Proof. Let g =
(
1 1
0 1
)
, g′ =
(
1 0
1 1
)
∈ GL2(Fp). We set yi1yp−12 = yi1yp−12 +
CSi ∈ T¯ i. Then Fp{yi1yp−12 } is the unique nonzero minimal Fp〈g〉-submodule of
T¯ i. On the other hand, yi1y
p−1
2 generates T¯
i as an Fp〈g′〉-module, hence it follows
that T¯ i is a simple FpGL2(Fp)-module. Since dim T¯ i = p − i, it is isomorphic to
Sp−i−1⊗detq for some 0 ≤ q ≤ p−2. Since Fp{yp−i−12 ⊗detq} is the unique nonzero
minimal Fp〈g〉-submodule of Sp−i−1⊗detq, there exists an FpGL2(Fp)-isomorphism
T¯ i
∼−→ Sp−i−1 ⊗ detq sending yi1yp−12 to yp−i−12 ⊗ detq.
Now consider the action of t = diag(λ1, λ2) ∈ GL2(Fp). Since
t∗(yi1y
p−1
2 ) = λ
i
1(y
i
1y
p−1
2 )
and
t∗(yp−i−12 ⊗ detq) = λp−i−12 (λ1λ2)q(yp−i−12 ⊗ detq),
we have i = q. This completes the proof of the lemma. 
From Lemma 4.1, we have the following.
Theorem 4.4.
H∗(E) = Fp[C, v]{(
p−1⊕
i=0
Si)⊕ (
p−2⊕
i=1
T i)} = CA{
p−2⊕
i=0
p−2⊕
q=0
(Sivq ⊕ T ivq))}.
Let ei,q be an idempotent in FpGL2(Fp) corresponding to the simple module
Si ⊗ detq, namely, (Si ⊗ detq)ei,q = Si ⊗ detq and Sei,q = 0 for a simple module
which is not isomorphic to Si ⊗ detq. Let Hi,q = H∗(E)ei,q.
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Corollary 4.5. We have the following isomorphisms as Fp-vector spaces.
(1) For 0 ≤ q ≤ p− 2,
H0,q = CA{vq}, Hp−1,q = CA{Sp−1vq}.
(2) Let 1 ≤ i ≤ p − 2 and 0 ≤ q ≤ p − 2. Assume i + q ≡ m mod p − 1 where
0 ≤ m ≤ p− 2, then
Hi,q ≃ CA{Sivq ⊕ T p−1−ivm}.
We shall need the following lemma in the proof of Proposition 9.2.
Lemma 4.6. Let r = n(p − 1) − 2 for 0 ≤ n ≤ p − 1. If 0 ≤ m ≤ p − 2, then
vSm+1H2r(E) has no composition factor isomorphic to Sm as a GL2(Fp)-module.
Proof. LetR be the subalgebra ofH∗(E) generated by y1, y2 and C. ThenH
∗(E) ≃
R⊗ Fp[v]. Set
K(m) =
⊕
i≡m mod (p−1)
(R{v, . . . , vp−2} ∩H2i(E)).
First, we claim that vSm+1H2r(E) ⊂ K(m). Since r − (p− 2)p < 0, we have
H2r(E) ⊂
⊕
0≤i≤p−3
(R ∩H2(r−ip))vi ⊂
⊕
0≤i≤p−3
Rvi.
Hence vSm+1H2r(E) ⊂ R{v, . . . , vp−2}. Then we have vSm+1H2r(E) ⊂ K(m)
since
deg vSm+1H2r(E) = 2(p+m+ 1 + r) ≡ m mod 2(p− 1).
Now, we show that K(m) has no composition factor isomorphic to Sm. Ifm = 0,
then the result holds sinceH0,0 = CA by Corollary 4.5 and CA∩R{v, . . . , vp−2} = 0.
Next assume that 1 ≤ m ≤ p − 2. Then Hm,0 = CA{Sm ⊕ T p−1−mvm} and the
degree of each nonzero homogeneous part of CA{T p−1−mvm} is equivalent to 0
modulo 2(p − 1). On the other hand, since CA{Sm} ⊂ R[V ], we have CA{Sm} ∩
K(m) = 0. Hence K(m) has no simple subquoitent submodule isomorphic to Sm.
This completes the proof. 
We consider the image of the inflation map from a cyclic quotient.
Lemma 4.7. Let 0 ≤ i ≤ p− 1. Then the elements
yi1, (y1 + y2)
i, . . . , (y1 + iy2)
i
span Si.
Proof. If 0 ≤ k ≤ i, then
(y1 + ky2)
i =
i∑
j=0
(
i
j
)
yi−j1 k
jyj2 =
i∑
j=0
kj(
(
i
j
)
yi−j1 y
j
2).
Since (
i
j
)
yi−j1 y
j
2, 0 ≤ j ≤ i
is a basis of Si and the (i+ 1)× (i+ 1)-matrix (kj)k,j is invertible, we have that
(y1 + ky2)
i, 0 ≤ k ≤ i
is a basis of Si. 
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Lemma 4.8. Let p ≤ n and λ1, λ2 ∈ Fp. Then
(λ1y1 + λ2y2)
n = C(λ1y1 + λ2y2)
n−p+1.
Proof. Since
(λ1y1 + λ2y2)
p = λ1y
p
1 + λ2y
p
2 = C(λ1y1 + λ2y2)
we have
(λ1y1 + λ2y2)
n = (λ1y1 + λ2y2)
p(λ1y1 + λ2y2)
n−p = C(λ1y1 + λ2y2)
n−p+1.

Corollary 4.9. Let Q ≤ E be a subgroup of order p. Then∑
ϕ:E։Q
ϕ∗H+(Q) = Fp[C](
⊕
1≤i≤p−1
Si).
Proof. Since ∑
ϕ:E։Q
ϕ∗(H2n(Q)) =
∑
λ1,λ2∈Fp
(λ1y1 + λ2y2)
n
for n > 0, the results follows from Lemma 4.7 and Lemma 4.8. 
5. Cohomology of A
In this section, we study the structure of H∗(A), where A is a rank 2 elementary
abelian p-subgroup of E so that H∗(A) = Fp[y, u]. We fix a quotient map
q : E −→ E/〈c〉 ∼−→ A
and consider the induced map q∗ : H∗(A) −→ H∗(E). We may assume that
q∗(y) = y1 and q
∗(u) = y2. This map is a GL2(Fp)-module morphism. Here, we
identify Out(E), Out(A) and GL2(Fp). The kernel of q
∗ is given by
Ker q∗ = H∗(A)d2 = Fp[y, u]d2
where d2 = yu
p − ypu. The image of q∗ is a subalgebra of H∗(E) generated by y1
and y2.
Let S(A)i = H2i(A). Then q∗ induces a GL2(Fp)-isomorphism S(A)
i ≃ Si for
0 ≤ i ≤ p−1. Moreover S(A)i⊗detq, 0 ≤ i ≤ p−2, 0 ≤ q ≤ p−2 give the complete
set of representatives of isomorphism classes of simple GL2(Fp)-modules.
Next we described simple Ap(A,A)-modules. Let Q ≤ A be a subgroup of order
p. Then Out(Q) is a cyclic group of order p− 1. Let Ui = Fpui (0 ≤ i ≤ p− 2) be
the simple right Out(Q)-module defined by uiσ = λ
iui where Out(Q) = 〈σ〉 and
F×p = 〈λ〉. Note that if n ≡ i (mod p− 1) where 0 ≤ i ≤ p− 1, then
H2n(Q) ≃ Ui
as right kQ-modules. Since TrAQ(H
∗(Q)) = 0, we have
H∗(Q)Ap(A,Q) =
∑
ϕ:A։Q
ϕ∗(H∗(Q)) =
∑
n≥0
∑
λ1,λ2∈Fp
Fp(λ1y + λ2u)
n.
In particular, if 1 ≤ n ≤ p− 1, we have H2n(Q)Ap(A,Q) = H2n(A). Since⋂
R<A
Ker(resAR : H
∗(A) −→ H∗(R)) = d2H∗(A),
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it follows that ⋂
φ∈A(Q,A)
Ker(φ : Hn(A) −→ Hn(Q)) = 0
for 1 ≤ n ≤ p − 1. Hence H2n(A) ≃ S(A,Q,Un) for 1 ≤ n ≤ p − 2 and
H2(p−1)(A) ≃ S(A,Q,U0) by Proposition 3.1, and these modules give all simple
Ap(A,A)-module with minimal subgroup Q by Proposition 3.2. Hence we have the
following classification of simple Ap(A,A)-modules.
Proposition 5.1 (Harris and Kuhn [7, Example 8.1.]). Up to isomorphisms, the
simple Ap(A,A)-modules are given as follows.
(1) S(A,A, S(A)i ⊗ detq) (0 ≤ i ≤ p− 1, 0 ≤ q ≤ p− 2).
(2) S(A,Q,Ui) (0 ≤ i ≤ p− 2),
dimS(A,Q,Ui) =
{
p (i = 0)
i+ 1 (1 ≤ 0 ≤ p− 2).
(3) One dimensional module with trivial minimal subgroup.
Now we consider the structure of H∗(A) as an Ap(A,A)-module. First, we see
GL2(Fp)-module structure more closely and specify all simple submodules of H
∗(A)
isomorphic to Sp−1 ⊗ deti for 0 ≤ i ≤ p− 2.
Since CjSp−1 is contained in Im q∗ for any j ≥ 0, we have the following short
exact sequence of GL2(Fp)-modules,
0 −→ d2H∗(A) −→ (q∗)−1(CjSp−1) −→ CjSp−1 −→ 0.
Since CjSp−1 is projective as an FpGL2(Fp)-module, this exact sequence splits.
Hence, in particular, for 0 ≤ j ≤ p − 1, there exist GL2(Fp)-submodules Wj such
that
(q∗)−1(CjSp−1) =Wj ⊕ d2H∗(A).
Note that since
y
(j+1)(p−1)
1 , y
(j+1)(p−1)−1
1 y2, . . . , y
(j+1)(p−1)−(p−2)
1 y
p−2
2 , y
(j+1)(p−1)
2
is a basis of CjSp−1, it follows that
q∗(y(j+1)(p−1)), q∗(y(j+1)(p−1)−1u), . . . , q∗(y(j+1)(p−1)−(p−2)up−2), q∗(u(j+1)(p−1))
is a basis of CjSp−1.
Next, we consider Dickson subalgebra of H∗(A). Let D˜1 = res
E
A(D1) = y
p(p−1)+
resEA(V ) and D˜2 = res
E
A(D2) = d
p−1
2 . Let D˜A = Fp[D˜1, D˜2]. Then D˜A = H
∗(A)Out(A)
and the restriction map induces an isomorphism
resEA : DA
∼−→ D˜A.
Lemma 5.2. We have
D˜1y
(j+1)(p−1)−lul ≡ y(p+j+1)(p−1)−lul (mod d2H∗(A))
for any 0 ≤ l ≤ p− 2 and
D˜1u
(j+1)(p−1) ≡ u(p+j+1)(p−1) (mod d2H∗(A)).
In particular,
(q∗)−1(Cj+mpSp−1) = D˜1
m
Wj ⊕ d2H∗(A)
for any m ≥ 0 and 0 ≤ j ≤ p− 1.
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Proof. First, we have
D˜1y
(j+1)(p−1)−lul = (yp(p−1) + resEA(v)
p−1)y(j+1)(p−1)−lul
≡ y(p+j+1)(p−1)−lul
for 0 ≤ l ≤ p− 2 since resEA(v)y = d2. On the other hand, modulo d2H∗(A),
yp(p−1)u(j+1)(p−1) ≡ (ypu)p−1uj(p−1) ≡ (yup)p−1uj(p−1) = yp−1u(p+j)(p−1)
(up − yp−1u)p−1 ≡ (up − yp−1u)up(p−2)
and
(up − yp−1u)p−1u(j+1)(p−1) ≡ (up − yp−1u)u(p+j)(p−1)−1
= u(p+j+1)(p−1) − yp−1u(p+j)(p−1).
Hence we have
D˜1u
(j+1)(p−1) = (yp(p−1) + (up − yp−1u)p−1)u(j+1)(p−1) ≡ u(p+j+1)(p−1).

There exists a sequence of GL2(Fp)-submodules,
H∗(A) ⊃ d2H∗(A) ⊃ d22H∗(A) ⊃ · · · .
We shall consider each factor module dm2 H
∗(A)/dm+12 H
∗(A). Note that, since
d2g = g
∗(d2) = (det g)d2 for any g ∈ GL2(Fp) and D˜A = H∗(A)Out(A), it follows
that
D˜1
i
D˜2
j
dm2 Wn ≃ S(A)p−1 ⊗ detm
for any m. First, we consider the factor module H∗(A)/d2H
∗(A).
Lemma 5.3. There exists a sequence of GL2(Fp)-submodules,
H∗(A) ⊃ (Fp[D˜1]{
p−1⊕
n=0
Wn} ⊕ d2H∗(A)) ⊃ d2H∗(A).
Moreover,
H∗(A)/(Fp[D˜1]{
p−1⊕
n=0
Wn} ⊕ d2H∗(A))
has no simple subquotient module which is isomorphic to S(A)p−1 ⊗ deti for any i.
Proof. By Lemma 5.2, q∗ induces isomorphisms,
H∗(A)/(Fp[D˜1]{
p−1⊕
n=0
Wn} ⊕ d2H∗(A)) ≃ Fp[y1, y2]/Fp[C]Sp−1
and
Fp[D˜1]{
p−1⊕
n=0
Wn} ≃ (Fp[D˜1]{
p−1⊕
n=0
Wn} ⊕ d2H∗(A))/d2H∗(A) ≃ Fp[C]Sp−1.
Hence the result follows from Proposition 4.2. 
Next we consider the factor module dm2 H
∗(A)/dm+12 H
∗(A) for general m ≥ 0.
Since dm2 induces an isomorphism,
(H∗(A)/d2H
∗(A)) ⊗ detm ≃ dm2 H∗(A)/dm+12 H∗(A),
we have the following.
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Lemma 5.4. There exists a sequence of GL2(Fp)-modules,
dm2 H
∗(A) ⊃ (Fp[D˜1]{
p−1⊕
n=0
dm2 Wn} ⊕ dm+12 H∗(A)) ⊃ dm+12 H∗(A).
Moreover,
dm2 H
∗(A)/(Fp[D˜1]{
p−1⊕
n=0
dm2 Wn} ⊕ dm+12 H∗(A))
has no simple subquotient module which is isomorphic to S(A)p−1 ⊗ deti for any i.
Since dp−12 = D˜2 and D˜A = Fp[D˜1, D˜2], we have the following by Lemma 5.3
and 5.4.
Proposition 5.5. For any 0 ≤ m ≤ p− 2, the submodule
D˜A{
p−1⊕
n=0
dm2 Wn}
is a sum of all simple submodules of H∗(A) isomorphic to S(A)p−1 ⊗ detm. In
particular,
H∗(A)/D˜A{
p−1⊕
n=0
dm2 Wn}
has no simple subquotient module isomorphic to S(A)p−1 ⊗ detm.
Now, we consider Ap(A,A)-module structure of H
∗(A). Let J(A) be the ideal
of Ap(A,A) generated by bisets which factor through a proper subgroup of A. If
L∗ = ⊕n≥0Ln is a graded vector subspace of H∗(E), we set L+ = ⊕n>0Ln, the
positive degree part of L∗.
Proposition 5.6. Let Q ≤ A be a subgroup of order p. Let
Ln(Q) = Hn(Q)Ap(A,Q) + (d2H
∗(A) ∩Hn(A))
and
L∗(Q) =
⊕
n≥0
Ln(Q) = H∗(Q)Ap(A,Q) + d2H
∗(A).
Then we have the following.
(1) We have a sequence of Ap(A,A)-submodules,
H∗(A) ⊃ L∗(Q) ⊃ d2H∗(A).
(2)We have H∗(A)J(A) ⊂ H∗(Q)Ap(A,Q). In particular, every simple subquotient
module of H∗(A)/L∗(Q) has minimal subgroup A. Moreover H∗(A)/L∗(Q) has no
simple subquotient module isomorphic to S(A,A, S(A)p−1 ⊗ deti) for any i.
(3) The factor module L+(Q)/d2H
∗(A) is a direct sum of Ap(A,A)-modules with
minimal subgroup Q. More precisely, if n > 0 and n ≡ i (mod p − 1) where
0 ≤ i ≤ p− 2, then
L2n(Q)/(d2H
∗(A) ∩H2n(A)) ≃ S(A,Q,Ui).
(4) We have d2H
∗(A)J(A) = 0. In particular, every simple subquotinet module of
d2H
∗(A) has minimal subgroup A.
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Proof. We have d2H
∗(A)J(A) = 0 since the restriction of d2 to any proper subgroup
is zero. Hence d2H
∗(A) is an Ap(A,A)-submodule and the claims in (1) and (4)
are proved.
Since A is an elementary abelian p-group, any transfer from proper subgroup to
A is zero. Hence it follows that
H∗(A)J(A) ⊂ H∗(Q)Ap(A,Q) =
∑
ϕ:A։Q
ϕ∗H∗(Q) =
∑
n≥0
∑
λ1,λ2∈Fp
(λ1y + λ2u)
n.
Then q∗ induces an isomorphism of GL2(Fp)-modules,
H∗(A)/L∗(Q) ≃ Fp[y1, y2]/Fp[C]{
p−1∑
i=1
Si}
and
L∗(Q)/d2H
∗(A) ≃ Fp[C]{
p−1∑
i=1
Si}
by Corollary 4.9, where Fp[y1, y2] is a subalgebra of H
∗(E) generated by y1 and
y2. It follows that no simple subquotient module of H
∗(A)/L∗(Q) is isomorphic to
S(A,A, S(A)p−1 ⊗ deti) by Proposition 4.2.
On the other hand, since
⋂
R<AKer res
A
R = d2H
∗(A), it follows that⋂
φ∈A(Q,A)
Ker(φ : H∗(Q)Ap(A,Q) −→ H∗(Q)) = H∗(Q)Ap(A,Q) ∩ d2H∗(A).
Since H+(Q) is a direct sum of simple A(Q,Q)-modules with minimal subgroup Q,
it follows that
L+(Q)/d2H
∗(A) ≃ H+(Q)Ap(A,Q)/(H+(Q)Ap(A,Q) ∩ d2H∗(A))
is a direct sum of simple Ap(A,A)-modules with minimal subgroup Q by Lemma
3.2. This completes the proof of (2) and (3). 
Finally, we shall specify simple Ap(A,A)-submodules of H
∗(A) isomorphic to
S(A,A, S(A)p−1 ⊗ deti).
Proposition 5.7. Let i, j ≥ 0, 0 ≤ m ≤ p− 2 and 0 ≤ n ≤ p− 1. If j +m > 0,
then D˜1
i
D˜2
j
dm2 Wn is an Ap(A,A)-submodule with minimal subgroup A, namely,
D˜1
i
D˜2
j
dm2 Wn ≃ S(A,A, S(A)p−1 ⊗ detm)
as Ap(A,A)-modules. The quotient module
H∗(A)/(D˜A{
p−1⊕
n=0
D˜2Wn})
has no simple subquotient module which is isomorphic to S(A,A, S(A)p−1). On the
other hand, if m > 0, then the quotient module
H∗(A)/(D˜A{
p−1⊕
n=0
dm2 Wn})
has no simple subquotient module which is isomorphic to S(A,A, S(A)p−1⊗ detm).
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Proof. First, note that D˜1
i
D˜2
j
dm2 Wn ≃ S(A)p−1 ⊗ detm as GL2(Fp)-modules. By
Lemma 5.6(4), D˜1
i
D˜2
j
dm2 Wn is an Ap(A,A)-submodule and
D˜1
i
D˜2
j
dm2 Wn ≃ S(A,A, S(A)p−1 ⊗ detm).
If 1 ≤ m ≤ p− 2, then, as a GL2(Fp)-module,
H∗(A)/(D˜A{
p−1⊕
n=0
dm2 Wn})
has no simple subquotient module which is isomorphic to S(A)p−1⊗detm by Propo-
sition 5.5. Hence, as an Ap(A,A)-module,
H∗(A)/(D˜A{
p−1⊕
n=0
dm2 Wn})
has no simple subquotient module which is isomorphic to S(A,A, S(A)p−1⊗detm).
Next suppose m = 0. By Lemma 5.6 (2)(3), H∗(A)/d2H
∗(A) has no sub-
quotient module which isomorphic to S(A,A, S(A)p−1). Hence it follows that
D˜A{⊕p−1n=0Wn}/D˜A{⊕p−1n=0D˜2Wn} has no subquotient module which is isomorphic
to S(A,A, S(A)p−1) since
D˜A{
p−1⊕
n=0
Wn} ∩ d2H∗(A) = D˜A{
p−1⊕
n=0
D˜2Wn}.
On the other hand, H∗(A)/D˜A{⊕p−1n=0Wn} has no subquotient module which is
isomorphic to S(A,A, S(A)p−1) by Proposition 5.5. This completes the proof of
the proposition. 
6. Images of transfer maps
We study the image of transfer from maximal elementary abelian p-subgroups.
Let Mi = CS
i + T i for 0 ≤ i ≤ p − 2 where S0 = Fp, T 0 = Sp−1. Moreover, let
yˆA = y1 if A = Ai, i ∈ Fp and yˆA = y2 if A = A∞. Note that resEA(yˆA) = y for any
A ∈ A(E).
Lemma 6.1. Let A ∈ A(E).
(1) We have
TrEA(u
p−1) =
{
(iy1 − y2)p−1 − C (A = Ai, 0 ≤ i ≤ p− 1)
yp−11 − C (A = A∞).
(2) Suppose that 0 ≤ j ≤ p− 2 and 0 ≤ m ≤ p, then
TrEA(u
m(p−1)+j) =


0 (0 ≤ m ≤ j ≤ p− 2)(
m− 1
j
)
vjCm−j−1TrEA(u
p−1) (0 ≤ j < m, j ≤ p− 2).
In particular,
TrEA(u
m(p−1)+j) ∈ Fp[C]{vjM0}.
Moreover, for any l ≥ 1,
Cl−1TrEA(u
p−1) = (−1)l−1(Tr(up−1))l.
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(3) If 0 ≤ m ≤ p− 2 then yˆmATrEA(up−1) (A ∈ A(E)) is a basis of Mm.
(4) For 1 ≤ n ≤ p,
TrEA((y
p−1 − up−1)n) = −(C +Tr(up−1))n + Cn
=
{ −(iy1 − y2)n(p−1) + Cn (A = Ai, 0 ≤ i ≤ p− 1)
−yn(p−1)1 + Cn (A = A∞).
In particular, TrEA((y
p−1 − up−1)n) ∈ Fp[C]{M0}.
Proof. Since resEA(v) = u
p − yp−1u and resEA(C) = yp−1, we have up = resEA(v) +
(resEA(C))u.
(1) First, note that by the double coset formula,
(6.1.1) resEAiTr
E
Aj (u
p−1) =
{ −yp−1 (i = j)
0 (i 6= j)
for i, j = 0, 1, . . . , p− 1,∞. Let 0 ≤ i, j ≤ p− 1. Then
resEAi((jy1 − y2)p−1 − C) = (jy − iy)p−1 − yp−1 = ((j − i)p−1 − 1)yp−1
=
{ −yp−1 (i = j)
0 (i 6= j)
and
resEA∞((jy1 − y2)p−1 − C) = (−y)p−1 − yp−1 = 0.
On the other hand,
resEAi(y
p−1
1 − C) =
{
yp−1 − yp−1 = 0 (0 ≤ i ≤ p− 1)
−yp−1 (i =∞).
By Quillen’s theorem [15], we get the equation.
(2) First assume that 0 ≤ m ≤ j ≤ p− 2. We proceed by induction on m. The case
m = 0 is trivial. Let 0 < m ≤ j ≤ p− 2. Then
um(p−1)+j = upu(m−1)(p−1)+(j−1)
= (resEA(v) + res
E
A(C)u)u
(m−1)(p−1)+(j−1)
= resEA(v)u
(m−1)(p−1)+(j−1) + resEA(C)u
(m−1)(p−1)+j .
Hence
TrEA(u
m(p−1)+j) = vTrEA(u
(m−1)(p−1)+(j−1)) + CTrEA(u
(m−1)(p−1)+j) = 0
by induction. Next assume 0 ≤ j < m ≤ p, j ≤ p− 2. If m = 1 then j = 0 and the
result is trivial. Assume 1 < m ≤ p. If j = 0 then,
um(p−1) = upu(m−2)(p−1)+(p−2)
= (resEA(v) + res
E
A(C)u)u
(m−2)(p−1)+(p−2)
= resEA(v)u
(m−2)(p−1)+(p−2) + resEA(C)u
(m−1)(p−1).
Hence
TrEA(u
m(p−1)) = CTrEA(u
(m−1)(p−1)) = Cm−1TrEA(u
p−1).
Note that m − 2 ≤ p − 2 since m ≤ p. On the other hand, if 0 < j < m ≤ p,
j ≤ p− 2, then
um(p−1)+j = upu(m−1)(p−1)+(j−1)
= (resEA(v) + res
E
A(C)u)u
(m−1)(p−1)+(j−1)
= resEA(v)u
(m−1)(p−1)+(j−1) + resEA(C)u
(m−1)(p−1)+j .
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Hence, if j < m− 1, then
TrEA(u
m(p−1)+j)
= v
(
m− 2
j − 1
)
vj−1Cm−j−1TrEA(u
p−1) + C
(
m− 2
j
)
vjCm−j−2TrEA(u
p−1)
=
(
m− 1
j
)
vjCm−j−1TrEA(u
p−1).
If j = m− 1, then
TrEA(u
m(p−1)+j) = v
(
m− 2
j − 1
)
vj−1Cm−j−1TrEA(u
p−1) = vjCm−j−1TrEA(u
p−1).
On the other hand, since
resEA′(Tr
E
A(u
p−1)) =
{ −yp−1 (A′ = A)
0 (A′ 6= A),
we have
resEA′(Tr
E
A(u
p−1))l = resEA′((−1)l−1Cl−1TrEA(up−1))
for any A′.
(3) By (1), yˆmATr
E
A(u
p−1) ∈ Mm. On the other hand, yˆmATrEA(up−1), A ∈ A(E) are
linearly independent by (6.1.1). Hence the results follows since dimMm = p+ 1.
(4) By (2), we have
TrEA((y
p−1 − up−1)n) = TrEA(
n∑
j=0
(
n
j
)
(−1)jy(p−1)(n−j)u(p−1)j)
=
n∑
j=1
(
n
j
)
(−1)jCn−j(−1)j−1(TrEA(up−1))j
= −
n∑
j=0
(
n
j
)
Cn−j(TrEA(u
p−1))j + Cn
= −(C +TrEA(up−1))n + Cn.

Lemma 6.2. (1) If m ≥ 0 and 1 ≤ i ≤ p− 2, then
TrEA(u
m(p−1)+i) ∈ CA{viM0}.
(2) If m ≥ 1, then
TrEA(u
m(p−1)) ≡ Cm−1TrEA(up−1) mod CA{VM0}.
In particular,
TrEA(u
m(p−1)) ∈ CA{M0}.
(3) For any n ≥ 0, we have
TrEA((u
p−1 − yp−1)n) ∈ CA{M0}.
Proof. Since resEA(v) = u
p − yp−1u, we have
TrEA(u
k) = CTrEA(u
k−(p−1)) + vTrEA(u
k−p)
for k ≥ p.
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We prove (1) and (2) by induction on m. If m = 0 then TrEA(u
i) = 0. If m = 1
then the results follows by Lemma 6.1. Assume that m > 1. If 1 ≤ i ≤ p− 2, then
TrEA(u
m(p−1)+i) = CTrEA(u
(m−1)(p−1)+i) + vTr(u(m−1)(p−1)+i−1)
and the right hand side is contained in CA{viM0} by induction.
On the other hand, modulo CA{VM0},
TrEA(u
m(p−1)) = CTrEA(u
(m−1)(p−1)) + vTr(u(m−2)(p−1)+(p−2))
≡ CTrEA(u(m−1)(p−1))
≡ CCm−2TrEA(up−1)
= Cm−1TrEA(u
p−1)
by induction. Since TrEA(u
m(p−1)yk(p−1)) = CkTrEA(u
m(p−1)), (3) follows from (2).

Lemma 6.3. Suppose 1 ≤ q ≤ p − 2. Let ϕ : A −→ A′ ≤ E be an isomorphism.
Then
TrEAϕ
∗(resEA′(v)
q) ∈ Cq−1Mq.
Proof. For any ϕ, ϕ∗resEA′(v) = λµ where λ ∈ F×p and µ equals to resEA(v) or some
E-conjugate of y(up−1 − yp−1). If ϕ∗resEA′(v) = λresEA(v) then TrEAϕ∗resEA′(v) = 0.
On the other hand, if ϕ∗resEA′(v) = λµ and µ is E-conjugate of y(u
p−1−yp−1), then
TrEAϕ
∗(resEA′(v)
q) ∈ FpTrEA(yq(up−1 − yp−1)q) ⊂ yˆqACq−1M0 ⊂ Cq−1Mq by Lemma
6.1(4). 
Lemma 6.4. Let ϕ : A −→ A′ ≤ E be an isomorphism. Then
TrEAϕ
∗(resEA′(v
jSj)) = 0
for any j ≥ 0.
Proof. Since ϕ∗(resEA′(v
jSj)) ⊂ Fpdj2, the image of transfer map is zero. 
For A′ ∈ A(E), let y′ ∈ H2(A′) be the element corresponding to y ∈ H2(A),
that is, y′ = resEA′(yˆA′). Note that res
E
A′(S
i) = Fp(y
′)i and resEA′(C) = (y
′)p−1.
Lemma 6.5. Suppose that 0 ≤ m ≤ p and 0 ≤ i, q ≤ p− 2. Let ϕ : A −→ A′ ≤ E
be an isomorphism. Then the element
TrEAϕ
∗(resEA′(C
mvq)(y′)i)
is contained in the following Fp-subspace W :
condition W
q ≤ i, m+ q < i+ 1 0
q ≤ i, m+ q ≥ i+ 1 Cm+q−i−1viMq
i < q, m > 0, m+ q < p+ i+ 1 0
i < q, m > 0, m+ q ≥ p+ i+ 1 Cm+q−p−i−1V viMq
i < q, m = 0 Cq−i−1viMq
Proof. Assume q ≤ i. Then
TrEAϕ
∗(resEA′(C
mvq)(y′)i) = TrEAϕ
∗((resEA′(v)y
′)qresEA′(C
m)(y′)i−q)
⊂ Fp(vyˆA)qTrEAϕ∗((y′)m(p−1)+(i−q))
⊂ Fp(vyˆA)qTrEA(um(p−1)+(i−q))
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and the result follows from Lemma 6.1. Next, assume i < q and m > 0. Then
TrEAϕ
∗(resEA′(C
mvq)(y′)i) = TrEAϕ
∗((resEA′(v)y
′)qresEA′(C
m−1)(y′)p−1−(q−i))
⊂ Fp(vyˆA)qTrEAϕ∗((y′)(m−1)(p−1)+(p−1−(q−i)))
⊂ Fp(vyˆA)qTrEA(u(m−1)(p−1)+(p−1−(q−i)))
and the result follows from Lemma 6.1. Finally, assume i < q and m = 0. Then
TrEAϕ
∗(resEA′(v
q)(y′)i) = TrEAϕ
∗((resEA′(v)y
′)iresEA′(v)
q−i)
⊂ Fp(vyˆA)iTrEAϕ∗(resEA′(v)q−i)
⊂ (vyˆA)iCq−i−1Mq−i
⊂ Cq−i−1viMq
by Lemma 6.3. 
Lemma 6.6. Suppose that m ≥ 0 and 0 ≤ i, q ≤ p − 2. Let ϕ : A −→ A′ ≤ E be
an isomorphism. Then the element
TrEAϕ
∗(resEA′(C
mvq)(y′)i)
is contained in the following Fp-subspace W :
condition W
q ≤ i CA{viMq}
i < q, m > 0 CA{V viMq}
Proof. The proof of this lemma is similar to the proof of the previous lemma using
Lemma 6.2 instead of Lemma 6.1. Assume q ≤ i. Then
TrEAϕ
∗(resEA′(C
mvq)(y′)i) ⊂ Fp(vyˆA)qTrEA(um(p−1)+(i−q))
and the result follows from Lemma 6.2. Next, assume i < q and m > 0. Then
TrEAϕ
∗(resEA′(C
mvq)(y′)i) ⊂ Fp(vyˆA)qTrEA(u(m−1)(p−1)+(p−1−(q−i)))
and the result follows from Lemma 6.2. 
7. Ap(E,E)-submodules of H
∗(E)
Let Ap(E,E) = Fp ⊗ AZ(E,E) be the double Burnside algebra of E over Fp.
In this section, we consider some Ap(E,E)-submodules of H
∗(E). Note that
Ap(E,E) = FpOut(E) ⊕ J(E). First we shall show that the ideal J(E) is gen-
erated three kinds of bisets.
Definition 7.1. (1) Let I0 be the Fp-subspace of Ap(E,E) spanned by all bisets
corresponding to E ≥ A ϕ−→ E, A ∈ A(E) and ϕ is an injective morphism.
(2) Let I1 be the Fp-subspace of Ap(E,E) spanned by all bisets corresponding to
φ : E −→ E and φ(E) ∈ A(E).
Lemma 7.2. The ideal J(E) is generated by I0, I1 and the elements in Ap(E,E)
corresponding to the bisets which factor through the trivial subgroup.
Proof. Let A ∈ A(E), ψ : A −→ E and ψ′ : E −→ E and assume that |ψ(A)| =
|ψ′(E)| = p. It suffices to show that ζA,ψ and ζE,ψ′ are contained in the ideal
generated by I0 and I1.
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First consider ζA,ψ. There exist an automorphism ϕ1 : A
∼−→ A and a surjective
morphism ψ1 : A −→ ψ(A) such that ψ = ψ1ϕ1 and Kerψ1 = 〈c〉. Then ψ1 extends
to φ1 : E −→ E such that |φ1(E)| = p2 and we have ψ = φ1ϕ1. Hence
ζA,ψ = ζE,φ1ζA,ϕ1 ∈ I1I0.
Next we consider ζE,ψ′ . There exist morphism φ2, φ3 : E −→ E such that |φ2(E)| =
|φ3(E)| = p2 and φ3φ2 = ψ′. Then it follows that
ζE,ψ′ = ζE,φ3ζE,φ2 ∈ I21
and this completes the proof. 
Next, we consider the effect of I0 on some subspaces of H∗(E). Recall that
Mi = CS
i + T i for 0 ≤ i ≤ p− 2 where S0 = Fp and T 0 = Sp−1.
Lemma 7.3. (1) If 0 ≤ j ≤ p− 1 and 0 ≤ i ≤ p− 2, then
(CjviMi)I0 ⊂ CjviMi
and
viI0 ⊂ Ci−1Mi.
(2) If j ≥ 0 and 0 ≤ i, q ≤ p− 2, then
(CjvqMi)I0 ⊂ CA{viMq}.
(3) If j ≥ 0 and 1 ≤ q ≤ p− 2, then
(CjvqM0)I0 ⊂ CA{VMq}.
(4) If j ≥ 0 and 1 ≤ i ≤ p− 2, then
(CjVMi)I0 ⊂ CA{viM0}.
Proof. (1) follows from Lemma 6.5. (2) and (3) follow from Lemma 6.6. Let us
prove (4). Since
resEA(C
jVMi) ⊂ FpresEA(CjV )yp−1+i
= Fpres
E
A(C
j+1V )yi
= FpD˜2res
E
A(C
jyi)
for every A ∈ A(E), it follows that (CjVMi)I0 ⊂ CA{viM0} by Lemma 6.6. 
Now, we consider certain Ap(E,E)-submodules of H
∗(E).
Theorem 7.4. H∗(E) is a direct sum of the following Ap(E,E)-submodules.
(7.4.1) CA{Fp + Sp−1}
(7.4.2) CA{Si + T i + Fpvi + viSp−1} (1 ≤ i ≤ p− 2)
(7.4.3) CA{vi(Si ⊕ T i)} (1 ≤ i ≤ p− 2)
(7.4.4)
∑
1≤i6=q≤p−2
CA{vq(Si ⊕ T i)}.
Proof. By Theorem 4.4, as a GL2(Fp)-module, H
∗(E) is a direct sum of these sub-
modules. We shall prove that these are in fact Ap(E,E)-submodules in Proposition
7.6, 7.9, 7.11 and 7.13 below. 
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Let us show that these modules are Ap(E,E)-submodules and analyze their de-
tailed structure. We shall prove Corollary 7.7, 7.10, 7.12 and 7.14 using Proposition
8.2, 8.4 and Corollary 9.3. Note that above four corollaries are not used in section
8 and section 9.
Let W be an FpOut(E)-submodule of H
∗(E). In order to prove that W is an
Ap(E,E)-submodule, it suffices to show that WI0 and WI1 are contained in W
by Lemma 7.2. Note that (DAx)I0 ⊂ DA(xI0) for any x ∈ H∗(E). Moreover
(vSi)I1 = (vT i)I1 = 0 for i > 0 and D2I1 = 0 since ϕ∗(d2) = 0 for any surjective
morphism ϕ : E −→ A.
Definition 7.5. We set
Ni =
p−1∑
j=0
CjMi
for 0 ≤ i ≤ p− 2.
First, we consider the module in (7.4.1).
Proposition 7.6. The following is a series of Ap(E,E)-submodules of H
∗(E),
CA{Fp + Sp−1} ⊃ CA{M0} ⊃ CA{VM0}.
Moreover we have a decomposition into Ap(E,E)-submodules,
CA{VM0} = DA{D2N0} ⊕ DA{D2} ⊕ DA{V Sp−1}.
Proof. First we show that DA{D2N0} is an Ap(E,E)-submodule of H∗(E). We
have DA{D2N0}I1 = 0. On the other hand, since CjM0I0 ⊂ CjM0 for 0 ≤ j ≤
p− 1 by Lemma 7.3(1), DA{D2N0}I0 ⊂ DA{D2N0}.
Next, since DA{D2}I0 = DA{D2}I1 = 0, DA{D2} is an Ap(E,E)-submodule.
Similarly, DA{V Sp−1}I1 = 0. Moreover DA{V Sp−1}I0 = 0 by Lemma 6.4 and
DA{V Sp−1} is an Ap(E,E)-submodule. We have a direct sum decomposition as
an Fp-vector space,
CA{VM0} = DA{
p∑
j=0
(CjVM0)}
= DA{C(
p−1∑
j=0
(CjVM0)} ⊕ DA{VM0}
= DA{D2N0} ⊕ DA{D2} ⊕ DA{V Sp−1}
and this is a decomposition as an Ap(E,E)-module.
Next we consider CA{M0}. By Proposition 4.2, CA{M0}I1 ⊂ CA{M0}. By
Lemma 7.3(2),
CA{M0}I0 = DA{
p∑
j=0
CjM0}I0 ⊂ CA{M0}.
Hence CA{M0} is an Ap(E,E)-submodule. Finally we consider CA{Fp+Sp−1}. By
Proposition 4.2, (CA{Fp + Sp−1}+)I1 ⊂ CA{M0}. Note that, as Fp-vector spaces,
CA{Fp + Sp−1} = Fp[D1] ⊕ CA{M0}. Since Fp[D1]I0 = 0, we have CA{Fp +
Sp−1}I0 ⊂ CA{M0}. 
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Corollary 7.7. (1) CA{Fp+Sp−1} = Fp[D1]⊕CA{M0} as GL2(Fp)-modules and
CA{Fp + Sp−1}+/CA{M0} ≃
⊕
S(E,E,Fp)
as Ap(E,E)-modules.
(2) CA{M0} = Fp[C]{M0} ⊕ CA{VM0} as GL2(Fp)-modules and
CA{M0}/CA{VM0} ≃
⊕
S(E,Q,U0)
as Ap(E,E)-modules, where Q ≤ P , |Q| = p and U0 is the trivial FpOut(Q)-module.
(3) As Ap(E,E)-modules,
DA{D2N0} ≃
⊕
S(E,A, S(A)p−1)
DA{D2} ≃
⊕
S(E,E,Fp)
and
DA{V Sp−1} ≃
⊕
S(E,E, Sp−1).
Proof. (1) Since CA{Fp + Sp−1}I0 and (CA{Fp + Sp−1}+)I1 are contained in
CA{M0} as in the proof of Proposition 7.6, it follows that
(CA{Fp + Sp−1}+/CA{M0})J(E) = 0.
Since GL2(Fp) acts on D1 trivially, we have
CA{Fp + Sp−1}+/CA{M0} ≃
⊕
S(E,E,Fp)
(2) This follows from Proposition 8.2.
(3) By Corollary 9.3,
DA{D2N0} ≃
⊕
S(E,A, S(A)p−1).
Since DA{D2}I0 = DA{D2}I1 = 0 and GL2(Fp) acts on D2 trivially, it follows
that
DA{D2} ≃
⊕
S(E,E,Fp).
Similarly, since
DA{V Sp−1}I0 = DA{V Sp−1}I1 = 0,
it follows that
DA{V Sp−1} ≃
⊕
S(E,E, Sp−1).

Next, we consider the module in (7.4.2).
Lemma 7.8. Let 1 ≤ i ≤ p− 2.
(1) CA{Si + T i}I0 ⊂ CA{viM0}.
(2) CA{Si + T i}I1 ⊂ Fp[C]{Si}.
Proof. (1) First, note that
CA{Si + T i} ⊂ DA{Si}+ DA[C]{Mi}.
Since DA{Si}I0 = 0 and DA[C]{Mi}I0 ⊂ CA{viM0} by Lemma 7.3(2), the proof
is completed.
(2) We have that CA{V (Si + T i)}I1 = 0. Hence it follows that
CA{Si + T i}I1 ⊂ Fp[C]{Si + T i}I1 ⊂ Fp[C]{Si}
by Corollary 4.9 and the proof is completed. 
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Proposition 7.9. Let 1 ≤ i ≤ p − 2. Let Zi = Fp[C]{Si} + CA{viM0 + VMi}.
Then we have the following Ap(E,E)-submodules:
CA{Si + T i + Fpvi + viSp−1}
|
CA{Si + T i + viM0}
upslope 
Fp[V ]{V Si}+ Zi Fp[C]{T i}+ Zi
 upslope
Zi
|
CA{viM0 + VMi}
Proof. First, we consider CA{viM0 + VMi}. We have CA{viM0 + VMi}I1 =
0. Since CA = DA{1, C, . . . , Cp}, in order to show that CA{viM0 + VMi}I0 ⊂
CA{viM0+VMi}, it suffices to show that Cj{viM0+VMi}I0 ⊂ CA{viM0+VMi}
for j ≥ 0. By Lemma 7.3(3), we have (CjviM0)I0 ⊂ CA{VMi}. On the other hand,
(CjVMi)I0 ⊂ CA{viM0} by Lemma 7.3(4). This shows that CA{viM0 + VMi} is
an Ap(E,E)-submodule.
Next, consider Zi = Fp[C]{Si} + CA{viM0 + VMi}. Since resEA(CjSi) =
Fpy
j(p−1)+i, it follows that (Fp[C]{Si})I1 ⊂ Fp[C]{Si} by Corollary 4.9. On the
other hand, we have that Fp[C]{Si}I0 ⊂ CA{viM0} by Lemma 7.3(2). Hence Zi
is an Ap(E,E)-submodule.
Next we consider CA{Si+T i+viM0}, Fp[V ]{V Si}+Zi and Fp[C]{T i}+Zi. Since
these are GL2(Fp)-submodules, it suffices to show that CA{Si+T i+viM0}J(E) ⊂
Zi. But this follows from Lemma 7.8 since CA{viM0} ⊂ Zi.
Finally, we consider CA{Si + T i + Fpvi + viSp−1}. Note that
CA{Si + T i + Fpvi + viSp−1} = CA{vi}+ CA{Si + T i + viM0}.
We claim that CA{vi}I0 ⊂ CA{Si + T i}. It suffices to show that (Cjvi)I0 ⊂
CA{Si + T i} for j ≥ 0. If j = 0, then viI0 ⊂ Ci−1Mi by Lemma 7.3(1). If j > 0,
then
(Cjvi)I0 ⊂ (Cj−1viM0)I0 ⊂ CA{VMi} ⊂ CA{Si + T i}
by Lemma 7.3(3). On the other hand, CA{vi}I1 ⊂ CA{Si, T i} by Proposition 4.2.
Hence
CA{Si + T i + vi + Fpvi + Sp−1}J(E) ⊂ CA{Si + T i + viM0}
and this completes the proof. 
Corollary 7.10. Let 1 ≤ i ≤ p − 2 and set Zi = Fp[C]{Si} + CA{viM0 + VMi}
as in Proposition 7.9. The we have the following.
(1) CA{Si+ T i+ Fpvi + viSp−1} = Fp[V ]{vi}⊕CA{Si+ T i+ viM0} as GL2(Fp)-
modules and
CA{Si + T i + Fpvi + viSp−1}/CA{Si + T i + viM0} ≃
⊕
S(E,E, deti)
as Ap(E,E)-modules.
(2) CA{Si+T i+ viM0} = Fp[C]{T i}⊕Fp[V ]{V Si}⊕Zi as Fp-spaces and we have
CA{Si + T i + viM0}J(E) ⊂ Zi. In particular,
CA{Si + T i + viM0}/(Fp[C]{T i}+Zi) ≃ (Fp[V ]{V Si}+Zi)/Zi ≃
⊕
S(E,E, Si)
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and
CA{Si+ T i+ viM0}/(Fp[V ]{V Si}+Zi) ≃ (Fp[C]{T i}+Zi)/Zi ≃
⊕
S(E,E, T¯ i)
as Ap(E,E)-modules, where T¯
i = (CSi + T i)/CSi.
(3) Zi/CA{viM0+VMi} ≃ ⊕S(E,Q,Ui) where Q ≤ E, |Q| = p and Ui is a simple
FpOut(Q)-module. (See the first part of section 5.)
(4) Every composition factor of CA{viM0 + VMi} as an Ap(E,E)-module has
minimal subgroup E.
Proof. (1) Since there is a decomposition into Fp-vector subspaces
CA{Fp + Sp−1} = Fp[V ]⊕ CA{C} ⊕ CA{Sp−1},
we have
CA{Si + T i + Fpvi + viSp−1} = Fp[V ]{vi} ⊕ CA{Si + T i + viM0}.
Moreover
(CA{Si + T i + Fpvi + viSp−1}/CA{Si + T i + viM0})J(E) = 0
by the proof of Proposition 7.9. Hence the result follows since GL2(Fp) acts on v
i
as deti.
(2) Since there exist decompositions into Fp-subspaces,
CA{Si} = Fp[C]{Si} ⊕ Fp[V ]{V Si} ⊕ CA{V CSi}
CA{T i} = Fp[C]{T i} ⊕ CA{V T i},
we have
CA{Si + T i} = Fp[C]{T i} ⊕ Fp[V ]{V Si} ⊕ Fp[C]{Si} ⊕ CA{VMi}
and
CA{Si + T i + viM0} = Fp[C]{T i} ⊕ Fp[V ]{V Si} ⊕ Zi.
Hence the result follows since
CA{Si + T i + viM0}J(E) ⊂ Zi
by the proof of Proposition 7.9.
(3) This follows from Proposition 8.4.
(4) This follows from Proposition 8.2, 8.4 and Corollary 9.3. 
Next, we consider the submodule in (7.4.3).
Proposition 7.11. Let 1 ≤ i ≤ p − 2. The Fp-subspace CA{viSi + viT i} is
an Ap(E,E)-submodule of H
∗(E) and we have the following decomposition into
Ap(E,E)-submodules,
CA{viSi + viT i} = DA{viNi} ⊕ DA{vi(Si + V T i)}.
Proof. Since
CA{viSi + viT i} = DA{viNi} ⊕ DA{vi(Si + V T i)}
as Fp-vector spaces, it suffices to show that DA{viNi} and DA{vi(Si + V T i)} are
Ap(E,E)-submodules. First, these are GL2(Fp)-submodules since V (CS
i + T i) =
D2S
i + V T i. We have CA{viSi + viT i}I1 = 0. Since CjviMiI0 ⊂ CjviMi for
0 ≤ j ≤ p− 1 by Lemma 7.3(1), we have DA{viNi}I0 ⊂ DA{viNi}. On the other
hand, DA{vi(Si + V T i)}I0 = 0 by Lemma 6.4 and this completes the proof. 
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Corollary 7.12. (1) As A(E,E)-modules,
DA{viNi} ≃
⊕
S(E,A, Sp−1(A) ⊗ deti).
(2) As an A(E,E)-module, every composition factor of DA{vi(Si + V T i)} has
minimal subgroup E.
Proof. (1) This follows from Corollary 9.3.
(2) Since DA{vi(Si + V T i)}J(E) = 0 as in the proof of Proposition 7.11, every
composition factor of DA{vi(Si + V T i)} has minimal subgroup E. 
Finally, let us consider the submodule in (7.4.4).
Proposition 7.13. The Fp-subspace∑
1≤i6=q≤p−2
CA{vqSi + vqT i}
is an Ap(E,E)-submodule of H
∗(E).
Proof. Let W =
∑
1≤i6=q≤p−2 CA{vqSi + vqT i}. We have WI1 = 0. Since CA =∑p
j=0 DA{Cj}, it suffices to show that Cj(vqSi + vqT i)I0 ⊂ W for 0 ≤ j ≤ p.
By Lemma 6.5, Cj(vqSi + vqT i)I0 ⊂ CA{viMq} ⊂ W , and this completes the
proof. 
Corollary 7.14. As an A(E,E)-module, every composition factor of∑
1≤i6=q≤p−2
CA{vqSi + vqT i}
has minimal subgroup E.
Proof. This follows from Proposition 8.2, 8.4 and Corollary 9.3. 
8. Simple modules with cyclic minimal subgroup
In this section, we consider simple Ap(E,E)-modules induced from cyclic sub-
group of order p. Recall that Mi = CS
i + T i for 0 ≤ i ≤ p− 2 where S0 = Fp and
T 0 = Sp−1.
Let Q ≤ E be a subgroup of order p. Let Ui = Fpui (0 ≤ i ≤ p−2) be the simple
right FpOut(Q)-module defined by uiσ = λ
iui where Out(Q) = 〈σ〉 and F×p = 〈λ〉.
Let η be a generator of H2(Q). If n = m(p− 1)+ i where m ≥ 0 and 0 ≤ i ≤ p− 2,
then H2n(Q) ≃ Ui as FpOut(Q)-modules.
First, we consider the simple Ap(E,E)-module corresponding to U0, namely,
S(E,Q,U0).
Lemma 8.1. Let n = m(p− 1) > 0. Then we have
H2n(Q)A(E,Q) + CA{VM0} = Cm−1M0 + CA{VM0}.
Proof. H2n(Q)A(E,Q) is generated by
∑
φ:E։Q
φ∗H2n(Q) and
∑
A∈A(E)
∑
ϕ:A։Q
TrEAϕ
∗(H2n(Q)).
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The former Fp-subspace is equal to C
m−1Sp−1 by Corollary 4.9. On the other
hand, if ϕ : A։ Q then ϕ∗(η) is λy or E-conjugate of λu for some λ ∈ Fp. Hence
the later Fp-subspace is equal to
∑
A∈A(E) FpTr
E
A(u
n). By Lemma 6.2,
TrEA(u
n) ≡ Cm−1TrEA(up−1) (mod CA{VM0}).
Since Cm−1TrEA(u
p−1), A ∈ A(E) is a basis of Cm−1M0, it follows that∑
A∈A(E)
FpTr
E
A(u
n) + CA{VM0} = Cm−1M0 + CA{VM0}
and this completes the proof. 
Proposition 8.2. As Ap(E,E)-modules, we have
CA{M0}/CA{VM0} ≃
⊕
S(E,Q,U0).
Moreover, H∗(E)/CA{M0} and CA{VM0} have no simple subquotient module
which is isomorphic to S(E,Q,U0).
Proof. First, note that CA{M0} andCA{VM0} areAp(E,E)-submodules by Propo-
sition 7.6. Let Fm = H
2m(p−1)(Q)A(−, Q) for m ≥ 1. By Lemma 8.1,
Fm(E) + CA{VM0} = Cm−1M0 + CA{VM0}.
In particular,
(
⋂
R≤E,|R|=p
Ker resER) ∩ Fm(E) = CA{VM0} ∩ Fm(E).
Hence Fm(E)/(Fm(E) ∩ CA{VM0}) ≃ S(E,Q,U0) by Lemma 3.1, and we have
CA{M0}/CA{VM0} ≃ (
∑
m≥0
Fm(E) + CA{VM0})/CA{VM0}
≃
⊕
Fm(E)/(Fm(E) ∩ CA{VM0})
≃
⊕
S(E,Q,U0).
Let F = ⊕m≥1Fm. Since H∗(Q)/F (Q) has no simple subquotient module
which is isomorphic to S(Q,Q,U0), it follows that H
∗(E)/F (E) has no simple
subquotient module which is isomorphic to S(E,Q,U0) by Corollary 3.3. Since
F (E) ⊂ CA{M0}, it follows that H∗(E)/CA{M0} has no simple subquotient mod-
ule which is isomorphic to S(E,Q,U0). Moreover, since the restriction of CA{VM0}
to any subgroup of order p is zero, we have (CA{VM0})Ap(Q,E) = 0. Hence
CA{VM0} has no simple subquotient module which is isomorphic to S(E,Q,U0)
by Lemma 3.2. 
Next, we consider the simple Ap(E,E)-module corresponding to Ui for 1 ≤ i ≤
p− 2, namely, S(E,Q,Ui).
Lemma 8.3. Let 1 ≤ i ≤ p− 2 and n = m(p− 1) + i. Then we have
H2n(Q)A(E,Q) + CA{viM0 + VMi} = CmSi + CA{viM0 + VMi}.
28 AKIHIKO HIDA AND NOBUAKI YAGITA
Proof. By Corollary 4.9, H2n(Q)A(E,Q) is spanned by CmSi and∑
A∈A(E)
∑
ϕ:A։Q
TrEAϕ
∗(H2n(Q)).
Since ϕ∗(η) is λy or E-conjugate of λu for some λ ∈ Fp, it follows that
H2n(Q)A(E,Q) + CA{viM0 + VMi} = CmSi + CA{viM0 + VMi}
by Lemma 6.2 and this completes the proof. 
Proposition 8.4. Let 1 ≤ i ≤ p− 2. As Ap(E,E)-modules, we have
(Fp[C]{Si}+ CA{viM0 + VMi})/CA{viM0 + VMi} ≃
⊕
S(E,Q,Ui).
Moreover, H∗(E)/(Fp[C]{Si}+CA{viM0+VMi}) and CA{viM0+VMi} have no
simple subquotient module which is isomorphic to S(E,Q,Ui).
Proof. We set Zi = Fp[C]{Si}+CA{viM0 + VMi} as in Proposition 7.9. Then Zi
and CA{viM0 + VMi} are Ap(E,E)-submodules by Lemma 7.9. Let
Fm,i = H
2m(p−1)+i(Q)A(−, Q)
for m ≥ 0. By Lemma 8.3,
Fm,i(E) + CA{viM0 + VMi} = CmSi + CA{viM0 + VMi}.
In particular,
(
⋂
R≤E,|R|=p
Ker resER) ∩ Fm,i(E) = CA{viM0 + VMi} ∩ Fm,i(E).
Hence Fm,i(E)/(Fm,i(E) ∩ CA{viM0 + VMi}) ≃ S(E,Q,Ui) by Lemma 3.1, and
we have
Zi/CA{viM0 + VMi} ≃ (
∑
m≥0
Fm,i(E) + CA{viM0 + VMi})/CA{viM0 + VMi}
≃
⊕
m≥0
Fm,i(E)/(Fm,i(E) ∩ CA{viM0 + VMi})
≃
⊕
S(E,Q,Ui).
Let F = ⊕m≥0Fm,i. SinceH∗(Q)/F (Q) has no simple subquotient module which
is isomorphic to S(Q,Q,Ui), it follows that H
∗(E)/F (E) has no simple subquotient
module which is isomorphic to S(E,Q,Ui) by Corollary 3.3. Since F (E) ⊂ Zi, it
follows that H∗(E)/Zi has no simple subquotient module which is isomorphic to
S(E,Q,Ui). Moreover, since the restriction of CA{viM0+VMi} to any subgroup of
order p is zero, we have (CA{viM0+VMi})Ap(Q,E) = 0. Hence CA{viM0+VMi}
has no simple subquotient module which is isomorphic to S(E,Q,Ui) by Lemma
3.2.

COHOMOLOGY OF EXTRASPECIAL p-GROUPS 29
9. Simple modules with minimal subgroup A
In this section, we consider Ap(E,E)-modules induced from Ap(A,A)-modules
where A is a maximal elementary abelian p-subgroup of E.
Lemma 9.1. Let i, j ≥ 0, 0 ≤ m ≤ p − 2 and 0 ≤ n ≤ p − 1. If j +m > 0, then
D˜1
i
D˜2
j
dm2 WnAp(E,A) is a simple Ap(E,E)-submodule of H
∗(E) and isomorphic
to S(E,A, S(A)p−1 ⊗ detm).
Proof. Let F = (D˜1
i
D˜2
j
dm2 Wn)Ap(−, A). Note that
D˜1
i
D˜2
j
dm2 Wn ≃ S(A,A, S(A)p−1 ⊗ detm)
by Proposition 5.7. Since F (E) 6= 0, it suffices to show that⋂
φ∈Ap(A,E)
KerF (φ) = 0
by Lemma 3.1. If α ∈ ∩φ∈Ap(A,E)KerF (φ) then resEA′(α) = 0 for every maximal
elementary abelian subgroup A′ of E. Then α = 0 by Quillen’s theorem [15]. 
Proposition 9.2. Let i, j ≥ 0, 0 ≤ m ≤ p− 2 and 0 ≤ n ≤ p− 1. If j +m > 0,
then
(D˜1
i
D˜2
j
dm2 Wn)Ap(E,A) = D
i
1D
j
2v
mCnMm
where Mm = CS
m + Tm.
Proof. First, we claim that Di1D
j
2v
mCnMm is an Ap(E,E)-submodule of H
∗(E).
We have (Di1D
j
2v
mCnMm)I1 = 0. Since vmCnMmI0 ⊂ vmCnMm by Lemma
7.3(1), Di1D
j
2v
mCnMm is an Ap(E,E)-submodule.
By Lemma 6.1(3), {Di1Dj2vmyˆmA′CnTr(up−1)}A′∈A(E) is a basis ofDi1Dj2vmCnMm.
Since CnTrEA′(u
p−1) = TrEA′(u
(n+1)(p−1)) by Lemma 6.1(2), we have
Di1D
j
2v
myˆmA′C
nTr(up−1) = TrEA′(D˜1
i
D˜2
j
dm2 u
(n+1)(p−1))
and it follows that
Di1D
j
2v
mCnMm ⊂ (D˜1iD˜2jdm2 Wn)Ap(E,A) + (D˜1
i
D˜2
j
dm+12 H
∗(A))Ap(E,A).
Since
(D˜1
i
D˜2
j
dm+12 H
∗(A))Ap(E,A) ⊂
∑
A′∈A(E)
∑
ϕ:A′
∼
−→A
TrEA′ϕ
∗(D˜1
i
D˜2
j
dm+12 H
∗(A))
⊂ Di1Dj2vm+1Sm+1H∗(E),
we have
Di1D
j
2v
mCnMn ∩ (D˜1iD˜2jdm+12 H∗(A))Ap(E,A) = 0.
Then it follows that
(D˜1
i
D˜2
j
dm2 Wn)Ap(E,A) + (D˜1
i
D˜2
j
dm+12 H
∗(A))Ap(E,A)
= Di1D
j
2v
mCnMm + (D˜1
i
D˜2
j
dm+12 H
∗(A))Ap(E,A).
and
Di1D
j
2v
mCnMn ≃ (D˜1iD˜2jdm2 Wn)Ap(E,A)
since (D˜1
i
D˜2
j
dm2 Wn)Ap(E,A) is a simple Ap(E,E)-module by Lemma 9.1.
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Next, we prove that (D˜1
i
D˜2
j
dm+12 H
∗(A))Ap(E,A) does not have a submodule
which is isomorphic to Di1D
j
2v
mCnMm. In particular this implies that
(D˜1
i
D˜2
j
dm2 Wn)Ap(E,A) = D
i
1D
j
2v
mCnMm.
Assume that there exists an Ap(E,E)-submodule of (D˜1
i
D˜2
j
dm+12 H
∗(A))Ap(E,A)
isomorphic to Di1D
j
2v
mCnMm. Then some submodules of D
i
1D
j
2v
m+1Sm+1H∗(E)
is isomorphic to Di1D
j
2v
mCnMm. Then, as a GL2(Fp)-module, vS
m+1H2r(E) has
a submodule which is isomorphic to Sm where
r =
1
2
(degCnMm − deg vSm+1)
= n(p− 1) + (p+m− 1)− (p+m+ 1) = n(p− 1)− 2.
But this contradicts to Lemma 4.6 and so the proof is completed. 
Corollary 9.3. (1) We have
DA{D2N0} ≃
⊕
S(E,A, S(A)p−1)
and the quotient module
H∗(E)/DA{D2N0}
has no simple subquotient module which is isomorphic to S(E,A, S(A)p−1).
(2) Assume that 1 ≤ m ≤ p− 2. Then
DA{vmNm} ≃
⊕
S(E,A, S(A)p−1 ⊗ detm)
and the quotient module
H∗(E)/DA{vmNm}
has no simple subquotient module which is isomorphic to S(E,A, S(A)p−1⊗detm).
Proof. (1) By Lemma 9.1 and Proposition 9.2, DA{D2N0} is isomorphic to a di-
rect sum of S(E,A, S(A)p−1). Since H∗(A)/D˜A{⊕p−1n=0D˜2Wn} has no simple sub-
quotient which is isomorphic to S(A,A, S(A)p−1) by Proposition 5.7, it follows
that H∗(E)/DA{D2N0} has no simple subquotient module which is isomorphic to
S(E,A, S(A)p−1) by Corollary 3.3. This completes the proof of (1) since
D˜A{
p−1⊕
n=0
D˜2Wn}Ap(E,A) = DA{D2N0}
by Proposition 9.2. The proof of (2) is similar to the proof of (1). 
Remark 9.4. We consider dq2S(A)
i for 0 ≤ i ≤ p − 2 and q > 0. This is
a simple Ap(A,A)-submodule of H
∗(A) with minimal subgroup A. Let F =
dq2S(A)
iA(−, A). Since
TrEA(d
q
2S(A)
i) = 0,
we have that F (E) = 0 and in particular, SA,S(A)i⊗detq (E) = 0. Hence there exists
no simple Ap(E,E)-module corresponding to S(A)
i ⊗ detq for 0 ≤ i, q ≤ p− 2.
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10. Cohomology of stable summands
By results in section 8 and section 9, we have the following classification of simple
Ap(E,E)-modules.
Proposition 10.1 ([6]). Up to isomorphisms, the simple Ap(E,E)-modules are
given as follows.
(1) S(E,Q,Ui) (0 ≤ i ≤ p− 2),
dimS(E,Q,Ui) =
{
p+ 1 (i = 0)
i+ 1 (1 ≤ i ≤ p− 2).
(2) S(E,A, S(A)p−1 ⊗ detq) (0 ≤ q ≤ p− 2),
dimS(E,A, S(A)p−1 ⊗ detq) = p+ 1.
(3) Simple FpOut(E)-modules, namely,
S(E,E, Si ⊗ deti) (0 ≤ i ≤ p− 1, 0 ≤ q ≤ p− 2).
(4) The one dimensional module with trivial minimal subgroup.
Recall that Mi = CS
i + T i and Ni = ⊕0≤j≤p−1CjMi for 0 ≤ i ≤ p − 2, where
S0 = Fp and T
0 = Sp−1.
Let S be a simple Ap(E,E)-module and let e be an idempotent in Ap(E,E) such
that Se = S and S′e = 0 for any simple Ap(E,E)-module S
′ which is not isomorphic
to S. We shall obtain an Fp-subspace W of H
∗(E) such that the multiplication by
e induces isomorphism
W
∼−→We = H∗(E)e.
In general, W is not necessarily an Ap(E,E)-submodule. But for simple mod-
ules with minimal subgroup A, we see that W is an Ap(E,E)-submodule and the
equality W =We holds.
By Proposition 8.2 and 8.4, we have the following.
Theorem 10.2. Let Q ≤ E, |Q| = p and Ui (0 ≤ i ≤ p−2) be simple kQ-modules.
Let e be an idempotent corresponding to the simple Ap(E,E)-module S(E,Q,Ui).
Then
W
∼−→We = H∗(E)e
where
W =
{
Fp[C]{M0} = Fp[C]{FpC + Sp−1} (i = 0)
Fp[C]{Si} (1 ≤ i ≤ p− 2).
Proof. Since we have the following decompositions into Fp-subspaces,
CA{M0} = Fp[C]{M0} ⊕ CA{VM0}
and
Zi = Fp[C]{Si} ⊕ CA{viM0 + VMi}
the result follows from Proposition 8.2 and 8.4. 
Similarly, by Corollary 9.3, we have the following.
Theorem 10.3. Let e be an idempotent in Ap(E,E) corresponding to the simple
Ap(E,E)- module S(E,A, S
p−1 ⊗ detq). Then
H∗(E)e =
{
DA{D2N0} (q = 0)
DA{vqNq} (1 ≤ q ≤ p− 2).
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Next, we consider simple Ap(E,E)-modules which corresponds to simple FpOut(E)-
modules. First, we consider simple modules detq and Sp−1 ⊗ detq.
Theorem 10.4. (1) Let e be an idempotent corresponding to the trivial Ap(E,E)-
module. Then
H∗(E)e = DA+e ≃ DA+.
(2) Let 1 ≤ q ≤ p − 2. Then there exists an idempotent e corresponding to the
simple Ap(E,E)-module S(E,E, det
q) such that
H∗(E)e = CA{vq}e ≃ CA{vq}.
(3) Let e be an idempotent corresponding to the simple Ap(E,E)-module S(E,E, S
p−1).
Then
H∗(E)e = DA{V Sp−1}e ≃ DA{V Sp−1}.
(4) Let 1 ≤ q ≤ p − 2. Then there exists an idempotent e corresponding to the
simple Ap(E,E)-module S(E,E, S
p−1 ⊗ detq) such that
H∗(E)e = CA{vqSp−1}e ≃ CA{vqSp−1}.
Proof. (1) Let e be an idempotent corresponding to the trivial Ap(E,E)-module.
Since direct summands in (7.4.2), (7.4.3) and (7.4.4) have no simple subquotient
module which is isomorphic to S(E,E,Fp) by Corollary 7.10, 7.12 and 7.14, it
follows that H∗(E)e = CA{Fp+Sp−1}e. By Corollary 7.7 and Lemma 2.1, we have
H∗(E)e = Fp[D1]
+e⊕ DA{D2}e ≃ Fp[D1]+ ⊕ DA{D2} = DA+.
(2) If S is a simple Ap(E,E)-module such that S has a composition factor isomor-
phic to detq as a GL2(Fp)-module, then S ≃ S(E,E, detq). Hence if e is an idem-
potent in FpGL2(Fp) corresponding to the simple FpGL2(Fp)-module det
q, then e
is an idempotent corresponding to the simple Ap(E,E)-module S(E,E, det
q). It
follows that
H∗(E)e = H0,q = CA{vq}
by Corollary 4.5.
(3) Let e be an idempotent corresponding to the simple Ap(E,E)-module S(E,E, S
p−1).
Then, by Corollary 7.7, 7.10, 7.12, 7.14 and Lemma 2.1, we have
H∗(E)e = DA{V Sp−1}e = DA{V Sp−1}.
(4) As in the proof of (2), if e is an idempotent in FpGL2(Fp) corresponding to
Sp−1⊗detq, then e is an idempotent corresponding to S(E,E, Sp−1⊗detq). Hence
it follows that
H∗(E)e = Hp−1,q = CA{vqSp−1}.
by Corollary 4.5. 
Let us consider remaining simple FpOut(E)-modules, that is, S
i ⊗ detq for 1 ≤
i ≤ p− 2, 0 ≤ q ≤ p− 2.
Theorem 10.5. Let 1 ≤ i ≤ p− 2 and 0 ≤ q ≤ p− 2. Let
S = Sivq, T = T p−i−1vs
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where s ≡ i + q (mod p− 1), 0 ≤ s ≤ p− 2. Then there exists an idempotent e in
Ap(E,E) which corresponds to S(E,E, S
i ⊗ detq) such that H∗(E)e = We ≃ W
for the following Fp-subspace W :
CA{V S} ⊕ DA{V T } (q ≡ 2i ≡ 0)
CA{V S} ⊕ CA{T } (q ≡ 0, 2i 6≡ 0)
DA{S} ⊕ DA{V T } (i = q, 3i ≡ 0)
DA{S} ⊕ CA{T } (i = q, 3i 6≡ 0)
CA{S} ⊕ DA{V T } (q 6= 0, i 6= q, q + 2i ≡ 0)
CA{S} ⊕ CA{T } (q 6= 0, i 6= q, q + 2i 6≡ 0)
where ≡ means equivalent modulo p− 1.
Proof. Let f be an idempotent in FpGL2(Fp) which corresponds to the simple
FpGL2(Fp)-module S
i ⊗ detq. Since
S(E,E, Si ⊗ detq) ≃ Si ⊗ detq
as FpGL2(Fp)-modules, there exists an idempotent e in Ap(E,E) which corresponds
to the simple Ap(E,E)-module S(E,E, S
i ⊗ detq) such that fe = ef = e. Note
that S(E,E,L)(f − e) = 0 for any simple FpGL2(Fp)-module L. Since
H∗(E)f = CA{S}f ⊕ CA{T }f ≃ CA{S} ⊕ CA{T }
by Corollary 4.5, it follows that
H∗(E)e = CA{S}e⊕ CA{T }e.
First, we consider CA{S}e. Assume q = 0. Then
CA{S} ⊂ Fp[V ]{V S}+ Zi
where Zi = Fp[C]{S}+CA{viM0+VMi} as in Proposition 7.9. By Corollary 7.10
and Lemma 2.1, we have
(Fp[V ]{V S}+ Zi)e = Fp[V ]{V S}e+ CA{viM0 + VMi}e
≃ Fp[V ]{V S}+ CA{viM0 + VMi}e.
Since every composition factor of CA{viM0 + VMi} has minimal subgroup E by
Corollary 7.10, it follows that
CA{viM0 + VMi}e = CA{viM0 + VMi}f
= CA{CV S}f = CA{CV S}.
Hence, if q = 0, then
CA{S}e ⊂ Fp[V ]{V S}e⊕ CA{CV S}
= CA{V S}e ≃ CA{V S}
and
CA{S}e = CA{V S}e ≃ CA{V S}.
Assume i = q. Then
CA{S} = DA{
p−1∑
j=0
Cj+1S} ⊕ DA{S}
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and we have
DA{
p−1∑
j=0
Cj+1S} ⊂ DA{viNi}
DA{S} ⊂ DA{vi(Si + V T i)}.
Since DA{viNi}e = DA{vi(Si+V T i)}(f−e) = 0 by Corollary 7.12 and CA{S}f =
CA{S}, we have
CA{S}e = DA{S}e = DA{S}.
Assume q 6= 0 and i 6= q. Then CA{S}(f − e) = 0 by Corollary 7.14. Hence we
have
CA{S}e = CA{S}f = CA{S}.
Next, we consider CA{T }e. Assume q + 2i ≡ 0. Then
CA{T } = DA{
p−1∑
j=0
CjT } ⊕ DA{V T }
and we have
DA{
p−1∑
j=0
CjT } ⊂ DA{vp−1−iNp−1−i}
DA{V T } ⊂ DA{vp−1−i(Sp−1−i + V T p−1−i)}
since s = p− 1− i. Since
DA{vp−1−iNp−1−i}e = DA{vp−1−i(Sp−1−i + V T p−1−i)}(f − e) = 0
by Corollary 7.12 and CA{T }f ≃ CA{T }, we have
CA{T }e = DA{V T }e ≃ DA{V T }.
Assume q + 2i 6≡ 0 and i+ q ≡ 0. Then by Corollary 7.10 and Lemma 2.1,
(Fp[C]{T }+ Zp−1−i)e = Fp[C]{T }e⊕ CA{vp−1−iM0 + VMp−1−i}e
= Fp[C]{T }e⊕ CA{V T }e
≃ Fp[C]{T } ⊕ CA{V T }.
Hence we have
CA{T }e ≃ CA{T }.
Finally, assume q + 2i 6≡ 0 and i+ q 6≡ 0. Then
CA{T } ⊂
∑
1≤j 6=r≤p−2
CA{vr(Sj + T j)}
since p− 1− i 6= s. Hence CA{T }(f − e) = 0 by Corollary 7.14 and in particular,
we have
CA{T }e = CA{T }f ≃ CA{T }.
This completes the proof. 
By these results, we can describe the cohomology of stable summands of BE.
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Definition 10.6. Let XM be an indecomposable stable summand of BE corre-
sponding to a simple right Ap(E,E)-module M . Let X(M) be the sum of inde-
composable summands equivalent to XM in the complete stable splitting of BE.
Let e be an idempotent in Ap(E,E) corresponding to M , namely, M = Me and
M ′e = 0 for a simple Ap(E,E)-module which is not isomorphic to M . Let
H∗(X(M)) = H∗(E)e.
Let Xi,q = XS(E,E,Si⊗detq) and X(i, q) = X(S(E,E, S
i⊗detq)) for 0 ≤ i ≤ p−1
and 0 ≤ q ≤ p− 2. Note that X(i, q) ∼ (i + 1)Xi,q. Moreover we write
X(E,A, q) = X(S(E,A, Sp−1 ⊗ detq))
and
X(E,Q, q) = X(S(E,Q,Uq)).
Corollary 10.7. We have the following isomorphisms:
H∗(X(0, 0)) ≃ DA+
H∗(X(0, q)) ≃ CA{vq}
H∗(X(p− 1, 0)) ≃ DA{V Sp−1}
H∗(X(p− 1, q)) ≃ CA{vqSp−1} (1 ≤ q ≤ p− 2).
Proof. This follows from Theorem 10.4. 
Corollary 10.8. Let 1 ≤ i ≤ p− 2 and 0 ≤ q ≤ p− 2. Let
S = Sivq, T = T p−i−1vs
where s ≡ i+ q (mod p− 1), 0 ≤ s ≤ p− 2. Then H∗(X(i, q)) is isomorphic to the
following subspace:
CA{V S} ⊕ DA{V T } (q ≡ 2i ≡ 0)
CA{V S} ⊕ CA{T } (q ≡ 0, 2i 6≡ 0)
DA{S} ⊕ DA{V T } (i = q, 3i ≡ 0)
DA{S} ⊕ CA{T } (i = q, 3i 6≡ 0)
CA{S} ⊕ DA{V T } (q 6= 0, i 6= q, q + 2i ≡ 0)
CA{S} ⊕ CA{T } (q 6= 0, i 6= q, q + 2i 6≡ 0)
where ≡ means equivalent modulo p− 1.
Proof. This follows from Theorem 10.5. 
Corollary 10.9. We have the following isomorphisms:
H∗(X(E,A, q)) ≃
{
DA{D2(
⊕p−1
j=0 C
j(FpC + S
p−1))} (q = 0)
DA{vq(⊕p−1j=0 Cj(CSq + T q))} (1 ≤ q ≤ p− 2)
H∗(X(E,Q, i)) ≃
{
Fp[C]{FpC + Sp−1} (i = 0)
Fp[C]{Si} (1 ≤ i ≤ p− 2).
Proof. This follows from Theorem 10.2 and 10.3. 
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