The identification of phases of matter is a challenging task, especially in quantum mechanics, where the complexity of the ground state appears to grow exponentially with the size of the system. We address this problem with state-of-the-art deep learning techniques: adversarial domain adaptation. We derive the phase diagram of the whole parameter space starting from a fixed and known subspace using unsupervised learning. The input data set contains both labeled and unlabeled data instances. The first kind is a system that admits an accurate analytical or numerical solution, and one can recover its phase diagram. The second type is the physical system with an unknown phase diagram. Adversarial domain adaptation uses both types of data to create invariant feature extracting layers in a deep learning architecture. Once these layers are trained, we can attach an unsupervised learner to the network to find phase transitions. We show the success of this technique by applying it on several paradigmatic models: the Ising model with different temperatures, the Bose-Hubbard model, and the SSH model with disorder. The input is the ground state without any manual feature engineering, and the dimension of the parameter space is unrestricted. The method finds unknown transitions successfully and predicts transition points in close agreement with standard methods. This study opens the door to the classification of physical systems where the phases boundaries are complex such as the many-body localization problem or the Bose glass phase.
I. INTRODUCTION
The intersection of many-body physics and machine learning is an emergent area of research that has produced spectacular successes in a short span of time. Generative machine learning models are able to represent the many-body wave function even with long-range correlations [1] [2] [3] [4] [5] [6] [7] , tensor networks commonly used in manybody physics are also useful for machine learning [8, 9] , and machine learning is effective in studying phase transitions in many-body systems [10] [11] [12] [13] [14] [15] [16] [17] [18] . This latter direction is the one we pursue.
A phase diagram shows qualitative changes in manybody systems as functions of parameters in a physical system. The derivation of the phase diagram in terms of the parameters of the Hamiltonian could prove to be complex. It is already the case for non-interacting Hamiltonians where the addition of disorder or quasiperiodic disorder can lead to Anderson localization [19, 20] or to topological phase transitions [21, 22] . Even more surprisingly, the interplay of disorder and interactions can give rise to many body localization [23] . We can think of quantum states matching a particular choice of parameters as data instances with a label that is the corresponding phase. This approach provides a link to machine learning, where the task is to discriminate data instances with different labels. This can happen via supervised training, when the labels are known in advance, or via unsupervised training, when the labels are unknown. The latter is clearly harder, but it is also more interesting from a physics perspective, since it would allow us to map out an unknown phase diagram.
The feasibility of unsupervised training has already been demonstrated. For instance, using the entanglement spectrum of a many-body system, we can use different unsupervised methods to derive the phase diagram [11, 14, 15] . Latent representations in unsupervised methods were also shown to identify order parameters in phase transitions [10, 16, 17] . These approaches all used shallow learners and the feature space was either handcrafted (as in the case of using the entanglement spectrum) or it was the quantum state itself without further processing.
Deep learning revolutionized machine learning and artificial intelligence by providing automated means of extracting high-quality feature spaces from raw data [24] . Deep learning networks, however, struggle with the unsupervised scenario, and they are mainly applied in supervised problems. A body of work studied classical [12] and quantum [25] phase transitions, and even topological phases [26, 27] by deep architectures this way.
Since automated feature extraction is desirable to investigate more complex systems, a few recent works ventured into using unsupervised deep learning techniques for studying phase transitions. Boltzmann machines are a computationally expensive, but highly expressive method [28] , and computationally efficient feedforward convolutional neural networks (CNN) can be tweaked in some cases to perform unsupervised learning [29] .
In this work, we show that adversarial domain adaptation [30] unleashes the power of deep learning in a wide range of many-body physics problems to find the phase transition in an unsupervised manner. This approach avoids manual feature engineering and does not make assumptions about the input data, relying on deep learning to extract an expressive feature space. The unsupervised approach presented in Refs. [11, 15] is only viable for shallow networks as a deep neural network would be able to learn any mislabeled distribution with a high accuracy. Furthermore, deep approaches are much more efficient in computational resources as the network does not have to be retrained for every point in the parameter space and (a) Given a parametric Hamiltonian, we find the ground states of two different distributions. For one of them-the source-we know the labels. For the other one-the target-we do not. A convolutional neural network is used as a feature extractor. The final layer of the representation is fed into a domain and a label classifier to find the correct phase labelling and to identify which domain the data comes from, respectively. The gradient reverse layer adds a negative constant to the back propagation of the domain classifier, which makes the feature distributions of the two domains similar. (b) We send the unlabelled examples across the trained feature extractor, and feed the high-dimensional representation to unsupervised learning methods to identify the phase transition.
for a series of different labellings. This enables building much deeper neural networks for automated feature extraction and learning more complex distributions, and once the representation is extracted, the scheme is fully unsupervised. The core idea is letting a deep architecture develop an intuition on a physical problem, and transfer it to a different system. The simple form of this is called transfer learning, that is, training CNNs on one domain and finetuning them on another, and it is known to give good results. This is true even if the second domain only uses the feature extraction layers that were trained on the first domain, in combination with unsupervised learning [31] . A more focused approach is what we follow: we use a domain adversarial neural network (DANN)-also known as adversarial domain adaptation-where the feature extraction layers of a CNN are trained to be invariant between a supervised source data distribution and a potentially unsupervised target data distribution [30] .
A DANN consists of three parts: a feature extractor, a label predictor and a domain classifier (see Figure 1 and Section III for more details). The neural network is trained such that the feature representation of the two domains are invariant and the domain classifier cannot distinguish them anymore. The label classifier is only trained on the source data.
We predict the labels of the target distribution, after the training, by feeding the target states to the feature extractor and the label predictor, without the domain classifier, or apply unsupervised algorithms such as t-SNE [32, 33] , k-means clustering [34] or density-based spatial clustering of applications with noise [35] directly on the feature representation.
We demonstrate the technique by applying it on sev-eral paradigmatic models: the Ising model with different temperatures, the Bose-Hubbard model, the SSH model with disorder and long range interaction. 
II. RESULTS
We now apply our method to several paradigmatic models to benchmark its performance.
Ising model. We study the 2D square-lattice Ising model in the presence of a local random magnetic field [36] , H = −J <i,j> σ i σ j − j h j σ j ,, where σ i are classical spins, J is the interaction and h i ∈ [−h, h] are local random magnetic fields. The presence of random fields shifts the critical temperature T c associated to the phase transition. We generate sample of configurations for 20×20 sites with Monte-Carlo simulations. The phase transition for h = 0 can be found analytically and provides us a labeled source data. The configuration in the presence of random fields are the unlabeled target data. The phase transition found by the algorithm agrees with the literature [36] . We notice, however, that in this simple case, a convolutional neural network without domain adaptation has the same performance. In other words, elementary transfer learning suffices (see Appendix 1) . Bose Hubbard model. We then investigate the Bose-Hubbard model (Figure 2 (a)) with Hamiltonian
chemical potential µ, nearest-neighbor hopping J and on-site interaction strength U . This model experiences phase transitions at zero temperature from Mott insulating to superfluid phases [37] . The inputs of the neural network are the Gutzwiller coefficients [38] with a maximum number of bosons per site of n = 20. Here, since the data is one dimensional, the convolutional neural network is also one dimensional. An arbitrary line of the phase diagram at a fixed z J/U = 0.005 is labeled for all the values of µ with the help of the compressibility κ = ∂ n i /∂µ [39] . Here, z is the number of nearest neighbors of each site, which is two for the one dimensional case. The target samples are unlabeled states for a different value of z J/U = 0.1. After training on these sets, we apply the domain adaptation algorithm on states of the whole phase diagram. Results are presented in Figure 3 . The algorithm recovers the celebrated Mott lobes [37] and the predicted phase transitions match the ones obtained from the literature and the compressibility directly obtained from the coefficients (dashed line). At the tip of the first Mott lobe the phase transition occurs at J/U = 1/(5.8z) [37, 40] . For the higher Mott lobes the transition point is at around J/U = 4nz, wheren is the boson density and at the same time the number of the lobe. SSH model with disorder. The SSH model (Figure 2(b) ) is a one-dimensional-chiral model that exhibits topological properties: this system is characterized by a global topological invariant, the winding number. The latter predicts the number of protected edge states appearing at each edge of a finite size chain with open boundary conditions. We apply the DANN to study the phase diagram in the presence of disorder. In this case, the Hamiltonian of non-interacting spinless fermions reads
The disorder appears in the hopping parameters j 1,n = j 1 + W 1 ω n and j 2,n = j 2 + W 2 ω n , where ω n and ω n are randomly distributed numbers in the interval [−0.5, 0.5].
In the following, we set j 2 = 1. For this non-interacting system, the ground state is composed of all the eigenstates below the Fermi energy E F = 0 of a system of 64 sites. We find numerically the ground state with the help of exact diagonalization. The input data of the DANN is a matrix where each column is an eigenstate of the Hamiltonian below the Fermi energy. We generate source states for W = 0 and label them analytically [41] : the states in the trivial phase have label 0 and the states in the topological phase have label 1. We then generate target states in the presence of disorder W 1 = 2W 2 = W = 2 where the correct labeling is unknown.
We first apply the algorithm for the system with open boundary conditions. Figure 4 (a) shows the classifier output for different disorder strengths averaged on 1000 disorder realizations. We observe a shift of the topological phase transition for increasing disorder, which is in accordance with Ref. [22] . Furthermore, we compared the phase transitions points with the one obtained from the winding number defined in Ref. [22] , shown in Figure 4(b) . Remarkably, the DANN predicts precisely the transition point. We then focus on the case of periodic boundary conditions. Here, the classifier fails to accurately predict the phase transition. This is related to that, within periodic boundary conditions, the classifier has to find a global property of the bulk of the system. Nevertheless, we can still perform unsupervised learning directly on the feature representation. We first apply the t-SNE algorithm [32] which allows to reduce the dimension of the feature representation to two. Figure 5 shows the t-SNE plot for one realization of disorder W = 0.2. The trivial (circles) and topological states (triangles) form two clear separated clusters that can be labeled with k-means clustering. This method allows to find the phase transition with good accuracy. In the Appendix 4 we also show that transfer learning is applicable between two different models as the SSH and the Kitaev model. In this case transition learning works because both models show edge states with open boundary conditions. FIG. 5: (color) k-means clustering applied on the feature space of the DANN trained on SSH model with periodic boundary conditions. The shapes indicate the correct labeling, the colors show the labeling found by k-means. For periodic boundaries, the classifier of the trained DANN can not distinguish the phases of states with disorder. But if we apply k-means clustering on the low-dimensional embedding provided by t-SNE on the feature space, the labeling works well and the phase boundary can be found with an accuracy of j 1 /j 2 = ±0.01. This plot shows the t-SNE applied to SSH with periodic boundary conditions with disorder strength W = 0.2 SSH model with long range hopping. We now consider the SSH model with nearest-neighbor hopping j 1 and j 2 and third-nearest neighbor hopping j 3 and j 4 , as shown in Figure 2 (c) (See also Appendix 3). In this case, the phase diagram becomes richer with higher winding numbers [42] . Our purpose is to see whether our scheme allows one to predict unseen phases. As before, we generate source states for the SSH model for j 2 = 1, j 3 = j 4 = 0 and label them analytically with windings 0 and 1. We then produce target states for the SSH with long range hopping for j 2 = j 1 = 1 and j 3 = 0. Although the classifier has been trained to distinguish data points with windings 0 and 1, it accurately detects phase transitions between trivial and topological phases, as shown in Figure 6 (a) (solid line). Furthermore, when analyzing the feature space directly, we find clustering of the different phases and k-means can predict the labels of the topological trivial phase (ν = 0) with high accuracy. The transition between winding numbers ν = 1 and ν = 2, on the other side, is not accurate close to the phase transition, as shown in Figure 6 (a) (dashed line). Nevertheless, far from the phase transition, the k-means algorithm labels the phases correctly. We can see that there is a mislabeling at the boundary between ν = 1 and ν = 0. In color are the effective winding numbers. j 1 and j 2 are the nearest neighbor hopping terms, j 3 and j 4 are the third nearest neighbor hopping terms. In the right panel is the SSH Long Range feature space classification via k-means and graphical embedding by t-SNE. The shapes indicate the correct labeling, the colors show the labeling found by k-means.
III. METHODS
To ensure the reproducibility of our results, we made the source code available under an open source license [43] [44] .
Unsupervised learning with domain adversarial neural networks The domain adversarial neural network (DANN) consist of three parts, the feature extractor G f (x, Θ f ), the label predictor G y (x , Θ y ) and the domain classifier G d (x , Θ d ) (see Figure 1) . The labeled input data of the well known model is called the source distribution S = {(x s , y s )}, where the distribution of the unknown model, without labels, is called the target distribution T = {x t }. Our goal will be to predict the labels y t for given inputs x t of our target distribution. To distinguish whether the input x i is coming from the source or target distribution, we introduce the domain label d i , which is d i = 0 if x i is from our source distribution or d i = 1 if x i is from the target distribution. During the training of the DANN, we feed the input x ∈ S ∪ T into the feature extractor where it is mapped to a highdimensional feature vector f = G f (x, Θ f ).
The feature extractor consists of convolutional neural networks, composed of many different filters. Compared to a fully connected neural network, in a CNN, for each filter only a small amount of weights are trained, defining a receptive field that is slid across the whole image.
After a convolutional layer, we apply a max-pooling layer to further reduce the dimensionality of the input. This is achieved by forwarding the maximum value of a fixed-sized tiling window that scans the image.
Following a series of convolutional and pooling layers, we obtain an abstract, high-level feature representation. The feature vector f is fed into the label predictor G y (f , Θ y ) to output the labels y and into the domain classifier
Since there is only labeled data for the source part of the input x, the loss of the label predictor can only be calculated by the source part of the feature vector f .
The loss of the domain classifiers can be calculated on the full input S ∪T . The general idea about a DANN is to find during the training the parameters Θ f of the feature extractor that maximize the loss of the domain classifier. This therefore means that the two feature distributions are made as similar as possible. Simultaneously, the parameters of the domain classifier Θ d that minimize the domain loss, have to be found. For the label predictor output the training is similar except that both parameters Θ f and Θ y should minimize the loss. As described in [30] , this can be achieved by introducing a gradient reversal layer between the domain classifier and the feature extractor, which changes the sign of the gradient of the loss function. The training results in a feature vector that cannot be distinguished by the domain classifier.
To predict the labels of the target distribution, we can either apply the label predictor or directly use unsupervised methods as t-SNE or k-means on the feature representation.
Neural Network The feature extractor of our DANN consists of two convolutional layers with each 32 filters. For two dimensional inputs (SSH), the receptive field size is 3×3 and the pooling size is 2×2. For the Bose Hubbard model we choose one dimensional convolutional networks with a receptive field of length 3 and pooling size 2. The activation functions for the convolutional layers are rectified linear units (ReLUs). The label predictor and the domain classifier are built in the same way: they contain 128 hidden ReLU neurons and 2 softmax output neurons. The difference between them is the gradient reversal layer between the feature extractor and the domain classifier. The input size in 2D is, for every model, 64 × 64 and for the one dimensional Gutzwiller coefficients, the input size is 21.
Input Data We produced the input data via different approaches dependent on the model. The SSH can be diagonalized exactly. The input data for the DANN are the fermionic ground states, which are the states with negative energy eigenvalues and the zero energy state. We arrange these states in a matrix, where the eigenstates are the columns. Because of practical reasons we use the states two times to have a square matrix of the size 2N × 2N , where N is the system size.
The configurations of the 2D-Ising model were found via Monte Carlo methods. The input data of the DANN is simply the square lattice configuration.
For the Bose Hubbard model we choose the Gutzwiller ansatz to go to reasonable system sizes [38] . The maxi-mum boson number per site is fixed at n max = 20. We calculate the Gutzwiller coefficients for every configuration (J, U, µ), via simulated annealing. Since our input data in this case is a 1D vector of coefficients, we use 1D convolutional layers instead of a 2D one.
IV. CONCLUSION
As humans, we often gain an intuition on a physical system using a special case that is analytically or numerically easy to treat. Then we generalize the insights to the more complex cases. Domain adaptation captures this idea: a deep learning system extracts intuition on a well-understood system and applies it to a more perplexing one. This is a subtle, targeted application of machine learning, with the explicit purpose of avoiding brute force numerical methods. We demonstrated the applicability of the method on several paradigmatic models: the 2D Ising model, the Bose Hubbard model and the SSH model. The phase diagram found by the algorithm is in very good agreement with the one obtained with standard methods and even with analytical calculations. Therefore it allows the characterization of classical, quantum and topological phase transitions. Furthermore, the algorithm can even predict new phases as shown in the long-range SSH model. In future studies, we will focus on interacting Hamiltonians, Bose glass and many-body localization.
with the classical spin representation σ i ∈ {−1, 1}, the interaction J and the magnetic field h i . This model has a well known phase transition at the temperature T ≈ 2.27J for h i = 0. If we apply a noisy random magnetic field according to Ref. [36] the critical temperature shifts to lower values for increasing h. We first sample lattice configurations { s h=0 } from Monte Carlo simulation for zero magnetic field and different temperatures.
Since the critical temperature of the phase transition is well known, we can label this configurations accordingly. The configurations with magnetic field are again provided by Monte Carlo techniques, whereas the magnetic field is randomly drawn from {−h, h} for each site and each Monte Carlo sampling step. We notice however that, in this case, the domain adaptation is not necessary to find the phase transition. A convolutional neural network can already learn the Ising order parameter, which is essentially the sum over all spins. Therefore a CNN that is trained on { s h=0 } can already extract the features of Ising configurations { s h=1.5 } without any fine-tuning for transfer learning. Figure 7 shows the output of our neural network where we did not apply domain adaptation. The effective phase boundary of the produced states can be calculated via the compressibility ∂ n /∂µ, which is equal to 0 in the Mott phase and is different from 0 in the super fluid phase. Whereas n = i n i is the sum over the thermal averages of the occupation number of each site. Besides that the particle number is constant in the Mott phase, we also know that it has integer values for each Mott lobe.
b. Generation of the data Figure 3 has been found by the DANN with the labeled source data along the line J = 0.005. The target has been chosen arbitrarily to be along J = 0.1. After training the DANN, we can feed Gutzwiller coefficients calculated from any point in the parameter space into the DANN and we find the phase diagram. We want to emphasize here that this figure is the direct output of the DANN for Gutzwiller coefficients calculated for a 100 × 100 grid in the parameter space (µ/U, J/U ) averaged over 20 realizations without further data processing. The noise of the output comes from the way the Gutzwiller coefficients are calculated. The simulated annealing we used is a stochastic method and can sometimes get stuck in a local minimum.
SSH Long Range
If we also consider third-nearest neighbor hopping j 3 and j 4 in the SSH model, additionally to the winding numbers ν = 0, 1, we can also obtain winding number ν = ±1, ±2 [42] . If we fix j 1 = j 2 = 1 and j 3 = 0 we can find phase transitions ν = 1 → 0 at j 4 = 0 and ν = 0 → 2 at j 4 = 1.
Kitaev model for spinless fermions
In the SSH model, we can find phase transition by adapting the domain from a well understood case (without disorder) to an unknown case (with disorder). The next step will be to show that domain adaptation under certain restrictions even works within two different models. For this case we study the Kitaev model for spinless fermions, which is an important prototypical example for topologically protected edge states. The 
with the hopping parameter t, the pairing ∆ and the chemical potential µ. For simplicity, we choose t = ∆. In this case the ground state has a phase transition from a topologically trivial phase for |µ| > 2t, to a nontrivial phase at |µ| < 2t. Again we choose the fermionic ground states of the SSH model without disorder to be our source input of the DANN and the ground states of the Kitaev model are the target input.
The domain adaptation from the SSH to the Kitaev model works, because they both have topological phases with edge states. Figure 8(a) shows the label prediction of the trained DANN of the Kitaev input instances.
The label prediction shows a clear phase transition, but it is slightly shifted with respect to the analytical predictions. The accuracy of the transition point can be improved with bigger system sizes. In Figure 8 (b), we analyze directly the feature space via k-means algorithm for a system size N = 64 and find the transition point with an error of ∆µ/t = −0.01. The direct evaluation of the feature space leads to better results than the DANN classifier. This is due to the fact that the DANN classifier never was trained on the target distribution. The effective phase transition occurs at µ/t = |2|. The k-means algorithm finds almost all labels correctly (colors). We obtain an error of ∆µ/t = −0.01. The spatial clustering has been done by the t-SNE method.
