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The extended quadratic residue codes are known to be invariant under a 
monomial action by the projective special linear group, an action whose 
permutation part is the ordinary action on the projective line [3, Theorem 3.11 
(see also [7], [15], [16]). Th e re p resentations of the special linear group that 
arise from the codes are among those constructed in [20] (the group coinciding 
with the symplectic group in the two-dimensional case). It was thought that 
the algebraic framework used in [20] to produce these representations could 
also serve as a starting-point for the codes, thus giving the codes and the 
group action at the same time. The purpose of the present paper is to sub- 
stantiate that thought. 
Here is an outline of the paper and its main results: let V be a vector 
space of even dimension 2n over the finite field GF(p), 4 a power of an odd 
prime, and let V be endowed with a non-degenerate symplectic (skew- 
symmetric) form. Let Q(V) be the corresponding symplectic group on V. 
An algebra A was constructed in [20] that is basically a twisted group algebra 
of V over a suitable ring, and from A certain representations of Sp( V) were 
obtained. Section 1 summarizes these results. In Section 2 several functions 
arising in that development are calculated more explicitly. Their values 
involve the constant p of 2.1: p2 = 6q, with Q E 6 (mod 4), 6 = 51. 
To each maximal isotropic subspace of V corresponds a distinct idem- 
potent of A, and the set I of these idempotents is central to the formation 
of the codes. The multiplication of these idempotents is also considered in 
Section 2, the most frequently used result being the Lemma 2.3. (2.6 deals 
with the characters of the representations.) 
If the symplectic form is scaled by a non-square of GF@), one obtains 
another algebra A’, and its relation to A is the subject of Section 3. 
Section 4 contains the construction of the codes and a monomial action 
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of Sp( I’). The codes are taken with coefficients in certain fields K of charac- 
teristic prime to Q; and their main features are as follows: 
(i) The members of I are used as labels for the basis elements of the 
space containing the codes (the basis element corresponding to the idem- 
potent a in I is labeled u*). The length of the codes is then (Q + l)($ + 1) ... 
(q” + I), the size of I. 
(ii) On this space Sp( I’) has a monomial action (with coefficients &l). 
That action is obtained after 4.2, and its permutation part is that by which 
Q(V) permutes the maximal isotropic subspaces. (When n = 1 the set of 
maximal isotropic subspaces is just the projective line over GF(q).) 
(iii) The sequence of results, 4.4 to 4.8, finishes with the production of 
two codes C, and C, in the above space. Each has dimension i(qn + 1) and 
corresponds to a representation found in [20]; in particular, C, and C, are 
invariant under the monomial action of Sp( I’). Moreover, there is a monomial 
transformation exchanging C, and C, (4.7, 4.10). 
(iv) Spanning sets are given for the codes in 4.9. Their actual computa- 
tion involves the calculations of Section 2, and in 6.2 these are carried out 
completely for n = 1. 
(v) 4.10 deals with the requirements on the field K. Depending on 4, 
the smallest field that will serve is either a prime field or a quadratic extension 
of one. 
When 11 = 1 and 4 is a prime, the codes essentially become the usual 
extended quadratic residue codes (6.2). We propose the codes given here as 
an alternative presentation for those codes. 
Section 5 makes use of the natural inner product on the ambient space of 
the codes (it is invariant under the monomial action of 5’p( I’)). Under this 
product, C, and Ca are either self-orthogonal or orthogonal to one another 
(5.1). In the material following 5.2, the transitivity properties of Q(V) on I 
are used to obtain 5.3, which gives restrictions on weights in the codes. The 
Corollary 5.5 is the well-known “square-root” bound for extended quadratic 
residue codes. Moreover, the minimum weight of the codes for general n 
comes out to be bounded below by a function roughly of the order of magni- 
tude of &Is. 
Two applications of the constructions for n = 1 are presented in Sections 6 
and 7. In Section 6, the codes obtained when q = 9 are used to produce a 
subgroup isomorphic to PI’L(2,9) of the Mathieu group M,, taken as the 
automorphism group of an Hadamard matrix. Section 7 examines the codes 
arising when q is a square (still rz = 1). They turn out to be majority-logic 
decodable in one step (7.4). When the field K used for the representations is 
GF(2), these codes become the majority-logic decodable codes constructed 
152 HAROLD N. WARD 
by Delsarte in [8] from finite inversive planes. The section also discusses 
quasi-cyclic properties of the codes. 
We have not given any applications for the codes when n > 1; nor have 
we discussed one of the most interesting uses of quadratic residue codes, 
the construction of designs. In [3], the main theorem there is applied to 
obtain 5-designs from certain extended quadratic residue codes. The multiple 
transitivity of the projective special linear group on the projective line leads 
to less spectacular designs whose existence, however, does not depend on 
numerical coincidences. Just as in Theorem 4.1 of [3], the codes produced 
here for rz = 1 will give 2-designs (for each weight-class of code words) and 
even 3-designs if in addition 4 = - 1 (mod 4). 
The notation introduced is meant to be cumulative and is basically that 
of [20]. The size of a set X is denoted 1 X 1. The characteristic of a ring R 
is written char R, and Z and Q stand for the integers and the rationals. 
Finally, in sums we have usually indicated the range of summation by a 
parenthetical statement (often one of set membership) close after the sum. 
For properties of symplectic spaces, see [ 1, Chapter III]; and for other 
algebraic background we might recommend Godement’s “Algebra,” as well 
as certain parts of [7]. 
1. RESULTS ON REPRESENTATIONS OF SYMPLECTIC GROUPS 
In this section we summarize some of the material of [20]: let 1’ be a 
vector space of even dimension 2n over the finite field GF(q), 4 odd; suppose 
that E’ is endowed with a non-degenerate symplectic form 4. Let R be an 
integral domain in which p, the prime of which 4 is a power, is invertible. 
Assume in addition that R contains a primitive p-th root of unity, say E. 
Then let f, mapping V x r/’ to the set of powers of E, be given by 
f (x, y) = ctr~(w), 
where tr is the trace function from GF(q) to GF(p). Let A be the twisted 
group algebra of V over R based on f; that is, A is a free R-module with 
the symbols (x), x E V, as basis. Multiplication in A is given by 
W(Y) = f (x9 .?%” + Y) 
extended linearly. Then [20] contains the following results: 
1. A is isomorphic to the full qn by q” matrix ring over R. If W is a 
maximal isotropic subspace of 17, then e = qdn x (X)(X E W) is an idempotent, 
and ,4e has as an R-basis the elements (y)e, where y runs over any subspace 
complementary to It’. 
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2. Let Sp(V) d enote the symplectic group on V relative to $. For 
g E Sp( V) the mapping of A defined by (x) + (xg), extended linearly, is an 
automorphism of A. This automorphism is also given by the conjugation 
a+ s(g)-’ as(g) for an element s(g) defined as follows: set V(g) = 
(xg - x 1 x E V}. Thenf(xg, X) depends only on .vg - X, and 
Q) = Cf(xg, X)(Y) (y = xg - x E V(g)). 
One has s(gh) = p(g, h) s(g) s(h) for a certain unit p(g, h) in R, and the 
map g - s(g) produces a projective representation (of degree qn) of Sp( I’). 
3. Let j = q-a~(-1); i is an involution. If C is the centralizer of i in A, 
then C is the R-submodule spanned by (0) and the elements (x) + (-x), 
x E V. The centralizer of C is in turn the R-span of the s(g), g E Sp( V). 
Ce is invariant under left multiplication by s(g), and Ce is a free R-module 
of rank &(q” + 1). If then d is the determinant for left multiplication on Ae 
and dl that on Ce, the function v on Sp( V) given by 
m = 44w 4w 
has the property that p(g, h) = q(gh)-l v(g) 7(h). Thus with t(g) = q(g) s(g), 
the map g -+ t(g) produces an ordinary representation of Sp( V). The action 
of Sp(V) (by left multiplication by the elements t(g)) on Ae/Ce (whose 
R-rank is &(q” - 1)) is absolutely irreducible; and if char R # 2, so is that 
on Ce. When char R = 2, Ce contains a copy of AelCe. 
4. This construction is functorial for R in the sense that, if R, and R, 
are two domains satisfying the hypotheses for R, with primitive roots or 
and l s , and we have a homomorphism of RI to R, taking l r to l s , then we 
obtain a homomorphism for the algebras preserving the constructions above 
(provided the same maximal isotropic subspace IV is used in both cases, 
although 71 is independent of that choice). Similarly if RI is a subdomain of 
R, (with or = E.J the construction extends by extension of scalars (tensor 
product). 
2. PRELIMINARY COMPUTATIONS 
Let < be a primitive p-th root of unity in the complex field. Let R be the 
set of members of Q(E) whose denominators are powers of 1 - E. Since 
1 - E generates the prime ideal divisor of p, R is Z[E] localized at all primes 
other than that one [21, especially Section 7-41. That is, R isZ[E] “rationalized 
at p.” R has the arithmetic of Z[c] with p left out. The point is that, by result 4 
above, we may do the computations to follow in R; and then for other rings 
either extend R or take a homomorphic image, thereby obtaining the correct 
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results in those cases from the present one. In addition, R is invariant under 
complex conjugation (denoted by -). Thus on A we have the involutory 
anti-automorphism 7 given by 
for which t(g)’ = t(g)-’ for g E Sp( V) [20, Section 41. 
Let x be the quadratic character on GF(q): ,v(.r) = 1 if x is a non-0 square, 
-1 if x is a non-square (and 0 if N = 0). Set (once and for all) 6 = ~(-1). 
2.1. LEMMA. Let p = x &r(re) (x E GF(q)). Then ,02 = 6q; and if y is a 
non-square, x dr(~xs) = -p. 
Proof. This classical result can be proved by writing out p2 and using 
[lo, Section 641 (dealing with how many times something in GF(q) is a 
sum of two squares) along with the fact that 1 ctrr = 0. The statement 
involving -p comes from this last equation. 
An extension of this is 
2.2. LEMMA. Let Q be a quadratic form on a finite dimensional space X 
over GF(q). Let Y be the radical of Q and let D be the disaiminant of the form 
produced by Q on X/Y. Then 
1 $0(z) = x(D) pdimx/” j Y 1 (the sum over X). 
(Thesumisjust 1 Y( ;fX= I’.) 
Proof. Since Q is diagonalizable on X/Y (in fact, on X) [ 10, Section 1681, 
this follows from 2.1. Note that the right side is of the form +p”, m an 
integer, also by 2.1. 
To a maximal isotropic subspace U of r’ associate the idempotent (“iso- 
tropic idempotent”) q-” C (x) ( x E V), such as e of Section 1. Let I be the 
set of these idempotents. If a, , a, E I correspond to U, and lJ, we shall 
denote U, n U, by a, n a2 , and abbreviate .1c E U, to .1c E a, , so as to avoid 
having to refer to the isotropic subspaces themselves. 
2.3. LEMMA. Let a, , a2 , a3 E I. Then 
wv3 = +p”v3 , 
where m = dim a, n a2 + dim a2 n a3 - dim a, n a3 - n. Moreover, 
a,a,a, = q-n 1 a, n a2 1 a, . 
In particular, a1u2 # 0. 
QUADRATIC RESIDUE CODES AND SYMPLECTIC GROUPS 155 
Proof. Since the idempotents are primitive when R is extended to its 
field of quotients, alasus = ~ra+zs for some 01 (in that field). OL may be computed 
by comparing the coefficients of (0) on the two sides. On the left, (0) shows 
up as 
q-3n 1 W(x2)(x3) (Xi E a, , x1 + x2 + x3 = 0). 
Here (x,)(x,)(x,) =f(xi , x2)(O) (cf. [20, Lemma 1.11). Let X be the space 
Of triples (X1 , Xs , X3), 3Zi E Ui , x1 + x2 + x3 = 0, and on X define Q by 
Q(h > x2 3 ~3)) = 4(3c1, x2). Then Q is a quadratic form on X, and by 2.2 
the (0)-coefficient is *(a power of p). Similarly the (O)-coefficient in u1a3 
is &(a power of p) (in fact, q-2n 1 a, n a3 I), so that OL is, too. 
To obtain the exponent we need the second statement. Its proof is the 
same, except that, if m, + x2 + x3 = 0 with x1 , .‘c3 E u1 and x2 E u2, then 
x2 E a, n u2 and f(xl , x2) = 1. Thus as the number of triples (x1 , x2 , x3) 
with x1 , x3 E a, , X~EU,, and x,+x,+x,=0 is qIa,na,I, the (O)- 
coefficient on the left is q-2n ( a, n uz /. On the right it is q-“, and the result 
follows. 
Returning to the first part, apply 7 to both sides and then take the product: 
we get u,u,up,u,u, = (pp)” u,u3u3u, since a’ = a for any a E 1. But pp = q, 
and evaluation of the two sides by the second result gives the exponent 
sought. 
2.4. LEMMA. The values of the function p are of the form *pm, m an 
integer. 
Proof. Consider the coefficients of (0) in the equation p(g, h)-l s(gh) = 
s(g) s(h). That on the left is p(g, h)-l; and on the right, C f (xg, x) f (yh, y), 
summed over z E V(g) n V(h), where x = xg - x and --z = yh - y. The 
product is f (z, x - y). On V(g) n V(h) let Q(z) = $(z, x - y). Then Q is a 
well-defined quadratic form, and the result follows from 2.2. 
2.5. LEMMA. The values of the function 17 are of the form &pm, m an 
integer. 
Proof. The value v(g) depends only on the conjugacy class of g. More- 
over, as Sp( V) is generated by symplectic transvections [l, Chapter III] and 
W4 = cL(g, h)-l rl(g) 1l(4, ‘t 1 is enough, from 2.4, to prove the result for 
transvections along a fixed member of V. If W is the isotropic space for e, 
and we take that vector to be in W, the transvections in question will fix U’. 
Thus suppose somewhat more generally that g E Sp( V) and Wg = W. 
Since s(g) es(g)-i = e, s(g)e = es(g)e = me for some OL E R. Let W’ be a 
maximal isotropic subspace complementary to W and let r and rr’ be the 
projections associated to the direct sum V = W + U”. Then for x E w’, 
156 HAROLD N. WARD 
s(g)(x)e = s(g)(x) s(g)-’ s(g)e = a(xg+)e. Moreover, (xg-l)e = f(rr(Y=-I), 
&(Xg-l))(rr’(Xg-‘))e (since for y E e, (y)e = e). Thus relative to the basis 
{(x)e 1 x E W’}, s(g) acts monomially and its determinant d(s(g)) is 
pa*” nf(*(x”-‘), x’(.aq) (x E W’), 
where /J = f 1 is the sign of the permutation produced by g on V/W. 
Similarly, if we use for Ce the basis consisting of e and the elements 
((x) + (-zc))e, one for each pair X, -x where x E W’, x # 0, we also get a 
monomial action. The square of its determinant, d,(s(g))2, will then &+l 
times the same product as above, because x and --x contribute the same 
value in it (and x = 0 contributes 1). Then q(g) = d,(s(g))-2 d(s(g)) = /3&. 
Thus we need 01. 
Now e(x)e = e if x: E e, 0 otherwise. Then eye = es(g)e = (xjf(Xg, X))e, 
the sum over xg - .r = y E V(g) n W. So (Y = E~(x”, x); again this is a 
sum to which 2.2 applies, and the result follows. 
2.6. REMARK. The exponent of p in q(g) can be given explicitly. For, 
s(g)’ = s(g-l) and v(g) = q(g-l) [20, Section 43. And, s(g) s(g-l) = 1 V(g)/ 
[20, Proposition 2.11. Thus t(g-‘) t(g) = 1 implies that v(g) = &-dimv(g). 
Moreover, q(g) is related directly to the character of the representation of 
Sp( V) on Ae: let x E IV’, x # 0. Then (x) permutes by left multiplication 
the members of the basis {(y)e 1 y E W’} of Ae without fixed points. Thus 
left multiplication by (x) on Ae has trace 0. Since all (z), x E V, z # 0, are 
conjugate under Sp( V), they all have trace 0. Thus the trace of s(g) on Ae 
is qn; hence the character ofg is qnv(g). F or additional results and applications, 
see the papers [12, 131 of I. M. Isaacs. 
3. THE OTHER ALGEBRA 
Let 4’ be the symplectic form on b’ obtained by scaling 4 by a non-square 
in GF(q), and consider the R-algebra A’ constructed like A but from the 
functionf’ obtained from 4’. The symplectic group is the same for the two 
forms, of course. Let s’, t’, v’, and CL’ refer to the ingredients constructed 
for A’ and for an isotropic idempotent a of A, let a’ be the idempotent of A’ 
corresponding to the same subspace. (This convention of adding a prime 
will be used on further functions.) 
3.1. PROPOSITION. Let g, h E Sp( V) and say p(g, h) = o~p*~, 01 = f I. 
Then p’(g, h) = a(-~)*. A similar statement holds for 7 and 7’; and, ;f 
al ) a, , a3 ~1 hawe a,a,a, = mpR”alu3 , then al’ap’a3’ = a(-~)“” a1’a3’. 
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Proof. Pertinent values in 2.3, 2.4, and 2.5 were obtained from applying 
2.2 to quadratic forms constructed from 4. When 4’ is used instead, the 
effect in 2.2 is to change x(D) to (-- l)dimx~Y x(D), that is, since 1 Y 1 in 2.2 
is *(an even power of p), to change p to -p in the formula. The result for 
the idempotents and p‘ comes directly from this, while that for ‘I’ comes 
from repeated use of the one for p’ and the result for 7’ on transvections. 
(Incidentally, p and -p need not be algebraic conjugates.) 
On the other hand, 4 and 4’ are connected by an isometry, since symplectic 
structure is unique. Thus let K: V+ k’ be any linear map for which 
+‘(A+,~K) = 4(x, JJ) and define K: A + A’ by (x OIL)” = C as(.vK)’ (where 
(3’)’ is the basis element of A’ for y E b’). Then K is an isomorphism and as 
in [20, Section 31 one has s’(g”) = s(g)“, y’(gK) = v(g), and t’(gK) = t(g)K 
(g” = K-‘gK). 
3.2. PROPOSITION. The irreducible representations for Sp( L’) obtained 
from A’ are distinct from those obtained from A, for any of the fields obtained 
from R as at the beginning of Section 2. 
Proof. Since the representations are absolutely irreducible [20, Theo- 
rem 2.51, it is enough to show the characters are different. Consider first the 
field of quotients of R. On Ce, i acts as 1, and on Ae/Ce, as - 1. Thus the 
character values for g E Sp( V) on Ce and rZe/Ce may be computed from 
those of g and -g on Ae. The result (by 2.6) is that one of them is 
&(7(g) + 77(-g)) qn, the other 4(?(g) - 7(-g)) qn, and which is which 
depends on 6 and n (but not g) [20, Remark 2.41. The characters from 
d’ come on replacing 7 by q’. To see that they are different, take 
g a symplectic transvection, so that dim V(g) = I, dim T’(-g) = 2n. 
Then, by 3.1, v’(g) = -7(g), 7’(-g) = 7(-g), and the values are 
distinct. 
By result 4 of Section 1 this result also holds when the representations 
are put into a field of non-0 characteristic (even characteristic 2), since the 
character values remain different. 
4. MONOMIAL ACTION AND THE CODES 
From 1, the set of isotropic idempotents, form the free R-module RI with 
the members of I as a basis. The rank is 1 I 1 = (q” + l)(q+l + 1) ... (q + 1) 
[9, 1.4.461. If a ~1, we denote a in its role as a basis element by a*. R is 
meant to be as in Section 2 with the same understanding about extensions 
and homomorphic images. The isotropic idempotent e is to be regarded as 
fixed throughout. 
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4.1. PROPOSITION. Let g E Sp( V), a E I. Then 
t(g) ae = 6(u, g) pd*mane-dimgane(gu)e, 
where ga is the isotropic idempotent t(g) at(g)-’ and &(a, g) - -&l. (1f a corre- 
sponds to the isotropic subspuce U, gu corresponds to Ug-‘.) 
Proof. Because of the primitivity of the idempotents (when R is extended 
to its field of quotients) at(g)-le = sue for some 01 in that field. That is, 
t(g) ue = 434e~ or rlk) Sk) ue = &(gu)e. As in the lemmas following 
2.2, OT is & a power of p. For the exponent, apply T and multiply to obtain 
e(gu)e = Geue. The result then comes from 2.3. 
4.2. PROPOSITION. Let g and h be in Sp( V), a E I. Then 
S(a, gh) = Wa, g) & 4. 
Furthermore, ;f g fkes e, then &(a, g) = s(e, g), and 8(e, g) = x(d,(g)) where 
d,(g) is the determinant of the action of g induced on VI W (W is the isotropic 
subspuce for e). 
Proof. The first relation is straightforward. Ifg fixes e, then t(g)e = S(e,g)e. 
Then (gu)e = S(e, g) t(g) ue; and as dim a n e = dim gu n ge = dim gu n e, 
6(e, g) = 8(u, g) from the equation for 8(u, g). 
From the proof of 2.5 we have (with 01, /? as there) t(g)e = v(g) ae = /3e, 
where j3 is the sign of the permutation produced by g on V/W. Thus 
8(e,g) = 8. That /3 = x(d,,(g)) is fairly evident. 
According to 4.2, we may now define an action of Sp( V) on RI by setting 
gu* = &4g)(g4* and extending linearly. This is equivalent to the monomial 
action produced by induction from 6(e, ) on the subgroup of Sp( V) fixing e 
(on which 6(e, ) is a character). (In this connection, see the proof of 
A. M. Gleason for the monomial action connected with the quadratic residue 
codes in [4, III B].) Let M(g) denote the mapping of RI so produced. We 
may imitate the steps above with the iz’ of Section 3 in place of A and obtain 
another monomial action M’(g) (the reference idempotent is to be e’, and 
we identify u* with a’*). 
4.3. LEMMA. Let K: V-+ V be an isometry connecting (b and (b’ us in 
Section 3, for which also eK = e’. Let Tl be the map of RIgiven by a* + (uK)* 
and T, the map given by a* + (- l)dimane a* (an involution). Then 
AI’ = T,&!(g) T;‘, 
Wg) = T&W) T, . 
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Proof. If we apply K to the defining equation in 4.1 (and use eK = e’) 
we find 8(a,g) = S’(u~,g~). This implies the first equation. For the second, 
the method of 3.1 is applicable (according to the proof of 4.1); the coefficient 
on the right in 4.1 for A’ is obtained by changing p to -p. Thus 6’(a’,g) = 
C-1) dimone-dimgone &(a, g), and the second equation follows. 
4.4. DEFINITION. For a ~1 and u E Ae, h(u, u) is given by 
x(u, u) ue = pdimaneuu. 
As in 4.1, this initially produces X(u, U) as a member of the field of quotients 
of R. However, the next result shows that h(u, U) E R. 
4.5. LEMMA. Let x E V, a E I. Suppose that x = x, + x, , x, E a, x, E e. 
Then h(u, (x)e) = pdimanef (x, xa). If x is not such a sum, then X(u, (x)e) = 0. 
Proof. Let a(x)e = we. As usual, a: may be obtained from the (O)- 
coefficients. On the left one finds q-2n 1 a n e / f (x, x0) (or 0 in the second 
case), and on the right, aqe2” j a n e I, as needed. 
4.6. PROPOSITION. Let X: Ae -+ RI be the map given by h(u) = C h(u, u) a* 
(u E I). Then A is R-linear and commutes with the actions of Sp( V) (that is, 
w(&) = WI?) W)* 
Proof. Since each coefficient x(u, ) is R-linear, so is h. In terms of the 
coefficients, the condition for commutation is X(gu, t(g)u) = h(u, u) 6(u, g). 
The definition of the left side gives 
h(gu, t(g)u)(gu)e = pdimgane(gu) t(g)u 
=P dirngQnet(g) au. 
Substitute for (gu)e from 4.1 and simplify to obtain 
h(gu, t(g)u) &(a, g) ue = pdimaneuu. 
By 4.4, this gives the desired result. 
Let the image h(Ae) be denoted C, ; C, is invariant under the action of 
Sp( V) on RI given by M(g). From A’ we obtain a similar map X’ (using e’) 
and image C,‘, invariant under M’(g). 
4.7. PROPOSITION. With the notation us in 4.3, C,’ = TIC, . Moreover, 
T,C,’ is invuriunt under M(g), g E Sp( V). 
Proof. Application of K to 4.4 gives h(u, u) = X’(uK, uK) (since eK = e’). 
Then A’(V) = T,h(u), and C,’ = TIC, . And M(g) T,C,’ = T2M’(g) C,‘= 
T2C1’. 
&I/29/1-1 I 
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Set II,T, = T,, so that T,&(g) T;l = M(g”) by 4.3; and define 
C, = T,C,’ = T,C, . 
Let now K be either the field of quotients of R or a residue class field R/J, 
J a prime ideal of R. K is the field of p-th roots of unity over its prime 
subfield. In accordance with result 4 of Section I and the remarks beginning 
Section 2 we may carry all of the constructions above (but not all the proofs!) 
over to K by extension of scalars or reduction modulo J. Instead of incorpo- 
rating K notationally we shall refer to C, and C, “taken over K” when the 
passage to K is made. C, and C, are to be regarded as codes in the ambient 
space KI in which the members of I serve as the distinguished basis; the 
members of KI are often called “words.” (Note that all the non-zero coeffi- 
cients in the monomial action of Sp(V) on RI are f 1, so that in fact the 
action is defined over any field.) 
4.8. THEOREM. Let the codes C, and C, be taken over K. Then Cl and C, 
have dimension +(qn + 1). If char K # 2, Cl and C, afiord distinct irreducible 
representations of Q(V), and Cl n C, = 0. When char K = 2, Cl n C, is 
one-dimensional, spanned by C a*(a E I). Cl/C, n C, and C,/C, r\ C, afJord 
distinct irreducible representations of Sp( V). 
Proof. By 4.5, X(e) = x((O)e) = x pdimanea* (a E I), so that C, and C, 
are not 0. Also, by 4.5, x((.x)e) = II((-b v e , so that the elements ((x) - (-x))e ) ) 
map to 0 (in both C, and C,). By [20, Th eorem 2.51, C, affords a representa- 
tion isomorphic to that on Ce (taken over K) if char K f 2. Cs is equivalent 
to the representation afforded by C,’ (under M’), so that C’s affords the 
representation on C’e’ (in d’, taken over K). By 3.2 these are inequivalent, 
whence the result for char K f 2. 
When char K = 2, h(e) = x a* (a ~1). The argument is like that above, 
except one needs that neither C, nor C, is just Kh(e). (With char K = 2, 
T,/\(e) = x(e) is indeed in both codes.) In 4.5 take s q! e; then x(e, (x)e) = 0 
and /\(a, (x)e) + 0 for x E a. Thus X((x)e) is neither 0 nor in KA(e); the 
same holds for T,X((.r)e). Again [20, Th eorem 2.51 produces the desired 
result. 
We introduce now certain useful members of C, and C, . When n = 1 
they point directly to the equivalence of C, and C, to the usual quadratic 
residue codes. For a, b E I, let S(a, b) be the sign for which 
abe = S(a, b) p dimanb+dimbne-dimane-nae 
according to 2.3. Note that S(a, a) = S(a, e) = 1. Then A(a, pn-dimbnebe) = 
S(a, b) pdimnnb and A(pn-dimbf’eb e) = C S(a, 6) pdimanba* (a ~1). Let c,(b) 
be this element of C, . 4.1 and 4.6 imply that M(g) c,(b) = S(b, g) c,(gb), SO 
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that the c,(b) transform under M(g) like the members of I. The sign S’(U’, b’) 
is defined from A’ the same way; from 3.1, 
S’(af, b’) = (-l)dimanb+dimbne-dimanr-a S(a, b). 
Let c,,(b) = (- I)n-dimbne TZX’(pn-dimbncb’e’) E C, . From 4.3, A/r(g) c,(b) = 
S(b, g) c,(gb) also. Moreover writing c*(b) out shows it to be obtained from 
c,(b) by replacing p by -p. Then 4.8 implies the following: 
4.9. PROPOSITION. For b E I, let c,(b) = 1 S(a, b) pdimanbu*, ca(b) = 
Ix S(ar 4(-P) dimanb a*, the sums over a E I. Then, for Ci taken over K with 
char K f 2, tke ci(b) span Ci . 
When char K = 2, c,(b) and ~~(6) become x a*. The substitute in this 
case is the set of elements Q(ci(b) + c,(e)) and c,(e), read in R and then reduced 
modulo a divisor of 2. The $ is legitimate because b - q-“(O) = qpn x (x) 
(X E b, x + 0) and A((x)e) = A((-x)e). (Even when char K f 2 these elements 
can still be used as a spanning set.) 
4.10. REMARK. 4.9 implies that the codes taken over K (char K f 2) 
can in fact be written in K,(p), K, the prime subfield of K. (That is, there is 
a spanning set of each code whose entries are in K,,(p).) Moreover, if K is 
obtained from R by reduction modulo a prime ideal, we can obtain the 
codes for K,,(p) by first taking them over R n Q(p) and then reducing 
module a prime ideal there. 
In the case char K = 2, the codes are first taken over R n Q(p) and then 
reduced modulo a divisor of 2. But the field GF(2)(p) (= GF(2)) is replaced 
by GF(2)(& + 1)); that is, by GF(2)(w), where w2 = w + $(Sq - 1) (the 
relation &I + 1) satisfies). 
In what follows, when we speak of Ci “taken over K,” K can be any 
extension of K,(p) (for char K # 2) or of GF(2)(w), and we shall assume 
tacitly that K is such a field. 
The results above compare to those of [20, Section 31. The codes taken 
over a field of characteristic 0 are called “global codes,” following [3]. Note 
that cl(e) = C pdimaneu* (a ~1) implies T,*c,(e) = cl(e). For the global 
codes 4.8 then implies that T,$‘, = C, ; and this persists for the other fields. 
4.11. REMARK. Suppose q is a power of the prime p greater than the 
first, and 0 is a generator of the Galois group of GF(q) (over GF(p)). On 
realizing V concretely as 2n-tuples over GF(q) and choosing rj appropriately, 
we may extend B to V (by acting on the entries) and take +(ti, ye) = 4(x, Y)~. 
Then f (Xe, ye) = f (x, y), and the map B of A given by (x a,(~))~ = C aZ(xe) 
is an automorphism. 0 also acts on sp(I’) realized as matrices, and as in 
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analogous situations in [20], t(g)” = t(g”), g E Sp( V). Assume also that 
ee = e, and define T, on RI by a* + (a”)*. Then M(ge) = TOM(g) Til. 
Moreover, h(zP) = T&u), so that T&‘, = Cr. Finally, T&b) = cl(be), 
T&b) = cs(be), so that TeC, = C, ; these results hold then for all fields K 
by 4.9 and after. 
5. INNER PRODUCTS AND WEIGHTS 
The spaces RI and KZ (K any field) possess an inner product ( , > con- 
structed by demanding that the members of I form an orthonormal basis. 
This product is invariant under the two actions M and M’ of Section 4 and 
the assorted T’s. 
5.1. PROPOSITION. Let C, and C, be the codes of Section 4, taken ower K. 
Then, if 6 = 1, (C, , C,) = 0, and, if 6 = - 1, (C, , C,) = (C, , C,) = 0. 
Proof. It is enough to prove the result for the codes taken over R. Let K 
be the field of quotients of R, and take the codes over K. By the remarks 
preceding 4.9, the map of KI onto Ci given by extending a* + Q(U) linearly 
is an Sp(V) map (for the action M). Because of 4.8, C, is in the kernel of 
the map onto C, . Written out, this says that, for c E I, 
1 S(a, 6) S(c, a)( -p)dimaM pdimonc = 0, 
the sum over a E 1. For the desired result we need to reverse a and c in the 
second factor. Now 
cae = qc, a) pdim cna+dim ane-dim cne-rice, 
so that 
ecae = 6(c, a) p dimcna+dimane-dimcnc-nq-n I e n c 1 e 
by 2.3. Application of 7 yields 
eace = 6(c, a) p -dimcna+dimane-dimcryyn 1 e n c ( e. 
But 
eace = qa, c) pdimanc+dimcne-dimane-n -n q lenale. 
Since q = 8pp2 and p = 6p, the combination gives 
qc, a) = wmcn=+vya, c). 
Thus x 6(a, 6) &(a, c)(-p)dimanb (8p)dimanc = 0, summed over a. If 6 = I, 
we have (c,(b), cl(c)) = 0 and (C, , C’s) = 0. If S = - 1, we have 
(c,(b), ca(c)) = 0 and (C, , C,) = 0. Application of T, (or reversing the 
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roles of C, and C,) yields (C, , C,> = 0. The relations hold over R by 
restriction. 
The (Hamming) weight of a member of a code is the number of non-0 
coefficients in the expression of the member relative to the distinguished 
basis. 
5.2. COROLLARY [3, Theorem 3.21. Suppose 6 = -1 and that q = -1 
(mod 8), so that Ci can be taken in GF(2). Then the weight of any member of 
Ci (taken in GF(2)) is a multiple of 4. 
Proof. Here p = - 1 (mod 8) and Q(p) = Q( d/-p). In R n Q( 1/q), 
2 factors into two distinct prime ideals whose residue class fields are GF(2) 
[21, Chapter 61. Let / be one of them. A typical member of Ci (over 
R n Q( 4-p)) is x (cy, + /3,) a* (a EI), where 01. = 0 or 1 and pa E J. 
The weight of the image over GF(2) is the number of (Ye that are 1. By 5.1, 
x (0~. + pa)* = 0, so that C (Y,* E Jz. But J* n Z = 42, so the number of LY~ 
equal to 1 is a multiple of 4. 
The considerations that follow lead to bounds on the minimum weights 
(for the non-0 members of the codes Ci) that are extensions of the square- 
root bounds for quadratic residue codes [3]. 
Consider the codes Ci over R, and let e correspond to the maximal isotropic 
subspace IV. Let U be a fixed subspace of IV of dimension n - m. We may 
set up V as follows (cf. [l, Chapter III]): V = U + U, + X, where the 
sum is direct, U, is an isotropic subspace of dimension n - m with U + U, 
non-singular, and X is the space of pairs (x, y), x and y belonging to the 
space GF(q)” of m-tuples over GF(q). In addition, U + U, is orthogonal 
to X and the form 4 on X is given by 4((xr , yr), (xs , ys)) = xryar - yrxsr 
(T for transpose). For W we take U + ((0, y) 1 y E GF(q)“} and for W, , a 
subspace complementary to IV, U, + {(x, 0) 1 x E GF(q)“}. 
Let I, be the set of isotropic idempotents whose corresponding subspaces 
meet W exactly in U. They are in one-to-one correspondence with the set 
of m by m symmetric matrices over GF(q), the space for the idempotent a(S), 
S symmetric, being U + {(x, .rS) 1 x E GF(q)“}. The sum of such a subspace 
and W is U + X = UL; and by 4.5, h(a(S), (w)e) # 0 for er E V only if 
v E V. In fact, if EJ = (x, 0) E lJL n W, , we have 
h(a(S), (w)e) = pn-mctixszr. 
Similarly, if 4’ = 3, Y a non-square, then 
A’(a(S)‘, (w)‘e’) = pn-mdrvzSxr, 
(w)’ the basis element for A’ corresponding to w. 
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Let H be the subgroup of Sp( V) given by the maps u + ui + (x, y) - 
II + u1 + (x, XD + y) where D is a diagonal m by m matrix. Then H is 
isomorphic to the additive group of these matrices, the members of H fix TV 
and act as the identity on V/IV, H leaves I, invariant, the orbits of H on I, 
have length q”, and H acts regularly on each of them. (By 4.2, M(h) for 
h E H permutes the a*, a ~1.) Finally if we take for K the map 
II + u1 + (x, y) -+ V-~U + ur + (V-Q, y), Us = a(&)’ and K normalizes H. 
With this background we have: 
5.3. THEOREM. Let IU be the set of isotropic idempotents a for which 
a n e = U; let b, c E I, , Let the codes C, and C, be taken over a field K and 
let Z /%a*, z yaa* (a E I) be in Ci if S = - 1, and in C, and C, , respectively, 
;fS = 1. Then 
(- 1)“’ Are = 1 BhbYhe (h E H). 
ProoJ As usual, it is enough to deal with the codes over R. Take 6 = - 1 
and the code C, ; the other cases are quite similar to this. In the notation 
above we may put b = a(E), c = a(F), E and F symmetric. Let v = (x, 0), 
w = (y, 0) be in U’- r\ IV1 . Then the sum in question for (v)e and (w)e is 
P 
2a-2mEtr(xExT+yFvT) 
cc 
tr(sDsT+uD~T) (D diagonal). 
The sum is a sum of character values over H. If we write it out in terms of 
the entries in x, y, and D, we find it to be 0 unless x = y = 0, since 
y2 + s2 = 0 implies r = s = 0 (r, s E GF(q)). (In the case 6 = 1, the analog 
is that r2 + vs2 = 0 implies Y = s = 0.) When x = y = 0, the whole value 
is p 2n-2mqnl = (-I)‘+,, q”. On the other hand, A(e, (v)e) = 0 if v $ IV, 
pn if a E IV; and v E IV is the same as x = 0. As pzn = (- 1)” q”, the relation 
is correct in this case. But, if a or w is outside Ul, it is also correct, because 
both sides are 0. Thus the relation holds for v and w running over IV, . 
Since (v)e produces a basis of ,4e as v runs over ?Vi , the relation for arbitrary 
members of C, follows by linearity. 
(Incidentally, 5.1 follows from this result.) 
5.4. COROLLARY. Let Ci be taken over K and let w = x paa* (a E I) be 
in Ci . Suppose Be # 0. Let 0 C I, be an H-orbit and let Y be the number of 
membersaEOforwhich/3,+O. Then,ifS=-l,r(r- l)>qm-l;and, 
if S = 1, rz 3 qm. 
Proof. Suppose S = -1 and let J = {a E 0 ! BR # O}. Then 1 Jn 1 = Y. 
For a E J, let H, = {h E H, k # 1 1 pna + 01. Then j H, 1 = r - 1 by the 
regularityofHonO.IfgEH,gfl,andweputb=aEO,c=gain5.3, 
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we must have &$hsa T- +OforsomehEH.ThenhaEJandgEH,,(His 
abelian). Thus the union of the H, is H - {l} and r(r - 1) 3 q”’ - 1. 
If 6 = 1, take the K before 5.3 in forming T, in 4.7. Suppose i = 1, the 
other case being similar. Then w’ = T,w E C, , and 0~ is an H-orbit on 
which w’ = x yaa* has I non-0 entries. And, ye # 0. Let J be as before, 
and J’ = {b E OK 1 yb # O}. Fix b E 0, c E OK. By 5.3, for each g E H there 
is h E H with hb E J, ghc E J’. Choose one such pair (hb, ghc) E J x J’ for 
each g. The regularity of H implies that different g’s must be associated to 
different pairs; thus q”” < 9. 
5.5. COROLLARY [3; 5, p. 111-31. Let n = 1 and let Ci be taken over K. 
Let d be the minimum wel;ght of non-0 members of Ci . Then (d - l)(d - 2) > 
q - 1 (6 = -1) or (d - 1)2 3 q (6 = 1). 
Proof. When n = m = I, 1, is 1- {e}. Since Sp( V) is transitive on I 
[l, Witt’s Theorem, p. 1211, a non-0 member of Ci of minimum weight 
may be taken with Pe + 0; and the result comes from 5.4. 
5.6. REMARK. Suppose 6 = --I and equality holds in 5.4: d(d - 1) = 
qn’ - 1. Then if a E 0 is fixed, the set D = {k E H 1 fihn # 0} is a perfect 
difference set on H, because the sets H, are mutually exclusive. Known 
non-existence theorems (cf. [18]) can be applied to rule out such a possibility 
in certain cases. For applications of this idea, see [19]; and for other results 
on weights in quadratic residue codes, see [5] and [14]. 
It follows from 5.4 that in the general case the minimum weight of non-0 
members of the codes is at least 1 + ~~~=, N,,(n, q) qnAalZ, where A?,(n, q) 
(= N,-,,,(n, q)) is the number of subspaces of dimension m of an n-dimen- 
sional space over GF(q). By [9, 1.4.51, the sum is of the order of magnitude 
XL=, qn+)rr2/2 (for large q). 
6. AN APPLICATION TO Ml, 
For computations when n = 1 we need the elements ci(a) of 4.9. Following 
the discussion leading to 5.3, take IT to be the space of pairs (x, y), X, y E GF(q), 
with $((xl , yl), (xz , yz)) = x1y2 - ylxz . Let e correspond to the span of 
(0, l), and for y E GF(q), let a(y) correspond to the span of (1, y). From the 
computation in the proof of 2.3, we have: 
6.1. LEMMA. Let n = 1. Then 6(e, e) = S(a(y), e) = 6(a(y), a(y)) = 1; 
Ye, a(y)) = 6; and WY,), 4M = x(y2 - rAfor y1 f y2 . 
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Substitution in 4.9 then yields 
6.2. PROPOSITION. In the present case 
cl(e) = pe* + 1 a(x)* (.r E GF@h 
c&(u)) = &* + pa(y)* + C x(y - x) a(x)* (x E GFW 
The values for c2 come from changing p to -p. 
For reduction in characteristic 2 we use cl(e) and $(cr(a(y)) + cl(e)) = 
+(p+6)e*+&(p+I)a(y)*+xf(y-x)a(x)*, where +)=l if z is 
a non-0 square, 0 otherwise (p changed to -p for C,). In this form (perhaps 
with p replaced by -p) we obtain the spanning set of [7, Theorem 15.241 
when the codes can be taken over GF(2); that is, in the binary case we have 
the conventional (extended) quadratic residue codes outright, (They are 
usually taken with q a prime because of the resulting cyclic nature of the 
shortened codes.) 
sp( V) in this case is the special linear group. I can be interpreted as the 
projective line over GF(q) (with e as CO); the permutations corresponding 
to the M(g) are the linear fractional transformations of square determinant. 
As an application we prove (with Mi, as defined in [II]) 
6.3. THEOREM. The Math& group Mlz contains a subgroup isomorphic to 
PIYL(2, 9) (the projective general linear group extended by the field automor- 
phism) (cf. [22, Theorems 5 and lo]). 
Proof. Consider the codes C, and Ca for q = 9, n = 1 over R with their 
spanning sets given in 6.2. Because the non-0 entries for M(g) and T, (0 the 
automorphism x + x3 of GF(9)) are all &l, the Z-spans of the cl(a) and of 
the cz(a) are invariant under the actions of these elements (see the discussion 
before 4.9). As p = &3, we may reduce these spans modulo 3 into GF(3)1 
and obtain subspaces still invariant under the actions; the relations of 5.1 
continue to hold. However, since p becomes 0, the two images coincide. 
Let X be the common image. As T, exchanges C, and C, , X is also invariant 
under T, . By direct computation of the cl(a), one finds dim X = 4 (and 
not 5), and X contains one vector of weight 0, 60 of weight 6, and 20 of 
weight 9 (and no others). For x E GF(3)1, let w(x) denote x’s weight. Note 
that (x, xi = W(X) (in GF(3)). 
Let G be the group of transformations of GF(3)1 generated by the M(g), 
T,, TO, and +l. Take K to be the map (x,y)+ Y lx, 
If g is the map (x, y) + (VX, v-1)) then from (42 G)’ ’ a non-square’ ’ , K2 = --M(g) and 
T;lTi’T,T, = -M(g) (TO2 = 1). Becauie of this ind the conjugation 
relations for T, and TO on the M(g) (4.7 and 4.1 l), G/(*1} is isomorphic to 
PrL(2,9). 
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As X is invariant under G, so is Xl; by 5.1, X C Xl. By the MacWilliams 
identities [7, Section 16.2; 16, Section 3.81 X’ has the following weight 
distribution: weight 0,l; 4,60; 5,144; 6,60; 7,240; 8,180; 9,20; and IO,24 (and 
no others). Thus the words in X1 of weights 6 and 9 lie in X (in what follows, 
“word” means “member of Xl”). Note that X is the set of isotropic words. 
For Y E Xl, let n be the image in Xl/X. Then (u, V> = (u, v> defines a 
non-degenerate inner product on Xl/X. If w(t) = 10, (t, t) = 1; if w(v) = 5, 
(v, v> = -1. Then (t, vj + 0. For, if (t, v) = 0, t + v is isotropic and 
then in X. But then 0 = (t, t + v) = 1. Since X1 is spanned by X and the 
words of weights 5 and 10 (there being more than 35 words in this collection), 
for w(t) = 10 there is another t’ with w(t’) = 10 and (t, t’) = 0. 
Take then words x and y with w(x) = w(y) = 10, (x, y> = 0. x and 7 
span Xl/X; suppose w(t) = 10 and f = ti + /3~. Then 1 = (t, tj = 0~~ + 8’. 
Thus (Y or /I is 0. That is, the images of the words of weight 10 lie on two 
orthogonal lines in XL/X; those lines must be permuted by the action of G 
induced on XL/X. (Incidentally, the M(g) fix both of them, because SL(2,9) 
has no non-trivial two-dimensional representation over GF(3).) Let z1 , z2 
be words with (zl , z2) = 0 and .%r , .$$ spanning the other two lines. Then 
(zi , zi> = - 1. If w(t) = 10, /%t, zij f 0. (G also permutes these other 
two lines.) 
Let us say two words meet at a* if they have the same non-0 entry for a*. 
Then, if w(x) = w(y) = 10 and x and y meet at r places, (x, y> = -r - 1 
(in GF(3)). As W(X + y) = Y and w(x - y) = 10 - r and the minimum 
weight of non-0 words is 4, x # fy implies Y = 4, 5, or 6. 
Let T be a set of representatives of the pairs t, -t of words of weight 10, 
andletSbethesetofa*,aEIand~~,z,:ITI=ISI=12.LetJbe 
the 12 by 12 matrix with rows indexed by T, columns by S, the entry for 
t E T and a* being (t, a*), for t and &, (t, zi). Then J is a 12 by 12 
Hadamard matrix (the non-0 members of GF(3) interpreted as Al). For 
suppose .r, y E T, x + y. Then x and y meet in 4, 5, or 6 places. One has 
x = -<x, z~>%I - (x, z&z~, 7 = -(y, Zlj 21 - c<y, z,)x~, SO that 
1 + Y = -(x,y) = (x, a,)(~, zl) + (x, .z2)(y, z2>. This then implies that 
the total number of agreements in the rows for x and y is 6, as needed. 
G acts monomially on T and S (with the induced action on Xl/X). Since G 
preserves the inner product, G produces automorphisms of J. As G acts 
faithfully on GF(3)1, we have an injection of G into Aut( J), the automorphism 
group of J, and thus an injection of G/{&l} into Aut( J)/{&l}. But that 
quotient is isomorphic to AZ,, ([2], [1 I]). 
6.4. REMARK. The above proof has been given with an eye to offering a 
replacement for the “further automorphism” introduced in [l 1, Section 31, 
since the uniqueness of the Hadamard matrix of order 12 is rather easy to 
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show. (In fact, when that is done properly, Al,, is produced on the spot; see 
[6, Part IV].) An alternative is the following: on Xl/X, scale the inner product 
by - I, so that %I , %a becomes an orthonormal basis. Then form the orthogo- 
nal sum L of GF(3)1 and this scaled space. Map X1 into L by x + x + X. 
Because of the scaling, the image is a 6-dimensional self-orthogonal subspace. 
G acts on L in the evident way, monomially (with .%r , %z the new distinguished 
basis elements). Since the weights of images of members of Xl are at least 4 
and multiplies of 3, the minimum weight is 6. By [17, Theorem 31 the 
image is equivalent to the (12,6) Golay code, whose automorphism group 
(modulo (f I}) is fl,fi,, . 
7. A CLASS OF MAJORITY-LOGIC DECODABLE CODES 
Consider the case 12 = 1 and the field GF(q2) (so that 6 = 1, 1 I 1 = q2 + 1, 
and the dimension of the codes is $(Q* + 1)). Think of GF(q2) as the affine 
plane over GF(q). The lines there are of the form L = {Em + b 1 5 E GF(Q)}, 
m, b E GF(q2), m (the “slope”) not 0. m is determined up to a member of 
GF(q); as all members of GF(q) are squares, we may define x(L) as x(m). 
The lines not containing 0 are permuted regularly by multiplication by the 
non-0 members of GF($); a counting argument shows 
7.1. LEMMA. y x(L) = 1 and 0 6 L, then L contains $(q - 1) squares and 
+(q + 1) non-squares. If x(L) = - I these counts are reversed. 
As p = &q, the codes C, and C, may be taken over whatever prime field 
is involved. Renumber them if necessary so that C, corresponds to q, C, to 
-q in 6.2. 
7.2. LEMMA. Let x(L) = 1. Then C, contains e* + C a(y)* (3~ EL). And, 
if x(L) = - 1, C, contains -e* + 1 a(y)* (y EL). -qs a result, the lower 
bound on minimum weights obtained in 5.5 is realized by these codes, since 6 = 1. 
Proof. For C, , consider the word 
q-Y-H4 - 1) 44 + C 3M4u)) + &N (3’EL). 
The formula after 6.2 implies that this is indeed e* + x a(y)* (~7 EL); for, 
iffi,yEL,theny--isOorasquare;whereas,if.z~L,theset{y--lyyLL) 
is another line of square slope to which 7.1 applies. 
The result for C, comes from applying T, to C, , K taken as in 6.3. 
For a line L, let c(L) = x(L) e* + z a(y)* (y EL). 
7.3. THEOREM. cl(e) and the set of c(L), x(L) = 1, with 0 @L, form a 
basis of C, ; and c2(e) and the c(L), x(L) = - 1, with 0 $ L, form one of C, . 
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Proof. Let El and E2 be the spans of the two sets, so that Ei C Ci by 7.2, 
and T,E, = E2 . The sets have the right size for bases. If we form 
cl(e) - 1 c(L), summed over the members of a parallel class of lines of 
square slope other than the one containing 0, we obtain c(L) where L is the 
one containing 0. Thus in fact El contains all c(L), L of square slope. Similarly 
E, contains all c(L), x(L) = - 1. 
Consider El + E, . If y E GF(q’), the union of the lines containing y 
produces each x f y once, and y q + 1 times. Thus -cl(e) + x c(L) 
(y EL) is -qe* + qa(y)*. Hence u(y)* - e* E El + E, . That means the 
codimension of E, + E, is at most one; and since dim El = dim E2 , it can 
only be that dim Ef = &(q2 + I), as needed to force Ei = Ci . 
Because C, and C, are orthogonal, the members of C, provide parity 
checks for Cr. In particular, consider the q checks provided by the c(L), 
where L runs through a parallel class of lines (of non-square slope). Then e* 
is checked q times by these, but each a(y)* only once. Because of the transi- 
tivity of the action of Sp( V), the same result holds for any a*, a E I. Since 
the minimum weight is q + 1, we have: 
7.4. COROLLARY. Cl (and similarly C,) are majority-logic decoduble in one 
step up to their minimum weights (see [16, Chapter lo]; because the minimum 
weight is eaen, the codes correct only 4(q - 1) errors). 
In the binary case (that is, when the codes are taken over GF(2) in the 
sense of 4.10) these codes were obtained by Delsarte [8] using inversive 
(Mobius) planes. As he noted, they are quasi-cyclic [16, Section 8.141 because 
of the presence of an element of Sp( V) having two (cyclic) orbits on 1. 
In the general case, let Di be the subcode of Ci having 0 coefficient for 
u(O)*. dim Di = t(qz - 1) and Di has as basis the one of 7.3 with c,(e) left 
out. D, and D, are orthogonal. Among the parity checks given above that are 
orthogonal (in the check sense) on a given position a* (u(O)* is to be omitted), 
one is now missing; but there are still enough to correct &(q - 1) errors. 
Let t be a generator of the multiplicative group of GF(q2) and form the 
map i: (.x,y) -+ (tx, t-l-v). By 4.2, T = -M(f) is the map e* + e*, 
u(y)* 4 u(t2y)*. The orbits of T are {e*>, {a(O)*}, 0, = {u(y)* / y a non-0 
square}, and 0, = (u(y)* 1 y a non-square}. Since the two non-trivial orbits 
have lengths &(q2 - l), it is conceivable that the entries corresponding to 
one of them could be used as information digits. The condition is that the 
projection of Di onto the span of the orbit have 0 kernel. If L, and L, are 
different lines containing 0 with x(Lf) = 1, then c(L,) - c(L2) E D, has all 
its non-0 entries on 0, . Thus the kernel of the map onto the span of 0, is 
not 0; so only 0, could serve for D, as locations of information digits. 
Similarly only 0, might work for D, . 
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7.5. PROPOSITION. If q = 1 (mod 4), the Oi will not serve as information 
locations for Di . 
Proof. Let r = t(*+l)/e, so that r is a non-square. Consider M(g) whose 
permutation part (see the comment before 6.3) is the linear fractional trans- 
formation y + (ry + r*+l)/(y + r)(e 4 a(r)). The determinant of this is 2r2 
(since Y*--l = -I), a square. For y E GF(q), y - r(y + r)*-l, a non-square. 
Thus, if L = GF(q), M(g) c(L) has non-0 entries only for a* E 0, and 
M(g) c(L) projects to 0 on 0, . Application of T, produces the same state 
of affairs for D, . 
We mention this negative result because for no q = 3 (mod 4) have we 
found that 0, will not serve for information locations for D, in the binary 
case (there are non-binary cases where 0, will not work). Because the 
projection on 0, is a cyclic code generated by the word with I’s at the a(y2)* 
for which y2 EL, L a fixed line with x(L) = 1 and 0 $ L, the condition is 
fairly routine to check by standard methods. In particular, the result is true 
for all q < 50 (q = 3 (mod 4), q a prime power). 
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