In a multi-source search system, understanding users' interests and behaviour is essential to improve the search and adapt the results according to each user profile. The interesting information characterizing the users can be hidden in large log files, whereas it must be discovered, extracted and analyzed to build an accurate user profile. This paper presents an approach which analyzes the log data of a multi-source search system using the web usage mining techniques. The aim is to capture, model and analyze the behavioural patterns and profiles of users interacting with this system. The proposed approach consists of two major steps, the first step "pre-processing" eliminates the unwanted data from log files based on predefined cleaning rules, and the second step "processing" extracts useful data on user's previous queries. In addition to the conventional cleaning process that removes irrelevant data from the log file, such as access of multimedia files, error codes and accesses of Web robots, deep cleaning is proposed, which analyzes the queries structure of different sources to further eliminate unwanted data. This allows to accelerate the processing phase. The generated data can be used for personalizing user-system interaction, information filtering and recommending appropriate sources for the needs of each user.
INTRODUCTION
Web servers record user activities and store them in log files which include fields related to the user requests. IP address, port number, state code, and access time are commonly used fields in this kind of log files (Mobasher et al., 2002) . Different from the past when log files were mostly neglected except for urgent situations when system related problems were experienced, nowadays they give important information to system administrators and are efficiently used for detailed investigations. In addition to their uses for various purposes, intrusion detection and prevention systems and digital forensics analysis are the emerging application fields of log files (Boeck et al., 2010) .
The log file data represents the relevant information reflecting the user's interests, which can be exploited in many applications, including recommendation items, adaptation user services and improving information retrieval. The users' behaviour is hidden in these logs, which need to be discovered, and analyzed (Facca and Lanzi, 2005) .
Web Usage Mining (WUM) is the use of data mining techniques to automatically discover and extract information from web data (Patel et al., 2011) . The main goal of this technique is to discover usage patterns trying to explain the users' interests (Hernández et al., 2017) . The user's interests can be extracted in a popular way, from his/her own profile (e.g. interests) or from his/her social behaviour (e.g. tagging behaviour) (Astrain et al., 2010) (Li et al. 2008) , his social network (e.g. friends) (Yang et al. 2015) , or from log data (Carman et al. 2010 ). However, detecting user's interests is a crucial problem (Milicevic et al., 2010) . In a multi-source retrieval system, several information sources can contribute to provide the user with relevant results in response to his/her query. To improve the system performance and provide the personalized results to each user's profile, it is crucial to collect information characterizing different needs and interests of users.
The main objective of this work is to discover the user's interests from large log data of the SNDL 1 system that allows to access different national and international electronic documentations covering all the areas of education and scientific research. The SNDL system covers several information sources and databases, such as Springer Link, Science Direct and ClinicalKey, belonging to different domains of scientific research, including computer science, medicine, and law. The search history of users is recorded in log files, including the queries submitted to sources and the documents downloaded from these sources. These log files may contain a large amount of raw data, which must be transformed into a meaningful format, for example to obtain users' preferences and behaviour, and to understand indepth the interests of users. An approach based on WUM techniques is proposed to analyze the SNDL log files and extract useful information to model an accurate user-interests profile. The user profile can be used further to customize the search results for each user, to filter the information based on the user's interests, or to recommend the appropriate sources or documents to a specific user.
The remainder of this paper is structured as follows. Section 2 discusses context and related work. Section 3 presents the proposed approach. Section 4 describes implementation of the proposed approach and Section 5 concludes the paper.
RELATED WORK
A log file is a text file containing all the events detected by a particular process, including monitoring a network and application. The events, including click, add to cart and execution of an application are dated and in chronological order. It contains all the information that has been defined as relevant by the programmers.
Log files are a valuable source of information that can be exploited for multiple purposes such as issues related to computer security and systems or applications functioning, improving the use of a site or a web application, optimizing the performance of a system and identifying user profiles.
However, it is impossible to manually analyze all this data, which are too large. Web Usage Mining is the application of data mining techniques to discover usage patterns from Web data, in order to understand and better serve the needs of Web-based applications. WUM consists of three phases, namely preprocessing, pattern discovery, and pattern analysis (Srivastava et al., 2000) . Preprocessing consists of converting the usage, content, and structure information contained in the various available data sources into the data abstractions necessary for pattern discovery. Pattern discovery draws upon methods and algorithms developed from several fields such as statistics, data mining, machine learning and pattern recognition. Pattern analysis is the last step in the overall WUM process. The motivation behind pattern analysis is to filter out uninteresting rules or patterns from the set found in the pattern discovery phase.
Many researchers have widely used WUM techniques to discover interesting and frequent user navigation patterns from web server logs. In (Sujatha and Punithavalli, 2012) , four types of clustering approaches are investigated in web log files to improve the quality of clustering for user navigation pattern in WUM systems, for predicting user's intuition in the large web sites. In (Vellingiri, et al., 2015) , authors proposed an approach for discovering web user's navigation patterns and analyzing of web usage data using Weighted Fuzzy Possibilistic C-Means (WFPCM) for clustering and Adaptive Neuro-Fuzzy Inference System with Subtractive Algorithm (ANFIS-SA) for classification. Singh and Meenu (Singh and Meenu, 2017) presented visitor pattern analysis of educational institution web log data using WUM for discovering patterns and generating the reports. In (Dwivedi, 2017) , log data has been analyzed using one of the most popular web log expert software tool (WebLog Expert). The process of web log analysis consists of data collection, preprocessing, pattern discovery, pattern analysis, and result analysis visualization. Jaya Kumar and Alagarsamy (Jaya Kumar and Alagarsamy, 2013) discussed about the web usage mining, different file format of log data and carried out the analysis task with the help of web log expert tool. In (Shanthi and Rajagopalan, 2013) , an automatic discovery strategy for web server log information using the web page collection algorithm is proposed. The approach uses sequential pattern mining technique to identify the sequence of navigational patterns of web users. The extracted patterns allow to understand the customer interests. In (Mahoto et al., 2016) , WUM has been used to predict users' web navigational behaviour. Two main techniques, cluster analysis and sequential pattern mining, have been used to get the desired navigational patterns from real web log datasets.
Some of these approaches used existing web log tools for attending specific objectives or generating the statistics. There are various tools (Kaur and Aggarwal, 2015) for analyzing log files such as Google analytics, Stat Counter, Deep Log Analyzer, Awstates and Web Log Expert. What can be seen is that some of the cited works focus on the preprocessing step of the Web Data while others try to concentrate on the behavioural models of Internet users visiting websites.
The weaknesses in existing tools are summarized in the following points:
 Their configuration is not compatible with all needs and requires some skills;  Only statistics results are provided, including number of visitors and the amount of data downloaded;  No knowledge on the log file content is provided;  No structuring of data in a database is possible;  Especially, the SNDL system manages several resources that require in-deep skills.
THE PROPOSED APPROACH
The proposed approach allows to extract useful information that reflects user's profile and interests from the SNDL log files. The information needed to be extracted from these log files is as follows:
 User introducing the query (his/her name);  Session;  Date and time;  User query (search / download);  Keywords (query terms);  Sources accessed by a user.
The proposed approach consists of two major steps, which are: Log file pre-processing and Log file processing, as shown in Figure 1 . i) The first step, i.e., log file pre-processing, allows to prepare the log file for further processing. It consists of the following three sub-steps:  Log file cleaning;  Log event identification;  Activities segmentation by session.
ii) The second step, i.e., log file processing, allows to perform deep analysis through the following sub steps:
 Extracting and partitioning homogenous data;  Identifying the source targeted by each query;  Keywords extraction.
Before describing the different steps of the proposed approach, the log file structure considered in this study is presented in the following section.. 
Structure of the SNDL Log File
A log file of the SNDL system is of a common log format. An event represents a line in a log file. Figure 2 shows an example of an event of this file. An event is composed of the following attributes:
 41.98.29.193: IP address of the user;  ilWvTPtsaK6yDwC: session ID;  sahnounefoudil: user name;  (20/Feb/2013:00:00:18 +0100): date and time of query submission;  GET : method used by the protocol;  http://www.springermaterials.com:80/docs/pdf/1 0000866_118.html : URL of the source;  HTTP/1.1: protocol used and its version;  200: status or code returned from the server;  15413: size of the requested page in bytes.
The "common" structure of an event of the SNDL log file is given by the following form.
Log File Preprocessing

Log File Cleaning
Log data is typically noisy and unclear, so data cleaning is an essential process for effective mining process. Data cleaning allows to remove irrelevant items stored in the log files that may not be useful for analysis purposes (Cooley et al., 1999; Cooley et al., 1997) , such as access of JPEG, GIF file, Java Scripts, other audio/video files, non-human accesses (accesses made by web robots), and accesses with failed HTTP status codes.
Since the interesting data in the log files is the queries submitted to the sources and the documents downloaded from the sources and not in any system generated data, it is important to keep only this data in the log files after the cleaning process.
The cleaning process is divided into two different steps, namely conventional cleaning and deep cleaning, where:  Conventional cleaning: is similar to cleaning methods used in most data mining techniques which consist in removing multimedia files, style pagefiles, java script files, error codes, and web robot requests;  Deep cleaning: analyzes the queries structure and eliminates those that are not relevant to our analysis, which do not contain information on user queries and downloaded documents. Before describing these two cleaning steps, the following mathematical formulations are given.
Formal Description of the Cleaning Process:
Let F be a log file in the common format. Let E be the set of events of F. E = {e1, e2, e3… em}, ek is an event of F where 1 ≤ k ≤ m. Let t be an event of F being processed. The cleaning process is performed according to the following rule:
if (e k t satisfies condition c) then (E = E -{e k t }) This means that if the current event meets the predefined condition then remove this event from the log file. Conventional Cleaning: This first cleaning step is to eliminate lines from the log file that are generally useless in almost every data mining process because they contain no relevant information. Conventional cleaning rules are defined using the following predefined functions, namely: jpeg, gif, png, bmp, ico, mp3, wma, wav, ogg, mp4, mkv, avi, WebM, CSS, js} Examples of conventional cleaning rules are presented in Table 1 . Algorithm 1 describes the conventional cleaning process. Remove the "IP", "Method", "Status", "Protocol" and "Size" fields from F Fc = F End Deep Cleaning: is performed after the conventional cleaning, to further eliminate lines that are not interesting for this analysis. The events that do not contain information on user query and documents downloaded are removed. This can be done by checking the query content in each event. As the NDL system manages several sources, including Springer Link, Science Direct, and IEEE, different query formats can be found in the log file (each source has its own query format). This step requires understanding the query structure of each SNDL source in order to eliminate the irrelevant queries from the log file after the conventional cleaning.
Two types of query are distinguished, namely:
 Download query: used to download PDF documents from SNDL sources;  Search query: containing the keywords entered by the user for SNDL sources.
The study of the queries structure of SNDL sources is based on the main composition of the HTTP query. Indeed, an HTTP query is decomposed in the following attributes (Shepperd et al., 2018) :
 Protocol used (http protocol);  Domain name (Web server or source);  Path to the file (is the path to the resource);  Parameters (Each Web server has its own rules regarding parameters). (Table 2) ;  Download patterns dictionary: describes the download queries (Table 3) . Deep Cleaning Process: For this step, the following functions are defined. Query: ek ↦ Query(ek) : returns the value of the "Query" attribute of ek Domain: Query (ek) ↦ Domain(Query(ek)): returns the value of the "Domain" attribute of the query associated with ek Path: Query (ek) ↦ Path(Query(ek)): returns the value of "Path" attribute of the query associated with ek Params: Query (ek) ↦ Params(Query(ek)): returns the value of "Parameters List" attribute of the query associated with ek Let DR be the set of domains registered in the search patterns dictionary. Let DT be the set of domains registered in the download patterns dictionary. Let M be the set of the download markers in the download patterns dictionary. Let N be the set of the paths in the search patterns dictionary. Let P be the set of the parameters in the search patterns dictionary. Table 4 describes the deep cleaning rules. 
Log Event Identification
After removing irrelevant events from log file, this step consists in identifying the type of each event. An event can be either a search event or a download event according to the type of query. Deep cleaning not only eliminates unnecessary queries, but also identifies search queries and download queries according to rule 3 (Table 4 ).
Activities Segmentation by Session
It consists in segmenting user activities by session before extracting the data to distinguish the different visits of each user. At time t, a session identifier (ID) is assigned to a user connected to the SNDL system. The user will keep this identifier throughout his/her activity, at the break of the latter, or by closing the browser, a new session is assigned to the user. The probability that two users have the same session ID tends to 0. Due to the complexity of identifier generation, it is assumed below that if the session ID is known, then the name of the user is also known.
Log File Processing
Extracting and Partitioning Data
The relevant data is extracted and partitioned into two sets, namely a set of search events and a set of download events, such as:
A search event is characterized by: 
Source Identification
It consists in identifying the source targeted by each query. For this, patterns dictionaries are used to identify the source name according to the domain in the URL query.
Keywords Extraction
To extract the keywords from user's search query, the search patterns dictionary (Table 2) is used. The user query may contain special characters, such as ":","/", ".", which are encoded in URL format. For this, a URL decoding is performed to convert these characters to original format. Example: Consider the following keywords entered by the users: greenhouse%2C+heat+transfer. The characters "+" and "% 2C" are the encoding of the space and the comma respectively. After decoding these special characters, the following sentence was obtained: greenhouse, heat transfer.
IMPLEMENTATION
The proposed approach is implemented in a clientserver architecture (Figure 4) . The client accesses the application via a user account. A remote server hosts database containing very large amount of data. Three main actors who interact with the system are identified, namely:
 User: can only download the extracted data;  Administrator: analyze the log files;  Maintainer: manages the sources and maintains the two patterns dictionaries (add a new source).
Three log files of different sizes are analyzed. Table 5 shows the amount of data before and after cleaning process, as well as the remaining data in each file. Various others statistics can be generated, such as the number of events detected regarding error 404, image files, and JavaScript files. Table 6 shows the results of the cleaning process, illustrating the percentage of the amount of data that was removed by conventional cleaning and deep cleaning, as well as the remaining data in each log file after the cleaning process. It can see that the proposed approach eliminates a large amount of data that is not important for the analysis which speeds up the data extraction process. Deep cleaning removes a considerable amount of unwanted data, e.g. 40% from log file 1 as shown in Table 6 . Table 7 shows the amount of data extracted from the three files, namely research data and download data. The extracted data consists of downloaded documents and keywords used by the users, which constitute relevant information that represents the user's interests. This data is structured as Mysql data that can be downloaded as an Excel file or directly access using the SQL language.
In addition to discovering the user's interests from large log data, the proposed approach allows the preparation of relevant statistics that provide 2 Amount of data represents the number of events. information about SNDL users, such as the most used keywords, their activities on SNDL sources, the most downloaded documents and the most requested documents (or sources). These statistics help to improve research on the SNDL system. Table 8 shows an extract of the statistical results of the most used keywords by SNDL users. Table 9 shows the frequency of access to the sources, by calculating the number of users visiting each of the SNDL sources. 
CONCLUSION
Log files are a relevant data source that can be used in various applications, such as customizing a search system. In this paper, WUM techniques are used to analyze the user's behaviour, recorded in large log files of a multi-source search system. The proposed approach includes the preprocessing step that deletes the unwanted data and the processing step that extracts the relevant data describing the user's interests. In the pre-processing phase, a deep cleaning is proposed to remove the largest amount of irrelevant data and therefore reduce the time required for the processing phase and get accurate results. The extracted data is used to create a user profile and understand the user's activities via the generated reports. The sources management is considered as a limitation of the proposed approach because it requires human intervention to add new sources and update the corresponding patterns dictionaries. In future, it is planned to automate the sources management through the use of learning methods.
Finally, the generated user data can be used later to form clusters, to facilitate cooperation, to emerge social networks that did not exist before, in order to personalize the interaction with the system or to recommend the appropriate sources to the user.
