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Program dela
Magistrsko delo naj vsebuje poglobljen pregled znanih rezultatov o ni£elni prisili
grafov. Izdelani in implementirani naj bodo algoritmi za izra£un ni£elne prisile.
Algoritmi naj bodo tudi primerjani glede na £as izvajanja na relativno majhnih
graﬁh.
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Ni£elna prisila
Povzetek
Mnoºica ni£elne prisile grafa G je taka podmnoºica vozli²£ Z, za katero velja: £e
na za£etku pobarvamo vozli²£a iz Z, nato pa uporabljamo pravilo za ²irjenje barve,
dokler se dogajajo spremembe, morajo biti na koncu pobarvana vsa vozli²£a grafa G.
Pri tem je pravilo ²irjenja barve tako, da pobarvano vozli²£e u spremeni barvo so-
seda v natanko tedaj, ko je ta edini ²e nepobarvan sosed vozli²£a u. tevilo ni£elne
prisile grafa G je velikost najmanj²e take mnoºice ni£elne prisile. Delo obravnava
ni£elno prisilo nekaterih pogostih druºin grafov, zgornje in spodnje meje zanjo in
karakterizira grafe, ki te meje doseºejo. Obravnavane so tudi zgornje meje za ne-
katere produkte grafov in povezave ni£elne prisile z nekaterimi drugimi grafovskimi
parametri, kot sta npr. dominacijsko ²tevilo in neodvisnostno ²tevilo.
V sklopu dela so v C++ implementirani algoritmi za preverjanje, ali je mnoºica
res mnoºica ni£elne prisile, in za izra£un ²tevila ni£elne prisile za dani graf G. Slednji
so eksponentni, vendar za splo²en graf (najverjetneje) ne moremo dose£i polinomske
£asovne zahtevnosti, saj je problem NP-teºek. Predstavljeni so tudi nekateri drugi
rezultati kompleksnosti za probleme, ki so tesno povezani z ni£elno prisilo.
Zero forcing
Abstract
Zero forcing set of graph G is a subset Z of vertices for which the following holds:
if initially the vertices from Z are coloured black and we apply the colour change
rule repeatedly, then at the end of the process all vertices of G should be black. Here
the colour change rule is deﬁned as: a black vertex u forces the change of colour in
a white negihbour v, if v is the only white neighbour of u. The zero forcing number
of a graph is the size of the smallest zero forcing set. In this work, we list and
prove results for some well known families of graphs, lower and upper bounds of the
zero forcing number and characterise the graphs for which these bounds are tight.
Some upper bounds for various products of graphs and connections to other graph
parameters, such as domination and independence number, are also given.
We implement algorithms for checking whether a set is zero forcing and for cal-
culating the zero forcing number of a general graph in C++. The latter algorithms
are exponential, however due to NP-hardness of the problem, polynomial time com-
plexity (most likely) cannot be obtained. Some additional complexity results for
closely related problems are also listed.
Math. Subj. Class. (2010): 05C99, 68Q25
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1 Uvod
Pojem ni£elne prisile je bil prvi£ predstavljen v [2] leta 2008 kot zgornja meja za
problem maksimalnega koranga grafa. Kljub temu, da je problem ni£elne prisile (in
nekatere njegove razli£ice) NP-teºek [16, 1, 8], pa je za dolo£ene pogoste razrede
grafov ²tevilo lahko dolo£ljivo. V £lanku [2] s pomo£jo ni£elne prisile dolo£ijo ma-
ksimalne korange in minimalne range mnogih znanih grafov in druºin, ki prej niso
bili znani.
Neodvisno je bila ni£elna prisila obravnavana tudi v ﬁziki za nadzor velikih kvan-
tnih sistemov prek manj²ega, lokalnega dela sistema [9]. Ekvivalentni pojem propa-
gacija so bolj formalno uvedli v [24] leta 2008, kjer so prav tako postavili vpra²anje
najmanj²e take podmnoºice vozli²£, da bo na koncu pobarvan cel graf, problem pre-
u£ili za nekaj preprostih druºin grafov in ²tevilo dolo£ili za uravnoteºena n-terna
drevesa.
Kasneje se je ni£elno prisilo za£elo preu£evati tudi v povezavi drugimi grafo-
vskimi problemi, kot npr. s povezano dominacijo [3], Grundyjevim dominacijskim
²tevilom [7], neodvisnostnim ²tevilom [12] in elektri£no dominacijo [15, 5, 1]. Sle-
dnja ima ²e posebej zanimivo motivacijo v nadzoru elektri£nih omreºij, saj ºelimo
cel sistem pokriti s £im manj (dragimi) nadzornimi napravami. Nekateri izmed teh
rezultatov so predstavljeni v tem delu v poglavju 7.
Ker je izra£un ²tevila ni£elne prisile NP-teºek problem, hkrati pa je pomembna
meja za nekatere druge parametre, je bila motivacija za iskanje tesnej²ih zgornjih
in spodnjih mej velika. V [3] so v ta namen deﬁnirali splo²nej²o razli£ico problema,
k-prisilo, s pomo£jo katere so v [3, 19] na²li bolj²e zgornje meje, nekatere sicer drºijo
le za povezane grafe. S spodnjo mejo pa so se v odvisnosti od oºine grafa ukvarjali
v [10, 13, 14, 19, 20].
V 2. poglavju preletimo nekatere osnovne deﬁnicije teorije grafov, ki jih bomo
uporabljali v delu, nato pa deﬁniramo pojem ni£elne prisile, si ogledamo nekaj la-
stnosti, trivialno zgornjo in spodnjo mejo ter motivacijo za imenom ni£elna prisila.
V 3. poglavju dolo£imo ²tevilo ni£elne prisile za nekatere razrede grafov, kot so
npr. poti, cikli in polni graﬁ, v 4. poglavju pa karakteriziramo grafe, za katere sta
spodnja in zgornja meja iz 2. poglavja tesni.
V 6. poglavju sta zapisana algoritma za preverjanje mnoºice in eksponentni al-
goritem za izra£un ²tevila ni£elne prisile, katere hitrost je primerjana na naklju£no
generiranih graﬁh po modelu Erd®sRényi, implementacija pa je priloºena v pri-
logi A. Predstavljeni so tudi nekateri rezultati glede ra£unske zahtevnosti tega in
tesno povezanih problemov. V 7. poglavju je narejen pregled bolj²ih spodnjih in
zgornjih mej za ni£elno prisilo nekaterih grafov, predstavljene pa so tudi povezave z
nekaterimi drugimi grafovskimi parametri, omenjenimi zgoraj.
2 Osnovne deﬁnicije
V tem poglavju najprej navedemo nekaj osnovnih deﬁnicij teorije grafov, nato pa
deﬁniramo dva temeljna pojma tega dela, mnoºico ni£elne prisile in ²tevilo ni£elne
prisile, si ogledamo motivacijo za poimenovanje in nekaj primerov.
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Graf G je deﬁniran kot urejen par mnoºice vozli²£, ozna£imo jo z V (G), in mno-
ºice povezav E(G), pri £emer so povezave pari elementov iz V (G). Za potrebe tega
dela bo za graf veljalo, da je kon£en (dovolj je, £e je kon£na mnoºica vozli²£) in ima
neprazno mnoºico vozli²£, nima zank (nobena povezava ne sme biti sestavljena samo
iz enega vozli²£a) in ve£kratnih povezav (elementi v E(G) se ne ponavljajo). e so
elementi mnoºice povezav urejeni pari, pravimo, da je graf usmerjen, v nasprotnem
primeru pa neusmerjen. e ni ozna£eno druga£e, bomo z besedo graf mislili neu-
smerjen povezan graf. Velikost grafa G je deﬁnirana kot ²tevilo vozli²£ tega grafa,
ozna£imo jo tudi kot |G| ali n(G). V nadaljevanju bomo, kjer je o£itno, za kateri
graf gre, mnoºico vozli²£ grafa ozna£evali kar z V , mnoºico povezav pa z E. Velikost
mnoºice povezav grafa G pa bomo ozna£evali z m(G).
Graf H je podgraf grafa G, £e velja V (H) ⊆ V (G) in E(H) ⊆ E(G). Graf H
je vpet podgraf, £e velja V (H) = V (G). Graf H je podgraf, induciran z mnoºico
vozli²£ VH ⊆ V (G), £e velja E(H) = {{u, v} ∈ E(G) | u ∈ VH ∧ v ∈ VH}. Zapi²emo
tudi H = G[VH ].
Vozli²£i u in v sta sosednji, £e obstaja povezava med njima, torej {u, v} ∈ E,
pi²emo tudi u ∼G v ali kar u ∼ v. (Pri pisanju povezav bomo ponavadi izpu²£ali
oklepaje in vejico, namesto {u, v} torej pi²imo kar uv.) Sose²£ina N(u) vozli²£a u
je mnoºica tistih vozli²£, ki so mu sosednja, zaprta sose²£ina N [u] poleg sosedov
vsebuje ²e samo vozli²£e u, stopnja vozli²£a v grafu G pa je ²tevilo njegovih sosedov
(oziroma velikost njegove sose²£ine). Najve£jo stopnjo vozli²£a v grafu G bomo
ozna£ili z ∆(G), najmanj²o pa z δ(G). Kadar je o£itno, za kateri graf gre, bomo
pisali kar ∆ in δ. e velja δ(G) = ∆(G), re£emo, da je graf G regularen.
2.1 Produkti grafov
V delu si bomo ogledali tudi rezultate za nekatere produkte grafov, zato jih najprej
deﬁnirajmo in ilustrirajmo s primeri.
Deﬁnicija 2.1. Kartezi£ni produkt grafov G in H, ozna£imo z GH, je graf,
katerega mnoºica vozli²£ je kartezi£ni produkt mnoºice vozli²£ grafa G in grafa H,
sosednji pa sta tisti dve vozli²£i (u, v) in (u′, v′), u, u′ ∈ V (G), v, v′ ∈ V (H), za
kateri velja eden izmed naslednjih pogojev:
1. u = u′ in vv′ ∈ E(H),
2. v = v′ in uu′ ∈ E(G).
Deﬁnicija 2.2. Krepki produkt grafov G in H, ozna£imo z GH, je graf, katerega
mnoºica vozli²£ je kartezi£ni produkt mnoºice vozli²£ grafa G in grafa H, sosednji
pa sta tisti dve vozli²£i (u, v) in (u′, v′), u, u′ ∈ V (G), v, v′ ∈ V (H), za kateri velja
eden izmed naslednjih pogojev:
1. u = u′ in vv′ ∈ E(H),
2. v = v′ in uu′ ∈ E(G),
3. uu′ ∈ E(G) in vv′ ∈ E(H).
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Iz deﬁnicij opazimo, da velja E(GH) ⊆ E(GH), kartezi£ni produkt je torej
vpeti podgraf krepkega. Poglejmo si nekaj primerov obeh produktov z enostavnimi
druºinami grafov.
Primer 2.3. Najprej si poglejmo primera kartezi£nega produkta poti P2P3 in
krepkega produkta poti P2  P3, ki sta prikazana na sliki 1.
u v
x
y
z
(u, x) (v, x)
(u, y) (v, y)
(u, z) (v, z)
u v
x
y
z
(u, x) (v, x)
(u, y) (v, y)
(u, z) (v, z)
Slika 1: Na sliki sta prikazana kartezi£ni produkt P2P3 (levo) in krepki produkt
P2  P3 (desno). Kartezi£ni produkt ozna£ujemo z , krepki produkt pa
z  ravno zaradi rezultata teh dveh produktov poti P2 same s seboj.
Pri obeh produktih opazimo, da kot inducirani podgraﬁ za ustrezno izbrano
podmnoºico vozli²£ nastopajo tri (ravno n(P3)) kopije grafa P2 in dve (ravno n(P2))
kopiji grafa P3.
Na slikah 2 in 3 sta prikazana ²e primera kartezi£nega in krepkega produkta cikla
in poti na n vozli²£ih, natan£neje C4Pn na sliki 2 in C4  Pn na sliki 3.
Slika 2: Prikazan je kartezi£ni produkt C4Pn.
Slika 3: Prikazan je krepki produkt C4  Pn.
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Iz zgornjih deﬁnicij in primerov lahko vidimo, da sta tako kartezi£ni kot tudi
krepki produkt komutativni operaciji do izomorfnosti grafov natan£no. Poglejmo si
²e en produkt grafov, za katerega pa komutativnost v splo²nem ne velja.
Deﬁnicija 2.4. Korona grafov G in H, ozna£imo jo z G ◦ H, je graf velikosti
n(G)n(H) + n(G), ki ga sestavimo tako, da vzamemo eno kopijo G in n(G) kopij
grafa H, vsa vozli²£a i-te kopije H pa poveºemo z i-tim vozli²£em v kopiji grafa G.
Na sliki 4 sta prikazani koroni C5 ◦ P2 in P2 ◦ C5.
Slika 4: Na sliki sta prikazana korona C5◦P2 (levo) in P2◦C5 (desno). e iz velikosti
lahko vidimo, da grafa nista izomorfna.
2.2 Ni£elna prisila
Poglejmo si osnovne deﬁnicije in lastnosti pojmov, ki so temelji tega dela ter jih
demonstrirajmo na preprostih primerih.
Deﬁnicija 2.5. Mnoºica ni£elne prisile Z grafa G je podmnoºica vozli²£ tega grafa,
tak²na, da velja: £e na za£etku s £rno barvo pobarvamo vsa vozli²£a iz Z, potem pa
sledimo pravilu, da vsako £rno vozli²£e u z natanko enim belim sosedom v povzro£i,
da vozli²£e v spremeni barvo v £rno (ozna£imo u → v), in postopek ponavljamo,
dokler se ²e dogajajo kak²ne spremembe, morajo biti po koncu postopka vsa vozli²£a
grafa G pobarvana £rno.
Primer 2.6. Za graf na sliki 5 je mnoºica ni£elne prisile na primer Z = {1, 5}.
Pravzaprav od podmnoºic vozli²£ velikosti 2 zadostujejo tiste, ki vsebujejo vozli²£e 1
1
2
3
4 5
Slika 5: Ena izmed petih moºnih mnoºic ni£elne prisile velikosti 2 grafa na sliki je
mnoºica Z = {1, 5}.
ali vozli²£e 2 ter hkrati vozli²£e 3 ali vozli²£e 5, pa tudi podmnoºica, ki vsebuje tako
vozli²£e 1 kot vozli²£e 2. (e se barva za£ne ²iriti iz trikotnika, potem morata
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biti pobarvani vsaj dve izmed vozli²£ trikotnika, £e pa se za£ne ²iriti iz vozli²£a 5,
ki je stopnje 1, mora biti pobarvano vsaj ²e eno vozli²£e trikotnika (1 ali 2), da
bo vozli²£e 3 lahko pobarvalo zadnje belo vozli²£e trikotnika.) Vse moºne mnoºice
ni£elne prisile velikosti 2 so torej:
Z1 = {1, 2}, Z2 = {1, 3}, Z3 = {1, 5}, Z4 = {2, 3}, Z5 = {2, 5}.
e gledamo podmnoºice vozli²£ velikosti 3, pa so mnoºice ni£elne prisile vse, razen
tista, ki ne vsebuje ne vozli²£a 1 ne vozli²£a 2, torej mnoºica {3, 4, 5}. Mnoºice
ni£elne prisile velikosti 4 so o£itno vse moºne podmnoºice vozli²£ velikosti 4.
Zanima nas, kak²na je najmanj²a moºna mnoºica vozli²£, ki jo moramo vzeti, da
bo po kon£anem postopku barvanja celoten graf pobarvan £rno.
Deﬁnicija 2.7. tevilo ni£elne prisile Z(G) grafa G je deﬁnirano kot velikost naj-
manj²e mnoºice ni£elne prisile grafa G, oziroma
Z(G) = min{|Z| | Z ⊆ V (G) mnoºica ni£elne prisile grafa G}.
Hitro vidimo, da je ²tevilo ni£elne prisile dobro deﬁnirano, saj lahko za poljuben
graf vedno vzamemo vsa vozli²£a, razen enega, in s tem dobimo mnoºico ni£elne
prisile. Velja torej
Z(G) ≤ n(G)− 1. (2.1)
Po drugi strani seveda velja tudi, da moramo za zadostitev deﬁniciji vedno imeti
vsaj eno vozli²£e, da lahko govorimo o mnoºici ni£elne prisile, o£itno velja
Z(G) ≥ 1. (2.2)
Hitro lahko postavimo bolj²o o£itno spodnjo mejo. e imamo graf z najmanj²o
stopnjo vozli²£a δ, mora biti velikost mnoºice ni£elne prisile |Z| vsaj δ. V nasprotnem
primeru, £e bi torej na za£etku pobarvali δ − 1 vozli²£ ali manj, bi imelo vsako od
pobarvanih vozli²£ stopnjo vsaj δ, torej bi imelo vsako od pobarvanih vozli²£ u vsaj
δ − (δ − 1 − 1) = 2 nepobarvana soseda (ker je u eno izmed pobarvanih vozli²£ in
ni samo svoj sosed) in se proces ²irjenja barve sploh ne bi mogel za£eti. Velja torej
spodnja meja
Z(G) ≥ δ. (2.3)
Ta spodnja meja je tesna za splo²en graf G brez dodatnih omejitev: £e vzamemo
primer poti Pn, ki ima δ = 1, vidimo, da je tudi Z(Pn) enak 1 (pobarvamo eno od
kraji²£ poti), torej Z(Pn) = δ(Pn).
Smiselno se je vpra²ati, ali je ob neki za£etni mnoºici pobarvanih vozli²£ Z, ki ni
nujno mnoºica ni£elne prisile, kon£en rezultat postopka ²irjenja barve vedno enaka
mnoºica, neodvisno od vrstnega reda spreminjanja barve. Pokaºimo:
Trditev 2.8 ([2, str. 1633]). Kon£na mnoºica pobarvanih vozli²£ za neko za£etno
mnoºico Z je vedno ista, ne glede na vrstni red sprememb barv.
Dokaz. Pokaºimo, da vozli²£e, ki postane £rno za nek vrstni red sprememb barv,
lahko vedno postane £rno, s pomo£jo indukcije na ²tevilo sprememb barv, ki so
potrebne, da pobarvamo vozli²£e.
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Fiksirajmo Z. Recimo, da za po£rnitev vozli²£a u potrebujemo eno spremembo
barve. To pomeni, da je u edini nepobarvan sosed enega izmed vozli²£ v Z (spre-
memba barve, ki jo potrebujemo, je ravno barva vozli²£a u). Ne glede na to, v
kak²nem vrstnem redu spreminjamo barve vozli²£, bo u ²e vedno edini nepobarvan
sosed enega izmed vozli²£ v Z in bo neko£ pobarvan.
Sedaj naj na²a trditev velja za vozli²£a, ki potrebujejo n − 1 sprememb barv,
da postanejo £rna. Recimo, da za vozli²£e u potrebujemo n sprememb barv. To
pomeni, da obstaja sosed v, ki potrebuje n−1 sprememb barv, da po£rni, pri £emer
bo vozli²£e u po tem edini nepobarvan sosed vozli²£a v. Ker smo predpostavili, da
trditev drºi za vozli²£a, ki potrebujejo n − 1 sprememb, torej velja, da bo vozli²£e
v postalo £rno neodvisno od vrstnega reda sprememb. Po nekem vrstnem redu
sprememb imamo torej £rno vozli²£e v, katerega edini nepobarvan sosed je u, ki bo
torej (neko£) postal £rn. Torej tudi za vozli²£e u velja, da bo postalo pobarvano
neodvisno od vrstnega reda sprememb, in indukcija je zaklju£ena.
Oglejmo si pojem pokrivanja grafa s potmi, za katerega se bo izkazalo, da je
povezan z ni£elno prisilo. Pokritje s potmi grafa G je taka mnoºica induciranih
podgrafov poti, da vsako vozli²£e grafa pripada natanko eni izmed poti. Pri tem
lahko pokritje vsebuje tudi pot velikosti ena (torej eno samo vozli²£e). Velikost
najmanj²ega pokritja s potmi nekega grafa ozna£imo s P (G). Eno izmed minimalnih
pokritij s potmi grafa G na sliki 5 na strani 4 je mnoºica {{1}, {2, 3, 4, 5}}, velja
P (G) = 2.
e imamo dano mnoºico ni£elne prisile Z nekega grafa, lahko zapi²emo zaporedje
sprememb barv vozli²£, pri £emer je sprememba oblike u→ v (u povzro£i spremembo
barve vozli²£a v). Zaporedje lahko razbijemo na podzaporedja, tako da vozli²£a
inducirajo pot; takemu podzaporedju re£emo veriga sprememb in ga zapi²emo kot
(u1, u2, . . . , uk), pri £emer velja ui → ui+1 za 1 ≤ i ≤ k − 1. Ta podzaporedja so
disjunktna (glede na vozli²£a), saj vsako vozli²£e povzro£i spremembo v najve£ enem
vozli²£u (saj se ta zgodi, ko ima natanko enega belega soseda) in je vsako vozli²£e
spremenilo barvo zaradi enega vozli²£a (ali pa je bilo v za£etni mnoºici Z). Povedano
druga£e, vsako vozli²£e se v zaporedju sprememb nahaja najve£ dvakrat: enkrat na
levi strani spremembe, drugi£ na desni. Poleg tega vemo, da se vsako vozli²£e, ki
ni v Z, v zaporedju sprememb pojavi vsaj enkrat, saj je Z mnoºica ni£elne prisile
in mora biti na koncu torej pobarvan cel graf. tevilo verig je |Z|, za£etno vozli²£e
vsake so ravno vozli²£a iz Z, pri £emer za verigo sprememb ²tejemo tudi eno samo
vozli²£e iz Z, £e to ne povzro£i spremembe v nobenem vozli²£u. Verige so torej
particija vozli²£ grafa, ki inducira neko pokritje s potmi. Iz tega sledi
Trditev 2.9 ([4, trditev 2.10]). Za velikost minimalnega pokritja splo²nega grafa G
s potmi P (G) velja
P (G) ≤ Z(G). (2.4)
Poglejmo si, kako izgleda veriga sprememb na grafu s slike 5 iz primera 2.6, pri
£emer vzemimo mnoºico ni£elne prisile Z3 = {1, 5}. e se dogovorimo, da v primeru
ve£ih moºnih povzro£iteljev spremembe prevlada vozli²£e z manj²o oznako, dobimo
verigi 5→ 4→ 3 in 1→ 2, ki torej inducirata ²e eno minimalno pokritje tega grafa
poleg ºe omenjenega.
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e imamo dano mnoºico ni£elne prisile Z za nek graf G in v Z dodamo ²e kak²no
vozli²£e, se izkaºe, da je to ²e vedno mnoºica ni£elne prisile grafa G.
Trditev 2.10. Za graf G je dana mnoºica ni£elne prisile Z1. Potem za Z2 ⊆ V
velja:
Z1 ⊆ Z2 =⇒ Z2 je mnoºica ni£elne prisile.
Dokaz. Imejmo mnoºico ni£elne prisile Z1 in tako podmnoºico Z2 vozli²£ G, da velja
Z1 ⊆ Z2. Naj bo z1 = |Z1| in z2 = |Z2|. Ozna£imo zaporedje sprememb barv vozli²£,
£e so na za£etku pobarvana vozli²£a iz Z1, takole: u1 → v1, u2 → v2 . . ., pri £emer
ui → vi pomeni, da je ui povzro£il spremembo barve vozli²£a vi, in i te£e od 1 do
n(G)− z1, saj je Z1 mnoºica ni£elne prisile in mora biti na koncu pobarvan cel graf.
Vozli²£a v zaporedju, ki spremenijo barvo, so enoli£na, torej vi ̸= vj za i ̸= j. e
sedaj na za£etku pobarvamo vozli²£a iz Z2 in gremo po zaporedju sprememb barv
za Z1, imamo za spremembo ui → vi dve moºnosti:
 vi ²e ni pobarvan in je edini bel sosed ui (na za£etku smo dodali ve£ £rnih voz-
li²£, torej se je ²tevilo belih sosedov vozli²£ kve£jemu zmanj²alo, ne pove£alo),
v tem primeru se zgodi sprememba barve kot originalno;
 vi je ºe pobarvan, kar se lahko zgodi le, £e vi ∈ Z2 \ Z1, saj smo sledili
spremembam barve za Z1, kjer se vi pojavi samo enkrat; sprememba barve
se ne zgodi.
Druga moºnost se zgodi natanko (z2 − z1)-krat, toliko sprememb torej zavrºemo,
ostale pa se zgodijo kot originalno. Teh je torej n(G)−z1− (z2−z1) = n(G)−z2, na
za£etku smo pobarvali z2 vozli²£, torej je zdaj skupaj pobarvanih z2 + n(G)− z2 =
n(G) vozli²£, Z2 je torej mnoºica ni£elne prisile.
Iz trditve 2.10 vidimo, da za dve mnoºici ni£elne prisile Z1, Z2 grafa G velja, da
je njuna unija Z1 ∪ Z2 tudi mnoºica ni£elne prisile za G. To pa ne velja za presek:
£e vzamemo graf K2, z vozli²£ema 1 in 2, sta Z1 = {1} in Z2 = {2} mnoºici ni£elne
prisile, njun presek, prazna mnoºica, pa o£itno ni mnoºica ni£elne prisile za K2.
Velja pa tudi naslednja posledica trditve 2.10:
Posledica 2.11. e za graf G ne obstaja mnoºica ni£elne prisile velikosti z1, kjer je
1 < z1 < n(G)− 1, potem tudi ne obstaja mnoºica ni£elne prisile velikosti z2 < z1.
Dokaz. Fiksirajmo z1 in z2 ≤ z1. Dokaºimo, da £e ne velja desna stran implikacije,
tudi leva ne velja. Naj torej obstaja mnoºica ni£elne prisile velikosti z2. Po trdi-
tvi 2.10 ji lahko dodajamo vozli²£a grafa G, dokler ne bo velikosti z1, pa bo ²e vedno
mnoºica ni£elne prisile. Sledi torej, da obstaja mnoºica ni£elne prisile velikosti z1 in
dokaz je kon£an.
Kaj se zgodi z ni£elno prisilo grafa, £e odstranimo kak²no povezavo ali vozli²£e?
e za nek graf G poznamo Z(G), za njegov podgraf v splo²nem ne moremo povedati,
kak²na bo ni£elna prisila. V poglavju 3 npr. dokaºemo, da ima cikel Cn ni£elno
prisilo 2, polni graf Kn pa n − 1. V tem primeru (gledamo dovolj velike vrednosti
n) za vpeti podgraf Cn velja Z(Cn) ≤ Z(Kn). e pa vzamemo kolo Wn in vpet
podgraf zvezdo Sn, pa velja n− 1 = Z(Sn) ≥ Z(Wn) = 3.
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Poglejmo si ²e, zakaj temu pojmu re£emo ni£elna prisila. Najprej deﬁnirajmo
graf G(A) simetri£ne matrike A velikosti n nad poljem F (pi²emo A ∈ Symn(F)):
V (G(A)) = {1, . . . n}, E(G(A)) = {{i, j} | aij ̸= 0, 1 ≤ i < j ≤ n}.
Primer 2.12. Graf, ki pripada matriki
A =
⎡⎢⎢⎢⎢⎣
5 −2 3 0 0
−2 13 6.9 0 0
3 6.9 0 7 0
0 0 7 −1.1 1
0 0 0 1 0
⎤⎥⎥⎥⎥⎦ ,
je prikazan na sliki 5 na strani 4. Iz deﬁnicije vidimo, da vrednost elementov v
matriki (razen neni£elnosti) ni pomembna.
Sedaj lahko deﬁniramo mnoºico vseh (simetri£nih) matrik grafa G nad poljem F:
S(F, G) = {A ∈ Symn(F) | G(A) = G}.
Ideja za imenom ni£elne prisile je slede£a. Vzemimo matriko, ki pripada grafu G, in
vektor, ki je v jedru te matrike. rna vozli²£a grafa G predstavljajo tiste koordinate
v vektorju, za katere zahtevamo, da so enake ni£, bela vozli²£a pa so tiste koordinate,
za katere (²e) ni nobene zahteve. Sprememba barve i-tega vozli²£a iz bele v £rno
pomeni, da mora i-ta koordinata vektorja biti ni£. e za£nemo z mnoºico ni£elne
prisile, sledi naslednja trditev
Trditev 2.13 ([2, trditev 2.3]). Imejmo mnoºico ni£elne prisile Z grafa G in matriko
A ∈ S(F, G) grafa G nad poljem F. Naj bo vektor x v jedru matrike A. e so vse
koordinate, ki pripadajo vozli²£em iz Z, enake 0, potem je x = 0.
Ker imamo povezavo med grafom in matrikami, lahko deﬁniramo tudi minimalni
rang in maksimalni korang grafa G:
mrF(G) = min{rang(A) | A ∈ S(F, G)},
MF(G) = max{korang(A) | A ∈ S(F, G)},
pri £emer je korang(A) = dim(ker(A)). Ker za matriko A velikosti m×n nad nekim
poljem F velja rang(A)+korang(A) = n, bosta minimalni rang in maksimalni korang
o£itno doseºena pri isti matriki (saj £e je rang matrike A manj²i od ranga matrike
istih dimenzij B, mora biti korang matrike A ve£ji od koranga matrike B). Prav
tako iz te enakosti o£itno sledi, da velja
mrF(G) +MF(G) = n(G). (2.5)
e velja F = R, bomo oznako za polje izpu²£ali in pisali samo S(G),mr(G),M(G).
Deﬁniramo lahko tudi pozitivno semideﬁniten minimalni rang mr+(G) grafa G
nad R, kjer upo²tevamo samo tiste matrike grafa G, ki so pozitivno semideﬁnitne.
O£itno velja mr(G) ≤ mr+(G).
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S pomo£jo kli£nega pokritja lahko minimalni rang grafa omejimo od zgoraj. Nek
induciran podgraf velikosti n′ grafa G je klika, £e je izomorfen polnemu grafu na n′
vozli²£ih (vsa vozli²£a so sosednja). Mnoºica podgrafov klik, za katero velja, da je
vsaka povezava grafa G vsebovana vsaj v eni izmed klik, je kli£no pokritje grafa G.
Velikost najmanj²e take mnoºice je ²tevilo kli£nega pokritja cc(G) grafa G. Velja [6]:
mr(G) ≤ mr+(G) ≤ cc(G), (2.6)
saj lahko pozitivno semideﬁnitno matriko grafa dobimo kot vsoto matrik klik iz
kli£nega pokritja ranga 1 (in vemo, da velja rang(A + B) ≤ rang(A) + rang(B)).
Poglejmo si preprost primer:
Primer 2.14. Naj bo graf G kot na sliki 6. Najmanj²e kli£no pokritje je o£itno
sestavljeno iz klike velikosti 3 in klike velikosti 2: {2, 3, 4}, {1, 2}. Eno izmed matrik,
1 2
3
4
Slika 6: Najmanj²e kli£no pokritje grafa na sliki je sestavljeno iz klike velikosti 3 in
klike velikosti 2: {2, 3, 4}, {1, 2}.
ki pripada grafu G, lahko zapi²emo kot vsoto matrik ranga 1, ki pripadajo tem
klikam:
A =
⎡⎢⎢⎣
1 1 0 0
1 2 1 1
0 1 1 1
0 1 1 1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
0 0 0 0
0 1 1 1
0 1 1 1
0 1 1 1
⎤⎥⎥⎦+
⎡⎢⎢⎣
1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎦ .
Matriki na desni strani sta o£itno ranga 1 (²tevilo linearno neodvisnih stolpcev
je enako 1), matrika na levi (A) pa je ranga 2 (drugi stolpec je linearna kom-
binacija prvega in tretjega) in pozitivno semideﬁnitna (njene lastne vrednosti so{
1
2
(
5 +
√
5
)
, 1
2
(
5−√5) , 0, 0}).
Glavna motivacija za uvedbo ni£elne prisile je ravno preu£evanje minimalnega
ranga (oziroma maksimalnega koranga) grafov. Izkaºe se, da je ²tevilo ni£elne prisile
zgornja meja za maksimalni korang, za kar potrebujemo ²e slede£ rezultat:
Trditev 2.15 ([2, trditev 2.2]). Imejmo matriko A ∈ Fn×n s korangom korang(A) >
k. Potem obstaja tak neni£elni vektor iz jedra x ∈ ker(A), katerega koordinate so
enake 0 na poljubnih k indeksih.
Sedaj lahko dokaºemo
Izrek 2.16 ([2, trditev 2.4]). Imejmo mnoºico ni£elne prisile Z grafa G. Potem za
poljubno polje F velja MF(G) ≤ |Z| in posledi£no
MF(G) ≤ Z(G). (2.7)
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Dokaz. S protislovjem: predpostavimo MF(G) > |Z| in vzemimo tako matriko A ∈
S(F, G), da je korang(A) > |Z|. Po trditvi 2.15 obstaja tak neni£elni vektor x ∈
ker(A), katerega koordinate so enake 0 na indeksih, pripadajo£ih vozli²£em iz Z.
Po trditvi 2.13 pa sledi, da so potem vse koordinate x enake 0, kar je protislovje z
neni£elnostjo x.
3 Ni£elna prisila nekaterih razredov grafov
V tem poglavju si ogledamo, kak²no je ²tevilo ni£elne prisile za nekatere osnovne
druºine grafov, kot so npr. poti, cikli ali polni graﬁ.
3.1 Poti
Pot dolºine n je graf z n vozli²£i, od katerih sta (za n ≥ 2) dve stopnje 1 (kraji²£i),
preostala vozli²£a pa so stopnje 2. Za poti velja:
Trditev 3.1. Z(Pn) = 1.
Dokaz. e na za£etku pobarvamo eno izmed kraji²£, ozna£imo ga z u, ki je torej
stopnje 1, potem ta povzro£i spremembo v svojem edinem sosedu v, ki je stopnje 2 in
katerega sosed u je ºe pobarvan, zato v povzro£i spremembo barve svojega edinega
nepobarvanega soseda in tako dalje . . . (Predstavljeno tudi na sliki 7.) Velja torej
Z(Pn) ≤ 1, saj je kraji²£e mnoºica ni£elne prisile. Ker je δ = 1, po trivialni spodnji
meji 2.3 velja Z(Pn) = 1.
Slika 7: Prikazano je vmesno stanje ²irjenja £rne barve v grafu Pn, £e smo na za£etku
pobarvali samo levo kraji²£e. Drugo vozli²£e z leve ima natanko enega
nepobarvanega soseda (na sliki levo) in povzro£i njegovo spremembo (na
sliki desno). irjenje se nadaljuje na enak na£in, dokler ni pobarvan cel
graf.
3.2 Cikli
Cikel na n ≥ 3 vozli²£ih Cn je graf, v katerem imajo vsa vozli²£a stopnjo 2, velja
torej δ = ∆ = 2.
Trditev 3.2. Z(Cn) = 2.
Dokaz. e za za£etno mnoºico pobarvanih vozli²£ vzamemo dva soseda, bo vsak
imel natanko enega nepobarvanega soseda, ²irjenje bo torej potekalo v obe smeri
(prikazano na sliki 8), dokler ne bo cel graf pobarvan. Tak²na za£etna mnoºica
torej je mnoºica ni£elne prisile, velja Z(Cn) ≤ 2. e upo²tevamo trivialno spodnjo
mejo 2.3 in dejstvo, da je najmanj²a stopnja v ciklu enaka 2, dobimo Z(Cn) = 2.
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Slika 8: Prikazano je vmesno stanje ²irjenja barve v grafu Cn, pri £emer sta na
za£etku pobarvani sosednji vozli²£i 1 in 2 (prikazano na sliki levo). Vozli-
²£e 1 lahko povzro£i spremembo desnega soseda, vozli²£e 2 pa levega soseda
(prikazano na sliki desno). Postopek se ponavlja, dokler ni pobarvan cel
graf.
3.3 Polni graﬁ
Polni graf na n vozli²£ih Kn je graf, v katerem je vsako vozli²£e sosednje vsem
ostalim, vsa vozli²£a so torej stopnje n− 1.
Trditev 3.3. Z(Kn) = n− 1.
Dokaz. e pobarvamo vsa vozli²£a, razen enega (ozna£imo v), je to mnoºica ni£elne
prisile, saj so vsi sosedi vozli²£a v £rni in je v njihov edini nepobarvan sosed, torej
spremeni barvo in pobarvan je cel graf. Velja torej Z(Kn) ≤ n − 1, po spodnji
meji 2.3 pa velja tudi Z(Kn) ≥ δ = n− 1, torej je Z(Kn) = n− 1.
Na sliki 9 je prikazan polni graf na 5 vozli²£ih in njegova mnoºica ni£elne prisile.
Slika 9: Prikazan je polni graf K5 in njegova mnoºica ni£elne prisile. im bi pobar-
vali eno vozli²£e manj, bi imelo vsako £rno vozli²£e dva nepobarvana soseda
in se postopek ²irjenja barve ne bi za£el.
3.4 Zvezde
Zvezda Sn je tak graf na n + 1 vozli²£ih, ki ima n vozli²£ stopnje 1 in eno vozli²£e
stopnje n. Je pravzaprav poseben primer polnega dvodelnega grafa, mnoºico vozli²£
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lahko torej razbijemo na dve mnoºici: X, v kateri je vozli²£e stopnje n, in Y , v kateri
so vsa preostala vozli²£a, ki so stopnje 1. Znotraj mnoºic X in Y ni povezav, vsako
vozli²£e iz X pa je sosednje vsakemu v Y . Primer zvezde je prikazan na sliki 10.
Slika 10: Prikazana je zvezda S6 in njena mnoºica ni£elne prisile.
Trditev 3.4. Z(Sn) = n− 1.
Dokaz. Za namene tega dokaza si bomo sliko zvezde predstavljali kot poln dvodelen
graf K1,n (podobno kot na sliki 11), sredinsko vozli²£e stopnje n na eni strani (mno-
ºica X), na drugi pa vsa preostala vozli²£a, ki so stopnje 1 (mnoºica Y ). Opazimo,
da so vozli²£a iz Y ekvivalentna v smislu, da ni vaºno, katero to£no je pobarvano,
saj imajo vsa isto stopnjo in istega soseda. e £rno pobarvamo vsa vozli²£a v Y
razen enega, bo eno izmed teh vozli²£ poskrbelo za spremembo barve sredinskega
vozli²£a stopnje n, to pa bo poskrbelo za spremembo barve edinega vozli²£a sto-
pnje 1, ki ²e ni £rno. Velja torej Z(K1,n) ≤ n− 1. Poskusimo najti manj²o mnoºico
ni£elne prisile. Na za£etku lahko pobarvamo n − 2 vozli²£a na dva na£ina: lahko
pobarvamo vozli²£e stopnje n in n− 3 vozli²£ stopnje 1, lahko pa pobarvamo n− 2
vozli²£ stopnje 1. Obravnavajmo oba primera.
 e na za£etku pobarvamo vozli²£e stopnje n in n− 3 vozli²£ stopnje 1, potem
£rna vozli²£a stopnje 1 nimajo ve£ nobenega nepobarvanega soseda, vozli²£e
stopnje n pa ima ²e 3 nepobarvane sosede, zato se barva ne more ²iriti.
 e na za£etku pobarvamo n − 2 vozli²£ stopnje 1, ima vsako od njih enega
nepobarvanega soseda, to je vozli²£e stopnje n, ki torej spremeni barvo. Sedaj
ima vozli²£e stopnje n ²e 2 nepobarvana soseda in ²irjenje barve se ustavi.
Torej ne glede na to, kako izberemo za£etno mnoºico velikosti n−2, ta ne bo mnoºica
ni£elne prisile. Velja torej Z(Sn) = n− 1.
3.5 Polni dvodelni graﬁ
Poln dvodelni graf Km,n je tak graf na m + n vozli²£ih, kjer lahko mnoºico vozli²£
razbijemo na mnoºici Vm velikosti m in Vn velikosti n tako, da znotraj vsake od
mnoºic ni povezav, vsako vozli²£e iz Vm pa je sosednje vsakemu vozli²£u iz Vn. Na
sliki 11 je prikazan primer polnega dvodelnega graf K3,4.
Trditev 3.5. Z(Km,n) = m+ n− 2.
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Slika 11: Prikazan je polni dvodelni graf K3,4 in njegova mnoºica ni£elne prisile.
Dokaz. e je m = 1, dobimo ravno zvezdo, Z(K1,n) = 1 + n− 2 = n− 1 = Z(Sn),
trditev torej velja.
Zdaj si poglejmo splo²en primer, torej ²tevilo ni£elne prisile Km,n. e na za£etku
pobarvamo m − 1 vozli²£ iz Vm in n − 1 vozli²£ iz Vn, lahko eno izmed pobarvanih
vozli²£ v Vm povzro£i spremembo barve v edinem nepobarvanem vozli²£u v Vn in
obratno. Velja torej Z(Km,n) ≤ (m−1)+(n−1) = m+n−2. Sedaj poskusimo najti
m+ n− 3 vozli²£, ki so mnoºica ni£elne prisile. Podobno kot v posebenem primeru
zvezde jih lahko izberemo tako, da pobarvamo vsa vozli²£a iz Vn inm−3 vozli²£ iz Vm,
v tem primeru pobarvana vozli²£a iz Vm nimajo nobenega nepobarvanega soseda,
vozli²£a iz Vn pa imajo tri nepobarvane sosede, zato se barva ne more raz²iriti.
Simetri£no za primer, ko pobarvamo vsa vozli²£a iz Vm in n − 3 vozli²£ iz Vn. e
na za£etku pobarvamo m − 1 vozli²£ iz Vm in n − 2 vozli²£ iz Vn, potem imajo
£rna vozli²£a iz Vn enega nepobarvanega soseda, ki torej spremeni barvo, pobarvana
vozli²£a iz Vm pa imajo 2 nepobarvana soseda, torej se ²irjenje ustavi. Simetri£no,
£e na za£etku pobarvamo m − 2 vozli²£ iz Vm in n − 1 vozli²£ iz Vn. Ne glede
na to, kako izberemo vozli²£a, torej ne dobimo mnoºice ni£elne prisile. Velja torej
Z(Km,n) ≥ m+ n− 2, trditev sledi.
3.6 Kolesa
Kolo Wn je graf na n + 1 vozli²£ih, ki ga dobimo, £e vzamemo cikel Cn, na sredino
postavimo ²e eno vozli²£e in ga poveºemo z vsemi ostalimi. Najmanj²a stopnja v
grafu je torej δ = 3, najve£ja pa ∆ = n. Kolo W7 je prikazano na sliki 12.
Slika 12: Na sliki je prikazano kolo W7 in njegova mnoºica ni£elne prisile.
Trditev 3.6. Z(Wn) = 3.
Dokaz. e na za£etku pobarvamo enega izmed vozli²£ stopnje 3, ozna£imo ga z u,
in njegova soseda, ozna£imo ju z v in w, potem ima u natanko enega nepobarvanega
soseda, to je sredinsko vozli²£e, ki torej postane £rno. Sedaj ima v natanko enega
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nepobarvanega soseda x, saj sta sredinsko vozli²£e in u ºe pobarvana. Tudi x ima
nato natanko enega nepobarvanega soseda, saj sta sredinsko vozli²£e in v ºe £rna.
Postopek se nadaljuje, podobno se dogaja tudi z druge strani (z vozli²£em w in
njegovimi sosedi), na koncu so pobarvana vsa vozli²£a. Velja torej Z(Wn) ≤ 3, po
trivialni spodnji meji 2.3 pa velja tudi Z(Wn) ≥ δ = 3, trditev sledi.
3.7 Trikotniki
Trikotnik Tn je graf z
n(n+1)
2
vozli²£i. Najlaºje ga deﬁniramo rekurzivno: T1 je graf
na enem vozli²£u (tudi K1), graf Tn pa iz grafa Tn−1 dobimo tako, da pod sliko grafa
Tn−1 dodamo n vozli²£ v ravni vrsti, jih poveºemo v pot, nato pa vsako vozli²£e
poveºemo z vozli²£ema iz prej²nje ravni, ki imata enak indeks ali indeks, ki je za ena
manj²i. Zapi²imo matemati£no: £e j-to vozli²£e na i-ti ravni ozna£imo z ui,j, potem
za graf Tn velja:
V (Tn) = {ui,j | i = 0, . . . , n− 1, j = 0, . . . , i}
E(Tn) = {{ui,j, ui,j+1} | i = 1, . . . , n− 1, j = 0, . . . , i− 1}
∪ {{ui−1,j, ui,j} | i = 1, . . . , n− 1, j = 0, . . . , i− 1}
∪ {{ui−1,j−1, ui,j} | i = 1, . . . , n− 1, j = 1, . . . , i}
Za laºjo predstavo je na sliki 13 prikazan primer grafa T4 skupaj z oznakami vozli²£.
u0,0
u1,0 u1,1
u2,0 u2,1 u2,2
u3,0 u3,1 u3,2 u3,3
Slika 13: Prikazan je trikotnik T4 in ena izmed njegovih mnoºic ni£elne prisile.
Trditev 3.7 ([2, trditev 3.2]). Z(Tn) = n.
Dokaz. Na za£etku pobarvajmo eno izmed stranic trikotnika (npr. levo, kot na
sliki 13, torej vozli²£a ui,0 za i = 0, . . . , n − 1). Vozli²£e u0,0 ima natanko enega
nepobarvanega soseda, to je diagonalni sosed u1,1, ki torej postane £rn. Nato ima
u1,0 natanko enega nepobarvanega soseda, to je u2,1, ki spremeni barvo, in zato ima
u2,0 natanko enega nepobarvanega soseda in tako naprej . . . Tako se barva raz²iri
po celi diagonali, pobarvana so torej tudi vsa vozli²£a ui,1 za i = 1, . . . , n − 1. Se-
daj ima u1,1 natanko enega nepobarvanega soseda, to je u2,2, nato ima u2,1 natanko
14
enega nepobarvanega soseda u3,2, barva se ponovno raz²iri po celi diagonali ui,2 za
i = 2, . . . , n − 1. Postopek se ponavlja, na koncu se barva raz²iri na vse diagonale
ui,j, i = j, . . . , n− 1 za j = 1, . . . , n− 1, torej na vsa vozli²£a grafa Tn. Velja torej
Z(Tn) ≤ n.
Dokaºimo ²e enakost s pomo£jo kli£nih pokritij. Eno izmed kli£nih pokritij Tn
dobimo z vsemi pokon£nimi podgraﬁ K3, teh je
n−1∑
i=1
i =
n(n− 1)
2
.
Upo²tevamo (2.6) in dobimo mr(Tn) ≤ cc(Tn) ≤ n(n−1)2 . Ker po (2.5) velja mr(Tn)+
M(Tn) =
n(n+1)
2
, sledi
M(Tn) ≥ n(n+ 1)− n(n− 1)
2
=
2n
2
= n,
iz (2.7) in prej²njega odstavka dokaza pa vemo, da velja tudi M(Tn) ≤ Z(Tn) ≤ n,
torej so povsod enakosti in Z(Tn) = n.
3.8 Drevesa
Drevo T je graf, ki ne vsebuje ciklov (kot podgrafov). Za ²tevilo povezav drevesa
velja m(T ) = n(T ) − 1, poleg tega ima vsako drevo z n(T ) ≥ 2 vsaj dva lista,
tj. vozli²£i stopnje 1. Izkaºe se, da je ni£elna prisila drevesa T enaka kar velikosti
minimalnega pokritja s potmi P (T ):
Trditev 3.8 ([2, trditev 4.2]). Z(T ) = P (T ).
4 5
1
2
3 6
7
8
9
10
Slika 14: Prikazano je drevo T , katerega P (T ) je 4 (manj ne more biti, saj imamo
eno vozli²£e stopnje 4 in eno stopnje 3). Za minimalno pokritje npr.
{{2, 4, 5, 6, 7}, {8, 9, 10}, {1}, {3}} je na sliki prikazana mnoºica ni£elne pri-
sile, konstruirana kot v dokazu trditve 3.8.
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Dokaz. Iz (2.4) in (2.7) sledi, da velja P (G) ≤ Z(G) ≤ M(G). Ker za vsako
drevo T velja M(T ) = P (T ) [21], sledijo enakosti v prej²njem izrazu in posledi£no
Z(T ) = P (T ).
Poglejmo si ²e konstruktiven dokaz z indukcijo na P (T ). Vzemimo minimalno
pokritje s potmi nekega grafa in za vsako pot v pokritju pobarvajmo enega izmed
kraji²£ (konstrukcija je predstavljena na sliki 14). Trdimo, da je to mnoºica ni£elne
prisile. e je P (T ) = 1, je graf T pot, o£itno velja Z(T ) = P (T ) = 1 in kraji²£e
poti je mnoºica ni£elne prisile.
Predpostavimo, da je tako konstruirana mnoºica res mnoºica ni£elne prisile in
velja P (T0) = Z(T0) za vse take grafe T0, za katere je P (T0) ≤ n − 1. Oglejmo
si graf T s P (T ) = n. Konstruirajmo mnoºico ni£elne prisile Z grafa T prek naj-
manj²ega pokritja s potmi kot prej in izberimo neko pot P1 iz pokritja, ki je s
preostankom drevesa T povezana samo prek ene povezave uv, recimo v ∈ P1. (Mora
obstajati, sicer nimamo drevesa.) e za£nemo ²irjenje barve na £rnem kraji²£u poti
P1, postanejo £rna vsa vozli²£a P1 od £rnega kraji²£a do vklju£no v.
Sedaj lahko preostanek drevesa, ki ga inducirajo vozli²£a T \V (P1), analiziramo
neodvisno od poti P1 (edino vozli²£e v, ki je povezano s preostankom grafa, je ºe
pobarvano). Dobimo graf T1 z minimalnim pokritjem velikosti n−1 (ravno pokritje
T brez P1), po indukcijski predpostavki velja, da so £rna kraji²£a preostalih poti
v pokritju mnoºica ni£elne prisile za T1, torej postanejo vsa vozli²£a iz T \ V (P1),
tudi u, £rna in se lahko barva raz²iri ²e na preostanek poti P1. Na koncu so torej
pobarvana vsa vozli²£a, Z je res mnoºica ni£elne prisile. Velja Z(T ) ≤ P (T ), iz (2.4)
pa sledi ²e enakost Z(T ) = P (T ).
4 Ekstremni primeri
Poglejmo si, za katere grafe je pri zgornji meji (2.1) in trivialni spodnji meji (2.2)
za ni£elno prisilo doseºena enakost.
Trditev 4.1 ([23, trditev 2.2]). Za graf G na n > 1 vozli²£ih velja:
Z(G) = n− 1 ⇐⇒ G = Kn.
Z besedami, enakost v zgornji meji (2.1) je doseºena natanko takrat, ko imamo polni
graf na n vozli²£ih.
Dokaz. Po trditvi 3.3 vemo, da velja implikacija v levo, torej
G = Kn =⇒ Z(G) = n− 1.
S protislovjem dokaºimo ²e implikacijo v desno, vzemimo torej graf G, za katerega
velja Z(G) = n− 1. Recimo, da graf G ni polni graf, torej obstaja neko vozli²£e u,
katerega stopnja je strogo manj²a od n− 1. Dokaºimo najprej, da iz tega sledi, da
obstaja vozli²£e w, ki je sosed enega izmed sosedov u, ni pa tudi sosed u-ja. e tako
vozli²£e w ne bi obstajalo, bi (zaradi predpostavke povezanosti) to pomenilo, da je
na² celoten graf sestavljen iz u in njegovih sosedov, je torej graf na n = deg(u) + 1
vozli²£ih, vozli²£e u pa ima stopnjo deg(u) = n−1, kar je v nasprotju s predpostavko.
16
Mnoºico ni£elne prisile lahko sedaj sestavimo tako, da pobarvamo vse sosede
u, razen enega, poleg tega pa ²e vsa preostala vozli²£a v grafu, razen vozli²£a w.
Vozli²£e u torej povzro£i spremembo barve v edinem nepobarvanem sosedu, nato
pa so pobarvana ºe vsa vozli²£a v grafu, razen w, ki spremeni barvo zaradi enega
izmed svojih sosedov. Na²li smo torej mnoºico ni£elne prisile velikosti n− 2, kar je
v protislovju s predpostavko. Sledi, da je G = Kn.
Trditev 4.2 ([23, ugotovitev 2.1]). Za graf G na n ≥ 1 vozli²£ih velja:
Z(G) = 1 ⇐⇒ G = Pn.
Z besedami, enakost v trivialni spodnji meji (2.2) je doseºena natanko takrat, ko
imamo pot na n vozli²£ih.
Dokaz. Iz trditve 3.1 vemo, da drºi implikacija v levo. Dokaºimo ²e implikacijo v
desno, vzemimo graf G na n vozli²£ih, za katerega velja Z(G) = 1. Vzemimo vozli²£e
u, ki predstavlja mnoºico ni£elne prisile. e je n = 1, imamo torej graf P1, trditev
drºi. Sicer mora u povzro£iti vsaj eno spremembo barve, torej mora imeti natanko
enega nepobarvanega soseda v  vozli²£e u je torej stopnje 1. e je n = 2, je v prav
tako vozli²£e stopnje 1, imamo graf P2 in trditev drºi. V nasprotnem primeru mora
v povzro£iti vsaj eno spremembo barve, torej ima natanko enega nepobarvanega
soseda w (poleg u, ki je ºe £rne barve)  v je torej stopnje 2. e je n = 3, je vozli²£e
w stopnje 1, dobimo torej graf P3. Sicer se postopek nadaljuje, v vsakem koraku
ugotovimo, da mora biti vozli²£e, ki je nazadnje spremenilo barvo, stopnje 1, £e je
pobarvan ºe ves graf, imamo torej pot na n vozli²£ih, ali pa stopnje 2, £e imamo ²e
kak²no nepobarvano vozli²£e. irjenje barve se neko£ ustavi, saj je n kon£en.
Brez dokaza navedimo ²e naslednji rezultat:
Trditev 4.3 ([23, izrek 2.3]). Za (ne nujno povezan) graf G velja:
Z(G) = 2 ⇐⇒ G je graf dveh paralelnih poti.
Pri tem je G graf dveh paralelnih poti, £e v njem obstajata dve disjunktni indu-
cirani poti, ki pokrivata vsa vozli²£a G in lahko G v ravnini nari²emo kot vzporedni
poti, med katerima se povezave (narisane kot ravne £rte) ne kriºajo. En primer
takega grafa je graf z dvema povezanima komponentama, pri £emer je vsaka pot.
5 Ni£elna prisila produktov grafov
V tem poglavju si bomo ogledali nekaj rezultatov o ²tevilu ni£elne prisile za produkte
grafov. Osnova za to poglavje je predvsem [2].
Trditev 5.1. Za kartezi£ni produkt grafov G in H velja
Z(GH) ≤ min{Z(G)n(H), Z(H)n(G)}. (5.1)
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Dokaz. Po deﬁniciji kartezi£nega produkta vemo, da graf GH vsebuje (kot pod-
grafe) n(H) kopij grafa G. V vsaki kopiji G pobarvamo pripadajo£a vozli²£a, ki
tvorijo mnoºico ni£elne prisile v osnovnem grafu G. (Natan£neje, £e je U ⊆ V (G)
mnoºica ni£elne prisile osnovnega grafa G, potem v grafu GH vzamemo vsa taka
vozli²£a, katere prva koordinata je v mnoºici U .) To je mnoºica ni£elne prisile ce-
lotnega produkta, saj se ²irjenje barve zgodi v vsaki kopiji neodvisno, ker so po
deﬁniciji kartezi£nega produkta med kopijami G povezave le med vozli²£i z enako
prvo komponento (na za£etku velja, da £e je pobarvano vozli²£e v eni kopiji G, po-
tem so pobarvana tudi pripadajo£a vozli²£a v vseh ostalih kopijah G, ko se barva
za£ne ²iriti, pa si lahko predstavljamo, da vsa istoleºna vozli²£a v vseh kopijah G
hkrati postanejo £rna). Velja torej
Z(GH) ≤ Z(G)n(H),
saj imamo ravno n(H) kopij G.
Podobno graf GH vsebuje n(G) kopij grafa H, mnoºico ni£elne prisile kon-
struiramo kot prej in dobimo
Z(GH) ≤ Z(H)n(G),
trditev sledi.
Na sliki 15 sta prikazani mnoºici ni£elne prisile, konstruirani kot v dokazu zgornje
trditve, za kartezi£ni produkt C4Pn.
Slika 15: Prikazan je graf C4Pn in mnoºici ni£elne prisile, konstruirani kot v do-
kazu trditve 5.1. Levo je mnoºica ni£elne prisile, konstruirana tako, da
smo pobarvali pripadajo£a vozli²£a iz mnoºice ni£elne prisile grafa Pn v
vseh kopijah Pn, desno pa tako, da smo pobarvali mnoºico ni£elne prisile
v vsaki kopiji C4.
Sledi nekaj trivialnih posledic trditve 5.1.
Posledica 5.2. Za kartezi£ne produkte splo²nega grafa G velja:
1. Z(GPn) ≤ min{Z(G)n, n(G)} n(G)≤n= n(G) za n ≥ 1.
2. Z(GCn) ≤ min{Z(G)n, 2n(G)} za n ≥ 3.
3. Z(GKn) ≤ min{Z(G)n, (n− 1)n(G)} za n ≥ 2.
Dokaz. Pri vseh to£kah uporabimo zgornjo mejo (5.1), dejstvo, da so velikosti grafov
Pn, Cn in Kn enake n in rezultate o njihovih ni£elnih prisilah iz poglavja 3. Dodatek
pri produktu s potjo Pn sledi iz trivialne spodnje meje Z(G) ≥ 1 in predpostavke,
da je n(G) ≤ n.
18
V posebnem, £e imamo kartezi£ni produkt dveh polnih grafov, lahko zgornjo mejo
²e malo izbolj²amo. Po trditvi 5.1 je zgornja meja za ni£elno prisilo grafa KmKn,
predpostavimo tudi 2 ≤ m ≤ n, enaka min{(m − 1) · n, (n − 1) ·m} = min{mn −
n,mn−m} m≤n= n(m−1), torej £e v vseh n kopijah grafa Km pobarvamo vsa vozli²£a
razen enega. Vendar pa imamo ²e vedno mnoºico ni£elne prisile, £e pobarvamo vsa
vozli²£a v eni kopiji Kn in v m − 2 kopijah vsa, razen enega (istoleºnega v vseh
kopijah), kar je ravno mnoºica ni£elne prisile znotraj te kopije, zadnjo kopijo pa
pustimo belo. Za laºjo predstavo je na sliki 16 prikazana tako konstruirana mnoºica
ni£elne prisile za produkt K3K4.
Slika 16: Prikazan je kartezi£ni produkt K3K4 in mnoºica ni£elne prisile, kon-
struirana po trditvi 5.3.
Poglejmo, da je to res mnoºica ni£elne prisile. Popolnoma pobarvana kopija
Kn bo povzro£ila spremembo barve v vseh vozli²£ih nepobarvane kopije, razen v
tistem vozli²£u, ki v ve£ini kopij ni pobarvan. Nato lahko znotraj vsake kopije Kn
katerokoli pobarvano vozli²£e spremeni barvo edinemu nepobarvanemu vozli²£u v
tej kopiji. Dokazali smo:
Trditev 5.3. Za n,m ≥ 2 velja
Z(KmKn) ≤ n+ (n− 1)(m− 2) = mn−m− n+ 2. (5.2)
Zgornja meja (5.1) nam da tudi zgornjo mejo za hiperkocke. Hiperkocka velikosti
n + 1 je graf, ki ga dobimo kot kartezi£ni produkt manj²e hiperkocke velikosti n in
polnega grafa velikosti 2. S simboli Qn+1 = QnK2, pri £emer je Q0 enak K1. Na
sliki 17 so prikazane hiperkocke Q1, Q2 in Q3.
Slika 17: Na sliki so prikazane hiperkocke Q1 = K2 (levo), Q2 = K2K2 ∼= C4 (v
sredini) in Q3 = Q2K2 = C4K2 (desno).
Posledica 5.4. Za n ≥ 1 velja
Z(Qn) ≤ 2n−1. (5.3)
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Dokaz. Uporabimo splo²no zgornjo mejo za kartezi£ni produkt (5.1) in deﬁnicijo
hiperkocke. Dobimo
Z(Qn) = Z(Qn−1K2) ≤ min{2Z(Qn−1), n(Qn−1)} ≤ n(Qn−1) = 2n−1,
pri £emer upo²tevamo ²e n(Qn) = 2n.
V hiperkocki Qn je torej dovolj, £e pobarvamo eno izmed kopij manj²e hiperkocke
Qn−1 (to je o£itno mnoºica ni£elne prisile, saj ima vsako vozli²£e v kopiji natanko
enega nepobarvanega soseda, to je istoleºno vozli²£e v drugi kopiji).
Poglejmo si ²e zgornjo mejo za krepki produkt poti.
Trditev 5.5. Za m,n ≥ 1 velja
Z(Pm  Pn) ≤ m+ n− 1. (5.4)
Slika 18: Prikazan je krepki produkt P4  P5, na sliki levo njegova mnoºica ni£elne
prisile, na sliki desno pa vmesno stanje ²irjenja barve.
Dokaz. Pobarvajmo vsa vozli²£a ene izmed robnih kopij Pm in ene izmed robnih kopij
Pn (prikazano na sliki 18 na primeru P4  P5), za£etno mnoºico pobarvanih vozli²£
ozna£imo z Z. Pobarvali smo ravno m+ n− 1 vozli²£, saj je eno vozli²£e, ozna£imo
ga z u, skupno obema kopijama. Dokaºimo, da je to res mnoºica ni£elne prisile.
Vozli²£e u je edino, ki ima natanko enega nepobarvanega soseda (diagonalnega), ki
torej spremeni barvo. Sedaj ima sosed u v kopiji Pm natanko enega nepobarvanega
soseda, diagonalnega, ki spremeni barvo, in tako naprej po celotni robni kopiji Pm.
Simetri£no pa se zgodi tudi v robni kopiji Pn. Po koncu je pobarvana robna in ²e
sosednja kopija Pm ter robna in sosednja kopija Pn, kot prikazano na sliki 18 desno.
Vidimo, da je trenutna situacija zelo podobna za£etni. e pogledamo induciran graf
iz vozli²£ V (Pm  Pn) \ Z, vidimo, da je izomorfen grafu Pm−1  Pn−1, pri £emer
sta trenutno pobarvani ravno robna kopija Pm−1 in robna kopija Pn−1. irjenje
barve se torej rekurzivno nadaljuje kot prej, na koncu je pobarvan cel graf, za£etna
mnoºica Z je res mnoºica ni£elne prisile.
Znana je tudi zgornja meja za ni£elno prisilo korone dveh splo²nih grafov.
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Trditev 5.6. Za splo²na grafa G in H velja
Z(G ◦H) ≤ Z(H)n(G) + Z(G)n(H)− Z(G)Z(H)
= Z(H)(n(G)− Z(G)) + Z(G)n(H).
V posebnem, £e m ≥ 2, za korono polnih grafov velja Z(Km ◦Kn) ≤ mn− 1.
Dokaz. Vzemimo minimalno mnoºico ni£elne prisile grafa G in jo ozna£imo z ZG.
Pobarvamo vozli²£a v vseh tistih kopijah H, ki so povezane z vozli²£em iz ZG, s tem
smo pobarvali |ZG|n(H) = Z(G)n(H) vozli²£, saj je ZG minimalna mnoºica ni£elne
prisile za G. V preostalih n(G) − Z(G) kopijah H pa pobarvamo tista vozli²£a,
ki tvorijo minimalno mnoºico ni£elne prisile za H. Vse skupaj smo torej pobarvali
Z(H)(n(G) − Z(G)) + Z(G)n(H) vozli²£. Primer tako konstruirane mnoºice je
prikazan na sliki 19.
Slika 19: Prikazana je korona C5◦K2 in njegova mnoºica ni£elne prisile, konstruirana
kot v zgornjem dokazu.
Poglejmo, da smo res konstruirali mnoºico ni£elne prisile. Kopije H, ki so po-
polnoma pobarvane, spremenijo barvo svojemu vozli²£u iz kopije G. Sedaj so v G
torej pobarvana vsa vozli²£a iz ZG. Ker je ZG mnoºica ni£elne prisile za G in ker so
kopije H, povezane s temi vozli²£i, ºe £rne, ima eno izmed vozli²£ v G natanko enega
nepobarvanega soseda v G. Ko ta po£rni, se barva spremeni tudi vsem nepobarva-
nem vozli²£em v njegovi kopiji H, saj je bila pred tem v tej kopiji pobarvana ravno
mnoºica ni£elne prisile. Ker je ZG mnoºica ni£elne prisile, se ta postopek ponavlja,
dokler ni pobarvan celoten graf.
Zgornja meja za korono polnih grafov v ve£ino primerih sledi iz dokazane splo²ne
zgornje meje (upo²tevamo osnovni rezultat o ni£elni prisili za polne grafe 3.3):
Z(Km ◦Kn) ≤ n− 1 + (m− 1)n = mn− 1, za n ≥ 2.
e pa je n = 1, nam zaradi dejstva Z(K1) = 1 splo²ni dokaz da 1 + (m − 1) =
m namesto v trditvi ºelene meje m − 1. Konstruirajmo mnoºico ni£elne prisile
velikosti m − 1 za primer Km ◦ K1 tako, da pobarvamo vse kopije K1, razen ene.
Pobarvane kopije K1 povzro£ijo spremembo vsaka v svojem vozli²£u kopije Km,
sedaj je pobarvana mnoºica ni£elne prisile v Km. Eno izmed pobarvanih vozli²£
spremeni barvo edinemu nepobarvanemu v Km, ta pa nato povzro£i ²e spremembo
barve svoje kopije K1.
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Izkaºe se [2], da za nekatere zgornje rezultate velja enakost, natan£neje za 1. to£ko
posledice 5.2 za grafe n(G) ≤ n, neenakosti (5.2), (5.3) in (5.4) ter poseben primer
trditve 5.6. Poleg tega so podani tudi rezultati za kartezi£ni produkt poti, cikla in
polnega grafa s potjo ne glede na velikost grafa ter kartezi£nega produkta cikla s
polnim grafom, kar povzemamo v naslednji trditvi:
Trditev 5.7 ([2]). Ni£elna prisila za produkte nekaterih druºin grafov za m,n ≥ 1
(£e ni ozna£eno druga£e) je:
1. Z(PmPn) = min{m,n}.
2. Z(CmPn) = min{m, 2n} za m ≥ 3.
3. Z(KmPn) = m za n ≥ 2.
4. Z(CmKn) = 2n za m ≥ 4.
6 Izra£un ni£elne prisile
V tem poglavju bomo problem ni£elne prisile preu£ili skozi stali²£e ra£unske zah-
tevnosti: pogledali si bomo polinomski algoritem, ki preveri, ali je dana mnoºica za
dan graf res mnoºica ni£elne prisile, in s tem dokazali, da problem spada v NP. Ana-
lizirali bomo trivialen splo²ni algoritem za izra£un ni£elne prisile poljubnega grafa,
si pogledali njegove potencialne izbolj²ave in povzeli nekaj rezultatov o NP-polnosti
problema.
6.1 Predstavitve grafov in ra£unska zahtevnost
Preden za£nemo z analizo algoritmov, si oglejmo na£ine predstavitve grafov v ra£u-
nalnikih in zahtevnosti operacij pri razli£nih predstavitvah.
Predpostavljali bomo, da so oznake vozli²£ grafa G velikosti n kar cela ²tevila od
0 do n−1 (v ve£ini programskih jezikov indeks v seznamih in podobnih podatkovnih
strukturah te£e od 0 naprej). Zaradi takih oznak pri delu z graﬁ lahko uporabljamo
eno bolj preprostih podatkovnih struktur, seznam, saj si podatek o i-tem vozli²£u
(npr. barvo) shranimo pod indeks i. e so oznake kaj drugega in jih bomo kasneje
potrebovali, jih lahko preslikamo v ²tevila od 0 do n−1 in si v seznam na i-to mesto
shranimo prej²njo oznako vozli²£a.
Prvi na£in predstavitve je matrika sosednosti. Ta vsebuje ni£le na tistih indeksih
(i, j), za katere velja, da vozli²£i i in j nista sosednji, in enke za tista vozli²£a, ki
so sosednja. Na diagonali so torej vedno ni£le, saj graf ne vsebuje zank, v primeru
neusmerjenega grafa pa je matrika ²e simetri£na. Predstavimo jo s seznamom sezna-
mov, i-ti element zunanjega seznama je i-ta vrstica matrike, torej porabimo O(n2)
prostora. Kak²na je zahtevnost pogostih operacij nad grafom? Da ugotovimo, ali
sta vozli²£i i in j sosednji, porabimo O(1), saj moramo le preveriti, ali je element
v i-ti vrstici na j-tem indeksu enka, in je dostop do elementa seznama prek inde-
ksa £asovne zahtevnosti O(1). Enako £asovno zahtevnost ima iz istega razloga tudi
dodajanje ali odstranjevanje povezave. e ºelimo poiskati vse sosede vozli²£a i, po-
rabimo O(n) operacij, saj moramo preveriti celotno i-to vrstico. e ºelimo dodati
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ali odstraniti vozli²£e, potrebujemo O(2n) operacij (gremo £ez en stolpec in eno vr-
stico), pri £emer pri odstranjevanju v ve£ini primerih porabimo ²e ve£, saj brisanje
elementa iz seznama v najslab²em primeru traja O(n), medtem ko je dodajanje na
konec seznama amortizirano O(1).
Graf lahko predstavimo tudi s seznamom sosedov: za vsako vozli²£e na²tejemo
njegove sosede. V tem primeru prav tako uporabimo seznam seznamov, pri £emer se
na indeksu i zunanjega seznama nahaja seznam sosedov vozli²£a i. Pri tem porabimo
O(n+m) prostora, kjer je m = m(G) ²tevilo povezav grafa. e nas zanima, ali sta
vozli²£i i in j sosednji, moramo pregledati celoten seznam sosedov vozli²£a i, torej je
£asovna zahtevnost enaka O(deg i). e je seznam urejen, lahko uporabimo binarno
iskanje, ki ima logaritmi£no £asovno zahtevnost, torej O(log deg i). Odstranjevanje
povezave med vozli²£ema i in j traja O(2 deg i + 2deg j), saj moramo v seznamu
sosedov obeh poiskati in odstraniti drugo vozli²£e, pri iskanju moramo v najslab²em
primeru preiskati cel seznam sosedov, pri odstranjevanju pa ga prekopirati eno v
levo. V najslab²em primeru traja celotna operacija O(4n) (£e je seznam sosedov
urejen, pa O(2 log n+2n)). Dodajanje povezave ij traja O(1), £e nam vrstni red se-
znama sosedov ni pomemben. e pa nam je vrstni red pomemben, lahko na seznamu
sosedov i in j uporabimo binarno iskanje, da najdemo pravo mesto. V tem primeru
porabimo O(log deg i + deg i) za eno vozli²£e, saj ima dodajanje v seznam dolºine
p £asovno zahtevnost O(p), v najslab²em primeru skupaj torej O(2 log n+ 2n). Da
najdemo vse sosede nekega vozli²£a, moramo le pogledati na i-to mesto zunanjega
seznama, torej ima operacija konstantno £asovno zahtevnost. e ºelimo dodati vo-
zli²£e, moramo dodati seznam z njegovimi sosedi na konec zunanjega seznama in
njegovo oznako na konec nekaterih seznamov sosedov, kar traja O(n). Za odstranje-
vanje vozli²£a pa moramo odstraniti njegov seznam sosedov in vozli²£e odstraniti iz
vseh ostalih seznamov sosedov. Za prvo porabimo O(n), za drugo pa O(n2), skupna
£asovna zahtevnost je torej O(n2).
Seznam sosedov lahko implementiramo tudi kot seznam mnoºic. e so te imple-
mentirane z zgo²£enimi tabelami, to pomeni, da imajo preverjanje, ali je element v
mnoºici, dodajanje in odstranjevanje v povpre£ju konstantno £asovno zahtevnost.
Ali sta vozli²£i sosednji, lahko zato ugotovimo v konstantnem £asu, prav toliko po-
rabimo tudi za odstranjevanje povezave in dodajanje povezave. Dodajanje vozli²£a
je ²e vedno O(n), odstranjevanje pa prav tako postane O(n).
matrika sosednosti seznam sosedov (s) seznam sosedov (m)
prostor O(n2) O(n+m) O(n+m)
i ∼ j O(1) O(n) O(1)
dodaj e = ij O(1) O(1) O(1)
odstrani e = ij O(1) O(n) O(1)
vsi sosedi i O(n) O(1) O(1)
dodaj i O(2n) O(n) O(n)
odstrani i O(n2) O(n2) O(n)
Tabela 1: Prikazana je primerjava £asovnih zahtevnosti nekaterih pogostih operacij
na graﬁh med tremi predstavitvami.
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Vse tri predstavitve lahko primerjamo v tabeli 1. Na prvi pogled se zdi, da bi
bilo vedno najbolj optimalno izbrati seznam sosedov, implementiran z mnoºicami.
Vendar pa je treba upo²tevati, da dodajanje, iskanje in odstranjevanje iz mnoºice
v povpre£ju sicer je konstantne £asovne zahtevnosti, je pa ta konstanta ve£ja kot
npr. pri dodajanju na konec seznama. Tako je predstavitev najbolj smiselno izbrati
glede na to, katere operacije bomo potrebovali in koliko prostora imamo na voljo
oziroma kako velike grafe ºelimo obravnavati.
Ker se bomo dotaknili tudi teºavnosti odlo£itvenih problemov, si poglejmo nekaj
osnovnih deﬁnicij ra£unske zahtevnosti.
Deﬁnicija 6.1. 1. Odlo£itveni problem Π spada v razred P, pi²emo Π ∈ P, £e
ga lahko re²imo z deterministi£nim Turingovim strojem s polinomsko £asovno
zahtevnostjo.
2. Odlo£itveni problem Π spada v razred NP, pi²emo Π ∈ NP, £e ga lahko re²imo
z nedeterministi£nim Turingovim strojem s polinomsko £asovno zahtevnostjo.
Povedano druga£e, v razred P spadajo tisti problemi, za katere poznamo algo-
ritem, ki najde re²itev v polinomskem £asu. Po drugi strani v NP spadajo tisti
problemi, za katere poznamo algoritem, ki v polinomskem £asu preveri, ali je dana
re²itev pravilna. Spodnja deﬁnicija razreda NP je namre£ ekvivalentna zgornji [25,
izrek 7.20]:
Deﬁnicija 6.2. Problem Π je v NP, £e obstaja certiﬁkat za re²itev, polinomske
dolºine glede na vhodne podatke, in obstaja polinomski algoritem (preverjevalec),
ki vrne da, £e certiﬁkat za konkreten primer problema dokaºe, da je odgovor na
problem da, in ne sicer.
Hitro vidimo, da velja P ⊆ NP. e za problem poznamo algoritem, ki najde re-
²itev v polinomskem £asu, potem moramo poznati tudi algoritem, ki v polinomskem
£asu preveri pravilnost te re²itve, saj sicer ne moremo biti gotovi, da nam prvi al-
goritem res vrne re²itev problema. (Isto lahko vidimo tudi iz zgornjih deﬁnicij obeh
razredov, saj je deterministi£ni Turingov stroj posebna razli£ica nedeterministi£nega
Turingovega stroja.)
Ali velja tudi NP ⊆ P in posledi£no P = NP? To bi pomenilo, da je vsak problem,
katerega re²itev lahko preverimo v polinomskem £asu, tudi re²ljiv v polinomskem
£asu. Odgovor na vpra²anje ni znan, veliko matematikov pa predvideva, da je ni-
kalen, saj po nekaj desetletjih preu£evanja teºkih problem znotraj NP, re£emo jim
tudi NP-polni, znanih naj bi jih bilo ve£ kot 3000, nih£e ni uspel najti polinomskega
algoritma za kateregakoli izmed njih.
Deﬁnicija 6.3. Odlo£itveni problem Π je NP-poln, pi²emo Π ∈ NPC, £e velja:
1. Π ∈ NP,
2. vsak problem Π′ ∈ NP lahko v polinomskem £asu prevedemo na Π.
Polinomska prevedljivost problema Π′ na problem Π pomeni, da je re²evanje Π′
laºje (oziroma kve£jemu polinomsko teºje) od re²evanja problema Π. Povedano dru-
ga£e, nek polinomski algoritem, ki re²i problem Π, lahko uporabimo za konstrukcijo
polinomskega algoritma, ki re²i Π′.
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Povedali smo ºe, da za probleme v NPC ne poznamo polinomskih algoritmov.
e bi tak algoritem za nek NP-poln problem obstajal, bi sledilo P = NP:
Trditev 6.4. Naj bo Π ∈ NPC. Potem velja:
Π ∈ P ⇐⇒ P = NP.
Dokaz. Implikacija v levo je o£itna: £e P = NP, potem Π ∈ NPC =⇒ Π ∈ NP = P.
Poglejmo ²e implikacijo v desno. Ker Π ∈ NPC, pomeni, da lahko vsak problem v
NP v polinomskem £asu prevedemo na Π. Ker Π ∈ P, imamo polinomski algoritem
za re²evanje Π, torej lahko v polinomskem £asu re²imo tudi vse ostale probleme iz
NP, torej za vsak problem iz NP sledi, da je tudi iz P. Velja torej NP ⊆ P in skupaj
z P ⊆ NP sledi P = NP.
Problemi, ki so NP-polni, so iz teorije grafov na primer problem vozli²£nega
pokritja, obstoja Hamiltonskega cikla in popolnega trirazseºnega prirejanja. e
ºelimo dokazati, da je nek problem NP-poln, se tega lahko lotimo s pomo£jo naslednje
leme:
Lema 6.5. Naj bo Π′ ∈ NPC, Π ∈ NP in naj bo Π′ v polinomskem £asu prevedljiv
na problem Π. Potem velja Π ∈ NPC.
Dokaz. Ker je Π′ ∈ NPC, lahko vsak problem iz NP v polinomskem £asu prevedemo
na Π′. Ker lahko Π′ v polinomskem £asu prevedemo na Π, lahko po tranzitivnosti
relacije prevedljivosti vsak problem iz NP prevedemo na Π v polinomskem £asu,
torej velja Π ∈ NPC.
NP-polnost problema pa lahko dokaºemo tudi tako, da ga zoºimo na nek podpro-
blem, za katerega vemo, da je NP-poln. (e je podproblem teºek, potem je gotovo
teºek tudi ²ir²i problem.) Ti dve tehniki bomo uporabili v podpoglavju 6.4.
Do zdaj smo govorili samo o teºavnosti odlo£itvenih problemov, kaj pa, £e imamo
nek splo²en ra£unski problem? Formalno deﬁniramo, da je ra£unski problem NP-
teºek, £e bi obstoj polinomskega algoritma impliciral, da je P = NP. Tako sem
spadajo tudi vsi NP-polni (odlo£itveni) problemi. e imamo nek optimizacijski
problem, kot ga bomo sre£ali v tem delu, ga lahko prevedemo na odlo£itven problem;
£e je ta NP-poln, potem je originalni problem NP-teºek.
6.2 Preverljivost mnoºice ni£elne prisile
Dan imamo (ne nujno povezan) graf G in neko podmnoºico njegovih vozli²£ Z ⊆ V .
Najti ºelimo algoritem, ki preveri, ali je Z mnoºica ni£elne prisile. To naredimo
tako, da simuliramo postopek ²irjenja barve po pravilu, da £rno vozli²£e povzro£i
spremembo barve v edinemu nepobarvanemu sosedu. Pregledamo vsa £rna vozli²£a,
ugotovimo, katera imajo natanko enega nepobarvanega soseda, in mu spremenimo
barvo. Postopek ponavljamo, dokler se ²e dogajajo kak²ne spremembe. e je na
koncu pobarvan cel graf, je Z res mnoºica ni£elne prisile, v nasprotnem primeru pa
ne.
Psevdokoda zgornjega postopka je zapisana v algoritmu 1, v funkciji preveri,
pod njo pa sta zapisani ²e dve pomoºni funkciji. Za graf v tem primeru izberemo
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Algoritem 1 Preveri, ali je dana mnoºica mnoºica ni£elne prisile za dan graf.
Vhod: Graf G = (V,E), mnoºica Z ⊆ V (G).
Izhod: Logi£na vrednost true ali false, ki pove, ali je Z mnoºica ni£elne prisile
za G.
1: function preveri(G, Z)
2: for each u in Z do
3: barva(u)← 0 ◃ Barva 0 pomeni, da je vozli²£e pobarvano.
4: end for
5: for each u in V \ Z do
6: barva(u)← 1 ◃ Barva 1 pomeni, da vozli²£e ni pobarvano.
7: end for
8: sprememba← true
9: while sprememba do
10: sprememba← false
11: for each u in V do
12: if barva(u) = 0 then
13: sosedi← najdiBeleSosede(G, u, barva)
14: if dolzina(sosedi) = 1 then ◃ Edini nepobarvan sosed u,
15: barva(sosedi[0])← 0 ◃ spremeni barvo.
16: sprememba← true
17: end if
18: end if
19: end for
20: end while
21: return vsiPobarvani(G, barva)
22: end function
23: function najdiBeleSosede(G, u, barva)
24: sosedi← [ ] ◃ Seznam belih sosedov u.
25: for each v in N(u) do
26: if barva(v) = 1 then
27: dodaj(sosedi, v)
28: end if
29: end for
30: return sosedi
31: end function
32: function vsiPobarvani(G, barva)
33: for each u in V do
34: if barva(u) = 1 then return false ◃ Obstaja nepobarvano vozli²£e.
35: end if
36: end for
37: return true ◃ Vsa vozli²£a so pobarvana.
38: end function
predstavitev s seznamom sosedov, implementiranega s seznamom, saj ºelimo prihra-
niti na prostoru. (e bi izbrali matriko sosednosti, bi ºe za grafe velikosti 25000
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porabili pribliºno 5GB spomina, tudi za redke grafe, kot je na primer pot. e pa bi
pot velikosti 25000 predstavili s seznamom sosedov, bi porabili le nekaj MB.) Po-
leg tega ne bomo potrebovali operacij odstranjevanja ali ugotavljati sosednosti med
dvema vozli²£ema, zato je smiselno izbrati bolj preprosto podatkovno strukturo se-
znam namesto mnoºice.
Funkcija najdiBeleSosede za dan graf G, vozli²£e u in trenutno barvanje
barva poi²£e vse nepobarvane sosede vozli²£a u. Uporablja podatkovno strukturo
seznam, ki ima metodo dodaj za dodajanje elementa na konec seznama z amorti-
zirano konstantno £asovno zahtevnostjo. Funkcija vsiPobarvani sprejme graf G
in trenutno barvanje barva ter vrne logi£no vrednost true ali false, odvisno od
tega, ali so vsa vozli²£a v grafu pobarvana.
Analizirajmo zahtevnost algoritma 1. Ozna£imo velikosti vhodnih podatkov ta-
kole: n = n(G),m = m(G), z = |Z|.
Najprej si poglejmo zahtevnost pomoºnih funkcij, najdiBeleSosede in vsi-
Pobarvani. asovna zahtevnost prve je O(deg u), saj pregledamo vse sosede voz-
li²£a u, dodajanje na konec seznama pa je (amortizirane) £asovne zahtevnosti O(1).
asovna zahtevnost druge pa je O(n), saj v najslab²em primeru (vsa vozli²£a so
pobarvana) pregledamo vsa vozli²£a.
Sedaj se osredoto£imo na glavno funkcijo preveri. Vrstice 27 imajo skupno
£asovno zahtevnostO(n), prav tako vrstica 21. Analizirajmo operacije znotraj while
zanke, ki poteka od vrstice 9 do 20. Za vsako vozli²£e u ∈ V preverimo, ali je
pobarvano, in £e je, s pomo£jo pomoºne funkcije pregledamo, ali ima natanko enega
belega soseda. Vrstice 1417 so konstantne, zato je £asovna zahtevnost za trenutno
vozli²£e u v zanki O(deg u). Celotna for zanka (1119) je torej O(
∑
u∈V deg u+n) =
O(m+ n) (upo²tevamo lemo o rokovanju
∑
u∈V deg u = 2m(G)).
Pre²tejmo ²e, koliko korakov naredi while zanka. V vsakem koraku se zgodi
vsaj ena sprememba barve (v nasprotnem primeru se zanka ustavi), na za£etku pa
je pobarvanih z vozli²£, torej se zgodi najve£ n − z korakov. Celotna while zanka
ima torej £asovno zahtevnost O((n−z)(m+n)), ker pa je v splo²nem 1 ≤ z ≤ n−1,
dobimo O(n(m+ n)), kar je tudi skupna £asovna zahtevnost algoritma 1.
Poglejmo si ²e prostorsko zahtevnost. Za shranjevanje barve vozli²£ porabimo
O(n) dodatnega prostora, za sledenje, ali se je zgodila kak²na sprememba, O(1) pro-
stora, za lokalno shranjevanje sosedov trenutnega vozli²£a v vrstici 13 pa O(deg u),
skupno torej najve£ O(m). Skupna prostorska zahtevnost je torej O(n+m).
(Za pregled nepobarvanih sosedov bi lahko dosegli tudi konstantno prostorsko
zahtevnost: namesto funkcije najdiBeleSosede bi pregledali vse sosede in v spre-
menljivki hranili, ali smo do sedaj ºe videli kak²nega nepobarvanega. e bi na²li
nepobarvano vozli²£e in bi v spremenljivki imeli zapisano ºe neko drugo, bi prenehali
s pregledom, saj smo na²li ve£ kot enega belega soseda. e pa v spremenljivki ne
bi bilo ²e ni£ shranjeno, bi si tja zapisali trenutno vozli²£e. Tako bi dosegli skupno
prostorsko zahtevnost O(n).)
Izkaºe se, da lahko algoritem za preverjanje precej izbolj²amo v smislu £asovne
zahtevnosti. Na za£etku si pripravimo tabelo, kjer bomo za vsako vozli²£e beleºili,
katero vozli²£e je povzro£ilo spremembo barve. Za vsako vozli²£e si shranimo tudi
mnoºico belih sosedov, pri £emer upo²tevamo za£etni Z. Za tista £rna vozli²£a u, ki
imajo natanko enega belega soseda v, vozli²£e v zapi²emo v podatkovno strukturo
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vrsta, v tabeli pa ozna£imo, da je spremembo v-ja povzro£ilo vozli²£e u.
e je vrsta prazna, potem se postopek ²irjenje barve ne more za£eti, Z ni mnoºica
ni£elne prisile. V nasprotnem primeru odstranimo za£etni element u iz vrste, mu
spremenimo barvo in preverimo, ali lahko takoj povzro£i kak²no spremembo barve,
torej ali ima natanko enega belega soseda v. e ga ima, preverimo, ali spremembo
barve v ni povzro£ilo ºe kak²no drugo vozli²£e, in £e ne, ga dodamo v vrsto in
ozna£imo, da je spremembo u povzro£il v (ta pregled je zapisan v pomoºni funkciji
preveriSosede, saj ga uporabimo ve£krat). Nato vsem sosedom vozli²£a u od-
stranimo u iz mnoºice belih sosedov. e je pri tem v mnoºici belih sosedov katerega
izmed £rnih vozli²£ ostalo le eno vozli²£e, kot prej preverimo, ali naj ga dodamo v
vrsto.
Tako ponavljamo, dokler vrsta ni prazna. Nato preverimo barve vseh vozli²£, £e
so vsa pobarvana, je Z mnoºica ni£elne prisile. Postopek je podrobneje opisan v
algoritmu 2, pri £emer uporabljamo pomoºni funkciji, opisani v algoritmu 1.
V algoritmu 2 uporabljamo podatkovno strukturo mnoºica za shranjevanje be-
lih sosedov nekega vozli²£a. Uporabimo metodi mnozica, ki iz dane podatkovne
strukture naredi mnoºico, in odstrani, ki odstrani dan element iz mnoºice, £e pa ni
danega nobenega elementa, odstrani in vrne naklju£en element; £e danega elementa
ni v mnoºici oziroma je mnoºica prazna, pa ne odstrani ni£esar. e mnoºico imple-
mentiramo z zgo²£enimi tabelami, je v povpre£ju £asovna zahtevnost odstranjevanja
elementa konstantna.
Poglejmo si ²e podatkovno strukturo vrsta. Ta deluje po principu ﬁrst in, ﬁrst
out: element, ki ga prvega dodamo v vrsto, bo to prvi tudi zapustil. V u£inkovitih
implementacijah vrste (npr. z dvojno povezanim seznamom) imata tako dodajanje
kot odstranjevanje iz vrste konstantno £asovno zahtevnost.
Sedaj analizirajmo zahtevnost algoritma 2 in pokaºimo, da smo v primerjavi z
algoritmom 1 res dosegli izbolj²avo.
Trditev 6.6. asovna zahtevnost algoritma 2 je O(m+ n).
Dokaz. Najprej si poglejmo £asovno zahtevnost pomoºne funkcije preveriSosede.
e je vozli²£e u pobarvano in ima natanko enega belega soseda v, preverimo, ali
je spremembo barve v povzro£ilo ºe katero drugo vozli²£e, in £e ni, dodamo v v
vrsto. Celoten postopek traja konstantno £asa, saj je dodajanje v vrsto operacija s
konstantno £asovno zahtevnostjo.
Vrstice 29 imajo skupno £asovno zahtevnost O(n), vrstica 10 pa konstantno.
Analizirajmo predprocesiranje, ki se dogaja na vrsticah 1114. Za vsako vozli²£e
poi²£emo vse nepobarvane sosede in jih pretvorimo v mnoºico. Vemo, da ima naj-
diBeleSosede £asovno zahtevnost O(deg u), pretvorba v mnoºico pa je linearna v
²tevilu elementov seznama, ki ga pretvarjamo. Skupna £asovna zahtevnost vrstice 12
je torej O(deg u). V vrstici 13 kli£emo funkcijo preveriSosede, za katero vemo,
da je konstantne £asovne zahtevnosti. Predprocesiranje ima torej skupno zahtevnost
O(m+ n), saj za vsako vozli²£e u potrebujemo O(deg u+ 1).
Sedaj si poglejmo notranjost while zanke na vrsticah 1523. Odstranjevanje
iz vrste ima konstantno £asovno zahtevnost, prav tako sprememba barve vozli²£a
in klic funkcije preveriSosede. Nato za vsakega soseda vozli²£a u odstranimo u
iz njihove mnoºice belih sosedov, £asovna zahtevnost odstranjevanja je konstantna,
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Algoritem 2 Preveri, ali je dana mnoºica mnoºica ni£elne prisile za dan graf s
pomo£jo podatkovne strukture vrsta.
Vhod: Graf G = (V,E), mnoºica Z ⊆ V (G).
Izhod: Logi£na vrednost true ali false, ki pove, ali je Z mnoºica ni£elne prisile
za G.
1: function preveriIzboljsan(G, Z)
2: for each u in Z do
3: barva(u)← 0 ◃ Barva 0 pomeni, da je vozli²£e pobarvano.
4: povzroci(u)← 'Z' ◃ Ozna£imo, da so to za£etna £rna vozli²£a.
5: end for
6: for each u in V \ Z do
7: barva(u)← 1 ◃ Barva 1 pomeni, da vozli²£e ni pobarvano.
8: povzroci(u)← null
9: end for
10: Q← [ ] ◃ Q postane prazna vrsta.
11: for each u in V do ◃ Predprocesiranje.
12: beliSosedi(u)← mnozica(najdiBeleSosede(G, u, barva))
13: preveriSosede(barva, beliSosedi, povzroci, Q, u)
14: end for
15: while Q ̸= [ ] do ◃ Spremembe se dogajajo, dokler Q ni prazna.
16: u← odstrani(Q) ◃ Ko element vzamemo iz vrste,
17: barva(u)← 0 ◃ zabeleºimo spremembo barve.
18: preveriSosede(barva, beliSosedi, povzroci, Q, u)
19: for each v in N(u) do ◃ Vsem sosedom odstranimo u
20: odstrani(beliSosedi(v), u) ◃ iz mnoºice belih sosedov.
21: preveriSosede(barva, beliSosedi, povzroci, Q, v) ◃ Preverimo,
22: end for ◃ ali ima kateri od njih to£no enega belega soseda.
23: end while
24: return vsiPobarvani(G, barva)
25: end function
26: function preveriSosede(barva, beliSosedi, povzroci, Q, u)
27: if barva(u) = 0 ∧ dolzina(beliSosedi(u)) = 1 then
28: v ← odstrani(beliSosedi(u)) ◃ v je edini bel sosed u.
29: if povzroci(v) = null then ◃ e spremembe barve v ²e ni
30: dodaj(Q, v) ◃ povzro£ilo nobeno drugo vozli²£e,
31: povzroci(v) = u ◃ jo povzro£i u.
32: end if
33: end if
34: end function
zatem pa s pomoºno funkcijo preveriSosede konstantne £asovne zahtevnosti po-
novno preverimo, ali je pri tem ostal samo en bel sosed. En korak while zanke ima
torej za vozli²£e u £asovno zahtevnost O(deg u+ 1).
Zanka ima toliko korakov, kolikor elementov dodamo v vrsto. Ker v vrsto do-
dajamo ²e nepobarvana vozli²£a (in se ta v vrsti nikoli ne ponovijo, saj s pomo£jo
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povzroci beleºimo, ali so ºe dodana), jih lahko dodamo najve£ n− z, v najslab²em
primeru n− 1, torej kar O(n). Skupna £asovna zahtevnost zanke je torej O(m+n),
tako kot tudi predprocesiranja, torej je to tudi £asovna zahtevnost algoritma 2.
Analizirajmo ²e prostorsko zahtevnost algoritma 2. Shranjevanje barv porabi
O(n) prostora, prav tako podatek, kdo povzro£i spremembo barve v vozli²£ih, za-
pisan v povzroci. (Lahko bi si tudi samo zapisali, ali je vozli²£e ºe dodano v vrsto,
vendar s spremenljivko povzroci dobimo ²e dodaten podatek; z majhno modiﬁka-
cijo lahko algoritem vrne zaporedje sprememb barve vozli²£ in kdo jih je povzro£il,
pri tem pa ostane red prostorske zahtevnosti enak.) Za shranjevanje belih sosedov
nekega vozli²£a u porabimo O(deg u), skupaj torej O(m + n) prostora. Ostane ²e
vrsta, v katero vemo, da dodamo najve£ O(n) vozli²£, torej potrebujemo toliko tudi
prostora. Skupna prostorska zahtevnost algoritma 2 je torej O(m+ n).
Prostorsko zahtevnost bi lahko zmanj²ali, £e bi namesto shranjevanja nepobar-
vanih sosedov za vsako vozli²£e shranjevali samo ²tevilo. S tem bi porabili O(n)
prostora, skupna prostorska zahtevnost bi bila torej O(n). Pri tem bi morali, po
tem, ko bi v pomoºni funkciji preveriSosede ugotovili, da se je ²tevec nepobar-
vanih sosedov nekega vozli²£a u zmanj²al na 1, poiskati, kateri sosed vozli²£a u je
²e nepobarvan, za kar bi potrebovali O(deg u) operacij. Ker bi se to zgodilo najve£
O(n)-krat, bi skupno porabili O(n + m) operacij ve£, kar torej ne spremeni reda
£asovne zahtevnosti, spremeni pa konstanto.
V prilogi A je podana C++ implementacija vseh treh algoritmov (naivnega al-
goritma 1 in dveh verzij algoritma 2, z mnoºicami ali ²tevci). Na sliki 20 je predsta-
vljena primerjava £asov izvajanja teh treh algoritmov v odvisnosti od velikosti grafa
za naklju£no generirane grafe G po modelu Erd®sRényi (povezavo dodamo v G z
verjetnostjo p neodvisno od ostalih povezav). Levo je izbran p = 0.01, torej z veliko
Slika 20: Predstavljena je primerjava £asov izvajanja treh algoritmov za preverjanje
in njihovi pribliºni koeﬁcienti rasti v odvisnosti od velikosti grafa za na-
klju£no generirane grafeG po modelu Erd®sRényi; levo je izbran p = 0.01,
desno pa p = 0.7.
verjetnostjo generiramo redke grafe z malo povezavami, desno pa p = 0.7, torej
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imajo generirani graﬁ veliko povezav. V obeh primerih je za preverjanje izbrana
naklju£na mnoºica 95% velikosti grafa G.
Izkaºe se, da je na gostih graﬁh (slika 20 desno) zelo malo verjetno, da se bo
za izbrano mnoºico sploh za£el proces ²irjenja barve. Vsi algoritmi tako naredijo
samo eno iteracijo, vendar pa ima naiven algoritem pri tem precej manj dela (ne
gradi mnoºic ali dodatnih tabel), zato je za majhne velikosti najhitrej²i, vendar ga
algoritem z vrsto in ²tevci hitro ujame. Ker je delo z mnoºicami najbolj zamudno,
je ta razli£ica algoritma z vrsto najpo£asnej²a.
Pri redkih graﬁh (slika 20 levo) vsaj za manj²e grafe (do 10000 vozli²£) ²e kar
pogosto naletimo na mnoºico ni£elne prisile, kar pomeni tudi ve£ dela za algoritme.
Naiven algoritem se kljub temu (malo presenetljivo) v ve£ini primerov dobro izkaºe:
razlog temu je majhno ²tevilo (najve£ 2) iteracij zunanje while zanke algoritma 1,
kar pa se verjetno zgodi zaradi prikladnega vrstnega reda sprememb barv vozli²£
(naivnemu algoritmu ugaja, £e se spremembe dogajajo £im bolj po vrsti od oznake
0 do n − 1). Kljub temu na sliki vidimo skok, kjer se odreºe slab²e kot ostala dva:
to se zgodi pri velikosti n = 16238, kjer naredi 11 iteracij while zanke.
Da bi bolje demonstrirali odvisnost naivnega algoritma od oznak vozli²£, si po-
glejmo ²e primerjavo teh treh algoritmov na poteh razli£nih velikosti, prikazano na
sliki 21. Pri tem smo na levi strani za za£etno mnoºico vzeli vozli²£e z oznako 0, na
desni pa z oznako n − 1. Na levem grafu se naiven algoritem izkaºe najbolje, saj
Slika 21: Primerjava treh algoritmov za preverjanje in njihovi pribliºni koeﬁcienti
rasti za poti v odvisnosti od velikosti; pri tem je na levi strani izbrana
za£etna mnoºica {0}, na desni pa {n− 1}.
je iskanje edinega belega soseda hitro (vsako vozli²£e ima najve£ 2 soseda), poleg
tega zaradi vrstnega reda sprememb algoritem naredi le 1 iteracijo while zanke. Na
desnem grafu pa se pokaºe prava £asovna zahtevnost naivnega algoritma, saj mora
zaradi obratnega vrstnega reda sprememb(od n − 1 proti 0) while zanka narediti
toliko iteracij, kolikor je velikost grafa, in odpove ºe za poti velikosti 106. Vidimo
lahko, da je trend hitrosti naivnega algoritma v tem primeru kvadrati£en, kar se
ujema s teoreti£no £asovno zahtevnostjo.
Opazimo tudi, da je teoreti£no bolj²a razli£ica z mnoºicami v praksi pravzaprav
slab²a. Vzrok temu je, da je pove£anje ²tevca v tabeli za 1 v jeziku C++ majhna
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operacija, medtem ko je odstranjevanje iz mnoºice ve£ja in precej po£asnej²a. Dej-
stvo, da moramo v razli£ici s ²tevci poiskati edinega belega soseda, na hitrost ne
vpliva preve£, saj se to zgodi zelo redko.
6.3 Eksponenten algoritem za izra£un
Sedaj si poglejmo najbolj osnoven algoritem za izra£un ni£elne prisile. e imamo
dan splo²en (ne nujno povezan) graf G in ne vemo ni£esar o njegovem ²tevilu ni£elne
prisile Z(G), lahko prei²£emo vse moºnosti. Za vsako podmnoºico vozli²£ grafa G
preverimo, ali je mnoºica ni£elne prisile, in sledimo, katera je do zdaj najmanj²a
taka mnoºica. Pri tem uporabimo izbolj²ani algoritem za preverjanje, zapisan v
algoritmu 2. Postopek je opisan v algoritmu 3.
Algoritem 3 Izra£una ²tevilo ni£elne prisile s preiskovanjem vseh moºnosti.
Vhod: Graf G = (V,E).
Izhod: tevilo ni£elne prisile Z(G), 1 ≤ Z(G) ≤ n− 1.
1: function izracunajStevilo(G)
2: z ← n+ 1
3: for each Z in 2V do ◃ Preverimo vsako mnoºico v poten£ni mnoºici V .
4: if preveriIzboljsan(G,Z) ∧ |Z| < z then
5: z ← |Z|
6: end if
7: end for
8: return z
9: end function
Analizirajmo zahtevnost algoritma 3. Za vsak element poten£ne mnoºice V po-
kli£emo preveriIzboljsan, ki ima £asovno zahtevnost O(m+n). Vseh elementov
je 2n, skupna £asovna zahtevnost algoritma je torej O(2n(m+n)). (asovna zahtev-
nost bi bila ²e slab²a, £e bi uporabili osnovni algoritem za preverjanje.) Prostorska
zahtevnost algoritma pa je O(m+n), saj je to prostorska zahtevnost funkcije preve-
riIzboljsan, ki edina porabi nekaj dodatnega prostora (ki ga po izhodu iz funkcije
tudi sprosti), preostanek algoritma pa porabi O(n) prostora za shranjevanje trenutne
mnoºice Z.
Razmislimo, ali lahko algoritem 3 kako izbolj²amo. Hitro opazimo, da nam
pravzaprav ni treba pregledati £isto vseh podmnoºic. e jih uredimo nara²£ajo£e
po velikosti, potem lahko s pregledovanjem kon£amo, £im najdemo eno, ki je mnoºica
ni£elne prisile (ker vemo, da so vse kasnej²e podmnoºice, ki jih ²e nismo pregledali,
kve£jemu ve£je ali enake po velikosti). Podobno, lahko jih uredimo padajo£e, in
s pregledovanjem kon£amo, £im za neko velikost ne najdemo ve£ mnoºice ni£elne
prisile. (Da potem ne obstaja kak²na manj²a mnoºica ni£elne prisile, vemo zaradi
posledice 2.11.)
Za oba vrstna reda obstajajo primeri, kjer moramo v najslab²em primeru ²e
vedno pregledati vse moºnosti. Prav tako sta pristopa ekvivalentna v splo²nem
primeru, kjer ne vemo ni£ o ²tevilu ni£elne prisile: za grafe z majhnim ²tevilom
bo sicer bolje deloval nara²£ajo£i vrstni red, za grafe z velikim ²tevilom padajo£i,
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gledano skupno (£ez vse grafe) pa bo ²tevilo operacij zaradi simetrije enako, saj je
²tevilo podmnoºic velikosti i enako ²tevilu podmnoºic velikosti n− i, (n
i
)
=
(
n
n−i
)
.
Vendar pa lahko ²tevilo pregledanih moºnosti v primeru padajo£ega vrstnega
reda ²e malo izbolj²amo. im za velikost i najdemo neko mnoºico ni£elne prisile,
vemo, da velja Z(G) ≤ i, zato lahko za£nemo pregledovati mnoºice velikosti i−1. V
najslab²em primeru moramo sicer ²e vedno pregledati vse podmnoºice neke velikosti,
preden lahko nadaljujemo z manj²imi.
e ena ideja za izbolj²avo temelji na trditvi 2.10, ki pravi, da lahko neki mnoºici
ni£elne prisile dodamo nekaj vozli²£, pa bo ²e vedno mnoºica ni£elne prisile. Za£nemo
s padajo£im vrstnim redom in poi²£emo vse mnoºice ni£elne prisile velikosti n− 2,
ozna£imo jih z Zn−2. (Vemo, da so vse podmnoºice velikosti n− 1 mnoºice ni£elne
prisile, zato za£nemo kar z n − 2.) Nato prei²£emo samo tiste velikosti n − 3,
ki so podmnoºice katere izmed mnoºic v Zn−2. Nadaljujemo, dokler ²e najdemo
kak²no mnoºico ni£elne prisile. Tako res ne izpustimo nobene mnoºice ni£elne prisile,
kar nam zagotovi kontrapozicija posledice 2.11: £e obstaja neka mnoºica ni£elne
prisile velikosti z2, obstaja tudi mnoºica ni£elne prisile velikosti z1 za vsak z2 ≤
z1 ≤ n − 1. V primerjavi s prej²njim pristopom porabimo nekaj ve£ prostora, ker
moramo shraniti mnoºice ni£elne prisile, poleg tega ne moremo prekiniti z iskanjem,
£im najdemo neko mnoºico ni£elne prisile trenutne velikosti, nam pa moºnosti zato
zoºijo mnoºice ni£elne prisile prej²nje velikosti.
Iskalni prostor si lahko zmanj²amo tudi z binarnim iskanjem (oziroma bisekcijo).
Vemo, da vedno obstaja mnoºica ni£elne prisile velikosti n− 1. Preverimo vse mno-
ºice velikosti 1. e je katera od njih mnoºica ni£elne prisile, smo kon£ali, saj vemo, da
je Z(G) = 1. V nasprotnem primeru pogledamo mnoºice velikosti ⌊n
2
⌋; £e najdemo
kak²no mnoºico ni£elne prisile, postopek iskanja ponovimo na intervalu [1, ⌊n
2
⌋], v
nasprotnem primeru pa na intervalu [⌊n
2
⌋ + 1, n − 1]. asovna zahtevnost pa je ²e
vedno eksponentna, najslab²i primer je npr. Z(G) = ⌊n
2
⌋, kjer prvi£ izberemo levi
interval [1, ⌊n
2
⌋], nato pa vsaki£ desnega: [⌊n
4
⌋, ⌊n
2
⌋], [⌊n
4
⌋ + ⌊n
8
⌋, ⌊n
2
⌋], . . . Ocenimo
²tevilo mnoºic N , ki jih pri tem pregledamo:
N =
(
n
⌊n
2
⌋
)
+
(
n
⌊n
4
⌋
)
+
(
n
⌊n
4
⌋+ ⌊n
8
⌋
)
+ · · ·
≥
(
n
⌊n
4
⌋
)
=
⌊n
4
⌋∏
i=1
n− i+ 1
i
=
n
1
n− 1
2
· · · n− ⌊
n
4
⌋+ 1
⌊n
4
⌋
≥
(
n− ⌊n
4
⌋+ 1
⌊n
4
⌋
)⌊n
4
⌋
≥
(
n− n
4
+ 1
n
4
)⌊n
4
⌋
=
(
3 +
4
n
)⌊n
4
⌋
≥ 3⌊n4 ⌋ ≥ 3n−44 = 2 n−44 log3 2 = c · 2 n2.5237... .
Pri tem smo uporabili ⌊n
4
⌋ ≤ n
4
in v konstanto c skrili 2
−4
4 log3 2 . asovna zahtevnost
je torej ²e vedno eksponentna: Ω((m+ n)2
n
2.5237... ).
Eksperimentalno primerjajmo tri (najbolj zanimive) razli£ice eksponentnega al-
goritma 3, in sicer:
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 pregled mnoºic v padajo£em vrstnem redu glede na velikost,
 pregled mnoºic v padajo£em vrstnem redu glede na velikost, pri £emer pregle-
dujemo le podmnoºice mnoºic ni£elne prisile prej²nje velikosti,
 pregled z bisekcijo.
Pri tem za preverjanje, ali je mnoºica res mnoºica ni£elne prisile, uporabimo al-
goritem 2, implementiran s tabelo ²tevcev (saj se je v prej²njem podpoglavju v
splo²nem izkazal za najhitrej²ega), podrobnosti implementacije so ponovno podane
v prilogi A.
Na sliki 22 so predstavljene primerjave £asov izvajanja teh treh algoritmov za
100 naklju£no generiranih grafov po modelu Erd®sRényi za razli£ne vrednosti p
(in s tem gostote povezav): od leve proti desni za p = {0.01, 0.4, 0.7}, pri £emer
je bila velikost generiranih grafov ﬁksna, n(G) = 15. Opazimo, da se za redke
Slika 22: Primerjava £asov izvajanja treh razli£ic algoritma 3 (padajo£i pregled, pa-
dajo£i pregled z upo²tevanjem prej²njih mnoºic ni£elne prisile, pregled z
binarnim iskanjem) za 100 naklju£no generiranih grafov po modelu Er-
d®sRényi velikosti 15, pri £emer je p levo enak 0.01, v sredini 0.4, desno
pa 0.7.
grafe, ki imajo zelo verjetno veliko izoliranih vozli²£ in posledi£no veliko ni£elno
prisilo (ve£inoma n−1) najslab²e obna²a binarno iskanje. To je smiselno, saj vsaki£
preveri sredino trenutnega intervala, ugotovi, da mnoºica ni£elne prisile te velikosti
ne obstaja, in sko£i v desni interval, kon£a pa ²ele, ko sre£a n − 1, torej po log n
korakih. Ostala dva algoritma medtem preverita le podmnoºice velikosti n − 2,
padajo£i algoritem s podmnoºicami ²e nekaj manj kot navaden, zato je najhitrej²i.
Za srednje goste grafe se najslab²e izkaºe padajo£i pregled s podmnoºicami. Pri
takem p je namre£ veliko razli£nih mnoºic ni£elne prisile iste velikosti, zato ima
algoritem veliko dela z generiranjem podmnoºic, na koncu pa verjetno pregleda zelo
podobno ²tevilo podmnoºic kot navaden padajo£i pregled. Generiranje podmnoºic
bi sicer lahko bilo implementirano hitreje, £e bi vse mnoºice hranili v bitih, vendar bi
se razli£ica algoritma s podmnoºicami ²e vedno odrezala najslab²e. Binarno iskanje
in navaden padajo£i pregled imata podobne hitrosti, vendar ima binarno iskanje
ve£je skoke in tudi malo ve£ji povpre£en £as.
Za goste grafe so hitrosti precej podobne, v splo²nem pa se najbolje izkaºe pada-
jo£a razli£ica algoritma. Binarno iskanje ima sicer najslab²i povpre£ni £as, ki pa se
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Slika 23: Distribucija ni£elne prisile za model Erd®sRényi v odvisnosti od p za
ﬁksno velikost grafov n = 18. Za vsak p je ni£elna prisila izra£unana za
100 naklju£no generiranih grafov, levo sta narisana povpre£je in standardni
odklon, desno pa ²katla z brki.
od padajo£ega pregleda s podmnoºicami ne razlikuje veliko, poleg tega ima slednji
vi²je skoke.
Zanimivo je primerjati tudi porazdelitev ²tevila Z(G) v odvisnosti od p za ﬁksen
n(G) = 18 (prikazano na sliki 23, uporabljena je bila razli£ica algoritma 3 s pada-
jo£im pregledom). Ker so za zelo majhne p graﬁ mo£no nepovezani (imajo veliko
komponent), je ni£elna prisila velika. Vrednost ²tevila hitro pade, ºe za p = 0.1
je v povpre£ju pribliºno 7; standardni odklon je tu najve£ji, saj 2 povezavi ve£
lahko pomenita, da je prisila manj²a za 2. Nato ²tevilo Z(G) po£asi spet raste, saj
imajo vozli²£a vse ve£ sosedov. Standardni odklon postaja vse manj²i, saj z vse
ve£jo verjetnostjo izbiramo grafe s £edalje ve£ povezavami in je prisila vse pogosteje
maksimalna (torej n− 1).
Prikazana je tudi ²katla z brki, ki potrdi, da je odklon za za£etne, manj²e p ve£ji,
maksimumi in minimumi pa so bolj ekstremni.
6.4 NP-polnost
V prej²njem podpoglavju smo si pogledali algoritem z eksponentno £asovno zah-
tevnostjo za re²evanje problema ²tevila ni£elne prisile za splo²en graf. Ali lahko
najdemo hitrej²i, polinomski algoritem? V tem poglavju bomo naredili pregled re-
zultatov o kompleksnosti problema ²tevila ni£elne prisile in videli, da je NP-teºek;
£e bi torej obstajal polinomski algoritem za na² problem, bi sledilo P = NP.
Formalno zapi²imo na² optimizacijski problem, ozna£imo ga z ZF-Opt:
za dan graf G : min |Z|, Z mnoºica ni£elne prisile G.
Na odlo£itveni problem (ozna£imo ga z ZF-Odl) ga prevedemo, £e se namesto mi-
nimizacije velikosti mnoºice ni£elne prisile vpra²amo: ali za dan graf G in dano
²tevilo k ∈ N obstaja mnoºica ni£elne prisile velikosti manj²e ali enake k? e je ta
odlo£itveni problem NP-poln, potem je ZF-Opt problem NP-teºek  £e ne poznamo
35
polinomskega algoritma, ali obstaja mnoºica ni£elne prisile neke velikosti ali manj,
potem tudi ne poznamo polinomskega algoritma, ki nam bi vrnil najmanj²o.
NP-polnost problema ZF-Odl so v [16] dokazali s pomo£jo enega izmed problemov
iskanja v graﬁh, natan£neje hitrega me²anega iskanja. Vsi problemi iskanja v graﬁh
so zastavljeni pribliºno tako: v grafu obstaja ubeºnik, ki se lahko skriva na vozli²£ih
ali povezavah, in se lahko premika vzdolº poti v grafu, ki ne vsebujejo iskalcev.
Iskalci se lahko na nek na£in, odvisen od tipa problema, premikajo po grafu in s
tem povezave in vozli²£a proglasijo za preiskane. Podobno kot pri pravem lovu na
ubeºnika je cilj iskalcev, da ga stisnejo v kot, oziroma bolj formalno, da prei²£ejo
cel graf tako, da se na koncu ubeºnik ne more premakniti ve£ nikamor. Za nek
dan graf G nas zanima, koliko iskalcev moramo postaviti na vozli²£a grafa, da lahko
prei²£ejo cel graf.
Podrobneje si poglejmo, kako izgleda hitro me²ano iskanje (prvi£ deﬁnirano
v [26]). Ubeºnik se lahko skriva na vozli²£ih ali povezavah, kadarkoli se lahko pre-
makne vzdolº katerekoli poti v grafu, ki ne vsebuje iskalcev. Povezava (ali vozli²£e)
je okuºena, £e se tam morda skriva ubeºnik; £e pa vemo, da se tam ne more skrivati,
je povezava (ali vozli²£e) preiskana. Z iskalci ºelimo pregledati vse povezave na tak
na£in, da se kasneje ubeºnik ne more premakniti nazaj tja: po zadnji potezi morajo
biti vse povezave preiskane. Z iskalcem lahko na vsakem koraku naredimo eno izmed
naslednjega:
1. zdrsnemo iz trenutnega vozli²£a u po povezavi v do vozli²£a v, £e je vozli²£e v
okuºeno in so vse druge povezave, katerih je u kraji²£e, preiskane;
2. ga premaknemo na okuºeno vozli²£e.
Pri tem upo²tevamo, da je na vsakem vozli²£u lahko najve£ en iskalec. Povezavo
proglasimo za preiskano, ko po njej zdrsi ali se na obeh kraji²£ih povezave nahaja
iskalec. e so preiskane vse povezave grafa, pravimo, da je graf preiskan (in ubeºnik
je ujet).
Za ta problem lahko sedaj deﬁniramo ²tevilo hitrega me²anega iskanja in si ogle-
damo njegovo vrednost na dveh preprostih primerih, poti in ciklu.
Deﬁnicija 6.7. tevilo hitrega me²anega iskanja, ozna£imo fms (G), je najmanj²e
²tevilo iskalcev, ki jih moramo uporabiti, da lahko prei²£emo cel graf G (da so po
zadnji potezi preiskane vse povezave).
u
u
Slika 24: Prikazana sta grafa Pn (levo) in Cn (desno), za katera velja fms (Pn) = 1
in fms (Cn) = 2.
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Primer 6.8. I²£emo ²tevilo hitrega me²anega iskanja za pot Pn (na sliki 24 levo).
Recimo, da za£nemo z enim iskalcem, ki ga na za£etku postavimo v levo kraji²£e u.
Iskalec lahko zdrsi eno v desno, saj ima trenutno vozli²£e samo eno okuºeno povezavo,
ki s tem postane preiskana. Tako lahko nadaljuje vsako potezo, saj je povezava levo
od njega preiskana, desno od njega pa (edina) okuºena. (Opazimo, da so povezave
levo od iskalca nedosegljive za ubeºnika, saj mu na poti stoji iskalec.) En iskalec je
torej dovolj, da prei²£emo cel graf, velja fms (Pn) = 1.
Kaj pa, £e postavimo enega iskalca v vozli²£e u na ciklu Cn (na sliki 24 desno)?
Ta ne more za£eti drseti, saj ima dve okuºeni povezavi. Recimo, da ga za£nemo
premikati po okuºenih vozli²£ih gor. Potem povezave, ki jih je ºe obiskal, po deﬁniciji
niso preiskane, kar vidimo tudi iz tega, lahko ubeºnik pride do njih po drugi polovici
cikla. En iskalec torej ne bo dovolj, saj mu ubeºnik lahko vedno pobegne malo
naprej po ciklu. e pa dodamo ²e enega iskalca v vozli²£e, sosednje u, je vmesna
povezava preiskana. Zato lahko za£ne vsak iskalec drseti po ciklu v svojo smer, slej
ko prej torej prei²£eta vse povezave in s tem cel graf. Velja fms (Cn) = 2.
Opazimo lahko, da se vrednosti v primeru 6.8 ujemata z vrednostmi ²tevila
ni£elne prisile za ti dve druºini grafov. Pravzaprav lahko vidimo, da je pravilo,
kdaj je vozli²£e preiskano, na nek na£in ekvivalentno pravilu za spremembo barve
vozli²£a: iskalec zdrsi po povezavi (iz preiskanega vozli²£a u v okuºeno vozli²£e, ki
postane preiskano) samo, £e so vse ostale povezave neokuºene oziroma preiskane 
podobno, kot £rno vozli²£e u povzro£i spremembo barve v nekem belem vozli²£u
samo, £e so vsi ostali njegovi sosedi £rne barve. Intuitivno se zdi, da sta ²tevili
morda povezani; brez dokaza navedimo
Izrek 6.9 ([16, izrek 3.1]). Za poljuben graf G velja fms (G) = Z(G).
Posledica 6.10. ZF-Odl je NP-poln.
Dokaz. V [26] je dokazano, da je problem hitrega me²anega iskanja (ali za dan
graf G velja fms (G) ≤ k) NP-poln. Iz izreka 6.9 torej sledi NP-polnost problema
ZF-Odl.
V [8] je obravnavana zahtevnost izra£una oºjega problema, povezane ni£elne pri-
sile, pri kateri mora induciran podgraf nad vozli²£i mnoºice ni£elne prisile tvoriti
povezan graf.
Deﬁnicija 6.11. tevilo povezane ni£elne prisile je deﬁnirano kot
Zc(G) = min{|Z| | Z mnoºica ni£elne prisile in G[Z] povezan}
Iz deﬁnicij je razvidno, da velja Z(G) ≤ Zc(G). V splo²nem iz NP-polnosti
²ir²ega problema ne sledi NP-polnost oºjega, saj zoºenje morda poenostavi problem.
V primeru povezane ni£elne prisile pa se izkaºe, da je tudi oºji problem (njegova
odlo£itvena razli£ica) NP-poln:
Izrek 6.12 ([8, izrek 3]). e ZF-Odl zoºimo samo na tiste mnoºice ni£elne prisile,
ki inducirajo povezan podgraf, je problem ²e vedno NP-poln.
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Poglejmo si hiter oris dokaza zgornjega izreka. Spomnimo se deﬁnicije NP-
polnosti (6.3): veljati mora, da je odlo£itveni problem v NP in da lahko vsak problem
iz NP v polinomskem £asu prevedemo na tega. Povezana razli£ica ZF-Odl je v NP, saj
obstaja certiﬁkat  ta je kar mnoºica ni£elne prisile Z, velikosti manj²e ali enake k 
ki je polinomske dolºine glede na vhodne podatke (O(n)) in je preverljiv v polinom-
skem £asu (uporabimo algoritem 2 in BFS za preverjanje povezanosti induciranega
podgrafa G[Z]).
Sedaj NP-polnost dokaºemo tako, da ºe znan NP-poln problem ZF-Odl preve-
demo na povezanega: vhodni podatek, graf G = (V,E), modiﬁciramo tako, da mu
dodamo ²e eno vozli²£e v, s katerim poveºemo vsa vozli²£a iz V , nato pa dodamo
²e dve vozli²£i, ki ju poveºemo z v. Nov graf ozna£imo z G′. Sedaj trdimo, da ima
G mnoºico ni£elne prisile velikosti manj²e ali enake k natanko tedaj, ko ima G′ po-
vezano mnoºico ni£elne prisile velikosti manj²e ali enake k + 2. Podrobnosti dokaza
te ekvivalence so zapisane v [8]. Opazimo ²e, da je na²a prevedba res polinomske
£asovne zahtevnosti glede na vhodne podatke ZF-Odl.
Poglejmo si ²e eno razli£ico ni£elne prisile, kjer za vhod dobimo uteºen graf G.
Vsakemu vozli²£u priredimo neko uteº s pomo£jo funkcije w : V (G)→ R. Namesto
velikosti z mnoºice ni£elne prisile Z bomo sedaj upo²tevali teºo: w(Z) =
∑z
i=1w(ui),
²tevilo ni£elne prisile sedaj deﬁniramo kot
Z(G,w) = min{w(Z) | Z mnoºica ni£elne prisile grafa G}.
Izrek 6.13 ([1]). Problem ZF-Odl je NP-poln za ravninske grafe z uteºmi, tudi £e so
uteºi kve£jemu 0 ali 1.
Posledi£no sledi tudi NP-polnost uteºenega problema za splo²ne grafe. To ni
presenetljivo, saj je ZF-Odl za neuteºene grafe oºji problem (predstavljamo si lahko,
da imajo vse uteºi vrednosti 1), za katerega vemo, da je NP-poln, torej mora tak
biti tudi ²ir²i problem. Ker je bila NP-polnost uteºenega problema dokazana 8 let
pred neuteºenim, pa je dokaz ponovno narejen s pomo£jo polinomske prevedbe ºe
znanega NP-polnega problema, usmerjenega Hamiltonskega cikla, na na² problem.
(Da je problem v NP, pa pokaºemo enako, kot za primer povezane ni£elne prisile.)
Avtor v [1, izrek 2.3.8] za uteºen problem dokaºe tudi, da je za poljuben ﬁksen ϵ >
0 NP-teºko najti pribliºek re²itve Z(G,w) na 2log
1−ϵ n natan£no. e bi torej obstajal
aproksimativen algoritem s tako konstanto, bi sledilo P = NP, zato pri£akujemo, da
tak²ni aproksimativni algoritmi ne obstajajo.
eprav je problem ZF-Odl NP-poln, pa polinomski algoritmi morda obstajajo za
speciﬁ£no druºino ali tip grafa. Za drevesa smo v poglavju 3 dokazali, da je ²tevilo
ni£elne prisile enako kar velikosti minimalnega pokritja s potmi. Ker za drevesa
poznamo linearen algoritem za izra£un minimalnega pokritja [18], imamo zaradi
trditve 3.8 torej tudi linearen algoritem za ni£elno prisilo dreves.
7 Pregled ostalih rezultatov o ni£elni prisili
V tem poglavju naredimo hiter pregled ostalih rezultatov, povezanih s pojmom
ni£elne prisile. V prvem podpoglavju se osredoto£imo na bolj²e zgornje in spodnje
meje za grafe, ki ustrezajo nekaterim pogojem glede najve£je in najmanj²e stopnje
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vozli²£a, v drugem podpoglavju pa si ogledamo, kako je ni£elna prisila povezana z
nekaterimi drugimi parametri na graﬁh, kot so dominacijsko ²tevilo, neodvisnostno
²tevilo in velikost najve£jega prirejanja.
7.1 Bolj²a zgornja in spodnja meja
Poglejmo si posplo²itev ni£elne prisile, ki je bila uvedena v [3] in s pomo£jo katere
so bile v [3, 19] dokazane bolj²e zgornje meje za osnovno ni£elno prisilo.
Deﬁnicija 7.1. tevilo k-prisile grafaG za pozitivno celo ²tevilo k, ozna£imo Fk(G),
je velikost najmanj²e take mnoºice Z ⊆ V , da velja: £e na za£etku s £rno pobarvamo
vozli²£a iz Z, ostala pa so bela, in upo²tevamo pravilo, da £rno vozli²£e z najve£ k
belimi sosedi povzro£i spremembo barve vseh teh, je po koncu postopka pobarvan
cel graf G. Vsem takim mnoºicam Z, kjer je po koncu ²irjenje barve pobarvan cel
graf, pravimo mnoºice k-prisile.
Ni£elna prisila je poseben primer k-prisile za k = 1. Na podoben na£in kot (2.3)
lahko sklepamo spodnjo mejo za k-prisilo:
Fk(G) ≥ min{1, δ − k + 1}. (7.1)
e imamo namre£ graf z najmanj²o stopnjo δ in poskusimo sestaviti mnoºico
k-prisile velikosti δ− k, za neko £rno vozli²£e u torej vemo, da ima vsaj δ sosedov in
da jih je pobarvanih najve£ δ−k−1, torej je najmanj k+1 sosedov belih in ²irjenje
barve se ne more za£eti.
Poglejmo si vrednosti ²tevila k-prisile za nekaj osnovnih druºin grafov. Za pot
o£itno velja Fk(Pn) = Z(Pn) = 1, saj je to najmanj²a moºna velikost mnoºice k-
prisile. Za k ≥ 2 je tudi za cikel dovolj, £e za£etna mnoºica vsebuje samo eno
vozli²£e, saj ima to vozli²£e dva bela soseda, ki za k ≥ 2 oba postaneta £rna, nato
pa se ²irjenje barve nadaljuje kot pri ni£elni prisili. Velja torej
Fk(Cn) =
{
2, k = 1;
1, sicer.
Za polni graf pa velja Fk(Kn) = n − k, saj ima neko (vsako) £rno vozli²£e torej
k belih sosedov in jim spremeni barvo. O£itno je, da za splo²en graf velja zgornja
meja
Fk(G) ≤ n(G)− k.
O£itno je neka mnoºica k-prisile Z tudi mnoºica (k + 1)-prisile: £e lahko za
za£etno mnoºico Z s pravilom, da £rno vozli²£e s k belimi sosedi spremeni barvo
vsem tem, pobarvamo cel graf, ga lahko ²e toliko bolj, £e ima lahko £rno vozli²£e
iz pravila ²irjenja barve ²e enega belega soseda ve£. Vsaka mnoºica k-prisile je tudi
mnoºica (k + 1)-prisile, obratno pa seveda ni nujno res; ker i²£emo minimum in je
mnoºic k-prisile torej manj, velja
Fk(G) ≥ Fk+1(G)
za nek graf G.
Navedimo zgornje meje za ²tevilo k-prisile, dokazane v [3], in si poglejmo, kako
se poenostavijo v primeru ni£elne prisile.
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Izrek 7.2 ([3, izrek 3.4]). Naj bo k pozitivno celo ²tevilo. Imejmo graf G z n ≥ 2
vozli²£i in naj za stopnje vozli²£ velja ∆ ≥ k, δ ≥ 1. Potem za ²tevilo k-prisile velja
naslednja zgornja meja
Fk(G) ≤ (∆− k + 1)n
∆− k + 1 +min{δ, k} . (7.2)
Posledica 7.3. Naj bo k pozitivno celo ²tevilo. Imejmo graf G z n ≥ 2 vozli²£i
in naj za najmanj²o stopnjo vozli²£a velja δ ≥ k. Potem za ²tevilo k-prisile velja
naslednja zgornja meja
Fk(G) ≤ (∆− k + 1)n
∆+ 1
,
ki je tesna.
Dokaz. Tesnost zgornje meje dobimo, £e vzamemo polni graf K∆+1, ∆ ≥ k, ki je
∆-regularen graf (vsa vozli²£a so stopnje ∆). e vstavimo, dobimo
Fk(K∆+1) ≤ (∆− k + 1)(∆ + 1)
∆ + 1
= ∆− k + 1,
hkrati pa iz δ = ∆, ∆ ≥ k in (7.1) sledi
Fk(K∆+1) ≥ ∆− k + 1,
torej velja enakost in zgornja meja je tesna.
Posledica 7.4. Za graf G z vsaj dvema vozli²£ema in najmanj²o stopnjo δ ≥ 1
(nimamo izoliranih vozli²£) za ni£elno prisilo velja naslednja zgornja meja
Z(G) = F1(G) ≤ ∆
∆+ 1
n(G), (7.3)
ki je tesna za K∆+1 z ∆ ≥ 1.
Za primera k = 1 in k = 2 pa obstaja ²e bolj²a meja, £e predpostavimo poveza-
nost grafa G. Graf je k-povezan, £e ima ve£ kot k vozli²£ in ob odstranitvi poljubne
podmnoºice manj kot k vozli²£ preostanek inducira povezan podgraf.
Izrek 7.5 ([3, izrek 4.4]). Naj bo k pozitivno celo ²tevilo. Imejmo k-povezan graf G
z n > k vozli²£i in ∆ ≥ 2. Potem velja
Fk(G) ≤ (∆− 2)n+ 2
∆+ k − 2 , (7.4)
meja je tesna.
Tesnost meje ponovno vidimo, £e vzamemo graf K∆+1 z ∆ ≥ 2 in je k = 1 ali
k = 2. Dobimo
Fk(G) ≤ (∆− 2)(∆ + 1) + 2
∆ + k − 2 =
∆2 −∆
∆+ k − 2 =
∆(∆− 1)
∆ + k − 2 ,
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za k = 1 torej dobimo ∆, kar vemo, da je enako Z(K∆+1), za k = 2 pa ∆ − 1, kar
je enako F2(K∆+1), meji sta v teh primerih tesni.
e je k ≥ 3, potem nam (7.2) da bolj²o mejo kot (7.4):
(∆− k + 1)n
∆− k + 1 +min{δ, k} ≤
(∆− 2)n
∆− k + 1 + k ≤
(∆− 2)n
∆+ 1
≤ (∆− 2)n
∆+ k − 2
≤ (∆− 2)n+ 2
∆+ k − 2 ,
pri £emer smo upo²tevali trivialni neenakosti 1−k ≤ −2 (pri prvi zgornji neenakosti)
in k − 2 ≥ 1 (pri tretji zgornji neenakosti) za k ≥ 3 ter dejstvo, da iz k-povezanosti
grafa sledi δ ≥ k (v nasprotnem primeru bi poiskali vozli²£e z minimalno stopnjo
δ < k, odstranili vse njegove sosede in dobili izolirano vozli²£e, induciran podgraf
preostanka ne bi bil povezan, torej bi imeli protislovje s predpostavko k-povezanosti).
Posledica 7.6. Za povezan graf G z ∆ ≥ 2 velja
Z(G) = F1(G) ≤ (∆− 2)n(G) + 2
∆− 1 , (7.5)
meja je tesna za K∆+1, K∆,∆ za ∆ ≥ 2 in cikel Cn.
Dokaz. Tesnost meje za K∆+1 smo dokazali zgoraj. Za K∆,∆ dobimo
Z(K∆,∆) ≤ (∆− 2)2∆ + 2
∆− 1 =
2(∆2 − 2∆ + 1)
∆− 1 =
2(∆− 1)2
∆− 1 = 2(∆− 1),
iz trditve 3.5 pa vemo, da je Z(K∆,∆) = 2∆− 2, torej je meja tesna.
Poglejmo si ²e, kaj dobimo za Cn, kjer je ∆ = 2:
Z(Cn) ≤ (2− 2)n+ 2
2− 1 = 2,
torej je meja tesna tudi za cikel.
Izkaºe se, da so graﬁK∆+1, K∆,∆ in Cn edini, za katere je meja (7.5) doseºena [22,
20]. V [19] je dokazano, da lahko mejo precej izbolj²amo, £e izklju£imo te in ²e kak²ne
grafe; znebimo se lahko zadnjega £lena 2
∆−1 .
Izrek 7.7 ([19, izrek 4]). Za povezan graf G z najve£jo stopnjo ∆ ≥ 3 velja
Z(G) ≤ ∆− 2
∆− 1n(G)
natanko tedaj, ko G ni eden izmed K∆+1, K∆,∆, K∆−1,∆, G1, G2, kjer sta G1 in G2
grafa, prikazana na sliki 25.
Poglejmo ²e rezultate za spodnjo mejo ni£elne prisile.
Trditev 7.8 ([14, izrek 3]). Imejmo graf G z oºino g ≥ 5 in najmanj²o stopnjo
vozli²£a δ ≥ 2. Potem za ni£elno prisilo velja spodnja meja
Z(G) ≥ 2δ − 2.
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Slika 25: Prikazana sta grafa G1 (levo) in G2 (desno), za katera zgornja meja iz
izreka 7.7 ne velja.
Pri tem je oºina dolºina najkraj²ega cikla v grafu, trditev torej obravnava grafe,
ki ne vsebujejo trikotnikov ali kvadratov. Ta meja je v [14] izbolj²ana za grafe,
ki imajo kak²no prerezno vozli²£e ali povezavo. V istem £lanku avtorji postavijo
splo²no domnevo glede spodnje meje:
Domneva 7.9. Naj bo G graf z oºino g ≥ 3 in najmanj²o stopnjo δ ≥ 2. Potem
velja
Z(G) ≥ (g − 3)(δ − 2) + δ.
Domnevo tudi dokaºejo za grafe z oºino g > 6 in dovolj velik δ, neodvisen od n.
Za g = 3 dobimo Z(G) ≥ δ, kar je ºe znana spodnja meja (2.3). Za g = 4 je spodnja
meja dokazana v [20]: za grafe brez trikotnikov dokaºejo, da je spodnja meja res
Z(G) ≥ 2δ− 2. Za g = 5 in g = 6 je domneva dokazana v [19]. V [10] jo dokaºejo ²e
za vrednosti g ∈ {7, 8, 9, 10} ne glede na velikost najmanj²e stopnje δ ≥ 2. Domneva
je dokon£no dokazana v [13], kjer podajo dokaz za g ≥ 5. Poleg tega je spodnja
meja tesna za nekatere druºine grafov, npr. cikle in polne dvodelne grafe, pa tudi za
nekatere speciﬁ£ne grafe, med drugimi tudi za Petersenov graf [14].
7.2 Povezave z drugimi grafovskimi parametri
Poglejmo si ²e, kak²ne povezave ima ni£elna prisila z drugimi grafovskimi pojmi, kot
so npr. dominacija in neodvisna mnoºica.
7.2.1 Dominacija
Dominacijska mnoºica D grafa G je taka podmnoºica vozli²£, da za vsako vozli²£e
grafa velja, da je v D ali je sosednje vozli²£u iz D (pravimo, da je vsako vozli²£e
dominirano). Velikost najmanj²e dominacijske mnoºice je dominacijsko ²tevilo γ(G)
grafa G. e dodamo ²e pravilo, da je vozli²£e dominirano tudi, £e je edini nedo-
minirani sosed nekega dominiranega vozli²£a, in ta postopek ponavljamo, dobimo
elektri£no dominacijo. Motivacija zanjo je nadzor elektri£nih omreºij, kjer ºelimo s
£im manj nadzornimi napravami pokriti cel sistem.
Deﬁnicija 7.10. Mnoºica S ⊆ je elektri£na dominacijska mnoºica, £e so po koncu
apliciranja naslednjih pravil dominirana vsa vozli²£a grafa:
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1. vsa vozli²£a iz
⋃
s∈S N [s] so dominirana,
2. £e je vozli²£e u dominirano in ima natanko enega soseda v, ki ni dominiran,
potem tudi v postane dominiran.
Velikost najmanj²e take mnoºice je elektri£no dominacijsko ²tevilo γP (G) grafa G.
O£itno je problem povezan z ni£elno prisilo, saj je 2. pravilo ekvivalentno ²irjenju
barve. Opazimo, da za graf G velja
S elektri£na dominacijska mnoºica ⇐⇒ N [S] mnoºica ni£elne prisile.
Za veliko druºin grafov je teºko dobiti spodnjo mejo elektri£nega dominacijskega
²tevila (dolgi, tehni£ni dokazi), zato je zaºelena splo²na spodnja meja, ki jo dobimo
s pomo£jo ni£elne prisile. Pri tem nam pride prav naslednja lema:
Lema 7.11 ([15, lema 2]). Naj bo {u1, u2, . . . uk} elektri£na dominacijska mnoºica
grafa G brez izoliranih vozli²£. Potem za ni£elno prisilo velja
Z(G) ≤
k∑
i=1
deg(ui).
Izrek 7.12 ([5, izrek 3.2]). Imejmo graf G z vsaj eno povezavo in najve£jo stopnjo
vozli²£a ∆. Potem velja
γP (G) ≥
⌈
Z(G)
∆
⌉
,
meja je tesna.
Dokaz. Imejmo elektri£no dominacijsko mnoºico {u1, u2, . . . uk}, pri £emer je k =
γP (G). e graf G nima izoliranih vozli²£, potem po lemi 7.11 velja
Z(G) ≤
k∑
i=1
deg(ui) ≤ k∆ = γP (G)∆,
delimo z ∆ in upo²tevamo, da je γP (G) celo ²tevilo, izrek sledi.
e ima graf G izolirana vozli²£a, potem vsako izolirano vozli²£e prispeva 1 k
ni£elni prisili in k elektri£ni dominaciji. e vzamemo podgraf brez izoliranih vozli²£,
potem zgornja neenakost velja, ko pa izolirana vozli²£a dodamo nazaj, se z vsakem
dodanim izoliranim vozli²£em leva stran (Z(G)) pove£a za 1, desna pa za ∆, torej
neenakost ²e vedno velja in rezultat drºi tudi za grafe z izoliranimi vozli²£i.
Meja je tesna za polne grafe Kn, saj velja Z(Kn) = ∆(Kn) = n−1, za elektri£no
dominacijsko ²tevilo pa je o£itno, da velja γP (Kn) = 1, saj je vsako vozli²£e sosedno
vsem ostalim.
S pomo£jo te povezave avtorji v [5] dolo£ijo elektri£no dominacijsko ²tevilo in
²tevilo ni£elne prisile (oz. meje) za nekatere produkte znanih druºin oziroma splo²nih
grafov, med drugim npr. ni£elno prisilo za leksikografski produkt med dvema regu-
larnima grafoma, kjer ima prvi nizko dominacijsko ²tevilo, drugi pa nizko elektri£no
dominacijsko ²tevilo.
43
Oglejmo si ²e en tip dominacije, za katerega se izkaºe, da je povezan z ni£elno
prisilo. Povezana dominacijska mnoºica grafa G je taka dominacijska mnoºica, ki
inducira povezan podgraf v grafu G. Povezano dominacijsko ²tevilo γc(G) je torej
velikost najmanj²e take mnoºice za nek graf G.
Dominacijo lahko (podobno kot prisilo v 7.1) posplo²imo: za k-dominacijsko
mnoºico D grafa G velja, da je vsako vozli²£e, ki ni v D, sosednje vsaj k vozli²£em
iz D. Velikost najmanj²e take mnoºica je k-dominacijsko ²tevilo grafa G, ozna£imo
γk(G). Za k = 1 o£itno dobimo navadno dominacijo.
Sedaj lahko deﬁniramo posplo²eno verzijo povezane dominacije: povezana k-
dominacijska mnoºica je taka k-dominacijska mnoºica, ki inducira povezan podgraf,
povezano k-dominacijsko ²tevilo γk,c(G) pa velikost najmanj²e take mnoºice.
Izkaºe se, da velja naslednja povezava med k-prisilo in k-dominacijo:
Lema 7.13 ([3, lema 4.1]). Naj bo G k-povezan graf za neko pozitivno celo ²tevilo
k < n(G). Naj bo F najmanj²a taka mnoºica k-prisile, da je G[V \ F ] povezan
podgraf. Potem je V \ F povezana k-dominacijska mnoºica grafa G.
Posledi£no lahko dokaºemo slede£o zgornjo mejo k-prisile:
Posledica 7.14 ([3, posledica 4.2]). Naj bo G k-povezan graf za neko pozitivno celo
²tevilo k < n(G). Potem za k-prisilo in k-dominacijo tega grafa velja naslednja
povezava:
Fk(G) ≤ n(G)− γk,c(G).
Dokaz. Naj bo F najmanj²a taka mnoºica k-prisile, da je G[V \F ] povezan podgraf.
(Taka mnoºica k-prisile vedno obstaja, saj lahko za F vzamemo vsa vozli²£a, razen
enega, torej V \ F inducira trivialen povezan podgraf.) O£itno velja Fk(G) ≤ |F |,
saj F ustreza dodatnim omejitvam povezanosti. Po lemi 7.13 je V \ F povezana
k-dominacijska mnoºica grafa G, velja torej γk,c(G) ≤ |V \ F | = n(G) − |F |. e
preuredimo, dobimo |F | ≤ n(G)− γk,c(G), skupaj s prvo neenakostjo torej
Fk(G) ≤ |F | ≤ n(G)− γk,c(G).
Za ni£elno prisilo in povezano dominacijo torej sledi
Posledica 7.15. Za povezan graf G z n ≥ 2 vozli²£i velja
Z(G) = F1(G) ≤ n− γc(G),
meja je tesna.
Dokaz. Meja je tesna za polni graf Kn, za katerega velja Z(Kn) = n−1 in γc(G) = 1
(vemo, da je γ(G) = 1, eno vozli²£e pa je trivialno povezan podgraf).
(S pomo£jo te povezave med k-prisilo in k-dominacijo, natan£neje z lemo 7.13,
je v [3] dokazana zgornja meja k-ni£elne prisile za k-povezane grafe (7.4), navedena
v prej²njem podpoglavju.)
e en pojem iz dominacije je Grundyjevo dominacijsko ²tevilo: to je dolºina
najdalj²ega dominacijskega zaporedja za graf G, ozna£imo γgr(G). Dominacijsko
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zaporedje grafa G je tako zaporedje njegovih vozli²£, da vsako vozli²£e zaporedja
dominira vsaj eno prej ²e nedominirano vozli²£e. Zapisano formalno, £e imamo do-
minacijsko zaporedje S = (u1, . . . , uk), potem je {u1, . . . , uk} dominacijska mnoºica
in za vsako vozli²£e ui v zaporedju mora drºati
N [ui] \
i−1⋃
j=1
N [uj] ̸= ∅.
Povedano druga£e, vozli²£e u, ki ga dodamo v zaporedje S, mora dominirati vsaj
eno izmed vozli²£, ki ga ne dominira nobeno izmed prej²njih v zaporedju, ali pa u ne
sme biti dominirano, preden ga dodamo. (Tukaj smo malo priredili uporabo besede
dominira, da dodano vozli²£e u dominira tudi samega sebe, kar pa ne spremeni
ni£esar.)
Ena izmed razli£ic Grundyjeve dominacije je Z-Grundyjevo dominacijsko ²tevilo,
ozna£imo γZgr(G), ki je dolºina najdalj²ega Z-dominacijskega zaporedja, kar pomeni,
da mora vsako vozli²£e v zaporedju dominirati vsaj enega do zdaj ²e ne dominiranega
soseda. (Razlika je v tem, da vozli²£e samo tukaj ne ²teje.) e zapi²emo formalno,
za Z-dominacijsko zaporedje S = (u1, . . . , uk) velja, da je {u1, . . . , uk} dominacijska
mnoºica (rekli ji bomo tudi Z-mnoºica) in za vsako vozli²£e ui v zaporedju mora
drºati
N(ui) \
i−1⋃
j=1
N [uj] ̸= ∅.
Ker je ta razli£ica bolj omejena kot prva in i²£emo najdalj²e zaporedje, o£itno velja
γZgr ≤ γgr. (7.6)
Izkaºe se [7], da je Z-Grundyjeva dominacija povezana z ni£elno prisilo (zato ima
v imenu £rko Z, ki pride iz zero forcing):
Izrek 7.16 ([7, izrek 2.2]). Za graf G brez izoliranih vozli²£ velja
γZgr + Z(G) = n(G).
Pri tem je komplement najmanj²e mnoºice ni£elne prisile grafa G najve£ja Z-mnoºica
grafa G, in obratno.
Zaradi povezave (7.6) med Grundyjevo in Z-Grundyjevo dominacijo iz zgornjega
izreka sledi
Posledica 7.17. Za graf G brez izoliranih vozli²£ velja
γgr(G) + Z(G) ≥ n(G).
Avtorji [7] s pomo£jo izreka 7.16 dolo£ijo vrednosti ni£elne prisile nekaterih pro-
duktov grafov znanih druºin, med drugim krepkega produkta med ciklom in potjo:
Trditev 7.18 ([7, trditev 2.5.]). Za n ≥ 3 in m ≥ 2 velja
Z(Cn  Pm) = 2m+ n− 2.
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7.2.2 Neodvisnostno ²tevilo in najve£je prirejanje
Izkaºe se, da lahko za kubi£ne grafe brez krempljev izbolj²amo zgornjo mejo (7.5),
kar sledi iz povezave ni£elne prisile in neodvisnostnega ²tevila. Poglejmo si osnovne
pojme, da lahko navedemo rezultate, predstavljene v [12].
Graf je kubi£en, £e je 3-regularen; velja torej, da so stopnje vseh vozli²£ v grafu
enake 3. Graf je brez krempljev, £e ne vsebuje grafa K1,3 (prikazan na sliki 26) kot
podgrafa.
Slika 26: Prikazan je graf K1,3 (krempelj).
Neodvisna mnoºica (vozli²£) grafa G je taka mnoºica, da za vsak par vozli²£
v njej velja, da sta neodvisna (nista soseda). Velikost najve£je take mnoºice je
neodvisnostno ²tevilo grafa G, ozna£imo z α(G). Podobno, prirejanje grafa G je
taka mnoºica povezav, ki so paroma neodvisne (nimajo skupnih kraji²£). Velikost
najve£jega prirejanja grafa G ozna£imo z α′(G).
Iz zgornje meje ni£elne prisile (7.5) za povezan graf sledi
Posledica 7.19. Za povezan kubi£en graf G brez krempljev velja
Z(G) ≤ 1
2
n(G) + 1.
To mejo se da ²e malo izbolj²ati, £e izvzamemo graf K4:
Izrek 7.20 ([11, izrek 3]). Za povezan kubi£en graf G ̸= K4 brez krempljev velja
Z(G) ≤ 1
2
n(G),
meja je tesna natanko tedaj, ko je G graf C3K2 ali N2 (prikazana na sliki 27).
Slika 27: Prikazana sta prizma C3K2 (levo) in diamantna ogrlica N2 (desno).
e bolj pa se zgornjo mejo za tak tip grafa da izbolj²ati z naslednjim izrekom:
Izrek 7.21 ([12, izrek 5]). Za povezan kubi£en graf G ̸= K4 brez krempljev velja
1. Z(G) ≤ α(G) + 1,
2. Z(G) ≤ α′(G).
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Meji sta tesni za prizmo C3K2 in diamantno ogrlico N2, za kateri velja Z(G) =
α′(G) = α(G) + 1.
Ker iz [17] vemo, da za neodvisnostno ²tevilo kubi£nega grafa G brez krempljev
velja α(G) ≤ 2
5
n(G), sledi naslednja zgornja meja za ni£elno prisilo tega tipa grafa:
Posledica 7.22. Za povezan kubi£en graf G ̸= K4 brez krempljev velja
Z(G) ≤ 2
5
n(G) + 1.
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A Priloga: implementacija algoritmov
Algoritmi so implementirani v programskem jeziku C++, koda je strukturirana
takole:
 v Graph.cpp je implementirana podatkovna struktura grafa s seznamom so-
sedov, koda je zaradi jedrnatosti izpu²£ena;
 v utils.cpp so implementirane pomoºne funkcije, med drugim tudi algorit-
mov 1 in 2, koda je zaradi jedrnatosti izpu²£ena;
 v check.hpp so implementirani algoritmi preverjanja (torej 1 in 2), pri £emer
algoritem z vrsto sprejme podatkovno strukturo za sledenje belim sosedom;
 v WhiteNeighbours.cpp sta implementirani dve podatkovni strukturi za sle-
denje belim sosedom, ena z mnoºicami, druga s tabelo ²tevcev;
 v zero_forcing_number.cpp so implementirane tri razli£ice algoritma 3 za
izra£un ²tevila ni£elne prisile: mnoºice pregledujemo po velikosti padajo£e, po
velikosti padajo£e, a samo podmnoºice prej²njih mnoºic ni£elne prisile, in s
pomo£jo binarnega iskanja.
check.hpp
11 #include "Graph.hpp"
12 #include "WhiteNeighbours.hpp"
13 #include "utils.hpp"
14
15
16 inline pair<bool,int> check_ZFS_naive(const Graph& graph, const vector<int>& zfs) {
17 vector<int> colouring(graph.vertices_num(), WHITE);
18 for (int u : zfs) {
19 assert_vertex_label_correctness(graph, u);
20 colouring[u] = BLACK;
21 }
22 bool change = true;
23 int iter = 0;
24 while (change) {
25 change = false;
26 for (int u=0; u < graph.vertices_num(); ++u) { // for every vertex
27 if (colouring[u] == BLACK) {
28 auto neighbours = find_white_neighbours(graph, u, colouring);
29 if (neighbours.size() == 1) {
30 int v = neighbours[0];
31 colouring[v] = BLACK;
32 change = true;
33 }
34 }
35 }
36 ++iter;
37 }
38 return pair<bool,int> (all_vertices_black(colouring), iter);
39 }
40
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41 template <typename T>
42 pair<bool,int> check_ZFS_queue(const Graph& graph, const vector<int>& zfs) {
43 vector<int> colouring(graph.vertices_num(), WHITE);
44 vector<int> forces(graph.vertices_num(), NOT_FORCED);
45 for (int u : zfs) {
46 assert_vertex_label_correctness(graph, u);
47 colouring[u] = BLACK;
48 forces[u] = IN_ZFS;
49 }
50
51 queue<int> q;
52 T white_neighbours = T(&graph, &colouring);
53 // Preprocessing
54 for (int u=0; u < graph.vertices_num(); ++u) {
55 if (colouring[u] == BLACK && white_neighbours.size(u) == 1) {
56 int v = white_neighbours.only_white_neighbour(u);
57 if (forces[v] == NOT_FORCED) {
58 q.push(v);
59 forces[v] = u;
60 }
61 }
62 }
63
64 int iter = 0;
65 while (!q.empty()) {
66 int u = q.front();
67 q.pop();
68 colouring[u] = BLACK;
69
70 // Check if u has only one white neighbour
71 if (white_neighbours.size(u) == 1) {
72 int v = white_neighbours.only_white_neighbour(u);
73 if (forces[v] == NOT_FORCED) {
74 q.push(v);
75 forces[v] = u;
76 }
77 }
78
79 // Remove u from white_neighbours set of all its neighbours and check
80 // whether any of those neighbours now have only one white neighbour.
81 for (int v : graph.adjacency_lists[u]) {
82 white_neighbours.remove(v, u);
83 if (colouring[v] == BLACK && white_neighbours.size(v) == 1) {
84 int w = white_neighbours.only_white_neighbour(v);
85 if (forces[w] == NOT_FORCED) {
86 q.push(w);
87 forces[w] = v;
88 }
89 }
90 }
91 ++iter;
92 }
93
94 return pair<bool,int> (all_vertices_black(colouring), iter);
95 }
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Algoritme za preverjanje kli£emo z eno od dveh podatkovnih struktur, imple-
mentiranih v WhiteNeighbours.
WhiteNeighbours.hpp
7 #include "Graph.hpp"
8
9
10 /* Implementation of a data structure for keeping track of white neighbours
11 using unordered sets. */
12 class WhiteNeighboursSet {
13 private:
14 vector<unordered_set<int>> white_neighbours;
15 public:
16 WhiteNeighboursSet(const Graph* graph, const vector<int>* colouring);
17
18 void remove(int u, int v);
19 int size(int u);
20 int only_white_neighbour(int u);
21 friend ostream& operator<<(ostream& out, const WhiteNeighboursSet& wn);
22 };
23
24
25 /* Implementation of a data structure for keeping track of white neighbours
26 using a vector of counts. */
27 class WhiteNeighboursCount {
28 private:
29 const Graph* graph;
30 const vector<int>* colouring;
31 vector<int> white_neighbours_count;
32 public:
33 WhiteNeighboursCount(const Graph* p_graph, const vector<int>* p_colouring);
34
35 void remove(int u, int v);
36 int size(int u);
37 int only_white_neighbour(int u);
38 friend ostream& operator<<(ostream& out, const WhiteNeighboursCount& wn);
39 };
WhiteNeighbours.cpp
2 #include "WhiteNeighbours.hpp"
3 #include "utils.hpp"
4
5 WhiteNeighboursSet::WhiteNeighboursSet(const Graph* graph,
6 const vector<int>* colouring) {
7 for (int u=0; u < graph->vertices_num(); ++u) {
8 auto neighbours = find_white_neighbours(*graph, u, *colouring);
9 white_neighbours.emplace_back(neighbours.begin(), neighbours.end());
10 }
11 }
12
13 ostream& operator<<(ostream& out, const WhiteNeighboursSet& wn) {
14 for (size_t u=0; u < wn.white_neighbours.size(); ++u) {
15 out << u << ": ";
16 for (int v: wn.white_neighbours[u]) {
53
17 out << v << " ";
18 }
19 out << "\n";
20 }
21 return out;
22 }
23
24 /* Removes v from white neighbours of u. */
25 void WhiteNeighboursSet::remove(int u, int v) {
26 white_neighbours[u].erase(v);
27 }
28
29 int WhiteNeighboursSet::size(int u) {
30 return static_cast<int>(white_neighbours[u].size());
31 }
32
33 int WhiteNeighboursSet::only_white_neighbour(int u) {
34 assert(size(u) == 1 && "vertex does not have exactly one white neighbour");
35 return pop(white_neighbours[u]);
36 }
37
38 WhiteNeighboursCount::WhiteNeighboursCount(const Graph* p_graph,
39 const vector<int>* p_colouring): graph(p_graph), colouring(p_colouring) {
40 for (int u=0; u < graph->vertices_num(); ++u) {
41 auto neighbours = find_white_neighbours(*graph, u, *colouring);
42 white_neighbours_count.push_back(neighbours.size());
43 }
44 }
45
46 ostream& operator<<(ostream& out, const WhiteNeighboursCount& wnc) {
47 for (size_t u=0; u < wnc.white_neighbours_count.size(); ++u) {
48 out << u << ": " << wnc.white_neighbours_count[u] << "\n";
49 }
50 return out;
51 }
52
53 /* Removes v from white neighbour count of u. */
54 void WhiteNeighboursCount::remove(int u, int v) {
55 --white_neighbours_count[u];
56 }
57
58 int WhiteNeighboursCount::size(int u) {
59 return white_neighbours_count[u];
60 }
61
62 int WhiteNeighboursCount::only_white_neighbour(int u) {
63 assert(size(u) == 1 && "vertex does not have exactly one white neighbour");
64 auto neighbours = find_white_neighbours(*graph, u, *colouring);
65 return neighbours[0];
66 }
zero_forcing_number.cpp
4 #include "Graph.hpp"
5 #include "WhiteNeighbours.hpp"
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6 #include "check.hpp"
7 #include "zero_forcing_number.hpp"
8
9 /* Returns all subsets of the set {1, ..., n} ordered by size (from 0 to n). */
10 vvvi power_subset(int n) {
11 vvvi subsets(n+1);
12 for (int i=0; i < (1 << n); ++i) {
13 vector<int> subset;
14 for (int j=0; j < n; ++j) {
15 if ((i & (1 << j)) != 0) {
16 subset.push_back(j);
17 }
18 }
19 subsets[subset.size()].push_back(move(subset));
20 }
21 return subsets;
22 }
23
24 /* Generates subsets of given sets which are smaller by 1. */
25 vvi smaller_subsets(vvi sets) {
26 set<vector<int>> new_sets;
27 for (auto set : sets) {
28 size_t n = set.size();
29 vvi curr_sets(n);
30 for (size_t i=0; i < n; ++i) {
31 for (size_t j=0; j < n; ++j) {
32 if (j != i) curr_sets[j].push_back(set[i]);
33 if (i == n-1) new_sets.insert(move(curr_sets[j]));
34 }
35 }
36 }
37 return vvi(new_sets.begin(), new_sets.end());
38 }
39
40 int ZFN_top_down(const Graph& graph, const vvvi& subsets) {
41 int i;
42 for (i = graph.vertices_num()-1; i >= 0; --i) {
43 bool zfs_exists = false;
44 for (auto subset : subsets[i]) {
45 if (check_ZFS_queue<WhiteNeighboursCount>(graph, subset).first) {
46 zfs_exists = true;
47 break;
48 }
49 }
50 if (!zfs_exists) break;
51 }
52 return i+1;
53 }
54
55 int ZFN_top_down_subsets(const Graph& graph, const vvvi& subsets) {
56 int i;
57 vvi eligible_subsets = subsets[graph.vertices_num()-1];
58 for (i = graph.vertices_num()-1; i >= 0; --i) {
59 auto it = eligible_subsets.begin();
60 while (it != eligible_subsets.end()) {
61 if (check_ZFS_queue<WhiteNeighboursCount>(graph, *it).first) ++it;
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62 else it = eligible_subsets.erase(it);
63 }
64 if (eligible_subsets.empty()) break;
65 eligible_subsets = smaller_subsets(eligible_subsets);
66 }
67 return i+1;
68 }
69
70 int ZFN_binary_search(const Graph& graph, const vvvi& subsets) {
71 int l = 1; int r = graph.vertices_num();
72 for (auto subset : subsets[l]) {
73 if (check_ZFS_queue<WhiteNeighboursCount>(graph, subset).first) {
74 return l;
75 }
76 }
77 while (l < r) {
78 int m = static_cast<int>((l+r)/2);
79 if (m == l) break;
80 bool zfs_exists_mid = false;
81 for (auto subset : subsets[m]) {
82 if (check_ZFS_queue<WhiteNeighboursCount>(graph, subset).first) {
83 zfs_exists_mid = true;
84 break;
85 }
86 }
87 if (zfs_exists_mid) r = m;
88 else l = m;
89 }
90 return r;
91 }
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