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Abstract:  We define events so as to reduce the number of events and decision variables needed for modeling batch-
scheduling problems such as described in [Westenberger and Kallrath (1994)]. We propose a new MILP formulation 
based on this concept, defining non-uniform time periods as needed and decision variables that are not time-indexed. 
It can handle complicated multi-product/multi-stage machine processes, with production lines merging and 
diverging, and with minimum and maximum batch sizes.  We compare it with earlier models and show that it can 
solve problems with small to medium demands relative to batch sizes in reasonable computer times. 
 
Keywords:  continuous-time model, batch, event, scheduling, makespan, integer programming. 
 
1. Introduction 
In this paper, we consider short-term batch scheduling problems in chemical industries. 
Instead of using the usual discrete time model - discretizing the time horizon into a number of 
intervals of equal duration (uniform time length) - we present a new continuous-time scheduling 
model, which uses non-uniform time length.  
 The problem under study is concerned with batch production. A given product is 
processed on a single machine, often chosen among several possible ones, and the amount of 
that product processed as a single operation by that machine is called a batch.  After processing 
is finished, what comes out of the machine is a new product.   
The problem we consider here was proposed as a challenge to the mathematical 
community by Westenberger (from Bayer AG) and Kallrath (from BASF AG) [15]. It is a 
production problem typical in some process industries, particularly chemical or pharmaceutical 
industries. The problem formulation in the Westenberger and Kallrath paper is a cooperative 
work of BAYER and BASF.  The model they presented is useful for problem description, yet it is 
not an integer linear programming model and cannot be used directly for optimization.   
                                                 
1 Research partially supported by the National Science Foundation under grant DMI-9900183. 
2 Presented at the CLAIO Meeting, Mexico City, September 2000. Second revision. 
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 The example proposed in [15] corresponds to the production flow represented on Figure 
1. We will refer to this particular structure as “the benchmark problem”, although it actually gives 
rise to many variations (different objectives, different demands for the final products, with or 
without maintenance, with or without feedback loop). Except for the possible feedback loop, 
however, all instances share the same diagram and the same technical characteristics. Figure 1, 
taken from [15], presents a process that contains typical complicating features:  
• A complicated flow structure: 
o Multiple machines (can produce several products); 
o Multiple products (can be produced on several machines); 
o Multiple production lines (convergent/ divergent/ cyclic) ; 
• Batch mode production: 
o Different batch lengths (processing times) for different products;  
o Different batch sizes for different products on different machine - have 
upper and (possibly nonzero) lower limits; 
• Different storage situations. 
 
Broadly speaking, there are demands for several finished products, different processing 
times for different products and multiple production lines.  Some product lines merge, some 
others divide. Batch sizes have upper and (possibly nonzero) lower limits, some machines are 
able to produce several products and some products can be produced on several machines.  
Batch length (i.e., the time necessary to produce a batch) is independent of batch size, but it 
varies from machine to machine.  The processing order for a product line is exactly specified, 
and some products are allowed to wait between two processes, while others are not.  
Backlogging is not allowed. In addition, there can be different kinds of objectives as suggested in 
Westenberger and Kallrath  [15]: 
1. the minimization of execution time, 
2. the maximization of profit by optimization of product mix, 
3.  the minimization of investment cost by optimization of stock capacities and 
production capacities. 
More details about the Benchmark problem will be presented in the computational part of this 
paper. 
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Figure 1: Production assembly with product flow chart
 
2. Literature review for time-phased models: 
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The objective considered in this paper is the minimization of the makespan, i.e., of the 
completion time of the whole project. It is therefore particularly important to use a good time 
representation of the scheduling horizon. During the previous decade, batch sizing and 
scheduling problems arising in multi-product/multi-purpose chemical batch plants have been 
mostly formulated as mixed-integer linear programming (MILP) models based on a discrete time 
representation [1][6], i.e., on time-indexed variables. The approach is based on solving the 
scheduling problem by discretizing the time domain into uniform time intervals [1][6]. The major 
advantage of discrete time models is the capability of considering complex task flows and 
handling resource constraints. The major problems with this approach, however, are (1) the 
large size of the MILP model (especially when job processing times are different) and (2) the 
difficulty of mapping the discretization points with the actual points in time when the events take 
place. 
Considering this fatal weakness of the discrete time representation, people have recently 
started looking into continuous-time formulations. The basic idea of the approach is to divide the 
scheduling horizon into time intervals of unknown, a priori non-uniform, lengths. To our 
knowledge, the continuous-time representation for batch processing was proposed for the first 
time in [18]. The model is called NUCM for Non-Uniform Continuous Time Modeling. Another 
mathematical model based on a continuous-time representation, called VET for Variable Event-
Time, is reported in [16], but it leads to large scale mixed integer nonlinear programs (MINLP), 
which eventually have to be locally linearized. [10] also used the non-uniform time discretization 
model (NUDM) formulating a MINLP problem, and suggested that the Bayesian approach 
combined with the continuous-time formulation shows promise for the solution of batch 
scheduling problems. [4] and [5] proposed another continuous-time model based on a concept of 
events, yet it was not clear to us how the approach they propose could represent all time 
constraints, or the case of no storage between consecutive tasks as found in the Benchmark 
problem.  Finally a recent report [2] defines an event as the start of a task; this event definition is 
similar to ours, but seems to require more events and consequently more binary decision 
variables.  After this paper was written, it came to our attention that [7], an extension of [4] and 
[5], can indeed handle the complicated constraints of the Benchmark problem. 
 
3. A new continuous-time model: 
We are proposing a continuous-time mixed integer linear formulation. This new model 
can handle complicated multi-product/multi-stage machine scheduling problems, with production 
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lines merging and diverging, with convergent and divergent production actions in the production 
process, and with minimum and maximum batch size for each production line.   
 Our model differs from the models mentioned above, as well as from the model 
introduced in  [13].  The main concept is that of an “event”, and our definition of “event” differs 
from that introduced for instance in [2],[4] and [13].  
 
Definition: 
An event is a separate point in time, (or line in a Gantt chart), when something happens 
that is important for the production plan.   
 
While this is purposely vague, the definition of an event become clearer with the following 
remarks. Notice that although tasks can in general be scheduled anywhere between event 
points, it is not necessary to add an event at the exact time point where a task begins or ends as 
defined in our previous continuous time model [13]. The only reasons why one must introduce a 
new event are (1) to separate tasks on the same machine to avoid overlapping jobs on that 
machine, (2) to separate consecutive tasks on different machines when no storage is allowed in 
between, the so called “no-wait” situation, (3) to separate consecutive tasks where the output of 
the first task is needed for the second one (insufficient starting inventory), and (4) to end the 
whole process.  Here in Figure 2-5, each vertical line represents an "event" point, and “thick” 
vertical lines correspond to each of the above 4 cases. 
 
 
 
 
M3 
M2 
 M1 
Figure 2. Add event lines to separate tasks on  the 
same machine 
 
 
M3 
M2 
 M1 
Figure 3. Add event lines to separate consecutive 
tasks on different machines when no storage is 
allowed in between.  
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M2 
 M1 
Figure 4. Add the event line (n+1) to separate  
consecutive tasks where the output of the first task is  
needed for the second one (insufficient starting 
iinventory) 
P 
Inventory of P is insufficient for the task 
on machine M1 at event n, but would be 
enough at event n+1 
n n+1 
 
 
M3 
M2 
 M1 
Figure 5. Add one event line to end the whole 
process 
 
Of course, we do not know in advance how many events we should plan for3 during the time 
horizon, but we allow them to be unevenly spaced.  This allows for the simultaneity of tasks that 
have different durations.  The event set is decided by the formulation, it is not defined a priori. In 
fact, there is a “minimum” number of events, below which the problem is infeasible, and a “best” 
number of events, beyond which the solution does not improve any more.   
 
 
M3 
M2 
 M1 
        
 
M3 
M2 
 M1 
 
         n1         n2 n3 n4 n5               n6             n7                                                     n1        n2              n3                             n4 
Figure 6               Figure 7 
 
 Consider now the two Gantt charts on Figure 6 and 7, and compare the effect of the new 
event definition, vs. that given in [13]. For the same schedule on the 3 machines, 7 events were 
needed with the previous definition (Figure 6) while with the new definition one only needs 4 
(Figure 7).   
                                                 
3 In time-indexed variable models, one does not know how much time will be necessary to complete the project, and 
one must use an a priori upper bound on the number of time periods necessary. Here we have to use an a priori upper 
bound on the number of events needed for the completion of the project. 
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Since there will be generally fewer events than time periods, we will need fewer binary variables 
than in the time-indexed models. 
 
4. Formulation  
We now introduce the formulation of the problem, including parameters and variables. 
We use Ierapetritou and Floudas’ suggestion that to avoid unnecessary indices, one should 
distinguish between the production of identical products on different machines, i.e., a task is a 
product /machine combination.  We assume that events are ordered by increasing dates.  
One big difference between the benchmark problem and a standard PERT/CPM problem 
is that the number of jobs to be performed is not known a priori. It is, at least indirectly, a 
decision variable, as it depends on the size chosen for the batches. We will obviously need to 
introduce a time value for each event point.  This will be a continuous decision variable, 
indexed by the set of events.  When we draw the Gantt diagram for any feasible schedule, some 
tasks will be critical, some not.  I.e., some tasks will not have a float (they will be critical tasks), 
while some can take place anywhere in an interval (they will be non-critical), and we can easily 
compute the float. Here as in the remainder of the paper, we use the word “tasks" to represent 
different production activities on each unit.  
 
Indices 
 P  a product 
J  a task (i.e., the production of a given product on a specific machine) 
M  a machine 
N   the Nth event point 
NS, NF  index of an event (e.g., for start and finish events) 
Set  
 
JM   set of tasks for task J which can be processed on machine M; 
       JP_in    set of tasks with product P as input,  
       JP_out   set of tasks with product P as output,  
        PJ_out   set of products which are output of Task J,. 
 
Main Parameters: 
 
TOTN  total number of events allowed during the time horizon 
maxbsize(M) maximum batch size on machine M 
minbsize(M)       minimum batch size on machine M 
l(J)              batch length for task J  
)(Jf MINOUT  minimum proportion requirement on main product of output for task J  
)(Jf MAXOUT  maximum proportion requirement on main product of output for task J 
),( PJf in  percentage of the input of task J  that is product P 
demand(P)  final demand of product P 
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 juo0(P)              initial stock for product P   
 juo1(P)              maximum stock for product P        
 H  a large number (upper bound on makespan) 
Decision variables 
 
TSUM  total time needed to complete the project, i.e., to produce all intermediary and  
 finished products to meet the final demand.   
X(J, NS, NF) a 0-1 variable; equal to 1 if one specific batch of J is scheduled between event  
points NS and NF, with NS preceding NF, and the batch is allowed to start as 
soon as NS occurs, but not before, and does not have finished before NF occurs, 
but cannot finish later.  We will say that product J is scheduled between events NS 
and NF. In addition, J should start before NS+1, and end after NF-1 
),,( NFNSJB  the amount  produced for task  J  between event points NS and NF, i.e., the batch  
size corresponding to X(J, NS, NF)=1. A continuous variable. 
),( NPIP  inventory of product P at event point N 
),,( NJPPP  output of product P from task J at or before event point N, but not before N-1 
T(N)  time at which event N takes place. 
 
All variables nonnegative, X(J,NS,NF)  = 0 or 1, . NSNFNSJ >∀ ,,
 
One can formulate the problem as a mixed-integer programming problem as follows: 
 
)(min TOTNTTSUM =  
 
subject to 
 
1),,(
,
≤∑ <≤∈ NFNNSJJ M NFNSJX                                             (1) TOTNNM <∀ ,
),,()()()( NFNSJXJlNSTNFT ≥−                (2) ,J NS NF∀ ≤
),,()()1()1( NFNSJXJlNSTNFT ≤+−− + H(1- )      (3) ),,( NFNSJX ,J NS NF∀ ≤
≤),,( NFNSJB     maxbsize(M)           (4) ),,( NFNSJX NFNSJJM M <∈∀ ,,
≥),,( NFNSJB     minbsize(M)           ∀  (5) ),,( NFNSJX NFNSJJM M <∈ ,,
≥),( TOTNPIP     demand(P)               (6) P∀
=)1,(PIP  juo0(P)-    ∀    
 (7) 
),1,(),(
1_
NFJBPJf
NFJJ
in
inP
∑∑ >∈ P
≤),( NPIP  juo1(P)                  (8) NP,∀
         ∑ =          ),,(),(
_
NFNJBPJf
NNFJJ
in
inP
∑ >∈ ),,(_∑ ∈ OUTPJJ NJPPP
                                                                        (9) TOTNNinventorywithoutP <<∀ 1),(
 
+=+ ),()1,( NPIPNPIP )1,,(
_
+∑ ∈ OUTPJJ NJPPP -  ),1,(_ , NFNJBf NNFJJ inPJinP +∑∑ >∈
TOTNNinventorywithP <∀ ),(  (10) 
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=∑ < ),,( NNSJBNNS ∑ ∈ OUTJPP NJPPP_ ),,(     (11) 1, >∀ NJ
),,()(),,(),,()( NNSJBJfNJPPPNNSJBJf
NNS
MAX
OUTNNS
MIN
OUT ∑∑ << ≤≤                 
where P is the main product of J, (12) 1, >∀ NJ
 
We now explain the main constraints:  
Constraint (1): allocation requirement: At any given time point N, at most one task can be 
executed on machine M, where JM = set of tasks for task J which can be processed on machine 
M; Constraint (2-3): Time Sequence: the time interval between any two event points NS and NF, 
should be long enough to allow tasks scheduled between NS and NF to complete; in addition, a 
task J  for which variable X(J, NS, NF) is 1, should be allowed to start before event NS+1, and 
after event NF-1. Constraints (4-5) are batch sizing constraints; (6) is a demand constraint; (7) 
specifies initial inventory conditions, (8)  inventory capacities; (9) is a transfer balance equation 
for immediate consecutive tasks, where JP_in = set of tasks with product P as input, JP_out = set of 
tasks with product P as output, (10) is an inventory balance constraint; (11-12) is a material 
balance equation for a divergent situation, PJ_out = set of products which are output of Task J,. 
 
5. Computational experiment 
A detailed description of the Benchmark problem is given in the following tables. Only 
those processing units/machines which have a process time for this product specified in Table 2 
are allowed to make product P. For example, production of P73 (Task t73) is only allowed on 
Machine 8, not on Machine 9. 
Table 1: description of production units (machine)  
 
Production unit 
Number of 
processing lines 
(machines) 
Number of 
products per unit 
Maximum 
batch size 
[kg] 
Minimum 
batch size 
[kg] 
R1 1 (m1) 1 (P11) 10 3 
R2 1 (m2) 2 (P21&P22) 20 5 
R3 1 (m3) 2 (P31&P32) 10 4 
R4 1 (m4) 4 (P41,P42,P43,P44) 10 4 
R5 1 (m5) 2 (P51,P52) 10 4 
R6 2 (m6,m7) 3 (P61,P62,P63) 7 3 
R7 2 (m8,m9) 5 (P71,P72,P73,P74,P75) 12 4 
 
Remark: production is realized in batch mode. This means that certain amounts of ingredients are processed by a 
given process time per batch process so as to produce certain amounts of products. 
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 Practical issues 
 
Given the assumption made earlier that one task is uniquely associated with one 
machine, we have to make several changes to the original data. For example: Task t71 can be 
done by machine 8 and 9, so we have to transform t71 into two different tasks -- t71_8 and t71_9 
as follows: 
               Task t71                           
9_71
8_71
Taskt
tTask
 
Figure 4. Associate each task with a single  machine 
 
 
 Another situation that requires some data characterization is the case of two immediately 
consecutive tasks in a no-wait task-state-task diagram as follows: 
 
 
 
 
 
    
State 
(no storage) Task T1 Task T2 
Figure 5: no-storage  task-state-task network 
 
One solution is to add the following constraints: 
 T +H*(1- )    ),,'1(')'1(')1()( NFNSTXTlNSTNF ≤+− ),,'1(' NFNSTX NFNS ≤∀
),,'2(')'2(')()1( NFNSTXTlNSTNFT ≤−− +H*(1- )   ),,'2(' NFNSTX NFNS ≤∀
Similar to the explanation of eq.(3), the time interval between any two event points NS and NF-1 
should be short enough to allow task T1 to start before event NS+1, and to end exactly at event 
NF, if variable X(‘T1’, NS, NF) is 1; the time interval between any two event points NS and NF-1, 
should be short enough to allow task T2 to start exactly at event NS, and to end after event NF-1, 
if variable X(‘T2’, NS, NF) is 1. Therefore, it is possible for the production manager to enforce 
that T1 ends exactly at event point NF, and T2 starts exactly at event point NS. 
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Table 2: description of batch processes (tasks) 
 
Processing time per batch Task  Main 
product 
(p) 
Side product 
(p) 
Fraction of 
main product 
   Fout(p) 
Production unit 
(machine) 
in days in time units 
T1 P11 - 1. M1 0.05 2u 
T2 P21 P22 Fout(p21)** M2 0.1 4u 
T3 P31 P32 Fout(p31)*** M3 0.05 2u 
T41 P41 - 1. M4 0.1 4u 
T42 P42 - 1. M4 0.1 4u 
T43 P43 - 1. M4 0.1 4u 
T44 P44 - 1. M4 0.1 4u 
T51 P51 - 1. M5 0.15 6u 
T52 P52 - 1. M5 0.15 6u 
T61 P61 - 1. M6 0.1 4u 
T61 P61 - 1. M7 0.125 5u 
T62 P62 - 1. M6 0.125 5u 
T62 P62 - 1. M7 0.15 6u 
T63 P63 - 1. M6 0.15 6u 
T63 P63 - 1. M7 0.15 6u 
T71 P71 - 1. M8 0.1 4u 
T71 P71 - 1. M9 0.15 6u 
T72 P72 - 1. M8 0.1 4u 
T72 P72 - 1. M9 0.15 6u 
T73* P73 - 1. M8 0.1 4u 
T74 P74 - 1. M8 0.15 6u 
T74 P74 - 1. M9 0.15 6u 
T75 P75 - 1. M8 0.15 6u 
T75 P75 - 1. M9 0.15 6u 
 
* T73 has products p41 and p61 as ingredient, the fraction of  ingredients is 0.5  for both material p41, p61. 
** fout(p21)  is restricted by  0.7(p21)f2.0 out ≤≤
*** fout(p31) is restricted by several situations for different requirement, here in this paper the restriction is  
f  out(p31)=0.69 
                 “u” in the final column is the time unit (0.025day). 
 
 Table 3: initial stock condition [kg]  
 
Product Initial stock  
( juo0(p) ) 
Min. Stock Max. Stock 
( juo1(p) ) 
P11 20 0 30 
P21 20 0 30 
P22 0 0 15 
P31 20 0 30 
P32 Recycle as P11 - - 
P41 Non-storable - - 
P42 0 0 10 
P43 0 0 10 
P44 0 0 10 
P51 Non-storable - - 
P52 Non-storable - - 
P61 0 0 10 
P62 Non-storable - - 
P63 0 0 10 
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Table 4: Numerical results of the Continuous-Time formulation with GAMS 2.50/Cplex 7.0.0 
 
Size Continuous-time model  
Problem 
 
Final Demand  # 
rows 
# 
columns 
# nonzero 
entries 
# binary 
variables 
LP 
bound 
 
Makespan 
CPU time – 
seconds (# events) 
1 20-20-20-0-0 1256 662 5707 265 13.0u 28u*. 0.61*(6) 
2 20-20-0-20-0 1295 682 5914 275 18.54u 28u*. 0.54*(6) 
3 20-20-0-0-20 1321 707 6066 285 18.54u 28u* 0.54* (6) 
4 20-0-20-20-0 1686 
2135 
874 
1094 
8068 
10583 
360 
459 
13.33u 
8.50u 
28u* 
27u* 
8.22*(7) 
348.08*(8) 
5 20-0-20-0-20 1712 
2151 
898 
1118 
8248 
10709 
372 
471 
13.33u 
8.60u 
28u* 
26u* 
5.19*(7) 
114.8*(8) 
6 20-0-0-20-20 1778 930 8624 388 14.29u 31u* 232.3*(7) 
7 0-20-20-20-0 1686 
2135 
874 
1094 
8068 
10583 
360 
459 
13.33u 
8.49u 
29u* 
28u* 
4.03*(7) 
194.6*(8) 
8 0-20-20-0-20 1712 
2151 
898 
1118 
8248 
10709 
372 
471 
13.33u 
8.60u 
29u* 
28u* 
3.41* (7) 
86.68*(8) 
9 0-20-0-20-20   2254 1166 11336 495 21.65u 36u 217.2(8) 
10 0-0-20-20-20 2631 1354 13477 578 13.33u 37u* 1199* (9) 
 
We solved the model with GAMS 2.50/ Cplex 7.0.0 (with default parameters) on 
HP7.CP.CL for 10 instances. The results are summarized in Table 4.  Final demands vary as 
combinations of 0s and 20s. In the last two columns are objective values and corresponding 
CPU times. A starred figure means a proven optimal value. The particular number of events 
used for each sample problem is given in parentheses in the last column. For example, for 
sample problem 4, final demands are 20, 0, 20, 20 and 0, respectively, for product p71, p72, 
p73, p74 and p75. When using 7 events, getting the optimal solution (28) takes 8.22 seconds; 
while when using 8 events, one gets the true optimal solution (27) in 348.08 seconds.  
The numerical results in Table 4 are very encouraging.  We can conclude that by 
applying the new continuous-time model, with a small number of events, it is not difficult to get a 
feasible solution; the CPU time for getting an optimal solution is acceptable. With the new 
definition of “event”, the arrangement for some tasks is more flexible. For example in the Gantt 
Chart in figure 8, tasks T1, T2, T3 could be scheduled at any time between each pair of 
consecutive event points, respectively (n3, n4), (n4, n5) and (n5, n6), since they are non-critical 
tasks. The bad side of the approach is that the computational cost increases quickly with the 
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number of events. The algorithm does not behave well if the number of events exceeds 9. In 
addition, as mentioned earlier, the best number of events is not known in advance. 
Figure 8 is a sample Gantt chart solution using 7 events for example 4 with demands 20-
0-20-20-0 respectively. The optimal solution, i.e., the shortest makespan, is 28.  
 
 
0.0 
M1 
28.0 24.0 20.0 14.0 8.0 4.0 
M9 
M7 
M6 
M5 
M4 
M3 
M2 
M8 
  T2   T2 
T1 
T3 
  T43   T41   T41   T43   T43   T42 
     T51      T51 
 T61 
     T71      T71 
 T62 
     T74 
     T74 
  T73   T73 
 T61 
n6 n7 n5 n4 n3 n2 n1 
 T62 
 T62  T62 
 
          Figure 8: Gantt chart for an optimal schedule for sample problem 4 
 
Comparing with our earlier models, suppose we use our previous event definition [13], 
the event number for this case would be as high as 15, the computational cost would be very 
high then. We can also see the difference between the proposed continuous-time model, and 
our discrete-time model [12]. If the processing time of task T1 had been 0.06 days instead of  
0.05 days, as in Table 2, the result of sample problem 4 of Figure 8 won’t change at all except 
that the block for T1 would be a little longer. However, this small change will be a disaster to the 
discrete-time model; instead of using 0.025 days as the time unit,  one has to use 0.01days as 
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the unit length, and the number of binary variables will go from around 6724 ( using 28 as the 
largest time index)  to around 1680 (using 70 as the largest time index). Thus, the continuous- 
time model is more robust. 
 
  In [14], we show that a modular approach can make efficient use of the proposed model. 
We use a multi-step strategy that (1) provides a strong lower bound on the makespan by solving 
a simple linear program, (2) uses a discrete time model with uniform batch length to generate a 
production schedule and associated inventory levels for all products at each time period, (3) 
solves several small continuous-time models of the type described in this paper using the 
inventory levels found in Step (2) as targets at several intermediate stages, and (4) links these 
schedules together and tries to improve the overall schedule. Step (2) acts as a decomposition 
engine that generates several subschedules in step (3). The demands in step (3) are the 
intermediate inventory targets and are small enough so that the model of this paper can be 
solved efficiently and optimally between stages. This modular approach produces - to our 
knowledge - the best solution to date for the benchmark problem.  See [14] for details. 
 
6. Conclusion: 
We have introduced a new MILP formulation based on the concept of “event”. It defines 
non-uniform time periods as needed and decision variables that are not time-indexed. The new 
proposed continuous-time model can handle complicated multi-product/multi-stage machine 
processes, with production lines merging and diverging, with convergent and divergent 
production actions in the production process, and with minimum and maximum batch size for 
each production line.  We show that it can solve problems with small to medium demands (as 
compared to maximum batch sizes) in reasonable computer times. 
The model that we propose here for batch production scheduling of the type presented by 
Westenberger and Kallrath does represent the problem accurately.  We have not yet considered 
such complications as cleaning and maintenance, this will be presented in a forthcoming paper.  
For simple data sets, we readily obtain optimal solutions using GAMS (with OSL, CPLEX or XA 
MIP solvers) on a Unix HP workstation. However it is clear that improvements are needed both 
at a modeling and at an algorithmic level.  
 Another important issue is that the solution and the length of the optimal schedule are 
functions of the number of events selected. Early work on the problem [8] showed that discrete 
                                                 
4 The binary decision variables in paper [12] are indexed by task and time .With 24 tasks , 672=24*28, 1680=24*70. 
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event simulation could easily generate good feasible solutions. In addition, for some data 
instances, a careful analysis of the structure of the problem may allow the identification of a 
bottleneck situation. Concentrating on scheduling that part of the problem, and completing the 
schedule by integrating the remainder of the diagram, one may obtain very strong lower bounds 
on the makespan, as well as almost optimal schedules [11].  A posteriori analysis of these 
feasible solutions can provide good estimates of the number of events needed.  Adding a few 
events to the maximum number found will of course increase the number of variables, in 
particular of 0-1 variables.  It is thus imperative to be able to solve large problems efficiently, as 
one may want to solve the problem for several values of TOTN.    
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