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Abstract Given a proper coloring f of a graph G, a b-vertex in f is a vertex
that is adjacent to every color class but its own. It is a b-coloring if every color
class contains at least one b-vertex, and it is a fall-coloring if every vertex is a b-
vertex. The b-chromatic number of G is the maximum integer b(G) for which G
has a b-coloring with b(G) colors, while the fall-chromatic number and the fall-
acromatic number of G are, respectively, the minimum and maximum integers
f1(G), f2(G) for which G has a fall-coloring. In this article, we explore the
concepts of b-homomorphisms and Type II homomorphisms, which generalize
the concepts of b-colorings and fall-colorings, and present some meta-theorems
concerning products of graphs. As a result, we derive some previously known
facts about these metrics on graph products. We also give a negative answer to
a question posed by Kaul and Mitillos about fall-colorings of perfect graphs.
Keywords b-chromatic number · fall-chromatic number · fall-achromatic
number · graph products · homomorphisms · Hedetniemi’s Conjecture
1 Introduction
Given a simple graph G1, and a function f : V (G)→ {1, · · · , k}, we say that
f is a proper coloring of G with k colors if f(u) 6= f(v) for every uv ∈ E(G).
The chromatic number of G is the minimum value k for which G has a proper
coloring with k colors; it is denoted by χ(G). The related decision problem is
one of the Karp’s 21 NP-complete problems [17], and it continues to be NP-
complete even if k is considered to be fixed [12]. The chromatic number is also
This work was partially supported by CNPq, Brazil.
ParGO Research Group - Parallelism, Graphs and Optimization. Departamento de
Matema´tica, Universidade Federal do Ceara´, Brazil. E-mail: ana.silva@mat.ufc.br
1 The graph terminology used in this paper follows [3].
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hard to approximate: for all ǫ > 0, there is no algorithm that approximates
the chromatic number within a factor of n1−ǫ unless P = NP [13,29].
The graph coloring problem and its variants are perhaps the most stud-
ied problems in graph theory, in part due to its wide range of applications in
practice. For instance, problems of scheduling [28], frequency assignment [8],
register allocation [5,6], and the finite element method [24], are naturally mod-
elled by colourings.
Given its difficulty, one approach to obtain proper colorings of a graph
is to use coloring heuristics. Consider a proper coloring f of graph G that
uses k colors. A value i in {1, · · · , k} is called color i, and the set of vertices
f−1(i) is called color class i. A vertex v in color class i is called a b-vertex of
color i if v has at least one neighbor in color class j, for every j ∈ {1, · · · , k},
j 6= i. If color i has no b-vertices, we may recolor each v in color class i with
some color that does not appear in the neighborhood of v. In this way, we
eliminate color i, and obtain a new proper coloring of G that uses k−1 colors.
The procedure may be repeated until we reach a coloring such that every
color class contains a b-vertex. Such a coloring is called a b-coloring. Clearly, if
k = χ(G), then the described procedure cannot decrease the number of colors
used in f . This means that every optimal coloring of G is also a b-coloring
and this is why we are only interested in investigating the worst-case scenario
for the described procedure. The b-chromatic number of a graph G, denoted
by b(G), is the largest k such that G has a b-coloring with k colors. This
concept was introduced by Irving and Manlove in [14], where they prove that
determining the b-chromatic number of a graph is an NP-complete problem.
In fact, it remains so even when restricted to bipartite graphs [20], connected
chordal graphs [9], and line graphs [4].
A related type of coloring is the fall-coloring. A proper coloring f of G
is called a fall-coloring of G if every vertex of G is a b-vertex in f . Unlike
the b-colorings, some graph may not have a fall-coloring. For instance, if δ(G)
denotes the minimum degree of a vertex in G and χ(G) > δ(G) + 1, then no
vertex with minimum degree can be a b-vertex; hence G does not have a fall-
coloring. Also, even if G does admit a fall-coloring, it is not necessarily true
that it admits a fall-coloring with χ(G) colors. Therefore, we define the fall-
spectrum of G as being the set F(G) containing every k for which G admits
a fall-coloring with k colors. If F(G) 6= ∅, then the fall-chromatic number of
G is the minimum value f1(G) in F(G), while the fall-achromatic number of
G is the maximum value f2(G) in F(G). This concept was introduced in [7],
where they also show that deciding whether F(G) 6= ∅ is NP-complete. We
mention that some authors have used χf (G), ψf (G) to denote f1(G), f2(G),
respectively, which we do not adopt here since χf (G) is more largely used to
denote the fractional chromatic number of G. Observe that, if F(G) 6= ∅, then:
χ(G) ≤ f1(G) ≤ f2(G) ≤ δ(G) + 1
A concept related to b-colorings that is analogous to the fall-spectrum is
that of the b-spectrum. In [20] it is proved that K ′p,p, the graph obtained
from Kp,p by removing a perfect matching, admits b-colorings only with 2 or
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p colors. And in [2], the authors prove that, for every finite S ⊂ N−{1}, there
exists a graph G that admits a b-coloring with k colors if and only if k ∈ S.
Motivated by these facts, in [1] the authors define the b-spectrum of a graph
G as the set containing every positive value k for which G admits a b-coloring
with k colors; this is denoted by Sb(G). Also, they say that G is b-continuous
if Sb(G) contains every integer in the closed interval [χ(G), b(G)].
It is well known that graph homomorphisms generalize proper colorings.
Given graphs G and H , a function f : V (G) → V (H) is a homomorphism if
every edge of G is mapped into an edge of H , i.e., if f(u)f(v) ∈ E(H), for
every uv ∈ E(G). If such a function exists, we write G → H . One can easily
verify that G→ Kn if and only if χ(G) ≤ n. In fact, this is a very rich subject
that has been largely studied. We direct the interested reader to [11].
Recently, special types of homomorphisms that generalize b-colorings and
fall-colorings have also been independently used in the study of the b-continuity
of graphs and of certain products of graphs [21,27,25]. In [21], the authors
prove that the existence of a Type II homomorphism, which generalizes fall-
colorings, is a transitive relation, and use the concept to investigate the fall-
colorings of the cartesian products of graphs. Similarly, in [25], the author
prove that the existence of a semi-locally surjective homomorphism, which
generalizes b-colorings, is a transitive relation and use the concept to prove
the b-continuity of certain Kneser graphs. We mention that semi-locally surjec-
tive homomorphisms were studied independently in [27], where the the concept
is used to investigate the b-colorings of the lexicographic products of graphs;
there, the authors use the term b-homomorphisms, which we give preference
because of its brevity.
In this article, we show that these results can actually be produced for the
main existing products of graphs. For this, we generalize the concept of a graph
product and present our results in the form of meta-theorems. In particular,
the theorems below follow directly from these meta-theorems and some easy
observations regarding these products, which we will see in Section 3. There,
the reader can find Table 1, which contains the formal definition of each of the
products in the theorems below. We mention that, in addition to generalizing
results presented in the previously cited articles, our theorems also general-
ize results presented in [15,19,20,26]. Although our proof need some heavy
notation, it has the advantage of proving all of these results at once.
Theorem 1 Let G,H be graphs, and ⊙ denote a graph product. Then,
– If ⊙ is either the lexicographic product, or the strong product, or the co-
normal product, then
b(G⊙H) ≥ b(G)b(H);
– And if ⊙ is the cartesian product or the direct product, then
b(G⊙H) ≥ max{b(G), b(H)}.
Theorem 2 Let G,H be graphs, and ⊙ denote a graph product. If F(G) 6= ∅
and F(H) 6= ∅, then F(G⊙H) 6= ∅. Also,
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– If ⊙ is either the lexicographic product, or the strong product, or the co-
normal product, then
f1(G⊙H) ≤ f1(G)f1(H) ≤ f2(G)f2(H) ≤ f2(G⊙H);
– If ⊙ is the cartesian product, then
f1(G⊙H) ≤ max{f1(G), f1(H)} ≤ max{f2(G), f2(H)} ≤ f2(G⊙H);
– And if ⊙ is the direct product, then
f1(G⊙H) ≤ min{f1(G), f1(H)} ≤ max{f2(G), f2(H)} ≤ f2(G⊙H).
We mention that our results also give information about the b-spectrum
and fall-spectrum of the products.
Our article is organized as follows. In Section 2, we present the main def-
initions and the results concerning b-homomorphisms and Type II homomor-
phisms of products of graphs. In Section 3, we present the formal definition
of the main graph products, analyse the structure of the products of complete
graphs, and present bounds for the metrics on these products. The results on
these two sections produce Theorems 1 and 2. In Section 4 we present some
cases where F(G ⊙ H) can be non-empty even though F(H) is empty. Fi-
nally, in Section 5 we present some questions left open, and show an example
that give a negative answer to a question posed by Kaul and Mitillos about
fall-colorings of perfect graphs [18].
2 Homomorphisms and products
Given graphs G and H , a graph product ⊙ on G and H is a graph F such
that V (F ) = V (G) × V (H), and αβ ∈ E(F ) if and only if some condition
P⊙(G,H, α, β) is satisfied. Given a vertex u ∈ V (G), we denote by V (u,H)
the subset {(u, v) | v ∈ V (H)}, and the fiber of u in G ⊙H is the subgraph
of G⊙H induced by V (u,H). Given v ∈ V (H), the subset V (v,G) and fiber
of v are defined similarly. If there is no ambiguity, we ommit H and G in
V (u,H), V (v,G), respectively.
We say that ⊙ is an adjacency product if P⊙(G,H, α, β) is a composition
of a subset of the following formulas, where α = (ua, va) and β = (ub, vb):
B(G,H, α, β) = {ua = ub, va = vb, uaub ∈ E(G), vavb ∈ E(H)}.
These are called basic formulas related to (α, β), where α, β ∈ V (G)×V (H).
In Section 3, we present the formal definitions of the main studied adjacency
products. The next proposition will be very useful throughout this section.
Proposition 1 Let G,H,G′, H ′ be graphs, ⊙ be an adjacency product, and
consider vertices α, β ∈ V (G ⊙ H), and α′β′ ∈ V (G′ ⊙ H ′). If for every
basic formula γ(G,H, α, β) in B(G,H, α, β) we have that γ(G,H, α, β) implies
γ(G′, H ′, α′, β′), then
P⊙(G,H, α, β)⇒ P⊙(G
′, H ′, α′, β′).
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The next lemma tell us that graph homomorphisms are well behaved under
adjacency products.
Lemma 1 Let G, H and F be graphs and ⊙ be an adjacency product. If
H → F , then (G⊙H)→ (G⊙ F ) and (H ⊙G)→ (F ⊙G).
Proof Let f be a homomorphism from H to F , and denote (G ⊙ H) and
(G ⊙ F ) by H ′, F ′, respectively. We prove that H ′ → F ′, and the other part
of the lemma is analogous. For this, let g : V (H ′) → V (F ′) be defined as
g((u, v)) = (u, f(v)). Let αβ ∈ E(H ′); we need to prove that g(α)g(β) ∈
E(F ′).
Write α and β as (ua, va) and (ub, vb), respectively, and let α
′ = g(α) =
(ua, f(va)) and β
′ = g(β) = (ub, f(vb)). Recall that:
B(G,H, α, β) = {ua = ub, va = vb, uaub ∈ E(G), vavb ∈ E(H)}, and
B(G,F, α′, β′) = {ua = ub, f(va) = f(vb), uaub ∈ E(G), f(va)f(vb) ∈ E(F )}.
Clearly va = vb implies f(va) = f(vb), and since f is a homomorphism we
know that vavb ∈ E(H) implies f(va)f(vb) ∈ E(F ). The lemma follows by
Proposition 1 and the fact that αβ ∈ E(G⊙H), i.e., P⊙(G,H, α, β) holds.
In the following subsections, we formally define and analyse analogous
properties concerning b-homomorphisms and Type II homomorphisms.
2.1 b-homomorphism
Given graphs G and H , and a function f : V (G) → V (H), we say that
f is a b-homomorphism if f is a homomorphism and for every u ∈ V (H),
there exists u′ ∈ f−1(u) such that f(NG(u′)) = NH(u), where f(X) denotes
{f(x) | x ∈ X}. If such a function exists, we write G
b
−→ H . Observe that
f is always a surjective function. The following is an important property of
b-homomorphism.
Proposition 2 ([27]) If G
b
−→ H and H
b
−→ F , then G
b
−→ F .
The following lemma is analogous to Lemma 1 and have been proved in [27]
for the lexicographic product.
Lemma 2 Let G, H, and F be graphs and ⊙ be an adjacency product. If
H
b
−→ F , then (G⊙H)
b
−→ (G⊙ F ) and (H ⊙G)
b
−→ (F ⊙G).
Proof Let f be a b-homomorphism from H to F , and denote G⊙H and G⊙F
by H ′, F ′, respectively. Define g : V (H ′)→ V (F ′) as g((u, v)) = (u, f(v)). We
prove that g is a b-homomorphism; the other part of the theorem is analogous.
By Lemma 1, we know that g is a homomorphism. So now consider α =
(ua, va) ∈ V (F ′); we need to show that there exists α′ = (u′a, v
′
a) ∈ g
−1(α) such
that g(NH′(α
′)) = NF ′(α). Because f is a b-homomorphism, there exists v
′
a ∈
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f−1(va) such that f(NH(v
′
a)) = NF(va). So let α
′ = (ua, v
′
a), and consider
any β = (ub, vb) ∈ NF ′(α). We want to prove that there exists β′ ∈ NH′(α′)
such that g(β′) = β. Recall that:
B(G,F, α, β) = {ua = ub, va = vb, uaub ∈ E(G), vavb ∈ E(F )}
And for any β′ = (ub, v
′
b) where v
′
b ∈ E(H), we have:
B(G,H, α′, β′) = {ua = ub, v
′
a = v
′
b, uaub ∈ E(G), v
′
av
′
b ∈ E(F )}
We want to find v′b such that g(β
′) = β and that makes the basic formulas
in the first equation imply the basic formulas in the second. If this is the case,
then Proposition 1 implies β′ ∈ NF ′(α′) and we are done. If va = vb, then let
v′b be v
′
a. If vavb ∈ E(F ), then choose any v
′
b ∈ NH(v
′
a) such that f(v
′
b) = vb
(it exists by the choice of v′a). Finally, if va 6= vb and vavb /∈ E(F ), just let v
′
b
be any vertex in f−1(vb) (it exists since f is surjective). One can verify that
v′b is the desired vertex.
Corollary 1 Let G,H,G′, H ′ be graphs and ⊙ be an adjacency product. If
G
b
−→ G′ and H
b
−→ H ′, then (G⊙H)
b
−→ (G′ ⊙H ′).
Corollary 2 Let G,H be graphs and ⊙ be an adjacency product. Then:
⋃
k∈Sb(G)
k′∈Sb(H)
Sb(Kk ⊙Kk′) ⊆

 ⋃
k∈Sb(H)
Sb(G⊙Kk)

 ∩

 ⋃
k∈Sb(G)
Sb(Kk ⊙H)

 ,
and

 ⋃
k∈Sb(H)
Sb(G⊙Kk)

 ∪

 ⋃
k∈Sb(G)
Sb(Kk ⊙H)

 ⊆ Sb(G⊙H).
It is known that, contrary to the chromatic number, the b-chromatic num-
ber is not a monotonic parameter, i.e., a graph G might have a subgraph H
such that b(H) > b(G). For instance, let H be obtained from the complete
bipartite graph K3,3 by removing a perfect matching, and let G be obtained
from H by adding vertices u, v, edge uv and making u complete to one of the
parts of H and v to the other. One can verify that b(G) = 2 < b(H) = 3. This
is why we cannot ensure that the maximum value in the sets of Corollary 2
are attained when k = b(G) and k′ = b(H). Nevertheless, we get:
Corollary 3 Let G and H be graphs, and ⊙ be an adjacency produt. Also, let
S denote the set
⋃
k∈Sb(G),k′∈Sb(H)
b(Kk ⊙Kk′). Then:
b(G⊙H) ≥ max{k | k ∈ S} ≥ b(Kb(G) ⊙Kb(H)).
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2.2 Type II homomorphism
Given graphs G and H , a function f : V (G) → V (H) is a domatic homo-
morphism if for every u′ ∈ V (H), v′ ∈ N(u′), and u ∈ f−1(u′), there exists
v ∈ f−1(v) such that uv ∈ E(G). Observe that a domatic homomorphism is
not necessarily a homomorphism. In [21], the authors define a Type II homo-
morphism as being a homomorphism which is also a domatic homomorphism.
They then prove that the existence of such an homomorphism is a transitive
relation, and investigate the cartesian product of graphs, in particular of two
trees. If there exists a domatic homomorphism or Type II homomorphism from
G to H , then we write G
d
−→ H or G
ii
−→ H , respectivelly. We want to prove
an analogous version of Lemma 2 for Type II homomorphisms. Because of
Lemma 1, we only need to prove the following.
Lemma 3 Let G, H, and F be graphs and ⊙ be an adjacency product. If there
exists a surjective domatic homomorphism f from H to F , then (G ⊙H)
d
−→
(G⊙ F ) and (H ⊙G)
d
−→ (F ⊙G).
Proof Again, denote G ⊙ H,G ⊙ F by H ′, F ′, respectively, and define g :
V (H ′)→ V (F ′) as g((u, v)) = (u, f(v)). Let αβ ∈ E(F ′) and α′ ∈ g−1(α). We
want to prove that there exists β′ ∈ g−1(β) such that α′β′ ∈ E(H ′). Write
α, α′, β as (ua, va), (ua, v
′
a), (ub, vb), respectively. Recall that:
B(G,F, α, β) = {ua = ub, va = vb, uaub ∈ E(G), vavb ∈ E(F )}. (1)
And for any β′ = (ub, v
′
b) where v
′
b ∈ E(H), we have:
B(G,H, α′, β′) = {ua = ub, v
′
a = v
′
b, uaub ∈ E(G), v
′
av
′
b ∈ E(F )} (2)
Again, we want to choose v′b such that the following holds:
(*) g(β′) = β, and the basic formulas in (1) imply the ones in (2).
If va = vb, again let v
′
b be v
′
a. We get g(β
′) = (ub, f(v
′
a)) = (ub, va) = β.
Also, because F is a graph, we get that vava /∈ E(F ), in which case (*) can
be verified. If vavb ∈ E(F ), choose v′b ∈ f
−1(vb) such that v
′
av
′
b ∈ E(H)
(it exists because f is a domatic homomorphism and v′a ∈ f
−1(va)). We get
g(β′) = (ub, vb) = β, and because vavb ∈ E(F ) implies that va 6= vb, one can
verify that (*) holds. Similarly, if va 6= vb and vavb /∈ E(F ), just let v′b be any
vertex in f−1(vb) (it exists since f is surjective).
Observe that if H does not have any isolated vertices, then every domatic
homomorphism into H is also surjective. Therefore, we get the following corol-
lary.
Corollary 4 Let G,H,G′, H ′ be graphs and ⊙ be an adjacency product. If G′
and H ′ have no isolated vertices, G
ii
−→ G′ and H
ii
−→ H ′, then (G ⊙ H)
ii
−→
(G′ ⊙H ′).
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As we already mentioned, the following has been proved in [21].
Lemma 4 ([21]) Let G,H, F be graphs. Then,
(G
ii
−→ H and H
ii
−→ F )⇒ G
ii
−→ F.
Also, note that if k ∈ F(G), then there exists a surjective Type II homo-
morphism from G to Kk. As a corollary, we get:
Corollary 5 Let G,H be graphs and ⊙ be an adjacency product. Then:
⋃
k∈F(G)
k′∈F(H)
F(Kk ⊙Kk′) ⊆

 ⋃
k∈F(H)
F(G⊙Kk)

 ∩

 ⋃
k∈F(G)
F(Kk ⊙H)

 ,
and

 ⋃
k∈F(H)
F(G⊙Kk)

 ∪

 ⋃
k∈F(G)
F(Kk ⊙H)

 ⊆ F(G⊙H).
Similarly to the previous section, we get the following.
Lemma 5 Let G,H be graphs and ⊙ be an adjacency product, and let F
denote the set
⋃
p∈F(G),q∈F(H)F(Kp ⊙Kq). If F(G) 6= and F(H) 6= ∅, then
∅ 6= F ⊆ F(G⊙H), and:
f1(G⊙H) ≤ min{k | k ∈ F} ≤ f1(Kf1(G) ⊙Kf1(H)), and
f2(G⊙H) ≥ max{k | k ∈ F} ≥ f2(Kf2(G) ⊙Kf2(H)).
3 Adjacency products of complete graphs
In this section we investigate the parameters ofKp⊙Kq for the main adjacency
products. The table below defines the condition P⊙ for each of these products.
If uv ∈ E(G), we write u ∼ v.
First, we investigate the structure of the productKp⊙Kq. We write G ∼= H
if G and H are isomorphic graphs.
Proposition 3 Let p, q be positive integers and ⊙ be either the lexicographic
product, the strong product, or the co-normal product. Then
Kp ⊙Kq ∼= Kpq.
Proof Write V (Kp) as {u1, · · · , up} and V (Kq) as {v1, · · · , vq}, and let α =
(ui, vj) and β = (uh, vk) be distinct vertices of V (Kp⊙Kq). If i 6= h and j 6= k,
then one can verify that:
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Name Notation P⊙(G,H, (ua, va), (ub, vb))
ua = ub ∧ va ∼ vb
Cartesian G @ H or
ua ∼ ub ∧ va = vb
Direct G×H ua ∼ ub ∧ va ∼ vb
ua ∼ ub
Lexicographic G[H] or
ua = ub ∧ va ∼ vb
ua = ub ∧ va ∼ vb
or
Strong G ⊠H ua ∼ ub ∧ va = vb
or
ua ∼ ub ∧ va ∼ vb
Co-normal G ∗H ua ∼ ub ∨ va ∼ vb
Table 1: Conditions for the existence of (ua, va)(ub, vb) in E(G⊙H).
– αβ ∈ E(Kp[Kq]), since ui ∼ uh;
– αβ ∈ E(Kp ⊠Kq), since ui ∼ uh and vj ∼ vk;
– αβ ∈ E(Kp ∗Kq), since ui ∼ uh;
Now, suppose j = k, in which case i 6= h. We get the same situation as
before for the lexicographic product and for the co-normal product. Also,
αβ ∈ E(Kp⊠Kq), since ui ∼ uh and vj = vk. Finally, suppose that i = h and
j 6= k. Then, αβ ∈ E(Kp[Kq])∩E(Kp⊠Kq), since ui = uh and vj ∼ vk, while
αβ ∈ E(Kp ∗Kq) since vj ∼ vk.
By the proposition above, we get that the value pq is in the b-spectrum
of G ⊙ H for every p ∈ Sb(G) and q ∈ Sb(H), the same being valid for the
fall-spectrum. This and Lemmas 3 and 5 give us the corollary below and part
of Theorems 1 and 2. We mention that b(G⊙H) ≥ b(G)b(H) has been proved
in [15], when ⊙ is either the lexicographic product or the strong product.
Our result generalizes theirs, and we mention that, if more is learned about
b(G⊙Kp), then Corollary 2 can actually produce better bounds than the ones
given in Theorems 1 and 2.
Corollary 6 Let G,H be graphs, and ⊙ be the lexicographic, strong or co-
normal product. Also, let T denote either Sb or F . Then,
{pq | p ∈ T (G), q ∈ T (H)} ⊆ T (G⊙H).
Now, we analyse the colorings of the cartesian products. The following
proposition will be useful.
Proposition 4 Let p, q be positive integers. Then
F(Kp @Kq) = max{p, q}.
Proof Consider p ≤ q, denote Kp@Kq by G, and write V (Kp) as {u1, · · · , up}
and V (Kq) as {v1, · · · , vq}. First, we show that F(G) 6= ∅. For this, let
f : V (G) → {1, · · · , q} be defined as follows: for every j ∈ {1, · · · , q}, set
10 Ana Silva
f((u1, vj)) to j; then color each subsequent V (ui) with a distinct chaotic per-
mutation of (1, · · · , q) (there are enough permutations since q ≥ p). Because
every vertex is within a clique of size q, we get that f is a fall-coloring. It re-
mains to prove that no other fall-coloring exists. So, suppose by contradiction
that m ∈ F(Kp @ Kq) \ {q}, and let f be a fall-coloring of G with m colors.
Because m > q, there must exist a color d that does not appear in f(V (u1)).
But since every vertex in V (u1) is a b-vertex and V (ui) is a clique for every
i ∈ {1, · · · , p}, this means that color d must appear in (ui1 , v1), · · · , (uiq , vq)
for distinct values of i1, · · · , iq, none of which can be 1. We get a contradiction
since in this case we have p ≥ q + 1.
We mention that the existence of a fall-coloring of Kp @Kq with q colors has
been first observed in [21], and that it already implies the part concerning the
fall-spectrum in the lemma below. Nevertheless, Proposition 4 tell us that, in
order to get bounds better than the one given by Theorem 2, one needs to
investigate F(G @Kp) when G is not the complete graph.
Corollary 7 Let G,H be graphs. Then,
{k ∈ Sb(G) | k ≥ χ(H)} ∪ {k ∈ Sb(H) | k ≥ χ(G)} ⊆ Sb(G @H).
Also, if F 6= ∅ and F(H) 6=, then F(G @H) 6= ∅ and:
{max{k, k′} | k ∈ F(G) ∧ k′ ∈ F(H)} ⊆ F(G @H).
Proof First, let k ∈ Sb(G) be such that k ≥ χ(H). By Proposition 4, we get
k ∈ Sb(Kk @ Kχ(H)). By Corollary 2 and the fact that χ(H) ∈ Sb(H), we get
that k ∈ Sb(G@H). Similarly, if k ∈ Sb(H) is such that k ≥ χ(G), we get that
k ∈ Sb(Kχ(G) @Kk) ⊆ Sb(G @H).
Finally, let k ∈ F(G) and k′ ∈ F(H). By Corollary 5 and Proposition 4,
we know that max{k, k′} ∈ F(G @H).
In [19], the authors prove that b(G@H) ≥ max{b(G), b(H)}. Observe that
this also follows from the corollary above.
Regarding the direct product, in [15] the authors observe that b(G×H) ≥
max{b(G), b(H)}. Here, we give an alternate proof of this fact and show that
when G and H are complete graphs, then there is equality. Our proof uses the
following result.
Theorem 3 [20] Let G be isomorphic to the complete bipartite graph Kn,n
minus a perfect matching. Then Sb(G) = {2, n}.
Observe that the graph in the above theorem is isomorphic to the graph
K2 × Kn. In fact, if G is the graph in the theorem above, one can easily
verify that the 2-coloring and the n-coloring of G, which are unique, are also
fall-colorings. Therefore, we also have F(G) = {2, n}. This particular fact
has been generalized in [7], where the authors prove that F(Kp × Kq) =
{p, q}. In the next theorem, we generalize both results by proving that in
fact Sb(Kp × Kq) = {p, q}. We mention that in [7] the authors observe that
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the theorem below cannot be generalized to the direct product of more than
two complete graphs. In particular, they give a fall-coloring with 6 colors of
K2 ×K3 ×K4.
Theorem 4 Let p, q be integers greater than 1. Then,
F(Kp ×Kq) = Sb(Kp ×Kq) = {p, q}
Proof Write V (Kp) as {u1, · · · , up} and V (Kq) as {v1, · · · , vq}. For each i ∈
{1, · · · , q}, denote by Ci the set V (vi) (the vertices in fiber vi), and for each
i ∈ {1, · · · , p}, denote by Ri the set V (ui) (the vertices in fiber ui). Denote
Kp × Kq by G. Note that the coloring f obtained by assigning color i to
every vertex in Ci, for every i ∈ {1, · · · , q}, is a b-coloring of G with q colors;
we say that f is the column coloring of G. We define the row coloring of G
analogously. Next, we prove that if f is a b-coloring of G, then f is either
the column coloring or the row coloring of G. Because these colorings are also
fall-colorings, the theorem follows.
We prove by induction on q. If q = 2, we know it holds by Theorem 3; so
suppose that q ≥ 3. Because Kp ×Kq is isomorphic to Kq ×Kq, we can also
suppose that q ≤ p. Note that for every color d used in f , there must exist i
such that f−1(d) ⊆ Ci or f−1(d) ⊆ Ri. If the former occurs, we say that d is
a column color, and that it is a row color otherwise.
First, suppose that there exists i such that every vertex in Ci have the
same color, say d. Let Gi = G − Ci, and fi be equal to f restricted to Gi.
Note that, because Ci = f
−1(d), we get that fi is a b-coloring of Gi, and
by induction hypothesis, it is either the row or the column coloring of Gi.
If fi is the column coloring, then we are done since it follows that f is the
column coloring of G. So, fi must be the row coloring, in which case we can
suppose that for each j ∈ {1, · · · , p} we have that f((uj , vℓ)) = j for every
ℓ ∈ {1, · · · , q} \ {i}. But observe that, for each j ∈ {1, · · · , p}, we have that
(uj , vi) misses color j, hence (uj, vi) cannot be a b-vertex of color d. We get
a contradiction since f−1(d) = Ci. Therefore, we can suppose that no column
is monochromatic.
Now, for each i ∈ {1, · · · , p}, denote by di the color d such that |f−1(d) ∩
Ri| > 1, if it exists. Denote by R
∗ the set of row indices for which di exists.
Note that at most one such color exists per row as otherwise, if two colors are
contained only in row i, then their vertices would be mutually non-adjacent and
hence the colors would have no b-vertices. Similarly, each column j contains at
most one column color. For each i ∈ R∗, denote by Ci the set {j ∈ {1, · · · , q} |
f((ui, vj)) = di} (columns where di appears). Finally, let C∗ =
⋂
i∈R∗ Ci. We
first prove the following important facts:
1. R∗ 6= ∅: it follows because no column is monochromatic and no two column
colors can be contained in the same column;
2. If (ui, vj) is a b-vertex of color di, then j ∈ C∗: suppose otherwise, and
let i′ ∈ R∗ be such that j /∈ Ci′ ; such index must exist since j /∈ C∗. Let
j′ ∈ Ci′ be such that (ui′ , vj′ ) is a b-vertex of color di′ ; it must exist since
12 Ana Silva
f−1(di′ ) ⊆ Ri′ . Finally, let d = f((ui′ , vj)). By the choice of i′, we know
that j′ 6= j, which implies d 6= di′ (recall that j /∈ Ci). Furthermore, since
f−1(di) ⊆ Ri and i 6= i′, we get d 6= di. Finally, since Ri′ can contain at
most one row column, we get that d is a column color. This implies that
(ui, vj) is not adjacent to color d, a contradiction.
Now, without loss of generality, suppose that R∗ = {1, · · · , p′} and that
C∗ = {1, · · · , q′}. By (1), we know that q′ ≥ 1. First, suppose that p′ < p. By
definition, we know that each color appears at most once in Ri for every i ∈
{p′+1, · · · , p}. This means that, for each j ∈ C∗, vertex (u1, vj) is not adjacent
to color f((up′+1, vj)), a contradiction since in this case, by (2), color d1 does
not have b-vertices. Therefore, we have that p′ = p. Now, suppose that q′ < q.
By the choice of q′, observe that there must exist a color d /∈ {d1, · · · , dp} such
that f−1(d) ⊆ Cq′+1. Let D = {i ∈ {1, · · · , p} | f((ui, vq′+1)) = d} (vertices
in fiber vq′+1 colored with d). Note that for each i ∈ D, we get that vertex
(ui, vq′+1) is not adjacent to color di, a contradiction since in this case color d
has no b-vertices. Therefore, we have that q′ = q, in which case f is the row
b-coloring of G.
Corollary 8 Let G,H be graphs. Then,
Sb(G) ∪ Sb(H) ⊆ Sb(G×H)
Furthermore, if F(G) 6= ∅ and F(H) 6= ∅, then
F(G) ∪ F(H) ⊆ F(G×H).
Proof By Corollary 2, we know that for every p ∈ Sb(G) and q ∈ Sb(H), we
have that Sb(Kp×Kq) is contained in Sb(G×H). And by Theorem 4 and the
fact that Sb(F ) 6= ∅, for every graph F , we get that
⋃
p∈Sb(G)
q∈Sb(H)
Sb(Kp ×Kq) =
⋃
p∈Sb(G)
q∈Sb(H)
{p, q} = Sb(G) ∪ Sb(H).
By Corollary 5, the same argument can be applied for fall-colorings as long
as the product Kp × Kq is defined for some value of p and some value of q,
i.e., as long as F(G) 6= ∅ and F(H) 6= ∅.
Observe that the first part of Theorems 1 and 2 are given by Corollary 6,
while the cartesian product and the direct product parts are given by Corol-
laries 7 and 8, respectively.
4 Fall coloring and products of general graphs
We have seen that F(G ⊙ H) 6= ∅ whenever F(G) 6= ∅ and F(H) 6= ∅, but
what happens when one of these sets is empty? Next, we show some situations
where we still can obtain a fall-coloring of the product, even though one of the
fall-spectra might be empty.
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Theorem 5 Let G,H be graphs, and suppose that F(G) 6= ∅. Then
{k ∈ F(G) | k ≥ χ(H)} ⊆ F(G @H).
Proof Let f be any fall-coloring of G that uses colors {1, · · · , k}, where k ≥
χ(H), and consider an optimal coloring g of H that uses colors {1, · · · , ℓ}.
Then, for each i ∈ {1, · · · , ℓ}, let πi denote the permutation
(i, i+ 1, · · · , k, 1, · · · , i− 1).
Note that πi is well defined since k ≥ ℓ. Finally, for each u ∈ g−1(i), color the
copy of G related to u by using f where the colors are permuted as in πi. Let
h be the obtained coloring. Because h restricted to each copy of G is nothing
more than a permutation of the colors used in f , we get that every vertex is
still a b-vertex.
Theorem 6 Let G,H be graphs and suppose that F(G) 6= ∅ and χ(G) > 1.
Then F(G) ⊆ F(G×H) if and only if H has no isolated vertices.
Proof If H has isolated vertices, so does G × H , and since χ(G) ≥ 2, these
vertices can never be b-vertices; hence F(G × H) = ∅. Now, let f be a fall-
coloring of G with k colors, and let g : V (G × H) → {1, · · · , k} be defined
as g((u, v)) = f(u), for every (u, v) ∈ V (G ×H). Consider a color i; because
f−1(i) is a stable set, as well as V (u) for every u ∈ f−1(i), we get that
g−1(i) is also a stable set (i.e., g is a proper coloring). Now, consider a vertex
(u, v) ∈ V (G×H). Since H has no isolated vertices, we get that v must have
some neighbor, say v′. By definition, we know that S = {(u′, v′) ∈ V (G×H) |
u′ ∈ N(u)} is contained in N((u, v)), and because u is a b-vertex in f , we
know that f(N(u)) = g(S) = {1, · · · , k} \ {f(u)}. It follows that (u, v) is a
b-vertex in g.
5 Conclusion
We have seen that the spectrum of products involving complete graphs play
an important role in better understanding the spectrum of general graphs.
Then, we set out to investigate the main graph products and have seen that:
F(Kp⊠Kq) = Sb(Kp⊠Kq) = {pq} (Proposition 3); F(Kp @Kq) = max{p, q}
(Proposition 4); and F(Kp × Kq) = Sb(Kp × Kq) = {p, q} (Theorem 4).
Therefore, the only not completely described set is Sb(Kp@Kq). This however
seems to be a much harder problem, as hinted by the results presented in [16].
There, the authors show that b(Kn @ Kn) ≥ 2n− 3 and they conjecture that
this is best possible. However, their conjecture does not hold, as can be seen
in [23]. Nonetheless, following their result, we pose the question below.
Question 1 Let p and q be positive integers. Does the following hold?
b(Kp @Kq) ≥ p+ q − 3.
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We mention that in [19], the authors prove that b(G@H) ≥ b(G)+b(H)−1
under certain conditions. Note that if the answer to the above question is “yes”,
then Corollary 2 implies b(G@H) ≥ b(G)+ b(H)− 3. This would considerably
improve previous results, since the conditions for b(G@H) ≥ b(G) + b(H)− 1
in [19] are quite strong.
Concerning the existence of fall-colorings, we have seen that F(G⊙H) 6= ∅
whenever F(G) 6= ∅ and F(H) 6= ∅. We also have seen that under some
conditions F(G @ H) 6= ∅ and F(G × H) 6= ∅ when F(G) 6= ∅. In [26], the
authors observe that the graph C5[K2] has a fall-coloring, while we know
that C5 has no fall-colorings. Because of the next proposition, we get that
C5[K2] ∼= C5 ⊠K2.
Proposition 5 Let G and H be graphs. Then, G ⊠H ⊆ G[H ], with equality
when H is the complete graph.
Proof First, let e = (ua, va)(ub, vb) ∈ E(G ⊠H). If the first condition of the
definition of strong product holds, we trivially get that e ∈ G[H ]; therefore
one of the other two conditions hold, i.e., we have uaub ∈ E(G) and, again,
we get e ∈ G[H ].
Now, suppose that H is the complete graph and let e = (ua, va)(ub, vb) ∈
E(G[H ]). As before, if the second condition of the definition of the lexico-
graphic product is also one of the conditions in the strong product. So, we can
consider that uaub ∈ E(G). In this case, either va = vb in which case e is also
in G⊠H , or va 6= vb in which case e is in G⊠Kp since H is complete.
Therefore, for all of these products there are cases where F(G ⊙ H) 6= ∅
even thought one of F(G) and F(H) is empty. Therefore, a good question
is what happens when both these sets is empty. In [26], they prove that if
F(H) = ∅, then F(G[H ]) = ∅. This means that the answer to the following
question is “no” for the lexicographic product.
Question 2 Let ⊙ be an adjacency product. Does there exist graphs G and H
such that F(G) = ∅, F(H) = ∅, and F(G⊙H) 6= ∅?
Finally, we present an example that answers in the negative the following
question, posed by Kaul and Mitillos.
Question 3 [18] Does the following hold whenever G is a perfect graph?
χ(G) = δ(G) + 1⇔ F(G) = {χ(G)}.
Observe that if G is a chordal graph, then ω(G) ≥ δ(G) + 1. Also, recall
that if F(G) 6= ∅, then χ(G) ≤ f1(G) ≤ δ(G) + 1. Therefore, we know that
if G is chordal and F(G) 6= ∅ then F(G) = {χ(G)} = {δ(G) + 1}, i.e., the
necessary part of the question holds for chordal graphs. However, as we show
in the next paragraph, the sufficient part does not always hold for chordal
graphs.
Let G1 be constructed as follows: start with a path P = (v1, · · · , v6) of
size 6; add a vertex u and edges between u and each vi in P ; add a peding
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clique of size 6 adjacent to vi, for every i ∈ {1, 2, 5, 6}. Now, let G2 be obtained
as follows: start with a clique C = {u1, u2, u3, u4} of size 4; add vertices
x and y and edges {xy, xu1, xu2, yu1, yu2}; add z1 adjacent to u1 and u3;
add z2 adjacent to u2 and u4; then, for every vertex v ∈ {z1, z2, x, y}, add
a pending clique of size 6 adjacent to v. Finally, let G be obtained from G1
and G2 by glueing the edges v3v4 and u3u4. It is not hard to see that G is
a chordal graph, since it can be obtained from cliques by glueing them along
an edge or along a vertex. Observe that δ(G) = 6 and that ω(G) = 7; hence
χ(G) = δ(G) + 1. We show that F(G) = ∅. Let c be any optimal coloring of
G, and suppose that u, u1, u2 are b-vertices in c. We prove that v3, v4 cannot
be both b-vertices; this implies our claim. Note that u, u1, u2 all have degree
exactly 6, which means that every vertex in their neighborhoods must have
distinct colors. Therefore, we get c(v2) 6= c(v5), and since N(u1)\N [u2] = {z1}
and N(u2) \N [u1] = {z2}, we get c(z1) = c(z2). Denote by i the color of z1.
But now, {c(v2), i} = c(N(v3)) \ c(N [v4]) 6= c(N(v4)) \ c(N [v3]) = {c(v5), i},
which cannot hold when v3 and v4 are both b-vertices.
Nevertheless, one can still ask about the maximal subclasses of the perfect
graphs for which the answer is “yes”. For instance, it has been proved to hold
for threshold graphs and split graphs [18], and for strongly chordal graphs [22]
In particular, we pose the following question.
Question 4 Can one decide in polynomial time whether a chordal graph G is
such that F(G) 6= ∅?
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