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AN ITERATIVE METHOD FOR THE APPROXIMATION OF FIBERS IN SLOW-FAST
SYSTEMS
K. ULDALL KRISTIANSEN, M. BRØNS AND J. STARKE∗
Abstract. In this paper we extend a method for iteratively improving slow manifolds so that it also can be used to
approximate the fiber directions. The extended method is applied to general finite dimensional real analytic systems where we
obtain exponential estimates of the tangent spaces to the fibers. The method is demonstrated on the Michaelis-Menten-Henri
model and the Lindemann mechanism. The latter example also serves to demonstrate the method on a slow-fast system in
non-standard slow-fast form. Finally, we extend the method further so that it also approximates the curvature of the fibers.
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1. Introduction. Singularly perturbed systems involving different scales in time and/or space arise
in a wide variety of scientific problems. Important examples include: meteorology and short-term weather
forecasting [27, 28, 50], molecular physics and the Born-Oppenheimer approximation [33], chemical enzyme
kinetics and the Michaelis-Menten mechanism [34], predator-prey and reaction-diffusion models [36], the
evolution and stability of the solar system [25, 26] and the modeling of tethered satellites [52, 53]. These
systems can also be “artificially constructed” by a partial scaling of variables near a bifurcation [45]. The
main advantage of identifying slow and fast variables is dimension reduction by which all the fast variables
are slaved to the slow ones through the slow manifold. Dimension reduction is one of the main aims and tools
for a dynamicist and the elimination of fast variables is very useful in for example numerical computations.
Since fast variables require more computational effort and evaluations, this reduction often bridges the gap
between tractable and intractable computations. An example of this is the long time (Gyears) integration
of the solar system, see [25, 26]. See also [5] for a numerical treatment of slow-fast systems.
In this paper, we consider standard slow-fast systems of the form
x˙ = ǫX(x, y), (1.1)
y˙ = Y (x, y),
(˙) =
d
dt
,
with a small parameter ǫ. The vector-fields X and Y will be analytic in x and y but may in general also
depend upon ǫ. For simplicity we shall, however, always suppress the ǫ-dependency only making reference
to it when needed.
Let M0 = {(x, y)|Y (x, y) = 0}. We will return to this set M0 =M0(ǫ), which depends upon ǫ, later, but
we will first consider the constrained set M0(0) =M0|ǫ=0 instead. This is the critical manifold [21] and it is
a fixed point set of (1.1)|ǫ=0 and therefore invariant. If these fixed points are hyperbolic:
λ ∈ σ
(
∂yY (x, y)|M0(0)
)
⇒ |Reλ| ≥ λ0 6= 0, (1.2)
with λ0 independent of ǫ, then M0(0) is said to be normally hyperbolic. Here σ(A) denotes the spectrum
of an operator A. Moreover, ∂z is used to denote the partial derivatives
∂
∂z , and we will continue to use this
symbol regardless of what object is being differentiated. In the case of normally hyperbolicity, and when X
and Y are also smooth in ǫ, then Fenichel’s theory [7], [21, Theorem 2, p.8] applies and one can conclude that
there exists an ǫ0 such that M0(0) perturbs to an invariant normally hyperbolic set M =M(ǫ) for all ǫ ≤ ǫ0.
Moreover, to each point x ∈M there exists stable/unstable fibers where points contract exponentially fast as
t→∞/t→ −∞ towards the forward/backward flow of x. The unions of these fibers make up the local stable
and unstable manifolds of M which are diffeomorphic to the unperturbed ones. Fenichel’s slow manifolds
are examples of normally hyperbolic invariant manifolds. These are global objects. Slow manifolds are also
examples of center manifolds [35, 18, 49]. However, center manifolds may also be examples of non-slow,
local, normally hyperbolic invariant manifolds.
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2If M0 =M0(ǫ) is not normally hyperbolic at ǫ = 0 but only satisfies the weaker condition
λ ∈ σ
(
∂yY (x, y)|M0(ǫ)
)
⇒ |λ| ≥ λ0 > 0, (1.3)
then in general there exists no invariant manifold near M0 due to resonances [32, 12, 11, 29]. Note that the
condition (1.3) implies that M0 = M0(ǫ) can be written as a graph y = η0(x). The condition (1.3) is the
meaning of y being fast [31]. In analytic systems, however, the destruction by resonances only manifests
itself in exponentially small error terms [40, Lemma 1], [54]. Indeed the following statement holds true:
There exists an ǫ0 such that for all ǫ ≤ ǫ0 there exists a graph M = {y = η(x)} which is exponentially close
O(e−c/ǫ) to being invariant. Here c is independent of ǫ. Moreover,M is ǫ-close to M0 = {y = η0(x)}. If the
slow-fast system is Hamiltonian then M can be made symplectic on which a (formally) reduced Hamiltonian
system can be defined. These statements hold true even when X and Y depend non-smoothly on ǫ. We
will return to this in section 2 where we also consider an example (Example 2.1) where Y depends non-
smoothly on ǫ. Even stronger results hold true in the case (1.3) when considering normally elliptic M0 with
σ(∂yY (x, y)|M0(ǫ)) ⊂ iR and one fast degree of freedom [12]. One can then use averaging to obtain a whole
foliation of exponentially accurate invariant manifolds. These are, however, not all slow and the averaging
principle does not extend to several fast variables due to resonances between these.
The reference [20] considers a related scenario of an analytic vector-field near an equilibrium. The
linearized system is assumed to be split in two invariant subspaces E0 and E1. Under certain diophantine
conditions on the eigenvalues in E0 the reference shows that there is a graph slaving the variables in E1 to
those in E0 which is exponentially close to invariance. This result is local in the variables in E0 [20, Eq.
(8), Theorem 1]. Besides the diophantine condition a crucial condition is, as for the references above, the
requirement about analyticity. This condition cannot be relaxed.
The results on slow manifolds motivate the development of reduction methods for the approximation of
these invariant or almost invariant objects. The method of straightening out (SO henceforth) used in [54] is an
example of a reduction method that successively provides better approximations to invariant manifolds. The
method was suggested by MacKay in [31] but it is identical to the method suggested by Fraser and Roussel in
[9, 47]. In [22] this method is also referred to as the iterative method of Fraser and Roussel. In [13] it is called
the invariance equation method. The use of different names is unfortunate but from our view-point, which
is due to MacKay, we find SO more descriptive. MacKay’s description also highlights properties that are
usually not attributed to the method. The power of the SO method is four-fold. (i): It leads to exponential
accurate slow manifolds. (ii): It can written in a form (see (2.5) below) that only involves the vector-field,
hence avoiding the lengthy details of asymptotic expansions. (iii): It does not require smoothness of X and
Y in ǫ. (iv): The slow manifold includes nearby equilibria. There are, however, several alternatives to the
SO method. We name a few others: The intrinsic low-dimensional manifold (ILDM) method of Maas and
Pope [30], the zero-derivative principle (ZDP) [10, 56], and the computational singular perturbation (CSP)
method initially due to Lam and Goussis [23, 24], and later thoroughly analyzed by Zagaris and co- workers
[57]. The ILDM method is based on the Jacobian of the vector-field and partitions this at each point into
a fast and a slow component based on spectral gaps of the Jacobian. The ILDM approximation to the slow
manifold is then defined as the locus of points where the vector-field lies entirely in the slow subspace. In
general, this only gives an approximation that agrees up to O(ǫ) [22]. Nevertheless, the method is still quite
powerful as it can be used in systems where a small parameter may not be directly available. In the ZDP
method an O(ǫn)-accurate approximation to the slow manifold is obtained as the locus of points where the
(n+1)th time derivative of the fast variables vanishes. This method has been used in an equation-free setting
in [10]. The CSP method also provides O(ǫn)-approximations of the slow manifolds [57] and it is, as the
ILDM, based on the decomposition of the tangent space into fast and slow subspaces.
The use of the CSP method is not restricted to problems where slow and fast variables have been properly
identified as in (1.1). Part of the outcome of the CSP method is the identification of fast and slow subspaces.
This particularly means that when applying the CSP method to system (1.1), it leads to an approximation
of the tangent spaces to the fibers through a set of basis vectors, see e.g. [57]. In [13] a “CSP-like” method
is nevertheless developed as an extension of the SO method, it also being capable of identifying the fast
and slow subspaces. It is shown [13, App. A] that this method leads to a more efficient algorithm when
compared to the CSP method. On the other hand, this method does not enjoy the same properties as the
usual SO method since, as the CSP method, it also requires higher order partial derivatives of the vector-field
for improvements beyond leading order. We will in this paper show that it is also possible to approximate
3the tangent spaces of the fibers by adding an extra step to the SO method without introducing the need for
higher order partial derivatives of the vector-field.
1.1. Aims of the paper. The main aim of this paper is to present a simple procedure for the ap-
proximation of the tangent spaces of the fibers. We will extend the interpretation of this approximation
so that it also has meaning for non-hyperbolic slow manifolds where Fenichel’s theory does not apply. We
follow similar lines as those developed in [43, 44] approximating related spaces in systems near equilibria.
We will refer to this method as the SOF method - the extra F has been added to SO to indicate that the
approximation of the fiber directions is build in as an extension of the original SO method. The extension
will enjoy similar properties to the traditional SO method. (i): It leads to exponential estimates. (ii): It
only involves the vector-field and its Jacobian, in contrast to e.g. the CSP method. (iii): It does not require
smoothness of X and Y in ǫ. (iv): The spaces are exact at equilibria (see also remark Remark 5.1 below for
further clarification on this part). Moreover, we will extend our technique to approximate curvatures.
1.2. Applications. As opposed to [54] the applications we have in mind are primarily for normally
hyperbolic slow manifolds, where the fibers provide the directions of the stable and unstable manifolds along
which the solutions relax to respectively escape the slow manifold. However, our results in Theorem 4.1 still
hold true for e.g. the normally elliptic case by providing coordinates in which the slow dynamics become
almost independent of the fast variables to linear order (see also (2.7) for further clarification). We highlight
that a related scenario is considered in [43] which considers dynamics near equilibria but does not restrict to
normally hyperbolic center manifolds. Indeed, the results of [43] apply to invariant manifolds arising from
other means such as those from Lyapunov center theorem in Hamiltonian systems and the almost invariant
ones described by [20].
We have in [51] begun an analysis of the numerical implementation of the SOF method for the com-
putation of orbits connecting to and departing from canard segments on saddle-type slow manifolds. Here
direct integration is futile. Such segments are covered by the Exchange Lemma [21] and appear in many
applications, such as the Fitz-Hugh-Nagumo model [17] and the van-der Pol equations [14]. The idea is to
use the SOF method to obtain by truncation a splitting of the problem, allowing us to first compute the
canard segment itself, and then follow this by computing the fast part initially connecting to it and finally
departing from it, using collocation on the fast space only on short O(1)-time scales. A nice property of
this method is that it does not increase in complexity as ǫ decreases. By considering a model for reciprocal
inhibition with two slow and two fast variables ns = 2 = nf , we have compared our results with the results
from using the collocation method suggested in [16]. This looks promising and we aim to submit [51] in the
near future.
1.3. Structure of paper. After introducing our notation we will in section 2 provide more background
on the topic and include short descriptions of the traditional SO method and its new extension. Then in
section 4 we present our main results on the approximation of the tangent spaces of the fibers. The main
theorem is proven in section 5. We apply the results to the Michaelis-Menten-Henri model in section 6 before
we in section 7 extend our method so that it also approximates the curvature of the fibers. In principle
higher order effects can also be accounted for, but this introduces a certain degree of complexity. In this
paper we will therefore focus most of our effort on demonstrating the first part of the method which seeks to
estimate the tangent spaces. Once this approach has been established and demonstrated on the Michaelis-
Menten-Henri model, we will consider removing the part of the slow vector-field which is quadratic in the
fast variable, hence approximating the curvature of the fibers. One of the reasons for choosing the Michaelis-
Menten-Henri model as our example is that all the calculations can be done explicitly. But moreover, it also
allows for comparison with the results in [57] from the application of the CSP method. While our main focus
will be on the standard slow-fast form (1.1), we will nevertheless before our conclusion section, demonstrate
on the Lindemann mechanism [13] how the SOF method applies when the slow-fast system is not presented
in slow-fast form (1.1). We also here compare our results with computations based on the CSP method.
1.4. Notation and preliminaries. We believe our result are best presented using sequences of trans-
formations. We believe this makes the proofs simpler. In particular, the need for diminishing the domains
becomes clearly apparent. Moreover, we believe that the method then fits nicely within normal form theory.
See e.g. [15] section 3.3, where one (using averaging) also seeks to remove a current error, the result of which
is to introduce a new but smaller error. On the downside, however, we have to deal with several different
4variables, being the consequences of the applications of these different successively defined transformations.
For this we will use subscripts and superscripts on the variables. Below in section 2, where we present the
SO method, we will, for example, successively introduce transformations of the form yi+1 7→ yi. The slow
variables will not be transformed during this step. The purpose of each transformation yi+1 7→ yi is to
push the resulting level set yi+1 = 0 closer to invariance. This sequence will be stopped at yN1 . To avoid
unnecessary clutter in the following we proceed by dropping the subscript N1 and introduce y 7→ y0 as the
composition of all the transformations yi+1 7→ yi, i = 0, . . . , N1−1. When we follow this by the new extension
in section 3 and section 5, and thus start from (x0, yN1) = (x0, y), we introduce transformations xi+1 7→ xi,
i = 0, . . . , N2 − 1, of the slow variables. The purpose of these transformations is to eliminate the linear
dependency on y in the slow part of the vector-field. The product of these finitely many transformations
again generates a transformation xN2 7→ x0. Finally, in section 7 we proceed by applying another sequence
of transformations of the slow variables starting from xN2 that seek to remove terms quadratic in y in the
slow part of the vector-field. For simplicity, we will drop the subscript N2 and replace it by a superscript 0
so that x0 = xN2 is the starting point for our final iteration x
i+1 7→ xi, i = 0, . . . , N3− 1 (not to be confused
with a power).
Superscripts will also be used on the computed functions η,φ and ψ, the former describing the slow
manifold, the latter two describing the fibers, to denote partial sums:
ηn =
n∑
i=1
ηi, n ≥ 1, (1.4)
and
φn =
n∑
i=0
φi, ψ
n =
n∑
i=0
ψi, n ≥ 0.
We do not believe this will cause any unnecessary confusion as this notation will only be used on these three
functions. The superscripts refer to the order of accuracy as ηn e.g. will introduce a remainder of O(ǫn+1).
The subscripts on the functions are similarly related to their order with respect to ǫ:
ηi = O(ǫ
i), φi = O(ǫ
i), ψi = O(ǫ
i).
Note that the sum in ηn (1.4) starts from i = 1 since our starting point ((2.1) below) will based on the
deviations y0 from y = η0(x). (See Remark 5.3 to appreciate the convenience of this choice). We finally
point out that ∂xi and ∂xi will be denoted by ∂x and that we will use the alternative notation (x)i, 1 ≤ i ≤ n,
for the ith component of a vector x ∈ Rn.
Let (X , ‖ · ‖X ) and (Y, ‖ · ‖Y) be real Banach spaces, and XC = X ⊕ iX respectively YC = Y ⊕ iY their
complexifications with norms ‖x1 + ix2‖XC = ‖x1‖X + ‖x2‖X and ‖y1 + iy2‖YC = ‖y1‖Y + ‖y2‖Y . Here we
are primarily thinking of X and Y as Euclidean spaces.
We will from now on denote all norms, including operator norms, by ‖ · ‖. Then f : UC → YC, with
UC an open subset of XC, is analytic if it is continuously differentiable. That is if there exists a continuous
derivative ∂xf : UC → L(XC,YC), the Banach space of complex linear operators from XC to YC equipped
with the operator norm, satisfying the following condition
‖f(x+ h)− f(x)− ∂xf(x)(h)‖ = O(‖h‖
2).
By real analytic we will mean analytic and real when the arguments are real. The higher order derivatives
can be defined inductively and ∂nx f becomes a map
∂nx f : UC → L
n(XC,YC),
from UC into the Banach space Ln(XC,YC) of all bounded, n-linear maps from XC × · · · × XC (n times) into
YC. See [42, App. A] for a reference on analytic function theory in Banach spaces.
When U is an open subset of X then we define U + iχ to be the open complex χ-neighborhood of U :
U + iχ = {x ∈ XC|dXC(x,U) < χ},
5where dXC is the metric induced from the Banach norm ‖ · ‖.
We frequently need the following Cauchy estimate:
Lemma 1.1. [42] Assume that f : UC → YC is analytic and that f is bounded on the XC-open ball
Bξ(x0) ⊂ UC centered at x0 ∈ UC and with radius ξ < dXC(x0, ∂UC). Then
‖∂xf(x0)‖ ≤
supx∈Bξ(x0) ‖f(x)‖
ξ
. (1.5)
Remark 1.2. Consider f : U + iχ→ YC analytic and bounded. Then we can apply this estimate to any
x0 ∈ U + i(χ− ξ) to obtain:
sup
x0∈U+i(χ−ξ)
‖∂xf(x0)‖ ≤
supx∈U+iχ ‖f(x)‖
ξ
,
which we will write compactly as
‖∂xf‖χ−ξ ≤
‖f(x)‖χ
ξ
.
This is the form of Cauchy’s estimate that we will be using. Similarly, we will by ‖·‖χ,ν denote the sup-norm
taking over the domain (U + iχ)× (V + iν) of (x, y).
Note also that the norm on the left hand side of (1.5) is the operator norm on L(XC,YC) of complex
bounded linear operators, while the norm on the right hand side is the norm on YC.
Remark 1.3. We write a m-linear form such as ∂mx f(x) ∈ L
m(XC,YC) evaluated diagonally on h ∈ X
as ∂mx f(x)h
m. With this notation Taylor’s formula reads:
f(x+ h) = f(x) + ∂xf(x)h+ · · ·+
1
(n− 1)!
∂n−1x f(x)h
n−1
+
∫ 1
0
(1 − s)n−1
(n− 1)!
∂nx f(x+ sh)h
nds, whenever x+ sh ∈ UC for all s ∈ [0, 1],
or more compactly as
f(x+ h) = f(x) + ∂xf(x)h+ · · ·+
1
(n− 1)!
∂n−1x f(x)h
n−1 +O(hn),
here introducing the big-O notation for the integral remainder, which is bounded by
‖h‖n
n!
sup
0≤s≤1
‖∂nxf(x+ sh)‖.
2. Further background.
2.1. The SO method. We consider (1.1) and assume that condition (1.3) holds true. By the analytic
implicit function theorem the set M0 = {(x, y)|Y (x, y) = 0} can therefore be represented as a graph M0 =
{(x, y)|y = η0(x)} with η0 = η0(x) analytic. We then introduce (x, y) = (x0, y0 + η0(x0)) to transform these
equations into
x˙0 = ǫX0(x0, y0) ≡ ǫX(x0, η0 + y0), (2.1)
y˙0 = Y0(x0, y0) = ρ0(x0) +A0(x0)y0 +R0(x0, y0) ≡ −ǫ∂xη0X(x0, η0(x0) + y0) + Y (x0, η0(x0) + y0),
(ǫX0, Y0) denoting the new vector-field, and by Taylor expanding Y0 about y0 = 0 we identify the following
relevant functions
ρ0 = Y0(x0, 0) = −ǫ∂xη0X(x0, η0),
A0 = ∂yY0(x0, 0) = ∂yY (x0, η0)− ǫ∂xη0∂yX(x0, η0).
6The function R0 = O(y20) is the remainder from the Taylor expansion. It can be described in the following
way using the integral remainder formula
R0(x0, y0) =
∫ 1
0
(1− s)
(
−ǫ∂xη0∂
2
yX(x0, η0(x0) + sy0) + ∂
2
yY (x0, η0(x0) + sy0)
)
y20ds = O(y
2
0).
Here y0 describes displacements from the graph M0 = {(x, y)|y = η0(x)} which has now been transformed
to {y0 = 0} and which we continue to denote by M0. See Fig. 2.1 (a). The manifold M0 is not invariant
since Y0|y0=0 = ρ0, but it is close to being invariant as ρ0 = O(ǫ) is small. Moreover, y0 is fast transverse
to y0 = 0 as ‖A
−1
0 ‖ ≫ ǫ, cf. (1.3), and Y0 therefore “varies”O(1) with respect to displacements in y0 from
y0 = 0. The SO method is iterative, successively introducing yi’s by considering normal forms of the form
y
y = η0(x)
x = x0
x0
y0: Coordinate axis
y0
(a)
x0
y0
x0 = x01
Y0
these sections cf. (1.3)
Y0 varies rapidly on
x0 = x02
y1
y0 = η1(x0)ρ0(x02)
ρ0(x01)
(b)
Figure 2.1. (a): Straightening out η0. The geometrical interpretation of y0 as the deviation from y = η0(x). Note how,
by definition, the vector-field restricted to y = η0(x) (indicated by small vectors) only points in the x-direction. (b): The
geometrical interpretation of the SO method. On each vertical section x0 = fixed we can solve for Y0 = 0 with respect to y0.
This gives η1 = η1(x). We have also provided the interpretation of ρ0 on the ordinate. The new error ρ1, obtained after
having straightened out η1 through the introduction of y1 as the deviation from η1, is due to the fact that the vector-field on
y0 = η1(x0) is not in the tangent space (indicated by the dash-dot lines).
(2.1) at each step of the iteration. The slow variables x0 will not be transformed during this iteration. To
complete the first step of the iteration, consider the equation Y0(x0, y0) = 0, with Y0 = Y0(x0, y0) as in (2.1).
This gives, by applying the analytic implicit function theorem, an analytic solution y0 = η1(x0) close to
η1(x0) ≈ −A0(x0)
−1ρ0(x0), (2.2)
7since R0(x0, y0) = O(y20). The graph M1 = {y0 = η1(x0)} will be an improved slow manifold. To show
that this is indeed an improved slow manifold, one straightens out the new slow manifold by introducing y1
through y0 = y1 + η1(x0). Then the equations become
x˙0 = ǫX1(x0, y1), y˙1 = Y1(x0, y1) = ρ1(x0) +A1(x0)y1 +R1(x0, y1),
with, much as before, X1(x0, y1) = X0(x0, y1 + η1(x0)) and Y1(x0, y1) = −ǫ∂xη1X0(x0, y1 + η1(x0)) +
Y0(x0, y1 + η1(x0)), and by way of Taylor expanding Y1 about y1 = 0 we identify the new relevant functions
ρ1(x0) = −ǫ∂xη1X0(x0, η1(x0)), (2.3)
A1(x0) = ∂yY1(x0, η1(x0)) = −ǫ∂xη1(x0)∂yX0(x0, η1(x0)) + ∂yY0(x0, η1(x0)),
and R1 = O(y21) as the remainder. Therefore formally ρ1 = O(ǫ
2), since η1 = O(ǫ) according to (2.2); an
improvement from O(ǫ) to O(ǫ2). More accurately:
‖ρ1‖C ≤ cǫ‖ρ0‖C1 , c > 0, (2.4)
using (2.2). Here the subscripts C and C1 are for continuous respectively continuously differentiable func-
tions. See Fig. 2.1 (b) for a geometrical interpretation. Continuing in this way, at each step solving
Yi(x0, yi) = 0 for yi = ηi+1(x0) and then setting yi = yi+1 + ηi+1(x0), we obtain an improved error at
the end of each step which is an O(ǫ)-multiple of a C1-estimate of the previous error, cf. (2.4), directly lead-
ing to the formal O(ǫn)-estimates. Making use of the analyticity, that allows for the application of Cauchy
estimates to properly estimate the right hand side of (2.4), [54] obtained the exponential estimates O(e−c/ǫ)
using n = O(ǫ−1) steps.
The SO method is identical to the method suggested by Fraser and Roussel [9, 47, 22]. This can be
realized by introducing the partial sum ηn =
∑n
i=1 ηi and expanding Yn−1(x0, ηn(x0)) as
Yn−1(x0, ηn(x0)) = −ǫ∂xηn−1Xn−2(x0, ηn−1 + ηn) + Yn−2(x0, ηn−1 + ηn)
= −ǫ∂xηn−1Xn−3(x0, ηn−2 + ηn−1 + ηn)− ǫ∂xηn−2Xn−3(x0, ηn−2 + ηn−1 + ηn)
+Yn−3(x0, ηn−2 + ηn−1 + ηn) = · · ·
= −ǫ∂xη
n−1X0(x0, η
n) + Y0(x0, η
n).
The equation:
− ǫ∂xη
n−1X0(x0, η
n) + Y0(x0, η
n) = 0, (2.5)
defines the nth step of Fraser and Roussel’s iterative method in which one solves for an improved slow
manifold ηn, see [9, 47] and [22] where an asymptotic analysis of the method is given. The reference [22]
does not, however, obtain exponential estimates. Equation (2.5) with ηn−1 = ηn = η is the invariance
equation:
− ǫ∂xηX0(x0, η) + Y0(x0, η) = 0, (2.6)
for the invariance of y = η(x). When the method is viewed within MacKay’s setting we can also realize
that we can in principle allow A0 to be an unbounded operator: A0 is never measured and therefore it
is only necessary to assume that A0(x)
−1 is bounded, making the approach potentially useful for partial
differential equations. Note that ρ1 vanishes at a true equilibrium where X0(x0, η0) = 0, and the improved
slow manifoldM1 = {y1 = 0} therefore includes all equilibria nearM0. This property is preserved when using
the method iteratively, and holds regardless of whether (1.2) is satisfied or not; we only need (1.3) which is
weaker. The importance of this property, as also noted by MacKay [31], is, however, due to the fact that
when (1.2) is satisfied then Fenichel’s theory, and even the general theory of normally hyperbolic invariant
manifolds [35, 18, 49], guarantees that equilibria are contained within the slow manifold. The general theory
further guarantees that the slow manifold contains all nearby invariant sets such as limit cycles and strange
attractors. This is obviously not true for the, in general, non-invariant approximation obtained from (2.6).
The viewpoint we take in this paper is slightly different from that taken in Fenichel’s work. We do not
directly connect with ǫ = 0. Instead we simply think of 0 < ǫ ≪ 1 as being fixed, much as in [1, 31, 40],
8and describe a procedure how to go from a slow manifold, which is close to being invariant, to one that is
even closer to invariance. Indeed, it is clear that we do not need to start the procedure from η0. Instead
we could start from some guess ζ0. We would then straighten out this graph by setting y = ζ0(x0) + y0 and
write up the corresponding ρ0, A0 and R0. Provided this guess is good enough, i.e. ρ0 is sufficiently small,
then the new error will still be of the form ǫ × ‖ρ0‖C1 (2.4) and the process can successfully be iterated
until exponentially accuracy has been reached. We believe that this viewpoint is appropriate as in many
systems an ǫ is not directly available, see e.g. [2, 3], yet they demonstrate slow-fast behavior. Fraser and
Roussel have reported convergence problems when the candidate ζ0 is far from η0. Different methodologies
have been proposed to overcome this problem [37, 46, 48]. We re-iterate that one of the key properties of
the extension of the SO method we present in this paper, is that it can be formulated in a similar fashion to
(2.5) (see (4.8) below) only involving the vector-field and its first partial derivatives with respect to x and
y. However, the extension does not share the potential convergence issues related to the SO method as this
iterative procedure, involving only linear equations, is successfully initiated by 0.
The purpose of the following example is three-fold: (i): It demonstrates the use of the method on a
system with non-smooth ǫ dependency. (ii): For this example one can directly compute the SO-generated
slow manifold and show that, in accordance with the theory, it is exponentially close to invariance. At the
same time one can integrate the equations and show that this is optimal. (iii): It is an example of an“almost”
invariant normally elliptic slow manifold.
Example 2.1. This is a modified version of Neishtadt’s example, see e.g. [12], on (x0, y0) ∈ S1 × R2:
x˙0 = ǫ,
y˙0 = Y0(x0, y0) =
(
ǫf⌊ǫ−1⌋(x0)
0
)
+
(
0 1
−1 0
)
y0,
where
f⌊ǫ−1⌋(x0) =
⌊ǫ−1⌋∑
k=1
e−k sin(kx0), ǫ = ǫ(1 + sin(2πǫ
−1)).
Here S1 = R/(2πZ). In contrast to Neishtadt, who considered ǫ = ǫ and the analytic function f = f∞, we
consider the non-smooth versions ǫ = ǫ(ǫ) and the partial sum f⌊ǫ−1⌋ and verify the results of [54] on the SO
method for a system with a non-smooth dependency on ǫ. The non-smoothness enters through sin(2πǫ−1)
and the greatest integer function:
⌊ǫ−1⌋ = max{N ∈ N|N ≤ ǫ−1}.
We will not transform the slow variable x0 here so we drop the subscript 0.
First we notice that A0 =
(
0 1
−1 0
)
with eigenvalues ±i. The critical manifold {y0 = 0} is therefore
normally elliptic, not hyperbolic. Also ρ0 =
(
ǫf⌊ǫ−1⌋(x)
0
)
which is O(ǫ) since ‖ǫ‖ ≤ 2ǫ and ‖f⌊ǫ−1⌋‖ ≤∑∞
k=1 e
−k = 1e−1 .
Applying the SO method once gives η1 with
η1(x) =
(
0
−ǫf⌊ǫ−1⌋(x)
)
= O(ǫ)
as the solution of Y0(x, η1) = 0. Next, we set y0 = y1 + η1(x) and
Y1(x, y1) = −ǫ∂xη1(x) + Y0(x, y1 + η1(x)) =
(
0
ǫǫf ′⌊ǫ−1⌋(x)
)
+
(
0 1
−1 0
)
y1.
Hence ρ1 =
(
0
ǫǫf ′⌊ǫ−1⌋(x)
)
= O(ǫ2) and the solution of Y1(x, η2) = 0 is
η2(x) =
(
ǫǫf ′⌊ǫ−1⌋(x)
0.
)
9Proceeding in this way one can verify the following results:
ηn =


(
(−1)⌊n/2⌋+1ǫn−1ǫf
(n−1)
⌊ǫ−1⌋ (x)
0
)
if n is even,
(
0
(−1)⌊n/2⌋+1ǫn−1ǫf
(n−1)
⌊ǫ−1⌋ (x)
)
if n is odd
= O(ǫn)
for n ≥ 3. The error ρn = −ǫ∂xηn is then given as
ρn =


(
0
(−1)⌊n/2⌋ǫnǫf
(n)
⌊ǫ−1⌋(x)
)
if n is even
(
(−1)⌊n/2⌋ǫnǫf
(n)
⌊ǫ−1⌋(x)
0
)
if n is odd
= O(ǫn+1).
We now estimate ρn:
‖ρn‖ ≤ ǫ
n‖ǫ‖
⌊ǫ−1⌋∑
k=1
e−kkn ≤ 2ǫn+1
∞∑
k=0
e−kkn ≤ 2ǫn+1
∫ ∞
0
e−kkndk = 2ǫn+1n!
We can then apply Stirling’s approximation for n! to obtain
‖ρn‖ ≤ 2eǫ
n+1nn+1/2e−n.
Setting n = ⌊ǫ−1⌋ gives an exponential estimate:
‖ρ⌊ǫ−1⌋‖ ≤ 2eǫ
⌊ǫ−1⌋⌊ǫ−1⌋⌊ǫ
−1⌋+1/2e−⌊ǫ
−1⌋ ≤ 2eǫ−1/2e−⌊ǫ
−1⌋ ≤ 2e2ǫ−1/2e−ǫ
−1
.
Note that the graph y0 = η
⌊ǫ−1⌋(x) =
∑⌊ǫ−1⌋
i=1 ηi(x) is also non-smooth in ǫ. This is in general also the
case when the original ǫ-dependency is smooth, as in the classical averaging scenarios considered in e.g.
[12, 38, 39]. Note finally that the result is global in the slow variable x ∈ S1.
One cannot improve the estimate beyond an exponential one due to the resonance appearing for ǫ−1 =
N ∈ N. This can easily be seen by introducing the complex variable p = (y0)1 + i(y0)2 so that
p˙ = −ip+N−1fN(x),
where ǫ = N−1(1 + sin(2πN)) = N−1, and using that x = N−1t after possibly a translation of time.
2.2. Normally hyperbolic slow manifolds and their fibers. To explain our extension of the SO
method we first need to explain Fenichel’s theory a bit further. We will base our discussion on (2.1) and
M0 = {y0 = 0}. For this Fenichel assumed that X0 and Y0 depended smoothly on ǫ and that M0 satisfies
the hyperbolicity condition (1.2). Then the stable and unstable manifolds persist. To explain this, consider
at ǫ = 0 the fast fiber F z00 = {(x0, y0)|‖y0‖ ≤ ∆}, with ∆ > 0 potentially small because of the localness in
y0, based at the point z0 = (x0, 0). If the real parts of the eigenvalues of A are all negative, then M0|ǫ=0 is
asymptotically stable for ǫ = 0 and all solutions on F z00 contract exponentially toward the base point z0. By
Fenichel’s theory [8], [21, Theorem 3, p. 20] the fast fibers F z00 perturb to F
z0
ǫ . These different fibers F
z0
ǫ
form a family {F z0ǫ }z0∈M which is invariant in the following sense
Φt0(F
z0
ǫ ) ⊂ F
Φt
0
(z0)
ǫ ,
where Φt0 is the time-t flow map of (2.1). The motion of any point z = (x, y) ∈ F
z0
ǫ therefore decomposes
into a fast contracting component and a slow component governed by the motion of the base point z0 of the
fiber. The assignment z 7→ z0 is called the fiber projection and we denote it by πf . In the physics literature
a fiber is also sometimes called an isochron [6].
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The fiber projection πf is smooth, and so locally there exists a transformation (u, v) 7→ (x0, y0), which
is ǫ-close to the identity, mapping (2.1) into the Fenichel normal form, explained in e.g. [21, Eq. (3.21), p.
41]:
u˙ = ǫU(u), v˙ = V (u, v)v.
These are the ideal coordinates for the description of the system near the slow manifold; the slow manifold
coincides with the zero level set {v = 0} and the fibers of the form F
(ub,0)
ǫ , based at (u, v) = (ub, 0), have
been straightened out to {(u, v)|u = ub, ‖v‖ ≤ ∆}. In particular, the matrix V has eigenvalues with purely
negative real part. We will approach this ideal by first constructing a transformation (x, y) 7→ (x0, y0) so
that the x-equation, up to exponentially small error terms, becomes independent of y to linear order:
x˙ = ǫ(Λ(x) +O(y2)) +O(e−c/ǫ), (2.7)
y˙ = A(x)y +O(y2) +O(e−c/ǫ).
Then the tangent space to the fibers based at (x, y) = (xb, 0) will coincide with {(x, y)|x = xb} for all xb ∈ U
(the subscript b is for base) up to exponentially small terms. Later we will also seek to remove the terms
that are quadratic in y. We will see that we do not need smoothness of X0 and Y0 in ǫ to construct this
transformation. Also we will replace the hyperbolicity condition (1.2) by the weaker fastness condition (1.3).
When M is of saddle type, with a stable manifold W s(M) of dimension nsf and an unstable manifold
Wu(M) of dimension nuf (nf = n
s
f + n
u
f ), then Fenichel’s normal form takes a slightly different form [21,
Eq. (3.21), p. 41]: There exists a transformation (u, v, w) 7→ (x0, y0), with dim {v} = nsf and dim {w} = n
u
f ,
which is ǫ-close to the identity, mapping (2.1) into
u˙ = ǫ(U0(u) + U1(u, v, w)vw),
v˙ = V (u, v, w)v, (2.8)
w˙ = W (u, v, w)w.
Here U1(u, v, w) : {v} × {w} → Rns is a bilinear function of v and w. The slow manifold is then given by
{v = 0, w = 0} with stable manifold {w = 0} and unstable manifold {v = 0}. The transformation may only
exist in a small neighborhood of the slow manifold so in general we need ‖v‖ ≤ ∆v and ‖w‖ ≤ ∆w.
3. The SOF method. In this section we shortly describe our method for approximating the tangent
spaces of the fibers. Following the O(ǫ−1) applications of the SO method we can start from the real analytic
slow-fast system:
x˙0 = ǫX(x0, y) = ǫ(Λ(x0) + µ0(x0)y + T0(x0, y)),
y˙ = Y (x0, y) = ρ(x0) +A(x0)y +R(x0, y),
with ρ = O(e−c/ǫ) [54] describing the error-field on {y = 0} and R = O(y2). Moreover, µ0 = ∂yX(x0, 0)
and T is the O(y2) remainder from the Taylor expansion of X about y = 0. For the purpose of obtaining
exponential estimates, we can ignore ρ completely. We shall return to this later. We will assume that there
are ns slow variables x ∈ Rns and nf fast variables y ∈ Rnf . The aim is to introduce a succession of
transformations of the form xi = xi+1 + ǫφi(xi+1)y formally pushing the term µ0y in ǫ
−1x˙0 which is linear
in y to consecutive higher orders in ǫ. Let us consider the first step, introducing x0 = x1 + ǫφ0(x1)y so that
x˙1 = J
−1
(
ǫΛ + ǫ {ǫ∂xΛφ0 + µ0 − φ0A} y + ǫO(y
2)
)
= ǫ
(
Λ + {ǫ∂xΛφ0 + µ0 − φ0A} y − ǫ∂xφ0Λy +O(y
2)
)
(3.1)
where J = Is + ǫ∂xφ0y, Is = identity ∈ Rns×ns , is the Jacobian of the transformation x1 7→ x0, and where
we have used the identity
J−1 = Is − ǫ∂xφ0y + J
−1(ǫ∂xφ0y)
2.
All functions on the right hand side of (3.1) depend on x1, a dependency we for simplicity here have
suppressed. The term in (3.1) which is linear in y is due to two contributions. The first one is due to
the expansion of X(x0, y)− φY (x0, y) in y, the curly bracket in (3.1), while the second one:
µ1 = −ǫ∂xφ0Λ, (3.2)
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comes from applying the inverse of the Jacobian. Here ∂xφ0Λ is understood column-wise:
∂xφ0Λ =
(
∂x(φ)
1Λ · · · ∂x(φ)
nfΛ
)
,
(φ)i = (φ)i(x0) ∈ R
ns being the ith column of φ = φ(x0) ∈ R
ns×nf . We let φ0 be the solution to the linear
equation obtained by setting the first contribution, the curly bracket in (3.1), to zero:
ǫ∂xΛφ0 + µ0 − φ0A = 0.
This equation has a solution φ0 close to µ0A
−1, and the new error term µ1 (3.2), which by construction is
the only remaining term in ǫ−1x˙1 linear in y, is therefore formally smaller than the old error µ0. There is
an improvement from O(1) to O(ǫ). Note also that
Λ1 = Λ, A1 = A,
and in particular µ1 then vanishes at all equilibria (x, y) = (xe, 0) since there Λ(xe) = 0. We will use these
types of transformations successively in the proof, pushing the error term to higher order in ǫ. One of the
main results of the paper is that eventually the error is exponentially small: µ = O(e−c/ǫ). Again we stress
that the system is assumed to be analytic. We present the first result formally in Theorem 4.1 which we
prove in section 5. In section 7 we present a result, Theorem 7.1, on approximation of the curvature of
the fibers. Theorem 7.1 excludes normally elliptic slow manifolds and neutral saddle-type slow manifolds
where both λ and −λ, Reλ 6= 0, are eigenvalues of A. This requirement appears in the construction of the
appropriate transformations, where we encounter linear matrix equations of the form:
ATψi + ψiA = Qi,
for the unknown matrices ψi. Solutions of this linear problem exist and are unique if and only if σ(A) ∩
σ(−A) = ∅, see [19, Theorem 4.4.6]. The case where both λ and −λ are eigenvalues of the A leads to small
divisors, as in the problem of analytic linearization [15]. We should mention that small divisors are not
necessarily an immovable obstruction, see e.g. [55] for the problem of analytic linearization, [41] for KAM
theory, and [4, p.26] for the Hartman-Grobman theorem. Still, trying to remove such an obstruction, is not
within the scope of this work.
4. Main results. We consider the real analytic slow-fast system (2.1) in the form
x˙0 = ǫX0(x0, y0) = ǫ(Λ0(x0) + µ0(x0)y0 + T0(x0, y0)), (4.1)
y˙0 = Y0(x0, y0) = ρ0(x0) +A0(x0)y0 +R0(x0, y0),
R0(x0, y0), T0(x0, y0) = O(y
2
0),
with ns slow variables and nf fast ones so that x0 ∈ U + iχ0 ⊂ XC = Cns and y0 ∈ V + iν0 ⊂ YC = Cnf .
Here U ⊂ X = Rns and V ⊂ Y = Rnf are real open subsets.
Theorem 4.1. Fix 0 ≤ χ < χ0 and 0 ≤ ν < ν0. Then there exists an ǫ0 > 0 so that for all
ǫ ≤ ǫ0 the SOF method constructs a transformation (x, y) 7→ (x0, y0) which is ǫ-close to the identity from
(U + iχ)× (V + iν) to (U + iχ0)× (V + iν0) mapping (4.1) into
x˙ = ǫ(Λ(x) + µ(x)y +Q(x)y2 + C(x, y)), (4.2)
y˙ = ρ(x) +A(x)y +R(x, y),
with µ and ρ vanishing at equilibria (xe, ye) where
Λ(xe) = 0, ye = 0, (4.3)
and both µ and ρ are exponentially small
γ = ‖µ‖χ, δ = ‖ρ‖χ = O(e
−c1/ǫ),
T (x, y) = Q(x)y2 + C(x, y), C = O(y3), and
‖Λ− Λ0‖χ, ‖A−A0‖χ, ‖T − T0‖χ,ν , ‖R−R0‖χ,ν ≤ c2ǫ,
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for some constants c1 and c2.
We highlight that the estimates are not uniform in χ and ν. We also have the following corollary which
provides a convenient form for the transformation in Theorem 4.1:
Corollary 4.2. If the eigenvalues of A0 all have non-zero real part and the dependency of ǫ is smooth
then there exists an ǫ0 > 0 so that for all ǫ ≤ ǫ0 there exist a slow manifold M of (2.1) and N1, N2 =
O(ǫ−1) ∈ N so that M is given as the graph
y0 = η(x0) +O(e
−c1/ǫ), (4.4)
with
η =
N1∑
n=1
ηn = O(ǫ), (4.5)
where the partial sums ηn ≡
∑n
i=1 ηi satisfy (2.5), repeated here for convenience,
− ǫ∂xη
n−1X0(x0, η
n) + Y0(x0, η
n) = 0, (4.6)
for 1 ≤ n ≤ N1 using the convention η0 ≡ 0. Furthermore, the tangent space of the fibers Fz0ǫ at the base
point z0 = (x0, y0), with y0 as in (4.4), is given as
Tz0F
z0
ǫ = Rg
((
ǫφ(x0)
If + ǫ∂xη(x0)φ(x0)
)
+O(e−c2/ǫ)
)
. (4.7)
Here If = identity ∈ Rnf×nf and φ =
∑N2
n=0 φn where the partial sums
φn ≡
n∑
i=0
φi,
satisfy
ǫ(∂xX0 + ∂yX0∂xη)φ
n − ǫ∂xφ
n−1X0 + ∂yX0 − φ
n(−ǫ∂xη∂yX0 + ∂yY0) = 0, (4.8)
for 0 ≤ n ≤ N2 using the convention φ−1 ≡ 0. The functions X0, ∂xX0, ∂yX0 and ∂yY0 in (4.8) are all
evaluated at (x0, η(x0)),
Proof. Here Fenichel’s theorems applies [21, Theorem 2 and 3, pp. 8 and 20]. The existence of η
in (4.4) is guaranteed by [40, Lemma 1]. Their η is, however, generated by appropriate linearizations of
(4.6). The proof can, nevertheless, be modified so that the updates are based on (4.6). This is done in
[54]. For the second part, note that each φn solves (5.7) below. Here Λ(x0) = X0(x0, η(x0)) and A(x0) =
−ǫ∂xη(x0)∂yX0(x0, η(x0)) + ∂yY0(x0, η(x0)) are given through the already determined η, and (4.8) then
follows by summation over n. Also since the method generates a transformation (x, y) 7→ (x0, y0) of the form
x0 = x+ ǫφ(x)y +O(y
2), (4.9)
y0 = y + η(x0).
we obtain a tangent vector to the curve θ = θ((y)i) at (x0, η(x0)) as
θ′(0) =
(
ǫ(φ)i
ei + ǫ∂xη(φ)
i
)
.
Here (ei)j = δij Kronecker’s delta, and (φ)
i = (φ)i(x0) ∈ Rns is the ith column of φ = φ(x) ∈ Rns×nf .
Remark 4.3. Note that we have assumed in Corollary 4.2 that the dependency on ǫ is smooth. We need
this to be able to invoke Fenichel’s theory. However, Theorem 4.1 still applies for non-smooth ǫ-dependency
and non-hyperbolic slow manifolds M0 satisfying (1.3). In this case the corollary just presents a convenient
form (4.8) of the SOF method only involving the vector-field and its first partial derivatives. Moreover, the
tangent spaces should in this case be interpreted not by Fenichel’s theory but by the fact that they lead to
(4.2).
13
Remark 4.4. As highlighted in (4.7) the nf columns of the matrix
(
ǫφ(x0)
If + ǫ∂xη(x0)φ(x0),
)
∈ Rn×nf , (4.10)
span the tangent space to the fibers based at (x0, η(x0)). Consequently, the ns rows of(
Is + ǫφ(x0)∂xη(x0) − ǫφ(x0)
)
∈ Rns×n, (4.11)
span the normal space to the fibers. Indeed, (4.11) has rank ns, which is the dimension of the normal space,
and if we multiply (4.11) on the left of (4.10) we obtain
(
Is + ǫφ(x0)∂xη(x0) − ǫφ(x0)
)( ǫφ(x0)
If + ǫ∂xη(x0)φ(x0),
)
= 0 ∈ Rns×nf .
We believe that these results, in particular in the form ((4.6) and (4.8)) presented in Corollary 1, are
useful in computations as the approximation of the relevant objects, the slow manifold and its tangent
spaces, only require evaluations of the initial vector-field and its gradients. In particular, we believe that the
approximations of the tangent spaces can be usefully applied in examples with many fast degrees of freedoms
where one is faced with having to trade off accuracy with minimizing computational effort. From a given
point (x0, y0), near the slow manifold M = {y0 = η(x0)} (4.5), one can approximate the fiber projection
πf : (x0, y0) 7→ (xb, η(xb)), onto the base point, by solving the equations
x0 = x
app
b + ǫφ(x
app
b )y, (4.12)
y0 = y + η(x0),
for y and xappb . The second equation gives y = y0 − η(x0) which inserted into the first equation gives a
non-linear equation for xappb . The right hand side of this equation is, however, ǫ-close to the identity. Eq.
(4.12) is similar to Eq. (3.9) in [43] (xM in [43] playing the role of xappb , h the role of η and P the role of
ǫφ).
In [57] it is stated that this projection is only O(ǫ), and therefore asymptotically in ǫ not better than
the “naive projection” (x0, y + η(x0)) 7→ (x0, η(x0)). However, this estimate is for fixed y. We believe it is
more appropriate to highlight that the error is of the form:
‖πf (x0, y0)− (x
app
b , η(x
app
b ))‖ = O(ǫy
2),
ignoring here the exponentially small error terms. It is exact up the exponentially small error terms if the
tangent space is a hyperplane (which [57] also highlights). The different projections are illustrated in Fig. 4.1.
The linear projection accounts for the “initial slip” [6] along the slow manifold.
By approximating the fiber projection we can compute approximations to the dynamics having only to
propagate initial conditions on O(1) time scales, splitting the problem into first propagating the base point
xb = xb(τ), τ = ǫt, through
x′b = X0(xb, η(xb)),
()′ =
d
dτ
,
and then follow this by propagating y0 = y0(t) through
y˙0 = Y0(x0, y0 + η(x0)),
using x0 = xb + ǫφ(xb)y and the solution xb = xb(τ) obtained from the first step. This is the subject of our
next paper [51].
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Naive proj.
Slow manifold
(x0, y0)
(xb, η(xb)) = pif(x0, y0)
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Figure 4.1. Illustration of the different projections: naive, linear and exact. The linear projection (x0, y0) 7→
(xapp
b
, η(xapp
b
)) is given by the equations in (4.12).
5. Proof of Theorem 4.1. We first make use of the SO method and the result from [54] to determine
η and transform via y0 = y + η(x0) (4.1) into
x˙0 = ǫX(x0, y) = ǫ(Λ(x0) + µ0(x0)y + T0(x0, y)), (5.1)
y˙ = Y (x0, y) = ρ(x0) +A(x0)y +R(x0, y),
defined on the domain (x0, y) ∈ (U+iχ)×(V+iν) with χ = (χ+χ0)/2 and ν = ν, and where ρ = O(e−C1/ǫ).
We initially ignore this term setting ρ ≡ 0. Furthermore, X and Y are ǫ-close to X0 respectively Y0 being
given by
X(x0, y) = X0(x0, η(x0) + y), (5.2)
Y (x0, y) = −ǫ∂xηX0(x0, η(x0) + y) + Y0(x0, η(x0) + y),
so that also
Λ(x0) = X(x0, 0), µ0(x0) = ∂yX(x0, 0), A(x0) = ∂yY (x0, 0). (5.3)
The functions R and T0 are the quadratic remainders from the Taylor expansion of Y respectively X about
y = 0. Let K, CΛ and C
′
Λ be so that ‖A
−1‖χ ≤
K
2 , ‖Λ‖χ ≤ CΛ and ‖∂xΛ‖χ ≤ C
′
Λ.
We define the error γ0 by
γ0 = ‖µ0‖χ,
and apply the transformation
x0 = x1 + ǫφ0(x1)y,
where φ0 solves
ǫ∂xΛφ0 + µ0 − φ0A = 0. (5.4)
Cf. (3.1) this transforms the system into
x˙1 = ǫ(Λ(x1) + µ1(x1)y + T1(x1, y))
y˙ = A(x1)y +R1(x1, y),
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with
µ1 = −ǫ∂xφ0Λ.
Remark 5.1. The new error function µ1 vanishes at an equilibrium of (5.1) where Λ = 0. This
implies that the linearization in these coordinates takes a very suitable form with the linearized slow dynamics
dδx1
dt = ǫ∂xΛδx1 exactly independent of the fast variables. This property is preserved during the iteration.
Note that
‖x1 − x0‖χ,ν = ǫ‖φ0y‖χ,ν ≤ ǫγ0σ, (5.5)
where σ = supy∈V+iν ‖y‖ <∞. From the linear equation (5.4) we immediately obtain the following Lemma.
Lemma 5.2. If ǫ ≤ 1/(KC′Λ) then the solution of (5.4) satisfies
‖φ0‖χ ≤ Kγ0. (5.6)
Proof. Take φ00 = µA
−1, let r = K2 γ and introduce φ0 = φ
0
0 + z so that (5.4) becomes
z = F (z),
where F (z) = ǫ∂xΛ(φ
0
0 + z)A
−1. We have
‖F (z)‖χ ≤ ǫKC
′
Λr ≤ r,
‖∂zF‖χ ≤
ǫKC′Λ
2
< 1.
Here we have used the assumption ǫ ≤ 1/(KC′Λ). The function F is therefore a contraction on Br ⊂ V + iν
and there exists a unique solution of (5.4) with
‖φ0‖χ ≤ 2r = Kγ0.
The solution is also analytic in x0. Using this lemma we can then estimate the new error using a Cauchy
estimate
γ1 ≡ ‖µ1‖χ1 ≤ ǫ
KCΛ
ξ0
γ0,
where χ1 = χ− ξ0.
We now use this result successively, introducing xn = xn+1 + ǫφn(xn+1)y with φn solving
ǫ∂xΛφn + µn − φnA = 0, µn = −ǫ∂xφn−1Λ, (5.7)
on x ∈ U + iχn, χn = χ−
∑n−1
i=0 ξn, for each n ≥ 1. We take ξn = ξ = 2ǫKCΛ at each step so that
γn+1 ≤ ǫ
KCΛ
ξn
γn ≤
1
2
γn ≤ 2
−(n+1)γ0, (5.8)
with γn = ‖µn‖χn , χn = χ− nξ. Note also that
‖xn − x0‖χn,ν ≤
n−1∑
i=0
‖xi+1 − xi‖χn,ν ≤ ǫσ
n−1∑
i=0
2−iγ0 ≤ 2ǫσγ0.
Setting χN2 = χ we realize that we can take N2 =
χ−χ
ξ
= O(ǫ−1) steps so that
γN2 ≤ 2
−
(
χ0−χ
4ǫKCΛ
)
γ0.
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Now, let φ =
∑N2
n=1 φn and notice that the difference between xN2 7→ x0 and
x 7→ x0 = x+ ǫφ(x)y, (5.9)
is O(y2), see also (4.9). Therefore applying (5.9) to (5.1) gives
x˙ = ǫ
(
Λ(x) + (µN2 + ǫ∂xφ(φ(x)ρ)) y +O(y
2)
)
.
The term in ǫ−1x˙ which is linear in y is exponentially small, and the result therefore follows.
Remark 5.3. Here we consider a fixed number applications of the SOF method, and show that the
extension should only be iterated as many times as the first part has been iterated for the approximation
of the slow manifold. To show this, we fix k ∈ N0, and apply the SO method k times to (2.1) so that the
equations for (x0, yk) = (x0, y0 − ηk(x0)) are
x˙0 = ǫX0(x0, yk + η
k),
y˙k = ρk(x0) +Ak(x0)yk +Rk(x0, yk),
with ρk = O(ǫk+1). (The SO method has then been applied k+1 times to the original equations (1.1).) Next,
we apply the SOF method to these equations by introducing the transformation x0 = xn+1 + ǫφ
n(xn+1)yk
where φn = O(1) solves (4.8) with η replaced by ηk:
x˙n+1 = ǫXn+1(xn+1, yk) ≡ ǫ
(
X0 − φ
nρn
+
{
ǫ(∂xX0 + ∂yX0∂xη
k)φn − ǫ∂xφ
n−1X0 + ∂yX0 − φ
n(−ǫ∂xη
k∂yX0 + ∂yY0)
}
yk
−ǫ
(
∂x(φ
n − φn−1)X0 + φ
n∂xρkφ
n
)
yk +O(y
2
k)
)
= ǫ
(
X0 − φ
nρn +
(
ǫ∂xφnX0 + ǫφ
n∂xρkφ
n
)
yk +O(y
2
k)
)
.
Here φn = φ
n−φn−1 = O(ǫn) cf. (5.6) and (5.8), replacing the subscripts 0 with n’s in (5.6). The functions
X0, Y0 and their derivatives are all evaluated at (x0, η
k(x0)). Therefore the error, that is the term in Xn+1
linear in yk is formally of order
ǫ∂xφnX0 + ǫφ
n∂xρkφ
n = O(ǫn+1) +O(ǫk+1) = O(ǫmin(n,k)+1),
and, as expected, there is no improvement for n beyond k. A similar result holds true when considering the
transformations in section 7 that seek to remove the terms in the slow vector field that are quadratic in the
fast variables.
6. Michaelis-Menten-Henri model. In this section we demonstrate our method on the Michaelis-
Menten-Henri model
x˙ = ǫX(x, y) = ǫ(−x+ (x+ κ− λ)y), (6.1)
y˙ = Y (x, y) = x− (x+ κ)y,
for enzyme kinetics [54]. Here x and y are non-negative concentrations and the parameters satisfy κ > λ > 0
and 0 < ǫ ≪ 1. Setting Y (x, y) = 0 gives y = η0(x) =
x
x+κ and so (x, y) = (x0, y0 + η0(x0)) transforms the
system into
x˙0 = ǫX0(x0, y0) = ǫ
(
−
λx0
x0 + κ
+ (x0 + κ− λ)y0
)
, (6.2)
y˙0 = Y0(x0, y0) =
κλx0
(x0 + κ)3
ǫ−
(
x0 + κ+
κ(x0 + κ− λ)
(x0 + κ)2
ǫ
)
y0,
Therefore if κ≫ ǫ, so that
A0 = ∂yY0(x0, 0) ≡ x0 + κ+
ǫκ(x0 + κ− λ)
(x0 + κ)2
≫ ǫ,
x0 being non-negative, then the system is slow-fast with ns = 1 and nf = 1. The variable x0 is slow with
x˙0 = O(ǫ) and y0 is fast with |A0(x0)−1| ≪ ǫ−1 for ǫ≪ 1.
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6.1. Analytic expressions of η and φ to 2nd order. We now obtain analytic expressions for η and
φ. We compare our result with [57], where the CSP method was applied to the same model, at the end of
this section. Since the model is linear in the fast variable the SOF method only involves the solution of linear
equations. First, we introduce η1 satisfying Y0(x0, η1) = 0:
η1(x0) =
κλx0
(x0 + κ)((x0 + κ)3 + ǫκ(x0 + κ− λ))
ǫ.
Then we define Y1(x0, y1) = −ǫ∂xη0X0(x0, η1 + y1) + Y0(x0, η1 + y1) and determine η2 from the condition
Y1(x0, η2) = 0. We obtain
η2 =
x0 (κ− 3 x0)λ2κ
(x0 + κ)
7 ǫ
2 +O
(
ǫ3
)
,
and therefore
y0 = η
2 = η1 + η2 =
κλx0
(x0 + κ)
4 ǫ−
κλx0 (κ (κ− 2λ) + (κ+ 3λ)x0)
(x0 + κ)
7 ǫ
2 +O
(
ǫ3
)
,
as a second order approximation of the slow manifold. The error-field is
ρ(x0) = Y2(x0, 0) =
λ3κx0
(
κ2 − 12κx0 + 15 x02
)
(x0 + κ)
9 ǫ
3 +O
(
ǫ4
)
. (6.3)
To approximate the fiber directions we introduce y through y0 = η
2 + y and compute
Λ = X0(x0, η
2(x0)) = −
λx0
κ+ x0
+
(κ− λ+ x0)κλx0
(κ+ x0)
4 ǫ
−
(κ− λ+ x0)κλx0
(
κ2 − 2 κλ+ (κ+ 3λ)x0
)
(κ+ x0)
7 ǫ
2 +O
(
ǫ3
)
(6.4)
A = ∂yY0(x0, η
2(x0)) = −κ− x0 −
κ (κ− λ+ x0)
(κ+ x0)
2 ǫ −
(κ− 3 x0) (κ− λ+ x0) κλ
(κ+ x0)
5 ǫ
2
+O
(
ǫ3
)
, (6.5)
µ0 = x0 + κ− λ.
Here y should be y2, ρ = ρ2, Λ = Λ2 and A = A2 but we prefer to drop the subscript so that we are in the
position of (5.1) and can refer to (5.7). Inserting these expressions into (5.7) with n = 0 gives
φ0 =
µ0
A− ǫ∂xΛ
= −
x0 + κ− λ
x0 + κ
+
(x0 + κ− λ) κ (x0κ− 2λ)
(x0 + κ)
4 ǫ +O(ǫ
2).
At the next step, we first compute the new error
µ1 = −ǫ∂xφ0Λ = −
λ2x0
(κ+ x0)
3 ǫ +O
(
ǫ2
)
,
and via (5.7) with n = 1 we solve for φ1
φ1 =
µ1
A− ǫ∂xΛ
=
λ2x0
(κ+ x0)
4 ǫ+O(ǫ
2).
Then
µ2 =
x0 (κ− 3 x0) λ3
(κ+ x0)
6 ǫ
2 +O(ǫ3),
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so that φ2 via (5.7) with n = 1 becomes:
φ2 = −
x0 (κ− 3 x0) λ3
(x0 + κ)
7 ǫ
2 +O(ǫ3).
Let φ2 = φ0 + φ1 + φ2:
φ2 = −
x0 + κ− λ
x0 + κ
+
(
κ3 − 3 κ2λ+ 2 x0κ2 − 3 κλx0 + x20κ+ 2 κλ
2 + λ2x0
)
(x0 + κ)
4 ǫ− (x0 + κ)
−7
×
(
κ2 (κ− λ)
(
6λ2 − 6 κλ+ κ2
)
+ κ (κ− λ) (κ− 2λ) (−2λ+ 3 κ)x0
+
(
−3λ3 − κ2λ+ 3 κ3
)
x20 + κ (κ+ 3λ)x
3
0
)
ǫ2 +O(ǫ3),
then cf. (5.8) the span of the vector
v =
(
ǫφ2
1 + ǫ∂xη
2φ2
)
=
(
0
1
)
+

 −x0+κ−λx0+κ
− (x0+κ−λ)κ
(x0+κ)
3

 ǫ (6.6)
+


κ (κ−λ)(κ−2λ)+(2κ−λ)(κ−λ)x0+κx
2
0
(x0+κ)
4
(κ (κ−λ)(κ−3λ)+(2κ2−κλ−2 λ2)x0+(κ+3λ)x20)κ
(x0+κ)
6

 ǫ2 +O(ǫ3)
gives a third order approximation of the tangent space. We have left out the complicated O(ǫ3)-terms. The
transformation (x, y) 7→ (x0, y0) = (x+ ǫφ2y, y + η2(x+ ǫφ2y)) therefore transforms the system (6.2) into:
x˙ = ǫ
(
Λ + µ3y +
(
−
(x+ κ− λ) λ
(x+ κ)2
ǫ+O(ǫ2)
)
y2 +O(ǫ2y3)
)
, (6.7)
y˙ = ρ(x) +
(
A(x) +O(ǫ4)
)
y +O(ǫy2),
with ρ as in (6.3) and
µ3 = −
xλ4
(
κ2 − 12κx+ 15 x2
)
(x+ κ)
9 ǫ
3 +O(ǫ4),
and where ρ, Λ and A are given in (6.3), (6.4) respectively (6.5).
6.2. Comparison with the results of the CSP method. The reference [57] applies the CSP method
to (6.1). Eqs. (5.56) and (5.57) in this document constitute the two components of a vector denoted by A
(2)
1
that is tangent to the fast fibers up to and including second order terms. This vector should therefore (up
to a scaling) coincide with our v (6.6), omitting the O(ǫ3)-remainder. The O(1)-terms of A
(2)
1 and our v
coincide as (0, 1). Next, the O(ǫ)-term of A
(2)
1 is(
− s+κ−λs+κ
−κ(s+κ−λ)(s+κ)3
)
while in (6.6) the corresponding term is 
 −x0+κ−λx0+κ
− (x0+κ−λ)κ
(x0+κ)
3


Realizing that their s is our x0 we see that these terms also coincide. Finally, for the O(ǫ
2)-terms we see
that (
κ(s+κ−2λ)(s+κ−λ)+λ2s
(s+κ)4
(s+κ−λ)(κ2(s+κ−2λ)+κλs)+κλ2s
(s+κ)6
)
(6.8)
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in A
(2)
1 while in v we have 

κ (κ−λ)(κ−2λ)+(2 κ−λ)(κ−λ)x0+κx
2
0
(x0+κ)
4
(κ (κ−λ)(κ−3λ)+(2κ2−κλ−2λ2)x0+(κ+3 λ)x20)κ
(x0+κ)
6

 . (6.9)
Clearly the denominators match, given that s = x0. We therefore collect powers with respect to s in the
numerators in the components of (6.8):
κ(s+ κ− 2λ)(s+ κ− λ) + λ2s = κ(κ− λ)(κ− 2λ) + (2κ− λ)(κ− λ)s+ κs2
(s+ κ− λ)(κ2(s+ κ− 2λ) + κλs) + κλ2s =
(
κ (κ− λ) (κ− 3λ) +
(
2 κ2 − κλ− 2λ2
)
s
+(κ+ 3λ) s2
)
κ,
and notice that these agree when s = x0 with the numerators in (6.9).
6.3. Numerical computations of η and φ. In Fig. 6.1 (a) and (b) we have compared the solution
(x0, y0) = (xb, yb) of (6.2) initiated at the base point (xb0, η(xb0)) ∈M with (i) the solution (xl, yl) initiated
at (xb0, η(xb0)) + v|v|
−1s (dashed) and with (ii) (by the naive projection) the solution (xn, yn) initiated
at (xb0, η(xb0) + s) (full line) for different values of s and for a time integration of length t = ǫ
−1. The
subscripts b, l and n refer to base, linear projection respectively naive projection. The parameter s measures
the distance from the slow manifold and v is the tangent vector to the fiber at the base point (xb0, η(xb0))
determined through φ and the equation (4.7). We have set κ = 2, λ = 1 and xb0 = 1.5, and have computed
η and φ numerically using the Eqs. (4.6) and (4.8) in Corollary 4.2. We have used 4 iterations on both η
and φ resulting in error-fields of ∼ 10−7 respectively ∼ 10−10 for ǫ = 0.1. The comparison is made through
υl = ‖(xb, yb)(ǫ
−1)− (xl, yl)(ǫ
−1)‖, (l inear projection),
and
υn = ‖(xb, yb)(ǫ
−1)− (xn, yn)(ǫ
−1)‖, (naive projection).
In (a) ǫ = 0.1 while ǫ = 0.01 in (b). We see that υl ≪ υn and compute υl ≈ O(s2.009), whereas υn ≈ O(s1.000).
10−2 10−1
10−8
10−6
10−4
10−2
100
s
υ
(a) ǫ = 0.1
10−2 10−1
10−10
10−8
10−6
10−4
10−2
s
υ
(b) ǫ = 0.01
Figure 6.1. The errors from approximating fibers using the tangent spaces (υl: dashed lines) and naive projections (υn:
full lines) as functions of the distance from the slow manifold. Here κ = 2, λ = 1 and the initial condition on x0 = xb is
xb0 = 1.5.
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The errors in ηn and φn:
Eη = sup
x
| − ǫ∂xηX0 + Y0|,
respectively
Eφ = sup
x
|ǫ(∂xX0 + ∂yX0∂xη)φ − ǫ∂xφX0 + ∂yX0 − φ(−ǫ∂xη∂yX0 + ∂yY0)|,
for ǫ = 0.1 are shown in Fig. 6.2 as a function of the iteration number. These are relevant errors since if Eη = 0
then y0 = η is an exact slow manifold (cf. (4.6)) and if Eφ = 0 then the transformation x0 = x1 + ǫφ(x1)y
removes the term in x˙1 that is linear in y exactly (cf. (4.8)). The error in φ and η are observed to be the order
of machine precision ∼ 10−14 after 8 respectively 10 iterations. There is no or little improvement beyond
this number. It should also be mentioned that to approximate derivatives we use the five-point stencil:
f ′(x) ≈
1
2h
(−f(x+ 2h) + 8f(x+ h)− 8f(x− h) + f(x− 2h)),
the error being h
4
30f
(5)(x0) = O(h4), x0 ∈ [x − 2h, x+ 2h]. We have used h ≈ 10−2 which gives an error of
∼ 10−8.
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Figure 6.2. The errors Eη (◦) and Eφ (×) for ǫ = 0.1 as a function of the iteration number. The functions η and φ are
computed numerically using the Eqs. (4.6) and (4.8) in Corollary 4.2. Here κ = 2, λ = 1 and the initial condition on x0 is
xb0 = 1.5. In the computations leading to Fig. 6.1 we have used 4 iterations on both η and φ.
In Fig. 6.3 we have taken s = 0.5 and consider υl and υn as functions of ǫ. Again, we see that υl ≪ υn
and compute υl ≈ O(ǫ2) whereas υn ≈ O(ǫ). This discrepancy is, however, exceptional as it is due to the
fact that the Michaelis-Menten-Henri system is linear in the fast variable y0.
Finally, solutions (xb, yb) and (xl, yl) of (6.2) are shown in Fig. 6.4. The solution (xl, yl) is initiated
on the fiber of the base point with xb0 = 1.5, at a distance s ≈ 0.52 from the base point. The full line
near y0 = 0 is the slow manifold. The solutions (xb, yb) and (xl, yl) are at 9 different times indicated by ×
respectively ◦’s. For illustrative purposes we have chosen the relatively large value of ǫ = 0.4. It is observed
that, at least approximately, the solution (xl, yl) contracts along the fiber directions indicated by the dashed
lines moving from upper left to lower right. The fiber directions are approximated as hyperplanes through
φ.
7. Approximating the curvature of the fibers. In this section we show how the SOF method
may be further extended to also approximate the curvature of the fibers. According to Theorem 4.1 the
transformation
y 7→ y0 = y + η(x0), x
0 7→ x0 = x
0 + ǫφ(x0)y,
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Figure 6.3. The errors from approximating fiber directions using the tangent spaces (dashed lines) and naive projections
(full lines) as functions ǫ. Here s = 0.5, κ = 2, λ = 1 and the initial condition on x0 is xb0 = 1.5. We have used 4 iterations
in the computations of η and φ.
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Figure 6.4. Solutions (xb, yb) and (xl, yl) of (6.2) for ǫ = 0.4. The solution (xl, yl) is initiated on the fiber corresponding
to the base point with xb0 = 1.5, at a distance s ≈ 0.52 from the base, and is observed to contract to the solution (xb, yb) along
the fiber directions. The fiber directions are indicated by the dashed lines running from upper left to lower right.
generated by the SOF method, transforms (4.1) into (4.2):
x˙0 = ǫ(Λ(x0) +Q0(x
0)y2 + C(x0, y)), (7.1)
y˙ = A(x0)y +R(x0, y),
with C = O(y3) and R = O(y2) up to exponentially small error. Note how we, as promised in the introduc-
tion, use superscripts 0 to indicate the beginning of a new iteration. One can obtain an explicit expression
for the quadratic term Q0y
2, a vector of symmetric bilinear forms, in terms of the known functions: X0, Y0,
η and φ, through the equation x0 = x
0 + ǫφ(x0)y. We will write the ith component of Q0y
2 as
(Q0y
2)i = 〈y,Q
i
0y〉, 1 ≤ i ≤ ns, (7.2)
where Qi0 = Q
i
0(x
0) is a symmetric nf × nf -matrix. Recall that we use the notation (z)i to denote the ith
component of a vector z. Here we have also introduced the real inner product
〈a, b〉 =
nf∑
i=1
(a)i(b)i.
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By introducing
x0 = x1 + ǫψ0(x
1)y2,
with ψ0 a vector of symmetric bilinear forms, we therefore obtain
x˙1 = (Is − ǫ∂xψ0y
2 + J−1(ǫ∂xψ0y
2)2)ǫ(Λ +
{
ǫ∂xΛψ0y
2 +Q0y
2 − 2ψ0(y)(Ay)
}
+O(y3)), (7.3)
where J = Is + ǫ∂xψ0y
2 is the Jacobian of the transformation x1 7→ x0. Here ψ0(y)(Ay) is understood as
(ψ0(y)(Ay))i =
1
2
〈y,ATψi0y〉+
1
2
〈y, ψi0Ay〉,
using the notation in (7.2). The new error, that is the term in ǫ−1x˙1 which is quadratic in y, can again be
decomposed into two separate contributions. One term comes from the expansion of x˙0 − (∂y(ψ0y2))y˙, the
curly bracket in (7.3), while the other one is due to the inverse of the Jacobian. As for the linear case, we
choose the unknown function ψ0 so that the curly bracket in (7.3) vanishes for all y. This gives
ǫ
ns∑
j=1
∂(x)j (Λ)iψ
j
0 +Q
i
0 −A
Tψi0 − ψ
i
0A = 0. (7.4)
By Theorem 4.4.6 in [19] this system has a unique solution ψi0 for ǫ = 0 iff σ(A) ∩ σ(−A) = ∅. Therefore we
must exclude the elliptic case and the neutral saddle scenario where both λ and −λ, Reλ 6= 0, are eigenvalues
of A. Note moreover that by taking transposes:
Qi0 −A
T (ψi0)
T − (ψi0)
TA = 0,
verifying that the solution is symmetric. The solution perturbs to a symmetric solution for ǫ 6= 0 but small;
ǫ
∑ns
j=1 ∂(x)j (Λ)iψ
j
0 is also symmetric. The solution satisfies
‖ψ0‖χ ≤ K‖Q0‖χ,
for some constant K depending on A−1. Then the new error becomes
Q1 = −ǫ∂xψ0Λ, ‖Q1‖χ−ξ ≤
ǫKCΛ
ξ
‖Q0‖χ,
which also vanishes at exact equilibria where Λ ≡ 0. As for the linear case we have that Λ1 = Λ and A1 = A.
Using such transformations successively it is therefore possible to approximate the curvature of the fibers
up to exponentially small error. Formally we proceed as in the proof of Theorem 4.1; the most important
ingredient in the proof being the continued reduction of the domain together with the applications of Cauchy
estimates to control the derivatives.
Theorem 7.1. Assume that the assumptions of Theorem 4.1 hold true and that we have used the SOF
method to transform (4.1) into (4.2). Assume furthermore that σ(A) ∩ σ(−A) = ∅. Fix 0 ≤ χ < χ. Then
there exist an ǫ0 ≤ ǫ0, where ǫ0 is from Theorem 4.1, and an N3 = O(ǫ−1) ∈ N so that for all ǫ ≤ ǫ0 the
sequence of transformations xn = xn+1 + ǫψn(x
n+1)y2, 0 ≤ n ≤ N3 − 1, where ψin ∈ R
nf×nf solves
ǫ
ns∑
j=1
∂(x)j (Λ)iψ
j
n +Q
i
n −A
Tψin − ψ
i
nA = 0, 1 ≤ i ≤ ns, (7.5)
the quantity
ǫQny
2 =
{
given by Eq. (7.1) for n = 0,
−ǫ2∂xψn−1Λy2 for n ≥ 1,
being the term in the expression for x˙n which is quadratic in y, eventually transforms (4.2) into
x˙N3 = ǫ(Λ(xN3) + C˜(xN3 , y)) +O(e−c˜1/ǫ), (7.6)
y˙ = A(xN3)y + R˜(xN3 , y) +O(e−c˜1/ǫ).
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Here (xN3 , y) ∈ (U + iχ)× (V + iν), C˜ = O(y3) and
‖C˜ − C‖χ,ν , ‖R˜−R‖χ,ν ≤ c˜2ǫ,
for some constants c˜1 and c˜2. Also the O(e−c˜1/ǫ) error terms in (7.6) vanish at true equilibria.
The transformation x 7→ x0 = x+ ǫψ(x)y2 with
ψ =
N3−1∑
i=0
ψi, (7.7)
differs from the composition of xN3 7→ · · · 7→ x1 7→ x0 by O(y3)-terms and the equations for (x, y) therefore
takes a similar form to (7.6): The set {y = 0} is almost invariant and the y-space provides an almost
y2-approximation to the fibers. In terms of the (x0, y0)-variables this quadratic approximation, parametrized
by y, takes the following form:
x0 = x+ ǫφy + ǫψy
2, (7.8)
y0 = y + η + ∂xη(ǫφy + ǫψy
2) +
1
2
∂2xη(ǫφy)
2,
with all functions on the right hand sides evaluated at x, for the base point (x, η(x)).
Remark 7.2. We highlight that this theorem also holds true for the saddle type slow manifolds where
A (5.3) has eigenvalues with both negative and positive real parts. We just have to exclude the neutral
saddle scenario. This is perhaps rather surprising seeing that the Fenichel normal form (2.8) takes a slightly
different form: u˙ includes quadratic terms of the form vw. However, (7.8) provides absolutely no control of
the location of the stable and unstable manifolds.
For the neutral saddle case, one may follow the general philosophy of normal form theory and relax the
requirements of the transformations and accordance with (2.8) seek only to remove the terms in the slow
vector field that are quadratic in the fast variables (say y2s , playing the role of v in (2.8)) associated with
the contraction respectively the fast variables associated with the expansion (say y2u, playing the role of w
in (2.8)) from the slow manifold. That is one would leave quadratic terms of the form ysyu behind. This
procedure requires a change of basis to split the fast variables into ys and yu and as such it does not fit within
the procedures we have developed in this paper. We therefore leave out the details.
Finally, we point out that (7.5) for the determination of ψ (7.7) by summation over n can be written in
form similar to Eqs. (4.6) and (4.8). In contrast to (4.8) we here need the first and second partial derivatives
of the vector-field.
7.1. Analytic expression of ψ to 2nd order for the Michaelis-Menten-Henri model. We now
apply this principle to the Michaelis-Menten-Henri model. We start from (6.7) where the quadratic term in
ǫ−1x˙ is of order O(ǫ):
Q1 = −
(x+ κ− λ)λ
(x+ κ)
2 ǫ+O(ǫ
2).
We have therefore denoted this term by Q1 rather than Q0. Then ψ1 solves (7.5) with n = 1 and ψ0 = 0:
ψ1 =
Q1
2A− ǫ∂xΛ
=
(x+ κ− λ) λ
2 (x+ κ)3
ǫ+O(ǫ2),
so that
Q2 = −∂xψ1Λ = −
λ2 (2(x+ κ)− 3λ)x
2 (x+ κ)5
ǫ2 +O(ǫ3).
Finally
ψ2 =
Q2
2A− ǫ∂xΛ
=
λ2 (2(x+ κ)− 3λ)x
4 (x+ κ)
6 ǫ
2 +O(ǫ3).
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Let ψ2 = ψ1 + ψ2:
ψ2 =
(x+ κ− λ) λ
2 (x+ κ)
3 ǫ+
1
4
(x+ κ)
−6
(
2 κ (−λ+ κ)
(
8λ2 − 9 κλ+ 2 κ2
)
+
(
38 κλ2 − 44 κ2λ+ 12 κ3 − 7λ3
)
x+
(
4λ2 + 12 κ2 − 22 κλ
)
x2 + 4κx3
)
+O(ǫ3),
then, in terms of the original (x0, y0)-variables in (6.2), we have cf. (7.8) obtained the following quadratic
approximation, correct up to terms including ǫ3, of the fiber with base point (x, η(x)):
x0 = x+ ǫφ
2(x)y + ǫψ2(x)y2
= x+
(
−
(x+ κ− λ)
x+ κ
ǫ+
κ (−λ+ κ) (κ− 2λ) + (2 κ− λ) (−λ+ κ)x+ κx2
(x+ κ)
4 ǫ
2 +O(ǫ3)
)
y
+
(
(x+ κ− λ)λ
2 (x+ κ)
3 ǫ
2 +O(ǫ3)
)
y2,
y0 = y + η
2 + ∂xη
2(ǫφ2y + ǫψ2y2) +
1
2
∂2xη
2(ǫφ2y)2
=
κxλ
(x+ κ)
4 ǫ−
κλx
(
κ2 + xκ− 2 κλ+ 3λx
)
(x+ κ)
7 ǫ
2 +O(ǫ3) +
(
1−
(x+ κ− λ) (κ− 3x)κλ
(x+ κ)
6 ǫ
2
+O(ǫ3)
)
y +
(
2
(x+ κ− λ) (2 κ− 3x)κλ
(x+ κ)
7 ǫ
2 +O(ǫ3)
)
y2,
parametrized by y. For simplicity, we have here chosen to omit O(ǫ3)-terms. In particular, (x, y) = (x˜ +
ǫψ2(x˜)y˜2, y˜) transforms (6.7) into:
˙˜x = ǫ
(
Λ(x˜) + µ3(x˜)y˜ +Q3y˜
2 +O(ǫ2y˜3)
)
,
˙˜y = ρ(x˜) +
(
A(x˜) +O(ǫ4)
)
y˜ +O(ǫy˜2),
with
Q3(x˜) =
(x˜+ κ− λ) κλ2
2 (x˜+ κ)
5 ǫ
3 +O(ǫ4).
7.2. Numerical computation of ψ. Fig. 7.1 shows the error
υ = ‖(xb, yb)(ǫ
−1)− (xq, yq)(ǫ
−1)‖
with (xq , yq) being the solution initiated at points along the quadratic approximation of the fibers with base
(xb, yb) obtained from numerically computing the ψi’s, as a function of the distance s ∈ [0.5, 10] from the
slow manifold. We have used 4 iterations in computing ψ giving rise to an error of ∼ 10−8 for ǫ = 0.1. The
error decreases as ≈ O(s3.033) in agreement with the analysis.
8. Lindemann mechanism. In this section we consider the Lindemann mechanism
x˙ = X(x, y) = −x(x − y), (8.1)
y˙ = Y (x, y) = x(x− y)− ǫy,
and assume as usual 0 < ǫ≪ 1. We will consider x ≥ 0 and y ≥ 0 and note here that x = 0 = y is the unique
equilibrium. Note also how the norm of x˙ is not slow throughout phase space. We have therefore denoted it
by X rather than ǫX . This form does therefore not directly apply to our setting. In [13] the authors apply
the CSP method and a modified “CSP-like”method, which is based on the SO method, to this problem and
show that they can lead to a simplified non-stiff system. We will aim at something similar here, highlighting
that even though the equations are not in the form of (1.1) the SOF method can still be applied. We will as
for the Michaelis-Menten-Henri mechanism also compare our results with the CSP method.
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Figure 7.1. The error from approximating the fibers in the Michaelis-Menten-Henri model using a linear (full line) and
quadratic (dashed line) approximation of the fiber as a function of the distance s ∈ [0.5, 10] from the slow manifold. Here
κ = 2, λ = 1, ǫ = 0.1 and the initial condition on x is x0
b
= 1.5. The error from the quadratic approximation decreases as
≈ O(s3.033). We have used 4 iterations in the computations of η, φ and ψ.
The crucial thing for the success of the method is the existence of a transformation:(
w
z
)
=
(
x+ y
2y
)
(8.2)
transforming the non-standard equations into
w˙ = ǫW (w, z) = −
1
2
ǫz, (8.3)
z˙ = Z(w, z) = 2w2 − (3w + ǫ)z + z2,
taking the form (1.1). Here Z(w, z) = 0 gives a slow manifold
z = w +O(ǫ).
with O(ǫ) error. The graph z = w corresponds to y = x which is a sub-space filled with equilibria for ǫ = 0.
This is directly related with the existence of the transformation in (8.2).
The variable z is truly fast near this graph provided w ≥ c > 0, c independent of ǫ, so that ∂zZ 6= 0.
This graph can by (8.2) be parametrized by x as y = x+O(ǫ). This is enough for the SOF method to apply
to (8.1).
8.1. Approximating the slow manifold. To start the SOF method, consider the equation Y (x, y) =
0 having the solution y = η0(x) =
x2
x+ǫ = x+O(ǫ). Then through (x, y) = (x0, η0(x0) + y0) we obtain
x˙0 = X0(x0, y0) = x0y0 −
ǫ x20
x0 + ǫ
,
y˙0 = Y0(x0, y0) =
x30 (x0 + 2 ǫ) ǫ
(x0 + ǫ)
3 −
(
2 x30 + 5 ǫ x
2
0 + 3 ǫ
2x0 + ǫ
3
)
y0
(x0 + ǫ)
2 .
Note that ρ0(x0) = x
3
0 (x0 + 2 ǫ)(x0 + ǫ)
−3
ǫ is small and so y0 = 0 is close to being invariant. We also point
out that neither y0 nor x0 are fast near x0 = 0 = y0 as the Jacobian of the vector-field at this point is
∂(x,y)
(
X0
Y0
)
(0, 0) =
(
0 0
0 −ǫ
)
.
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Next, we set Y0(x0, y0) = 0 and obtain
y0 = η1(x0) =
x30 (x0 + 2ǫ) ǫ
(x0 + ǫ) (2x30 + 5ǫx
2
0 + 3ǫ
2x0 + ǫ3)
=
ǫ
2
−
3ǫ2
4x
+O(ǫ3), (8.4)
as our next approximation of the slow manifold. This gives new equations of the form
x˙0 = X1(x0, y1) =
ǫx20 (x0 + ǫ)
2
2x30 + 5ǫx
2
0 + 3ǫ
2x0 + ǫ3
+ x0y1,
y˙1 = Y1(x0, y1) = ρ1(x0) +A1(x0)y1,
with
ρ1(x0) =
(
3x40 + 16x
3
0ǫ+ 28ǫ
2x20 + 20ǫ
3x0 + 6ǫ
4
)
ǫ3x40
(2x30 + 5ǫx
2
0 + 3ǫ
2x0 + ǫ3)
3 , (8.5)
and y1 given as, y0 = η1(x0) + y1, the deviation from y0 = η1(x0). Note how ρ1 (cf. (2.3)) is the product of
−∂xη1, which is O(ǫ) based on (8.4), and X0(x0, η1(x0)) = −x
2
0ǫ(x0 + ǫ)
−1 and therefore it is order O(ǫ2).
However, it is even O(ǫ3), and this is due to η1(x0) =
ǫ
2 −
3ǫ2
4x0
+ O(ǫ3) such that ∂xη1 = O(ǫ2). Therefore
(8.4) gives a slow manifold accurate up to terms including ǫ2. Surprisingly, even though y1 is not fast near
x0 = 0, the graph y1 = 0 is still close to being invariant there as ρ1(0) = 0. The slow manifold obtained
through the SO method always includes nearby equilibria. In particular, there is an improvement in the
error as we approach x0 = 0. The solutions shown in [13] do not have this property as the truncation of the
expansion about ǫ = 0:
ρ1(x0) =
3ǫ3
x0
+O(ǫ4),
does not preserve ρ1(0) = 0.
The approximation
y = η1(x0) = η0(x0) + η1(x0) =
x20
(
ǫ2 + 4x0ǫ+ 2x
2
0
)
ǫ3 + 3ǫ2x0 + 5x20ǫ+ 2x
3
0
, (8.6)
defines a slow manifold since the vector-field of the reduced system:
ǫ−1x˙0 = Λ1(x0) = −
x20 (x0 + ǫ)
2
2x30 + 5ǫx
2
0 + 3ǫ
2x0 + ǫ3
= −
1
2
x0 +
1
4
ǫ+O(ǫ2).
has small norm. This equation is identical to Eq. (80a) in [13] (their z is our x0 and their time is ǫ times
ours).
8.1.1. Comparison with the CSP method. To compute the CSP-approximation of the slow mani-
fold we follow [13] but use the principle from [57] (see Eq. 3.29) of inserting the previous guess into the B
(q)
1
vector when computing the CSP condition to avoid the cubic equation in Eq. (100) in [13]. The second order
CSP-approximation obtained is identical to the SO-approximation in (8.4). To compare the two methods
we therefore consider the errors (measured by the resulting ρ2’s) from the third order approximations. This
is illustrated in Fig. 8.1 for ǫ = 0.1 (SO: full line, CSP: dotted line). The expressions are lengthy so we
prefer not to include them. It is clear that both approximations improve as x0 approaches 0 at the same rate
O(x50). This property has to the authors knowledge not been verified in general for the CSP method. In this
case, the error from the SO-approximation is smaller for x0 < 0.11 while the CSP-approximation performs
better for larger values of x0 > 0.11. We used high precision (50 digits) calculations in Maple.
8.2. Approximating the fibers. Next, to approximate the fibers we can proceed as for the Michaelis-
Menten-Henri model. As above, one might be alerted by the fact that the part of X1(x, y1) which is linear
in y1, µ0y1 = ∂yX1(x0, 0)y1 = x0y1, is not small with respect to ǫ. However, this causes no problems
whatsoever, we can just proceed by replacing ǫφ by φ and consider (5.4) in the form
ǫ∂xΛ1φ0 + µ0 − φ0A1 = 0.
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Figure 8.1. The error from approximating the slow manifold using the CSP method (dotted line) and the SO method (full
line) for ǫ = 0.1. Both methods have been applied three times. The figure illustrates that the two approximations both improve
near the equilibrium (x, y) = (0, 0). This is somewhat surprising since the motion normal to the slow manifold approximations
are not fast near this point. The premises of both method therefore breaks down.
We obtain
φ0(x0) = −
x0
(
4 x60 + 20 x
5
0ǫ+ 37 x
4
0ǫ
2 + 34 x30ǫ
3 + 19 x20ǫ
4 + 6 x0ǫ
5 + ǫ6
)
ǫ7 + 5 x0ǫ6 + 18 x20ǫ
5 + 52 x30ǫ
4 + 86 x40ǫ
3 + 83 x50ǫ
2 + 42 x60ǫ+ 8 x
7
0
= −
1
2
+
ǫ
8x0
−
3ǫ2
32x20
+O(ǫ3), (8.7)
with an error
µ1 = −∂xφ0ǫΛ1 = −
ǫ2
x0
+O(ǫ3).
The function φ0 is therefore correct up to terms including ǫ, more accurate than expected and indicated by
the subscripts. This is again due to the fact that the dominant term −1/2 in φ0 is independent of x0. An
additional application gives
φ1 =
ǫ2
32x20
+O(ǫ3),
and φ1 = φ0 + φ1 = −
1
2 +
ǫ
8x0
− ǫ
2
16x2
0
+O(ǫ3) is correct up to terms including ǫ2 since the new error
µ2 = −
ǫ3
32x20
+O(ǫ4),
is O(ǫ3). Through x0 = x1 + φ1(x1)y1, y = η1(x0) + y1 we have cf. (4.7), in terms of the original variables
(x, y) in (8.1), then obtained the following approximation, correct up to terms including ǫ2, to the tangent
space of the fibers
v(ǫ) =
(
φ1
1 + ∂xη
1φ1
)
=
(
− 12 +
ǫ
8x0
− ǫ
2
16x2
0
1
2 +
ǫ
8x0
+ ǫ
2
16x2
0
)
+O(ǫ3), (8.8)
based at (x0, η
1(x0)). Note how the leading order terms suggest to replace (x, y) by (w, z) through(
x
y
)
=
(
w
0
)
+ v(0)z =
(
1 − 12
0 12
)(
w
z
)
.
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Indeed this is just (
w
z
)
=
(
x+ y
2y
)
, (8.9)
the transformation (8.2) from above that transforms the Lindemann system into (8.3); a system in standard
slow-fast form. Finally, Fig. 8.2, a figure similar to Fig. 6.4 for the Michaelis-Menten-Henri model, verifies
the contraction along the approximated fiber directions.
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Figure 8.2. Two solutions (xb, yb) (×) and (xl, yl) (◦) of (8.1) for ǫ = 0.4. The full line represents the slow manifold.
The solution (xl, yl) is initiated on the fiber corresponding to the base point with xb0 = 1.5, at a distance s ≈ 0.36 from the
base, and is observed to contract to the solution (xb, yb) along the fiber directions. The fiber directions obtained through (8.8)
are indicated by the dashed lines running from upper left to lower right.
8.2.1. Comparison with the CSP method. For the CSP-approximation of the fiber directions for
(8.1) we use Eqs. (3.24)-(3.27) in [57], starting from A(0) = B(0) =
(
0 1
1 0
)
as in [13]. We obtain the
following matrices:
A(1)(x, y) =
(
A
(1)
1 (x, y) A
(1)
2 (x, y)
)
=
(
− xx+ǫ 1
1− (2x−y)x(x+ǫ)2
2x−y
x+ǫ
)
,
B(1)(x, y) =
(
B1(1)(x, y)
B2(1)(x, y)
)
=
(
− 2x−yx+ǫ 1
1− (2x−y)x(x+ǫ)2
x
x+ǫ
)
,
adopting the notation used in [57]. The first CSP-condition (Eq. (3.29) in [57] with q = 1) then reads
B1(1)(x, η0(x))
(
X(x, η1(x))
Y (x, η1(x))
)
= 0,
giving the first improved slow manifold approximation y = η1(x):
η1(x) =
x2
(
ǫ2 + 4xǫ+ 2x2
)
ǫ3 + 3ǫ2x+ 5x2ǫ+ 2x3
= x−
1
2
ǫ+O(ǫ2).
Note again that this η1 is the same as the one in (8.6) obtained from the SO-method. This is not true at the
following step cf. Fig. 8.1. To approximate the fiber directions, and finish the first step of the CSP method,
we then plug y = η1(x) into the first column of A(1):
v =
(
− xx+ǫ
1− (2x−η
1(x))x
(x+ǫ)2
)
=
(
−1 + ǫx +O(ǫ
2)
3ǫ
2x +O(ǫ
2)
)
.
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According to Eq. (3.32) the span of this vector should approximate the tangent spaces to the fibers. It is
clearly not in agreement with the SOF-approximation (8.8). The error is O(1). An additional application
gives more lengthy expressions so we just present the final vector:
v =
(
− 12 −
3ǫ
8x0
1
2 +
ǫ
8x
)
+O(ǫ2),
whose span cf. Eq. (3.32) approximates the tangent spaces. The error has now been pushed to order O(ǫ)
in agreement with the theory of the CSP method. The next approximation gives an error of order O(ǫ2) and
so on. See also Fig. 8.3 where we using Maple have compared the order n of the error for the CSP vectors
(◦) and the SOF vectors (×) for the first four applications. Here order n is understood as the error being
O(ǫn). This example therefore demonstrates a slower convergence of the fiber approximations for the CSP
method (lagging two orders behind) when compared to the approximations obtained from our SOF method.
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Figure 8.3. The order n of the error, meaning that the remainder is O(ǫn), for the approximation of the fibers using the
CSP method (◦) and the SOF method (×) for the first four iterations. In this example, the order for the CSP approximation
is two less than the SOF approximation for a given iteration.
9. Conclusion. In this paper we developed a new method, the SOF method, as an extension of the
method of straightening out (SO method) so that it can also be used to approximate fiber directions. The
method is based on normal form computations. After having approximated the slow manifold using the
SO method, the extended method constructs a transformation of the slow variables as a product of a finite
sequence of transformations, each obtained as the solution of a linear equation, so that the slow dynamics
becomes almost independent of the fast variable to linear order. See Theorem 4.1. The extended method
preserves the unique properties of the SO method such as: (i) It approximates exponentially well. (ii) The
method can be written only in terms of the vector-field and its Jacobian matrix, making it suitable for
numerical implementation. (iii) No smoothness in ǫ is required. (iv) The approximations improves near
equilibria. Neither naive asymptotic expansions, the ILDM method, the CSP method nor the ZDP method
possess all of the properties. In particular, the O(ǫn)-estimates from the analysis of the CSP and ZDP
methods have not yet been improved to exponential ones. Perhaps more importantly, if you were to write
out the equations describing the nth step of the CSP and ZDP methods they would involve derivatives up to
order n. Our method was successfully applied to two classical examples: the Michaelis-Menten-Henri model
and the Lindemann mechanism. The latter demonstrated the use of the method for a system in non-standard
slow-fast form. In this example the SOF method gave more accurate approximations of the fiber directions
when compared with the approximations obtained using the CSP method. The approach was also extended
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further in Theorem 7.1 so that it can be used to approximate, again exponentially well, the curvature of the
fibers. This result holds true even when the slow manifold is of saddle type. In the saddle case, we only
require that it is not neutral in the sense that there does not exist a contraction and an expansion rate of
equal magnitude.
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