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Non-Technical Summary
During past decades, services gained more and more importance as inputs into the production process of firms, not only in service sectors, but also in manufacturing industries.
Additionally, firms nowadays increasingly rely on external service vendors (either based locally or abroad) which provide them with the requested services. This paper concentrates on business process outsourcing (BPO), i.e., the contracting of operations and responsibilities of a specific business (service) function (or process) to a third-party service provider.
Specifically, the attempt of the paper is to evaluate the impact of business process outsourcing on the outsourcing firms.
The reasons for firms to rely on external service providers are manifold. One main objective is to focus on the core activities. Firms therefore source out all (or at least parts) of their non-core activities which frees management capacity that can be deployed for a further development of the core business. Furthermore, external vendors employ specialised and qualified experts. Outsourcing brings this knowledge into the outsourcing firms. This can result in higher quality services and increased efficiencies. Last, because of economies of scale, external vendors are able to offer their services at lower costs compared to internally provided services. With this consideration in mind, the purpose of this paper is to find out whether or not BPO improves the productivity of the outsourcing firms. 
Introduction
Outsourcing has become increasingly important during the last years and Grossman and Helpman (2005, p. 135) even state that "we live in an age of outsourcing". According to them, firms subcontract "an ever expanding set of activities, ranging from product design to assembly, from research and development to marketing, distribution and after-sales services". The aim of this paper is to analyse the productivity effects of business process outsourcing (BPO), using German firm-level panel data. The overall importance of services as an input into the production process of firms is undisputed. Firms can choose between two different forms of acquiring those inputs: they can produce services themselves or they can subcontract these services to external service providers. 1 Figure 1 reflects the growing importance of external inputs from the corporate service sector 2 at the total production value in Germany between 1995 and 2006 (the latest point in time for which information from input-output tables is available from the German Statistical Office). The share of those intermediate inputs rose from 6.07 percent in 1995 to 7.33 percent in 2006 which accumulates in a total increase of almost 21 percent. Although the increase in percentage point terms seems rather moderate, the absolute numbers are quite substantial. For 1995, the absolute sum of inputs from the corporate service sector amounted to 196 billion Euros and until 2006, this value rose to about 325 billion Euros. 3 The share of imports is represented by the distance between the straight and the dashed line in Figure 1 . As can be easily verified, this share is only small but has been continuously rising during the last years. 4 To shed some more light on this figures, I divided the total economy into manufacturing and service industries. The results are presented in Figure 2 and 3. The 1 Sometimes, firms, especially larger ones and those with several subsidiaries, found their own service division which then provides services to all the other parts of the group. Sometimes those service divisions also begin to offer their service to other (external) companies.
2 The corporate service sector comprises firms belonging to the sectors computer and related activities (NACE 72), research and development (NACE 73) and other business activities (NACE 74). Of course this is a very broad definition if one is focussing on business process outsourcing. Eurostat, for example counts to the so called business service sector all firms belonging to NACE 72 and NACE 74.1 to 74.5. Because information from the input-output tables is only available on a two digit level, I decided to choose a wider definition.
3 Note that these are nominal values and therefore are not deflated.
4 In 2006, the share of imports from the corporate service sector amounted to 26 billion Euros or 7.8 percent of the total inputs from this sector.
increase in manufacturing is not as pronounced compared to the service industry. Whereas in the first one, the share of intermediate inputs from the corporate service sector rose by about 9 percent, the later one shows an increase between 1995 and 2006 of more than 22 percent. Consequently, the increase in business service outsourcing is predominantly driven by a boost in demand for such services in the service sector. Additionally, we can observe that in the service industry, the share of imports (indicated as the difference between the straight line and the dashed line) is substantially higher.
In the same time period, the share of value added in the corporate service sector of total value added in Germany rose from 9.0 percent almost continuously to 11.7 percent as displayed in Figure 4 . This amounts to an increase of almost 30 percent. Correspondingly, also the share of employees working in the corporate service sector grew significantly. In 1995, the corporate service sector accounted for a share of 7.4 percent of total employment.
This share rose by 66 percent to 12.3 percent until 2006. Altogether, this information points to a simultaneous growth of the corporate service sector as demand for the services provided by this sector from the rest of the economy (as shown above) increased. This growth is required, since only a small fraction of corporate services is imported.
The above mentioned figures illustrate the growing importance of external service provision for the German economy. However, why should firms resort to external providers and give away decision power and (maybe) flexibility? The reasons for firms to rely on external service providers are manifold. One central argument often given by firms for their involvement in outsourcing of services is their wish to focus on their core activities. In a representative survey conducted by the Centre of European Economic Research (ZEW), more than 82 percent of the outsourcing firms mention this argument as the main driver for subcontracting business processes. 5 They therefore source out all (or at least parts)
of their non-core activities (Gilley and Rasheed, 2000; Merino and Rodríguez Rodríguez, 2007) . The purpose of this paper is to find out whether firms outsourcing business processes achieve advantages in terms of productivity increases. Employing external service vendors for their non-core processes may allow firms to spend more time dealing with their 5 Cost reduction and process optimisation only follow in second and third place with 59 percent and 51 percent, respectively.
'real' business. A Cobb-Douglas production function is used as analytical framework. For the empirical analysis, a comprehensive panel survey conducted in the German manufacturing and service industries between 2000 and 2007 by the ZEW is employed. In order to take account of unobserved firm heterogeneity, measurement errors in the variables and simultaneity of inputs and output, different estimation techniques are applied, among them Olley and Pakes' (1996) approach and a system-GMM estimation technique (Arellano and Bover, 1995; Blundell and Bond, 1998) . The results (over all estimation procedures) clearly show a positive and significant impact of business process outsourcing on firm-level productivity. According to the preferred system-GMM estimation results, the engagement in BPO has a positive effect of approximately 9 percent.
The remainder of the paper is structured as follows: Section 2 gives a definition of business process outsourcing and develops the main hypothesis. Furthermore, an empirical literature review focussing on business process outsourcing and productivity research is presented. Section 3 introduces the estimation procedures. In Section 4, the dataset and the applied transformation steps are presented. Section 5 discusses the estimation results and makes some robustness checks. Section 6 concludes.
Background Information
Business process outsourcing is a broad term referring to subcontracting in all fields of economic activity of the firm. According to the International Data Corporation (IDC), one of the leading market research and analysis enterprises specialising in information technology, BPO involves the transfer of management and execution of one or more complete business processes or entire business functions to an external service provider. The BPO vendor is part of the decision-making structure surrounding the outsourced process or functional area, and performance metrics are primarily tied to customer service and strategic business value. Strategic business value is recognised through results such as increased productivity, new business opportunities, new revenue generation, cost reduction, business transformation, and/or the improvement of shareholders' value. According to this definition, there are three main characteristics distinguishing BPO from other types of outsourcing. First, a certain amount of risk is transferred to the vendor which runs the process on behalf of the outsourcer. This means that the outsourcing provider not only takes over administrative responsibility for a technical function, but also assumes strategic responsibility for the execution of a complete, business-critical function. This additional step can introduce new efficiencies and cost savings for the outsourcing firm, while it also enables the service provider to deliver important strategic benefits to the customer. Second, the business connection between firm and subcontractor is individual, so that the external provision of low-level services (e.g. janitorial, security or cleaning services) is not categorised as BPO. Last, the service provider is actively involved in the long term strategic and operational success of the outsourcing firm. Typically, BPO comprises services from the area of finance and accounting, human resource management, procurement, logistic, customer care, programming and IT-infrastructure. Since all those services rely heavily on information and communication technology, BPO is sometimes also categorised as an information technology enabled service (ITES).
An important fact of business process outsourcing is its ability to free corporate executives from some of their day-to-day process management responsibilities, which is taken over by the service provider for the outsourced services. Executives usually spend most of their time managing everyday business and only some time on formulating strategies for a successful advancement of the company. This may look quite different when certain business processes are outsourced. Once a process is successfully outsourced, the time spending ratio can be easily reversed and more time is left to explore new revenue areas, accelerate other projects and focus on customers, i.e. to concentrate on the core competencies of the firm. This may improve efficiency and firm productivity. Additionally, outsourced services are carried out by highly specialised and qualified experts in the vendor company. Those experts bring with them increased productivity and years of experience that the vast majority of outsourcing firms previously did not have access to or could not afford on their own. This leads to qualitatively better services and a faster adoption of well-defined business processes. A last important point in favour of BPO is the cost advantage associated to service outsourcing.
As already mentioned, BPO vendors are highly specialised on the service product they offer. Usually, some parts of a outsourced business service are standard for a vast majority of the BPO providers' customers. This implies economies of scale and results in lower cost (compared to in-house production of the outsourcer) at least in the long run, when the cost for search and contracting and initial coordination problems are incorporated.
As already stated above, BPO is sometimes also categorised as an information technology enabled service. The undoubtable increasing importance of information and communication technologies (ICT), especially the usage of computers and intra and internet network connections, has also revolutionised the provision of services. Even more important, a broad variety of new services has been developed because of the possibilities offered by new and fast developing ICTs. Therefore, the vast majority of business processes today rely in some way on information and communication technologies. In addition, the operation of a firm's ICT infrastructure itself can be interpreted as a business process.
Various authors have analysed the determinants of ICT/IT outsourcing and offshoring, for instance Loh and Venkatraman (1992) as well as Barthélemy and Geyer (2001; . Further research was devoted to the outsourcing firms' performance, basically trying to identify (labour) productivity effects of IT outsourcing. Maliranta et al. (2008) thereby find out that IT outsourcing enhances an organisation's IT use and thus boosts its labour productivity. In contrast, Bertschek and Müller (2006) cannot find any significant differences in key variables between outsourcing and non-IT outsourcing firms. They even find that firms without IT outsourcing produce more efficiently than those involved in IT outsourcing. Ohnemus (2007) in turn finds the opposite. He shows that IT outsourcing firms are more efficient in their production processes. Furthermore, he finds that employees working at a computerised workplace are more productive in IT outsourcing firms. Besides the empirical literature dealing with IT outsourcing, there is also a variety of theoretical papers, for a comprehensive overview see Dibbern et al. (2004) . 6 6 In their literature overview, Dibbern et al. (2004) analyse 84 papers published between 1992 and 2000. They find that most of the studies focus on Transaction Cost Theory, Agency Theory or Strategic Management Theory as a reference framework to explain IT outsourcing.
Regarding the determinants of service outsourcing, Abraham and Taylor (1993) constitute the beginning of this strand of empirical literature. 7 They find that outsourcing is driven by the size of the firm, the cost reduction argument (through economies of scale by the vendor) and the susceptibility to demand fluctuation. However, these arguments are not universally valid for all services. Girma and Görg (2004) state the importance of the nationality of a firm's ownership for service outsourcing abroad, where foreign-owned firms are more inclined to outsourcing. Spatial agglomeration is introduced by Antonietti and Cainelli (2008) . They find that location within a dense and technologically developed industrial district has a positive effect on service outsourcing, mainly due to the geographic proximity to service providers. A similar result was found by Ono (2003) . The probability of outsourcing advertising, bookkeeping and accounting, and legal services is higher the greater the size of the local market for those services. This underlines that although the outsourcing of service can by now be easily undertaken over very long distances, due to the digitisation of business processes, outsourcing firms still prefer close (personal) contact to their service providers. The contribution of Merino and Rodríguez Rodríguez (2007) highlights the importance of looking at different outsourced services specifically, since coefficients of explanatory variables differ (in size, sign and significance) tremendously. Information and communication technology plays also a crucial role in explaining service outsourcing. A positive relationship between service outsourcing (in detail: communications, accounting and bookkeeping, and software services) and the IT intensity of firms is stated by Bartel et al. (2006) . They argue that the cost of outsourcing is the price of the service plus an adjustment cost specific to the firm. The higher the IT content of the firm's production technology, the lower the adjustment costs and the more likely it is to outsource. The reason is that new information technologies are relatively intensive in their requirement of general skills, i.e. skills that can be easily transferred across firms and sectors. The IT content of both the services and the production technology at the using firms generates a technological compatibility between the firm's use of its own technology and its ability to use others' technologies. Abramovsky and Griffith (2006) focus on the capability of ICT to reduce adjustment costs of outsourcing. Consequently, ICT-intensive firms purchase more services on the market. Furthermore, transaction costs are also reduced by ICT which allows a greater geographical distance between the outsourcing firm and its service provider.
The literature with a specific BPO focus is still scarce, although in recent years, efforts are made to cover this topic more thoroughly. Willcocks et al. (2004) , for example, stress the knowledge potential inherit in (IT-intensive) business process outsourcing, which is the premise for the dramatic growth of BPO since 2001. Indeed, also the data I use in this paper show a high increase in BPO starting in the year 2000, as stated in Figure 6 . The paper by Sen and Shiel (2006) goes even further by looking at the transformation from business process outsourcing to knowledge process outsourcing, a variation/specialisation of the first one mentioned. How to control business process outsourcing relationships is discussed in Daityari et al. (2008) . They assume an increasing trend in BPO, especially to obtain information and expert knowledge. For a successful partnership between the BPO client and service firm, the arrangement of well defined control functions is essential, especially when the outsourcing partners are located in different regions of the world. Lesher and Nordås (2006) analyse the role of business services by a cross-country comparison of selected OECD (and non-OECD) countries, referring to data provided by input-output tables. The results suggest that access to a wider variety of business services improves productivity in manufacturing. Additionally, economies profit from offshoring in business services because of lower costs and a greater variety offered. In their firm-level study of internal and external R&D provision (which is s special kind of business service) on labour productivity, Lokshin et al. (2008) find complementarity between internal and external R&D, with a positive impact of external R&D only evident in case of sufficient internal R&D, however, they can also show that productivity is increasing in the share of external R&D in total R&D. As R&D is somehow special in the list of potential business processes, this result nevertheless highlights the importance of an appropriate information exchange between outsourcing and service providing firm. Hölzl et al. (2007) examine the short-and long run implications of outsourcing. They find that outsourcing of knowledge intensive business services has in the short run a positive effect on productivity. This, however, reverses in the long run, because the potential for organisational innovation is reduced by outsourcing which places them beyond the control of the firms' management. 8
As empirical evidence on the link between business process outsourcing and productivity is limited, and hence a reason to conduct the analysis in this paper to fill the gap, I will concentrate in the following on the much broader service outsourcing literature. Moreover, a vast majority of authors is concentrating on service offshoring (outsourcing to a service provider abroad), driven by the cost advantage argument associated with offshoring to low wage countries (like India or eastern European countries).
While most of the empirical literature analysing the relationship between outsourcing (and especially offshoring) and performance is focussing on purchased materials, 9 the service outsourcing strand is still scant. 10 On the industry level, one of the earliest contribution was made by Siegel and Griliches (1992) . They constitute that measured productivity increases in US-manufacturing cannot be attributed to increases in purchased services or foreign outsourcing for the late 1970s and early 1980s. In contrast, ten Raa and Wolff (2001) state that outsourcing of services was partly responsible for the recovery in TFP growth in US-manufacturing during the 1980s. In their opinion, manufacturing industries have been successful at externalising the slow productivity growth service activities. Amiti and Wei (2005) look at service offshoring and find that although media and politics raise a lot of attention about this topic, mainly because of the associated job loose of highly qualified employees in industrialised countries, service offshoring in the US and in most other countries is still very low. In a related paper, they analyse the effect of service and material offshoring on productivity in US-manufacturing between 1992 and 2000 and find positive effects on productivity (Amiti and Wei, 2009 ). While material offshoring accounts for 5 percent of labour productivity growth, service offshoring accounts for around 10 percent. Görg and Hanley (2004) analyse the relationship between outsourcing and 8 There is also some literature analysing the developments in the (business) service sector. Here, the most important contributions were made by Fixler and Siegel (1999) and Sako (2006) .
9 Some newer studies that do not specifically distinguish between material and service outsourcing/offshoring or focus completely on materials are presented by Tomiura (2005; 10 Heshmati (2003), Olsen (2006) and Jiang and Qureshi (2006) provide surveys on this topic. profitability at the firm-level, using data for the electronics sector in Ireland. Large firms clearly benefit from material outsourcing (as opposed to smaller firms), but there are no clear cut results for service outsourcing. These results basically apply also when looking at international outsourcing (offshoring) and productivity (Görg and Hanley, 2005) . Positive effects from offshoring of services on productivity in Irish manufacturing data are found by Görg et al. (2008) , but only if the firm is operating on the export market. For nonexporting firms, no statistically significant impact of international outsourcing of services on productivity can be detected.
To summarise, the results of the existing empirical literature on the interdependence between outsourcing and productivity are very diverse. Especially literature on the effects of business process outsourcing and productivity is still missing. By conducting the following analysis, I try to close this gap.
Analytical Framework
In order to investigate the impact of business process outsourcing on output at the firmlevel, I refer to a Cobb-Douglas production function framework:
where Y it denotes the output of firm i at time t, L it and K it represent labour and capital input, and A it represents multi-factor productivity. BP O it indicates if firm i is outsourcing business processes in period t. The logarithm of multi-factor productivity log(A it ) is decomposed into a common scale parameter c, a firm-specific (quasi) fixed part η i , reflecting firm-specific characteristics that do not (considerably) vary in the short run, like firm strategy, organisational capital or management ability, a time-variant industry-specific part λ j(i),t , 11 and a time-variant firm specific residual it :
After taking logarithms on both sides of Equation 1 and inserting Equation 2, one can rewrite the empirical model in the following way:
where small letters denote the corresponding logarithmic value of output, labour and capital. The residual it comprises measurement errors, m it , and firm-specific productivity shocks, µ it , such that it = m it + µ it . In this analysis, both m it and µ it are assumed to be serially uncorrelated and only their sum it is considered. The industry time-variant part λ j(i),t captures variations in productivity that are specific to a particular industry and that are left unexplained by the input variables. In this sense, λ j(i),t helps to ensure that outputs of firms are more readily comparable across industries. In particular, demand fluctuations induced by industry-specific business cycles may lead to variations in factor utilisation that are similar across firms of one industry. The resulting industry-specific changes of productivity are then captured by λ j(i),t . While the industry-specific component λ j(i),t will be controlled for by including time-variant industry dummies, distorting effects from unobserved η i and it will be addressed by econometric techniques. I account for the fact that both η i and it may be correlated with the inputs if, for example, firms with a good management (i.e. a high η i ) are both more productive and more inclined to make use of capital input, or if a demand shock (high it ) raises both, productivity as well as investment.
Several different empirical models are utilised to end up with consistent estimates of Equation 3. As a starting point, I choose a simple pooled OLS estimation. Unfortunately, the simultaneity of inputs and outputs and measurement errors in the variables may induce 11 With j(i) denoting the industry j that firm i is operating in.
substantial biased coefficients in this case. 12 To avoid potential correlation between unobserved firm specific fixed-effects (which sum up in the error term of the OLS estimation) and factor input choices, a fixed-effects estimation procedure (which uses only the variation within firms) would be an alternative, if panel data is available. One drawback, moreover, is that the nature of the fixed-effects estimator does not allow the estimation of timeinvariant variables since it disregards the between variance in the data. 13 Additionally, fixed-effects models are very inefficient in estimating the effect of variables that have very little within variance, i.e. variables that change only rarely over time. For the analysis conducted in this paper, this seems to be a problem since the indicator variable denoting if a firm is active in BPO is only rarely time-variant. 14 To deal with this problem, I refer to the fixed-effects vector decomposition model developed by Plümper and Troeger (2007) . 15 Another approach to account for the simultaneity issue in production function estimation is presented by Olley and Pakes (1996) . They introduce a semi-parametric method that allows to estimate the production function parameters consistently. The Olley-Pakes estimator solves the simultaneity issue by using the firm's investment decision to proxy unobserved productivity shocks.
The endogeneity of the explanatory variables can also be removed by an instrumental variable regression. In this respect, it is convenient to use GMM estimations with internal instruments, i.e. other moments of the same variable (see for an application to production function Hempell, 2006) . More precisely, the first differences of the explanatory variables are instrumented here by the levels of the lagged variables. The prediction power of the 12 The simultaneity problem in a production function framework arises when contemporaneous correlation between the input factors and the error term exists. It can arise when the choice of inputs responds to shocks. This simultaneity problem violates the OLS assumptions for unbiased and consistent estimates.
13 Hausman and Taylor (1981) show one way to deal with this problem by developing their so called Hausman-Taylor estimator, which became increasingly popular in recent years. More details about the assumptions of this estimator can be found in Wooldridge (2002) .
14 Additionally, two other variables I include in the empirical specification (the share of employees with a university degree and the share of employees working predominantly at a computerised workplace) change only slightly over the observed time span, which can be seen in Tables 7 and 1. 15 The fixed-effects vector decomposition model is a three step procedure, where in the first step, a fixedeffects model is estimated to obtain the unit effects. The second step breaks down the unit effects into a part explained by the time-invariant and/or rarely changing variables and an error term, and the third stage re-estimates the first stage by pooled OLS including the time-invariant variables plus the error term of step two, which then accounts for the unexplained part of the unit effects.
internal instruments could be small, however, given the only minor changes in some of the variables (e.g. number of employees) from one year to another. That could evoke biases in the GMM estimator in first differences (Blundell and Bond, 1998) . Therefore, I prefer the so-called System-GMM estimator of Arellano and Bover (1995) . Here, the differences are instrumented again with lagged levels as internal instruments. The levels of the covariates are simultaneously instrumented by adequate lagged differences. The main advantage of this approach is that besides the temporary differences, differences among firms in levels are also taken account of in the estimation. That improves the information used for identifying the effect and usually enhances the precision of the estimator. A necessary condition for the System-GMM estimator is that the correlations between the unobserved fixed effects and the covariates remain constant over time (Arellano and Bover, 1995) .
Data and Empirical Implementation
The firm-level data used for the empirical analysis are taken from a survey conducted In order to conduct meaningful production function estimations, some of the available variables have to be transformed using external data sources. In the following, I will illustrate how these external data sources are used for transformation. As an output variable, the value of total sales is available from the ZEW ICT-survey. 18 For these calculations I used Table 81000-0103 and Table 81000 -0101 from the German Statistical Office.
19 If Zit and Yit are sales and value added of firm i in period t, and if Z j(i),t and Y j(i),t are sales and value added aggregated over all firms of the same industry j(i) that firm i is operating in, then the unknown value added of firm i is approximated by Yit Zit · Y j(i),t /Z j(i),t .
for firms with missing values by multiplying the total number of employees with industry and year specific median investment intensities (investment per employee) obtained from the full survey sample (full cross section) in each specific survey year. Additionally, for firms reporting zero investments, the value is replaced by the employee and year weighted ten percent quantile of the full survey sample. To justify this procedure, I am assuming that firms that report an investment value of zero have at least little investments undertaken but this value is low and is approximated by zero. 21 In order to construct a capital stock from investment data, I use official producer price deflators for investment goods to deflate the investments of firm i. Given the deflated investments for capital, I apply the perpetual inventory method with constant, geometric depreciation to construct the capital stock. Accordingly, the capital stock K it of firm i in period t results from investment I it in the following way:
with δ j(i) denoting the industry-specific depreciation rates of capital stocks for firm i. 22
Since no information is available on the initial level of capital stock for each firm, I proxy 21 For the restricted sample (see page 4), 465 missing and 107 zero investment values are replaced.
22 I calculated the depreciation rates δ j(i) by industries as the shares of capital consumption in net fixed assets evaluated at replacement prices (time series 81000-0107 and 81000-0117 of the German Statistical Office). The unweighted mean over all industries amounts to 4.8 percent with a maximum of 16.6 percent in NACE 71 (renting of machinery and equipment) and a minimum of 2.3 percent in NACE 70 (real estate). 24 Alternatively, one could construct initial capital stocks employing the method proposed by Hall and Mairesse (1995) . Under the assumption that investment expenditures on capital goods have grown at a similar, constant average rate g in the past in all firms, and the initial value of investment for firm i, Ii,1, is replaced by the average of the observed values of investment such that Ii,1
Iit, Equation 4 can be rewritten for period t = 1 (1999) by backward substitution in the following way:
For two reasons I rely rather on using weighted industry specific capital stocks for the initial period. First, since the employed panel is short in time dimension, investment outliers will significantly influence the initial capital stock calculation. Second, in order to derive the initial capital stocks out of investment data, assumptions about the pre-period growth rate g of investments have to be made. This figure could at best only be approximated by an economy wide (and not by an industry specific) growth rate.
have been observed in the year 2007. The full sample then comprises 5 980 observations referring to 2 856 firms. In order to apply System-GMM estimations, I need at least three consecutive observations per firm. Therefore, I consider for the restricted sample only firms with a minimum of three observations (2007, 2004 and 2002) and additionally, if available, the firm observation in 2000. The resulting restricted sample consists of 678 firms with a total of 2 297 observations. Descriptive statistics for the full and the restricted sample can be found in Table 7 and Table 1 , respectively. For each survey year, the mean and the median value of inputs and outputs are presented. 25 In the following, I will concentrate on the restricted sample in Table 1 . Besides sales and value added on the output side and employees and capital as inputs to the production process, the table reports the share of highly qualified employees with at least an university degree and the share of employees working predominantly at a computerised workplace. Both variables are additionally used on the input side to control for labour heterogeneity (share university) and information technology intensity of the firm (share computer employees). Table 2 give information about the number of observations in the restricted sample, and the division of those observations between business process outsourcing and non-outsourcing firms. The biggest group of observations in the restricted sample stems from the metal and machine construction industry with 13.4 percent as indicated by Table   3 . Wholesale trade contributes the smallest share of observations with 4.2 percent (or 99 observations) to the restricted sample. 27 The second part of Table 3 Table 4 shows again descriptive statistics of labour productivity (value added per employee), separately for firms involved in BPO and firms not involved in BPO, followed by a t-test of mean log labour productivity between BPO and non-BPO firms. As I already 27 For a detailed description and composition of the sectors included in the survey, see Table 10 . 28 The spike in 2000 might be caused by rounding of the interviewee when he was not sure in which year his company exactly started to outsource. This fact can also be observed in other full decade years like 1990 or 1980.
mentioned earlier, the mean of labour productivity in the first three waves is always higher in the outsourcing case. For the last wave, the opposite is true. Looking at the mean of the logarithmised values for both groups of firms, mean value added per employee is in every year higher for the outsourcing firms. t-tests confirm that this difference is highly significant in all years exept the first one, as can be recognised in the bottom part of Table   4 . This gives a first hint that business process outsourcing constitutes somehow positive productivity differences between outsourcing and non-outsourcing firms.
One final note remains on the issue of endogeneity of BPO. It might be the case that there is self-selection of firms into BPO, so that already successful firms are more inclined to BPO and 2006, no significant difference can be observed, with a mean value for non-outsourcing firms even larger than for BPO firms. Moving one column to the right in Table 5 gives the p-value of the overall Kolmogorov-Smirnov test of equal distribution. For this test only the distribution for log labour productivity in 2003 is significantly different for BPO and non-BPO firms, in all the other years, equal distributions cannot be rejected on all 29 Thereby, I am assuming that starting with BPO in the year labour productivity is observed does not have an impact on the same. This is a plausible assumption, since it needs some time productivity effects from BPO are actually incorporated due to initial starting problems and adjustment efforts which have to be made.
conventional significance levels. Although the results are not as clear cut as desired, they still give some support for the exogeneity assumption of BPO.
Empirical Results
This section presents the estimation results achieved by using different (panel) estimation techniques already mentioned in Section 3 to end up with a reliable and consistent estimate of the impact associated to business process outsourcing on productivity.
In Table 6 , the estimation results for the restricted sample are reported, using four different as can be seen in column 2. According to this pooled OLS regression, there is indeed a positive productivity effect for the firms outsourcing business services. This involvement in 30 Note that a one percentage point increase corresponds to a 5.1 percent increase of the share of employees with a university degree and a 2.2 percent increase of the share of employees working at a computerised workplace each evaluated at the overall mean value.
the external provision of business services shows an effect of approximately 18.28 percent. 31
Additionally, the coefficient for the dummy variable indicating if a firm is located in East
Germany is significantly negative, reflecting lower productivity in East Germany. Since the pooled OLS estimates are possibly biased because observations of the same firm in different years are considered as independent and unobserved heterogeneity cannot be taken into account, these specifications are basically used as a reference point to compare the outcomes with more appropriate estimation techniques which I will present in the following.
The third and fourth column of Table 6 contain the results of a fixed-effects vector decomposition estimation as proposed by Plümper and Troeger (2007) . 32 The coefficients on all variables are strikingly different compared to the corresponding results for the pooled OLS regressions. The coefficients for labour and capital, albeit highly significant, are only half as large as in the OLS case, needless to say that a constant return to scale assumption in the input factors labour and capital is rejected. The university and the computer employment share also show a reduced magnitude, but with 0.431 and 0.509 (in the specification with BPO), those lie in the range of the equivalent OLS specification. With 0.401, the highly significant coefficient of the BPO Dummy is completing those considerably different results. Fixed-effects estimation requires the assumption that the unobserved input or productivity of firm i is constant across time. This assumption might be violated by the time span of 7 years regarded in this analysis.
Olley and Pakes (1996) (OP) suggest a different approach. Rather than allowing for timeconstant firm heterogeneity, they show that investment can be used as a proxy variable for unobserved, time-varying productivity. Specifically, productivity can be expressed as an unknown function of capital and investment (when investment is strictly positive). As opposed to the original OP estimator, I do not control for firm-exit, since information about that is not available. The results are presented in columns 5 and 6 of Table 6 . 33 Comparing the coefficients for capital and labour with the results achieved by pooled OLS, we see a 31 Note that (exp(0.1421) − 1)·100 = 15.27 percent.
32 The Stata estimation command xtfevd, provided by Plümper and Troeger, is used.
33 The regressions are performed using the additional opreg command in Stata provided by Yasar et al. (2008) .
slight decrease in both coefficients (for the specification with as well as for the specification without BPO). In contrast, the share of university employees is slightly higher in the OP regressions, whereas the share of computer employees remains almost unchanged. Turning the focus to the variable of main interest in this analysis, the BPO indicator, we observe a coefficient which is smaller and less significant than in the pooled OLS regression and which amounts to 0.136. Recalculation of the effect on value added results on average in a 14.56 percent higher outcome for outsourcing firms.
The endogeneity problem of labour and capital is further addressed in the system-GMM regressions. 34 Here, the lagged endogenous variables are used as instruments. Labour and capital are regarded as endogenous variables, the dummies for industry, time, and the location of the firm (East or West Germany) are assumed to be exogenous. Besides that, the BPO dummy variable is assumed to be exogenous. System-GMM estimation results are presented in the last two columns of Table 6 , where as usual, a basic production function without the BPO-'input' variable is reported first. The results for the labour and capital inputs are again significant. While labour is significant at the one percent level, the significance of capital is somewhat lower. In absolute terms, we observe in the System-GMM specification the highest output elasticity with respect to labour over all specifications under consideration. With 0.889 (in the BPO specification) the elasticity lies 13.7 percent higher than in the OP case and 7.9 percent higher compared with the OLS result. The opposite is true for the capital coefficient with regard to the OP results.
In System-GMM, the capital coefficient is lower and amounts to about the value achieved by pooled OLS with 0.199 (again in the BPO specification). While the coefficient for the share of university employees remains in the broad range of the previous results, the value for the share of computer employees falls to 0.388, which is significantly below the previously achieved values. The inclusion of the BPO indicator in column 8 shows a positive and significant effect, albeit also smaller in economic terms than previous regression 34 The estimations are carried out using the additional xtabond2 command in Stata (Roodman, 2009 ). I applied the available two-step estimation variant which is asymptotically more efficient than the onestep alternative. Unfortunately, the reported two-step standard errors tend to be severely downward biased (Arellano and Bond, 1991; Blundell and Bond, 1998) . To resolve this problem, Windmeijer's adjustment process for variances is additionally incorporated (Windmeijer, 2005) . This method helps to make the two-step system-GMM estimation more efficient than the one-step estimation.
results suggested. The estimated coefficient of 0.086 results in a productivity increase of around 9.0 percent. In both System-GMM specifications, the Hansen test of overidentifying restrictions does not reject the joint validity of the instruments used at any conventional significance level. 35 The AR(1) and AR(2) tests reported at the bottom of column 7
and 8 are the Arellano-Bond test for autocorrelation. It has a null hypothesis of no autocorrelation and is applied to the differenced residuals. 36 There is significant first order correlation (of the first differenced residuals) and no second order correlation at the usual significance levels. This result further indicates the validity of the applied instruments.
To make some robustness checks of the results achieved so far, I am repeating the regressions just presented by using the full data sample as described in Section 4. 37 Summary statistics for the full sample are shown in Table 7 and the estimation results are reported in Table 8 . Compared to the restricted sample, the number of total observations increased almost twice and the number of firms comprised by these observations increased more than four times. For the labour and capital input coefficients, this increase seems to have no great effects. Only the capital elasticity in the fixed-effects estimation decreases to an unreliable but still significant value of 0.01. In the pooled OLS and the Olley-Pakes regressions, the elasticities of the share of university and computer employees reduces sometimes substantially, but still all coefficients are highly significant. Let us turn to the BPO results.
In all three regressions, the outcome for BPO is positive and highly significant but higher compared to the restricted sample. 38 It seems that although estimation results are quite similar, the restricted sample tends to underestimate the effect of BPO.
To assure that the results from the restricted sample are not driven by a specific industry, a further check is undertaken. Therefore, the System-GMM estimation is run by excluding each industry separately. Table 9 presents the results thereof, where only the BPO coefficients are reported. None of the regressions shows an insignificant coefficient for BPO. In some cases (precision instruments industry and technical services), the significance of BPO in the System-GMM results is even raised. This assures that there is no specific industry effect which influences the results achieved.
Concluding Remarks
The existing empirical literature concerning the relationship between business process outsourcing and productivity is very scarce. Even more, the literature on the much broader field of service outsourcing gives a diverse picture concerning the performance effects of outsourcing. The aim of this paper is to close this gap by presenting a comprehensive analysis of the effects of BPO on firm-level productivity in Germany. Therefore, an augmented production function approach is used which takes account of firms' BPO activities. For the empirical analysis, four different estimation techniques are employed: a pooled OLS estimation, a fixed-effects vector decomposition estimation, an Olley and Pakes approach and a System-GMM estimation. The System-GMM approach is the preferred method by the author because of its comprehensive accountants of unobserved firm effects, measurement errors in the variables and simultaneity of inputs and output. The results show that business process outsourcing has a considerably positive and significant effect on firm-level productivity, which accounts on average for a 9 percent productivity increase for firms sourcing out business processes. Therefore, outsourcing business processes to external service providers seems to be a good choice. It allows the management of the firm to focus more on the core business of the company. Moreover, the qualified and experienced work of the external service provider and the possibly achieved cost savings finally result in an improved business performance.
There are some potential drawbacks of this study which need to be addressed and leave room for further research. First of all, the potential endogeneity of business process outsourcing is not finally resolved. Descriptive evidence shows that firms, before they start outsourcing, are not significantly different in terms of labour productivity. Nevertheless, it would be helpful to have an instrument to control for potential endogeneity in BPO.
Since the survey does not provide such an instrument, this aspect has to be left for further research. Second, since the vast majority of business process outsourcing took place after 2000, this study rather captures the short and midterm effects of BPO. It would be interesting to have further observations in the future to capture the long run effects, too. There are some authors arguing that outsourcing, especially of knowledge intensive processes, in the long run reduces the firm knowledge base significantly which then results in reduced performance. Clarification of this issue also has to be left for future research. Note: Dependent variable log value added. *,** and *** indicate significance at the 10%, 5% and 1% level respectively. Robust standard errors are reported in parentheses. For the autocorrelation tests (AR(1) and AR (2) Note: System-GMM estimation with dependent variable log value added. *,** and *** indicate significance at the 10%, 5% and 1% level respectively. Robust standard errors are reported in parentheses. For the autocorrelation tests (AR(1) and AR (2)) and the Hansen J -test p-values are reported. All regressions are specified according to Table 6 , column 8. Source: ZEW ICT-survey and own calculations. 
