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Abstract A data driven procedure is developed to compute the optimal map
between two conditional probabilities ρ(x|z1, ..., zL) and µ(y|z1, ..., zL) depend-
ing on a set of covariates zi. The procedure is tested on synthetic data from
the ACIC Data Analysis Challenge 2017 and it is applied to non uniform light-
ness transfer between images. Exactly solvable examples and simulations are
performed to highlight the differences with ordinary optimal transport.
Keywords Optimal transport, conditional average treatment effect, uncer-
tainty quantification, color transfer, image restoration.
1 Introduction
Optimal transport seeks the mass preserving map T between two probability
distributions that minimizes the expected value of a given cost function, the
transportation cost between a point and its image under T [8]. The minimal
cost defines a metric in the space of probability distributions, the Wasserstein
distance. Beyond providing a metric, the optimal map T itself has broad ap-
plicability, which this article extends through the development of conditional
optimal transport.
Consider as a specific example the evaluation of the effects of a long-term
medical treatment (alternatively of a habit, such as smoking or dieting). Opti-
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mal transport can be used to quantify the changes in probability distribution
of quantities that characterize the health state of a person (blood pressure,
blood sugar level, heart beat rate) in the two scenarios: with and without treat-
ment. Data typically consist of independent measurements of these quantities
in treated and untreated populations. Yet the distribution of these quantities
depends on many covariates beyond the presence or absence of treatment, such
as age, weight, sex, habits. Hence one seeks the effect of the treatment as a
function of these covariates.
Motivated by this and similar applications, this article develops a data
driven procedure to compute the optimal map T (x, z) between two conditional
probability densities ρ(x|z1, ..., zL) and µ(y|z1, ..., zL), with covariates zi. In the
example above, y = T (x, z) estimates the value y that the quantity of interest
would have under treatment if, without treatment, its value were x, under spe-
cific values of the covariates zl. The procedure is data driven, as it uses only
samples
{
xi, zi1, . . . , z
i
L
}
and
{
yi, zi1, . . . , z
i
L
}
from ρ and µ. Notice that we do
not seek a pairwise matching between
{
xi, zi1, . . . , z
i
L
}
and
{
yi, zi1, . . . , z
i
L
}
:
typically these two data sets do not even have the same cardinality. Instead,
we work under the hypothesis that these samples are drawn from smooth con-
ditional densities ρ(x|z) = ρ(x, z)/γx(z), µ(y|z) = µ(y, z)/γy(z) and covariate
distributions γx(z) and γy(z), and hence we seek a map y = T (x, z) that is a
smooth function of its arguments.
The need for conditional optimal transport is particularly apparent when
the distributions for the covariates z for the source and target distributions are
unbalanced, i.e. when γx and γy are different. Consider as a particularly telling
example a situation when the treatment has no effect, i.e. ρ(x|z) = µ(x|z), so
we should have y = x, yet γx 6= γy:
ρ(x|z) = µ(y|z) = N(z, 1), γx(z) = N(−1, 1), γy(z) = N(1, 1),
where N(a, b) denotes the 1d normal distribution with mean a and variance
b. Then
ρ(x) =
∫
ρ(x|z)γx(z) dz = N(−1, 2), µ(y) =
∫
µ(y|z)γy(z) dz = N(1, 2).
It follows that, if one would not look at the covariate z, one would infer in-
correctly that y = x+ 2, i.e. that the treatment does have a significant effect.
We will see in section 4.1 an instance of this phenomenon appearing in the
more complex setting of a biomedical application, where conditional transport
provides critical aid.
Conditional transport provides a very flexible toolbox for data analysis,
as the choice of which variables are conditioned to which others is left at the
discretion of the analyst. In anticipation of the application of this principle
to color transfer problems in section 4.2, we illustrate it here with a simple
example. Consider a covariate z ∼ N(0, 1) and two dependent variables x ∼
N(z, 1) and y ∼ N(−z, 1) (see Figure 1 for a sketch relative to this problem).
Since the marginals ρ(x) and µ(y) are identical, performing optimal transport
between them yields the identity map y = x, while conditioning to z yields
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y = x − 2z, effectively rotating the joint distribution ρ(x, z) clockwise, and
performing two dimensional transport between ρ(x, z) and µ(y, z) yields an
irrotational map [8]. Finally, if in a thought experiment we would identify x and
y and switch the roles of dependent and independent variables, conditioning
the transport in z-space to x, we would obtain z2 = z1−2x, effectively rotating
the joint distribution ρ(x, z) counter-clockwise.
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Fig. 1: Upper row: source (left) and target (right) distributions. Lower left:
optimal transport of x conditioned on z, the arrows indicate that the lower
left branch and the upper right branch of the source distribution are mapped
respectively to the upper left branch and the lower right branch of the target
distribution. Lower right: optimal transport of z conditioned on x, in this case
is the upper right branch of the source distribution to be mapped to the upper
left branch of the target distribution.
2 Conditional optimal transport
Conditional optimal transport between two conditional distributions ρ(x|z)
and µ(y|z) can be defined simply as the map T (x, z) that performs optimal
transport between them for each value of z:
∀z
minT (:,z)
∫
c(T (x, z), x)ρ(x|z)dx
T#ρ(: |z) = µ(: |z),
(1)
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where c(x, y) represents the cost of moving a unit of mass from x to y and
the symbol # indicates the push forward of probability measures, i.e. if x
has distribution ρ(x|z) then y = T (x, z) has distribution µ(y|z) = T#ρ(: |z).
Since T (:, z) decouples under different values of z, we can multiply the cost by
the distribution γx(z) of the covariates z in the source and integrate over z,
yielding minT (:,z)
∫
c(T (x, z), x) ρ(x, z) dxdz
∀z T#ρ(: |z) = µ(: |z),
(2)
where ρ(x|z) denotes the conditional and ρ(x, z) = ρ(x|z)γx(z) the joint dis-
tribution of x and z.
We need to reformulate this problem in a way that is implementable in
terms of samples
{
xi, zi
}
and
{
yj , zj
}
. As is stands in (2), two immediate
problems emerge: there are not enough samples for each value of z, typically
none or one for continuous covariates, to characterize the corresponding con-
ditional distributions, and it is not clear how to enforce or verify the push
forward condition. The first problem is at the very heart of the need for con-
ditional optimal transport: even though the objective functions for each value
of z decouple, one thinks of a commonality across z that makes samples from
each conditional distribution be informative on the others. In the case of con-
tinuous covariates z, this can be posed as a smoothness condition (in z) on
ρ(x|z).
In order to address the second problem, we interpret the push forward
condition in terms of relative entropy:
T#ρ(: |z) = µ(: |z) ⇐⇒ DKL(T#ρ(: |z), µ(: |z)) = 0,
where
DKL(ρ1(x|z)||ρ2(x|z)) =
∫
γ1(z)
∫
log
(
ρ1(x|z)
ρ2(x|z)
)
ρ1(x|z) dxdz
is the conditional Kullback-Leibler divergence between ρ1 and ρ2 ([1]). Since
this is non-negative, we can rewrite the problem in (2) as
min
T (:,z)
max
λ≥0
[∫
c(T (x, z), x)ρ(x, z) dxdz + λDKL(T#ρ(: |z), µ(: |z))
]
.
Instead of maximizing over λ, it will be convenient to fix a value of λ large
enough that the push forward condition can be considered satisfied for all
practical purposes (it is straightforward to prove that, as λ→∞ the solution
with fixed λ converges to the true minimax solution. In our implementation
below, λ grows at each step of the algorithm.) Then the problem above becomes
min
T
[∫
c(T (x, z), x)ρ(x, z) dxdz + λ DKL(T#ρ(: |z), µ(: |z))
]
, λ 1.
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For any ρ1(x, z) = γ1(z)ρ1(x|z) and ρ2(x, z) = γ2(z)ρ2(x|z), we have the
“chain rule” for the relative entropy ([1]),
DKL(ρ1(x|z)||ρ2(x|z)) = DKL(ρ1(x, z)||ρ2(x, z))−DKL(γ1(z)||γ2(z)).
Since the map T acts only on x, it has no effect the last term, so we can write
min
T
[∫
c(T (x, z), x)ρ(x, z) dxdz + λDKL(T#ρ(x, z), µ(x, z))
]
, λ 1.
This formulation improves over the one in (1) by consolidating an infinite set
of problems, one for every value of z, into a single one. Yet it is not clear
yet how to enforce the push forward condition in terms of samples, as the
definition of the relative entropy involves logarithms of ρ and µ. To address
this, we invoke a variational formulation of the relative entropy between two
distributions [2]:
DKL(ρ, µ) = max
g
[∫
g(x)ρ(x)dx− log
(∫
eg(x)µ(x) dx
)]
, (3)
which involves ρ and µ only in the calculation of the expected values of g and
eg, with a natural sample-based interpretation as empirical means. Then our
problem becomes
min
T
max
g
∫
c(T (x, z), x)dρ(x, z)+λ
[∫
g(T (x, z), z)dρ(x, z)− log
(∫
eg(y,z)dµ(y, z)
)]
(4)
or, in terms of samples,
min
T
max
g
[
1
n
∑
i
(
c(T (xi, zi), xi)ρ(xi, zi)+λg(T (xi, zi), zi)
)
−λ log
 1
m
∑
j
eg(yj ,zj)
].
(5)
This adversarial formulation has two players with strategies T and g, one
minimizing the cost and the other enforcing the push forward condition, pro-
viding an adaptive “lens” that identifies those places where the push-forward
condition does not hold: for any T , the optimal g in (4) is given by
g = log
(
ρ(T (x, z)|z)
µ(y|z)
)
+ log
(
γx(z)
γy(z)
)
,
where the first term is furthest from zero in those places where ρ(T (x, z)|z)
and µ(y|z) differ the most.
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3 Parametrization of the flows
In order to complete the problem formulation in (5), we need to specify the
family of functions over which the map T (x, z) and the test-function g(y, z)
are optimized. These families should satisfy some general properties:
1. be rich enough that g can capture all significant differences between ρ(x|z)
and µ(y|z) and T can resolve them,
2. not be so rich as to overfit the sample points
{
xi, zi
}
,
{
yj , zj
}
. For instance,
a g with arbitrarily small bandwidth would force the sets
{
T (xi, zi), zi
}
,{
yj , zj
}
to agree point-wise, an extreme case of overfitting that is not only
undesirable but also unattainable when their cardinality differs. Moreover,
the dependence of the functions on z should be such that, with a finite num-
ber of samples, it should still capture the assumed smoothness of ρ(x|z):
functions that are too localized in z space effectively decouple the trans-
port problems for every value of z, for which there are not enough available
sample points,
3. be well-balanced: if one of the two players has a much richer toolbox than
the other, the game would be unfair, leading not only to a waste of com-
putational resources but also possibly to instability and inaccuracy, and
4. be apt to robust and effective optimization.
These conditions leave space for many proposals, such as defining T and
g through neural networks. Instead, the examples in this article are solved
with the two approaches detailed below. Both share the feature that T is built
on map composition: at each step n of the mini-maximization algorithm, an
elementary map En is applied not to the original sample points
{
xi
}
, but to
their current images:
Tn(xi, zi) = En
(
Tn−1(xi, zi), zi
)
.
This way, simple elementary maps E depending on only a handful of param-
eters can give rise through map composition to rich global maps T . The two
proposals differ in that one builds nonlinear richness through evolving Gaus-
sian mixtures, while the other builds complex z-dependence through an extra
compositional step. In this article, the first method is applied to a lightness
transfer problem, and the second to the effect of a medical treatment, as the
latter is linear in x but has complex, nonlinear dependence on many covariates
z.
3.1 Evolving Gaussian mixtures
We adopt as elementary map the gradient of a convex potential function:
E(x, z) = ∇xΦ(x, z), with Φ built from a quadratic form in x with coefficients
that depend on z, plus a combination of Gaussians in (x, z) space, and sim-
ilarly for the test function g. By having the centers and amplitudes of these
Gaussians evolve, we can approximate quite general functions Φ and g.
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Notice that the gradient of a radial basis function kernel with bandwidth
d,
Gd(x, x
′) = exp
(
−||x− x
′||2
2d2
)
,
is bounded by ± 1d exp(1/2) , and its second order derivatives by 2d2 exp(3/2) < 12d2 .
It follows that 12d2
||x||22
2 ±Gd(z,mzi)Gd(x,mi) is convex, so we propose
Φ(x, z) = (cT0 +z
T c1)x+
1
2
xTC2(z)x+
K∑
i=1
a2i
( ||x||22
4d2
−Gd(z,mzi)Gd(x,mi)
)
+
∑
i
b2i
( ||x||22
4d2
+Gd(z,mzi)Gd(x,mi)
)
, C2(z) = C
T
2,0C2,0 + z
TCT2,1C2,1z,
with C2,0,C2,1 lower triangular. In order to start the map at every step at the
identity, the initialization must satisfy
C2,0(i, i)
2 +
K∑
i
1
4d2
(a2i + b
2
i ) = 1, a
2
i = b
2
i ,
so we propose
a2i = b
2
i =
4d2δ
2K
, C2,0(i, i) =
√
1− δ, δ = 1
2
,
with all other parameters starting from zero. The bandwidth d is chosen via
d = quantile(pdist([y; z]), 1/K), where pdist is the pairwise distance function.
With this choice there are approximately 1/K points in the effective support
of each Gaussian.
For the test function, we propose
g(x, z) =
K∑
i=1
αiGd(z,mzi)Gd(x,mi) + (β
T
0 + z
Tβ1)x + x
T (β2 +
∑
i
β3,izi)x,
with each iteration starting at the parameter values from the previous step.
The Gaussian centers are treated differently in the test function g, where they
are extra parameters to ascend, and in the potential Φ, where they are fixed at
their values from g in the prior step. The underlying notion is that g locates
those areas where the distributions do not agree, and then T corrects them.
3.2 Extended map composition
This second methodology considers maps given by rigid translations and test
functions that capture the conditional mean x¯(z):
T (x, z) = x+ U(z), g(y, z) = V (z)y +W (z), x ∈ R,
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with general, nonlinear dependence on z. To build these, we define a compo-
sition function
F (a, z, v, u) = (a10 +
L∑
i=1
a1i zi + a
1
L+1u) + (a
2
0 +
L∑
i=1
a2i zi + a
2
L+1u)v,
in terms of which the test function at each step is given by
gn+1(y, z) = vn+1y+wn+1, vn+1 = F (β, z, vn, un), wn+1 = F (η, z, wn, 0),
and the map by
Tn+1(Tn, z) = Tn + un+1, un+1 = F (α, z, un, vn).
These maps are initialized at u0 = v0 = w0 = 0. Before each each step, α is
set to 0 (as T is reinitialized every step to the identity), and so are β and η,
except for β20 = η
2
0 = 1, which makes g evolve from its value at the previous
step.
4 Examples
We illustrate the procedure with two applications: determination of the effect
of a medical treatment and lightness transfer. In order to solve the problem
(5) we use the general procedure for mini-maximization described in [3].
4.1 Effect of a Treatment
We apply conditional optimal transport to determine the response to a treat-
ment of a variable x ∈ R in terms of covariates z. We use data from the ACIC
data analysis challenge 2017 [4] (https://arxiv.org/pdf/1905.09515.pdf),
considering the first of their 32 generating models, with 8 covariates: 6 bi-
nary and 2 continuous. We divide the data set into two groups: the un-
treated (x) and treated (y) patients, with samples drawn from distributions
ρ(x, z) = γx(z)ρ(x|z) and µ(y, z) = γy(z)µ(y|z), having the property that
µ(y|z) = ρ(y − τ(z)|z), γx(z) 6= γy(z).
It will be important for the analysis below that τ (the “effect” of the treatment)
depends only on the binary covariates, but the marginals γ(z) depend also on
the continuous ones. We compute the optimal map T (x, z) using only the
first of the 250 batches of data provided, each referring to the same 4302
patients, i.e. the same values of zi under different realizations of the noise.
The middle panel of Figure 2 displays the untreated values xi as a function of
the expected value that they would have under treatment given the values zsi
of their covariates:
E(x|zs, 1) =
∫
(x+ τ(zs)) ρ(x|zs) dx,
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while the right panel displays similarly the treated values yi. The left panel of
Figure 3 displays the map T (xi, zi) obtained using only the discrete covariates,
which are the ones that the true T depends on. However, because of the unbal-
ance between γx and γy (see the left panel of Figure 2 for γ(z7)), the results
are biased, much as in the synthetic example in the introduction. The middle
panel shows that, when all covariates are considered, this biased is resolved.
For a specific patient, the right panel compares the application of the map
T (x, z) to all untreated instances in the full 250 batches to the histogram of
the response y for all treated instances of the patient.
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Fig. 2: Left panel: Unbalance in the distribution of z7 between the source
and the target data set. Center: Response variable x for patients before the
treatment VS theoretical expected value of the same patients undergone the
treatment. Right: Response variable y of treated patients VS theoretical ex-
pected value of the same patients.
4.2 Lightness transfer
Next we apply conditional optimal transport to lightness transfer. Consider
the first column of Figure 4, corresponding to two flowers photographed under
different light conditions. We seek to transform the first photograph so as to
present it under the light conditions of the second. This goes beyond merely
changing lightness uniformly, since for instance at sunset certain colors are
perceived as having become darker than others.
An image can be represented in the three dimensional CIELAB (L*a*b)
space whose coordinates are the lightness L, the red/green contrast A and
blue/yellow contrast B. The right column of Figure 4 shows the images of
the flowers in this L*a*b space, where each point corresponds to a superpixel,
defined through a clustering procedure to introduce information about the
geometry of the image [6]. We follow [7] to define a similarity metric by means
10 Esteban G. Tabak et al.
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Fig. 3: Left: numerical value of map T (xi, zi) obtained using only the discrete
covariates, which are the ones that the true T depends on. The result is biased
due to the unbalance between γx and γy for γ(z7)). Middle: numerical value
of map T (xi, zi) obtained using all the covariates. Right: comparison between
the application of the map T (x, z) to all untreated instances in the full 250
batches to the histogram of the response y for all treated instances of the
patient.
of Gaussian kernel, map the obtained superpixels with our procedure, and use
a TMR filter after the map to recover sharp details [5].
Figure 5 shows the result obtained changing lightness in three different
ways. First (left column) we use one-dimensional optimal transport (with
quadratic cost) to map the L coordinate, ignoring the values of A and B.
The L*a*b diagram shows that this results in a nearly uniform shift of L
towards smaller values. The third column shows the effect of mapping the
starting image to the target image through 3d optimal transport in the full
L*a*b space. In this case the point clouds overlap to a much better degree,
yet we observe that the color of the lotus has been changed too much towards
the color on the poinsettia of the target image. The second column is obtained
performing optimal transport of L conditioned on A and B. Contrasting to the
other two results, here the lotus has kept its original color, and the lightness
has changed to a different degree for the lotus than for the background leaves.
This is a general advantage of conditional optimal transport: unlike its
unconditional cousin, it does not need to preserve total mass (in this case,
transferring fully one color palette to the other), but only the mass for each
value of z. This point to an additional application of conditional optimal trans-
port: its capacity to address possible unbalances between source and target by
parameterizing the transfer map by means of convenient labels z. In work in
progress, we expand on this notion, finding those latent covariates z that help
resolve unbalances optimally.
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Fig. 4: Left column: initial (top) and target (bottom) image. Right column:
L*a*b coordinates for the initial (in red) and the target (in black) image
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Fig. 5: Left Column: image obtained performing one dimensional optimal
transport for the Luminosity (L) coordinate ignoring the A and B coordi-
nates. Second column: image obtained by performing optimal transport on
luminosity conditioned on color. Third column: plain three dimensional opti-
mal transport in L*a*b space.
