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Abstract
This thesis is a collection of papers in which behavior genetic methods are used to shed light
on individual differences in economic preferences, behaviors and outcomes.
Chapter one uses the classical twin design to provide estimates of genetic and environmental
influences on experimentally elicited preferences for risk and giving. The paper reports evidence
that these preferences are broadly heritable, with estimates suggesting that genetic differences
explain approximately twenty percent of individual variation. The results thus point to genes
as an important source of individual variation in preferences, a source which has hitherto been
largely neglected in the economics literature. The chapter is written with Christopher T. Dawes,
Magnus Johannesson, Paul Lichtenstein and Bjorn Wallace.
Chapter two shows that these findings also extend to the field. Following a major pension
reform in the late 1990s, all Swedish adults had to form a portfolio from a large menu of funds.
Matching individual investment decisions to the Swedish Twin Registry, the paper finds that
approximately 25% of individual variation in portfolio risk is due to genetic variation. The
results, which are complementary to those reported in chapter one, also hold for several other
aspects of financial decision-making. The chapter is written with Magnus Johannesson, Paul
Lichtenstein, Orjan Sandewall and Bjorn Wallace.
Chapter three uses two complementary Swedish datasets to examine the importance of
family environment in explaining variation in income, educational attainment, and measures
of cognitive and non-cognitive skills. Using seven different sibling types who differ in their
degree of genetic relatedness and rearing status, I find moderate family effects on educational
attainment, cognitive skills and non-cognitive skills. This contrasts with the effects of family on
income, which are low. Additional analyses, based on a sample of idenitical (MZ) and fraternal
(DZ) twins for which more comprehensive income data is available, reveal large and persistent
separation of the MZ and DZ correlations over the entire lifecycle, except at very early ages.
One interpretation of this finding is that there are strong family effects on the timing of labor
market entry. I discuss the relevance of these results for efforts to understand the causes of
income inequality.
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Chapter 1
Genetic Variation in Preferences for
Giving and Risk-Taking
1.1 Introduction
Writing in 1875, the prolific Francis Galton concluded the first scientific inquiry into the be-
havior of twins by remarking that "There is no escape from the conclusion that nature prevails
enormously over nurture" (Galton 1875, p. 576). In fact, Galton was so taken by his results
that he continued "My only fear is that my evidence seems to prove too much and may be
discredited on that account, as it seems contrary to all experience that nurture should go for
so little." Although his methodology would be considered dubious, if not flawed, by modern
standards, Galton's work laid the conceptual basis for behavior genetics (Bouchard and Prop-
ping 1993; Plomin et al., 2001b), the study of genetic and environmental influences on variation
in human behavior. Today ample evidence for the importance of genetic influences ('nature')
on variation in human behavioral traits has amassed. However, the debate about the rather
nebulous concepts 'nature' and 'nurture' still rages.
In economics, there is a small but growing research field using behavior genetic techniques.
The seminal paper is due to Taubman (1976), who employed the twin design to estimate the
heritability of earnings for US males. Later papers in this procession, based on either twins
or adoptees, include Behrman and Taubman (1989), Plug and Vijverberg (2003), Bjbrklund,
Lindahl and Plug (2006), Bj6rklund, Jantti and Solon (2007) and Sacerdote (2002, 2007).
In short, these studies find that both 'nature' and 'nurture' are important determinants of
life outcomes and uniformly corroborate the importance of genetic influences on educational
attainment and earnings.1
Some recent work in economics also focuses on the issue of intergenerational transmission
of preferences. Cipriani, Giuliani and Jeanne (2007) report mother-son correlations for contri-
butions in a standard public goods game, and find no significant associations, interpreting this
as evidence that peer-effects influence contributions. Dohmen et al. (2006), on the other hand,
use survey evidence on attitudinal questions and find modest intergenerational correlations in
self-reported trust and risk attitudes. Naturally, these papers suffer from the limitation that it
is impossible to separately identify genetic (parents passing on genes for a certain trait to their
biological children) and cultural transmission.
In this paper, we move beyond the computation of intergenerational correlations and offer
a direct test of the hypothesis that economic preferences are under genetic influence. We elicit
preferences experimentally with a subject pool of twins recruited from the population based
Swedish Twin Registry. The virtue of this approach is that by comparing monozygotic (MZ)
twins, who share the same set of genes, to dizygotic (DZ) twins, whose genes are imperfectly
correlated, we can estimate the proportion of variance in experimental behavior due to ge-
netic, shared and unique environmental effects. The measures of economic preferences that we
use are based on de facto observed experimental behavior under controlled circumstances with
financial incentives attached to performance. For risk-taking, we also present some supplemen-
tary survey-based evidence derived from hypothetical questions that have been behaviorally
validated (Dohmen et al., 2005; Dohmen et al., 2006).
This paper is the first to use the twin methodology to study experimentally elicited risk
preferences and giving behavior in a dictator game. Outside economics, two papers have used
the twin methodology to shed light on individual variation in the ultimatum game (Wallace et
al., 2007) and the trust game (Cesarini et al., 2008). Two other previous papers used twins
as a subject pool (Segal and Hershberger 1999; Loh and Elliott 1998), but the experiments
therein were designed to test whether cooperation varied by genetic relatedness, as predicted
For an extensive collection of essays on the intergenerational transmission of economic opportunity, see the
volume edited by Bowles, Gintis and Osborne Groves (2005).
by inclusive fitness theory (Hamilton 1964). Therefore, twins played against their co-twin, and
consequently it is not possible to estimate heritability from these studies.
We find strong evidence that preferences for risk-taking and giving are broadly heritable.
Our point estimates from the best fitting models suggest that approximately twenty percent of
individual variation can be explained by genetic differences. Furthermore, our results suggest
only a modest role for common environment as a source of variation. We argue that the
significance of these results extends well beyond documenting an important, but, hitherto largely
ignored, source of preference heterogeneity. For example, although it is widely accepted that
parent-offspring correlations in isolation cannot be used to discriminate between theories of
genetic and cultural transmission, much economic research is carried out under the presumption
that genetic transmission is small enough that it can be safely ignored. Such an assumption is
not consistent with our findings.
Importantly, the estimates we report are in line with the behavior genetics literature, where
survey based studies have documented substantial genetic influences on variation in economi-
cally relevant abilities, preferences and behaviors such as intelligence (Bouchard et al. 1990),
personality (Jang, Livesley and Vernon, 1996), addiction (True et al., 1997), pro-sociality (Rush-
ton et al., 1986; Rushton 2004), sensation seeking (Stoel, De Geus and Boomsma, 2006), re-
ligiosity (Bouchard et al., 1999; Kirk et al., 1999; Koenig et al. 2005), political preferences
(Alford, Funk and Hibbing, 2005) and political participation (Fowler, Dawes and Baker, 2008).
The remainder of this paper is structured as follows: in sections II and III, we describe the
method and the experiments used in detail; in section IV, we report the results and in section
V, we discuss our findings. Section VI concludes.
1.2 Data
1.2.1 Subject Recruitment
The study was undertaken in collaboration with the Swedish Twin Registry at Karolinska
Institutet.2 The registry, which is the largest twin registry in the world, has been described in
2 The study and subject recruitment was approved by the Ethics Committee for Medical Research in
Stockholm.
detail elsewhere (Lichtenstein et al., 2006). All of our invitees were same-sex twin pairs that
had previously participated in the web-based survey STAGE, an acronym for The Study of
Twin Adults: Genes and Environment. This survey was administered between November 2005
and March 2006 to all twins born in Sweden between 1959 and 1985, and it attained a response
rate of 61 %. Its primary purpose was to study environmental and genetic influences on a
number diseases (Lichtenstein et al., 2006), but it also contains self-reported data on marital,
employment and fertility status as well as information on the frequency of twin contact. To allow
for further examination of the effects of our methods of recruitment on the representativeness of
our sample, we also merged the STAGE cohort to a specially requested dataset of socioeconomic
and demographic variables compiled by Statistics Sweden.
In a first recruitment effort, during the summer and fall of 2006, a total of 658 twins (71
DZ and 258 MZ pairs) participated in the Swedish cities of Stockholm, Gothenburg, Uppsala,
Malma, Lund, Linkuping, Norrkuping, Helsingborg, Orebro, VasterAs and Kristianstad. Due
to the relatively small sample of DZ twins, a second round of data collection took place in
February 2008. Both MZ and DZ twins were invited to participate, but DZ twins were pursued
somewhat more vigorously, with personalized invitcions and reminders sent to those who did
not respond. This recruitment effort was successful in augmenting the sample size of DZ twins,
and the complete dataset comprises 920 twins, 141 DZ pairs and 319 MZ pairs. A vast majority
of subjects, approximately 80 %, are female. For the second data collection round, twins
were recruited in the cities of Stockholm, Gothenburg, Uppsala, Malma, Lund, Helsingborg,
Orebro, Vaxju , Vasteris, Junkaping, Borlange and Umeh. In all of the experimental sessions
a condition for participation was that both twins in a pair be able to attend the same session.
Moreover, invitations were only extended to twins who were both domiciled in the same city or
its surrounding areas. Zygosity was resolved by questionnaire items which have been shown to
have a reliability of somewhere between 95 and 98 % (Lichtenstein et al., 2006).
1.2.2 Experimental Procedures
When subjects arrived to an experimental session they were seated apart and given general
instructions orally. They were asked not to talk to one another during the experiment and
to alert the experimenter if they had any questions (questions were rare and were answered
in private). Subjects were also told about the strong norm against deception in experimental
economics. After having filled out a form with information for the administration of payments,
subjects were given instructions for the first experiment (the modified dictator game, see below).
There were no time constraints, so when all participants finished making their decisions, the next
set of instructions were handed out. Subjects participated in a total of five different experiments.
The experiment phase was followed by a short questionnaire with survey questions, a personality
test and a test of cognitive ability. On average, experimental sessions lasted a little more than
an hour and average earnings were SEK 325 (exchange rate; $1 is about SEK 6).
1.2.3 Giving
We used a modified dictator game to measure preferences for giving ('altruism'). 3 In a standard
dictator game (Forsythe et al., 1994) a subject decides how to split a sum of money between
herself and another person (see Camerer (2003) for an overview of dictator game results). A
variant of this approach first used by Eckel and Grossman (1996) is that the subject decides
how to allocate a sum of money between herself and a charity. As donations to charity may be
more strongly related to empathy and altruism when compared to donations in the standard
dictator game, we implemented this approach. Fong (2007) has shown that empathy is a more
important motivation for dictator game giving when recipients are perceived to be in great need,
in their case welfare recipients). In the present study subjects decided how to allocate SEK
100 (about $15) between themselves and a charity called 'Stadsmissionen'. Stadsmissionen's
work is predominantly focused on helping the homeless in Sweden. All subjects responded to
the dictator game question and are included in the analysis below (319 MZ pairs and 141 DZ
pairs).
3Independently, Bardsley (2007) and List (2007) have shown that augmenting the choice set of the dictator
to allow him or her to take money from the partner dramatically reduces generosity. This suggests that people's
behavior in the standard dictator game is sensitive to cues about social norms in experimental settings. Regardless
of one's favored interpretation of giving in dictator games, we will provide evidence suggesting that such giving
is heritable.
1.2.4 Risk-Taking
To measure risk aversion subjects were presented with six choices, each between a certain
payoff and a 50/50 gamble for SEK 100 (about $15). The certain payoffs were set to SEK 20,
30, 40, 50, 60, or 80. After subjects had made their six choices, one of these was randomly
chosen for payoff by rolling a die. The gamble was resolved with a coin toss in front of the
participants. The measure of risk aversion determines seven intervals for the certainty equivalent
of the gamble. A similar question has been used by Holt and Laury (2002). Nineteen subjects
provided inconsistent responses (2 % of the total sample) and these were dropped (leaving 307
MZ pairs and 135 DZ pairs for the analysis) .4 We refer to this measure as risk aversion and it
is our primary measure of risk preferences.
We supplement this first measure of risk preferences with two hypothetical questions de-
signed to measure risk attitudes. The first question, which we denote risk investment, asks
the subjects to assume that they have won SEK 1 million on a lottery and that they are then
given the opportunity to invest some of this money in a risky asset with an equal probability
of doubling the investment or losing half the investment. Subjects can then choose between
six different levels of investments: SEK 0, 200,000, 400,000, 600,000, 800,000 or 1 million.
This question is similar to the question with real monetary payoffs, but involves much larger
(although hypothetical) stakes. The second question, risk assessment, measures general risk
attitudes on a 0-10 scale, where 0 is complete unwillingness to take risks and 10 is complete
willingness to take risks. This scale question measures general risk attitudes rather than mon-
etary risk attitudes. Dohmen et al. (2005) showed that all of these three measures of risk
attitudes are significantly related to each other, and established the behavioral validity of the
two hypothetical questions with respect to real risk-taking.
4 An inconsistent response is one in which the certainty equivalent is not uniquely defined, i.e. an individual
that chose SEK 20 rather than the gamble in the first question and then chooses the gamble rather than SEK
30 in the second question. Such behavior is a strong indication that the subject has either misunderstood the
question, or has failed to take it seriously.
1.3 Twin Methodology
Comparing the behavior of identical and nonidentical twins is a form of quasi-controlled ex-
periment. MZ and DZ twins differ in their genetic relatedness. If a trait is heritable, then it
must be the case that the correlation in MZ twins is higher than the correlation in DZ twins.
We start by examining the MZ and DZ correlations. Such an examination serves two purposes.
A number of authors (Loehlin, 1965; Goldberger, 1977, 1979), have noted that moving from a
crude comparison of correlations to a full-fledged variance decomposition requires making some
strong independence and functional form assumptions. A first purpose is therefore to examine
whether or not a significant difference in correlations exists. This serves as a diagnostic of
whether the traits in question are under genetic influences. Second, as explained below, the
workhorse models in behavior genetics do imply certain restrictions on the MZ and DZ cor-
relations. Correlations that fall significantly outside the space of permissible correlations are
therefore an indication of model misspecification and the raw correlations can be used to test
for such misspecification. To explain why, it is necessary to introduce some basic concepts from
behavior genetics (See chapter 3 in Neale and Maes, (2004)). By phenotype, we simply mean
the observed outcome variable. The location of a gene on a chromosome is known as a locus.
Alleles are the alternative forms of a gene that may occupy the same locus on a chromosome.
Finally, the genotype of an individual is the alleles he or she has at a locus. Suppose that
the phenotype of twin j E { 1, 2} in family i can be written as the sum of four independent
influences,
Xij = Cig + Eij + Aij + Di, (1.1)
where Cij is the common environmental factor, Eig is the individually-experienced unique
environment factor, Aij is an additive genetic factor and Dig is a dominance factor. Common
environmental influences are defined as those influences shared by both twins, for example the
home environment, so that Cii = Ci 2. Unique environmental influences, by contrast, are defined
as environmental experiences idiosyncratic to each twin.
Behavior geneticists distinguish between additive genetic effects and dominance effects. For
an intuitive illustration of the difference, consider the simple case where there are two possible
alleles, ai and a2, so that each individual, getting one allele from each parent, has genotype
(al, al), (ai, a2), or (a2, a2 ). Dominance is then present whenever the effect of having genotype
(ai, a2) is not equal to the mean effect of genotypes (ai, ai) and (a 2 , a2). In other words,
dominance can be thought of as an interaction effect.
Since the influences are assumed to be independent, the model predicts that the covariance
in MZ twins is equal to,
COVMZ A + UD + -rCl (1.2)
because identical twins share the same genes and were reared together. The phenotypic
covariance between DZ twins is derived in Mather and Jinks (1977) as,
COVDZ D =- -(1.3)
The coefficients of genetic relatedness for DZ twins in equation (1.3) thus imply that DZ
twins share half the additive genetic effects and a quarter of the dominance effects.
Notice that parameters of this model are not identified with only twin data, since we have
one equation less than the number of parameters to be estimated. This ambiguity is typically
resolved in twin research by assuming that all gene action is additive, so that a2 = 0. Be-
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havior geneticists distinguish between broad heritability, defined as 2 A -,-r and narrow+OA±0-+0-2C±0-E
heritability, defined simply as . The identifying restriction that o2 equals zero
can be tested by examining if the PDZ is at least half of PMz, and the greatest difference in
correlation allowed by the model arises when a2 = 0 and U2 = 0, in which case PMz is four
times greater than PDZ-
In our empirical analysis, we start by comparing the correlations of MZ and DZ twins using
the bootstrap. Letting NMZ be the number of complete MZ pairs, we draw NMZ pairs with
replacement 1000 times and calculate both parametric and non-parametric correlation each
time. We proceed analogously for DZ twins, and then create a 1000 by 1 vector where the DZ
correlation is subtracted from the MZ correlation for each draw. This gives a distribution for
the difference in correlation between the two samples. The p-value for the test of the hypothesis
that the two correlations are equal is then the number of negative entries in the vector divided
by 1000. The use of a one-sided test is theoretically justified in our case since the notion that
the DZ correlation could be greater than the MZ correlation is not a particularly interesting
alternative hypothesis. We also use the same bootstrap technique to test the hypothesis that
the DZ correlation is at least half as large as the MZ correlation. The result of the latter exercise
will inform our choice of identifying restrictions.
For our two main outcome variables, we estimate mixed-effects Bayesian ACE models 5 . We
report results treating outcome variables as continuous as well as ordinal. Using the same
notation as previously, the model is written as,
Y =j xij (1.4)
where Xij is the sum of genetic, shared environment and unshared environment random
effects. For MZ twins the latent variable is the sum of three random effects:
xz = Ai + C, + Eij, (1.5)
where Ai is the family genetic factor, Ci is the family shared environment factor, Eij is the
individually-experienced unshared environment factor. For DZ twins the latent variable is a
function of four random effects variables:
Dz = A1 + A 2ij + Ci + Eig, (1.6)
where A1 is the family genetic factor shared by both twins, A2i3 is the individually-inherited
genetic factor that is unique to each twin, and Ci and Eig are the same as for MZ twins. In
the continuous models, we take the outcome variables in the experiment to be y!.. In the
ordered models, the outcome variables are instead modeled under the assumption that y!. is
not directly observed. Instead, the observed variable yij is assumed to be one of k + 1 ordered
categories separated by k thresholds which are estimated as part of the model. The three
risk measure naturally fall into categories, and hence these categories are used in the analysis.
5 Researchers have increasingly used Bayesian methods, implemented using Markov Chain Monte Carlo
(MCMC) algorithms, to estimate the variance components in ACE models. The likelihood functions in ge-
netic models often present computational challenges for maximum likelihood approaches because they contain
high-dimension integrals that cannot be evaluated in closed form and thus must be evaluated numerically. For
a detailed discussion of Bayesian ACE models, we refer to van den Berg, Beem, and Boomsma (2006).
A visual inspection of Figure LI shows that the distribution of dictator game responses is
roughly trimodal, with peaks at the three focal points: donating the entire endowment, half
the endowment, or keeping the entire endowment. Approximately 80 % of responses are in
one of those three categories. Consequently we construct an ordinal variable where individuals
who donate between 0 and 33 are coded as 0, individuals who donate between 33 and 66 are
coded as 1, and individuals who donate more than 66 are coded as 2. We use the variances
of the random effects to generate estimates of heritability, common environment, and unique
environment. Since the underlying components are not constrained, the estimated proportions
can range anywhere from 0 (the component has no effect on variance) to 1 (the component is
solely responsible for all observed variance).
Replicating the methods used in this literature, we assume that our unobserved random
effects are normally distributed and independent,
A ~ N (0,ao), (1.7)
Ai ~ N (0, o/2) , (1.8)
A 2 ~ N (0, o/2), (1.9)
C ~ N (0, o), (1.10)
E ~ N (0, o0,.(111
The variance of A 1, the family genetic effect for DZ twins, is fixed to be half the variance
of A, the family genetic effect for MZ twins, reflecting the fact that MZ twins on average share
twice as many genes as DZ twins. Moreover, DZ twins are also influenced by individually-specific
genes A 2 that are drawn from the same distribution as the shared genes since on average half
their genes are shared and half are not. These assumptions about the genetic variance help to
distinguish shared genes from the shared environment variable C that is assumed to have the
same variance for both MZ and DZ twin families, and the residual unique environment variable
E from which a unique draw is made for each individual. The contribution of a variance
component is simply estimated as , where i E {A, C, E}. 6
aE±UA+CC
6 1f we tried to estimate all three components of variance simultaneously in the ordered model, it would not
2be identified, so we fix the variance of the unshared environment (T to be one.
We estimate three types of models in addition to the ACE model. An AE model accounts
for only heritability and common environment, a CE model accounts for only common and
unique environment, and an E model accounts for only unique environment. Procedurally, the
difference between the ACE and these sub-models is that one or more variances are restricted to
equal zero. Estimating submodels allows for testing whether the parameter restriction results in
a significant deterioration in fit. For example, in the AE model the random effect for the common
environment is not estimated. To compare the fit of ACE, AE, CE, and E models we used the
deviance information criterion (DIC), a Bayesian method for model comparison analogous
to the Akaike Information Criterion (AIC) in maximum likelihood estimation. Models with
smaller DIC are considered to have the best out of sample predictive power (Gelman et al.
2004). The DIC is defined as the sum of deviance (Dbar), a measure of model fit, and the
effective number of parameters (pD), which captures model complexity.7
In our Markov Chain Monte Carlo procedure we use vague, or flat, prior distributions
to ensure they do not drive our results. For the thresholds, 1j, we use a mean-zero normal
distribution with variance 1, 000, 000 and for the precision parameters associated with o2, U2
and oS we use a Pareto distribution with shape parameter equal to 1 and scale parameter equal
to 0.001 which is the equivalent of putting a uniform (0, 1000) prior on the variances. A Pareto
distribution has proven to work well for variance components in genetic models (Burton et al.,
1999; Scurrah, Palmer and Burton, 2000). In addition, we use convergence diagnostics to make
sure that the stationary posterior distribution has been reached. To ensure that the models
converged to their target posterior distribution, we began sampling from the joint posterior
7 Letting 0 be the parameter vector, y the data, p the likelihood function, and f (y) a standardizing term
which is a function of the data alone, the deviance is defined as,
D(O) = -2ln (p (y |6)) + 2ln f (y).
Then Dbar is defined as,
Dbar = Eo (D (0)) ,
and pD is defined as,
pD = Dbar - D ()
where 0 is the expectation of 0. The deviance information criterion can then be calculated as,
DIC = pD + Dbar
For further details, see Spiegelhalter et al. (2002).
distribution after convergence was established using the Brooks and Gelman (1998) statistic
(values of less than 1.1 on each parameter indicate convergence). For all of the models the
"burn-in" period was 100,000 iterations and the chains were thinned by 100.
1.4 Results
In Table I.1 we report some background statistics. On average, subjects donated 54 % of their
endowment in the dictator game to the charity and the average certainty equivalent in the
risky gamble was 52.8 Results from the first hypothetical question reveal that subjects invest
on average 31 % of their endowment. Finally, on a scale from 0 to 10, subjects report an
average willingness to take risks of just above 5. Tests of equality for all four variables fail
to reject the null hypothesis that the MZ and DZ means are equal at the five percent level.
To give an impression of individual variation in responses, in Figure 1.1 we plot histograms
of the distributions for risk aversion and giving, separately, for DZ and MZ twins. A visual
inspection reveals that there is ample variation in responses, and fails to lend much support to
the hypothesis that the frequency distributions vary by zygosity. Histograms and scatterplots
for the survey based risk measures are provided in Figures I.Al and I.A2 in the appendix.
In Table I.11, we report parametric and non-parametric correlations for MZ and DZ twins.
Pearson correlations do not differ appreciably from Spearman correlations. These correlations
convey a lot of information, and since a purely environmental model cannot account for any
differences between MZ and DZ correlations they serve as a preliminary diagnostic of whether
the preferences in question are in part under genetic influence. For giving the Spearman corre-
lation is 0.319 for MZ twins and 0.106 for DZ twins, consistent with a genetic effect. Similarly,
for risk aversion the Spearman correlation is 0.222 for MZ twins and 0.025 for DZ twins, while
for risk investment, the corresponding figures are 0.264 and 0.096. However, for risk assessment
the separation is larger, with an MZ correlation of 0.367 and a DZ correlation of -0.034. As the
sample size is smaller for DZ twins, these correlations are estimated with less precision, yielding
wider confidence intervals. Yet, testing the equality of the correlations using the bootstrap, the
8 To facilitate interpretation, in Table 1.1 we define the certainty equivalent as the midpoint between the lowest
sure amount that the subject is willing to accept and the category immediately below. For example, a subject
chooses the gambles at 20, 30 and 40 and then prefers 50 SEK with certainty, is assigned a certainty equivalent
of 45.
one-sided p-value is less than two percent for giving, risk aversion and risk assessment. Though
the MZ correlation is higher than the DZ correlations also for risk investment, the hypothetical
investment question, the difference is not significant at 5 % (p=0.07). The robust separation
of MZ and DZ correlations is illustrated in Figure 1.11, where we plot the response of twin 1
against the response of twin 2, separately for MZ and DZ twins. Hence, the evidence is very
compelling that genes do contribute to phenotypic variation in both giving and risk aversion.
We also used the same bootstrapping method to test the null hypothesis that the DZ
correlation is at least half the MZ correlation, as implied by the ACE specification. For neither
risk aversion (p=0.16), risk investment (p=0.36) nor giving (p=0.30) can we reject the null
hypothesis. On the other hand, we can reject the null hypothesis for risk assessment (p=0.02),
suggesting that the estimation of an ACE model is inappropriate. Notice that even though we
cannot reject the hypothesis at conventional levels of significance in three out of four cases, it is
still striking that the estimated DZ correlations are always less than half the MZ correlations.
In what follows, we restrict our attention to the results from our experiments with monetary
incentives, and results for the supplemental risk measures are reported in Tables A3-A5 in the
appendix. Since we cannot reject the null hypothesis that the DZ correlation is at least half the
MZ correlation for our two main experimental measures, we do not depart from the convention
of estimating ACE models. In Tables I.III and I.V we present the estimates of the variance
components of the ACE-model and its nested submodels. Parameter estimates are similar,
regardless of whether the outcome variable is treated as continuous or ordinal. The estimate of
genetic influences on giving is 0.22 (0.28) in the most general version of the continuous (ordered)
model. Corresponding estimates for risk aversion are 0.14 and 0.16, while the contribution of
the common environment is closer to zero, both in our modified dictator game and for risk
aversion.
It is interesting to contrast these results to those that have previously been reported for
other outcome variables of interest to economists. For example, Bjarklund, Jantti and Solon
(2005) estimated heritability of earnings in Sweden using multiple sibling types, and obtained
heritability estimates for income in the range 10 to 30 %, whereas Taubman's original estimates
based on a sample of white US war veterans were slightly higher (Taubman, 1976). The
estimates for trust and trustworthiness reported in previous papers, though imprecise, are also
in the neighborhood of 20% in both US and Swedish data (Cesarini et al., 2008). Generally,
the estimated heritabilities for our experimentally elicited preferences are a little lower than
the reported broad heritabilities for personality, which tend to be around 50 % (Plomin et
al., 2001b), and lower still than the estimates of the heritability of IQ (Neisser et al., 1996). In
making the comparison to psychological variables it is, however, important to bear in mind that
the reliability of the measurement instruments used by psychometricians in IQ and personality
research may be different than the reliability of behavior in economic experiments.
In light of these results, it is not surprising to find that both for giving and risk aversion the
diagnostics of model fit repeatedly point to the AE model as the most appropriate. Setting C
to equal zero is potentially a drastic step, but is consistent with the fairly low DZ correlations
that we observe. When the AE submodel is estimated, the estimates of A for giving are 0.31
(0.39) in the continuous (ordered) models. The corresponding figure for risk aversion is 0.21
(0.25). We also report the results from CE and E models. CE models always have fit diagnostics
worse than the AE and ACE models. Not surprisingly, the E model fits the data very poorly.
1.4.1 Equal Environment Assumption
Critics of the classical twin design cite a number of alleged failures of the equal environment
assumption, including that MZ twins are more likely to interact, and that parents, on average,
give MZ twins more similar treatment (Pam et al., 1996). Indeed, Bjarklund, Jantti and
Solon (2005) have shown, using a dataset with nine different sibling types, that estimates of the
variance components in income do change substantially when the equal environment assumption
is relaxed. In the context of research on personality and IQ, the evidence is, however, fairly
convincing that any bias that arises from the equal environment assumption is not of first
order. Most importantly, for measures of personality and cognitive ability, studies of MZ and
DZ twins reared apart tend to produce estimates of heritability similar to those using twins
reared together (Bouchard, 1998). Since studies of twins reared apart do not rely on the equal
environments assumption, this suggests that it is unlikely that the assumption is a major source
of bias. Second, although it is true that MZ twins report a higher frequency of contact with one
another than DZ twins, twin similarity has been shown to cause greater contact rather than vice
versa (Posner et al., 1996). Other studies have failed to find a significant relationship between
similarity and contact. For example, one large study found that the frequency of contact is
not correlated with the similarity in social attitudes (Martin et al., 1986). Third, the claim
that the greater similarity of MZ twins is due to more uniform parental influences rests on
fairly weak empirical ground. Measures of the degree of similarity in parental treatment turn
out to not be correlated with similarity in IQ or other personality measures (Bouchard et al.,
1990). Also, in the relatively rare cases where parents miscategorize their twins as MZ instead
of DZ (or the converse), differences in cognitive ability and personality persist (Bouchard and
McGue, 2003). Finally, we note that our estimated Cs are very low, and it would appear that
the Bayesian estimator, if anything, overstates the importance of shared environment compared
to other standard estimators. 9
1.4.2 Measurement Error
In the simplest case where the studied preference is observed with mean zero random error, we
can think of the unique environment component as being comprised of two terms, Egg = Elg+Eij,
where cij is a mean zero variable with variance o, and is i.i.d. across time. Under these
assumptions, it is easy to show that the estimates of A and C need to be scaled up by a factor
of 1_- . For example, under the conservative assumption of a retest correlation of 0.8, this would
imply a o2 of 0.2, and therefore the estimates of A and C would need to be scaled up by 25 %,
i.e. to somewhere between 0.18 and 0.41 for A in our ACE models. There is surprisingly little
evidence on test-retest stability in economic experiments. One recent paper (Brosig, Riechmann
and Weimann, 2007) examined the temporal stability of individual behavior in modified dictator
and prisoner's dilemma games, and found that individual behavior is unstable across time in
a given game. However, the authors used a concept of stability which is not easily mapped to
an estimate of o. Other papers have estimated error rates from identical responses to items,
typically finding reversal rates of the order of 10-20 % (Harless and Camerer, 1994; Hey and
Orme, 1994).
9 1t is clear by inspection that a method of moment estimator would produce non-sensical negative estimates of
common environment. Estimating continuous ACE models using maximum-likelihood in MPLUS (Muthen and
Muthen, 2006), and bootstrapping the standard errors, estimated Cs are always equal to zero, and the estimated
heritabilities are 0.21 for risk aversion, 0.31 for giving, 0.29 for risk investment and 0.35 for risk assessment. All
estimates of A are significant at the five percent level.
1.4.3 Representativeness
Compared to most experimental work, our sample is an improvement in terms of representa-
tiveness since we draw our subjects from a population-based registry and not a pool of college
students. Yet, it is important to establish the "selectivity" of our sample. In particular, three
questions arise. First, are the MZ and DZ twins who agree to participate drawn from similar
environments? Second, to what extent does our method of sampling lead to overrecruitment of
subjects with certain characteristics? If any such characteristics are associated with heritability,
then estimates of variance components will be biased. Third, in light of the fairly skewed ratio
of MZ twins to DZ twins in our sample, are there any reasons to believe that this has affected
our estimates?
A basic assumption of the ACE model is that MZ twins and DZ twins are drawn from the
same environment. We have already demonstrated that in terms of experimental outcomes,
the MZ and DZ distributions appear to be the same. To further investigate this hypothesis,
we conducted a battery of tests for equality on background variables including gender, years of
education, employment status, health, income and marital status. With the exception of age,
we did not find any significant differences between the MZ and DZ samples. The results are
reported in Table V.
Second, it is possible that the twins who participated are not representative of the population
as a whole. Like most twin studies (Lykken, McGue and Tellegen, 1986), our method of
recruitment led to an oversampling of women and of MZ twins. Comparing our participants to
the STAGE cohort as a whole on a number of background variables, we find few economically
interesting differences. These results are also reported in the appendix.
A comparison to the entire STAGE cohort is only an imperfect measure of representative-
ness, however, since STAGE respondents are also a self-selected group. We have therefore
merged our experimental data to information on educational attainment, marriage status and
income from Statistics Sweden, and can thus further examine how our sample compares to the
population mean for the cohort born 1959 to 1985. The population marriage rate for women
is 36 % and 29 % for men. This is slightly higher than what we observe in our experimental
sample. For income, the population averages are close to those of our participants. On average
men earn 247,000 SEK, while our male subjects earn 244,000 SEK. For women the correspond-
ing figures are 181,000 and 197,000. Finally, we find that the average years of education in the
cohort as a whole is 12.09 for men, and 12.49 for women, which is slightly more than one year
less than the average for our experimental sample.
The upshot of this discussion is that our method of sampling leads to mild overrecruitment
of subjects who are younger than average, less likely to be married and have fewer children on
average. There is also modest overrecruitment of subjects with better than average educational
attainment. Is this above average educational attainment of our subjects a source for concern?
For instance, it has been suggested that the heritability of intelligence might be moderated by
social stratum (Turkheimer et al., 2003), at least in children, and a similar argument might
apply to the effect of educational attainment on our outcome variables. To investigate this, we
modify the continuous version of our baseline model to allow for interaction between A and
years of education,10 The fit of the new model is slightly better for risk aversion and slightly
worse for the other three variables, suggesting the interaction between A and education should
not be included. For risk aversion heritability increased somewhat, to 0.21 (95% CI 0.02, 0.39),
compared to the baseline model."
Finally, there is a third, more subtle way, in which recruitment bias may be affecting our
estimates. A plausible explanation for the overrecruitment of MZ twins is that since MZ twins
are in more frequent contact with each other, it is easier for them to coordinate on a date and
time. The concern here is that coordination costs, or willingness to participate more generally,
might be associated with behavioral similarity. If so, this will inflate correlations, leading to
an upward bias in the estimates of A and C. If this form of selection is more severe for MZ or
DZ twins, it will also bias the estimates of the relative importance of common environmental
and genetic influences. A reasonable proxy variable for costs of coordination is the frequency
of contact between twins. Self-reported data on frequency of contact is available in STAGE.12
0 This model is Xz = Ai + # * Ai * Educationij + C, + E.s for MZ twins and xiz = A1 + A 2a3 + # * (A i +
A2ii) * Educationij + Ci + Eij for DZ twins.
1 The DIC for the risk aversion, risk investment, risk assessment, and dictator game interaction models are
7813, 3881, 3698, and 4919 respectively. New baseline models were run to account for the fact that the interaction
models were based on fewer observations due to missing values for the years of education variable. The baseline
DICs are 7824, 3872, 3695, and 4915.
2 We construct the frequency of contact variable as follows. Subjects who report at least one interaction (by
e-mail, telephone or letter) per day are assigned a value of 365. Subjects who report less than one interaction
per day are simply assigned a value equal to the number of interactions per year. Interestingly, frequency of
contact also provides a falsification test of the basic twin model. Since this variable is the same for both twins
When we compare twins who took part in our study to those who did not, there is a practically
and statistically significant difference in the anticipated direction. MZ twins who participated
in the study report a frequency of contact of 260 interactions per year, whereas those who did
not participate report 234 interactions per year. The corresponding figure for DZ twins are
199 and 155. These differences are highly significant. In other words, frequency of contact
is a robust predictor of participation. The crucial question, however, is whether frequency of
contact predicts behavioral similarity. To test this, we regress the absolute value of the within-
pair difference in giving and the three measures of risk on the average self-reported frequency
of contact. Controlling for zygosity, the coefficient on frequency of contact is never significant.
In other words, a reasonable proxy variable for "costs of coordination" does not seem to be
related with behavioral similarity.
A second robustness test is to take variables that are available for the STAGE cohort in
its entirety and ask if there are any systematic differences between subjectes who participated
in our experiments and those who did not in terms of correlations. If correlations in health,
income, years of education and the numerous other variables we investigate are consistently
higher in the experimental sample, this would then suggest that these are a self-selected group
with greater concordance in general. The results from this exercise are reported in Table I.A2
of Appendix A. There is no tendency for the patterns of correlations to differ between the two
groups.
1.4.4 Genetic Non-Additivity
The models we use - like most behavior genetic models - assume that genes influence a trait in
an additive manner. That is to say, the genetic effect is simply the sum of all individual effects.
This is by far the most common way to achieve identification. It has long been known that
the twin model suffers from parameter indeterminacy when, for example, dominance effects are
present because the number of parameters to be estimated exceeds the number independetly
informative equations (Keller and Coventry, 2005). The fact that our DZ correlations are less
in a pair, it cannot possibly be heritable. A higher MZ correlation than DZ correlation would then suggest
that measurement errors are more correlated in MZ twins. Fortunately, this turns out not to be the case. In
our experimental sample, the MZ correlation is 0.76 and the DZ correlation is 0.71. In STAGE as a whole, the
correlations are 0.77 and 0.75.
than half of the MZ correlations could be the result of sampling variation. But it could also
be an indication that there is some non-additive genetic variation present. For one of our risk
measures, risk assessment, we are in fact able to reject the hypothesis that the DZ correlation
is at least half the MZ correlation. In Table I.A5 we report the results of an ADE model, and
show that this model fits the data better, as judged by the DIC criterion.
A more rigorous way to test for non-additivity would be to extend the dataset to include
also sibling, parent-child, or even cousin data. Though our data does not contain such informa-
tion, Coventry and Keller (2005) recently completed a major review of all published parameter
estimates using the extended family design compared to classical twin design estimates derived
from the same data. The authors report that the estimates of broad heritability in twin studies
are fairly accurate. However, the classical twin design overestimates the importance of additive
genetic variation and underestimates the importance of non-additive genetic variation. Evidence
from studies of adoptees point in the same direction. In a recent metastudy by Loehlin (2005),
the author reports average correlations of 0.13 for personality and 0.26 for attitudes in families
with children reared by their biological parents. However, the correlations for personality and
attitudes are 0.04 and 0.07 respectively between adopted children and their non-biological par-
ents, but 0.13 and 0.20 between adopted children and their biological parents (Loehlin, 2005).
Since only additive genetic variance is transmissible across generations (Fisher, 1930), doubling
the parent-child correlation produces an upper bound on the estimate of narrow heritability.
The fact that this upper bound is lower than estimates derived from twin studies reinforces the
point that there is probably non-additive variation in personality and attitudes. The low DZ
correlations we observe suggest that a similar situation obtains for economic preferences.
We thus concur with the conclusion in Coventry and Keller (2005), namely that the estimates
from the classical twin design should not be interpreted literally, but are nevertheless very useful
because they produce reasonably accurate estimates of broad heritability, and hence of genes
as a source of phenotypic variation.
1.5 Discussion
In this paper, we have used standard behavior genetic techniques to decompose variation in
preferences for giving and risk-taking into environmental and genetic components. We document
a significant genetic effect on risk taking and giving, with genes explaining approximately 20 % of
phenotypic variation in the best fitting models. The estimated effect of common environment, by
contrast, is smaller. Though these results are clearly in line with the behavior genetic literature
(Turkheimer, 2000), the implication of these findings in the context of modern economics merit
further comment.
In particular, it is important to exercise great care in interpreting the estimates of variance
components. Contrary to what is sometimes supposed, they are estimates of the proportion
of variance explained and thus do not shed any direct light on the determinants of average
phenotype. This distinction is important. For instance, if genetic transmission in a studied
population is uniform, then a trait that is primarily acquired through genes might actually
show low, or zero, heritability. The same argument is true for common environment. A low
estimated C could simply mean that there is little variation in how parents culturally transmit
preferences or values to their children. This caveat is especially important to bear in mind
when interpreting heritability estimates from a study population such as ours, where it seems
plausible to assume that environmental variation between families is modest.
Like any other descriptive statistic, a heritability estimate is specific to the population for
which it is estimated, and, though our findings are probably informative about heritability
in other modern Western societies, we caution against further extrapolation. Variation in
our study population is in all likelihood small relative to cross-country differences or historial
environmental differences that could potentially generate greater variation in risk preferences
and giving. The perhaps most striking and intuitively illustration of this point comes from
the study of income, which is moderately heritable in Sweden as well as in the US (Bjbrklund,
Jantti and Solon, 2005; Taubman, 1976). In recent centuries incomes have increased manifold,
and even today an individual's country of origin is by far the most important determinant of
that individual's income (Sala-i-Martin, 2006). In other words, a heritability statistic says
little about the malleability of a trait with respect to environmental interventions (Goldberger,
1979).
Caution should also be exercised in interpreting our estimate of unique environment (E)
since it is not possible to separately identify unique environment and measurement error without
knowledge of test-retest correlations (Plomin and Daniels, 1987; Plomin et al., 2001a). This is
because if there is noise in the elicitation of preferences, such noise will be subsumed under the
estimate of unique environmental effects.13 Further, a number of important sources of unique
environmental effects, such as accidents, are non-systematic in nature. The observation that
the human genome could not possibly specify every synaptic connection in the brain and that
random events could lead to different developmental outcomes, even in genetically identical
individuals, falls into this category (Molenaar, Boomsma and Dolan, 1993; Jensen, 1997).
Economists have traditionally expressed agnosticism about the causal mechanisms behind
individual differences in preferences. While choosing to overlook genetic explanations is of-
ten well motivated on the grounds of parsimony, especially in studies taking a historical or
geographical perspective, our findings combined with the pre-existing behavior genetics liter-
ature uncover a unique and potentially important source of preference heterogeneity. Despite
ample experimental evidence the origins of individual behavioral variation in economic games
have thus far remained elusive, and many attempts to find theoretically appealing and empiri-
cally stable correlates to preferences elicited experimentally have yielded contradictory results
(Camerer, 2003). If preferences are indeed under moderate genetic influences any attempt to
understand heterogeneity in preferences without taking this into account will be incomplete.
Recently, much interest has been directed toward finding biological or neurological correlates
to experimental behavior. Of course, this does not necessarily imply neither causality nor a
genetically mediated association. However, the fact that many of the biological variables with
known associations to individual differences in strategies or preferences are strongly heritable
does lend some support, if only circumstantial, to our findings. For instance, financial risk-
taking has been shown to vary over the menstrual cycle in women (Br6der and Hohmann,
2003; Chen, Katuscak and Ozdenoren, 2005), and correlates both with facial masculinity and
circulating testosterone levels in men (Apicella et al., 2008). A number of imaging studies have
3 This result also has implications for the genome-wide association studies that are currently underway, exam-
ining genetic variation across the human genome and behavior in experimental games. Noise in the elicitation
in, for instance, social preferences is likely to frustrate these efforts. Multiple measurement would be one way of
dealing with the problem.
also explored the neural correlates of both giving and financial risk-taking. One study found
activation in the striatum both on receiving money and donating to charity (Moll et al., 2006).
Another study found similar activation patterns and demonstrated enhanced activation when
the charitable donation was voluntary (Harbaugh, Mayr and Burghart, 2007). In the context of
financial risk-taking, Kuhnen and Knutson (2005) demonstrayed that risk-seeking is associated
with activation in the nucleus accumbens, whereas risk-aversion is associated with activation
in the insula. In general, brain structure is under strong genetic influence, though there are
substantial regional differences in heritability (Thompson et al., 2001; Toga and Thompson,
2005). The same is true for hormone levels (Harris, Vernon and Boomsma, 1998; Bartels et al.,
2003).
1.6 Conclusion
In this paper, we have presented an empirical investigation into the relative contributions of
individual differences in genes and environment to observed variation in economic preferences
for risk and giving. Notwithstanding the fact that all twin siblings are of the same age and were
raised together in the same family, the genetically identical MZ twins still exhibit much greater
similarity in their preferences for risk and giving than do DZ twins. While our results do not
allow us to be as assertive as Sir Francis Galton, they do suggest that humans are endowed with
genetic variation in their proclivity to donate money to charity and to take risks. By now there
is a plethora of studies exploring the sources of individual variation in economic experiments
and games, yet up until recently considerations of genetic influences have remained relatively
absent. Here we have argued that this failure to consider genes obscures an important source
of preference heterogeneity. Ultimately, we hope that a better understanding of the underlying
individual genetic heterogeneity' 4 in economic preferences, and the adaptive pressures under
which these preferences evolved will lead to a more comprehensive economic science that can
bridge some of the unexplained gaps between empirical data and economic theory (Burnham
1 4Genetic variation can be maintained in equilibrium for a number of reasons. For a discussion of this difficult
subject in the context of personality differences, see two recent papers by Dall, Houston and McNamara (2004)
and Penke, Denissen and Miller (2007).
1997; Cosmides and Tooby, 1994).
Finally, our findings suggest a number of directions for future research. In recent years we
have witnessed rapid advancement in the field of molecular genetics, including the initial tenta-
tive steps toward uncovering the complex genetic architecture underlying variation in individual
personality and preferences. In fact, we are aware of one paper which has already uncovered
a polymorphism on the AVPR1a gene that is associated with generosity in the dictator game
(Knafo et al., 2008). The identification of specific genes, or more likely combinations of genes,
associated with particular traits holds promise for economic research. Most importantly, as
noted by Benjamin et al. (2007), it will allow for the study of interactions between genotypes
and policies to better predict the consequences of policy on individuals. A second direction
for future research is to look beyond the laboratory and instead consider field proxies for the
underlying preferences. There are well known issues associated with the generalizability of
laboratory findings (Levitt and List, 2007), and documenting similar genetic influences in the
field therefore ought to be a priority. A third, and perhaps most natural, direction is to try to
disentangle additive and non-additive genetic variation. We anticipate that studies employing
the extended family design will shed more light on this issue. The fairly low DZ correlations
we observe provide some tentative, but far from conclusive, evidence for non-additivity.
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1.8 Tables and Figures
TABLE I.1
EXPERIMENTAL BEHAVIOR
MZ Twins DZ Twins
p-value
Giving Mean 53.60 54.43 0.77
S.D. 37.27 37.94
n 638 282
Risk Aversion Mean 52.38 51.88 0.71
S.D. 18.53 17.80
n 625 276
Risk Investment Mean 30.25 33.19 0.08
S.D. 21.22 21.28
n 638 279
Risk Assessment Mean 4.98 5.25 0.07
S.D. 1.98 1.96
n 636 279
Notes. The p-value is for the test of the hypothesis that the mean of the MZ and DZ
distributions are the same. Standard errors are adjusted to take non-independence into account
(Liang and Zeger 1986).
PARAMETRIC AND
TABLE 1.11
NON-PARAMETRIC CORRELATIONS FOR MZ AND DZ TWIN PAIRS. 95%
CONFIDENCE INTERVALS WITHIN PARENTHESES.
MZ twin pairs DZ twin pairs p-value of diff.
Giving Spearman 0.319*** (0.211-0.426) 0.106 (-0.067 - 0.292) 0.015
Pearson 0.317***(0.208-0.424) 0.099(-0.075 - 0.279) 0.013
# pairs 319 141
Risk Aversion Spearman 0.222*** (0.118-0.341) 0.025 (-0.150 - 0.189) 0.020
Pearson 0.222*** (0.099-0.342) 0.024 (-0.135 - 0.179) 0.024
# pairs 307 135
Risk Investment Spearman 0.264*** (0.149-0.364) 0.096 (-0.077 - 0.277) 0.066
Pearson 0.304*** (0.177-0.408) 0.110 (-0.079 - 0.315) 0.057
# pairs 319 139
Risk Assessment Spearman 0.367***(0.266-0.468) -0.034 (-0.217 - 0.148) 0.001
Pearson 0.384*** (0.280-0.481) -0.043 (-0.237 -. 0.139) 0.001
# pairs 317 139
Notes. * * *=significantly different from zero at 1%, 5%, and 10% level. All results are
bootstrapped. P-values are one-sided.
TABLE I.III.
RESULTS OF THE ACE MODEL AND ITS NESTED SUBMODEL FOR GIVING. 95% CREDIBLE
INTERVALS WITHIN PARENTHESES.
Model
ACE AE CE E
A 0.22 (0.05, 0.36) 0.31 (0.21, 0.40) -
Continuous C 0.09 (0.01, 0.23) - 0.25 (0.16, 0.33) -
E 0.70 (0.60, 0.79) 0.69 (0.60, 0.79) 0.75 (0.67, 0.84) 1.00 (1.00-1.00)
DBar 4719 4706 4783 5043
pD 227.3 234.9 184.8 2.0
DIC 4946 4941 4968 5045
A 0.28 (0.06, 0.46) 0.39 (0.27, 0.51) -
Ordered C 0.11 (0.01, 0.30) - 0.32 (0.21, 0.43) -
E 0.61 (0.50, 0.73) 0.61 (0.49, 0.74) 0.68 (0.57, 0.79) 1.00 (1.00-1.00)
DBar 1693 1688 1761 2023
pD 236.0 238.7 189.8 2.0
DIC 1929 1927 1951 2025
Notes. A is the genetic contribution; C is the common environment contribution; E is the
unique environment contribution.
DBar: Deviance.
pD: Effective number of parameters.
DIC: Bayesian Deviance Information Criterion.
TABLE LIV.
RESULTS OF THE ACE MODEL AND ITS NESTED SUBMODEL FOR RISK AVERSION. 95%
CREDIBLE INTERVALS WITHIN PARENTHESES.
Model
ACE AE CE E
A 0.14 (0.02, 0.27) 0.21 (0.11, 0.31) -
Continuous C 0.07 (0.00, 0.18) - 0.17 (0.08, 0.26) -
E 0.80 (0.69, 0.89) 0.79 (0.70, 0.89) 0.83 (0.74, 0.93) 1.00 (1.00-1.00)
DBar 7713 7707 7752 7914
pD 160.8 163.9 130.6 2.0
DIC 7873 7871 7883 7916
A 0.16 (0.01, 0.30) 0.25 (0.14, 0.36) -
Ordered C 0.09 (0.01, 0.22) - 0.20 (0.10, 0.30) -
E 0.75 (0.65, 0.86) 0.75 (0.64, 0.86) 0.80 (0.70, 0.90) 1.00 (1.00-1.00)
DBar 2760 2752 2804 2985
pD 181.4 186.3 149.1 5.9
DIC 2941 2938 2953 2991
Notes. A is the genetic contribution; C is the common environment contribution; E is the
unique environment contribution.
DBar: Deviance.
pD: Effective number of parameters.
DIC: Bayesian Deviance Information Criterion.
TABLE J.V.
MZ DZ COMPARISON FOR BACKGROUND VARIABLES.
MZ Twins DZ Twins
Female
Age
Education
Income
Employed Full Time
Unemployed
Self-Employed
On Sickleave
Government Employee
Cognitive Ability
Emotional Stability
Agreeableness
Extraversion
Conscientiousness
Health
Marital Status
Number of Children
Mean S.D. Mean
0.77 0.42 0.82
34.30 7.35 35.95
13.70 2.22 13.63
201973 152674 217548
0.54 0.50 0.60
0.03 0.18 0.04
0.04 0.20 0.07
0.04 0.19 0.02
0.40 0.49 0.45
0.03 0.99 -0.06
-0.04 1.00 0.10
0.02 0.98 -0.04
-0.04 0.98 0.08
-0.02 1.01 0.04
1.87 0.81 1.88
0.25 0.43 0.29
0.70 0.99 0.76
S.D.
0.39
7.81
2.18
119997
0.49
0.19
0.25
0.12
0.50
1.02
0.99
1.04
1.04
0.98
0.79
0.46
0.99
p-value
0.24
0.03
0.69
0.19
0.23
0.80
0.32
0.10
0.26
0.30
0.09
0.55
0.16
0.55
0.86
0.26
0.55
Data Source
Multiple
Multiple
Stat. Sweden
Stat. Sweden
STAGE
STAGE
STAGE
STAGE
STAGE
Exp. Session.
Exp. Session.
Exp. Session.
Exp. Session.
Exp. Session.
STAGE
Stat. Sweden
Stat. Sweden
Notes. Education refers to years of education. Income is the sum of wage income, taxable transfers
and income from own company for the year 2005 (in SEK). Employment information was gathered when
the subject responded to the STAGE questionnaire. Psychological measures were adjusted to have mean
0 and standard deviation 1 for the whole sample. Health is self-reported on a scale from 1 to 5. Marital
status is a dummy variable taking the value 1 if the subject is married. Number of children is number
of children under 18 living in the respondent's household in the year 2005. The p-value is for the test of
the hypothesis that the mean of the MZ and DZ distributions are the same. We utilized adjusted Wald
tests for equality taking into account non-independence within twin families (Liang and Zeger, 1986).
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FIGURE 1.1
Panel A: The distribution of giving (percent donated), by zygosity.
Panel B: The distribution of risk aversion (certainty equivalent), by zygosity.
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FIGURE J.JJ.Scatterplots jittered for expositional clarity.
Panel A. Scatterplot for the dictator game, percent donated, MZ twins.
Panel B. Scatterplot for the dictator game, percent donated, DZ twins.
Panel C. Scatterplot for risk aversion, certainty equivalent, MZ twins.
Panel D. Scatterplot for the risk aversion, certainty equivalent, DZ twins.
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Appendix A
Introduction
In this appendix, we provide some details on the Bayesian estimation procedure, additional
information on recruitment bias, and the results for our two additional measures of risk prefer-
ences (referred to in the text as risk investment and risk assessment).
Details on Estimation
Ordered Models
In the ordered models, the outcome variables are modelled under the assumption that y; is
not directly observed. Instead, the observed variable yij is assumed to be one of k + 1 ordered
categories (0 to k):
Yij = 0 if y <- T 1, (1.12)
yij = 1 if ri < y* < 72, (1.13)
yij k if y ' > rk, (1.14)
where ri is an unknown threshold parameter that is estimated as part of the model. For
MZ twins, the probability of observing an outcome is given by:
P(yij = 0|Aj, Ci, Xj) = 1 (Ti - (Ai + Ci)) , (1.15)
P(yij = 1|Aj, Ci, Xj) = ( (T2 - (Ai + C)) - 1 (ri - (Ai + Ci)) , (1.16)
P(yij klAj, C, Xj) = 1 - 1 (rk - (Ai + C)), (1.17)
0 < T1 < ... < rk. (1.18)
where <b is the cumulative standard normal distribution. For DZ twins, the probability is:
P(yij = 0|A 1i, A2ijCi, Xi) = b (1ri - (A 1 + A2ij + Ci)),
P(yij = 1|Ai, A 2ijCi, Xi) = <' (r 2 - (A1 + A 2ij + Ci))
- b (71 - (A1i + A2ij + Ci)),
P(yij = kIAi, A 2ij, Cs, Xi) = 1 - <b (rk - (A1 + A 2ij + Ci)),
0 < T < ... < Tk.
ADE Model
In the ADE model, we assume that,
Xjz = Ai + Di + Eij, (1.23)
where Ai is the family genetic factor, Di is the dominance deviation and Eij is the individually-
experienced unshared environment factor. For DZ twins the latent variable is a function of four
random effects variables:
x z = A1 + A2ij + D1 + D2ij + Ei, (1.24)
In order to model a correlation of .25 in the DZ twins for the nonadditive (dominance)
genetic effects we split up the dominance component, oD, into two independent parts, and
(1.19)
(1.20)
(1.21)
(1.22)
assume that,
D (,o) ,(1.25)
Di N 0, 24), (1.26)
D2 ~ N 0, o . (1.27)
For the precision parameter associated with o, we use a Pareto distribution with shape
parameter equal to 1 and scale parameter equal to 0.001.
Representativeness
In Table I.A1, we compare our participants to the STAGE cohort as a whole on a number
of background variables. The STAGE cohort is very large, so it is important to distinguish
statistical significance from practical signficance. For health, income and employment status,
we find no significant differences. We do however find that our subjects are somewhat younger
than the average STAGE respondent. The difference is approximately 3.5 years for men and
1.5 years for women. We also find that participants in the experiment are less likely to be
unemployed. In our experimental sample, the unemployment rate is two percentage points
lower than in STAGE for women, and four percentage points lower for men. Further, marriage
rates are somewhat lower, a phenomenon which is no doubt related to their lower average age.
In particular, 22 % of our participating men are married, as compared to 29 % in STAGE. The
corresponding figures for women are 28 % and 33 %. Participants in the experiments also, on
average, have 0.25 fewer children under 18 living in their household.
While the 61 % response rate in STAGE is not alarmingly low, it merits further investi-
gation, because STAGE respondents themselves may not be fully representative of the general
population. In private correspondence with the Swedish Twin Registry, we have learnt that
there are no significant differences between participants and non-participants with respect to
age or birthweight. As is common in twin studies, women are overrrepresented (Lykken, McGue
and Tellegen, 1980) also in STAGE, with a larger fraction of non-participants being male (58%
versus 44%). Non-participants are also more likely to be diagnosed with a psychological disor-
der (4.4% versus 7.7%) or to have at least one parent born outside Sweden (16.1% versus 12.8
%). Participants on the other hand are more likely to have studied after high-school (41 %
versus 27 %).
In Table I.A2, we report MZ and DZ correlations on a large number of background variables
for the STAGE cohort as a whole and for our experimental sample. In general, there is no
tendency for the patterns of correlations to differ between the samples.
Data Definitions
The data from Statistics Sweden is for the year 2005 and includes income excluding capital
income (fbrvarvskinkomst), marital status and years of education. Unlike the STAGE data, the
data from Statistics Sweden is not self-reported but registry based.
Researchers interested in the variables in STAGE are advised to contact the Swedish Reg-
istry, which maintains a web-based (but password protected) database with variable definitions.
Additional Results for Risk
In Tables I.A3 and I.A4 we report ACE model results for risk investment and risk assessment.
Since the correlations we observe for risk assessment are significantly outside the permissible
space of correlations, we also estimate an ADE model for risk assessment, see Table I.A5. The
DIC model selection criterion suggests that the ADE model better fits the data. Histograms
and scatterplots for risk investment and risk assessment are reported in Figures I.Al and I.A2.
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Additional Tables and Figures
TABLE 1.A1.
COMPARISON OF EXPERIMENTAL SAMPLE TO STAGE COHORT.
Age
Education
Income
Employed Full Time
Unemployed
Self-Employed
On Sickleave
Government Employee
Health
Marital Status
Number of Children
Sample
33.03
13.69
243524
0.72
0.02
0.09
0.02
0.28
1.74
0.22
Men
STAGE
36.66
12.50
269764
0.78
0.06
0.14
0.02
0.22
1.85
0.29
0.60 0.81
p-value
<0.01
<0.01
0.11
0.24
0.02
0.07
0.93
0.10
0.11
0.03
0.02
Notes. Education refers to years of education. Income is the
Sample
35.29
13.67
196591
0.52
0.04
0.04
0.03
0.44
1.92
0.28
0.75
sum of
Women
STAGE
36.57
12.78
195289
0.54
0.06
0.05
0.04
0.50
1.96
0.33
1.01
wage income,
p-value
<0.01
<0.01
0.84
0.46
<0.01
0.23
0.43
0.02
0.25
0.02
<0.01
taxable transfers
and income from own company for the year 2005 (in SEK). Employment information was gathered
when the subject responded to the STAGE questionnaire. Health is self-reported on a scale from 1 to 5.
Marital status is a dummy variable taking the value 1 if the subject is married. Number of children is
number of children under 18 living in the respondent's household in the year 2005. We utilized adjusted
Wald tests for equality taking into account non-independence within twin families (Liang and Zeger
1986).
TABLE I.A2.
CORRELATIONS IN EXPERIMENTAL SAMPLE AND STAGE.
Exp. Sample STAGE
Education
Income
Employed Full Time
Self Employment
On Sickleave
Government Employee
Health
Marital Status
Number of Children
Notes. Education refers to
MZ DZ MZ DZ
0.68 0.43 0.69 0.45
0.69 0.58 0.59 0.45
0.25 0.21 0.28 0.29
0.30 0.30 0.33 0.25
-0.04 -0.02 0.18 0.06
0.35 0.21 0.29 0.25
0.46 -0.04 0.33 0.17
0.33 0.33 0.39 0.27
0.51 0.44 0.53 0.38
years of education. Income is the sum of wage income, taxable transfers
and income from own company for the year 2005 (in SEK). Employment information was gathered
when the subject responded to the STAGE questionnaire. Health is self-reported on a scale from 1 to 5.
Marital status is a dummy variable taking the value 1 if the subject is married. Number of children is
number of children under 18 living in the respondent's household in the year 2005.
TABLE I.A3.
RESULTS OF THE ACE MODEL AND ITS NESTED SUBMODEL FOR RISK INVESTMENT 95%
CREDIBLE INTERVALS WITHIN PARENTHESES.
Model
ACE AE CE E
A 0.19 (0.01, 0.34) 0.29 (0.20, 0.39) -
Continuous C 0.10 (0.00, 0.26) - 0.24 (0.15, 0.33) -
E 0.71 (0.62, 0.81) 0.71 (0.62, 0.80) 0.76 (0.67, 0.85) 1.00 (1.00-1.00)
DBar 3683 3670 3734 3988
pD 216.4 224.5 180.9 2.0
DIC 3900 3894 3915 3990
A 0.22 (0.02, 0.38) 0.32 (0.21, 0.42) -
Ordered C 0.10 (0.01, 0.27) - 0.26 (0.17, 0.35) -
E 0.68 (0.59, 0.79) 0.68 (0.58, 0.80) 0.74 (0.65, 0.83) 1.00 (1.00-1.00)
DBar 2375 2367 2431 2677
pD 221.7 226.8 182.1 4.99
DIC 2597 2593 2614 2682
Notes. A is the genetic contribution; C is the common environment contribution; E is the
unique environment contribution.
DBar: Deviance.
pD: Effective number of parameters.
DIC: Bayesian Deviance Information Criterion.
TABLE I.A4.
RESULTS OF THE ACE MODEL AND ITS NESTED SUBMODEL FOR RISK ASSESSMENT 95%
CREDIBLE INTERVALS WITHIN PARENTHESES.
Model
ACE AE CE E
A 0.29 (0.14, 0.41) 0.35 (0.25, 0.44) -
Continuous C 0.05 (0.00, 0.17) - 0.25 (0.17, 0.34) -
E 0.65 (0.56, 0.75) 0.65 (0.56, 0.75) 0.75 (0.66, 0.84) 1.00 (1.00-1.00)
DBar 3466 3455 3578 3844
pD 253.5 257.9 187.1 2.00
DIC 3719 3713 3765 3846
A 0.33 (0.19, 0.45) 0.38 (0.28, 0.48) - -
Ordered C 0.05 (0.00, 0.17) - 0.28 (0.19, 0.36) -
E 0.62 (0.53, 0.72) 0.62 (0.53, 0.72) 0.72 (0.64, 0.81) 1.00 (1.00-1.00)
DBar 3474 3471 3604 3877
pD 279.7 279.4 204.7 9.86
DIC 3753 3751 3809 3897
Notes. A is the genetic contribution; C is the common environment contribution; E is the
unique environment contribution.
DBar: Deviance.
pD: Effective number of parameters.
DIC: Bayesian Deviance Information Criterion.
TABLE I.A5.
RESULTS OF THE ADE MODEL AND ITS NESTED SUBMODEL FOR RISK ASSESSMENT 95%
CREDIBLE INTERVALS WITHIN PARENTHESES.
A 0.05
Continuous D 0.33
E 0.63
DBar
pD
DIC
A 0.04
Ordered D 0.37
E 0.59
DBar
pD
DIC
Notes. A is the genetic
ronment contribution.
DBar: Deviance.
pD: Effective number ol
DIC: Bayesian Deviance
Model
ADE
(0.00-0.14)
(0.19-0.44)
(0.54-0.73)
3424
275,8
3700
(0.22-0.48)
(0.22-0.48)
(0.00-0.15)
3432
301,1
3733
contribution; D is the dominance deviation; E is the unique envi-
parameters.
Information Criterion.
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FIGURE I.A1.
Panel A: Risk investment (% invested), by zygosity.
Panel B: Risk assessment (0-10 scale), by zygosity.
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FIGURE I.A2. Scatterplots jittered for expositional clarity.
Panel A. Scatterplot for risk investment, percent donated, MZ twins.
Panel B. Scatterplot for risk investment, percent donated, DZ twins.
Panel C. Scatterplot for risk assessment, 0-10 scale, MZ twins.
Panel D. Scatterplot for risk assessment, 0-10 scale, DZ twins.
Chapter 2
Genetic Variation in Financial
Decision Making
It is well known that the composition of investment portfolios varies substantially across indi-
viduals, yet the determinants of these individual differences are not fully understood (Guiso,
Haliassos, and Jappelli, 2002; Curcuru et al., 2009). Explaining investor heterogeneity is rele-
vant to a number of prominent but unsettled debates in finance. Importantly, a better under-
standing of the determinants of cross-sectional variance leads to facts that theories of portfolio
allocation have to be consistent with. For these reasons a voluminous literature seeks to under-
stand heterogeneity in portfolio composition, especially as it pertains to individuals' willingness
to bear financial risks. 1
This paper asks whether genetic variation can help explain heterogeneity in portfolio risk.
In particular, this paper builds on a recent string of papers (Wallace et al., 2007; Cesarini
et al., 2008a, 2009) wherein laboratory experiments designed to elicit economic preferences,
including risk, are run on a sample of twins. The comparison of the behavior of monozygotic
(MZ, also known as identical) twins to that of dizygotic (DZ, also known as fraternal) twins
is a form of quasi-experiment. MZ twins reared together share both their family environment
and their genes. In contrast, DZ twins reared together share their family environment, but
'See Cohn et al. (1975), Friend and Blume (1975), Morin and Suarez (1983), Poterba (1993), Bertaut (1994),
P~lsson (1996), Heaton and Lucas (1997, 2000), Guiso, Haliassos, and Bertaut (2002), Malmendier and Nagel
(2007), Palme, Sund6n, and Suderlind (2007), and Curcuru et al. (2009).
their degree of genetic relatedness is no greater than that of ordinary siblings. A significantly
higher observed correlation for MZ twins than DZ twins is therefore usually taken as evidence
of genetic variance in the traits studied. Indeed, this is what Wallace et al. (2007), and Cesarini
et al. (2008a, 2009) find for economic preferences in their sample of twins. Further, by fitting
their experimental data to standard behavior genetic models, they estimate that heritability -
the share of individual variation that can be explained by genetic differences - typically was
somewhere between 20% and 40%.
Eliciting risk preferences experimentally has at least two disadvantages. First, there is
uncertainty about the extent to which laboratory behavior generalizes to the field (Harrison
and List, 2004; Levitt and List, 2007). Second, the sample sizes in the twin studies cited
above, though large by the standards of behavioral economics, still do not allow for precise
inference. In this paper, we use microdata from the Swedish individualized pension savings
accounts introduced in 2000 to extend the previous literature from the laboratory to the field.
As part of the transition to a new pension system, virtually all adult Swedes born after 1938
had to make simultaneous investment decisions with potentially far-reaching effects on their
post-retirement wealth. In particular, they had to construct an investment portfolio from a
menu of almost 500 funds. We take this event, sometimes referred to as the "Big Bang" of
the Swedish financial sector (Palme, Sunden, and Saderlind, 2007), as a field experiment from
which we can infer attitudes toward financial risk. Matching individual portfolio data to the
Swedish Twin Registry, we then employ standard methods from behavior genetics and estimate
the heritability of portfolio risk. Unlike small-stake gambles in the laboratory or attitudinal
risk questions, the investment decisions made in the pension savings accounts can have major
economic consequences. 2
Since our data set is very large, we are able to estimate parameters with much greater preci-
sion than previous studies, which have all been based on experimental data. To our knowledge,
this paper is the first to use behavior genetic techniques to document the heritability of risk-
taking in the financial market, as well as outside the laboratory.3 The primary disadvantage
2 Poterba, Venti, and Wise (2000) show the substantial effects that portfolio risk can have on the accumulation
of post-retirement wealth.
3This paper is a revision of an earlier working paper (Cesarini et al., 2008b). A recent working paper by
Barnea, Cronqvist and Siegel (2009) finds comparable results to ours, based on Swedish twin data matched to
of using portfolio allocation data to infer risk attitudes is that the riskiness of an individual's
portfolio may be determined not only by risk preference parameters, but also by differences
in beliefs about future returns4 as well as heterogeneity in susceptibility to various behavioral
biases (For a review, see Barberis and Thaler (2002)). We therefore eschew the label risk pref-
erences, preferring instead to refer to our outcome variable as a measure of attitudes toward
financial risk-taking.
The estimates of heritability that we obtain match the laboratory evidence in Cesarini et
al. (2009) very closely, and suggest that approximately 25% of individual variation in financial
risk-taking is due to genetic variation. Further, variation in childhood rearing environment
does not seem to be a major cause of differences in the willingness to bear financial risk. In
additional analyses, we also find that these results extend to other aspects of financial decision-
making, including the tendency to "choose" the default fund, invest in "ethical" or "socially
responsible" investment funds, as well as engage in returns-chasing behavior. An immediate
implication of our findings is that the considerable parent-child similarity in both self-reported
attitudes toward risk (Charles and Hurst, 2003; Hryshko, Luengo-Prado, and Sorensen, 2007;
Dohmen et al., 2008; Kimball, Sahm, and Shapiro, 2009) and the choice of what assets to hold
(Chiteji and Stafford, 1999) may not arise solely because of cultural transmission from parent
to child.
Besides establishing that the willingness to take financial risks is heritable, an important
result in and of itself, we believe that our findings have broader implications for efforts to
understand heterogeneity in portfolio allocation. For instance, the share of individual variation
explained by genes is an order of magnitude larger than the R 2s typically obtained in standard
empirical models of investment behavior, 5 which rarely explain more than 5% of the variation in
portfolio risk despite using rich sets of covariates (Curcuru et al., 2009). In particular, previous
studies of the Swedish individualized pension savings accounts (Palme, Sund6n, and Sdderlind,
information on portfolio holdings maintained by the Swedish Tax Agency. Barnea, Cronqvist and Siegel (2009)
study stock market participation and two measures of financial risk-taking behavior. Besides twin studies on
portfolio risk, a related literature in economics considers economic outcome variables such as education, income
and socioeconomic status. Chief references include Taubman (1976), Behrman and Taubman (1989), Plug and
Vijverberg (2003), Bjarklund, Lindahl, and Plug (2006) and Sacerdote (2007).
4 See the discussion in Malmendier and Nagel (2007).
5 See, for example, Cohn et al. (1975), Friend and Blume (1975), Poterba (1993), Bertaut (1994), PIlsson,
(1996), Heaton and Lucas (1997, 2000), Palme, Sunden, and Saderlind (2007), and Curcuru et al. (2009).
2007; Save-Saderbergh, 2008a), the very same accounts that are used in this paper, follow this
literature very closely. Genetic variance, by contrast, explains approximately 25% of the cross-
sectional variation in portfolio risk according to our estimates, suggesting that scholars should
try to better understand how genetic differences affect financial decision-making. As of today,
theories of portfolio allocation do not explicitly model genetic sources of individual variation.
Taken together, the results reported here strongly suggest that people differ genetically in
their willingness to bear financial risk. Moreover, the excess similarity in the portfolio risk of
MZ twins does not appear to be explained by their greater similarity in income, education,
cognitive ability, or wealth. One way to interpret this finding is that two individuals facing
identical budget sets might still make very different financial decisions for reasons unrelated to
differences in environmental circumstances.
The paper is structured as follows. In Section I, we describe the Swedish Pension reform
and our data set. In Section II, we describe the twin methodology. In Section III, we present
our results, and relate them to previous findings. In Section IV we investigate and discuss the
robustness and generalizability of our results, and in Section V we discuss our findings and their
implications for current efforts in finance to understand heterogeneity in portfolio risk. Section
VI concludes the paper.
2.1 Data
2.1.1 The Swedish Pension Reform
In 1994, legislation to gradually introduce a new pension system was passed by the Swedish
parliament in response to demographic challenges and under-financing of the pay-as-you-go
system that had been in place since the 1960s. 6 The new system is based on a contribution rate
of 18.5% on earnings, where 2.5 percentage points accrue to mandatory individual self-directed
accounts, one of the system's key features.
As part of the introduction of the new system, a government body - the Premium Pension
Agency - was established and assigned the responsibility of handling the individual investment
accounts. Almost all adult Swedes born after 1938 were invited to decide how to invest the
6 See Palmer (2000) for a detailed discussion of the new system.
balance on their individualized pension savings accounts, but the system only fully applied
to individuals born in 1954 and thereafter. 7 The "Big Bang" occurred towards the end of
2000, when all participants in the new system had to simultaneously decide how to invest their
balances. All in all, some 68% of the eligible population made an active decision. Individuals
who did not make an active choice had their money invested in a default fund.
Participants could construct a portfolio consisting of no more than five funds from a very
large menu of options comprising almost 500 different funds.8 Among these funds, approxi-
mately 14% were fixed income funds, investing predominantly in government bonds, 12% were
so-called mixed funds, investing in both equity and bonds, 7% were life-cycle funds, and the
remaining 68% were equity funds. Of the equity funds 58% were regional funds, investing in
a certain geographic region, 28% were country funds, investing in a specific country, and the
remaining 14% were industry funds, investing in a particular industry.
All eligible Swedes were sent a catalogue in which the available funds were listed with
information on the management fees and investment strategies of each fund. Annual historical
returns were provided, when available, for the period 1995 to 1999. In addition, the cumulative
return of the fund over this period was reported in a separate column. Funds were also color-
coded by risk level: from red (very high risk) to green (low risk) 9 and the standard deviation
of returns was reported. The circumstances under which these investment decisions were made
make them uniquely suitable for inferring attitudes toward financial risk among individuals
with little or no financial literacy.
2.1.2 Portfolio Data
Our primary measure of portfolio risk, which we denote Risk 1, is the average risk level of
the funds invested in by an individual, with the risk of each fund measured as the (annualized)
standard deviation of the monthly rate of return over the previous three years. The weighting of
7 Only Swedes whose income exceeded SEK 36000 ($1 is roughly 8 SEK) in 1995, 36,800 in 1996, 37,000 in
1997 and 37,100 in 1998 were eligible for fund selection in the year 2000.
8 The official justification for this policy was that individuals should be able to select a portfolio that suits
their preferences. The menu of options has now been expanded from the original 461 options to over 700 different
funds. For a criticism of this feature of the system, see Cronqvist and Thaler (2004).
gThe categories were as follows: 0-7 are low-risk funds; 8-17 are average-risk funds; 18-24 are high-risk funds;
and 25 and higher are very high risk funds.
a fund is equal to that fund's share in the individual's portfolio. In cases where historical returns
are not available, these values are imputed by assigning the average value of risk for similar
types of funds in the sample. 10 This measure is similar to that employed in Save-Saderbergh
(2008a) and Palme, Sund6n, and Sbderlind (2007), with the one exception that we also include
individuals whose money was invested in the default fund.1 ' As a second measure of risk, Risk
2, the standard deviation of returns is adjusted to account for covariation between funds in the
same portfolio.12 As yet another robustness check, we calculate a third risk measure, Risk 3, as
the weighted share of equity funds in an individual's portfolio.13 Finally, we perform analyses of
the Risk 1 variable purged from variation in a set of demographic and socioeconomic variables.
These variables are obtained by matching our data to administrative records.
"The classification of funds was made by the Premium Pension Agency. Examples of types are "New Markets",
"IT and Communication", and "Europe Small Enterprises". Our method of imputing missing values has no
interesting effects on the estimates we report in this paper.
"Save-Soderbergh (2008a) excludes individuals with the default portfolio on the grounds that its investment
profile was not fully known when investment decisions were made in the fall of 2000. The reason its risk profile
was not known is that it was constructed to reflect the profile of an average investor. On the other hand, it
seems reasonable to assume that people had some expectation about the future level of risk in the default fund.
In practice, none of the results reported in this paper are sensitive to the inclusion of these observations. This
supports the notion that individuals not actively choosing a portfolio nevertheless conveyed some information
about their risk preferences.
1 2 As we do not have time series for the returns of all our funds, we proceed as follows. First, for the 36 months
1997 to 1999, we average the monthly returns across funds within each type of fund in the data, hence giving
us one time-series of monthly returns for each type of fund. We then calculate the correlations between the
monthly returns of different types of funds during the period in question. These correlations serve as proxies for
the correlations between the returns of individual funds when calculating portfolio risk based on the variances in
return for each fund. As with our primary risk measure, Risk 1, the contribution of each fund to the portfolio risk
of an individual is weighted by the amount invested in that fund by that particular individual. For individual i,
R1,i = Eaijyry,
R2= E aijakpj,krjrk,
3 k
where a,k is the share of fund k in the portfolio of individual i, Pi,k is the correlation between funds j and k (as
proxied by the correlation between the types of funds to which funds j and k belong), and rj is the risk level
of fund j (measured as the annualized standard deviation of the monthly rate of return over the previous three
years).
3 An equity fund was defined by the Premium Pension Agency as one holding at least 75% equity investments.
The polychoric correlation between the color code red (very high risk) and the definition of equity fund is 0.99.
Hence, for individual i,
Rs,i = E ajq,j,
j
where qj is equal to one if j is an equity fund, and zero otherwise.
Our measure of active participation is a binary variable that takes the value one if the
individual invested at least some fraction of his wealth in a fund other than the default fund.
We further define an indicator variable for ethical investment, that takes the value one if an
individual chose to invest some fraction of their wealth in an "ethical" investment fund. We
classify a total of 18 funds as "ethical". Of these, nine had the word ethical in the fund name
and the remaining nine funds were classified on the basis of the fund description given in the
catalogue. Funds with a self-described investment strategy favoring environmentally friendly
companies were classified as ethical, as were funds declaring that they did not invest in alcohol,
tobacco, and the arms industry.
Finally, we construct a proxy for returns-chasing. Cronqvist and Thaler (2004) note that
the single fund that attracted the largest amount of investment upon the introduction of the
Swedish individualized pension savings accounts was the fund that had the highest reported
historical performance. Though a rigorous test of returns-chasing behavior would require time
series data, we constructed a crude proxy as follows. For each of the four fund categories,
we first compute the mean cumulative return over the period 1995 to 1999 and the standard
deviation of the cumulative return within each fund category. We then classify a fund as a
"positive outlier" if it had produced a historical return at least one standard deviation higher
than the mean cumulative return for funds in its category. For example, the average five-year
cumulative returns of equity funds was 185%, with a standard deviation of 119%. Therefore,
all equity funds that reported a return in excess of 304% were classified as a "positive outlier".
Eventually, we classify an individual as a "returns-chaser" if at least one of his investment funds
was a "positive outlier".
2.1.3 Data from Administrative Records
The income measure used in this paper ("sammanraknad farvarvsinkomst") is defined as the
sum of income earned from wage labor, own business income, pension income and unemployment
compensation. Capital income is not included and the variables are not censored. To minimize
the impact of transitory fluctuations, we compute the average of income earned over the 1996
to 2000 period.
Marital status is a variable that takes the value one if the individual was married in 2000.
Similarly, years of education is based on educational attainment as of 2000. The data on
marital status, income, and education are drawn from administrative records and should be
highly reliable. 14 Unfortunately, a reliable measure of net household wealth is not available in
our data set. However, until recently Sweden had a wealth tax, which applied to all households
whose wealth exceeded a cutoff level of SEK 900,000 (approximately USD 125,000). For these
households, data on net individual wealth holdings are available. We therefore use this variable
for the year 2000 when it is available, setting the wealth of individuals in households whose
wealth did not exceed the threshold equal to zero.
Finally, for most of the men in the sample, a measure of cognitive ability at age 18 is also
available from conscription records. The test of cognitive ability used by the Swedish military is
a standard test of general intelligence, whose psychometric properties are described in Carlstedt
(2000). Recruits take four subtests (logical, verbal, spatial and technical) which, for most of
the study period, were graded on a scale from zero to 40. To construct the IQ variable, the
scores are summed and then percentile-rank transformed by birth year. The percentile-ranked
variable is then transformed to a standard normal distribution by taking the inverse of the
standard normal distribution.
2.1.4 The Swedish Twin Registry
The Swedish Twin Registry, the largest in the world, contains information on nearly all twin
births in Sweden since 1886, and has been described in detail elsewhere (Lichtenstein et al.,
2006). The sample used in this paper includes individuals who have participated in at least one
of the Twin Registry's surveys. For these respondents, we can establish zygosity with reasonable
confidence based on survey questions with proven reliability (Lichtenstein et al. (2006)). In
practice, roughly 90% of the twins in our data set come from one of two sources. The primary
source is the web-based survey STAGE (The Study of Twin Adults: Genes and Environment).
This survey was administered between November 2005 and March 2006 to all twins born in
Sweden between 1959 and 1985, and it had a response rate of 60%. Data on individuals born
between 1938 and 1958 come from SALT (Screening Across the Lifespan Twin study), a survey
4 However, since administrative records only contain information on legally earned and taxed income, annual
income will only be an imperfect proxy for actual income.
conducted by telephone in 1998. SALT had a response rate of 74% (Lichtenstein et al., 2006).15
Though these response rates are most certainly not alarmingly low, we acknowledge that our
sample may not be fully representative of the population of twins. Considering all complete
same sex twin pairs born after 1938 gives a total of 7,225 female pairs, of which 3,346 are
monozygotic, and 6,338 male pairs, of which 2,747 are monozygotic.
2.2 Method
Our primary analysis estimates the degree to which variation in our measure of portfolio risk is
influenced by additive genetic factors (A), environmental common to the two twins in a pair (C),
and unshared environmental factors that are specific to each twin (E). Additive genetic effects
are defined as the sum of the effects of individual genes influencing a trait. The assumption
that genetic effects are purely additive, that is, linear, rules out possibilities such as dominant
genes, where nonlinearities exist in the relationship between the amount of genetic material
coding for a certain trait and the realized trait in the individual. Common environment effects
are those environmental influences shared by both twins. Examples include childhood diet,
schooling, parental socialization, and shared peer influences. Unshared environmental effects
include influences not shared by the co-twins as well as measurement and response error.
The basic idea behind a behavior genetic decomposition is simple. MZ and DZ twins differ
in their genetic relatedness but were raised under similar conditions. Therefore, evidence of
greater similarity between MZ twins can be taken as evidence that the studied trait is under
genetic influence.
It is sometimes noted that moving from a crude comparison of correlations to a full-fledged
variance decomposition requires making strong independence and functional form assumptions.
Our empirical analysis therefore proceeds in two steps. First, we abstain from imposing any
structural assumptions and simply compare the within-pair correlations for the risk variables
in MZ and DZ twins. A measure of the statistical significance of the estimated difference be-
tween these two within-pair correlations is produced using a standard bootstrap method. Let
NMZ be the number of MZ pairs. We create 1,000 pseudo-samples of MZ twins by randomly
1 5Additionally, a small number of individuals in our sample responded to a survey sent out in 1973 (see
Lichtenstein et al., 2002).
drawing NMZ pairs with replacement 1,000 times.16 We similarly create 1,000 pseudo-samples
of DZ twins. This allows us to calculate 1,000 instances of MZ and DZ within-pair correlations,
respectively, and from this to calculate 1000 differences between MZ and DZ within-pair corre-
lations. The observed distribution of the 1000 realized differences is our estimated probability
distribution of the difference between the MZ and DZ within-pair correlation in our original
sample. The p-value for the test of the hypothesis that the two correlations are equal is then
easily computed as the fraction of instances in which the difference is negative (i.e. the number
of instances divided by ten).
We next proceed to a standard behavior genetic variance decomposition. The workhorse
model in the behavior genetics literature, known as the ACE model, posits that additive genetic
factors (A), common environmental factors (C), and specific environmental factors (E) account
for all individual differences in the variable of interest. Start with the case of MZ twins. Let
all variables be expressed as deviations from zero and standardize them to have unit variance.
Consider a pair of MZ twins and suppose first that the outcome variable, P, can be written as
the sum of two independent influences: additive genetic effects, A, and environmental influences,
U. We then have that
P = aA + WU (2.1)
and, using a superscript to denote the variables for twin 2 in a pair,
P' = aA' + uU'. (2.2)
Since for MZ twins A = A', the covariance (which, due to our normalization, is also a correlation)
between the outcome variables of the two twins is given by
pMZ a2 + u 2 COV(U, U')MZ.
Now consider a DZ pair. Under the assumption that parents match randomly with respect to
their values of A, so that the correlation between the additive genetic effects of the father and
16The term "with replacement" simply means that any pair drawn for the pseudo-sample is maintained in the
pool of pairs eligible for future draws, i.e. the pair is replaced by a hypothetical identical pair.
the mother is zero, it will be the case that Cov(A, A') = 0.5.17 We then have that,
1
PDZ ~a 2 + u2COV(U, U')DZ. (2.3)2
Finally, we impose the equal environment assumption, namely that,
COV(U, U')MZ = COV(U, U')DZ. (2.4)
Under these admittedly strong assumptions, it is easy to see that heritability, the fraction of
variance explained by genetic factors, is identified as a 2 = 2 (PMz - PDz). In the standard
behavior genetics framework, environmental influences are generally written as the sum of a
common environmental component (C) and a non-shared environmental component (E) such
that,
P = aA + cC + eE. (2.5)
With this terminology, the environmental covariance component of the correlation, u2COV(U, U'),
can be written as c2 , since by definition any covariance must derive only from the common com-
ponent. This allows us to write the individual variation as the sum of the three components
a2 , c2, and e2; where a2 is the share of variance explained by genetic differences, c2 is the
share of variance explained by common environmental influences, and e2 is the share of vari-
ance explained by non-shared environmental influences. There are a number of ways in which
the parameters of this model can be estimated. We follow standard practice and use maximum
likelihood under the assumption that the outcome variables come from a bivariate normal distri-
bution. In particular, following directly from the above derivation, we maximize the likelihood
under the restriction that the variance-covariance matrix is of the form,
a2 + c2+e2 Ria2 +c 2, 1
RLa2 + c2 a2 + c 2 + e2
where RI takes the value one if the observation is of an MZ pair, and 0.5 otherwise. The
17 A full derivation of the latter result can be found in any text on quantitative genetics, for instance Falconer
and Mackay (1996).
analyses are run in MPLUS (Muth6n and Muth6n (2006)), a numerical optimizer often used
in behavior genetics. Throughout this paper, these models are estimated allowing the variance
components to differ by gender.
Our basic empirical strategy is to estimate these variance components for the Risk 1 and
Risk 2 measures. Additional analyses are also carried out with the risk measures purged from
variation in a number of background variables, including age, income, education, marital status,
and the proxy for wealth. For men, a measure of cognitive ability is available from conscription
records and this is also used in some of the analyses.
To supplement the primary evidence on portfolio risk, we also analyze data on three addi-
tional variables that broadly capture other aspects of financial decision-making. Since partici-
pation, ethical investment, and returns-chasing are binary variables, we follow standard practice
and use a threshold model. A threshold model assumes that the categories observed (for ex-
ample, participation or non-participation) are merely cutoffs of some underlying distribution
of the variable under study. For each twin pair, we assume that the variable has a bivariate
distribution with unit variance and a correlation matrix varying as a function of zygosity, as
specified in equation (2.6). We then carry out maximum likelihood estimation with respect
to the variance components and the threshold.18 The analyses of the categorical variables are
18The maximand in the optimization problem is simply the log-likelihood of the observed data,
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where nije is the observed frequency of data in cell nij for zygosity c, and the expected proportions in each cell
can be calculated by numerical integration as
/ti+1 tj+1Pijl = (1,22 1$dld2,
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where #(X1, x2, E) is the bivariate standard normal distribution, E is the correlation matrix whose diagonal
elements are normalized to one (a 2 +c 2 +e 2 = 1), and tj is the lower threshold of category i. The variable x1 (x2)
denotes the category that twin 1 (2) belongs to. Of course, the lower threshold of category 0 is -oo, and the
upper threshold for category 1 is oo. Thresholds are constrained to be the same for monozygotic and dyzygotic
twins.
conducted using the software MX (Neale et al. (2002)).
2.3 Results
Figure 11.1 shows the distribution of portfolio risk for women and and men, with separate bars
for MZ and DZ twins. A visual inspection reveals that approximately half of the portfolios have
a risk level in the range 20-25, with only small differences between the sexes in the distribution
of the variable. The distributions of MZ and DZ twins also look similar, which is reassuring
since the models we estimate assume that the distribution of the variable does not vary by
zygosity.
In Table II.I we report summary statistics. The average portfolio has a risk level of approx-
imately 19. Approximately 70% of the individuals in the sample made an active choice and
30% exhibited returns-chasing behavior. The latter figure is quite remarkable given that only
3.5% of the funds are classified as "positive outliers". The only variable with a substantial dif-
ference between men and women is the measure of ethical investment preferences: whereas 5%
of women invest in funds classified as having an ethical investment strategy, the corresponding
figure for men is about 2.5%.
A first diagnostic of genetic influences can be obtained by examining the MZ and DZ corre-
lations for the three risk measures. These sibling correlations are reported in Table II. Again,
for Risk 1, there are no major differences between men and women, with the MZ correlations
being consistently higher than the DZ correlations. In women the correlations are 0.27 and 0.16,
and in men, they are 0.29 and 0.13. Recall that an MZ correlation captures all determinants of
portfolio risk that identical twins share; that is, genotype and shared environmental influences.
Thus, the joint influence of genes and shared environment explains nearly 30% of the variation
in portfolio risk. The correlations for our second and third risk measures are very similar, which
demonstrates that most variation in risk is driven by differences in the share of equity in the
portfolio and that adjusting for covariation in returns between funds in a portfolio does not
appreciably change the results. For the supplementary variables, the MZ correlations are also
consistently higher than the DZ correlations.
It is possible that the excess MZ resemblance in portfolio risk is driven by the higher MZ
correlations in background variables such as income, education, wealth, marital status, and
age. In an attempt to examine this hypothesis, and to measure the share of the variation that
these variables account for, Table 11.111 reports standard cross-sectional regressions where the
dependent variable is Risk 1. These regressions are run separately for men and women. The
first column reports the results for a simple regression of Risk 1 on a third order age polynomial.
Column 2 adds the income variable (a five-year average for the period 1996 to 2000), the proxy
for wealth, marital status and educational attainment in years. For men, a third column with
cognitive ability is also included.
It is clear that the only variable that explains a meaningful share of the variation in risk-
taking is age, as the increment in explanatory power going from a model with just the age
polynomial to a model with the five basic covariates is very modest. Other than age, education
is the most robust predictor of portfolio risk. In women, the estimated coefficient is 0.07,
suggesting that an additional year of education is associated with a 0.07 increase in portfolio
risk, holding the other covariates constant. The corresponding coefficient for men is 0.11 and
0.12, depending on whether cognitive ability is included as a control. An increase in (our proxy
for) wealth of one million SEK is associated with a 0.51 increase in portfolio risk for women.
For men, the coefficient is statistically significant, but appreciably lower. Finally, the results
from the specification with cognitive ability suggest that a one standard deviation increase in
cognitive ability is associated with a 0.15 increase in portfolio risk.
In column 1 of Table II.IV we report results from the basic ACE model without any con-
trols. For women, heritability is estimated to be 0.27 (99% CI, 0.11 to 0.34), and for men,
heritability is estimated to be 0.29 (99% CI, 0.19 to 0.35). For both sexes, most of the re-
maining variation comes from non-shared environment. In the second column, we show that
the results are virtually unchanged when the portfolio risk is adjusted for covariation in returns
between funds in a particular portfolio. Table V reports results for Risk 1 residualized on the
variables described in the previous section. There is no evidence that the greater resemblance
of MZ twins is accounted for by their greater similarity in educational attainment, income, the
wealth proxy or marital status. The first column shows results for Risk 1 residualized just on
a third order age polynomial. Estimated heritabilities are 0.21 in women (99% CI. 0.08-0.27)
and 0.23 in men (99% CI, 0.17-0.28). The estimates of c2 are zero in both cases. The second
column shows results for Risk 1 residualized on the age polynomial, income, education, wealth,
and marital status. The results are virtually identical to those reported in colurrm 1. This is
not too surprising, given that these variables explain very little of the variation in risk-taking.
Finally, the last column, only available for men, adds cognitive ability to the set of controls.
The estimated heritability now becomes 0.21 (99% CI, 0.11-0.28).
Finally, Table II.VI shows the results of the ACE decomposition for the three supplementary
proxy variables, namely active participation, ethical investment and returns-chasing. For all
three variables, there is evidence of genetic variance. Again, the differences between men and
women are small, with estimates a little over 0.40 for participation, around 0.60 for ethical
investment, and around 0.30 for returns-chasing.
2.4 Robustness and Generalizability
To establish how sensitive our main results are to departures from the underlying assumptions,
we now turn to an examination of the numerous potential sources of bias, their direction, and
the extent to which they may be expected to impact our findings.
2.4.1 Representativeness and Generalizability
To ascertain how representative our sample is of the population at large, we compare it, dis-
aggregated on zygosity and sex, to the Swedish population born between 1938 and 1978 on a
number of demographic background variables. The results are reported in Table II.VII.19 Re-
spondents tend to have slightly higher incomes than the population average, but unlike other
studies (Behrman, Rosenzweig, and Taubman, 1994; Ashenfelter and Krueger, 1994), we do
not find any economically interesting differences with respect to education. However, there is a
slight tendency for participants to have higher marriage rates than the population as a whole.
Finally, STAGE and SALT respondents are also somewhat older than the average for the 1938
to 1978 cohorts.
Obviously, it is impossible to fully establish how representative our sample is of the popula-
tion as a whole. The propensity to respond to a survey is likely to be associated with a number
19 As is common in twin studies, women are slightly overrepresented (Lykken et al., 1990) in both STAGE and
SALT, comprising 53% of our sample.
of background characteristics that are not readily measurable, but that may nevertheless be
influencing our findings, such as general motivational factors. If people with certain background
characteristics are overrepresented, and if heritability is associated with these background char-
acteristics, then the heritability estimate will be biased in the direction of this association.
In addition to asking how representative our sample of twins is, it is also important to
consider whether twins as a group differ from the population as a whole with respect to un-
observables. Few variables have been found to differ between twins and non-twins (Kendler et
al., 1995). We can think of no convincing reason why the experience of growing up with a twin
should idiosyncratically affect financial decision-making in adult life.
2.4.2 Equal Environment Assumption
Critics of the classical twin design cite a number of potential failures of the equal environ-
ment assumption, which states that shared environmental influences are not more important
for monozygotic twins than for dizygotic twins. One common objection is that parents, on
average, give MZ twins more similar treatment.20 It is important to emphasize that even if MZ
twins receive more similar treatment from their parents, this need not constitute a violation of
the assumption; greater similarity in environment may be caused by the greater similarity in
genotypes (Plomin et al., 2001). In the context of research on personality and IQ, where the
equal environment assumption has been tested most rigorously, the evidence is fairly convincing
that any bias that arises from this restriction is not of first order importance (Bouchard, 1998).
More importantly, for measures of personality and cognitive ability, studies of MZ and DZ
twins who were reared apart tend to produce estimates of heritability similar to studies using
twins reared together (Bouchard, 1998). Since studies of twins reared apart do not rely on the
equal environments assumption, findings from such studies seem to validate the basic model.
Also, in the relatively rare cases where parents miscategorize their twins as MZ instead of DZ (or
the converse), differences in correlations of cognitive ability and personality persist (Bouchard
and McGue, 2003).
2 0For further criticisms of the equal environment assumption, see Joseph (2002) and the references therein.
2.4.3 Reciprocal Influences
Our baseline model assumes an absence of reciprocal influences between twins. If twins influence
each other's choices positively, their degree of similarity will be inflated. Moreover, if this effect
is stronger in MZ twins than in DZ twins, this will bias upward the estimate of heritability.
The STAGE and SALT data sets both contain information on the frequency of contact between
twins. As is commonly found in twin studies, monozygotic twins interact more than dizygotic
twins. On average, MZ pairs reported 3.3 interactions per week at the time of the survey,
whereas DZ pairs reported an average of 1.8 interactions per week.2 1
Running separate regressions by gender, where the dependent variable is the squared within-
pair difference in portfolio risk and the independent variables are frequency of contact and
zygosity, frequency of contact is a significant predictor of the within-twin-pair squared difference
in portfolio risk, for both men and women. The presence of a statistically significant effect does
not prove, however, that the frequency of contact is causing increased similarity. Much research
has been devoted to establishing the direction of causality. Lykken et al. (1990) and Posner
et al. (1996) offer some evidence suggesting that twins similar in personality tend to stay in
contact with one another, and not the other way round.
One crude way to examine whether twins have communicated about their choice of funds is
to ask how common it is for both twins to choose the same portfolio. Excluding pairs where both
twins selected the default portfolio, of the remaining MZ twins, 8% choose the same portfolio
as their co-twin. In DZ twins the corresponding figure is 3%. To further examine the sensitivity
of our results to this source of bias, we conduct two robustness checks, the results of which are
reported in Table II.VIII.
First, we drop all pairs in which both individuals chose the same portfolio, and rerun the
analyses. Obviously, by discarding these observations, the correlations for both MZ and DZ
twins will drop. Furthermore, the adjusted correlations will be downward biased if twins choos-
ing identical portfolios are more similar than average with respect to their attitudes toward
financial risk. This sample restriction produces a heritability estimate of 0.17 (99% CI, 0.07 to
2 1We construct the frequency of contact variable as follows. Subjects who report seven or more interactions (by
e-mail, telephone, or letter) per week are assigned a value of seven. All other subjects are assigned the number
of interactions per week that they report. If we have data on both twins, we use the mean of the two reports.
0.22) in women and 0.22 (99% CI, 0.16 to 0.29) in men. Under the assumption that communi-
cation only affects choices through identical portfolios, this can serve as a lower bound to our
heritability estimate in the presence of reciprocal action.
Second, we make use of our frequency of contact variable. Specifically, we stratify frequency
of contact into 15 groups, and for each sex and level of contact we then randomly drop the
required number of either MZ or DZ pairs to make the number of MZ and DZ pairs equal.
In this restricted sample, the distribution of frequency of contact is, by construction, virtually
the same in the MZ and DZ groups. Re-running the analyses on this subset of the data,
the estimated heritability in women is 0.17 (99% CI, 0.00-0.29) and in men it is 0.28 (99%
CI, 0.11-0.34). The finding that the heritability estimates fall only marginally is reassuring
since it suggests that frequency of contact is not a major influence on our main result. 22 Our
interpretation of these results is that the twins who opted for the same retirement fund would
generally have chosen portfolios with similar levels of risk even without the opportunity to
consult each other.
2.4.4 Misclassification and Measurement Error
We use the Swedish Twin Registry's standard algorithm to establish zygosity. The algorithm has
been validated against DNA-based evidence, and studies show that misclassification is typically
on the order of 2 to 5% (Lichtenstein et al. (2006)). Purely random assignment error would bias
heritability downward, since the difference in genetic relatedness between pairs assigned as MZ
or DZ would decrease to less than one-half. However, misclassification may be non-random and
related to physical similarity (notice that the questions we use to establish zygosity are solely
based on assessments of physical similarity). The relevant question is then whether physical
similarity is related to similarity with respect to behavior. The classical reference on this topic
is Matheny, Wilson, and Brown Dolan (1976), who administered two intelligence tests, two
perceptual tests, one reading test, one test of speech articulation, and one personality inventory
to twins and finds that "correlations revealed no systematic relation between the similarity of
appearance and the similarity of behaviors for either the identical twin pairs or the same-sex
22 A significant drop in estimated heritability is, however, a necessary but not sufficient condition for frequency
of contact to be the cause of greater similarity.
fraternal twin pairs."2 3 We conclude that the bias that arises due to misclassification is likely
small and probably leads to an understatement of heritability.
As in the case of misclassification, measurement error tends to bias a 2 and c2 downwards
since any such error will be subsumed under the estimate of e2 . In the simplest case where
the variable is observed with a mean zero random error with variance o2, it is easy to show
that the estimates of a2 and c2 need to be scaled up by a factor of . However, whereas
measurement error is easy to conceptualize in psychometric research as the test-retest reliability
of some instrument designed to measure a personality trait, it is less clear how to interpret such
error in the present case where it would presumably involve the choice of actual portfolio risk
being related to factors other than willingness to take financial risks. While this is certainly
likely to be the case, it is far from obvious how the reliability of actual observed risk-taking in
the field could convincingly be tested.
2.4.5 Assortative Mating
Finally, we note that the model assumes the absence of assortative mating. Dohmen et al.
(2008) and Kimball, Sahm, and Shapiro (2009), however, report significant positive spousal
correlations for a survey-based measure of risk-taking, which is consistent with assortative
mating. Positive assortative mating implies a correlation between the As of spouses, which
would bias our estimates of heritability downward.
2.5 Discussion
In this paper, we demonstrate that for our measures of portfolio risk, MZ twins exhibit sig-
nificantly greater resemblance than DZ twins. Previous work has shown that risk preferences
elicited in the laboratory, using either survey questions or gambles over small stakes, are her-
itable (Cesarini et al., 2009). The contribution of this paper is to document similar results
in a field setting uniquely suited for inferring individual attitudes toward risk-taking, a set-
ting where standard objections about external validity do not apply (Harrison and List, 2004;
2 3Hettema, Neale, and Kendler (1995) report no significant associations between physical similarity and phe-
notypic resemblance in four out of the five psychological disorders they consider (the one exception is bulimia).
Levitt and List, 2007). Moreover, our sample size is some 30 times greater than that of Cesarini
et al. (2009), so estimation error is smaller. An immediate implication of our result is that
the considerable parent-child similarity in both self-reported attitudes toward risk (Charles and
Hurst, 2003; Hryshko, Luengo-Prado, and Sorensen, 2007; Dohmen et al., 2008; Kimball, Sahm,
and Shapiro, 2009), and choice of which assets to hold (Chiteji and Stafford, 1999) is due to
genetic transmission and not merely cultural transmission. For instance, the parent-child cor-
relation in risk attitudes found in Dohmen et al.'s (2008) representative German sample imply
upper bounds on heritability of approximately 0.35, and the point estimates of heritability in
Cesarini et al. (2009) range from 0.14 to 0.35.24 This consistency of results across different
methodologies is reassuring because it suggests that the findings are not driven by confounding
factors particular to our study. Such factors include the fact that our sample may not be fully
representative (unlike the sample in Dohmen et al. (2008)), or the fact that we cannot rule
out the possibility that the twins have communicated about their choice of portfolio (unlike the
experimental evidence in Cesarini et al. (2009) where twins always participated in the same
experimental session without any opportunity to communicate with each other).
Our results, properly interpreted, may enhance our understanding of heterogeneity in port-
folio allocation (Guiso et al., 2002; Curcuru et al., 2009). Heaton and Lucas (1995) conclude
a survey of this literature on asset pricing by remarking that "a notable difficulty with the
models that we discuss is their inability to explain heterogeneity in asset holdings across house-
holds" (p. 27). Empirical models of portfolio risk typically also do a poor job accounting
for cross-sectional variance. For example, an early paper by Cohn et al. (1975), based on a
highly selected sample of educated and wealthy clients of a brokerage firm, shows that age,
marital status, and income only explain a small portion of the share of an individual's wealth
invested in risky assets. More recently, Curcuru et al. (2009) used data from the Survey of
Consumer Finances and report that a model with seven covariates, including financial assets,
income, age, and marital status, explain about 3% of the variation in the variable "stocks as a
share of liquid financial assets." These findings are not unique to U.S. data, but also hold in
studies of the Swedish retirement accounts used in this paper (Palme, Sund6n, and Saderlind,
24 1f the coefficient of genetic relatedness is 0.5, and only genes explain parent-child resemblance, then doubling
the correlation will produce an estimate of heritability. If there are other non-genetic forces that can account for
the correlation, then heritability estimated from parent offspring correlations will be upward biased.
2007; Save-Suderbergh, 2008a). For example, Palme, Sund6n, and Suderlind (2007) report R 2
values of 0.03 to 0.04 in regressions of portfolio risk, as defined in this paper, on a rich set of
demographic and socioeconomic covariates and these standard covariates also explain a small
share of portfolio risk also in our sample of twins. The one exception is age, but since age is
perfectly correlated within pairs, it cannot be a source of the excess resemblance of MZ twins.
By contrast, genetic variance explains approximately 25% of the cross-sectional variation in
portfolio risk according to our estimates.
Although the results presented here suggest that there is genetic variation in willingness to
take financial risk, the specific genetic mechanisms are not yet understood. Generally speak-
ing, one can taxonomize these mechanisms into two broad categories. One possibility is that
people with different genotypes differentially select into environments that lead them to make
different financial investments than they would have made had they not been exposed to that
environment. Insofar as genotypes cause selection into environments which influence financial
decision-making, this will appear as a genetic effect in the behavior genetic framework, even
though the genetic effect is in fact environmentally mediated. A second possibility is that there
are in fact genes with a more proximal effect on the outcome variable of interest.
It seems very likely that some of the genetic effects reported in this paper operate through
genome-wide influences on variables that have been identified as important predictors of port-
folio risk in the literature. For example, in a descriptive study of allocation decisions in U.S.
mandatory savings accounts, Poterba and Wise (1998) report that education and income levels
predict investment choices. Palme, Sund6n, and Suderlind (2007) and Save-Suderbergh (2008a)
report qualitatively similar findings for the Swedish retirement accounts. Yet, in the Swedish
data, residualizing portfolio risk on the standard covariates considered in the empirical litera-
ture on portfolio choice does not appreciably change the estimated heritabilities. This finding
is consistent with the hypothesis that two individuals who are identical in terms of income,
education, wealth, and age, may still make very different portfolio investment choices. That is,
faced with the same budget constraints and optimization problem, individuals with different
genetic endowments may still make very different investment choices. It is useful to distinguish
between two distinct, though not necessarily mutually exclusive, explanations for this, which
potentially have very different implications for efforts to help people make better investment
decisions. One possibility is simply that there is genetic variance in the coefficient of risk aver-
sion, as suggested by Cesarini et al. (2009). Alternatively, there may be genetic variation in
the susceptibility to behavioral biases relevant to financial decision-making (Patel, Zeckhauser,
and Hendricks, 1991; Benartzi, 2001; Benartzi and Thaler, 200.1; Barberis and Thaler, 2002;
Huberman and Jiang, 2006). Future work should focus on further disentangling preference-
based explanations for the heritability of portfolio risk from explanations based on behavioral
anomalies and computational errors.
Our paper makes some progress in this direction. Specifically, we explore the possibility
that investors use the representativeness heuristic -(Kahneman and Tversky, 1972) in making
their investment decisions, extrapolating from past performance to forecast future returns and
thus placing their money in funds that have historically had high returns.25 A number of
papers provide evidence that cash flow into a mutual fund is highly correlated with returns in
recent years (see, for example, Sapp and Tiwari (2004) or Siri and Tufano (1998)). Relatedly, a
growing literature in finance documents that people extrapolate from their own experiences in
making investment decisions (Benartzi, 2001; Choi et al., 2009). Cronqvist and Thaler (2004)
note that the most popular fund in the Swedish retirement system, barring the default fund,
was the fund with the highest historical return. This paper provides some evidence in favor of
the view that our measure of portfolio risk may not solely capture risk preferences, by showing
that a proxy for returns-chasing also appears to be heritable.
Beyond their purely descriptive value, our results also favor the use of models with het-
erogeneity (Aiyagari, 1993; Telmer, 1993; Heaton and Lucas, 1995; Constantinides and Duffie,
1996) and challenge the common assumption in finance and economics that people are born
identical and that subsequent idiosyncratic shocks are the only important source of individual
variation (e.g. Mankiw, 1986; Freeman, 1996). Most models with consumer heterogeneity main-
tain the assumption that individuals have the same preference parameters and instead assume
that the main source of heterogeneity lies in differential shocks to individual income. But as
we have noted, it is also possible that variation in portfolio risk arises for other reasons, for
example, agents may differ in their ability to solve portfolio problems, people may have different
beliefs about the returns of various classes of assets, or fundamental preference parameters such
2 5We are grateful to a reviewer for the suggestion to explore this question.
as the coefficient of risk aversion vary across individuals. The latter explanation in particular
is controversial. Much of the debate about such "preference heterogeneity" can be framed in
terms of the question of whether or not it is scientifically meaningful to invoke differences in
preferences to explain differences in economic and financial outcomes (Stigler and Becker, 1977;
Caplan, 2003). The concein here is that explanations based on unobservable differences in
tastes are difficult to falsify. In Stigler and Becker's words, "no significant behavior has been
illuminated by assumptions of differences in tastes" (p.89).
Biological and genetic markers are currently being included in a number of social science
surveys and economists are considering how to best leverage this information (Benjamin et al.,
2007). Analyses that incorporate molecular genetic information into models of portfolio choice
are thus becoming feasible. The inclusion of such variables in models of portfolio choice is one
possible way to discipline theories based on otherwise unobservable differences in preference
parameters and thereby resolve the circularity of theories that invoke unobserved heterogeneity
as an explanation. One plausible direct channel through which genes may influence risk-taking
behavior is by regulating the dopaminergic pathways in the brain, which are known to regulate
the anticipation of rewards (see the discussion in Dreber et al., 2009). Indeed, two recent and
independent studies find that one version (allele) of the DRD4 gene, known to be involved in the
regulation of the dopaminergic system, is associated with greater financial risk-taking (Dreber
et al., 2009; Kuhnen and Chiao, 2009). A number of recent studies find significant relationships
between risk-taking and other biological factors such as patterns of brain activation (Kuhnen
and Knutson, 2005; Cardinal, 2006; Preuschoff, Bossaerts, and Quartz, 2006; Knutson et al.,
2008). Though it is worth emphasizing that this evidence is merely correlational, neurostudies
may offer further clues about the specific genes involved in risk-taking and shed light on the
complicated pathways from genes to a particular behavior. In addition, it seems likely that many
of the empirical correlations that have been discovered in finance, for example the intriguing
relationship between the propensity to gamble and anomalous "preferences" for stock (Kumar,
2009), have a shared genetic source.
In a world of imperfectly informed investors a proper understanding of the origins of prefer-
ence heterogeneity is important to allow advisers and policymakers to provide sound advice to
investors, and if investors do indeed have heterogenous preferences, then financial advice should
be tailored taking this into account (Curcuru et al., 2009). This paper's findings suggest, for
example, that variation in the exogenous family environment of an individual is not likely to be
a major source of individual differences, but rather that some of the individual differences are
genetic in origin. It is a common misconception, however, that since genes are fixed, they must
therefore be fixed in their effects. The fallacy is most easily disposed of by a simple example,
originally due to Goldberger (1979). Suppose that all variation in eyesight is due to genes. A
simple environmental innovation, glasses, might remove this variation at a very low cost. The
point, very simply, is that genetic variation, just like environmental variation can be persistent
or easily remediable, depending on its exact source. Moreover, an environmental intervention
outside the current range of environmental variation could have large effects, regardless of the
heritability of a trait and the mechanisms that explain the association between genotype and
risk-taking. Therefore, the fact that a trait is heritable does not imply that it is not malleable,
but it does imply that it is important to try to understand why genes are associated with the
trait.
An immediate implication of the results reported here is that if stable genetic correlates
of risk-taking are discovered, a host of important ethical questions about "genetic discrimi-
nation" by employers and insurance companies will be raised. Some genes have already been
implicated in behavioral disorders. It seems quite possible that these genes also predict factors
such as the likelihood of defaulting on a loan or engaging in risky behaviors that exacerbate
moral hazard problems in principal-agent relationships with imperfect information. 26 An anal-
ogy to medical insurance is in order, where an important and difficult policy question is how
or whether insurance companies should be entitled to request genetic information on an indi-
vidual's vulnerability to disease (Tabarrok, 1994). Currently, it is a violation of U.S. law for
insurance companies to request genetic information in order to better predict some individual
characteristic that is deemed relevant.
Finally, we note that even though portfolio risk is the primary outcome variable of inter-
est, additional analyses of supplementary variables suggest that a broader class of behaviors
related to financial decision-making are heritable. In addition to the aforementioned results on
261n fact, a recent paper finds that polymorphisms on the MAOA gene are associated with credit card debt
(De Neve and Fowler, 2009) but the result has yet to be replicated in an independent sample.
returns-chasing, similar findings obtain for active participation and for the propensity to invest
"ethically." A number of studies of 401(k) saving behavior find that the default options offered
to households can have a large effect on investment choices (Madrian and Shea, 2001; Choi et
al., 2003) and this fact is often invoked to argue that policymakers should pay special atten-
tion to default options in the design of retirement savings plans (Samuelson and Zeckhauser,
1988; Benartzi and Thaler, 2001; Thaler and Benartzi, 2004; Benartzi and Thaler, 2007). In
the context of Swedish individualized retirement accounts, Engstrom and Westerberg (2003)
report that higher education and higher income are associated with a higher likelihood of par-
ticipation. Differential fixed costs are often posited as the reason why some households do not
participate in financial markets, despite the normative prescription that under weak conditions
on preferences investors should invest at least some portion of their wealth in stocks (Halias-
sos and Bertaut, 1995). Our results suggest that these fixed costs are partly genetic in origin.
The propensity to invest in "ethical" funds is also found to be heritable. Ethical investment
decisions in the Swedish retirement accounts have previously been studied by Save-Saderbergh
(2008b), who identifies some of the empirical correlates of investment in "ethical" funds.
2.6 Conclusion
In this paper we match data on the mandatory pension investment decisions made in fall 2000 to
the Swedish Twin Registry in an attempt to estimate genetic influence on variation in financial
risk-taking. Relative to the experimental and survey evidence reported in Cesarini et al. (2009),
a distinct advantage of our approach is that we examine risk-taking behavior in a field setting
with large financial incentives attached to performance. We find that approximately 25% of
the variation in portfolio risk is due to genetic variation. This is in line with the previous, but
small, literature that documents parent-child correlations in attitudes towards risk (Charles
and Hurst, 2003; Hryshko, Luengo-Prado, and Sorensen, 2007; Dohmen et al., 2008; Kimball,
Sahm, and Shapiro, 2009). These results are the first to document the heritability of risk-taking
in financial markets, as well as outside the laboratory, and they strongly suggest that genetic
variation is an important source of individual heterogeneity.
The explanatory power of the genetic effect that we find is an order of magnitude larger than
the R2 s typically reported in empirical studies of portfolio choice. This suggests that standard
variables included in models of portfolio choice do not adequately capture the cross-sectional
variation. The fact that the excess similarity of MZ twins is not explained by excessive similarity
of income, education, and other covariates suggests that even when faced with a similar portfolio
optimization problem, people demonstrate systematic differences in their allocation decisions.
Therefore, models of investor heterogeneity which fail to capture this feature of the data are in
a sense incomplete.
Economists disagree about whether preferences should be left as a black box (Dohmen et al.,
2008). That is, is it scientifically helpful for economists to try to explore the various mechanisms
underlying preferences? Our answer to this question is an unambiguous yes, and our hope is
that the results reported in this paper will inspire more research on the biological sources of
variation in financial risk-taking. Knowledge of such factors might produce additional levers for
predicting both individual and market behavior. However, we emphasize that for this enterprise
to be successful, a crucial next step of this agenda will be to try to better understand why genes
are associated with portfolio risk. Efforts are currently underway to include biological markers
in a number of large social surveys, several of which contain data on asset holdings. Our results
suggest that these genetic markers may well ultimately help us shed light on the fundamental
question of why individuals differ in their willingness to take risks.
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2.8 Tables and Figures
TABLE 11.1
SUMMARY STATISTICS FOR RISK MEASURES AND SUPPLEMENTARY VARIABLES
Risk 1
S.D.
Risk 2
S.D.
Risk 3
S.D.
Active
S.D.
Ethical
S.D.
Returns Chaser
S.D.
# observations
Women
MZ DZ
19.00 18.71
(4.24) (4.42)
18.28 18.06
(3.94) (4.17)
0.77 0.77
(0.34) (0.34)
0.71 0.68
(0.45) (0.46)
0.050 0.048
(0.218) (0.214)
0.30 0.27
(0.46) (0.45)
6692 7758
This table presents summary statistics for the main variables. Standard
See the Appendix for variable definitions.
deviations are in parentheses.
Men Total
MZ
19.46
(4.40)
18.68
(4.03)
0.81
(0.32)
0.71
(0.45)
0.028
(0.164)
0.30
(0.46)
5494
DZ
19.10
(4.56)
18.43
(4.25)
0.80
(0.33)
0.67
(0.47)
0.025
(0.156)
0.26
(0.46)
7182
MZ
19.21
(4.32)
18.46
(3.99)
0.79
(0.33)
0.71
(0.45)
0.040
(0.197)
0.30
(0.46)
12186
DZ
18.90
(4.49)
18.24
(4.21)
0.78
(0.34)
0.68
(0.47)
0.037
(0.189)
0.27
(0.44)
14940
TABLE 11.11
WITHIN-PAIR CORRELATIONS
Women Men
MZ DZ p-value MZ DZ p-value
Risk 1 Pearson 0.27*** 0.16*** <0.01 0.29*** 0.13*** <0.01
Spearman 0.28*** 0.16*** <0.01 0.30*** 0.13*** <0.01
Risk 2 Pearson 0.26*** 0.15*** <0.01 0.27*** 0.12*** <0.01
Spearman 0.26*** 0.15*** <0.01 0.27*** 0.12*** <0.01
Risk 3 Pearson 0.26*** 0.13*** <0.01 0.24*** 0.11*** <0.01
Spearman 0.26*** 0.14*** <0.01 0.23*** 0.10*** <0.01
Active Polychoric 0.49*** 0.29** <0.01 0.47*** 0.22*** <0.01
Ethical Polychoric 0.62*** 0.27*** <0.01 0.63*** 0.25*** <0.01
Returns-chaser Polychoric 0.42*** 0.25*** <0.01 0.37*** 0.20*** <0.01
# pairs 3346 3879 2747 3591
This table presents within-twin correlations for Risk 1, Risk 2, Risk 3 and the supplementary variables,
separately by zygosity and sex. One sided p-values testing the equality of MZ and DZ correlations
are reported. Three stars (***) denote statistical significance at the 1% level, two stars (**) denote
statistical significance at the 5% level and one star (*) denotes statistical significance at the 10% level.
See the Appendix for variable definitions.
TABLE II.III
ASSOCIATES OF PORTFOLIO RISK
Age
Age^2/10
Age^3/100
Income (in million SEK)
1 if married
Wealth (in million SEK)
Education (in years)
Cognitive Ability
R
No. Observations
Women
Model 1 Model 2
2.06*** 2.06***
(.20) (.21)
-. 46*** -. 46***
(.04) (.04)
.31*** .31***
(.03) (.03)
- .41
- (.56)
- -. 09
- (.07)
-. 51***
- (.10)
- .07***
-(.01)
0.070
14450
0.074
14383
This table reports standard cross-sectional regressions where the dependent variable is Risk 1. These
regressions are run separately for men and women. Model 1 is a simple regression on an age polynomial.
Model 2 adds the income variable, a proxy for wealth, marital status, and education (in years). For men,
a third column is added with cognitive ability included. Three stars (***) denote statistical significance
at the 1% level, two stars (**) denote statistical significance at the 5% level and one star (*) denotes
statistical significance at the 10% level.
Model 1
1.74***
(.24)
-. 39***
(.05)
.26***
(.03)
0.058
12676
Men
Model 2
1.77***
(.24)
-. 39***
(.05)
.27***
(.03)
.05
(.25)
-.20**
(.08)
.06**
(.03)
.12***
(.02)
0.065
12601
Model 3
1.87***
(.87)
-. 41**
(.21)
.28
(.16)
.61**
(.27)
-. 12
(.10)
.02
(.02)
.11***
(.02)
.15***
(.06)
.060
5895
TABLE IL.IV
RESULTS OF THE ACE MODEL, 99% CONFIDENCE INTERVALS IN PARENTHESES
Risk 1 Risk 2
Women
Genetic (a2 )
Common (c2)
Unique (e2 )
Men
Genetic (a2 )
Common (c2 )
Unique (e2 )
In(L)
0.27*** (0.11-0.34)
0.02 (0.00-0.12)
0.72*** (0.66-0.77)
0.29*** (0.19-0.35)
0.00 (0.00-0.06)
0.71*** (0.65-0.76)
-78410.39
0.27*** (0.12-0.32)
0.01 (0.00-0.12)
0.73 (0.68-0.78)
0.27*** (0.20-0.33)
0.00 (0.00-0.05)
0.73*** (0.67-0.78)
-75623.18
This table shows heritability estimates for the variables Risk 1 and Risk 2. A is the genetic contribution;
C is the common environment contribution; E is the unique environment contribution. All models are
estimated allowing the variance to differ by gender but not zygosity. Confidence intervals are constructed
using the bootstrap with 1000 draws. Three stars (***) denote statistical significance at the 1% level, two
stars (**) denote statistical significance at the 5% level and one star (*) denotes statistical significance
at the 10% level. See the Appendix for variable definitions.
RESULTS OF THE
TABLE 1I.V
ACE MODEL, 99% CONFIDENCE INTERVALS IN PARENTHESES
Model 1 Model 2 Model 3
Women
Genetic (a 2 ) 0.21*** (0.08-0.27) 0.21*** (0.08-0.26)
Common (c2) 0.00 (0.00-0.10) 0.00 (0.00-0.08)
Unique (e 2 ) 0.78*** (0.73-0.84) 0.78*** (0.73-0.84)
Men
Genetic (a 2 ) 0.23*** (0.17-0.28) 0.23*** (0.17-0.28) 0.21*** (0.11-0.28)
Common (c2 ) 0.00 (0.00-0.02) 0.00 (0.00-0.01) 0.00 (0.00-0.03)
Unique (e 2) 0.77*** (0.72-0.82) 0.78*** (0.72-0.83) 0.79*** (0.72-0.87)
ln(L) -77661.68 -77219.13 -15835.15
This table shows heritability estimates with the Risk 1 variable residualized on different sets of covariates.
Model 1 shows results for Risk 1 residualized on age. Model 2 shows results for Risk 1 residualized on
age, income, marital status, wealth and education. Model 3 adds cognitive ability to the list of covariates.
A is the genetic contribution; C is the common environment contribution; E is the unique environment
contribution. All models are estimated allowing the variance to differ by gender but not zygosity.
Confidence intervals are constructed using the bootstrap with 1000 draws. Three stars (***) denote
statistical significance at the 1% level, two stars (**) denote statistical significance at the 5% level and
one star (*) denotes statistical significance at the 10% level. See the Appendix for variable definitions.
TABLE II.VI
ACE MODEL OF SUPPLEMENTARY VARIABLES
Active Ethical Returns-chaser
Women
Genetic (a2) 0.41*** (0.23-0.56) 0.60*** (0.32-0.70) 0.32*** (0.12-0.48)
Common (c2) 0.08 (0.00-0.22) 0.00 (0.00-0.25) 0.10* (0.00-0.25)
Unique (e2 ) 0.51*** (0.44-0.57) 0.40*** (0.30-0.51) 0.59*** (0.52-0.65)
Men
Genetic (a2 ) 0.47*** (0.30-0.53) 0.61*** (0.17-0.74) 0.31*** (0.09-0.44)
Common (c2) 0.00 (0.00-0.13) 0.00 (0.00-0.36) 0.05 (0.00-0.22)
Unique (e2) 0.53*** (0.47-0.60) 0.39*** (0.26-0.56) 0.64*** (0.56-0.71)
ln(L) -16330.82 -4244.38 -15928.59
This table shows the heritability estimates for the supplementary variables. A is the genetic contribution;
C is the common environment contribution; E is the unique environment contribution. All models are
estimated allowing the variance to differ by gender but not zygosity. Confidence intervals are constructed
using the bootstrap with 1000 draws. Three stars (***) denote statistical significance at the 1% level, two
stars (**) denote statistical significance at the 5% level and one star (*) denotes statistical significance
at the 10% level. See the Appendix for variable definitions.
TABLE II.VII
BACKGROUND VARIABLES
Income
S.D.
Education (years)
S.D.
Marital Status
S.D.
Age
S.D.
Women
MZ DZ
234363 230560
111145 107722
12.3 11.9
2.6 2.7
0.52 0.55
0.50 0.50
48.7 51.8
11.3 10.0
Men
MZ
326272
216235
12.0
2.8
0.55
0.50
50.1
10.9
Population
DZ
324824
292757
11.6
2.9
0.56
0.50
52.8
9.2
Women
210000
Men
288000
Total
251000
12.3 11.9 12.1
0.52 0.48 0.50
46.6 46.5 46.6
This table shows summary statistics for some background variables, disaggregated by sex
Population mean is defined as the average for individuals born 1938 to 1978. See the Appendix for
variable definitions.
and zygosity.
ROBUSTNESS CHECKS OF
TABLE JI.VIII
THE ACE MODEL, 99% CONFIDENCE INTERVALS IN
PARENTHESES
Dropped Matched
Women
Genetic (a 2 )
Common (c2)
Unique (e2)
Men
Genetic (a 2 )
Common (c2)
Unique (e2)
ln(L)
0.17*** (0.07-0.22)
0.00 (0.00-0.09)
0.83*** (0.78-0.88)
0.22*** (0.16-0.27)
0.00 (0.00-0.03)
0.79*** (0.73-0.84)
-74337.11
0.17** (0.00-0.29)
0.07 (0.00-0.20)
0.76*** (0.70-0.82)
0.28*** (0.11-0.34)
0.00 (0.00-0.13)
0.72*** (0.66-0.79)
-48555.40
This table shows the results from the robustness checks conducted using the frequency of contact variable.
In the "Dropped" column, pairs where both twins selected identical portfolios are excluded. In the
"Matched" column, we stratified the data by frequency of contact into 15 groups, and for each sex and
level of contact we then randomly dropped the required number of either MZ or DZ pairs to make the
number of MZ and DZ pairs equal. In this restricted sample, the distribution of frequency of contact
is, by construction, virtually the same in the MZ and DZ groups. All models are estimated allowing
the mean and the variance to differ by gender. Confidence intervals are constructed using the bootstrap
with 1000 draws. Three stars (***) denote statistical significance at the 1% level, two stars (**) denote
statistical significance at the 5% level and one star (*) denotes statistical significance at the 10% level.
See the Appendix for variable definitions.
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FIGURE 11.1.
Portfolio risk distribution by gender and zygosity. This figure shows the distribution
of the portfolio risk variable, separately for men and women and disaggregated by zygosity.
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Appendix A
TABLE II.A.J
VARIABLE DEFINITIONS
Active
Age
Cognitive Ability
Education
Ethical
Income
Marital status
Returns-chaser
Risk 1
Risk 2
Risk 3
Wealth
Equal to one if indiviAdual did not invest all assets in the default fund.
Age, in years, in the year 2005.
Standard normal variable constructed from the raw score on the Swedish
Military's test of cognitive ability. Standardized by birth year.
Years of education, imputed using population averages estimated by
Isacsson (2004).
Equal to one if individual invested some fraction of her wealth in a
"socially responsible" fund.
Average income between 1996 and 2000, where income (sammanraknad
f6rvarvsinkomst) is defined as the sum of income earned from wage labor,
own business income, pension income, and unemployment compensation.
Equal to one if individual was married in 2000.
Equal to one if individual invested some fraction of wealth in a fund whose
cumulative returns in the five year period 1995 to 1999 were at least one
standard deviation higher than the mean cumulative return for funds in
the same category.
Weighted average risk level of the selected funds, with the risk of each
fund measured as the annualized standard deviation of the monthly rate
of return over the previous three years.
Average risk level adjusted for covariance in the returns between portfolio
funds.
Weighted share of high risk funds in an individual's portfolio.
Individual net wealth, as defined by Tax Authorities, in million SEK. Variable
is set to zero for individuals residing in households whose net wealth did
not exceed SEK 900,000 in the year 2000.
Chapter 3
The Effect of Family Environment
on Productive Skills, Human Capital
and Lifecycle Income
3.1 Introduction
A vast literature in economics seeks to better understand the causes of income inequality and its
perpetuation across generations. One line of work uses sibling correlations to better understand
the role of "family background", broadly construed to include both shared genes and shared
environment, in explaining income inequality (Bjarklund et al., 2002). A related strand of work
instead examines the relationship between the economic outcomes of parents and their children
(Bowles and Gintis, 2002). Since parents transmit both genes and a cultural environment to
their children, and since siblings usually share both genes and environmental experiences, dis-
tinguishing genetic mechanisms of inheritance from cultural mechanisms is usually not possible;
a correlation between two relatives could in principle reflect genetic resemblance, environmental
resemblance, or some combination of these two factors (Bouchard and McGue, 2003; Bjirklund,
Lindahl and Plug, 2006). One proposed method for distinguishing between these two factors is
to use genetically informative datasets such as those that include twins or adoptees.
Taubman (1976) was the first economist to show that genetically identical (MZ) twins exhibit
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greater similarity than fraternal (DZ) twins in both educational attainment and income. Since
then, a number of papers have followed suite in applying behavior genetic research designs
to the study of economic outcomes (for review, see Sacerdote, forthcoming). Many of these
studies rely on quasi-experiments such as adoption (Sacerdote, 2007; Plug and Vijberberg,
2003; Bjarklund, Lindahl and Plug, 2006; Bjurklund, Jantti and Solon, 2005) and twinning
(Taubman, 1976; Lichtenstein, Pedersen and McClearn, 1992). Unequivocally the findings of
these studies suggest that genetic differences can statistically account for a moderate to large
share of the variance in various markers of socioeconomic status, while the estimates of shared
environmental influences are usually modest.
Despite the consistency of these finding, there is widespread and resurfacing concern that
estimates derived from just adoptees or twins may produce biased estimates. For example,
it has been suggested that part of the greater resemblance of MZ twins over DZ twins arises
because of greater similarity in rearing conditions (Sacerdote, forthcoming; Pam et al., 1996).
One suggestion how to ameliorate this problem has been to use datasets with multiple sibling
types who vary in both their genetic relatedness and rearing conditions (Feldman, Otto and
Christiansen, 2000). In economics, this approach was pioneered by Bjurklund, Jantti and Solon
(2005) who used data from the Swedish Twin Registry and the Total Population Registry to
estimate the heritability of earnings using nine different sibling types.
The multiple sibling data provide additional moment conditions which allow Bjurklund,
Jaqntti and Solon (2005) to identify richer, though still quite restrictive, models which relax
some of the underlying assumptions that are often criticized in the standard behavior genetic
decomposition (Loehlin 1965; Goldberger 1977, 1979). An additional advantage with multiple
sibling data is that it allows the researcher to examine how robust estimates are to the inclusion
of a particular sibling type. Were it the case, for example, that the variance component esti-
mates derived from adoption studies differed wildly from estimates based on twins, this would
compromise any inference that can be drawn from behavior genetic studies.
This paper follows the approach of Bjarklund, Jantti and Solon (2005) in their use of
multiple sibling data obtained from Swedish administrative records. My baseline sample is
comprised of the universe of Swedish brothers born between 1950 and 1970 who are at most
five years apart in age. The dataset is exceptionally large, comprising over 200,000 brother pairs.
Seven siblings types are distinguished: MZ twins, DZ twins, full brothers reared together, full
brothers reared apart, half brothers reared together, half brothers reared apart and adoptees.
I extend the analysis in Bjarklund, Jantti and Solon (2005) in two directions. First, I consider
a richer set of outcome variables. Bjarklund, Jantti and Solon (2005) reported results for
earnings. I consider income, educational attainment, cognitive skill (CS) and "non-cognitive"
skill (NCS), where data on the last two variables are obtained by matching the sample to
military conscription records. Since the underlying samples are the same, this facilitates the
ability to make comparisons between the estimated variance components of different outcome
variables. The main finding that emerges from these models is that family effects on income
are quite small in contemporary Sweden and that approximately five percent of the variance
in income is due to differences in rearing conditions. On the other hand, family effects on
educational attainment, cognitive skill and "non-cognitive" skill are moderate, with estimates
suggesting that approximately 15 percent of the variation is explained by differences in rearing
conditions.
Second, I ask how the estimated variance components evolve over the lifecycle. This is
an area of research that has previously been hindered by data availability. I use a dataset of
Swedish twins for which data on annual income between 1968 and 2005 has been assembled. I
document a large separation between the MZ and DZ correlations, with the exception of early
ages, where a larger share of the variance in earnings appears to be due to common environment.
A plausible interpretation of this finding is that the timing of labor market entry is influenced
by rearing conditions. I discuss this "fadeout" with reference to the well-known phenomenon
that family effects dissipate over time (McCartney, Harris & Bernieri, 1990; Plomin et al., 2001;
Bouchard and McGue, 2003; Bergen, Gardner and Kendler, 2007).
I also use estimates from the dataset with multiple sibling types to examine the sensitivity
of twins-based estimates of heritability over the lifecycle to several strong assumptions. An
explicit correction of the lifecycle twin correlations which allows for assortative mating and
genetic non-additivity (Keller and Coventry, 2005), suggests that the low family effects are not
an artefact arising from the use of twin data. In a separate model, I test and fail to reject the
equal environment assumption. The estimate is quite imprecise, however, and the confidence
interval encompasses values which are consistent with quite substantial departures from the
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equal environment assumption.
The results in this paper suggest that for income, in Sweden, "family background", again
broadly construed to include both family environment and genes, does account for a substantial
fraction of cross-sectional variance, but that it is shared genes rather than shared environment
that accounts for most of this variation. Works of this nature help to illuminate the extent
to which parents affect the economic outcomes of their children through features of the family
environment that siblings share, for example parental wealth and income (Bowles, Gintis, and
Osborne-Groves, 2005). The paper is structured as follows. Section II provides a description of
the datasets and the sample. Section III develops the empirical framework of the paper. Section
IV reports the results and Section V examines the sensitivity of these results to a number of
changes in specification and sample selection. Section VI discusses the findings and Section VII
concludes.
3.2 Data
This paper uses two separate datasets. The first is a multiple sibling sample, comprised of
brother pairs, including twins, born between 1950 and 1970. The second sample is only com-
prised of twins born from 1926 and onward. Both samples are matched to administrative and
conscription data, which contain information on educational attainment, income, cognitive skill,
"non-cognitive" skill and a host of demographic variables.
I refer to the former dataset as the Brothers Sample and the latter as the Twins Sample. The
construction of both datasets was approved by the Central Ethical Review Board in Stockholm.
3.2.1 The Brothers Sample
The Brothers Sample was constructed using data from several sources, most importantly the
Swedish Multi-Generation Registry (Statistics Sweden, 2009). The Multi-Generation Register
includes all Swedes born in 1932 or later who were domiciled in Sweden at some point after 1961.
It contains detailed pedigree data which can be used to trace the biological relatedness of any
two people, including information on biological parents and, when applicable, adoptive parents.
I use data from the Multi-Generation Register to identify all Swedish males born between 1950
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and 1969, as well as their full brothers, half brothers and adopted brothers (regardless of birth
year).
I first delete twin pairs, since the Multi-Generation Registry does not contain information
on zygosity, and restrict the sample to Swedish born men. To ensure that two siblings had
comparable environments growing up, I also restrict the analysis to siblings who are at most
five years apart in age. The genetic relatedness of two brothers is determined by classifying two
brothers with the same biological parents as full siblings and two brothers who share only one
biological parent as half-siblings. I refer to brothers who share neither biological parent but
were reared together as adoptees.1
These sibling pairs are then assigned a rearing status using quinquennial census data which
recorded whether or not two brothers are domiciled in the same household. Such census data is
available for 1960, 1965, 1970, 1975, 1980 and 1985. Brothers who resided in the same household
in every census where both were 18 years of age or younger are classified as reared together.
Brothers who never resided in the same household were classified as reared apart. I discarded
ambiguous cases, that is siblings who were domiciled in the same household in some censuses
but not others. I refer to the mother in an individual's household as his rearing mother and the
father in the household as his rearing father. Obviously, the rearing parents and the biological
parents are usually the same individuals. The final sample of non-twin brothers was restricted
the sample to brother pairs where both were born between 1950 and 1970.
I then supplement the non-twin sample from the Multi-Generation Register with a sample
of twins with known zygosity, also born between 1950 and 1970, using data from the Swedish
Twin Registry. The Swedish Twin Registry's data contains information on Swedish twin births
since 1886 and onward, and has been described in detail elsewhere (Lichtenstein et al. 2006).
This dataset is then matched to administrative records to obtain income and educational
data and to conscription records to get information on cognitive and "non-cognitive" skill.
Hence, the Brothers Sample has seven sibling types: monozygotic twins (MZ), dizygotic twins
(DZ), full siblings reared together (FRT), full siblings reared apart (FRA), half siblings reared
together (HRT), half siblings reared apart (HRA) and adoptees (ADO).
'This definition of adoptees differs marginally from that used by Bjbrklund, Juntti and Solon (2005), who
only classified sibling pairs where at least one sibling had undergone formal adoption as adoptees.
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3.2.2 The Twin Sample
The Twin Sample is comprised of all male twin pairs born after 1926 who responded to at least
one of the surveys administered by the Swedish Twin Registry. The Registry has administered
three major surveys, which include questions on physical similarity which can be used to estab-
lish zygosity with reasonable precision (Lichtenstein et al., 2006). The response rates of these
surveys have varied between 61 and 74% (Lichtenstein et al., 2002; Lichtenstein et al., 2006).
3.2.3 National Service Administration
During the study period all Swedish men were required by law to participate in military con-
scription at or around the age of 18 (SFS 1941:967). Individuals in the Brothers Sample enlisted
at a point in time were exemptions from military duty were rare, and typically only granted
to men who could document a serious handicap that would make it impossible to complete
training. The drafting procedure involved several medical and psychological examinations. In
this study, I use the results from two of the tests administered to the recruits: a test of cognitive
skill and a professional psychologist's assessment of the individual's psychological aptitude. I
follow Lindqvist and Vestman (2009) in referring to the latter as a measure of "non-cognitive"
skill (NCS).
The first test of cognitive skill used by the Swedish Military was developed in 1943, and it
has subsequently been revised and improved on a few occasions. Carlstedt (2000) discusses the
history of psychometric testing in the Swedish military and provides evidence that the measure
of CS is a good measure of general intelligence (Spearman, 1904). The recruits studied in this
paper took four subtests (logical, verbal, spatial and technical) which, for most of the study
period, were graded on a scale from 0 to 40. To construct the CS scores, the four raw scores are
summed, percentile rank transformed, and then converted by taking the inverse of the standard
normal distribution to produce a normally distributed test scores. This transformation is done
separately for each year of birth.
Psychological aptitude is assessed by a military psychologist who has access to background
information, such as school grades, medical history, cognitive skill and answers to battery of
questions on friends, family and social life. Ultimately, the psychologist is required to make an
assessment of the presumptive recruit's capacity to handle stress in a war situation. However,
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the predictive validity of the NCS measure extends well beyond that domain. For example,
Lindqvist and Vestman (2009) provide evidence that this measure has strong predictive valid-
ity for income and is a stronger predictor of labor force participation than CS. The psychologist
grades the recruit on a one to five scale in four different domains. I construct the NCS mea-
sure by summing the four raw scores and converting them to a standard normally distributed
variable.
Few of the men in the cohort studied in this paper did not interview with the psychologist
or take the test of cognitive skill. Indeed, in most birth years, data is available for 95 % of
the men in the Brothers Sample. However, archival data was lost for men born in 1960, 1966
and 1967, before the information could be digitalized. The existing information for individ-
uals born in these years is therefore based on imperfectly maintained security backups (The
Military Archives, private correspondence). Most data for men born in 1960, two thirds of
the observations for men born in 1966 and approximately one half of the observations for men
born in 1967, are missing. If the variance components do not differ systematically between the
population for which conscription data is available and the population for which it is not, the
only consequence of the missingness will be imprecision. In the robustness section of this paper,
I confirm that the results of this paper do not change in any meaningful way if men born in
1960, 1966 and 1967 are omitted altogether from the analysis.
3.2.4 Statistics Sweden
The income measure used in this is paper (sammanraknad farvarvsinkomst) is defined as the
sum of income earned from wage labor, income from own business, pension income and unem-
ployment compensation. Capital income is not included and the variables are not censored.
Since administrative records only contain information on legally earned, taxed, income, annual
income is only an imperfect proxy for actual income earned.
Educational data is drawn from administrative records which include a set of dummy vari-
ables for highest degree attained. These dummies are converted into years of schooling using
population averages estimated by Isacsson (2004)2 For the Brothers Sample income data for the
2 Isacsson (2004) examined a representative sample with high quality data on years of schooling and regressed
this on the same type of administrative data that are used in this paper.
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years 1999, 2001, 2003 is available. The measure of income is the log of average income in the
three years, residualized on a third age polynomial. The multi-year average is used to mitigate
some of the by now well-known problems with transitory fluctuations in income (Solon, 1989)
and I residualize on a third order age polynomial to try to control for differences in the stage
of the lifecycle. Since the brothers are born between 1950 and 1970, income is observed at a
point in the lifecycle where research has shown that annual income is a good proxy for lifetime
earnings (Bbhlmark and Lindquist, 2006).
For the Twins Sample, income data for the years 1968 until 2005 is available.
3.2.5 Final Sample
The Brother Sample is constructed from a total of 391363 men, who are born in Sweden between
1950 and 1970 and have at least one brother who is at most five years older or younger. Creating
all possible pairings of relatives from this sample produces: 1409 pairs of monozygotic twins,
1922 pairs of dizygotic twins, 206518 pairs of full siblings reared together, 1362 pairs of full
siblings reared apart, 6445 pairs of half siblings reared together, 14713 pairs of half siblings
reared apart and 858 pairs of adoptees.
Table I.II reports summary statistics for the Brothers Sample, disaggregated on sibling
type. Considering first the twins, there is some mild oversampling of individuals with higher
incomes and better education than average. This is quite common in twin research (Behrman,
Rosenzweig and Taubman, 1994; Ashenfelter and Krueger, 1994) and likely reflects the fact
in order for zygosity to be established, at least one twin has to have responded to a survey.
If the propensity to respond to a survey is associated with income, educational attainment
and cognitive skill, then it is likely that the sample of twins with known zygosity are not full
representative of the Swedish universe of twins or the Swedish population as a whole. However,
the differences that do exist appear to be quite small and on one variable, cognitive skill,
the twins actually score slightly lower than average. By contrast, a comparison of the full
siblings reared together to the full siblings reared apart reveals some differences that may be a
source of concern. Full siblings reared apart have considerably lower incomes, lower educational
attainment, and lower measured CS and NCS. The differences are approximately four tenths of
a standard deviations.
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Not too surprisingly, the distributions of the outcomes of half siblings reared together and
half sibs reared apart, though the means for half siblings reared together tend to be somewhat
lower. Compared to full siblings reared together, half siblings have considerably lower incomes,
educational attainment and measured CS and NCS. The differences are less stark than for the
full siblings reared apart but still considerable. For example, the half siblings reared together
have on average 11.12 years of education whereas the full siblings reared together have 11.96
years of education. Finally the distribution of the outcome variables of the adoptees, i.e. siblings
reared in the same family who are genetically unrelated, are quite similar to those of the full
siblings reared together.
The main conclusion from this comparison of distributions is that the sibling types are not
drawn from identical populations. Even though the data is registry-based, so that, barring the
twins, the estimates are not further contaminated by non-response bias, this should be borne
in mind when considering the results that follow.
3.3 Empirical Framework
3.3.1 The ACE Decomposition
The standard behavior genetic variance decomposition is the ACE model. This workhorse model
in the behavior genetics literature posits that additive genetic factors (A), common environ-
mental factors (C), and specific environmental factors (E) account for all individual differences
in the trait of interest.
Let all variables, including the trait, be expressed as deviations from zero and standardize
them to have unit variance. Consider a pair of MZ twins and suppose first that the outcome
variable can be written as the sum of two independent influences: additive genetic effects, A,
and environmental influences, U. Whatever measurement there is in the variable P will also be
subsumed by the U component. Then it is possible to write,
P = aA + uU (3.1)
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and, using a superscript to denote the variables for twin 2 in a pair,
P' = aA' + uU'. (3.2)
Since for MZ twins A = A', the covariance (which, due to the normalization, is also a correlation)
between the outcome variables of the two twins is given by,
PMZ = a2 + u2 COV(U, U')MZ (3.3)
Now consider a DZ pair. Under the assumptions of random-assortative mating with respect to
the trait of interest, it will be the case that COV(A, A') = 0.5.3 It follows that,
1
PDZ ^ ~a2 + u2COV(U, U')DZ. (3.4)2
Finally, the equal environment assumption is imposed,
COV(U, U')MZ = COV(U, U')DZ. (3.5)
Under these, very strong, assumptions it is easy to see that heritability, the fraction of variance
explained by genetic factors, is identified as a2 = 2 (pMZ - PDZ). In the standard behavior
genetics framework, environmental influences are generally written as the sum of a common
environmental component (C) and a non-shared environmental component (E) such that,
P = aA + cC + es, (3.6)
where again the variables C and c are standardized to be mean zero and unit variance. With this
terminology, the environmental covariance component of the trait correlation, u2COV(U, U'),
can be written as c2 , since by definition any covariance must derive only from the common
component. This allows us to write the individual variation as the sum of three components
a2, c2 , and e2 ; a 2 is the share of variance explained by genetic differences, c2 is the share of
3 A full derivation of the latter result can be found in any text on quantitative genetics, for instance Mather
and Jinks (1977).
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variance explained by common environmental influences, and e2 the share of variance explained
by non-shared environmental influences. Then, following directly from the above derivation,
the variance-covariance matrix is of the form,
a 2 C2 e2 ta2 C (3.7)
ia2+C2 a +c 2e
where Ri takes the value 1 if the observation is of an MZ pair, and 0.5 otherwise.
To understand how the ACE partitioning works, and build some intuition for how one should
think about the estimated coefficients it is useful to start by considering two ideal experiments.
Suppose first that a researcher had access to a large sample of identical twins, separated at
birth, and then randomly assigned to families. 4 Suppose data on income of these twins were
obtained at some point in adulthood. Then, by construction, the environments to which the
twins were originally assigned are uncorrelated, so any similarity in the outcome variable of
interest - income, say - can ultimately be traced to the genetic resemblance of the identical
twins. Therefore, in this ideal sample, heritability could be estimated merely by computing the
correlation in these twins reared apart.
Alternatively, suppose a researcher had access to a large, representative, sample of geneti-
cally unrelated same-aged pairs of individuals reared in the same family. In this hypothetical
example, the only source of similarity between these non-biological siblings is the environment
they shared growing up. Therefore, an income correlation computed at some stage in the
lifecycle would provide an estimate of the share of variation due to common environment.
In interpreting heritability it is crucial to appreciate that many genetic effects may operate
via environmental effects (Jencks, 1980; Plomin DeFries and Loehlin, 1977; Dickens and Flynn,
2001; Ridley, 2003). Taking the example of the separated identical twins, their resemblance
need not arise solely because there are genes with a proximate effect on the trait, but because
there are genes which predispose an individual to seek out particular environments which in
turn affect developmental outcomes.
4For now, suppress concerns about how realistic these assumptions are for actually existing datasets of twins
reared apart. Assume also that the prenatal environment is of little importance for the outcome variable of
interest.
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Moreover, if one thinks of the environment as a function that takes a stimulus and produces a
response, then environmental reactions may be a function genotype. This may be an additional
source of covariation between genotype and the outcome variable. For example, parents may
invest differentially based on genotype (Becker, 1993; Becker and Tomes, 1976). The investment
may be compensatory, as is the case when children with severe learning difficulties receive extra
tuition. The investment can also be accentuating, for example when parents invest extra in a
gifted child.
The discussion above is intended to elucidate why the estimates of the behavior genetic
model can be thought of as reduced form coefficients from a more general model in which some
environments are endogenous to genotype (Dickens and Flynn, 2001; Jencks, 1980; Lizzeri and
Siniscalchi, 2008). Behavior geneticists use the term "nature via nurture" to refer to the gen-
eral tendency of individuals to select, based on genotype, certain environments, and to trigger,
depending on genotype, certain environmental reactions. Viewed in this light, the equal environ-
ment assumption is primarily an assumption about MZ twins not experiencing more correlated
environments because of their zygosity.5 Jencks (1980) and Jencks and Brown (1977) suggest
that the estimates of c2 should be interpreted as estimates of the variance that can be explained
in "exogenous" features of a child's rearing environment that vary independently of genotype. 6
This is an important distinction, because once it is acknowledged that some of the heritable
variation arises because genetic differences affect the outcome variable through environmental
mediators, it no longer follows that genetic and environmental sources of variance are mutually
exclusive (Jencks, 1980). In the discussion that follows, the terms "rearing conditions" and
"family effects" will be used interchangeably to denote family environment in the narrow sense
5In the context of research on personality and IQ, the available evidence is quite supportive of the equal
environment assumption, thus construed. Most importantly, for measures of personality and cognitive ability,
studies of MZ and DZ twins reared apart tend to produce estimates of heritability similar to those using twins
reared together (Bouchard 1998).
6Specifically, Jencks (1980) suggests that we should think of the decomposition in terms of two structural
equations. The first structural equation specifies an individual's environment as a linear function of her genotype
and exogenous environmental influences. To understand these hypothetical constructs, suppose we could com-
pletely observe an individual's environment and her genotype. Then, we could partition the environment into
two orthogonal components. The first component is what Jencks labels the "endogenous" environment. That
is, it is the projection from environment onto gentoype. The second component is the exogenous environment.
That is, it is the portion of an individual's environment that varies independently of genes. The second recursive
equation specifies the outcome as a function of genes, understood broadly as the sum of proximate genetic effects
and genetic effects mediated by environment, exogenous environmental influences and an error term.
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defined above.
With multiple sibling types, the basic ACE framework can be readily extended to estimate
richer, though still quite restrictive, models. A first natural question to ask how ACE estimates
based solely on twin data compare to ACE estimates based on a larger number of sibling types.
Under the assumption that COV(U, U') is the same for all siblings reared together and zero for
siblings reared apart, the ACE model estimated is easily modified to allow for this. The basic
ACE model has two parameters to be estimated and is hence overidentified with the additional
sibling types. I refer to the ACE model estimated on multiple sibling types as Model 1.
A first extension of the ACE model, labelled Model 2, is estimated on the Brothers Sample
relaxes assumptions about the degree of genetic relatedness, Ra, of the various sibling types. It
also allows differences in environmental resemblance across sibling types. Two new parameters
- PFS and PHS - are introduced to denote the genetic covariance in full siblings (including DZ
twins) and half siblings, respectively. The model specifies a common environmental component
for twins, cy, and then assumes that other siblings reared together shares some fraction, AF, of
this variance. If siblings reared together other than twins do not experience more highly corre-
lated rearing environments, then AF should be equal to one. The most important maintained
assumptions of Model 2 are that the equal environment assumption holds and that siblings
reared apart experience uncorrelated environments. The model has five parameters: PFS, PHS
a 2, c, and AF-
It is readily verified that Model 2 would not be identified if it were augmented to allow
identical twins to experience more similar environments. Yet, this a frequently invoked criticism
against twin studies (Pam et al., 1996; Sacerdote, forthcoming). A second extension, labelled
Model 3, is intended to test the equal environment assumption. Instead of treating the genetic
covariances of full and half siblings as free parameters to be estimated, this model treats them
as known quantities by fixing them at 0.5 and 0.25. The MZ environmental twin covariance,
c 2 is taken as a parameter to be estimated. DZ twins are assumed to share some fraction,cMZ, spraee
AT, of the environmental resemblance of MZ twins and all other co-reared non-twin siblings are
assumed to share some fraction AF of the MZ resemblance. The A coefficients are estimated,
so the model has four free parameters - a 2, c z, AT and AF.
The three simple models, whose moment conditions are reproduced in Table III.1, are esti-
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mated by nonlinear least squares by solving,
T
0 = arg min (yilyi2 - fi (O))2, (3.8)
i=1
where i indexes the pair of brothers, fi (0) is some function of the parameters which varies
by sibling type. The variables are standardized so that the mean of each sibling type is zero,
and the standard deviation is one. An advantage of doing nonlinear least squares on the raw
data instead of fitting the structural parameters to the correlations is that the nonlinear least
squares framework makes it easier to take non-independence between observations into account.
In the baseline regressions, standard errors are clustered at the level of 1970 household.
3.3.2 Variance Components over the Lifecycle
To examine how heritability varies over the lifecycle, I use the Twin Sample, as it contains data
on income in a large number of years. Correlations over the lifecycle are estimated by running
regressions of the form,
yi,j,t = ptZ * Y2,j,t * 1 {j = MZ} + OtZ * Y2,j,t * 1 {j = DZ}, (3.9)
where, in the main specification, y1,j,t is the income of twin 1 in pair j at age t, where t =
20,23, ..., 59. The income measure is defined as the log of the average of income over a three
year period starting at t and is standardized by birth year to have mean zero and standard
deviation one. The standardization ensures that the estimated regression coefficients can be
interpreted as correlation coefficients. Standard errors are clustered at the pair level, thus
allowing for arbitrary correlation within pairs and individuals across time. The key assumption
behind this procedure is that pMZ and pDZ may vary over the lifecycle, but that the trajectories
of income correlations do not vary by cohort.
7 The approach taken here differs from the typical one in the behavior genetic literature, where maximum
likelihood estimation is the standard procedure (Neale and Cardon, 1992). However, these estimators all assume
multivariate normality of the outcome variable, an assumption which clearly fails for income data, even after a
logarithmic transformation.
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3.4 Basic Results from Brothers Sample
Table III.III reports cross-sibling pairwise correlations between income, educational attainment,
CS and NCS. The diagonal entries represent the cross-sibling correlation for a particular trait,
whereas the off-diagonal entries represent the cross-trait correlations between siblings. Some
consistent patterns are apparent. Siblings reared together always exhibit greater similarity
than siblings reared apart, suggesting that there is some common environmental variance in
all the studied traits. Consistent with a broad consensus in behavior genetics, genetic variance
is a larger source of variation than common environmental variance (Turkheimer, 2000). For
CS, NCS and educational attainment, the excess resemblance of siblings reared together over
siblings reared apart is quite large, as are the reported adoptee correlations. For income, the
excess resemblance of the co-reared siblings over the separately reared siblings is smaller than
for the other variables. Similar patterns hold in the adopted siblings, where the reported sibling
correlation is 0.069 for income, 0.213 for educational attainment, 0.170 for cognitive skill and
0.227 "non-cognitive" skill. Also, DZ correlations are consistently higher than the correlations
for (non-twin) full siblings reared together, which is consistent with the idea that twin siblings do
experience a greater degree of environmental resemblance than non-twin siblings. The difference
is most dramatic for income.
This latter finding, which differs from the results in Bjurklund, Jantti and Solon (2005),
suggests that it is appropriate to specify a model where twins are raised in more similar envi-
ronments than non-twins. The results from the standard ACE model, applied to the Brothers
Sample, supports this conclusion. The heritability estimate (a 2 ) in this model is 0.27, with
an estimated common environmental variance (c2) of 0.05. The corresponding estimates for
educational attainment are 0.55 and 0.16, for CS 0.71 and 0.14 and for NCS 0.415 and 0.13.
In the top panel of Figure 1, I graph the correlations predicted from the basic ACE model
estimated from the entire Brothers Sample model to the empirical correlations. The estimated
model parameters provide a closer fit for the sibling types with a larger number of observations,
most notably the full siblings reared together. The most striking result in Figure III.1 is that
for income, the standard ACE model fails quite spectacularly in predicting the MZ and DZ
correlations. There is no similar tendency for the three other variables.
Models 2 and 3 both allow for DZ twins to exhibit greater resemblance than other other
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full siblings reared together. The estimates derived from Model 2 are reported in Table III.V.
For income, the estimated heritability is now 0.28, whereas the point estimate suggests that
7 percent of the variation in income is due to differences in rearing conditions in non-twin
siblings. The assumption that A, the fraction of twin environmental covariance shared by
non-twin siblings reared together, is equal to one is rejected at all conventional significance
levels. Importantly, the estimated genetic covariances are a little below 0.5 and 0.25, the
values predicted by genetic theory under some idealized conditions, suggesting that there is
non-additive genetic variance in the traits relevant for income determination. This is important
because it provides one plausible explanation for why the standard ACE model with multiple
sibling types underpredicts the degree of MZ resemblance. Results for educational attainment,
CS and NCS are qualitatively similar to the ACE estimates.
Model 3 maintains the assumption that PFS and PFS are equal to one half and a quarter, re-
spectively, and instead allows MZ twins to experience more similar environments than DZ twins.
It also allows the resemblance of DZ twins to differ from other co-reared siblings. Results are
reported in Table III.V. A test of the equal environment assumption is a test of the hypothesis
that A, is equal to one. This hypothesis cannot be rejected for income, educational attainment
or cognitive skill, though for "non-cognitive" skill the p-value is just shy of significance at the
five percent level. In two cases out of four (cognitive skill and educational attainment), the
point estimate suggests that identical twins experience less similar environments than dizygotic
twins. However, the imprecision of the estimates is a concern. And of course, the test of the
equal environment assumption is based on strong maintained assumptions. The results from
Models 2 and 3 are cautionary, and suggest that naive ACE estimates based on twins can differ
appreciably from estimates based on other sibling types.
3.4.1 Lifecycle Analysis
The results from the lifecycle analysis of the Twins Sample are reported in Table IIL.VII and
graphically in Figure III.11. There is large and persistent separation of the MZ and DZ correla-
tions over the lifecycle, except at very early ages where the income correlations are substantially
higher. Indeed, an F-test of constant c2 , estimated according to the standard ACE model, re-
jects the null at the five percent level. The null hypothesis of constant heritability over the
lifecycle cannot be rejected.
In several years, the MZ correlation exceeds twice the DZ correlation. There are many
possible explanations for this. One possibility is that the value of the c2 parameter is very close
to zero and that due to sampling variation the MZ correlation sometimes exceeds twice the
DZ correlation. An alternetive explanation is that one, or several, assumptions underlying the
ACE decomposition fails. The results from Model 2 suggest points to genetic non-additivity as
a candidate explanation, as the estimated PFS is equal to 0.40. Under the assumptions that PFs
and A are constant over the lifecycle, it is straightforward to adjust the lifecycle correlations and
produce new estimates of the share of income variation that is explained by rearing conditions in
non-twin siblings. Both assumptions could fail. For example, the genes that are associated with
income might vary by age and therefore, the genetic covariance may change over the lifecycle.
The results from this correction are reported graphically in Figure III.III.8
3.5 Robustness
The different sibling types obviously depart from the ideal randomized experiments it is hoped
they will approximate. In this section, I explore how sensitive the variance component estimates
are to a number of changes in specification and sample selection.
3.5.1 Characterizing the Rearing Conditions of Different Sibling Types
The results reported thus far are based on an implicit assumption that there are no major
differences in the distribution of rearing environments that the different sibling types are exposed
to. Yet, it is possible that differences across the sibling types are biasing the estimates. As the
data used here contains some information on family conditions, it provides an opportunity to
characterize the extent to which the range of family environments which different sibling types
are exposed to are comparable and examine how sensitive the variance component estimates
are to this particular assumption.
I first use data from the 1970 census to examine how rearing conditions vary by sibling type.
8 It would have been interesting to perform a similar correction based on the estimates from Model 3. However,
the implied variance components take on implausible values, most likely because the fraction of DZ to MZ
environmental resemblance is not constant over the lifecycle.
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Amongst other things, the census includes information on number of parents in the household,
income and hours worked. Table III.VII shows, for each sibling type, whether or not there was
a father and a mother in the household at the time of the census, as well as father's income
and his hours worked. There are some striking, and potentially important, differences across
the sibling types. Families with full siblings reared apart and half siblings are less likely to be
two parent households and in approximately 20% of households there is no father present. The
corresponding figure for other sibling types never exceeds five-percent. Conditional on there
being a father, his income is still lower in families with full siblings reared apart or half siblings.
The difference is of the order a third of a standard deviation compared to the other sibling
types.
3.5.2 Omitting Sibling Types
The summary statistics in Table 111.11 and the description of the rearing conditions in Table
II.VII of the different sibling types both suggest that full siblings reared apart and half siblings
are least representative of the Swedish universe of brothers in terms of the distribution of
the outcome variables and the distribution of rearing conditions as measured for example by
father's income. Table III.II shows that these three sibling types have lower income, educational
attainment, CS and NCS. The phenotypic variances for these sibling types are also considerably
lower. Table IIL.VIII shows that- these three sibling types are also considerably less likely to have
a father present in the household and that conditional on there being a father, his income is on
average lower. The variance of father's income is also lower, suggesting that perhaps the range
of environments to which these sibling types are exposed is more compressed, and with a lower
mean, than the population distribution. Models 2 and 3 are both identified without the three
unrepresentative sibling types included. I therefore reestimate the models with these siblings
types excluded to examine how this impacts the results. Table III.IX reports the findings, which
are all quite similar to those in the baseline specification.
3.5.3 Testing Further Restrictions
Bjarklund, Jantti and Solon (2005, p. 150) point out that ideally one would like to combine
the features of different models in order to allow for non-additive gene action and differences
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in environmental resemblance across sibling types in one single model. Though such a model is
not identified, one of the key assumptions made thus far - that siblings reared apart experience
uncorrelated environments - can be tested in Models 2 and 3. Rather than fix the environmental
resemblance of siblings reared apart to be zero, I instead change the moment conditions to allow
for environmental resemblance of siblings reared apart by introducing a new parameter, AA. In
Model 2, AA is simply the fraction of the twin environmental resemblance shared by siblings
reared apart. In Model 3, AA is the fraction of MZ environmental resemblance shared by siblings
reared apart. In both cases, a test of the hypothesis that siblings reared apart experience
uncorrelated environments is a test of the null that AA is statistically indistinguishable from
zero.
Results are reported in Table III.X. In Model 2, the estimates of AA are -.008 for income,
.266 for educational attainment, .182 for cognitive skill and .391 for "non-cognitive" skill. The
coefficients for educational attainment and "non-cognitive" skill are both significant at the five
percent level. The estimates for Model 3 are given in the lower panel of Table III.XI. The
estimated coefficients are -. 098 for income, -.406 for educational attainment, .157 for cognitive
skill and .046 for "non-cognitive" skill. None of these coefficients are significant at the five
percent level. Reassuringly, none of the point estimates of the key parameters of interest are
changed much by allowing for environmental correlation in siblings reared apart.
3.5.4 Further Sample Selection Criteria
Finally, I explore how sensitive the results are to two assumptions made in the construction of
the Brothers Sample. First, the rearing status of two brothers was assigned using census data
which is available only from 1960 and onward. This raises the possibility that the rearing status
of siblings born in the early 1950s may be measured with more error than the rearing status
of siblings born closer to a census. To investigate this, I restricted the sample to brothers born
between 1955 and 1970 and re-estimated the models.
Second, as previously noted, the data on cognitive and "non-cognitive" skills are very in-
complete for the cohorts born 1960, 1966 and 1967. I therefore omitted these cohorts altogether
and ree-estimated the CS and NCS.
Neither of the above two changes in the sample selection changed the results in any mean-
ingful way.
3.6 Discussion
This paper has used a genetically informative dataset to study family effects on income, educa-
tional attainment, cognitive skill and "non-cognitive" skill. The sample used is comprehensive
in its detail and scope and, barring the twins, is not plagued by any non-response bias. To
put the sample size in perspective, the number of sibling pairs studied here exceeds the total
number of sibling pairs considered in Bouchard and McGue's (1981) oft-cited metastudy on the
heritability of intelligence, which gathered sibling correlations from 111 separate studies.
The main finding of this paper is that there are modest family effects on educational attain-
ment, CS and NCS, with somewhat weaker family effects on income. It does not necessarily
follow from this observation that family environment is unimportant for income or for the devel-
opment of traits and skills valued in the labor market. It does, however, follow that variation in
rearing conditions which is independent of variation in genotype likely explains only a modest
share of the variance of the traits considered here.
Since the right hand side variables A, C and E are standardized in the ACE decomposition,
the coefficient on each of these variables can be given a structural interpretation. For example,
the coefficient c measures the increase in the standardized outcome variable that is associated
with a one standard deviation increase in the family index C. Across the three models, the
estimates of the coefficient on C for non-twin siblings is around 0.15 for educational attainment,
CS and NCS. This implies that a one standard deviation increase in the index of rearing
conditions is associated with approximately a v/0.15 ~ 0.4 standard deviation increase in CS,
NCS and educational attainment. To put this estimates in perspective, 0.4 standard deviations
of educational attainment corresponds to a little over a year of schooling. Another result that
holds across specifications is that genes are a more important source of variation than rearing
conditions.
Before comparing these results to existing estimates in the literature, some general comments
about the implications of these findings are in order. The sensitivities surrounding the role
of inherited traits has receded in recent years, in part as scholars have realized that some
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genetic variation might arise because individuals self-select into environments, and that the
reaction evoked by environments may be a function of genotype (Jencks and Brown, 1977;
Jencks, 1980). Estimated variance components are merely R2s that measure what fraction
of the variance in the outcome variable that be explained statistically by genotype or shared
environmental influences that vary independently of genotype. As such, the behavior genetic
approach is inherently diagnostic. Goldberger (1979) provides several examples of how the
policy implications of heritability estimates have historically been misstated. That said, the
number that come out of the variance decomposition are nevertheless useful descriptive facts
that are relevant for a number of debates in economics.
One such debate concerns what the ultimate causes of income inequality are, and specifically,
how important differences in rearing conditions are for children's later life economic outcomes.
Behavior genetic models can be used to estimate the importance of one source of inequality
which is the topic of much scholarship in economics, namely family environment (Jencks, 1979;
Bowles and Gintis, 2001). As an empirical matter, people's willingness to tolerate inequality
hinges crucially on its source, or perceived source (Bowles and Gintis, 2001; Fong, 2001). Such
considerations are absent in most contemporary work in economics, for example the optimal
taxation literature that follows Mirrlees (1971), where it is typically assumed that the social
planner has preferences over inequality per se, regardless of the mechanisms that account for
this inequality. Having a reasonable estimate of the share of variation that is explained by
rearing conditions will help inform this debate. Indeed, Sacerdote (forthcoming) notes that
economists are often surprised to learn how strong the association is between genetic similarity
and outcome similarity.
Concerning the heritable variation, it is important to be cautious, given that it is possible
to imagine several distinct genetically based sources of inequality which are potentially very
different in terms of how easily they can be modified by policy interventions and how morally
objectionable they are deemed to be (Harding et al., 2005; Jencks and Tach, 2005). It seems
likely that the genetic variance in intelligence and other aspects of personality explain a large
share of the heritable variation in income and probably also educational attainment. 9 The
9 An early paper by Bowles and Nelson (1973) asked whether or not the genetic transmission of CS can account
for the parent-child association in income. Even assuming a heritability of 0.8, the authors concluded that at
most ten percent of the parent-child correlation could be explained by this channel. In a similar vein, a paper
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moderate to high heritability estimates reported here nevertheless suggest that it is important
to try to investigate why the outcomes are associated with genotype. Indeed, several projects
which try to find molecular genetic associates of human capital investments and basic preference
parameters are currently underway (Benjamin et al., 2007).
Jencks notes that unless the specific mechanisms through which genes ultimately exert
influence on human behavior are uncovered, heritability estimates will remain of limited value
(Jencks, 1980, p. 723). Generally speaking, one implication of high heritability is that it
it is important to try to understand the mechanisms underlying the association. Molecular
genetic studies may help answer the challenge which is implicit in Jencks' remarks as they are
a necessary step toward understanding the complicated pathway from genes to complex social
outcomes.
Since this paper has considered four important outcome variables, it is useful to discuss
each in turn and discuss how my estimates compare to those in the literature. The results
on cognitive and "non-cognitive" skill are in line with the very voluminous behavior genetic
literature on personality, attitudes and intelligence (Bouchard, 1998; Bouchard and McGue,
2003; Plomin et al., 2008). Reported heritability estimates in the literature on intelligence
are typically in the range 50 to 75%, with low measured effects of shared environment by
young adulthood (Bouchard, 1998). Twins-based estimates of the heritability of the big five
personality constructs are in a similar range (Jang et al., 1996).
A recent working paper by Bjbrklund, Hederos Eriksson and Jantti (2009) also matches
conscription data to the Multi Generation Registry. Bjurklund, Hederos Eriksson and Jantti
(2009) report a brother correlation of 0.473 and a father-son correlation of 0.347. They note that
the latter estimate is very similar to results obtained from Norwegian data (Black et al. 2009)
and further point out that the sibling correlation is likely a lower bound on family effects, as
siblings do not share all their genes. The correlations reported in this paper nicely complement
by Bowles and Gintis (2002) argued that the importance of CS has been exaggerated as an income determinant.
They considered a simple thought experiment: suppose that the genetic transmission of cognitive ability were the
sole reason that parents resemble their children when it comes to income. The authors used estimates of (i) the
effect of CS on wages and (ii) the heritability of CS from other sources and proceeded to argue that the genetic
transmission of intelligence is at most a moderate source of intergenerational persistence. They concluded that
under the null hypothesis the intergenerational correlation would "roughly 2% of the observed intergenerational
correlation" (Bowles and Gintis, 2002, p. 11) and hence refuted the hypothesis. Osborne (2005) provides some
evidence that the parent-child resemblance in income can be accounted for statistically by scores on Rotter scale.
the Bjurklund, Hederos Eriksson and Jantti (2009) since the number of different pairings of
relatives considered is greater. Even allowing twin-siblings to experience more similar environ-
ments than non-twin siblings, Bjbrklund, Hederos Eriksson and Jantti's (2009) conjecture that
the sibling correlation understates the total effect of genes and family environment is confirmed
as the MZ correlation vastly exceeds the ordinary sibling correlation.
The multiple sibling results for income are in line with those reported in Bjarklund, Jantti
and Solon (2005). This similarity is not too surprising, given that the sample used here partly
overlaps with theirs and that this paper follows their approach quite closely. Though there
is evidence of a special "twin environment" 10 , the estimates suggest that variation in rearing
conditions are a relatively minor source of income differences in the cohort studied. The most
striking illustration of this fact comes from a comparison of the MZ income correlation, which
is 0.49, to the adoptee correlation of 0.07. It is also reassuring that similar basic patterns are
consistent across the full range of sibling types. Holding genetic relatedness constant, co-reared
siblings are more similar than separately reared siblings, though sometimes the differences are
quite small. And, siblings of greater genetic similitude have more similar outcomes, holding
rearing conditions constant.
The data also allows an examination of how the variance components evolve over the life-
cycle, an area of research which has previously been hindered by data availability. Behavior
genetic studies of a number of traits have found evidence of longitudinal fadeout. That is, heri-
tability rises with age and family effects decline. This is often interpreted as evidence that once
parents are no longer able to control the effective environment of the child, the child will seek
out environments which reflect its genetic predispositions (Plomin et al., 2001; Scarr, Weinberg
and Waldman, 1993). These patterns, which have been independently confirmed in dozens of
studies, raise the intriguing possibility that family effects on income might also dissipate with
time. Consistent with this literature, I find that the variance components appear to be quite
stable across the lifecycle, with the exception of very early years.
0 One difference is that the estimated twin correlations differ somewhat. Whereas Bjorklund, JAntti and Solon
(2005) reported male MZ correlation of 0.36 and a DZ correlation of 0.17, this paper finds correlations of 0.49 and
0.29. It is possible that this difference .reflects the fact that Bjorklund, Jantti and Solon (2005) studied a cohort
of twins born between 1926 and 1958 - a wider age range than that considered in this paper - and that this
may have depressed the correlations. Interestingly, the twin correlations reported here are remarkably similar to
those in Taubman's original paper (1976).
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Given that CS, NCS and schooling are all important determinants of income, it is not
obvious how to reconcile the low family effects on income with the moderate family effects on the
remaining three variables. One possible resolution is to recognize that the tests of CS and NCS
are taken around age 18 and again invoke the well-known behavior genetic result that heritability
rises with age. Family effects on IQ and personality in children and young adolescents tend to
be moderate, but these influences approach zero by early adulthood (for review, see Bouchard,
1998; Bouchard and McGue, 2003). If the effects of rearing environment on CS and NCS are
transitory, or if favorable rearing conditions raise test scores- without augmenting productivity,
thus rendering the gains illusory, then this has important implications for policy analysis. The
cost benefit calculus of any policy intervention obviously hinges crucially on whether gains
observed in the short run are (i) permanent or transitory and (ii) real or illusory. An alternative
explanation is simply that there are strong family effects on the timing of labor market entry.
This mechanism seems quite plausible, in light of the family effects on educational attainment,
to which I now turn.
An early paper in economics on the heritability of educational attainment is Behrman and
Taubman (1989). They fitted the educational attainment correlations of a large number of
sibling types to a structural model first formulated by Fisher (1918). A problem with the model
is that it does not allow environmental resemblance between siblings in its original formulation.
As Behrman and Taubman (1989) did not have a dataset which included siblings reared apart,
they proceeded by residualizing educational attainment on father's occupation and number of
siblings - their measures of family environment - and then performing the analysis on the
residuals. This produced a heritability estimate 81%, which, to the best my of knowledge,
wildly exceeds the estimates in any other published paper. A plausible interpretation of the
very high heritability estimate is that the measure of family environment used by Behrman
and Taubman (1989) was very noisy. Their point estimate is far outside any of the confidence
interval of Models 1, 2 and 3, and various restricted versions of these models with different
sibling types excluded. My estimates for educational attainment are very similar to those
reported by Sacerdote (2007), whose ACE decomposition suggested that 14 percent of the
variance in rearing conditions was explained by family environment. These estimates are in
line with those of Lichtenstein, Pedersen and McClearn (1992), Scarr and Weinberg (1994),
Teasdale and Owen (1984).
3.7 Conclusion
This paper has used two complementary Swedish datasets to examine the importance of "fam-
ily background" in explaining variation in income, educational attainment and measures of
cognitive and non-cognitive skill taken in adolescence. Using seven different sibling types who
differ in their degree of genetic relatedness and rearing status, I find moderate family effects on
educational attainment, as well as cognitive and "non-cognitive" skills. This contrasts with the
effects of family on income, which are lower. In additional analyses, I find large and persistent
separation of the MZ and DZ correlations over the entire lifecycle, except at very early ages.
Though the policy implications of heritability estimates are much less clear than is sometimes
supposed, the findings reported here do have implications for efforts to better understand
the causes of individual differences in socioeconomic outcomes and its determinants. A first
implication is that family effects, properly interpreted, are modest, as evidenced from the vastly
greater resemblance of identical twin brothers compared to adopted brothers. This suggests that
efforts that merely equalizing the aspects of the family environment that vary independently
of genotype would have quite small effects on the distribution of skills and economic outcomes.
A second implication , given the high association between genotype and the outcomes studied
here, is that it seems important try to better understand the mechanisms through which genes
can explain individual differences. Some gene-environment mechanisms may well prove to be
beyond the control of policy-makers, whereas others may turn out to be easily manipulable. As
the cost of genome scanning technology has fallen precipitously in recent years, rich datasets
combining economic information with genotypic information are becoming available and may
ultimately help shed light on this issue.
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3.9 Tables and Figures
TABLE 11.I
MOMENT CONDITIONS OF THE THREE BASIC MODELS
Model 1 Model 2 Model 3
MZ a2 + c 2  + c2 a2 + C2
DZ !a2 +c 2  PFSa2 +c 2a 2 +ATc2MZ
FST !a2 +c 2  PFSa2+AFC 2 a2 +AFCMZ
FSA !a 2  PFSa2 a2
HST 1a2 + c2  PHSa±2 + AFc 2 a2 + AFcMZ
HSA 1a 2  pHSa2 a2
ADO c2 Ac2 A2c2Z
Note. This table reports
multiple sibling data.
the moment conditions of the three simple models estimated using the
130
TABLE III.II.
BACKGROUND VARIABLES FOR THE BROTHERS SAMPLE
MZ DZ FST FSA HST HSA ADO
Age (years) 48.88 50.41 46.95 48.47 46.62 46.65 48.51
S.D. 6.12 5.37 5.52 5.35 5.43 5.38 5.45
# Obs 2818 3844 353182 2401 12189 24845 1647
Cognitive Skill -.03 -. 09 .06 -.45 -.31 -. 21 -.12
S.D. .94 .96 1.00 .95 .92 .93 .99
# Obs 2366 3302 288303 1835 9751 19950 1339
Education (years) 12.23 11.97 11.96 10.86 11.12 11.28 11.59
S.D. 2.63 2.59 2.50 1.84 1.98 2.08 2.42
# Obs 2729 3663 333433 2207 11396 23201 1511
Income (1000 SEK) 344000 339000 327000 246000 275000 281000 296000
S.D. 237000 326000 266000 161000 187000 209000 194000
# Obs 2744 3688 338571 2252 11588 23621 1540
"Non-Cognitive" Skill .14 .09 .04 -. 35 -. 24 -. 154 -. 07
S.D. .93 .957 .98 1.02 1.01 1.01 0.98
# Obs 2355 3292 285310 1813 9624 19685 1328
Note. The variables are for the year 2005 except for educational attainment which is measured in
2007. Income (forvarvsinkomst) is defined as the sum of income earned from wage labor, income from
own business, pension income and unemployment compensation. Capital income is not included. The
education variable produced by Statistics Sweden is categorical (with seven categories ranging from
middle school to PhD). The categorical scores are converted to years of education using the imputation
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model of Isacsson (2004). The reported scores of cognitive and "non-cognitive" skill are transformed to
have a standard normal distribution. The transformation is done by birthyear.
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TABLE III.III
CORRELATION MATRIX
Income Education CS NCS Income Education CS NCS
Twins
MZ
Income 0.491
Education 0.302
CS 0.313
NCS 0.268
Full Brothers
Together
Income 0.191
Education 0.171
CS 0.160
NCS 0.151
Half Brothers
Together
Income 0.110
Education 0.070
CS 0.066
NCS 0.106
Adoptees
Income 0.069
Education 0.079
CS 0.056
NCS 0.078
0.709
0.512
0.275
0.445
0.364
0.218
0.246
0.208
0.136
0.213
0.149
0.103
0.822
0.306
0.497
0.225
0.320
0.150
0.170
0.114
DZ
0.292
0.207
0.181
0.640 0.153
Apart
0.074
0.045
0.087
0.334 0.036
Apart
0.051
0.044
0.063
0.225 0.041
0.502
0.383
0.198
0.205
0.198
0.082
0.134
0.133
0.082
0.534
0.227 0.396
0.359
0.126 0.129
0.191
0.088 0.101
0.227
Note. This table reports cross-sib correlations for the seven sibling types. Income is the log of average
income in 1999, 2001 and 2003, residualized on a third order age polynomial. The education variable
produced by Statistics Sweden is categorical (with seven categories ranging from middle school to PhD).
The categorical scores are converted to years of education using the imputation model of Isacsson (2004).
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The imputed values are residualized on a third order age polynomial. The reported scores of cognitive
and "non-cognitive" skill are transformed to have a standard normal distribution. The transformation
is done by birthyear.
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TABLE III.IV
LEAST SQUARES ESTIMATES OF VARIANCE COMPONENTS: MODEL 1
Income Education CS NCS
a 2  .270*** .552*** .711*** .415***
(.024) (.027) (.029) (.029)
c2 .053*** .164*** .138*** .127***
(.012) (.014) (.015) (.015)
R2 0.016 0.117 0.161 0.084
# Sib Pairs 216091 207738 154951 151938
Note. This table reports estimates of heritability and common environmental effects for the ACE
model with seven sibling types (Model 1). Standard errors are clustered at the household level. Three
stars (***) denote statistical significance at the one percent level, two stars (**) denote statistical
significance at the five percent level and one star (*) denotes statistical significance at the ten percent
level.
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NLLS ESTIMATES
a2
2
A
PFS
PHS
R2s
# pairs
TABLE III.V
OF VARIANCE C
Income
.284***
(.055)
.161***
(.043)
.436***
(.123)
.407***
(.082)
166***
(.042)
0.016
216091
Education
.494***
(.045)
.211***
(.033)
.705***
(.099)
.591***
(.052)
.247***
(.028)
0.117
207738
OMPONENTS: MODEL 2
CS
.643***
(.049)
.176***
(.033)
.773***
(.126)
.555***
(.042)
.294***
(.026)
0.162
154951
NCS
.423***
(.049)
.214***
(.033)
.703***
(.098)
.428***
(.052)
.217***
(.032)
0.084
151938
A*cT .070*** .149*** .136*** .151***
(.014) (.017) (.017) (.017)
Test of A = 1 p<0.001 p=0.003 p=0.073 p=0.002
Note. This table reports estimates of heritability and common environmental effects for an aug-
mented ACE model which allows for assortative mating and genetic non-additivity. The model treats
the genetic covariance of full sibs and half sibs as a parameter to be estimated. It also allows twins to
experience more correlated environments. Standard errors are clustered at the household level. Three
stars (***) denote statistical significance at the one percent level, two stars (**) denote statistical sig-
nificance at the five percent level and one star (*) denotes statistical significance at the ten percent
level.
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NLLS ESTIMATES
a2
C2
cz
Al
A2
R2
# pairs
TABLE III.VI
OF VARIANCE COMPONENTS: MODEL 3
Income
.219***
(.025)
.226***
(.042)
.740***
(.216)
.336***
(.054)
Education
.556***
(.030)
.149***
(.043)
1.51***
(.422)
1.09***
(.258)
216091 207738
CS
673***
(.053)
.156***
(.027)
1.35***
(.498)
.796***
(.118)
.162
154951
NCS
.331***
(.053)
.306 ***
(.064)
.751***
(.135)
.543***
(.065)
.084
151938
A*c z.167*** .225*** .196*** .230***
(.043) (.032) (.039) (.039)
A*c2 .076*** .162*** .156*** .166***
(.013) (.015) (.027) (.026)
Test of A = 1 p=0.227 p=0.224 p=0.487 p=0.066
Test of A2 = 1 p<0.001 p=0.732 p=0.834 p<0.001
Test of A = A2  p=0.042 p=0.063  p=0.228 p=0.044
Note. This table reports estimates of heritability and common environmental effects for an aug-
mented ACE model which allows MZ twins, DZ twins and other co-reared non-twin siblings to experience
a different degree of environmental resemblance. Standard errors are clustered at the household level.
Three stars (***) denote statistical significance at the one percent level, two stars (**) denote statistical
significance at the five percent level and one star (*) denotes statistical significance at the ten percent
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level.
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TABLE III.VII
LIFECYCLE CORRELATIONS FOR TWIN SAMPLE
s.e.
0.025
0.026
0.031
0.030
0.033
0.032
0.034
0.030
0.035
0.042
0.030
0.035
0.043
PDZ
0.454***
0.353***
0.184***
0.196***
0.213***
0.201***
0.229***
0.217***
0.220***
0.228***
0.189***
0.176***
0.198***
s.e.
0.022
0.023
0.022
0.022
0.021
0.021
0.020
0.019
0.022
0.024
0.021
0.024
0.029
Naive h2
0.426***
0.390***
0.533***
0.451***
0.454***
0.645***
0.524***
0.626***
0.520***
0.482***
0.584***
0.558***
0.448***
s.e.
0.067
0.070
0.075
0.075
0.077
0.076
0.079
0.072
0.082
0.096
0.074
0.085
0.104
Age
20-22
23-25
26-28
29-31
32-34
35-37
38-40
41-43
44-46
47-49
50-52
53-55
56-58
59-61
R2
#Obs
# Clusters
Naive c2
0.241***
0.158***
-0.083
-0.029
-0.013
-0.122**
-0.033
-0.096**
-0.040
-0.013
-0.103**
-0.103*
-0.027
s.e.
0.051
0.053
0.053
0.054
0.053
0.053
0.052
0.049
0.056
0.063
0.052
0.059
0.072
PMz
0.667***
0.548***
0.450***
0.421***
0.440***
0.523***
0.491***
0.530***
0.480***
0.468***
0.481***
0.455***
0.422***
0.392***
0.122
97942
9994
F-test of constant h2  F(13, 9993) = 1.15 p=0.308
F-test of constant c2  F(13, 9993) = 1.93 p= 0.023
Note. This table reports estimates of the income correlation at different stages of the lifecycle.
Income is defined as the log of average income over consecutive three year periods. Standard errors are
clustered at the twin pair level, thus allowing for arbitrary error correlation within pairs and individuals
and across time. Three stars (***) denote statistical significance at the one percent level, two stars (**)
denote statistical significance at the five percent level and one star (*) denotes statistical significance at
the ten percent level.
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0.058 0.211*** 0.032 0.361*** 0.133 0.030 0.086
TABLE III.VIII
REARING CONDITIONS
MZ DZ FST FSA HST HSA ADO
Father in Household .935 .932 .949 .862 .808 .742 .953
S.D. .247 .252 .220 .345 .394 .438 .212
# Obs 2167 2753 387459 2444 12117 27646 1531
Mother in Household .979 .980 .984 .928 .938 .939 .986
S.D. .143 .134 .126 .259 .241 .240 .119
# Obs 2167 2753 387459 2444 12117 27646 15318
Father's Hours Worked 38.57 38.31 38.46 36.42 37.72 36.70 38.16
S.D. 7.11 7.71 7.40 11.24 9.10 10.80 8.17
# Obs 2025 2558 365514 2077 9630 20208 1448
Father's Income 37900 36692 35000 28800 28000 29100 37400
S.D. 44700 27000 24300 19600 14400 17400 24700
# Obs 2022 2552 366329 2087 9723 20335 1457
Note. All data are from the 1970 census. The variable Father in Household (Mother in Household)
takes the value one if there was a father (mother) present in the child's household at the time of the
census. The variable Father's Hours Worked contains information on hours worked per week. It is
originally a categorical variable. The possible responses were: 35+ per week, 20-34 hours per week, 1-19
hours per week, student, in mandatory military service and other not working. I assign the value 40 to
respondents who picked 35+ and the midpoint of the interval for the other responses. The remaining
response categories are coded as zeros. The income measure is the same as that used in the main analyses
in the text.
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TABLE III.IX
OMITTING FULL SIBLINGS REARED APART AND HALF SIBLINGS
Income Education CS NCS
Model 2
a2  .286 .430 .610 .347
(.065) (.059) (.064) (.066)
2 .160 .275 .209 .291
(.055) (.050) (.053) (.055)
A .433 .775 .809 .782
(.171) (.087) (.117) (.084)
PFS .410 .531 .531 .302
(.107) (.069) (.053) (.101)
Model III
a2  .234 .457 .648 .210
(.073) (.083) (.089) (.092)
c2 .211 .248 .170 .428CMZ
(.080) (.088) (.096) (.099)
Ai .757 1.11 1.22 .680
(.247) (.270) (.488) (.095)
A2  .328 .858 .990 .532
(.079) (.161) (.334) (.045)
Note. The top panel reports estimates of Model 2 with full siblings reared apart and all half siblings
omitted. The bottom panel reports the results from Model 3 with full siblings reared apart and half
siblings omitted.
TABLE III.X
TESTING ADDITIONAL RESTRICTIONS
Model 3
Income Education CS NCS
a 2  .285
(.065)
c2 .160
(.055)
AF .432
(.171)
AA -.008
(.247)
PFS .410
(.107)
PHS .167
(.120)
.430
(.059)
.275-
(.050)
.774
(.087)
.266
(.131)
.530
(.069)
.120
(.093)
.610
(.064)
.209
(.053)
.809
(.117)
.182
(.196)
.531
(.053)
.251
(.064)
.346
(.066)
.306
(.129)
.781
(.084)
.391
(.146)
.301
(.101)
.019
(.138)
a 2  .261 .629 .673 .331
(.046) (.052) (.054) (.053)
c .184 .076 .146 .306
(.056) (.061) (.065) (.064)
AT .795 2.48 1.35 .751
(.278) (1.73) (.497) (.135)
AF .301 1.66 1.07 .543
(.073) (1.05) (.344) (.064)
AA -.098 -.406 .157 .046
(.105) (.507) (.094) (.052)
Note. The left hand side panel reports estimates of Model 2 with full siblings reared apart and all
half siblings omitted. The right hand side panel reports the results from Model 3 with full siblings reared
apart and half siblings omitted.
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Model 2
FIGURE III.1
Longitudinal Twin Correlations over the Lifecycle.
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FIGURE I.II.
Naive c2 estimates over the lifecycle.
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FIGURE 111.III.
Adjusted c2 estimates over the lifecycle, using estimates of pFs and A in Model 2.
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FIGURE IJI.IV
Empirical Correlations and Predicted Correlations under a standard ACE model with seven
sibling types.
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FIGURE III.V.
Empirical Correlations and Predicted Correlations under the ACE Model with a special twin
environment and genetic covariances treated as free parameters.
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FIGURE JI.VI.
Empirical Correlations and Predicted Correlations under the ACE Model with a special DZ
environment and special MZ environment.
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