This paper is devoted to the study of a pathwise renewal equation for stochastic processes which are functions of a weighted tree defined in a general weighted branching model. Motivated by applications in the analysis of certain stochastic fixed-point equations and in the theory of general (Crump-Mode-Jagers) branching processes, we analyze the solutions to the equation under several conditions, the main result being a characterization of the set of solutions satisfying appropriate integrability conditions.
1. Introduction
The pathwise renewal equation and the underlying weighted branching model
We consider the infinite Ulam-Harris tree V with vertex set ∪ n≥0 N n where N = {1, 2, . . .} and N 0 := {∅}. We write v 1 v 2 . . . v n for v = (v 1 , . . . , v n ) ∈ N n and define the length of v to be n, shortly written as |v| = n. Let v|k := v 1 . . . v k for k ≤ n denote the ancestor of v in the kth generation, in particular v|0 = ∅. If w = w 1 . . . w m denotes another vertex, we write vw for the concatenation of v and w, i.e., for v 1 . . . v n w 1 . . . w m . In the context of branching processes v is interpreted as a (potential) individual of the nth generation. It is the mother of the successors vi := v 1 . . . v n i, i ∈ N called children, and an ancestor of any vw, w ∈ V.
In the following weighted branching model, a nonnegative random weight L(v) and a random position S(v) in R will be assigned to each node (individual) v of the tree V. Let (Ω , A, P) be a probability space which carries i.i.d. random sequences
We write T and X for the whole families (T (v)) v∈V and (X (v)) v∈V , respectively, and T ⊗ X for the family (T (v) ⊗ X (v)) v∈V . For the sake of brevity, let T := (T i ) i≥1 := (T i (∅)) i≥1 = T (∅) and X := (X i ) i≥1 := (X i (∅)) i≥1 = X (∅). For each v ∈ V and i ≥ 1, T i (v) provides the random proportion of weight passed over from the mother v to its child vi, while X i (v) denotes the displacement of vi relative to v. where the empty product equals 1 and the empty sum equals 0 by convention. L(v) denotes the total weight assigned to the individual v. v is called alive if L(v) > 0. Henceforth, let A n be the σ -field generated by the first n generations, i.e.,
A n := σ (T (v) ⊗ X (v) : |v| < n).
As a consequence, L(v) and S(v) are A n -measurable if |v| ≤ n. Finally, put A ∞ := σ (A n : n ≥ 0) = σ (T ⊗ X).
The total weight of the nth generation is given by
for n ≥ 0 and is called weighted branching process (associated with T). Throughout the article, we assume
Thus, (W n ) n≥0 forms a nonnegative martingale and is, therefore, a.s. convergent to the random variable
As a consequence of Fatou's lemma, 0 ≤ EW ≤ 1. In view of our main results (see Section 2) it is important for us to know when W > 0 with positive probability. A characterization of this property can be found in the appendix and draws on results in [1] [2] [3] . The number of individuals alive in the nth generation,
is obtained in (1.1) when replacing the sequence T (v) with
in the definition of L(v). It forms a Galton-Watson process with offspring distribution ( p k ) k∈N 0 ∪{∞} where p k = P(N = k) for k ∈ N 0 ∪ {∞}, N := N 1 . Note that we do not exclude the case p ∞ = P(N = ∞) > 0.
We next need to introduce the square bracket operators
In particular, ((L v (w), S v (w))) w∈V := [L ⊗ S] v denotes the family of random variables corresponding to L ⊗ S := ((L(w), S(w))) w∈V but for the subtree rooted in v, that is,
We may now formulate the pathwise renewal equation (PRE). Let φ = (φ(t)) t∈R be a given product-measurable stochastic process, i.e., φ : R × Ω → R ∪ {∞} can be viewed as a B ⊗ A ∞ -measurable function (where B := B(R) denotes the Borel σ -field on R). Then a product-measurable process Ψ : R × Ω → R ∪ {∞} is said to be a solution to the PRE if
(1.4)
Although a detailed introduction to this equation is postponed until the beginning of Section 2, we continue with a brief explanation of the term "pathwise renewal equation". Define the random weighted location measure Σ 1 by
Then Eq. (1.4) can be written as
which is close to the family of renewal equations
the difference being an additional shift in the integral. Moreover, if both sides of (1.4) behave nicely (see Lemma 3.3 for details), we obtain a classical renewal equation when integrating (1.4) with respect to P, namely 6) where φ(t) := Eφ(t), Ψ (t) := EΨ (t)(t ∈ R) and Σ 1 := EΣ 1 . Our further analysis relies on the random weighted location measures
and the random weighted branching renewal measure
Note that when replacing the basic sequence (T i ) i≥1 by (1 {T i >0} ) i≥1 we infer the random location measures
These random location measures describe a branching random walk (BRW) on R, which has been investigated in a large number of papers ( [1, [4] [5] [6] [7] 2, 8] , . . .). In the context of the BRW, one often has
. This is only a special case in our considerations but an important one nevertheless.
In what follows, the minimal closed additive subgroup G of R satisfying P(Σ 1 (G c ) = 0) = 1, which we denote by G(Σ 1 ), is of great importance. It is easily seen that G(Σ 1 ) = G(Σ 1 ), where G(Σ 1 ) denotes the minimal closed additive subgroup of R generated by the support of the measure Σ 1 . There are three possible cases: the trivial case (G(Σ 1 ) = {0}), the lattice case (G(Σ 1 ) = dZ for some d > 0) and the nonlattice case (G(Σ 1 ) = R). If G(Σ 1 ) = {0}, (1.4) reduces to
that is, the PRE decomposes into a family of equations, which can be treated separately. In the homogeneous case (i.e., φ = 0) each of these equations can be solved by the arguments leading to the solution of the nonlattice case (c.f. the proof of Theorem 2.3). Indeed, G(Σ 1 ) = {0} makes the analysis even simpler since the application of results concerning the classical renewal equation is not necessary in this case. In the inhomogeneous case, the study of the PRE makes sense only if the BRW defined by the random location measures Σ (0) n , n ≥ 0 is transient. Thus, we assume G(Σ 1 ) = {0} in the following, i.e., we restrict our analysis to the lattice and nonlattice cases.
We conclude this introduction with an overview of the organization of this paper. We continue this section with two motivating examples each of them leading to a PRE. The main results of this paper are stated in Section 2, the starting point being the homogeneous equation (i.e., φ = 0) (Section 2.1), in which case we provide a characterization of the set of solutions to the PRE satisfying some additional properties (such as integrability conditions). We then proceed to constructing solutions to the inhomogeneous equation (Section 2.2) under appropriate assumptions and, finally, turn to the general case (Section 2.3), where we again provide characterization results for the set of solutions to the PRE. The proofs of the results in Section 2 can be found in Section 3. Appendix A contains a discussion of important properties of the martingale limit W concerning the PRE. Appendix B provides auxiliary results on ordinary renewal equations. This example provides a connection to stochastic fixed-point equations. Given a nonnegative random sequence T = (T i ) i≥1 satisfying i≥1 ET α i = 1 for some α > 0, consider the stochastic fixed-point equations
where Y, Y 1 , Y 2 , . . . are i.i.d. nonnegative random variables independent of T and with common distribution µ. In this situation, we say that µ is a solution to (1.9) or (1.10), respectively. Solutions of this kind typically appear in the asymptotic analysis of algorithms and recursive data structures as well as in statistical physics, see e.g. [9] [10] [11] . For varying conditions on T , a number of authors worked on the problem of giving necessary and sufficient conditions for the existence of solutions to (1.9), see e.g. [12, 13] . On the other hand, a complete characterization of the set of fixed points is known only for special cases; for a finite number of positive weights T i or even an integrable number of positive summands see again [12, 13] , for deterministic T see [14] as to (1.9) and [15] as to (1.10).
One can easily verify that (1.9) and (1.10) are both equivalent to the functional equation 11) with f being the Laplace transform of X in the first case and the left-continuous survival function of X in the second one (note that f (0) = 1 in both cases). This fact establishes a strong connection between both equations. With L(v), v ∈ V defined as in the introduction, (1.11) iterated n times becomes
An approach to the analysis of Eqs. (1.9) and (1.10) is offered by the consideration of a disintegrated version of (1.12):
It is easy to prove (cf. [4] , Theorem 3.1) that (M n (t)) n≥0 constitutes a nonnegative bounded martingale and, therefore, converges a.s. and in
where
Moreover, the left continuity of Laplace transforms and survival functions, respectively, entails the a.s. left continuity of Ψ in each t ∈ R. Analogously, it can be seen that Ψ has a right limit a.s. in each t ∈ R. For a proof of (1.14) and further details see [16] . Eq. (1.14) is a homogeneous PRE for the weighted branching model based on the weight sequence
General branching processes
The following example follows the introduction of general branching processes by Jagers (see [17] ).
Consider the Ulam-Harris tree V as a set of (potential) individuals, where each v ∈ V provides an encoding of its line of descent. In particular, ∅ is the ancestor of the given population. For any v ∈ V, let λ(v) denote a [0, ∞]-valued random variable, the life-length of v. Furthermore, let ξ(v) denote a point process on [0, ∞) which determines the offspring of v, and let 0 ≤ X 1 (v) ≤ X 2 (v) ≤ . . . denote an enumeration of the points generated by ξ(v), where X i (v) := ∞ on the set {ξ(v)([0, ∞)) < i} (i ≥ 1). We interpret X i (v) as the temporal delay between v's birth and the birth of vi (the ith child of v). Note that we make no assumption concerning the distribution of (λ(v), ξ(v)) except for
We assume that all individuals of the population live and generate offspring independent of each other and according to the same distribution, in other words, we assume ((λ(v), ξ(v))) v∈V to be a family of i.i.d. variables. For any v = v 1 . . . v n ∈ V, define the birth time of the individual
, where S(v) = ∞ means that the individual v has never been born. Thus, an individual v is realized iff S(v) < ∞, and it is alive during the time interval
Put λ := (λ(v)) v∈V and suppose thatφ :
is called general branching process counted with characteristicφ if the infinite series converges absolutely a.s. Note that we have to extend the shift operator [·] v for the above definition of Φ in the following canonical way:
One possible characteristic is given byφ(t) :
is the number of individuals alive at time t. As another interesting example, consider the characteristicφ(t) := 1 [0,∞) (t) which gives
that is the number of births up to and including time t; see [8] for further examples. Now suppose the existence of a Malthusian parameter, that is, the existence of an α > 0 such that
In this case, putting
we arrive at a weighted branching model as introduced in the previous subsection, satisfying assumption (A.1). Then we claim that, for any characteristicφ such that Φ is a.s. absolutely convergent, Φ(t) := e −αt Φ(t) satisfies the PRE w.r.t. φ, where φ(t) := e −αtφ (t). Indeed,
In analogy to classical renewal theory, one could ask for asymptotic results for the solutions of PREs. In the special case of general branching processes, [8] (in the nonlattice case) and [6] (in the lattice case) provide such results. We conclude this example with a remark concerning the σ -algebras A n . The PRE (1.4) is formulated for B ⊗ A ∞ -measurable processes φ and Ψ , where A ∞ = σ (T ⊗ X). In the present situation, the characteristic φ is not necessarily B ⊗ σ (T ⊗ X)-measurable since it may depend on the life-length λ. But this does not cause serious problems since the only properties of the filtration (A n ) n≥0 we really need in the following are:
These properties are fulfilled whenever
The pathwise renewal equation: Main results
As already announced, this section contains a more detailed introduction of the PRE. Suppose φ, Ψ : R × Ω → R ∪ {∞} are B ⊗ σ (T ⊗ X)-measurable functions. We say that Ψ solves the pathwise renewal equation (with respect to φ and the given weighted branching model) if
for each t ∈ R. We will focus here on absolutely summable solutions, where Ψ is called absolutely summable if
converges absolutely a.s. for each n ≥ 0 and t ∈ R (cf. Lemma 3.4 for a sufficient condition).
Next, we point out the special importance of the homogeneous pathwise renewal equation (HPRE)
Since the PRE with respect to some process φ is a linear equation for stochastic processes, one has the following connection between absolutely summable solutions to the PRE w.r.t. φ and the HPRE: if Ψ and Φ denote absolutely summable solutions to the PRE w.r.t. φ, ∆ := Ψ − Φ is an absolutely summable solution to the HPRE. In turn, any absolutely summable solution Ψ of the PRE w.r.t. φ is given by the sum of one fixed absolutely summable solution Φ to the PRE w.r.t. φ and some appropriate absolutely summable solution ∆ to the HPRE, i.e., Ψ = Φ + ∆. Therefore, it is reasonable to study the homogeneous equation first, which will be done in the next subsection. In a subsequent step (Section 2.2), we will find a solution to the PRE w.r.t. φ (under appropriate assumptions on φ and Σ 1 ), namely the canonical solution, which we denote by the capital letter Φ whenever the parameter process is denoted by the lower case letter φ. Finally (Section 2.3), we turn to the inhomogeneous PRE. Before getting down to business, we have to introduce some necessary terminology:
• In what follows, φ denotes the given parameter process of the PRE and will be always assumed to be product-measurable (i.e., B ⊗ σ (T ⊗ X)-measurable); • Φ always denotes the corresponding canonical solution to the PRE (defined by Eq. (2.6) further below); further solutions to the PRE are also product-measurable by definition and denoted by further capital Greek letters, e.g. Ψ , ∆;
• φ is defined to be the function t → Eφ(t), t ∈ R if Eφ(t) exists for every t ∈ R. Note that in this case φ is B-measurable by the product measurability of φ and Fubini's theorem. Similar notation is used for solutions Φ, Ψ or their absolute values; • for any random measure Γ , we will denote the expectation of this measure by Γ , e.g.
shall denote a zero-delayed random walk with increment distribution Σ 1 .
In order to state the results presented in the next section in a concise way, we have to introduce a new notion: Definition 2.1. A solution Ψ to a PRE is said to satisfy the bounded integral condition (BIC) if
In the lattice case (G(Σ 1 ) = dZ), Ψ satisfies the BIC iff sup k∈Z |Ψ |(s + kd) < ∞ for all s ∈ [0, d), while in the nonlattice case, Ψ does so iff sup t∈R |Ψ |(t) < ∞. Lemma 3.4 shows that any solution Ψ satisfying the BIC is absolutely summable.
The homogeneous case
We begin our analysis by looking at the homogeneous case. Our first observation is the following: It is a well-known fact (see, for example, [1, p. 26] ) that the martingale limit W defined by (1.2) is, when regarded as a process which is constant in the time variable t, a solution to the HPRE, namely:
Thus, for any c ∈ R, cW constitutes a solution to the HPRE. Moreover, if G(Σ 1 ) = dZ for some d > 0, then pW is a solution to the HPRE whenever p : R → R is a d-periodic measurable function. Theorem 2.2 states that there are no further solutions Ψ to the HPRE satisfying the BIC. The case G(Σ 1 ) = R is covered by Theorem 2.3 which states that under some further assumptions concerning the path behaviour of Ψ or Ψ , all solutions are of the form cW . (a) Suppose that Ψ is a solution to the HPRE satisfying the BIC. Then each of the following conditions (i)-(iv) is sufficient for Ψ to be of the form Ψ (t) = cW a.s. for all t ∈ R (2.5)
for some c ∈ R.
(i) Ψ is a.s. left continuous with right-hand limit at any t ∈ R and locally uniformly integrable, i.e., (Ψ (t)) t∈K is a uniformly integrable family of random variables for each compact K ⊆ R. (ii) Ψ is left continuous with right limits. (iii) lim sup n→∞ S n → ∞ a.s. and lim t→−∞ Ψ (t) exists in R.
(iv) (S n ) n≥0 is recurrent and there exists some t 0 ∈ R such that Ψ has a left or right limit in t 0 . (b) Conversely, for any c ∈ R, cW is a solution to the HPRE satisfying the BIC.
As a consequence of Theorems 2.2 and 2.3, any solution Ψ satisfying the conditions of the Theorem vanishes a.s. in each point t ∈ R iff W = 0 a.s.
The canonical solution
This subsection contains the construction of a special solution to a PRE w.r.t. φ when φ and Σ 1 satisfy appropriate conditions. The construction of this solution follows a canonical idea, which stems from the general branching processes counted with a certain characteristic as explained in Example 1.2.2.
For a given parameter process φ the canonical solution (to the PRE w.r.t. φ) is defined by
Observe that the infinite series above does not converge in general. However, we can interpret this series as a symbolic expression for the moment. Then
where we made use of S(∅) = 0. Furthermore, S( jv) = X j + S j (v) for all j ≥ 1 and v ∈ V. Therefore, for each j ≥ 1,
Substituting this in (2.7), we obtain that Φ solves the PRE w.r.t. φ in a symbolic way. The following theorem provides a sufficient condition for the canonical solution Φ to be well defined and absolutely summable. For the formulation of the theorem, we need the notion of direct Riemann integrability (d.R.i.), see e.g. [18, p. 154 ] for a precise definition. The following condition is sufficient for Φ to be locally finite:
(c) Σ 1 is a.s. concentrated on [0, ∞), φ is nonnegative and vanishes on (−∞, 0), and φ is locally finite.
In any of the cases (a), (b) and (c), Φ is an absolutely summable solution to the PRE and satisfies
Assertion (c) of the theorem is motivated by the example of general branching processes in which the displacement X i denotes the temporal delay between the ancestor's birth and the birth of its ith child and should, therefore, be nonnegative. This causes Σ 1 to be concentrated on [0, ∞) a.s. It is also convenient to assume φ(t) = 0 for all t < 0 since a general branching process at the time t should depend only on characteristics of individuals born up to and including time t. Finally, characteristics are assumed to be nonnegative since they represent a kind of weighted counting.
Returning to the general situation, our further analysis of the inhomogeneous PRE requires more detailed information concerning the path behaviour of Φ or the behaviour of Φ in the nonlattice case. (c) If lim t↓t 0 φ(t) or lim t↑t 0 φ(t) exists for some t 0 ∈ R, then the same limit exists for Φ.
The inhomogeneous case
Throughout this subsection, we assume (S n ) n≥0 to be transient. In view of Example 1.2.2, this constitutes no restriction, since in the situation of general branching processes X i ≥ 0 a.s. for all i ≥ 1 and hence Σ 1 = E i≥1 T i δ X i is concentrated on [0, ∞) and, therefore, (S n ) n≥0 constitutes a renewal process.
From a technical point of view, we need the transience of (S n ) n≥0 so as to make sure that the expectation of the random weighted branching renewal measure U is locally finite and thus to be able to define the canonical solution (see Theorem 2.4).
In the following theorems, we put together the results of the previous subsections as expected:
Theorem 2.6 (Lattice Case). Suppose that G(Σ 1 ) = dZ for some d > 0 and (S n ) n≥0 is transient. Furthermore, assume k∈Z |φ|(s + kd) < ∞ for all s ∈ [0, d). Then: (a) Any solution Ψ to the PRE w.r.t. φ satisfying the BIC has a representation of the form
for some d-periodic measurable function p : R → R. We conclude this subsection with a result concerning the general branching process, which yields that the general branching processes considered in [8] can be uniquely characterized by the recursive equation they satisfy (see [8, p. 369] ). Suppose X i ≥ 0 and T i = e −α X i for all i ≥ 1, where α is such that E i≥1 e −α X i = 1 (Malthusian exponent). Additionally, letφ denote a product-measurable nonnegative characteristic vanishing on (−∞, 0) and let Φ denote the associated general branching process. Then the following corollary holds true: Corollary 2.8. In the given situation, put φ(t) := e −αtφ (t) and Φ(t) := e −αt Φ(t) (t ∈ R). Supposeφ has a locally finite expectation function. Then Φ is locally finite and Φ is (up to versions) the unique product-measurable process vanishing on (−∞, 0) with locally finite expectation satisfying the PRE w.r.t. φ. In particular, Φ is the unique (up to versions) productmeasurable process vanishing on (−∞, 0) with locally finite expectation satisfying the equation
Proofs of the main results

Basic results
Lemma 3.1. The following identity holds true:
for each n ≥ 0.
Proof. The proof given in [4, Lemma 4.1] also applies in the situation of this Lemma.
As a consequence of Lemma 3.1, we obtain a connection between the renewal measure U := n≥0 P(S n ∈ ·) of (S n ) n≥0 and the random weighted branching renewal measure U defined by Eq. (1.8).
Lemma 3.2. The following identity holds true: U = EU =: U.
Proof. Let I ⊆ R denote an interval. Then, by the monotone convergence theorem,
where the penultimate equality is a consequence of Lemma 3.1.
Lemma 3.3. Suppose that Ψ is a solution to the PRE w.r.t. φ. Furthermore, suppose φ and Ψ exist and that |Ψ |(t − x) Σ 1 (dx) < ∞ for each t ∈ R. Then Ψ solves the renewal equation
In particular, Ψ solves the renewal equation if Ψ satisfies the BIC.
Since the expectation of i≥1 T i |[Ψ ] i (t − X i )| is finite by assumption, an application of the dominated convergence theorem for conditional expectations yields the interchangeability of the conditional expectation and the infinite sum. Consequently,
Proofs of Theorems 2.2 and 2.3
Lemma 3.4. Suppose Ψ is a solution to the HPRE satisfying the BIC. Then Ψ is absolutely summable, that is,
) converges absolutely a.s. for each t ∈ R. Proof. Let t ∈ R. Then, by the monotone convergence theorem for conditional expectations, the independence of [Ψ ] v and A n for |v| = n, and Eq. (3.1),
In particular, Ψ is absolutely summable.
Lemma 3.5. Let Ψ denote an absolutely summable solution to the HPRE. Then, for each t ∈ R, on a set of probability 1,
for all n ≥ 0.
Then, since the shift operator [·] v is P-preserving by our model assumptions, P(A v (t)) = 1 for all v ∈ V and t ∈ R. Now define
Then, for any v ∈ V and t ∈ R,
Now fix t ∈ R and define
Since Ψ is absolutely summable and P(B v (t)) = 1 for all t ∈ R, we have P(B) = 1. Moreover, one can easily see by induction on n that (3.2) holds true for all n ≥ 0 on B.
We proceed to the proof of Theorem 2.3 and omit the proof of Theorem 2.2 as being very similar but less complicated.
Proof of Theorem 2.3. We restrict ourselves to the proof of (a) since the proof of (b) should be clear from the introduction of Section 2.1. Let Ψ denote a solution to (2.2) satisfying sup t∈R |Ψ |(t) < ∞. Then, in particular, Ψ is a bounded measurable function, where the measurability of Ψ follows from the product measurability of Ψ . Moreover, by Lemma 3.3, Ψ solves the renewal equation
Now suppose one of the additional conditions (a)(i)-(a)(iv) to be true (note that (i) implies (ii)). Then, in either case, Theorem B.2 in the appendix applies and yields the existence of a constant c ∈ R such that Ψ (t) = c for all t ∈ R. Next, fix t ∈ R and consider the stochastic process (M n ) n≥0 , where M n := E(Ψ (t)|A n ), n ≥ 0. Since Ψ (t) is integrable, (M n ) n≥0 constitutes a uniformly integrable martingale with a.s. limit E(Ψ (t)|A ∞ ) = Ψ (t), where we make use of the A ∞ -measurability of Ψ (t). On the other hand, Eq. (3.2) yields
where sup t∈R |Ψ |(t) < ∞ in combination with the dominated convergence theorem for conditional expectations justifies the interchange of the conditional expectation and the infinite series. Thus, Ψ (t) = cW a.s. and the theorem is proved.
The proofs of Theorems 2.2 and 2.3 involve theorems on the ordinary renewal equation on R stated in the Appendix. At this point, we want to mention that one can also use Theorems 8.1.6 and 8.1.7 in [19] for analyzing the HPRE if one restricts to the case cS(v) = − log L(v) for all v ∈ V and some constant c ∈ R and considers only solutions Ψ satisfying Ψ (t) ≥ 0 a.s. for all t ∈ R. Under these stronger conditions, one can prove the two theorems above with lower demands on the integrability of Ψ (for instance, in the nonlattice case, instead of assuming Ψ to satisfy the BIC, it is enough to suppose Ψ to be locally integrable w.r.t. the Lebesgue measure). Moreover, also assumption (A.1) can be weakened.
Proofs of the results in Section 2.2
Proof of Theorem 2.4. First, assume (a). Then
that is, |Φ| ≤ |φ| * U . Second, it is a well-known fact in renewal theory (cf. [18] , Theorem 2.6 on p. 226 or [20] , Corollary 2.2.5) that transience of (S n ) n≥0 implies local finiteness of the renewal measure U and, moreover, that 
Observe that the upper bound for |Φ|(t) does not depend on t. Therefore, Φ satisfies the BIC. By an analogous argument, the same can be shown under assumption (b). Finally, under (c), all terms in (3.3) are nonnegative and (3.3) thus yields
that is, the asserted local finiteness of Φ. (2.8) follows from (3.3) when dropping the absolute value bars (note that we have integrability under each assumption (a), (b) and (c) again by (3.3)).
Proof of Theorems 2.6 and 2.7
Proof of Theorem 2.6. First, we prove part (b) of the theorem. For this purpose, let p : R → R be a d-periodic measurable function and put Ψ := pW + Φ. By Theorem 2.4, Φ satisfies the BIC and thus also Ψ , since for any s ∈ [0, d)
where we utilized the d-periodicity of p and EW ≤ 1. Furthermore, Ψ solves the PRE w.r.t. φ, for Ψ is the sum of the absolutely summable solution Φ to the PRE w.r.t. φ and the absolutely summable solution pW to the HPRE. Turning to assertion (a), assume Ψ is a solution to (1.4) satisfying the BIC. Since Φ is also a solution to (1.4) satisfying the BIC, ∆ := Ψ − Φ is a solution to the HPRE satisfying the BIC. Consequently, Theorem 2.3 yields ∆(t) = p(t)W a.s. for each t ∈ R and some d-periodic measurable function p : R → R. Hence Ψ is a version of ∆ + Φ as asserted. Proposition 2.5 is a main ingredient for the proof of Theorem 2.7. For this reason, we prove Proposition 2.5 first.
Proof of Proposition 2.5. Let |φ| be d.R.i. We begin by proving assertion (a). To this end, suppose φ is left continuous with right limits. Define g(t) := sup |t−s|≤1 |φ|(s) for t ∈ R. Since |φ| is d.R.i., g(t) is nonnegative and finite for each t ∈ R. Moreover, g itself is d.R.i. Since (S n ) n≥0 is assumed to be transient,
< ∞ for all t ∈ R (as mentioned in the proof of Theorem 2.4). Thus, g is integrable w.r.t. U . Therefore, g dominates the family ((|φ|)(t)) |t−t 0 |≤1 for each t 0 ∈ R. We have Φ = φ * U by the calculation in the proof of Theorem 2.4, and an application of the dominated convergence theorem yields
In the same way, we obtain Assertion (c) clearly follows by the same arguments leading to the proof of assertion (a).
Proof of Theorem 2.7. Observe that assertion (b) follows by similar arguments leading to the proof of part (b) of Theorem 2.6. Turning to assertion (a), suppose Ψ is a solution to (1.4) satisfying the BIC. Then ∆ := Ψ −Φ also satisfies the BIC. If we show that ∆ is a version of cW for some c ∈ R, then (a) is proved. Thus, it is enough to show that ∆ satisfies the conditions of Theorem 2.3(a). For this purpose, we prove that each of the conditions (i)-(iii) implies one of the conditions (a)(i)-(a)(iii) in Theorem 2.3. However, since (i) implies (ii), it suffices to show that each of the conditions (ii) and (iii) implies one of the conditions (a)(ii)-(a)(iii) in Theorem 2.3.
First, suppose (ii) is true. Then, by Proposition 2.5, Φ is left continuous with right limits. Since Ψ is also assumed to be left continuous with right limits, the same holds also true for ∆. Hence, condition (a)(ii) in Theorem 2.3 is fulfilled.
Finally, suppose (iii) is true. By Proposition 2.5(b), lim t→−∞ Φ(t) = 0. Thus, lim t→−∞ ∆(t) = lim t→−∞ Ψ (t) exists and condition (a)(iii) in Theorem 2.3 is fulfilled.
Proof of Corollary 2.8. The local finiteness of Φ follows from Theorem 2.4. By (2.8), Φ satisfies Φ = φ + Φ * Σ 1 . Now, if Ψ denotes a further solution to the PRE w.r.t. φ satisfying the assumptions of the theorem, then ∆ := Φ − Ψ is an absolutely summable solution to the HPRE (cf. Theorem 2.4(c)). Also, ∆ is locally finite, vanishes on (−∞, 0) and satisfies ∆ = ∆ * Σ 1 . Hence Theorem B.3 yields ∆(t) = 0 for all t ∈ R. Therefore, the same arguments as in the proof of Theorem 2.3 apply and yield ∆(t) = 0 a.s. for each t ∈ R and thus the desired conclusion.
This section contains a brief discussion of important properties of the martingale limit W . Recalling N = i≥1 1 {T i >0} , we introduce the following four conditions concerning the basic sequence T = (T i ) i≥1 : where (σ n ) n≥0 denotes a zero-delayed random walk with increment distribution E i≥1 T i δ − log T i (which is a distribution whenever (A.1) holds). Note that (A.1) is a normalization condition, which we assume throughout this paper. (A.1) implies that the nonnegative process (W n ) n≥0 is a martingale and, therefore, converges a.s. to W := lim inf n→∞ W n . By Fatou's lemma, EW ≤ 1. Moreover, it is well known that either EW = 0 or EW = 1. Conditions (A.2) and (A. Next, we present a theorem for the renewal case:
Theorem B.3. Let 0 < Q((0, ∞)) ≤ Q([0, ∞)) = 1 and let (S n ) n≥0 denote a zero-delayed random walk with increment distribution Q. Then, a locally finite measurable function f vanishing on (−∞, 0) solves (B.1) iff f (x) = 0 for all x ∈ R.
Proof. Cf. Lemma p. 359 in [25] .
