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It is proved that there exists no algorithm (in the sense of recursive function 
theory) which applies to any context sensitive grammar and which allows 
one to decide whether the entropy is ~<1 or ~>2 in the case that the entropy 
exists and lies outside the interval (1, 2). 
This suggests that there exists no general calculation method to compute 
the entropy of the language generated by a context sensitive grammar. 
1. INTRODUCTION 
We assume the reader to be familiar with the notions of context-sensitive 
language, context-free language and finite-state language and their grammars, 
[Ginsburg (1966), Maurer (1969)]. 
Let L be a (context-sensitive) language and n be a natural number. By 
Wn(L) we mean the number of distinct strings of length n, contained in L. 
By ld we mean the logarithm of base 2. 
We call lim~_~ sup(l/n) ld W~*(L) (the limes superior) the channel capacity or 
the entropy of L and denote it by H(L). This definition coincides with the 
definition given by Shannon (1948) (entropy of L -----aef limn-~ (1In) ld Wn(L) 
in the case the latter one exists. Observe that H(L) exists (as a finite real 
number) iff L is infinite. H(L) is nonnegative if it exists. 
By L* we mean the set of strings, which are concatenations of finitely 
many strings of L (excluding the empty word). 
The entropy H(L*) of L* is called the entropy of the messages of L. I f  G is 
a context-sensitive grammar, by L(G) we mean the language generated by G. 
Given a class G of grammars, the following question arises: Does there 
exist a calculation method for the entropy (in the sequel abbreviated by 
C.M.E.) H(L(G)), applicable for any grammar G ~ G ? 
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If(} is the set of finite state grammars, a C.M.E. is described in Chomsky- 
Miller (1958). 
For a wider class 13, called the set of finitely representable grammars (it 
is a proper subset of the set of context-free grammars) such a C.M.E. was 
given by Banerji (1963). 
Kuich (1969) described a C.M.E. for a set of grammars (called pseudo- 
linear) between the finitely representable and the context-free grammars. 
For other classes of grammars (containing some non context-free ones) 
C.M.E.'s were given by Siromoney (1969) and Kuich-Maurer (1970). 
For the whole set of context-free grammars a C.M.E. is still unknown to 
the author. 
It is the intention of this paper to show, that a C.M.E. for the set of con- 
text-sensitive grammars cannot exist. 
2. THE NONCOMPUTABILITY THEOREM 
Landweber (1964) proved that there exists no (recursive) decision procedure 
to decide, given any context-sensitive grammar G, whether L(G)  is finite or 
infinite. This shows that there cannot be an algorithm to decide, given a con- 
text-sensitive grammar G, whether or not the entropy of L(G) exists. Never- 
theless it is conceivable, that there is a C.M.E. which calculates the entropy 
when it does exist. For example, there might possibly be an effective calcula- 
tion method, which, given positive integers n, m, calculates the first m digits 
of the entropy of the language generated by the n-th grammar when it exists 
and may or may not yield something when it does not exist. This paper will 
negate this possibility by showing the construction of a recursively ennumer- 
able subset G of the set of star-closures of context-sensitive grammars, with 
the following properties: 
(i) For any G ~ G the entropy H(L(G) )  does exist. 
(ii) For any G ~ G either H(L(G) )  ~< 1 or H(L(G) )  >~ 2. 
(iii) It is recursively undecidable, given any G ~ G, whether H(L(G) )  <~ 1 
or ~>2. 
3. AUXILIARY LEMMAS 
]Let A be a language and V a finite vocabulary of symbols. By A o V we 
mean the set: 
(1) A o g ~ef{Vlalv~a2 "'" vsas [ a 1 "" as ~ A ,  v i ~ V}  
t.3 {vlalv2a 2 ... %asvs+ 1 [ a I ... a s E A ,  v i ~ V}.  
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LEMMA 1. 
iE1 
(,i) u tuA,)o v. 
(iii) A C_ B implies A o V C_ B o V. 
(iv) o o A -~ o (o/s the empty set). 
The proof is obvious. 
In the following Lemmas 2, 3, 4, 5, 6 let A, B be infinite languages. 
LEMMA 2. Let V be a vocabulary of r symbols. Then 
H(A o V) = H(A) + Idr 
2 
For the proof note that: W~n(A o V) = Wn(A) r n and W2n+I(A oV) 
W"(A) r n+l 
LEMMA 3. A C_ B implies H(A) ~ H(B). 
Proof. The proof is based on the fact that A C B implies W"(A) ~ W"(B). 
L~MMA 4. H(A U B) = max(H(A), H(B)). 
Proof. By Lemma 3 
H(A u B) >~ max(U(A), H(B)); 
on the other hand 
W"(A u B) ~ w.(A) + W.(B) 
yields 
ld Wn(A k.) B) 
l im sup 
n 
ld(W"(A) + w.(B)) 
lira sup 
n -~oo n 
ld(2 max(Wn(A), W"(B)) 
lira sup 
n~oD n 
= ,-~lim sup (-/~dn2-- + ld max(Wn(A),n W"(B))) 
= 0 + lim,_~o~ sup max (.ld W"(A)_n , ld W"(B))n_ 
= max (lira sup ld Wn(A) ld Wn(B)) , .~  ~ , lira sup ~- 
= max(H(A), H(B)). Q.E.D. 
64s/x7/2-5 
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LEMMA 5: 
If A n B is infinite, then 
H(A n B) < mm(~/(A), H(B)). 
This result cannot be sharpened by putting either < or = instead of ~<. 
Proof. The inequality follows from Lemma 3. That ~ cannot be replaced 
by < follows trivially from H(A ~ _//) = min(H(A), H(.//)) for any language 
A with entropy H(A). 
That ~ cannot be replaced by ---- is shown by the languages 
A~et{an]n = 1, 2,...} u {b, c}* 
B ~-er{a '~] n = 1, 2,..} U {d, e}* 
Ac~B={a" ln= 1,2,...} 
LEMMA 6. H(A*) >/H(A). 
with H(A) = 2 
with H(B) = 2 
with H(A c~ B) = O. 
Proof. Clearly W~(A *) >~ W~(A). The rest is immediate. 
Now we start with the proof of the noncomputability theorem. 
4. PROOF OF THE NONCOMPUTABILITY THEOREM 
Post's Correspondence Problem (shortly P.C.P.) is as follows: 
Let V be the two-letter vocabulary {f, g}. Let m be a natural number. Let 
a = (~1 ,-.-, am),/3 = (/31 .... , tim) be two m-tuples of strings of elements of V. 
Decide, given m, a,/3, whether or not there is a p and a p-tuple 
(i 1 ..... i~) ~ {1,..., m} ~ such that aq . . .  ~i~ =/341 "'" fli~. 
Post (1946) proved that the P.C.P. is recursively unsolvable. 
In the following we show how to construct, given m, ~,/3 a certain grammar. 
We call the language generated by this grammar L(~,/3). 
Let T be a vocabulary of m symbols: T =aef  {Xl .... , Xm}- 
LetL~ be the set {xll ." xi~i~ "- ail I(/1 ,..., it) ~ {1,..., m} ~, 
p ~ {1, 2,...}, x,~ ~ T}. 
LetL  B be the set{xix "." xifii, "'"/3i 1 [(/i ,.--, i,) e {1,..., re}v, 
p e {1, 2,...}, xij ~ T}. 
Let T 1 be the vocabulary {Yl, Y2}. 
Let T 2 be the vocabulary {z 1 ,..., z16 }. 
(2) Obviously 1t(7"1" ) exists and equals 1. 
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We now consider the language 
(3) L(a, fl) ~f  TI* U ((L~o T2) n (Lt3o T~)) 
which equals (TI* u (L~ o T~)) n (TI* L) (L~ o T~)) and further is equal to 
Ta* u ((L~ n Lo) o T2) by Lemma 1. 
We need 
LEMMA 7. L*(a, fl) is a context-sensitive language and its grammar can be 
found effectively. 
Proof of Lemma 7. TI* u (L, o I"2) and TI* U (L~ o Ts) are context-free: 
A context-free grammar for 7"1" u (L~ o 7"2) is, for example: 
set of terminals: T ~3 T 1 U T 2 u V, 
set of nonterminals: {S, U, V,F, G, X 1 ,..., Xm}, 
initial nonterminal: S, 
set of production rules: 
{s-~u,s-~v, 
U--+ ya, U---> y2, U---~ y lU , U--+ y2U ,
V -~XiVA i  for i = 1 .... ,m 
V-~ XiAi for i = 1 , . ,  m 
Xi -~ zjXi for i = 1,..., m and j  = 1,..., 16 
F--+zj f for j  = 1 .... , 16 
G--o. zjg for j  = 1,..., 16. 
Here Ai denotes the string built up by F, G in the same manner as ai is 
built up by f, g.} 
Using the context-free grammars of /'1" u (L, o T2) and TI* • (Leo T~) a 
context-sensitive grammar forL(o~, fi) = (TI* u (L~o T~)) (~ (T2* U (L~o T~)) 
can be constructed by a method found in the proofs of the Theorems 1.3.32 
and 1.3.28 of Maurer (1969). A context-sensitive grammar for L*(o~, fi) can 
be constructed from the grammar of L(a,/3) by a method shown in Theorem 
1.3.03 of Maurer (1969). Thus, Lemma 7 is proved and we return to the 
proof of the theorem. 
We attend now information about existence and value of H(L*(a, fi)). Let 
us distinguish the two eases: 
(i) L~ n L~ = 0 (the empty set). 
By Lemma 1 (i), (iv): (L~ o T2) c~ (L~o 7"2) = (L~, n LB) o T~ = o o T 2 = o 
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and henceL(a, fl) = 2"1", Thus by (2) H(L*(oL, fl)) =//(( / '1")* ) = H(Tx*) = 
ld2 = 1. 
(ii) L~ n Lava 0. 
Then there is a p-tuple (i 1 ,..., i~) E {1,..., m} ~ such that 
a ~t  xil "'" x~% "" ~il = xq "" x,f l~ "" fli, 
is a string of L, c3 Lo: More general, for each t ~ {1, 2,..} 
a, ~, (~,, -.. %/ (%. . -  %)~ 
is a string of L, f3 Lo. (Here the exponent t means t-times concatenation of
the powered string.) 
co 
Then by Lemma 1 (iii) S =aa (U,=I {a,} o T~) is a subset of (L~ (~ La) o/'2, 
which equals (L~ o/12) n (L0 o T~) by Lemma l(i). 
(4) Hence H(S) ~ H((L~o T~) n (LBo T~)) by Lemma 3. 
By Lemmas l(ii) and 2: 
(5) H(S)  = H(U~°=I (at))2 + ld 16 >/ ld216 = 2, 
o0 
because U,=I {a,} is infinite and therefore its entropy exists and is nonnegative. 
It follows now from (3), (4), (5), and Lemma 4 that 
(6) H(L(o~, fi)) : max(H(Tl*), H((L~o/'2) n (L~o T~)) ~ max(I, 2) = 2. 
Now by Lemma 6 U( i  *(ct, fi)) >/H(L(o~, fl)) >~ 2. 
We conclude the two cases (i), (ii): 
If the P.C.P. has a negative answer [i.e., case (i)], then 
(7) H(L*(o~, fl)) = 1. 
If the P.C.P. has a positive answer (i.e. case (ii)), then 
(8) H(L*(o~, fi)) ~ 2. 
Because the P.C.P. is recursively undecidable, this indirectly proves the 
noncomputability theorem. 
5. A REMARK ON THE ENTROPY CALCULATION PROBLEM 
FOR CONTEXT-FREE LANGUAGES 
The following correspondence in the 'behaviour' of context-free languages 
and of the entropy seems worthy of notice: 
For the entropy holds: Let finitely many languages A 1 ,..., Ar with entropies 
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H, = H(Ai) be given. Then Lemma 4 shows the existence of an r-place 
recursive function f, such that 
Here f is the function 'max'. 
But the argument given in the proof of Lemma 5 shows the nonexistence 
of a function g, for which 
/ _ _  \ 
On the other hand, for context-free languages holds: The set of context-free 
languages i
(10') closed under finite union 
(11') but not under finite intersection 
[see, e.g., Ginsburg (1966)]. 
This correspondence in the 'behaviour' ejects the following possibility of 
proving the noncomputability of the entropy of context-free languages: 
The languages L(a, fi) all are intersections of two context-free languages. 
Now the existence of a recursive function g with property (11) would extend 
a C.M.E. for context-free languages to a C.M.E. for the languages L(a, fi), 
too. Hence indirectly the noncomputability of the entropy for context-free 
languages would be proved. 
Therefore, by the nonexistence ofg, the existence of a C.IVi.E. for context- 
free languages remains till an open problem. 
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