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a b s t r a c t
We consider algebras defined from quivers with relations that are kth order derivations
of a superpotential, generalizing results of Dubois-Violette to the quiver case. We give a
construction compatible withMorita equivalence, and show that many important algebras
arise in this way, including McKay correspondence algebras for GLn for all n, and four-
dimensional Sklyanin algebras. More generally, we show that any N-Koszul, (twisted)
Calabi–Yau algebra must have a (twisted) superpotential, and construct its minimal
resolution in termsof derivations of the (twisted) superpotential. This yields an equivalence
between N-Koszul twisted Calabi–Yau algebras A and algebras defined by a superpotential
ω such that an associated complex is a bimodule resolution of A. Finally, we apply these
results to give a description of the moduli space of four-dimensional Sklyanin algebras
using the Weil representation of an extension of SL2(Z/4).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let Q be a quiver and CQ its path algebra. This means that Q is an oriented graph, and CQ is the algebra of C-linear
combinations of paths in the quiver, with multiplication given by concatenation of paths (setting p · q = 0 if p and q cannot
be concatenated). This algebra is graded by path length, which we denote by |p|.
If p and q are the paths we define the partial derivative of qwith respect to p as
∂pq :=
{
r if q = pr with r a path,
0 otherwise.
We can extend this operation linearly to get a map ∂p : CQ → CQ . Note that if p = e is a trivial path (i.e. a vertex) then
taking the derivative is the same as multiplication on the left: ∂eq = eq.
Similarly to [1,2], we define the derivation-quotient algebra of ω ∈ CQ of order k as the path algebra modulo the deriva-
tives of ω by paths with length k:
D(ω, k) := CQ/〈∂pω; |p| = k〉. (1.1)
We are particularly interested in ω which are super-cyclically symmetric, i.e., are sums of elements of the form
n∑
i=1
(−1)(i−1)(n+1)aiai+1 · · · ana1a2 · · · ai−1, ai ∈ Q . (1.2)
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Suchωwill be called superpotentials.3Wewill also consider twisted superpotentials. These are elements in (CQ )n, the vector
space spanned by paths of length n, that are invariant under the C-linear map
a1 · · · an 7→ (−1)n+1σ(an)a1 · · · an−1. (1.3)
where σ is a graded C-algebra automorphism of CQ which fixes the trace function CQ
Tr→C such that Tr(p) = 1 if p is
a vertex, and Tr(p) = 0 for all other paths p. (If σ is trivial one recovers the notion of a superpotential. We need twisted
superpotentials to address the McKay correspondence for GLn, as opposed to SLn.)
For the case k = 1 in (1.1), algebras defined by superpotentials have been greatly studied. Examples include three-
dimensional Sklyanin algebras [3], algebras coming from the three-dimensional McKay correspondence [4,5], cluster
algebras and mutations [6], and algebras derived from exceptional collections on Calabi–Yau varieties [7]. The fact that
all these algebras have a superpotential can be traced back to a common homological property: the Calabi–Yau property. In
one of its forms, this property states that an algebra A is CY-n if A has a projective A-bimodule resolutionP • that is self-dual:
HomA−A(P •, A⊗ A) ∼= P n−•. (1.4)
Similarly, one has the twisted Calabi–Yau property, where the resolution is self-dual to a twist of itself by an automorphism
σ of A:
HomA−A(P •, A⊗ A) ∼= P n−•⊗A Aσ ,
where Aσ is the bimodule obtained from A by twisting the right multiplication by σ (a · x · b = axσ(b), for x ∈ Aσ , a, b ∈ A).
It is known that graded three-dimensional Calabi–Yau algebras always derive from a superpotential [8], i.e., are of the
form (1.1) with k = 1. Also, in [4, Theorem 3.6.4], a wide class of Calabi–Yau algebras of any dimension are shown to arise
from a much more general type of superpotential.
In [1,2], in the one-vertex case (working over a field), these results were generalized to higher order derivations. In
particular, [2, Theorem 11] implies that any AS-Gorenstein algebra over a field which is also Koszul is equal toD(ω, k) for
some ω, k (more generally, this is shown replacing Koszul with N-Koszul, a generalization to the case of algebras presented
by homogeneous relations of degree N rather than two [9]). We recall that a graded algebra over a field k is AS-Gorenstein if
ExtiA(k, k) ∼=
{
0 i 6= n
k i = n.
It is clear by extending the proof of Proposition 4.3 in [10] that graded twisted Calabi–Yau algebras over a field are AS-
Gorenstein. In the other direction, the result of Dubois-Violette implies that, in the Koszul case, AS-Gorenstein algebras are
twisted Calabi–Yau. If we work over a general semisimple algebra S instead of k, then the same relation holds between
twisted Calabi–Yau and the AS-Gorenstein property with k replaced by S. In this paper, we will therefore use the twisted
Calabi–Yau condition.
One of the main goals of this paper is to generalize [2] to the several-vertex case. Precisely, we give a Morita-invariant
construction of algebrasD(ω, k) over any semisimpleC-algebra (Section 2. Using this, we show that algebraswhich occur in
the higher-dimensional McKay correspondence also derive from a superpotential (Section 3). We give amethod to compute
the superpotential for the path algebra with relations which is Morita equivalent to C[V ]#G and illustrate this with some
examples. These results generalize those of Crawley-Boevey and Holland [11,12] and Ginzburg [4] in the cases G = SL2,SL3.
We then prove (Section 6) that anyN-Koszul, (twisted) Calabi–Yau algebra over a semisimple algebra is of the formD(ω, k),
where ω is a (twisted) superpotential. This last theorem generalizes [2, Theorem 11] to the quiver case, and gives another
proof of the fact that McKay correspondence algebras are given by a (twisted) superpotential. It also generalizes [8] to
arbitrary Calabi–Yau dimension. More generally, we show that N-Koszul twisted Calabi–Yau algebras are equivalent to
algebras A = D(ω, k) such that an associated complex (6.1) yields a bimodule resolution of A.
We end by illustrating this theorem in the case of Sklyanin algebras of dimension 4 (Section 7), which was the main
motivating example behind Section 6. We give a formula for the superpotential (which was done in [2, Section 6.4], see also
[1], in different language and over R). In Section 7.0.1, we describe the twisted superpotentials associated to the algebras
from [13] related to the Sklyanin algebras. We explain that the Sklyanin McKay correspondence algebras involve subgroups
of the Heisenberg group over Z/4.
As an application of our results, we give a simple representation-theoretic computation of the moduli space of Sklyanin
algebras of dimension 4 (Theorem 7.9). This description involves considering the projective space of superpotentials. Since
the automorphism group of a generic Sklyanin is a form of the Heisenberg group over Z/4 equipped with the Heisenberg
representation (which is uniquely determined by the action of its center), we are able to find a version of the Weil
representation acting on superpotentials. Pulling this back, we obtain a description of the moduli space in terms of the
original parameters for the Sklyanin algebras. We remark that, while it is probably possible to obtain this result using the
geometry associated to Sklyanin algebras (an elliptic curve and a point of that curve), and our result can also be deduced
from, e.g., [27] and [14, Proposition 3.1, Section 9], it is interesting that the theorem follows purely from representation-
theoretic consequences of the action of the Heisenberg group by automorphisms on the Sklyanin algebra.
3 In the N-Koszul case for N > 2, i.e., where n is greater than the expected Hochschild dimension ofD(ω, k), we will need to consider superpotentials
which are cyclically rather than super-cyclically symmetric: i.e., the sign is eliminated. See Section 6.
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2. Coordinate-free potentials
In this section we formulate potentials, derivations, and D(ω, k) in a categorical way for a tensor algebra over a
semisimple algebra.
2.1. Duals, duals, duals. . .
Let S be a finite-dimensional semisimple algebra over C and let V be an S-bimodule. We will denote the ordinary tensor
product over C by⊗ and the tensor product over S by⊗S .
There are at least 4 distinct way to construct a dual bimodule to V :
• The space of linear morphisms to C: V ∗ := HomC(V ,C)with bimodule action (s1ψs2)(w) = ψ(s2ws1).
• The space of right-module morphisms to S: V ∗R := Hommod-S(V , S)with bimodule action (s1ψs2)(w) = s1ψ(s2w).
• The space of left-module morphisms to S: V ∗L := HomS-mod(V , S)with bimodule action (s1ψs2)(w) = ψ(ws1)s2.
• The space of bimodule morphisms to S⊗C S: V ∗B := HomS-bimod(V , S ⊗ S). Using Sweedler notation, we write ψ ∈ V ∗B
as ψ1⊗C ψ2, with bimodule action (s1ψs2)1(w)⊗ (s1ψs2)2(w) = ψ1(w)s2 ⊗ s1ψ2(w).
These duals extend to 4 contravariant functors ∗, ∗R, ∗L, ∗B : S-bimod → S-bimod. All these different constructions are
not canonically isomorphic in the category of S-bimodules, so in order to identify them we need an extra datum. This extra
datum is a nondegenerate trace function Tr : S → C which defines natural isomorphisms L, R, B from the complex dual to
the the 3 other duals by demanding that, for ψ ∈ V ∗,
∀w ∈ V : ψ(w) = TrRψ(w) = TrLψ(w) = Tr((Bψ)1(w))Tr((Bψ)2(w)).
Moreover, these identifications are compatible with Morita equivalence: if e ∈ S is an idempotent such that SeS = S, then
the trace on S restricts to a nondegenerate trace on eSe. The images of the identification maps under the Morita equivalence
M : S-bimod→ eSe-bimod are precisely the identification maps of the restricted trace. From now on we will fix a trace on
S and omit the functors.
For ψ ∈ V ∗ andw ∈ V , we will denote the pairings to C and S by
〈ψ, x〉 = 〈x, ψ〉 = ψ(x) while [ψx] := Rψ(x) and [xψ] := Lψ(x).
The resulting S-bimodule morphisms, [ ] : V ∗⊗S V → S and [ ] : V ⊗S V ∗ → S called the evaluation maps. The duals of
the evaluation maps are called the coevaluation maps:
coevR : S → V ⊗S V ∗ and coevL : S → V ∗⊗S V .
We will write the image of 1 under the coevaluation as
coevR(1) =
∑
Rx
x⊗S x∗ and coevL(1) =
∑
Lx
x∗⊗S x.
In these expressions Rx and Lx stand for summation over right and left S-module bases of V , respectively. These elements
satisfy the following standard evaluation–coevaluation identities:
∀ζ ∈ V ∗ : ζ =
∑
Rx
[ζ x]x∗ =
∑
Lx
x∗[xζ ]
∀u ∈ V : u =
∑
Rx
x[x∗u] =
∑
Lx
[ux∗]x.
The bracket notation can be extended to tensor products to obtain maps [ ] : (V ∗)⊗S k×V⊗S l → V⊗S (l−k) (for l ≥ k) such
that
[φ1⊗S · · · ⊗S φk, w1⊗S · · · ⊗S wl] = [φ1[φ2 · · · [φkw1] · · ·wk−1]wk] · wk+1⊗S · · · ⊗S wl,
and similarly [ ] : V⊗S l×(V ∗)⊗S k → V⊗S (l−k). If k = lwe end upwith an element in S. In this case, we define also the pairing
〈, 〉 : (V ∗)⊗S k⊗S V⊗S k → C by 〈x, y〉 := Tr[xy]. For k > l, we may replace the image V⊗S (l−k) by (V ∗)⊗S (k−l). These satisfy
associativity identities, e.g., [(φ⊗S ψ)x] = [φ[ψx]] and [[φx]ψ] = [φ[xψ]] if ψ ∈ (V ∗)⊗S k, φ ∈ (V ∗)⊗S l and x ∈ V⊗S n
with n ≥ k+ l.
2.2. Potentials
A weak potential of degree n is an element of degree n in the tensor algebra TSV that commutes with the S-action:
ω ∈ V⊗S n such that ∀s ∈ S : sω = ωs.
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A weak potential is called a superpotential if
∀ψ ∈ V ∗ : [ψω] = (−1)n−1[ωψ].
Let τ be a graded C-algebra automorphism of TSV that preserves the trace. This gives us an automorphism of S as a C-
algebra, andwe can define for any bimoduleM the left twist τM to be the vector spaceM equippedwith the bimodule action
s1 · x · s2 := sτ1xs2. The right twist Mτ is defined analogously. We obtain isomorphisms τ−1S ∼= Sτ ,τ−1 V ∼= Vτ using τ , and
τ−1V
∗ ∼= (V ∗)τ using τ ∗.
We then define a twisted weak potential of degree n to be an element
ω ∈ V⊗S n such that ∀s ∈ S : sτω = ωs.
A twisted superpotential is a twisted weak potential ω satisfying
∀ψ ∈ V ∗ : [ψω] = (−1)n−1[ωψτ∗ ].
For every (twisted) weak potential ω of degree n and every nonnegative k ≤ n, we can define a bimodule morphism
∆ωk : (V⊗S k)∗⊗S τ−1 S → V⊗S (n−k) : ψ ⊗S x→ [ψωx].
We will denote the image of∆ωk byWn−k ⊂ V⊗S (n−k).
Definition 2.1. We define the derivation-quotient algebra ofω of order k to be the path algebra modulo the ideal generated
by the S-bimoduleWn−k:
D(ω, k) := CQ/〈Im∆ωk 〉 = CQ/〈Wn−k〉.
Here, 〈M〉 stands for the smallest two-sided ideal containingM .
2.3. Path algebras and quivers
Let us look at all these concepts in the case of a path algebra of a quiver. A quiver Q consists of a set of vertices, Q0, a set
of arrows, Q1, and two maps, h, t : Q1 → Q0, assigning to every arrow its head and tail. We set S = CQ0 , where the vertices
form a basis of idempotents, we equip it with a trace Tr such that all vertices have trace 1. We construct the S-bimodule
V := CQ1 such that, for every arrow a ∈ Q1, we have the identity a = h(a)at(a). The path algebra can now be viewed as
CQ := TSV . Note that, with this notation, the composition of arrows is given by
ab = a← b← .
The set Q1 of arrows is a basis for V . Define a∗ ∈ V ∗ so that {a∗ | a ∈ Q1} is a dual basis to Q1. Tensoring these bases
together, we obtain the dual bases for V⊗S k = CQk, (V ∗)⊗S k = CQ ∗k which are nothing but the paths and dual paths of
length k. The brackets have the following form for paths p, q ∈ CQk:
[p∗q] = δpqt(q), [qp∗] = δpqh(q), and 〈p∗, q〉 = δpq.
More generally, if p, q are any paths, then we obtain that bracketing corresponds to taking partial derivatives:
∂pq = [p∗q].
A weak potential is an element ω ∈ CQk that consists only of closed paths (i.e. ω is a linear combination of elements p such
that h(p) = t(p)), and∆ωk corresponds to the map (CQk)∗ → CQd−k : p∗ → ∂pω. The weak potential ω is a superpotential
if and only if [a∗ω] = (−1)n−1[ωa∗] for all a ∈ Q1, which is the same as saying that Eω = (−1)n−1ω, where Eω denotes the
cyclic shift: Ea1 . . . an = ana1 . . . an−1, where ai ∈ Q1 for all i.
If τ is a graded trace-preserving automorphism of CQ then a twisted weak potential consists of a linear combination of
paths p that satisfy h(p) = τ(t(p)) (note that τ must induce a permutation on the set of paths of length k for all k). It is a
twisted superpotential if and only if [(aτ )∗ω] = (−1)n−1[ωa∗] for all a ∈ Q , i.e, Eωτ = (−1)n−1ω, where Eωτ is the twisted
cyclic shift C-linearly defined by Ea1 . . . anτ = aτna1 . . . an−1 for ai ∈ Q1.
2.4. Morita equivalence
The new formulation has the advantage that it is compatible with standard Morita equivalence:
Lemma 2.2. Let e ∈ S be an idempotent such that SeS = S. If M ⊂ TSV is an S-bimodule then there is a Morita equivalence
between A = TSV/〈M〉 and
TeSe(eVe)/〈eMe〉.
If ω is a (twisted) weak potential and eτ = e, then we have that
eD(ω, k)e = D(eωe, k).
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Proof. By the standard Morita equivalence between S and eSe, we have a functor
F : S-bimod→ eSe-bimod
which mapsM to eMe. This functor commutes with tensor products F (M⊗S N) ∼= F (M)⊗eSe F (N), where e(m⊗S n)e 7→
eme⊗eSe ene is the natural isomorphism. The same holds for duals and direct sums. This implies that F (TSV ) = e(TSV )e ∼=
TeSe(eVe), and for any S-subbimoduleM ⊂ TSV , that F (M) ⊂ F (TSV ) and F (〈M〉) = 〈F (M)〉. We obtain an isomorphism
between TeSe(eVe)/〈eMe〉 and e(TSV/〈M〉)e, which is Morita equivalent to TSV/〈M〉.
Finally, if ω ∈ V⊗S n is a (twisted) weak potential of degree n andWn−k := Im∆ωk ∈ V⊗S (n−k), we get that F (Wn−k) =
F (Im∆ωk ) = Im(F (∆ωk )). Since
F (∆ωk )(eφe⊗eSe exe) = [eφeωexe] = [(eφe)(eωe)(exe)] = ∆eωek (eφe⊗eSe exe),
we deduce that F (∆ωk ) = ∆eωek , and hence eD(ω, k)e = D(eωe, k). 
3. McKay correspondence and potentials
Let G be any finite group, and let V be an arbitrary finite-dimensional representation. We can look at the tensor algebra
TCV ∗ and the ringC[V ] ∼= SymCV ∗ of polynomial functions on V . This last ring can be seen as the (n−2)nd-derived algebra
coming from the superpotential:
ω =
∑
σ∈Sn
(−1)σ xσ(1) ⊗ · · · ⊗ xσ(n) ∈ TCV ∗.
where x1 . . . xn form a basis for V ∗. Indeed, for every path p = xi1 . . . xin−2 ∈ (TCV )n−2, we get that ∂pω is zero if some of the
xij are identical, and otherwise it is equal to the commutator between the two basis elements that do not occur in p (in some
order). We conclude that
C[V ] ∼= D(ω, n− 2).
If R is a ring with G acting as automorphisms we can construct the smash product R#G. As a vector space, this ring is
isomorphic to R⊗ CG, and the product is given by
(r1 ⊗ g1) · (r2 ⊗ g2) = r1(g1 · r2)⊗ g1g2.
For the tensor algebra TV ∗ we can rewrite the smash product as a tensor algebra over the group algebraCG. Let us define
U = V ∗ ⊗ CG. The CG-bimodule action on it is given by
g(v ⊗ x)h := gv ⊗ gxh.
It is easy to see that for every kwe have
(TCV ∗#G)k ∼= V ∗ ⊗ . . .⊗ V ∗ ⊗ CG
∼= (V ∗⊗C CG)⊗CG . . .⊗CG(V ∗⊗C CG) = (TCGU)k.
The special bimodule action on U makes the identifications also compatible with the product, so that TCV ∗#G ∼= TCGU . So
the smash of the tensor algebra is again a tensor algebra but now over the semisimple algebraCG. This algebra is isomorphic
to ⊕
Si
Matdim Si×dim Si(C),
where we sum over all irreducible representations of G (up to isomorphism). The standard traces of these matrix algebras
provide us a trace on CG.
Lemma 3.1. If R ∼= TCV ∗/〈M〉, where M is a vector space of relations which is invariant under the G-action on TCV ∗, then
R#G ∼= TCGU/〈M ⊗ CG〉.
Proof. If M is a G-invariant vector space in TCV ∗, then M ⊗ CG can be considered as a CG-subbimodule of TCV ∗#G. This
means that if i C TCV ∗ is a G-invariant ideal, then i⊗ CG is an ideal of TCV ∗#G. Moreover, if i = 〈M〉 withM a G-invariant
subspace of TCV ∗, then i⊗ CG = 〈M ⊗ CG〉. So
TCGV ∗ ⊗ CG
〈M ⊗ CG〉 =
(TCV ∗)⊗ CG
〈M〉 ⊗ CG =
TCV ∗
〈M〉 ⊗ CG = R#G. 
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Suppose R = C[V ] with its action of G. Now Cω ∼= ∧n V ∗ is a one-dimensional G-representation. This means that∧n V ∗⊗CG is a bimodule of the formCGτ where τ(g) = (det g)g and hence the elementω⊗1 is a twisted weak potential.
It is easy to check that
(Im∆ωk )⊗ CG = Im((∆ωk )⊗ idCG) = Im(∆(ω⊗1)k ).
Furthermore we see that τ permutes the summands of CG corresponding to the irreducible representations: the summand
corresponding to Si gets sent to the one corresponding to
∧n V ∗ ⊗ Si. One may find an e = ∑ ei such that eτ = e, where
the ei are primitive idempotents such that CGei ∼= Si for all i, with one ei for each Si. To find this, first note that, for any two
idempotents e1, e2 ∈ CG and anym ≥ 0, we have
e1(TCV#G)e2 ⊃ e1(CG⊗ V⊗m)e2 ∼= (e1CG)⊗CG(V⊗m ⊗ CGe2) ∼= HomG(e1CG, V⊗m ⊗ (CGe2)). (3.1)
Now, for any irreducible representationW of G, letm ≥ 1 be the smallest positive integer such that (∧n V ∗)⊗m ⊗W ∼= W
as representations of G. Let ψ : W ∼→ (∧n V ∗)⊗m ⊗W be an intertwiner, and let w ∈ W be a nonzero eigenvector, up to
scaling, of ψ: that is, ψ(w) = x ⊗ w for some nonzero x ∈ (∧n V ∗)⊗m. Then, let e1 ∈ CG be a primitive idempotent such
that there is an isomorphism CGe1
∼→ W which sends e1 to w. Then, it follows that e1xe1 ∈ e1(TCV#G)e1 represents the
intertwinerψ ′ ∈ Hom(CGe1, (∧n V ∗)⊗m⊗CGe1) sending e1 to x⊗ e1, and is hence nonzero. Thus, e1x = xe1 as elements of
TCV#G. Next, let e2, e3, . . . , em be the primitive idempotents such that eiω = ωei+1 in TCV#G for all 1 ≤ i ≤ m− 1, where
ω ∈ ∧n V ∗ ⊂ TCV is the superpotential from before. Then, it follows that emω = ωe1, and thus the set {e1, e2, . . . , em}
is closed under the twist, and is a set of primitive idempotents for distinct irreducible representations. Performing this
construction once on each orbit of isomorphism classes of irreducible representations under tensoring by
∧n V ∗, we obtain
the desired full collection of primitive idempotents ei and the element e = ∑i ei such that e = eτ . We will identify the
irreducible representations Si with CGei, and consider therefore ei ∈ CGei = Si as a specified nonzero vector.
Note that Tr(ei) = 1, just as we want it to be for a path algebra. The element eωe is a twisted superpotential because the
original ω is, and the property of being a twisted superpotential is preserved by taking ω to ω ⊗ 1.
We deduce the following result:
Theorem 3.2. The algebra C[V ]#G is a derivation-quotient algebra of order n− 2with a (twisted if G 6⊂ SLn) superpotential of
degree n. The same is true for the corresponding Morita equivalent path algebra with relations.
How do we work out the potential in terms of paths in the path algebra? If G is a finite group acting on V then the
quiver underlying e(C[V ]#G)e is called the McKay quiver of G and V . Its vertices ei are in one to one correspondence to
the irreducible representations Si of G. The trace function on CG then allows us to identify CG∗ with CG as CG-bimodules:
CG→ CG∗ : g 7→ Tr(g · −). Therefore S∗i is isomorphic to eiCG as a right module.
The number of arrows from ei to ej is equal to the dimension of
ej(V ∗ ⊗ CG)ei = HomCG(CGej, (V ∗ ⊗ CG)ei) = HomCG(Sj, V ∗ ⊗ Si).
Thismeans thatwe can (and do) identify each arrow a : ei → ejwith a certain intertwinermorphismψa : Sh(a) → V ∗⊗St(a),
such that the set of arrows gives a basis of these intertwiner maps. Here, we use the notation Sei := Si. We have a dual basis
a∗, which can be interpreted as a collection of maps
ψa∗ : St(a) → V ⊗ Sh(a),
using the natural pairing between HomCG(Sj, V ∗ ⊗ Si) and HomCG(Si, V ⊗ Sj).
By construction, the set of vertices ei ∈ Q0 ⊂ CQ is closed under the twist τ .We can choose intertwiners so thatQ1 ⊂ CQ
is also closed under the twist, as follows. First, ω ∈ ∧n V ∗ ⊂ T nV ∗ gives an intertwiner ψτ(ei)ωei : Sτ(ei) ∼→ ∧n V ∗ ⊗ Sei ,
given by τ(ei) 7→ ω ⊗ ei, for all vertices ei. We will denote this simply by ψω := ψτ(ei)ωei .
Next, we choose the intertwiners ψa so that the following diagram commutes (for all a ∈ Q1):
Sτ(h(a))
ψa /
ψω

V ∗ ⊗ Sτ(t(a))
idV∗ ⊗ψω
∧n V ∗ ⊗ Sh(a) id∧n V∗ ⊗ψaτ / ∧n V ∗ ⊗ V ∗ ⊗ St(a).
(3.2)
Then, the corresponding elements Q1 ⊂ CQ will be closed under the twist τ . Furthermore, assign to every path p of
length k the composite mapsψp : Sh(p) → (V ∗)⊗k ⊗ St(p) andψp∗ : St(p) → V⊗k ⊗ Sh(p). These also fit into the commutative
diagram above, replacing a by p.
For every k ≤ nwe have an antisymmetrizer: αk : V⊗k →∧k V : v1 ⊗ · · · ⊗ vk 7→ v1 ∧ . . . ∧ vk. If p is a path of length
n, consider the composite
St(p)
ψp∗ / V⊗n ⊗ Sh(p)
αn⊗idSh(p) / ∧n V ⊗ Sh(p) id∧n V ⊗ψω / ∧n V ⊗∧n V ∗ ⊗ St(p) / St(p), (3.3)
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where the last arrow is given by the pairing between V and V ∗. Since this is an intertwiner, by Schur’s lemma it is a scalar,
whichwe denote by cp. In other words, cp is such that (α′n⊗ idSt(p))◦ψp(eh(p)) = c−1p (ω⊗et(p)), where α′k : (V ∗)⊗k →
∧k V ∗
is the antisymmetrizer.
These scalars allow us towrite down an explicit form of the superpotential. Theweak potentialω⊗1 in TCG(V ∗⊗CG) acts
as a linear function on (CG∗ ⊗ V )⊗CG n ∼= V⊗n ⊗ CG, given by the last three arrows of (3.3) followed by the trace Tr. Hence,
(ω⊗ 1)(p∗) = tr((ω⊗ 1)(ψp∗)) = tr((ω⊗ 1)((αn⊗ 1Sh(p))(ψp∗))) = tr(cp) = cpdim t(p). Here we used tr for the canonical
trace End(St(p)) → C, to distinguish it from Tr. Because the Morita equivalence between CG and eCGe is compatible with
taking the dual, we see that
e(ω ⊗ 1)e =
∑
|p|=n
(
e(ω ⊗ 1)e)(p∗)p =∑
|p|=n
cpdim t(p)p =: Φ
and so C[V ]#G is Morita equivalent to
TeSe(eVe)
〈Im(∆e(ω⊗1)en−2 )〉
∼= CQ〈∂qΦ : q is a path of length n− 2〉 .
4. Corollaries and remarks
In this section we show how the main result of the last section recovers several known results in the literature. In
particular we show that for a finite subgroup of SL2(C), we recover the preprojective algebra; for a finite small4 subgroup
of GL2(C) we recover the mesh relations; and for a finite subgroup of SL3(C) we recover the superpotential found by
Ginzburg [4]. Furthermore, if the group is abelian in GLn(C), we can also recover the toric result.
Recall our convention that, when referring to quivers, xymeans y followed by x.
We start with the toric case: suppose G is a finite abelian subgroup of GLn(C). Being abelian we may choose a basis
e1, . . . , en of V that diagonalizes the action of G and thus we get n characters ρ1, . . . , ρn defined by setting ρi(g) to be the
ith diagonal element of g . It is clear that ei is a basis for the representation ρi.
In what follows it is convenient to suppress tensor product signs as much as possible, so we write ρi,jρ for ρi ⊗ ρj ⊗ ρ.
In this notation detV = ρ1,...,n. Denote the set of irreducible representations by Irr(G).
Corollary 4.1 ([15]). Let G be a finite abelian subgroup of GLn(C). Then the McKay quiver is the directed graph with a vertex for
each irreducible representation ρ and an arrow
ρiρ
xρi / ρ
for all 1 ≤ i ≤ n and ρ ∈ Irr(G). Furthermore, the path algebra of the McKay quiver modulo the relations
{xρj xρjρi = xρi xρiρj : ρ ∈ Irr(G), 1 ≤ i, j ≤ n}
is isomorphic to the skew group ring C[V ]#G.
Proof. The first statement regarding the McKay quiver is trivial since V = ρ1⊕ . . .⊕ρn. Furthermore since G is abelian the
idempotent e in Section 3 is the identity and so we really are describing the skew group ring up to isomorphism, not just
Morita equivalence.
For the relations, we build a potential as follows: first recall we have a basis e1, . . . , en of V (from which ei is a basis for
each ρi). Since the ρi generate the group of characters this gives a basis for every representation. Now if we view the map x
ρ
i
as an intertwiner ρi ⊗ ρ → V ⊗ ρ it is clear that it can be represented as ei ⊗ vρ 7→ ei ⊗ vρ where vρ is the basis element
of ρ.
Thismeans that if a path p : detV⊗ρ → ρ of length n contains two x’s with the same subscript then cp = 0. Consequently,
for any given ρ ∈ Irr(G), the only nonzero contributions to the potential from paths detV ⊗ ρ → ρ of length n come from
detV ⊗ ρ
x
ρσ(2),...,σ (n)ρ
σ(1) / ρσ(2),...,σ (n)ρ
x
ρσ(3),...,σ (n)ρ
σ(2) / ρσ(3),...,σ (n)ρ / . . . / ρσ(n)ρ
xρ
σ(n) / ρ
where σ ∈ Sn. Thus for each ρ ∈ Irr(G)we obtain a contribution to the potential
Φρ :=
∑
σ∈Sn
ω(eσ(1) ⊗ . . .⊗ eσ(n))xρσ(n)xρσ(n)ρσ(n−1) . . . xρσ(3),...,σ (n)ρσ(2) xρσ(2),...,σ (n)ρσ(1) .
Adding these contributions one obtains the potentialΦ =∑ρ∈Irr(G)Φρ . It is easy to see that differentiatingΦ with respect
to paths of length n− 2 gives the required relations. 
4 Here, ‘‘small’’ means that the group has no pseudoreflections, i.e., no elements whose eigenspace of eigenvalue one has codimension one.
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As another corollary to Theorem 3.2 we have
Corollary 4.2 (Reiten–Van den Bergh [16]). Suppose G is a finite small subgroup of GL2(C). Then the relations on the McKay
quiver which give an algebra Morita equivalent to C[x, y]#G are precisely the mesh relations from AR theory on C[[x, y]]G and
the superpotential is exactly the sum of all mesh relations with the appropriate sign.
More precisely, by AR theory for every arrow a : i → j there is an arrow τ(j) → i which we denote by api . The twist on the
vertices equals the Auslander–Reiten translation, and the mesh relation associated to a vertex j is
∑
h(a)=j aapi .
In particular for a finite subgroup of SL2(C), the preprojective algebra of the corresponding extended Dynkin diagram isMorita
equivalent to C[x, y]#G.
Proof. We will work out the proof in the completed case and then go back by taking the associated graded ring. Denote by
R = C[[x, y]] the ring of formal power series in two variables and consider the Koszul complex over R
0 / R⊗ detV / R⊗ V / R / C / 0 .
We know that this comes from a superpotential (if we consider, for allm, (V ∗)⊗m ⊂ C〈〈x, y〉〉 = the ring of noncommutative
power series in x, y, and define derivation quotients D(ω, k) for ω ∈ (V ∗)⊗m of C〈〈x, y〉〉 just as in the uncompleted case).
We proved that the algebra obtained by smashing with a group G also comes from a (possibly twisted) superpotential, so
0 / R⊗ detV ⊗ CG / R⊗ V ⊗ CG / R⊗ CG / CG / 0
(which is the minimal projective resolution of the R#G module CG) arises from a superpotential, i.e. the relations on R#G
can be read off from the fact that the composition of the first two nontrivial maps is zero.
For convenience label the elements of Irr(G) by σ0, σ1, . . . , σn where σ0 corresponds to the trivial representation. Since
CG = ⊕ni=0 σ⊕dim(σi)i the above exact sequence decomposes into
⊕ni=0( 0 / R⊗ detV ⊗ σi / R⊗ V ⊗ σi / R⊗ σi / σi / 0 )⊕dim(σi)
so the relations on R#G can be read off from the fact that the composition of the first two nontrivial maps in each summand
is zero. But now, by [17, 10.9],
projR#G ≈ CMRG
M 7→MG
is an equivalence of categories, where projR#G is the category of finitely generated projective R#Gmodules, and CMRG is the
category of maximal Cohen–Macaulay modules for RG. Thus taking G-invariants of the above exact sequence, the relations
on R#G can be read off from the fact that the composition of the first two nontrivial maps in each summand of
⊕ni=0( 0 / (R⊗ detV ⊗ σi)G / (R⊗ V ⊗ σi)G / (R⊗ σi)G / σ Gi / 0 )⊕dim(σi)
is zero. It is clear that σ Gi = 0 for i 6= 0 whilst σ G0 = C. By [17, 10.13], for i 6= 0 the summands above are precisely the AR
short exact sequences, and for i = 0 the sequence has the appropriate AR property. Thus the relations on eR#Ge are precisely
the mesh relations.
Because the mesh relations are graded and taking the associated graded is compatible with the Morita equivalence we
can conclude that the relations of eC[x, y]#Ge are also given by the mesh relations and the superpotential will be the sum
of all mesh relations. 
Because we work with superpotentials there is a redundancy in the coefficients of the potential:
Lemma 4.3. Choose a basis of arrows inCQ1 = e(TCV#G)e that is closed under the application of the twist τ . Then the coefficients
of e(ω ⊗ 1)e =∑|p|=n cpp have the following property: if p = p1 . . . pn is a path of length n then
cp1...pn = (−1)n−1cpτnp1p2...pn−1 .
Proof. This follows immediately from Theorem 3.2 and the discussion in Section 2.3. 
Note that if G ≤ SLn(C), the twist is trivial so we can work with any basis for the arrows. In this case, not only does
the above lemma simplify the calculation of the cp, but it also tells us that we can write our superpotential up to cyclic
permutation (if one defines the notation carefully). This generalizes a result of Ginzburg [4] for SL3(C).
The superpotential highly depends on the representatives we chose for the arrows in Q . From the point of view of the
quiver we have an action of the graded automorphism group,
AutCQ0CQ =
∏
ei,ej∈Q0
GL(ei(CQ )1ej),
on the space (CQ )n, and all potentials that give an isomorphic derivation-quotient algebra are in the same orbit. An
interesting problem is to find (and define the notion of) nice representatives for the arrows, and hence for the superpotential.
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5. Examples of McKay correspondence superpotentials
In this section we illustrate Theorem 3.2 by computing examples. We first illustrate that our theorem does not depend
on whether or not G has pseudoreflections by computing an example of a non-abelian group G ≤ GL2(C) where C2/G :=
Spec C[x, y]G is smooth:
Example 5.1. Consider the dihedral group D8 = 〈g, h : g4 = h2 = 1, h−1gh = g−1〉 viewed inside GL2(C) as
g =
(
ε4 0
0 ε−14
)
, h =
(
0 1
1 0
)
.
It is clear that the invariant ring is C[xy, x4 + y4] and so is smooth. Denoting the natural representation by V , the character
table for this group is
1 g2 g h gh
V0 1 1 1 1 1
V1 1 1 1 −1 −1
V2 1 1 −1 1 −1
V3 1 1 −1 −1 1
V 2 −2 0 0 0
and so the McKay quiver has the shape
V3

V2
(
V
	
H
i
)
V1h
V0
H
We shall show that the algebra Morita equivalent to the skew group ring is:
•
c
	• b ) •
A
	
C
I
Bi
D ) •
di
•
a
I
Da = 0 Cb = 0
Ad = 0 Bc = 0
aA+ dD = bB+ cC
Note that τ(a) = d, τ (d) = a, τ (A) = D, τ (D) = A and likewise with the c ’s andD’s. Notice also that there are five relations,
which coincideswith the number of paths of length zero (i.e. the number of vertices).We now check that the relations above
are correct.
For each i ∈ {0, 1, 2, 3}, let vi denote a basis vector for Vi. Let {e1, e2} be the (standard) basis for V in which the above
matrices arewritten, and let {e∗1, e∗2} be the dual basis of V ∗. Assume thatω = e∗1⊗e∗2−e∗2⊗e∗1 . For our idempotent e, we have
a choice of the component in V , since V is two-dimensional. Let us pick the component in V to be the one corresponding to
a multiple of e1 (rather than of e2). Take the following τ -closed basis of arrows (i.e., intertwiners) ψx∗ for CQ1, as x ranges
over the edges of Q1. The right side of the line indicates the edge that the (summand of the) map corresponds to:
V = Ce1 ⊕ Ce2 7→ C(v0 ⊗ e1)⊕ C(v0 ⊗ e2) = V0 ⊗ V (A)
V = Ce1 ⊕ Ce2 7→ C(v1 ⊗ e1)⊕ C(−v1 ⊗ e2) = V1 ⊗ V (D)
V = Ce1 ⊕ Ce2 7→ C(v2 ⊗ e2)⊕ C(v2 ⊗ e1) = V2 ⊗ V (B)
V = Ce1 ⊕ Ce2 7→ C(v3 ⊗ e2)⊕ C(−v3 ⊗ e1) = V3 ⊗ V (C)
V0 ⊕ V1 ⊕ V2 ⊕ V3 = Cv0 ⊕ Cv1 ⊕ Cv2 ⊕ Cv3 7→ C (e1 ⊗ e2 + e2 ⊗ e1) (a)
⊕C (e1 ⊗ e2 − e2 ⊗ e1) (d)
⊕C (e1 ⊗ e1 + e2 ⊗ e2) (b)
⊕C (e1 ⊗ e1 − e2 ⊗ e2) (c)
= V ⊗ V .
Since the determinant representation is V1, if we consider paths of length 2 ending at a given vertex ρ, the only possible
ones with nonzero cp must start at ρ ⊗ V1.
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Now, the coefficients cp are easy to compute using (3.3). For example, with p = Ad, we have
V1
d / V ⊗ V A⊗1 / V0 ⊗ V ⊗ V
idV0 ⊗α2/ V0 ⊗∧2 V ψω⊗id∧2 V / V1 ⊗∧2 V ∗ ⊗∧2 V / V1
takes
v1 7→ e1 ⊗ e2 − e2 ⊗ e1 7→ v0 ⊗ e1 ⊗ e2 − v0 ⊗ e2 ⊗ e1 7→ 2v0 ⊗ ω∗ 7→ 2v1 ⊗ ω ⊗ ω∗ 7→ 2v1,
and so cAd = 2. For another example, take p = aA. Then, we have
e1 7→ v0 ⊗ e1 7→ e1 ⊗ (e2 ⊗ e1)+ e2 ⊗ (e1 ⊗ e1) 7→ e1 ⊗−ω∗ 7→ e1 ⊗ ω ⊗−ω∗ 7→ −e1, (5.1)
so caA = 1. Continuing in this fashion our potential (after dividing through by 2) is
(Da− aA+ Ad− dD)+ (−Cb+ bB− Bc + cC),
which in compact form may be written as [Da]τ − [Cb]τ , where [x]τ is the sum of all signed τ -cyclic permutations of x that
give rise to distinctmonomials (cf. Lemma 4.3). Since n−2 = 0we do not differentiate, and these are precisely the relations.
Note that we needed here the fact that, in the superpotential, the coefficient of each path p is cpdim t(p): this was neces-
sary for the coefficient of Ad to be negative the coefficient of aA by our computation above. Without this, the superpotential
would not be τ -cyclically symmetric.
Remark 5.2. Taking a different basis of arrows for CQ1 (which is not closed under τ ) may lead to a potential which is not
invariant under twisted cyclic permutation.
Remark 5.3. In the above example if we change h slightly and so our group is now the binary dihedral groupD3,2 generated
by
a =
(
ε4 0
0 ε−14
)
, b =
(
0 1
−1 0
)
inside SL2(C), then although the character table and so shape of the McKay quiver is the same, the relations differ. Indeed,
by Corollary 4.2 the relations are now the preprojective relations. This can also be verified directly by choosing a basis of
arrows for CQ1 closed under τ .
We now illustrate Corollary 4.2 with an example of a finite small subgroup of GL2(C):
Example 5.4. Take G = D5,2, i.e. the group inside GL2(C) generated by
G =
〈(
ε4 0
0 ε−14
)
,
(
0 ε4
ε4 0
)
,
(
ε6 0
0 ε6
)〉
.
The McKay quiver is
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•
where the trivial, determinant and natural representations are illustrated, and the ends of the two sides are identified. Note
that the permutation τ induced by tensoring with the determinant representation rotates this picture to the left, and so the
fact that the permutation coincides with the AR translate is implicit. The mesh relations are
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x0a0 = 0 y0b0 = 0 z0c0 = 0
x1a1 = 0 y1b1 = 0 z1c1 = 0
x2a2 = 0 y2b2 = 0 z2c2 = 0
x3a3 = 0 y3b3 = 0 z3c3 = 0
b0x0 + b1x1 + b2x2 + b3x3 = 0
c0y0 + c1y1 + c2y2 + c3y3 = 0
a0z0 + a1z1 + a2z2 + a3z3 = 0
and so we have 15 relations, matching the number of paths of length 0 (i.e. the number of vertices).
Example 5.5. Take G = 17 (1, 2, 4) n 〈τ 〉, i.e. the group inside SL3(C) generated by
G =
〈ε 0 00 ε2 0
0 0 ε4
 ,(0 1 00 0 1
1 0 0
)〉
where ε7 = 1. The McKay quiver is
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Denote the basis of Li by li for 1 ≤ i ≤ 3, the basis V by e1, e2, e3, and the basis of V3 by j1, j2, j3. Take the basis of arrows
(=intertwiners) for CQ1 corresponding to the following images of the above bases (with the edge as listed in the right side
of the row), where γ is a cube root of unity:
V 7→ L0 ⊗ V = C(l0 ⊗ e1)⊕ C(l0 ⊗ e2)⊕ C(l0 ⊗ e3) (a)
V 7→ L1 ⊗ V = C(l1 ⊗ γ e1)⊕ C(l1 ⊗ γ 2e2)⊕ C(l1 ⊗ e3) (b)
V 7→ L2 ⊗ V = C(l2 ⊗ γ 2e1)⊕ C(l2 ⊗ γ e2)⊕ C(l2 ⊗ e3) (c)
(V ⊕ V⊕23 ) 7→ V ⊗ V = C(e3 ⊗ e3)⊕ C(e1 ⊗ e1)⊕ C(e2 ⊗ e2) (u)⊕C(e1 ⊗ e2)⊕ C(e2 ⊗ e3)⊕ C(e3 ⊗ e1) (x)
⊕C(e2 ⊗ e1)⊕ C(e3 ⊗ e2)⊕ C(e1 ⊗ e3) (y)
(L0 ⊕ L1 ⊕ L2 ⊕ V ⊕ V3) 7→ V3 ⊗ V = C (j1 ⊗ e3 + j2 ⊗ e1 + j3 ⊗ e2) (A)
⊕C (j1 ⊗ γ 2e3 + j2 ⊗ γ e1 + j3 ⊗ e2) (B)
⊕C (j1 ⊗ γ e3 + j2 ⊗ γ 2e1 + j3 ⊗ e2) (C)
⊕C(j2 ⊗ e2)⊕ C(j3 ⊗ e3)⊕ C(j1 ⊗ e1) (z)
⊕C(j2 ⊗ e3)⊕ C(j3 ⊗ e1)⊕ C(j1 ⊗ e2) (v)
A calculation shows that the superpotential can be written as
 a(x− y)A+ b(x− γ y)B+ c(x− γ 2y)C − zux+ vzy+ 1
3
uuu− 1
3
vvv.
Differentiating with respect to the paths of length 3− 2 = 1 gives the relations
∂A ax = ay
∂B bx = γ by
∂C cx = γ 2cy
∂a xA = yA
∂b xB = γ yB
∂c xC = γ 2yC
∂x Aa+ Bb+ Cc = zu
∂y Aa+ γ Bb+ γ 2Cb = vz
∂u xz = u2
∂v zy = v2.
Example 5.6. As in Example 5.1 consider the group D8, but now acting on (V ⊕ V ∗) ∼= (V ⊕ V ). Since D8 is generated inside
V by pseudoreflections it follows that inside V ⊕ V it is generated by symplectic reflections, thus in this case C[V ⊕ V ]#G
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is the undeformed symplectic reflection algebra. The McKay quiver is now
•
c

c
• b +b ( •
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
C
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k
B
h
D +D ( •
d
k
d
h
•
a
K
a
H
The superpotential is then given by the sum of the following terms and all distinct terms obtained by signed cyclic
permutations:
(AaAa) −(AaAa) −2(AdDa) (AdDa) (AdDa) (AbBa) −(AbBa) −(AcCa)
(AcCa) (AaAa) (AdDa) (AdDa) −2(AdDa) −(AbBa) (AbBa) (AcCa)
−(AcCa) (DdDd) −(DdDd) −(DbBd) (DbBd) (DcCd) −(DcCd) (DdDd)
(DbBd) −(DbBd) −(DcCd) (DcCd) (BbBb) −(BbBb) −2(BcCb) (BcCb)
(BcCb) (BbBb) (BcCb) (BcCb) −2(BcCb) (CcCc) −(CcCc) (CcCc).
(Recall, since we are inside SL4(C), a negative sign is introduced with cyclic permutation.) Differentiating appropriately
gives the relations
Da = 0
Da = 0
Da = −Da
Db = Db
Dc = Dc
Dd = Dd
Ad = 0
Ad = 0
Aa = Aa
Ab = Ab
Ac = Ac
Ad = −Ad
Cb = 0
Cb = 0
Ca = Ca
Cb = −Cb
Cc = Cc
Cd = Cd
Bc = 0
Bc = 0
Ba = Ba
Bb = Bb
Bc = −Bc
Bd = Bd
aA+ bB = cC + dD
aA+ bB = cC+ dD
aA+ bB = aA+ bB = cC + dD = cC+ dD = Σ
whereΣ = 1
2
(aA+ bB+ cC+ dD) = 1
2
(aA+ bB+ cC + dD).
The calculations involving this example were done using a computer program written in GAP [18]. The source code of this
program can be downloaded at http://www.algebra.ua.ac.be/research/mckay.gap.
6. Koszul algebras
Thus far, we have explained that, for G < GL(V ), C[V ]#G, and hence the quiver algebras Morita equivalent to it, are
twisted Calabi–Yau and derived from a twisted superpotential (in the case G < SL(V ), wemay remove the word ‘‘twisted’’).
Here we explain that this is part of a more general phenomenon: any (N-)Koszul, (twisted) Calabi–Yau algebra is of the form
D(ω, k). This was proved in [2] for algebras over a field, so our result generalizes this to the quiver case. We also prove
a converse: any algebra of the form A = D(ω, k) is (N-)Koszul and (twisted) Calabi–Yau if and only if a natural complex
attached to ω is a bimodule resolution of A.
Recall that a graded algebra A is Koszul if A has a bimodule resolution with all maps of degree 1. This is clearly invariant
under a Morita equivalence A ∼ eAe, using the functor described in Section 2. Then, McKay correspondence algebras are
Koszul, by the following well-known lemma:
Lemma 6.1. If G ⊂ SL(V ) ∼= SLn is finite, then C[V ]#G is CY-n and Koszul.
Proof. The standard Koszul bimodule resolutionK• for C[V ] is self-dual, so C[V ] is CY-n. The kth term of this resolution is
Kk = C[V ] ⊗∧k V ∗ ⊗ C[V ] and it is isomorphic to the (Kn−k)∗ dual term because of the pairing
k∧
V ∗ ×
n−k∧
V ∗ → C : (v1, v2)→ a ⇐⇒ φ1 ∧ φ2 = ax1 ∧ . . . ∧ xn.
Since G ⊂ SL(V ), this pairing is a pairing of left CG-modules.
All of the terms M above are G-modules compatibly with the C[V ]-bimodule structure (precisely, they are (C[V ] ⊗
C[V ])#G-modules). Now we apply the exact functor M 7→ M ⊗ CG. This turns the above resolution into a projective
C[V ]#G-bimodule resolution of C[V ] ⊗ CG ∼= C[V ]#G, where for each term M in the resolution, the bimodule action is
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now given by (xg)(m⊗ h)(x′g ′) = (x · g(m) · gh(x′)⊗ ghg ′). The Koszul property follows from the fact that tensoring by CG
preserves the grading, and the self-duality property carries over. 
In order to formulate the theorem, we need to introduce a natural complex W• attached to any superpotential ω, for
A = D(ω, k) (which may be viewed as a bimodule version of [2, (5.3)]). For simplicity, we will assume for now that |ω| =
k+ 2, so that A is quadratic.
Recall the spacesWi defined above Definition 2.1. Consider the complex
W• := 0→ A⊗S W|ω|⊗S A
d|ω|→ A⊗S W|ω|−1⊗S A→ · · · → A⊗S W1⊗S A d1→ A⊗S W0⊗S A→ 0, (6.1)
where, for v1, . . . , vi ∈ W and a, a′ ∈ A,
di = εi(splitL + (−1)isplitR)|A⊗S Wi ⊗S A,
splitL(a⊗S v1v2 · · · vi⊗S a′) = av1⊗S v2 · · · vi⊗S a′,
splitR(a⊗S v1v2 · · · vi⊗S a′) = a⊗S v1 · · · vi−1⊗S via′,
εi :=
{
(−1)i(|ω|−i), if i < (|ω| + 1)/2,
1, otherwise.
It is easy to check that the above yields a complex, i.e., di ◦ di+1 = 0. Moreover, the terms, aside from A itself, are projective
bimodules, and the maps are A-bimodule maps. We will see that it is exact if and only if A is Koszul and Calabi–Yau. More
precisely, we will prove:
Theorem 6.2. An algebra TSW/〈R〉 is Koszul and Calabi–Yau if and only if it is of the formD(ω, k) and the corresponding complex
(6.1) is exact in positive degree and H0(W•) = A. In this case, (6.1) is the Koszul resolution of A, and it is self-dual.
Remark 6.3. The condition thatW• is a resolution ofA is very subtle andhard to check for a given potential. In the one-vertex
case it is shown in [1,2] that this implies some special regularity conditions on ω.
We begin with the
Lemma 6.4. For any superpotential ω, the complex (6.1) is self-dual.
Proof. First, note that ω induces perfect pairings
〈 , 〉 : W ∗|ω|−i⊗S W ∗i → C, 〈α, β〉 := [(α⊗S β)ω],
satisfying the supersymmetry property,
〈α, β〉 = (−1)|α||β|〈β, α〉.
This yields an isomorphism η : W ∗|ω|−i ∼→ Wi, and hence a duality pairing of bimodules
〈 , 〉 : (A⊗S Wi⊗S A)⊗S(A⊗S W|ω|−i⊗S A)→ A⊗S A, 〈a⊗S x⊗S a′, b⊗S y⊗S b′〉 := a′b⊗S[η−1(x)y]⊗S b′a.
This explains why the terms in the above complex are in duality.
It remains to check that the differentials satisfy the self-duality property: di = d∗|ω|+1−i. It suffices to show that
splitL|A⊗S Wi ⊗S A is identified with εiε|ω|−isplit∗R|A⊗S W∗|ω|−i ⊗S A under the above duality. That is, for all x ∈ Wi, y ∈ W|ω|+1−i, we
need to check that
〈1⊗S y⊗S 1, splitL(1⊗S x⊗S 1)〉 = εiε|ω|−i〈splitR(1⊗S y⊗S 1), 1⊗S x⊗S 1〉.
This amounts to checking that, for all α ∈ W ∗1 = W ∗, we have
[η−1([αx])y] = εiε|ω|−i[xη−1[yα]].
By associativity identities and the definition of η, the LHS of is [(η−1(x)⊗S ξ)y]. The RHS may be rewritten as
εiε|ω|−i(−1)|x|(|y|−1)[η−1(x)[yξ ]] = εiε|ω|−i(−1)i(|ω|−i)[(η−1(x)⊗S ξ)y].
Thus, setting εi as specified above yields the desired self-duality. 
Lemma 6.5. The complex (6.1) is a subcomplex of the Koszul complex for D(ω, |ω| − 2).
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Proof. The Koszul complex can be defined as follows. If A = TSW/〈R〉 where R is an S-subbimodule of W ⊗S W , then we
denote by R⊥ the submodule of W ∗⊗S W ∗ that annihilates R. The Koszul dual of A is A! := TSW ∗/〈R⊥〉 and it is again a
graded algebra. For each k we have a projection (W ∗)⊗S k → A!k, and, dually, this gives us injections (A!k)∗ ↪→ W⊗S k. The
Koszul complexK• is defined by the maps d : A⊗S(A!k)∗⊗S A → A⊗S(A!k−1)∗⊗S A which are constructed analogously to
the maps in (6.1). To prove the lemma we only have to show thatWk ⊂ (A!k)∗.
What does (A!k)∗ look like? Because A
!
k = (W ∗)⊗S k/(
∑
l(W
∗)⊗S l⊗S R⊥⊗S(W ∗)⊗S (k−l−2)) one has that w ∈ (A!k)∗ if and
only if 〈w, φ〉 = 0 for all φ ∈ (∑l(W ∗)⊗S l⊗S R⊥⊗S(W ∗)⊗S (k−l−2)). This is the same as to say that
w ∈
⋂
l
W⊗S l⊗S R⊗S W⊗S (k−l−2) =
⋂
l
W⊗S l⊗S W2⊗S W⊗S (k−l−2).
We conclude immediately thatWk ⊂ (A!k)∗. 
Remark 6.6. According to [19, Theorem 5.4], the pairing between theWk can be extended to a pairing between the (A!k)∗,
but this pairing is not necessarily perfect. Only in the AS-Gorenstein (Koszul twisted Calabi–Yau) case this pairing becomes
perfect because then (A!k)∗ andWk coincide.
Proof of Theorem 6.2. If (6.1) is a resolution of A then since all of the differentials have degree +1 with respect to the
grading of A, this would imply (by one definition of Koszulity) that A is Koszul, and that (6.1) is a Koszul resolution of A
(more generally, for any graded algebra, any free bimodule resolution of A with differentials of positive degree must be
minimal and unique). Then, by Lemma 6.4, A is Calabi–Yau as well.
Conversely, suppose that A is CY of dimension n and Koszul. Using the CY property, [8, Theorem A.5.2] shows that there
is a trace function Tr : ExtnA(S, S)→ C such that
Tr(α ∗ β) = (−1)k(n−k)Tr(β ∗ α), α ∈ Extk(S, S), β ∈ Extn−k(S, S) (6.2)
induces a perfect pairing, where ∗ denotes the Yoneda cup product. Using the Koszul property, we may identify Extn(S, S)
with a quotient of (W ∗)⊗S n, so that a trace function becomes canonically an element ω ∈ W⊗S n. Then, (6.2) says precisely
that ω is a superpotential.
By nondegeneracy, the trace pairing induces an isomorphism Ext2(S, S) ∼= Extn−2(S, S)∗. Furthermore, Ext2(S, S) ∼= R,
so this isomorphism translates into the statement thatW2 ∼= R, and henceW2 = R by Lemma 6.5. Thus, A ∼= D(ω, n− 2).
Similarly, nondegeneracy of the trace pairing provides an isomorphism between Exti(S, S) and a subspace ofWi for all i,
and hence (applying Lemma 6.5 again) (6.1) must be the Koszul resolution of A. 
Remark 6.7. This theorem is a generalization of Theorem 3.2 (at least in the nontwisted case): to obtain Theorem 3.2, we
combine Theorem 6.2 and Lemma 6.1. See below for the twisted case.
Finally, we explain briefly how to generalize toN-Koszul and twisted Calabi–Yau algebras. First, for the σ -twisted setting,
all that changes is that the twisted superpotential property proves a σ -twisted self-duality in Lemma 6.4, and conversely in
the proof of Theorem 6.2. For the converse, one needs to use the modified Serre duality f ∗ g = (−1)k(n−k)F ′(g) ∗ f , where
F ′ : Ext1(S, S) ∼→ Ext1(σ−1S, σ−1S) is the map coming from the functor on A-modules,M 7→ σ−1M , which is the composi-
tion of the Serre functor with the shift by−n. In this case, if we compose with the canonical isomorphisms V ∗ ∼= Ext1(S, S)
and V ∗ ∼= Ext1(σ−1S, σ−1S), then we obtain the map σ : V ∗ ∼→ V ∗. As a result, the superpotential ω becomes a σ -twisted
superpotential.
Next, for theN-Koszul setting, first recall [9] that anN-Koszul algebra is an algebraA presented by homogeneous relations
of degree N so that there is a free resolution of Awith differentials of degrees alternating between N − 1 and 1:
· · · → A⊗S Y2⊗S A d2→ A⊗S Y1⊗S A d1→ A⊗S A m→ A→ 0,
where di has degree 1 if i is odd, and N − 1 if i is even.
In this setting, it is natural to define N-complexes of bimodules instead of complexes [20]. These are sequences of maps
Ki
d→ Ki−1 such that dN = 0 (instead of d2 = 0). As in the ordinary Koszul case one can define a self-dual bimodule N-
complex
W• := 0→ A⊗S W|ω|⊗S A
d|ω|→ A⊗S W|ω|−1⊗S A→ · · · → A⊗S W1⊗S A d1→ A⊗S W0⊗S A→ 0, (6.3)
where di = εi(splitL+ (q)isplitR)|A⊗S Wi ⊗S A, and q is a primitive Nth root of 1. This N-complex is a subcomplex of the Koszul
N-complex as defined in [19].
From now on, assume N > 2. We can contract N-complexes to obtain complexes. In the case of our self-dual N-complex,
we get
0→ A⊗S WmN+1⊗S A→ A⊗S WmN ⊗S A→ A⊗S W(m−1)N+1⊗S A
→ · · · → A⊗S WN ⊗S A→ A⊗S W1⊗S A→ A⊗S W0⊗S A→ 0, (6.4)
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where the differentials alternate between±(splitN−1L + splitN−2L splitR+· · ·+ splitLsplitN−2R + splitN−1R ) and±(splitL− splitR).
This is not self-dual anymore unless we are in the case that |ω| = mN + 1 for somem ∈ N .
We see in (6.4) that the length of the complex is even, i.e., if it is exact, then A should have odd Hochschild dimension,
2m+ 1. In this case, since the desired perfect pairing Ext1(S, S)× Ext2m(S, S)→ Cwill be symmetric, we should work with
cyclically symmetric potentials rather than super-cyclically symmetric potentials.
For N > 2, the N-Koszul generalization of Theorem 6.2 then becomes
Theorem 6.8. An algebra A = TSW/〈R〉 is N-Koszul (for N > 2) and σ -twisted Calabi–Yau if and only if A = D(ω, (m −
1)N + 1) for a σ -twisted cyclically symmetric potential ω of degree mN + 1 for some m ≥ 1, and the corresponding complex
(6.4) is exact in positive degree and H0(W•) = A. In this case, (6.4) is the N-Koszul resolution of A, it is twisted self-dual, and A
has twisted CY dimension 2m+ 1.
The proof of the theorem uses basically the same arguments as in the proof of Theorem 6.2 but adapted to the N-Koszul
situation in accordance with the results of [9,19].
Remark 6.9. As also remarked in [10], a graded three-dimensional CY algebra is automatically N-Koszul, since then the
graded self-dual resolution has maps of degrees 1, N − 1, and 1. Hence, we recover the twisted generalization of the main
result of [8], that the algebra comes from a twisted superpotential (andmoreover that the associated complex is theminimal
bimodule resolution of A).
7. Sklyanin algebras
In this section we consider the four-dimensional Sklyanin algebras as introduced by Sklyanin in [21,22]. These algebras
may be thought of as ‘‘elliptic deformations’’ of the polynomial algebra in four variables, and they are in particular Koszul
and have the same Hilbert series 1
(1−t)4 as the polynomial ring.
Following [23, Section 0], fix values α, β , and γ satisfying5
α + β + γ + αβγ = 0. (7.1)
Then, the algebra A is defined by
A := C〈x0, x1, x2, x3〉/I,
where I is the two-sided ideal generated by the relations ri, si6:
r1 := x0x1 − x1x0 − α(x2x3 + x3x2), s1 := x0x1 + x1x0 − (x2x3 − x3x2),
r2 := x0x2 − x2x0 − β(x3x1 + x1x3), s2 := x0x2 + x2x0 − (x3x1 − x1x3),
r3 := x0x3 − x3x0 − γ (x1x2 + x2x1), s3 := x0x3 + x3x0 − (x1x2 − x2x1).
We would like to find a superpotential for A. This must be a supercyclic element which is homogeneous of degree
four. The superpotential also sits in I because for every homogeneous element u and every n ≤ |u|, we have the identity
u = ∑|p|=n p∂pu (the summation is over the monomials of degree n in C〈x0, x1, x2, x3〉). It is easy to compute that, under
the assumption
(α, β, γ ) 6∈ {(α,−1, 1), (1, β,−1), (−1, 1, γ )}, (7.2)
the space of such elements is one-dimensional and spanned by the following element:
ω := κ1(r1s1 + s1r1)+ κ2(r2s2 + s2r2)+ κ3(r3s3 + s3r3), (7.3)
where (κ1, κ2, κ3) 6= (0, 0, 0) is determined up to a nonzero multiple by
κ1(1+ α) = κ3(1− γ ), κ1(1− α) = κ2(1+ β), κ2(1− β) = κ3(1+ γ ). (7.4)
Proposition 7.1. The element ω is a superpotential. Moreover, for any α, β, γ satisfying (7.2), A ∼= D(ω, 2), and in this case,
the resolution (6.1) is a self-dual resolution of A, making A Calabi–Yau.
5 In the original form [21,22], see also e.g. [24,25], not all values α, β, γ satisfying this equation are considered—only those that arise from an elliptic
curve and a point of that curve. By, e.g., [23], these are the values where (7.2) holds and α, β, γ 6= 0; cf. Theorem 7.4.
6 Our notation ri is for the relation involving x0xi − xix0 , and si is the relation involving x0xi + xix0 .
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Proof. It is easy to verify that by the precise choice of the κi, ω is a superpotential (in fact, it makes sense and is cyclically
supersymmetric even if (7.2) is not satisfied). Next, suppose (7.2) holds. Then, κ1, κ2, and κ3 are nonzero. The elements ri, si
are linearly independent and we can complete this set with elements {u1, . . . , u10} to obtain a basis for C〈x0, x1, x2, x3〉2.
This gives us a dual basis r∗i , s
∗
i , u
∗
i and
[r∗i ω] = κisi, [s∗i ω] = κiri, [u∗i ω] = 0.
This shows that A ∼= D(ω, 2).
To deduce that (6.1) is a resolution of A, we make use of
Theorem 7.2 ([23]). Assuming (7.2), A is Koszul. Moreover, H(A!, t) = (1+ t)4.
In the above theorem, H(V , t) denotes the Hilbert series of a graded vector space V , i.e., H(V , t) =∑m≥0 dim V (m)tm. The
hard part of the above theorem is the Koszulity.
Now, by Lemma 6.5 and the formula for the Koszul complex (see the proof of Lemma 6.5), it suffices only to show that
dimWi =
( n
i
)
for all i. For i = 2, this follows from the above observations; then, it follows by applying partial derivatives to
the relations rj, sj that this is true for i = 1. Since i = 0 is obvious, we get dimWi =
( n
i
)
for all i by the self-duality ofW•.
Thus, A is Calabi–Yau with self-dual resolutionW•. 
Remark 7.3. It is also easy to derive that A is Calabi–Yau directly from [23]: in particular, in [23] it is shown that A! is
Frobenius, and one may easily show that A! is in fact symmetric. Our contribution here is in producing a superpotential and
showing that the minimal (Koszul) resolution of A is produced in this way.
7.0.1. Modified Sklyanin algebras from [13]
In [13], some new algebras related to the above are defined and shown to be Koszul, and have the same Hilbert series
1
(1−t)4 as the polynomial ring in four variables. Here, we explain that these algebras are not Calabi–Yau, but rather twisted
Calabi–Yau,with twisted superpotential describedbelow.Weomit the proofs,which are the sameas for the Sklyanin algebra.
Following [13], let us assume in this subsection that {α, β, γ } ∩ {0, 1,−1} = ∅.
Heuristically, these algebras are ‘‘elliptic deformations’’ of the algebra C〈x0, x1, x2, x3〉/(−x20 + x21 + x22 + x23, xixj − xjxi |{i, j} 6= {2, 3}) in the same way that the Sklyanin algebras are deformations of C[x0, x1, x2, x3].
Precisely, the relations are given by using any five of the relations ri, sj, and replacing the sixth with the new relation
q := d1Ω1 + d2Ω2, where
Ω1 := −x20 + x21 + x22 + x23, Ω2 := x21 +
1+ α
1− β x
2
2 +
1− α
1+ γ x
2
3.
We obtain the algebra A′ = C〈x0, x1, x2, x3〉/I ′, where I ′ is the ideal generated by q and five of the ri, sj. (The geometric
motivation for studying A′ is that it and the Sklyanin algebra A both surject to the same ring B := A/(Ω1,Ω2) of geometric
relevance.)
First, suppose that the relations are q, r2, r3, s1, s2, s3 (so r1 is not a relation). We claim that A is twisted Calabi–Yau with
twisting σ(x0) = −x0, σ (x1) = −x1, σ (x2) = x2, σ (x3) = x3, and with unique twisted superpotential (up to scaling) given
by
λ1(qs1 + s1q)+ λ2(r2r3 − r3r2)+ λ3(s2s3 − s3s2),
with (λ1 : λ2 : λ3) ∈ P2 determined by
d2λ1 = λ2(βγ + 1), d1λ1 = −λ2 + λ3,
provided that any nonzero solution to the above has all of λ1, λ2, λ3 nonzero, i.e., (d1, d2) is not a multiple of (1, 0) or
(1,−1− βγ ).
Next, suppose that the relations are q, r1, r2, r3, s2, s3 (so s1 is not a relation). Then, A is twisted Calabi–Yauwith the same
twisting as above, and the unique twisted superpotential (up to scaling) is given by
λ1(qr1 + r1q)+ λ2(r2s3 − s3r2)+ λ3(s2r3 − r3s2),
with (λ1 : λ2 : λ3) ∈ P2 determined by
αd1λ1 = λ2 − λ3, α(d1 + d2)λ1 = βλ2 + γ λ3,
again provided all of λ1, λ2, λ3 can be nonzero (i.e., (d1, d2) is not a multiple of (1, β − 1) or (1,−1− γ )). Any other A′ can
be obtained from this or the previous paragraph by a cyclic permutation of the parameters and relations.
Finally, in [13], also the algebra A′∞ = C〈x0, x1, x2, x3〉/(r2, s2, r3, s3,Ω1,Ω2) is studied, and shown to be Koszul and
have the same Hilbert series as the polynomial ring in four variables (just as in all the other examples). We claim that this
algebra is twisted Calabi–Yau with twisting σ(xi) = −xi for all i. In other words, the twisted superpotential ω (which is
unique up to scaling) is actually cyclically symmetric. We omit the formula for the twisted superpotential.
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7.1. McKay correspondence for four-dimensional Sklyanin algebras
It makes sense to think of the potential (7.3) as a deformed version of the volume form in the case of the polynomial
algebra in four variables: precisely, the potentialω for a Koszul Calabi–Yau algebra always spans the top Hochschild homol-
ogy group (here, HH4(A, A)) as a free module over the center HH0(A, A), viewing ω as a standard Hochschild cycle. This may
be deduced by applying M 7→ M⊗A⊗S Aop A to (6.1) and comparing with the standard Hochschild complex; cf. [2, Propo-
sition 10]. We are interested in automorphisms of A preserving the potential. It is well known (e.g., [24,25]) that the finite
Heisenberg group acts on the Sklyanin algebra A by automorphisms. In fact:
Theorem 7.4 ([26, Section 2]). Assume that α, β, γ 6= 0 and (7.2) holds. If α, β or γ 6= ±√−3 then the group of graded
automorphisms of A (⊂ Aut(V )) is isomorphic to a group H˜ given by a central extension,
1→ C× → H˜ → (Z/4⊕ Z/4)→ 1, (7.5)
such that for lifts X, Y of (1, 0), (0, 1) to H˜, [X, Y ] = √−1 ∈ C×. In the case α = β = γ = ±√−3, the group has the form
H˜ n Z/3.
Explicit matrix generators for this group are given in [26, Section 2] and are also given below, at the end of Section 7.3.
Notation. Call the subgroup of Aut(V ) preserving ω ∈ V⊗4 the automorphism group of ω, and denote it by Aut(ω).
The only elements of C× that act trivially on V⊗4 are fourth roots of unity. As a result, in the situation above where
Aut(A) = H˜ , the automorphism group of the superpotential ω will be finite, of order 64. It turns out this is one of the
‘‘Z/4-Heisenberg groups,’’ which we describe as follows. Let X, Y ∈ H˜ be elements as in the theorem, chosen to have the
property X4 = Y 4 = −1. Then, H is the group generated by X and Y . It is a central extension
1→ µ4 → H → Z/4⊕ Z/4→ 1, (7.6)
where µ4 ⊂ C× is the subgroup of elements of order four. A presentation for H is given by
H ∼= 〈X, Y , Z | XZ = ZX, YZ = ZY , Z4 = 1, X4 = Y 4 = Z2, [X, Y ] = Z〉. (7.7)
We deduce the following:
Proposition 7.5. For any α, β, γ as in Theorem 7.4, Aut(ω) ∼= H, unless α = β = γ = ±√−3, in which case this group is
H o Z/3, where Z/3 acts nontrivially on H.
As a consequence, we see that, under the assumptions of Theorem 7.4, ω ⊗ 1 ∈ A#H is still a superpotential, and hence
also gives a superpotential for any algebraMorita equivalent to A#H . Letting f1, . . . , fm be a full set of primitive idempotents
(one for each irreducible representation of H), and f := f1 + · · · + fm, we then have
Proposition 7.6. The algebra f (A#H)f is Calabi–Yau. For any finite subgroup G < H˜, f ′(A#G)f ′ is twisted Calabi–Yau, where f ′
is the sum of a full set of primitive idempotents for G.
These algebras may be considered the elliptic McKay correspondence algebras in dimension four, and f (A#H)f is the
maximal Calabi–Yau one, in the sense that H is maximal (and so the McKay quiver is also the largest possible).
7.2. The case α = 0
The Theorem 7.4 did not apply to the case that one of α, β, γ is zero. Since we only need (7.2) to obtain a Calabi–
Yau algebra and a potential, it isworth proving the analogue of Theorem7.4 in the degenerate cases (α, β, γ ) ∈ {(0, β,−β),
(α, 0,−α), (α,−α, 0), (0, 0, 0)} (andwewill use this in the next subsection). By symmetry,we restrict ourselves to the case
α = 0.
It is likely that this result is known, but we did not find it in the literature. We remark that, in [23, Section 1], it is shown
that these degenerate cases are iterated Ore extensions.
Theorem 7.7. (i) Assume (α, β, γ ) = (0, β,−β) with β 6= 0. Then, the graded automorphism group of A is generated by C×,
the group SO(2,C) acting on Span{x2, x3}, i.e.,
{(1 0 0 0
0 1 0 0
0 0 a b
0 0 −b a
)∣∣∣∣∣ a2+ b2 = 1
}
, and the elements
{ 0
1
±√β 0 0
±√β 0 0 0
0 0 1 0
0 0 0 1
 ,
( i 0 0 0
0 −i 0 0
0 0 −i 0
0 0 0 i
)}
, where i denotes a square root of−1.
(ii) If α = β = γ = 0, then the automorphism group is C× · SO(3,C), with SO(3,C) the automorphism group of Span
{x1, x2, x3} together with its standard symmetric bilinear form (xi, xj) = δij.
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Proof. (i) The vector r1 = x0 ∧ x1 must be preserved up to scalar by any automorphism, so the span of x0, x1 is preserved;
then the only element of Sym2 Span{x0, x1} in the symmetrization of the relations is x0x1+ x1x0. Hence, any automorphism
must send (x0, x1) to (λx0, µx1) or (µx1, λx0). Up to the automorphism x0 7→ √βx1, x1 7→ 1√β x0, x2 7→ x2, x3 7→ x3
and scaling, we may assume that our automorphism ψ satisfies ψ(x0) = λx0, ψ(x1) = λ−1x1. Since then x0x1 + x1x0 is
preserved, looking at s1, we see that x2x3 − x3x2 is preserved, and hence the span of x2, x3 is preserved.
Next, note that the relations project isomorphically to Λ2V . Let [x, y] := xy − yx denote the commutator and {x, y} :=
xy+ yx the anticommutator. We haveψ(r2) = [λx0, ψ(x2)] − βλ {ψ(x3), x1}. If we write λψ(x2) = ax2+ bx3, then we must
have ψ(r2) = ar2 + br3. This implies that, restricted to Span{x2, x3}, ψ must have the form
ψ =

a
λ
−bλ
b
λ
aλ
 . (7.8)
Applying the same reasoning to ψ(x3), we deduce furthermore that λ4 = 1. This yields the claimed description.
(ii) LetR be the vector space spanned by the relations. In the caseα = β = γ = 0, the intersectionΛ2V∩R isSpan{x0}∧V ,
and hence any automorphismψ must send x0 to a multiple of itself. Up to scaling, let us assume thatψ(x0) = x0. Then, the
fact that the relations project isomorphically toΛ2V yields a canonical isomorphismΛ2V/(Λ2V ∩ R) ∼→ Span{x1, x2, x3},
sending w ∈ Λ2V to the unique element v such that w − (x0v + vx0) ∈ R. Any automorphism ψ as above preserves not
only U := Span{x1, x2, x3}, but also the isomorphism Λ2U ∼→ U obtained from the above. This isomorphism can also be
expressed as the compositionΛ2U
∼→ Λ2U∗ ∼→ U where the first map uses the standard symmetric bilinear form (xi, xj)
= δij, and the second map uses the standard volume form. It easily follows that automorphisms preserving this map are
exactly SO(3,C). Conversely, any element preserving the mapΛ2U
∼→ U is easily shown to be an automorphism of A. This
yields the result. 
Corollary 7.8. In either case of the theorem, the automorphism group of the potential Aut(ω) is generated by the elements listed,
except that C× is replaced by the group µ4 ⊂ C× of fourth roots of unity.
Proof. It suffices to observe that all of the elements listed, aside from the scalars C×, preserve the potential µ4. This is
straightforward in (i); for part (ii), by looking at the coefficient of x0x1x2x3 under the action of SO(3,C) on ω, one sees that
the character SO(3,C)→ C×, g 7→ g(ω)
ω
is the same as the determinant, and hence is trivial. 
As a consequence, we may again consider A#G for any finite subgroup G ⊂ Aut(ω), which will be a Calabi–Yau algebra, and
in the case that G is in Aut(A) but not in Aut(ω), we get a twisted Calabi–Yau algebra. As before, onemay consider theMorita
equivalent algebras and write down their potentials.
7.3. Moduli space of four-dimensional Sklyanin algebras
In this subsection we will use the theory of the Weil representation over Z/4 and the preceding results to give a simple
computation of the moduli space of Sklyanin algebras in dimension four. Throughout, when we say ‘‘isomorphism’’ or
‘‘automorphism’’ of Sklyanin algebras, we mean a graded isomorphism or automorphism.
First, we note that, given any (α, β, γ ), the algebras associated to this triple and any cyclic permutation are isomorphic:
the permutation x0 7→ x0, x1 7→ x2 7→ x3 7→ x1 sends the relations for (α, β, γ ) to the relations for (γ , α, β). Similarly, the
map x0 7→ x0, x1 7→ x2, x2 7→ −x1, x3 7→ x3 sends the relations for (α, β, γ ) to the relations for (−β,−α,−γ ).
Hence, if we consider theS3 action on the surface S given by α + β + γ + αβγ = 0, given by multiplying the standard
permutation action by the sign representation, we get a map
S/S3  {Isomorphism classes of four-dimensional Sklyanin algebras}. (7.9)
Theorem 7.9. The map (7.9) is a bijection.
The rest of the subsection will be devoted to the proof of the theorem. The main case of the theorem concerns those
parameters satisfying the conditions of Theorem 7.4, and we will prove the result by finding a description of the moduli
space of potentials in terms of the Heisenberg and Weil representations.
Remark 7.10. Note that, in the locus of elements satisfying Theorem 7.4, the S3 action is free except at the two points
α = β = γ = ±√−3. Here, these two points form a two-element orbit, and the isotropy Z/3 is picked up by the automor-
phism group at these points (cf. Theorem 7.4).
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First, let us handle the degenerate cases when one of α, β, γ is zero. Suppose only one is zero, and without loss of
generality, say it is α. Then (α, β, γ ) = (0, β,−β). Note that, in this case, the automorphism group of A is independent of
the value of β . In particular, any ψ : V ∼→ V inducing an isomorphism A ∼→ A′ with A′ of the same form must normalize
the connected component of the identity of the common automorphism group, i.e., C× · SO(2). Since ψ must therefore
preserve the trivial weight spaces of SO(2) and either preserve or interchange the nontrivial weight spaces, ψ must have
the formψ = ψ ′ ⊕ψ ′′, whereψ ′ = ψ |Span{x0,x1} andψ ′′ = ψ |Span{x2,x3}, andψ ′′ ∈ O(Span{x2, x3}) (the orthogonal group).
Up to an automorphism of A, we may assume thatψ ′′ =
(
1 0
0 ε
)
, with ε ∈ {1,−1}. By the same argument as in the proof of
Theorem 7.7, we must have that ψ ′ is either diagonal or strictly off-diagonal, and using the automorphism
(
0 ± 1√
β
±√β 0
)
,
we may assume ψ ′ is diagonal, say ψ ′ =
(
λ 0
0 µ
)
. Using that the relations for A and A′ both contain s1, s2, s3, it follows that
µλ = ε, µ = λ, and µ = ελ. Put together, this says that ε = 1 and µ = λ = ±1. This is already an automorphism of A,
soψ ∈ Aut(A). That is, A and A′ already had the same relations. So (7.9) is injective when restricted to parameters (α, β, γ )
with exactly one parameter equal to zero.
In the case α = β = γ = 0, it is clear that no other triple (α, β, γ ) yields an isomorphic algebra.
We did not restrict ourselves to the Calabi–Yau condition (7.2), so let us also explain the contrary cases. First assume
(α, β, γ ) = (α,−1, 1)with α 6= ±1. Call R the span of the relations. We quickly compute the automorphism group of A as
follows. We see that R contains the rank-two tensors
x0x2 + x1x3, x2x0 − x3x1, x0x3 − x1x2, x3x0 + x2x1. (7.10)
Set U := Span{x0, x1} and U ′ := Span{x2, x3}. Then, the rank-two tensors form a union of an open subvariety of R∩(U⊗U ′)
and an open subvariety of R∩(U ′⊗U). Thus, any automorphismofAmust either preserve or interchangeU andU ′. Moreover,
equip U and U ′ each with their standard symmetric bilinear forms. We see that, given nonzero vectors w1, w2 ∈ U , the
subspace of relations {w1w′1 − w2w′2 | w′1, w′2 ∈ U ′} ∩ R is two-dimensional if and only if (w1, w2) = 0. Hence, any
automorphism of A which preserves U,U ′ must also preserve their standard symmetric bilinear forms. Thus, Aut(A) must
be a subgroup of (C×SO(U)) ⊕ (C×SO(U ′)) o Z/2, where 1 ∈ Z/2 interchanges U and U ′, e.g., it may be the element
x0 7→ 4√−α · x2 7→ x0, x1 7→
√−1 · 4√−α · x3 7→ x1. We claim that the automorphism group is C×(SO(U)⊕ SO(U ′))oZ/2.
To prove this it suffices to show that any automorphism of A in C× ⊕ C× is diagonal, i.e., if ψ ∈ Aut(A) has the property
that ψ |U and ψ |′U are scalar, then the two scalars are equal. Such an element must preserve the relation s1, which implies
the needed result.
If we had any two parameters (α,−1, 1), (α′,−1, 1), with α, α′ 6∈ {±1}, then any intertwiner A ∼→ A′ between the
two, by the above analysis, must also either preserve U,U ′ and their standard symmetric bilinear forms (hence α = α′), or
else must interchange U and U ′; up to SO(U) × SO(U ′), we may assume that the map sends x0 to a multiple of x2 and vice
versa, and sends x1 to a multiple of x3 and vice versa. It easily follows that α = α′.
The case where α, β, γ ∈ {±1} is trivial since all of these cases are under the same orbit of S3 (and they cannot be
equivalent to any other example because their relations have the largest subvarieties of rank-two tensors, or alternatively,
because we show in all other examples that this case is not equivalent).
Thus, we have reduced the theorem to the nondegenerate case when α, β , and γ are all nonzero and (7.2) is satisfied.
We may also assume that α, β, γ are not all equal, since these two cases are isomorphic and they are the only ones where
the automorphism group has size 192. We will not make further mention of these assumptions.
Recall the Heisenberg group H ∼= Aut(ω) from the previous section. We will need the Stone–von Neumann theorem in
our context (we omit the proof, which is easy):
Lemma 7.11 (Stone–von Neumann Theorem). There is a unique irreducible representation of H which sends elements ζ ∈ µ4
to the corresponding scalar matrix ζ · id.
Call this the Heisenberg representation. Note that our given representation V of H is of this form.
Notation. Let Aut(H, µ4) denote the subgroup of the automorphism group of H which acts trivially on the center µ4 < H .
Similarly, let Inn(H, µ4) = Inn(H) be the inner automorphisms, and Out(H, µ4) be Aut(H, µ4) modulo inner automor-
phisms.
We know that a Sklyanin algebra is specified by a potentialω ∈ V⊗4, up to a scalar multiple. Now, let us fix one such algebra
A0with potentialω0. Then, V naturally has the structure of the unique irreducible Heisenberg representation of Lemma 7.11,
given by any fixed isomorphism H ∼= Aut(ω0) ⊂ Aut(V ). Let ρ0 : H → Aut(V ) be such a representation. Further, once and
for all identifying µ4 with the center of H , we will assume that ρ0 restricts to the tautological inclusion µ4 ↪→ C× · id on
the center.
So, we have fixed the data (A0, ω0, ρ0). Now, given any other algebra A with potential ω ∈ V⊗4, it is equipped with
a Heisenberg representation ρ : H → Aut(V ) which is unique up to precomposition with an element of Aut(H, µ4). By
Lemma 7.11 and Schur’s Lemma, theremust be a unique up to scalar intertwinerψ : V ∼→ V such thatψρ0(h)ψ−1 = ρ(g)
for all h ∈ H . Hence, we obtain the vector ψ−1(ω) ∈ V⊗4. This vector is uniquely determined by (A, ω, ρ) up to scaling.
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If we had picked a different potential ω, this could also only affect the vector ψ−1(ω) by scaling.
If, instead of ρ, we had chosen ρ ′ = ρ ◦ φ for some element φ ∈ Aut(H, µ4), then instead of ψ−1(ω) ∈ V⊗4, we would
have obtainedψ−1φ ψ−1(ω), whereψ
−1
φ : V ∼→ V is any intertwiner (unique up to scaling) between ρ0 and ρ0 ◦φ, i.e., such
that ψφρ0(h)ψ−1φ = ρ0(φ(h)).
Note that, by Lemma 7.11, we have a projective representation Aut(H, µ4)→ PGL(V⊗4). Thus, we have obtained a map
from Sklyanin algebras to PV⊗4/Aut(H, µ4). In fact, we can do better: sinceω is fixed by the action of ρ(H),ψ−1(ω0) is fixed
by the action of ρ0(H), and this is the same as the action of Inn(H, µ4) on PV⊗4. Hence, letting T ⊂ V⊗4 be the subspace of
fixed vectors under ρ0(H), we have a projective representation of Out(H, µ4) on T , and have a map
Four-dimensional Sklyanin algebras→ PT/Out(H, µ4). (7.11)
Furthermore, suppose we have (A, ω, ρ) as above, and another Sklyanin algebra A′ ∼= A, together with an isomorphism
θ : V ∼→ V carrying the relations of A to the relations of A′. Wemay pickω′ = θ(ω) as our potential for A′, and ρ ′ := θρθ−1
as our Heisenberg representation H → Aut(ω′). Thus, using the intertwiner ψ ′ = θ ◦ ψ , we see that the image of A and
A′ under (7.11) is the same. Conversely, if we are given (A, ω, ρ), (A′, ω′, ρ ′), ψ,ψ ′ such that ψ−1(ω) = (ψ ′)−1(ω′), then
ψ ′ ◦ ψ−1 : V ∼→ V is an isomorphism carrying ω to ω′, and hence induces an isomorphism between (the relations of) A
and A′.
We thus obtain a canonical map (having fixed just A0 and ρ0):
Isomorphism classes of four-dimensional Sklanin algebras ↪→ PT/Out(H, µ4). (7.12)
The reader will probably recognize that Out(H, µ4) ∼= SL2(Z/4) and its action on PT is a version of the Weil represen-
tation, which we will explain.
Let us defineM := (Z/4)⊕2 and think of this as a free rank-two Z/4-module.
Lemma 7.12. The outer automorphism group Out(H, µ4) of H fixing its center is SL2(Z/4). We have the exact sequence
1→ M → Aut(H, µ4)→ SL2(Z/4)→ 1. (7.13)
Here, Aut(H, µ4) denotes the automorphism group of H which acts trivially on the centerµ4. Note that the size of SL2(Z/4)
is 48.
Proof. It is clear that the inner automorphism group is H/µ4 ∼= M . This acts by characters M → µ4, fixing µ4 < H .
Furthermore, the action of the outer automorphism group on H fixing the center descends to an action on H/µ4 = M , and
this action must preserve commutators since [H,H] ⊂ µ4. If we consider x ∧ y 7→ [x, y] for x, y ∈ M ∼= H/µ4 to be a
volume form, then we obtain an embedding Out(H, µ4) ↪→ SL2(Z/4). We have to show this is surjective. If X, Y are lifts of
generators ofM to H , they have order 8, and it follows that the same is true for XaY b whenever at least one of a, b is odd. As
a result, we see that, for any two elements X ′, Y ′ ∈ H such that [X ′, Y ′] = [X, Y ], the map X 7→ X ′, Y 7→ Y ′ must yield an
automorphism of H fixing µ4. 
As a consequence, the action of Out(H, µ4) on PT is a projective representation of SL2(Z/4), which we will call the Weil
representation on T .
Let S0 ⊂ S be the subset of tuples satisfying the assumptions of Theorem 7.4. Next, we will describe explicitly the
map S0 → PT/SL2(Z/4) and show that its kernel is S3. More precisely, we show that this map factors as follows. Let
K ⊂ SL2(Z/4) be the kernel of the canonical surjection SL2(Z/4)  SL2(Z/2) (note that K ∼= (Z/2)×3). Then, we prove the
following
Claim 1. The map (α, β, γ ) 7→ ω given by (7.3) factors as follows:
S0 ↪→ PT/K  PT/SL2(Z/4). (7.14)
Moreover, using a natural isomorphism S3 ∼= SL2(Z/2), the action of S3 on S0 is identified with the action of SL2(Z/2) on
PT/K.
The theorem follows immediately from the claim.
To prove the claim, we recall from [26, Section 2] explicit formulas for ρ0(X), ρ0(Y ). Let θ0, θ1, θ2, θ3 ∈ C× be numbers
such that
α0 =
(
θ0θ1
θ2θ3
)2
, β0 = −
(
θ0θ2
θ1θ3
)2
, γ0 = −
(
θ0θ3
θ1θ2
)2
. (7.15)
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(The numbers θi are in fact Jacobi’s four theta functions associated with an elliptic curve valued at a point of that curve,
which may be used to give a geometric definition of A0. We will not need this fact.) Fix i =
√−1 ∈ C. We have:
ρ0(X) =

0 0 0 i
θ3
θ0
0 0 −iθ2
θ1
0
0 i
θ1
θ2
0 0
i
θ0
θ3
0 0 0

, ρ0(Y ) =

0 0 −iθ2
θ0
0
0 0 0 −θ3
θ1
i
θ0
θ2
0 0 0
0
θ1
θ3
0 0

. (7.16)
Then, if (α, β, γ ) ∈ S0, for any choice of θ ′0, θ ′1, θ ′2, θ ′3 satisfying the version of (7.15) for (α, β, γ ), we may define the
representation ρ using (7.16) with primed thetas. It is easy to see that an intertwiner ψ carrying ρ0 to ρ is given by
ψ =
θ0/θ
′
0 0 0 0
0 θ1/θ ′1 0 0
0 0 θ2/θ ′2 0
0 0 0 θ3/θ ′3
 . (7.17)
As a consequence, we obtain a vector ψ−1(ω) in T . However, the construction involved a choice of the θ ′j , so it is not yet
well defined. First, nothing is affected by multiplying all the θ ′j by the same scalar, since everything only involves ratios of
the same number of the thetas. So let us assume that θ ′0 = 1. Any other choice of θ ′1, θ ′2, θ ′3 must differ by a transformation 1θ ′1θ ′2
θ ′3
 7→
1 0 0 00 ε1 0 00 0 ε2 0
0 0 0 ε3

 1θ ′1θ ′2
θ ′3
 , (7.18)
where εi ∈ µ4, and ε1ε2ε3 = ±1. First of all, in the case that εj ∈ {±1} for all j and ε1ε2ε3 = 1, then the matrix(1 0 0 0
0 ε1 0 0
0 0 ε2 0
0 0 0 ε3
)
is already in ρ0(H) (and ρ(H), so it will not affect ψ−1(ω). Factoring the group of ε-matrices (7.18) by
this subgroup leaves a group isomorphic to (Z/2)×3. Conjugating ρ0 by the action of this group is easily verified to send ρ0
to ρ0 ◦K , where K ⊂ SL2(Z/4) ∼= Out(H, µ4) is the kernel of SL2(Z/4)  SL2(Z/2). After all, given any h ∈ H , the elements
ikρ0(hX2`Y 2m) for k, `,m ∈ Z are exactly those that differ from h by a diagonal matrix. Hence, we obtain a well-definedmap
from tuples (α, β, γ ) ∈ S0 to PT/K .
We claim that the resulting map S0 → PT/K is injective. To see this, note that, sinceψ−1 is diagonal, we may recover α
from ψ−1(ω) as follows: Write ψ−1(ω) as a linear combination of terms of the form
[xi, xj]{xk, x`}, [xi, xj]{xk, x`}, {xi, xj}[xk, x`], {xi, xj}{xk, x`}, (7.19)
where, as before, {x, y} := xy+ yx is the anticommutator. We see that
Coefficient in ψ−1(ω) of {x0, x1}{x2, x3}
Coefficient in ψ−1(ω) of [x0, x1][x2, x3] = α. (7.20)
This does not change if we rescale ω or apply an element of K . Similarly, we may recover β, γ from ψ−1(ω). This proves
injectivity.
It remains only to show that the action of SL2(Z/2) is identified with the action given in the theorem of S3 under an
isomorphism SL2(Z/2) ∼= S3. Since S3 clearly acts by automorphisms and faithfully so except at two points, this must be
true, but we give an explicit identification.
There is a natural isomorphism SL2(Z/2) ∼= S3 given by the induced permutation action on the nonzero elements of
Z/2 ⊕ Z/2. This identifies with the image of Aut(H, µ4) acting on the quotient H/〈X2, Y 2, µ4〉 ∼= Z/2 ⊕ Z/2. Next, note
that ρ0 takes Aut(H, µ4) to permutation matrices times diagonal matrices, and 〈X2, Y 2, µ4〉 is the subgroup mapping to
diagonal matrices under ρ0. Thus, taking the image under ρ0 and modding by diagonal matrices, the above permutation
action becomes the image S3 ∼= S4/(Z/2 ⊕ Z/2) of the conjugation action of P(ρ0(Aut(H, µ4))) = S4 on P(ρ0(H)) =
Z/2⊕ Z/2 = {(ab)(cd) | {a, b, c, d} = {1, 2, 3, 4}} ⊂ S4.
This shows that the action of Aut(H, µ4) on the LHS of (7.20) via ρ0, which descends to SL2(Z/2) ∼= S3, must apply the
same element of S3 to (α, β, γ ) (up to elements of µ4, and in fact, ±1), using the RHS of (7.20). If we are slightly more
careful, we can see that the action is the permutation action tensored with the sign representation.
This completes the proof of 7.9.
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